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En el presente artículo se expone el entrenamiento de una Red Neuronal 
Convolucional (RNC) para discriminación de herramientas de uso común 
en tareas de mecánica, electricidad, carpintería y similares. Para el caso, 
se toman como objetivos de entrenamiento pinzas, destornilladores, 
tijeras y alicates, los cuales puedan ser identificados por la red, y permite 
dotarle a un brazo robótico la facultad de identificar una herramienta 
deseada–de entre las anteriores–para su posible entrega a un usuario. 
La arquitectura neuro convolucional empleada para la red presenta un 
porcentaje de acierto del 96% en la identificación de las herramientas 
entrenadas.
This article exposes the training of a Convolutional Neuronal Network 
(CNN) for discrimination of tools, commonly used in mechanical, 
electrical, carpentry and similar tasks. For this purpose, training 
objectives include nippers, screwdrivers, scissors and pliers, in order to 
be classified by the network, allowing a robotic arm to identify a desired 
tool for its possible delivery to a user. The CNN architecture used for the 
network presents a 96% success rate in the identification of tools.
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1. Introducción
Los agentes robóticos hacen parte común en 
labores de ensamble en múltiples empresas donde 
se realizan labores repetitivas y prepogramadas las 
cuales hoy en día se están potencializando mediante 
técnicas de inteligencia artificial, [1]. Estas técnicas 
involucran algoritmos de visión de máquina que 
en robots industriales permiten integrar múltiples 
factores de autonomía y precisión, como se presenta 
en [2]. Pero, aún más, actualmente se orientan en 
asegurar la interacción de personas en el área de 
trabajo del robot evitando colisiones entre ambos, [3]. 
Lo anterior ha conllevado al desarrollo de múltiples 
aplicaciones en la interacción de ambos campos: la 
robótica y la visión de máquina; por ejemplo en [4] se 
presenta una aplicación robótica para detección de 
enfermedades en cultivos basada en procesamiento 
de imagen y redes neuronales.
Sin embargo, tareas de control robótico por visión 
de máquina implican un eficiente reconocimiento de 
objetos permitiendo la ejecución de tareas como la 
navegación autónoma del robot por seguimiento, 
como propone [5]. Dicha tarea de reconocimiento 
requiere de un algoritmo de aprendizaje de máquina 
que acompañe a los de procesamiento de imágenes, 
sea por redes neuronales como se menciona en [4], 
métodos de clasificación bayesianos por vecinos 
cercanos como se expone en [6], o sistemas de 
inferencia difusa, por ejemplo para aplicaciones de 
parqueo, como se expone en [7]. La integración de 
estas técnicas de inteligencia artificial dan lugar a 
lo que hoy se denomina robots inteligentes, como el 
descrito en [8] que cuenta con múltiples grados de 
libertad, una cámara de profundidad y algoritmos 
de procesamiento orientados al reconocimiento de 
objetos.
De otra parte, recientes técnicas de inteligencia 
artificial han mostrado su eficiencia en el 
reconocimiento de objetos en imágenes, tal es el 
caso de las redes RNC, [9-10]. Estas redes toman 
directamente la imagen y entregan la predicción del 
objeto presentado, mostrando mayor robustez que las 
técnicas de procesamiento de imagen tradicionales, 
por lo que se hacen ideales para el desarrollo de 
robots inteligentes, aspecto poco abordado pero 
donde ya se encuentran trabajos en el área, [11].
Por lo anterior, la fortaleza de las RNC ha 
derivado en múltiples aplicaciones en el campo de la 
medicina [12], [13], [14], al ser empleada, por ejemplo, 
en imágenes diagnósticas. Igualmente en el campo 
de reconocimiento de objetos, como se evidencia en 
[15], [16]; e incluso en extracción de características 
para determinación de patrones de precisión bajo 
medidas antropométricas, [17]. Derivado de todo 
lo anterior, la presente investigación se centra en 
evaluar este tipo de redes en el entrenamiento de la 
detección de herramientas encaminadas al soporte 
de actividades mediante un robot asistencial.
El artículo se estructura en tres secciones: la 
primera en el entrenamiento de la RNC para la 
identificación de un grupo de herramientas puntuales, 
pero de uso general, lo que abre la posibilidad de 
integración de este desarrollo a aplicaciones de 
robótica asistencial en múltiples escenarios (robots 
inteligentes). La segunda sección corresponde al 
análisis de resultados frente a la predicción de 
la red a través de una matriz de confusión que 
relaciona el aprendizaje de cada categoría de las 
herramientas empleadas; y la última sección expone 
las conclusiones alcanzadas.
2. Entrenamiento de la RNC
Las RNC cuentan con una estructura básica 
vista como un núcleo típico basado en tres capas: una 
de convolución, una de rectificación lineal (RELU) y 
una denominada pooling, [10]. La red puede incluir 
n de esos núcleos y variar el orden de dichas capas, 
siendo necesario establecer los parámetros básicos 
de cada una. Tales parámetros se caracterizan al 
determinar el tamaño estándar de las imágenes de 
entrada; es decir, todas las imágenes de la base de 
datos deberán tener la misma dimensión, un alto (H) 
y ancho conocido (W), así como una profundidad (D). 
La profundidad está determinada en 1 para imágenes 
en escala de grises y en 3 para imágenes en color. 
La Figura 1 ilustra los diferentes hiperparámetros 
a establecer en el entrenamiento, los cuales se 
describen a continuación.
Filtro (F): corresponde inicialmente al elemento 
de convolución, posee unas dimensiones de alto y 
ancho basadas en la imagen; la profundidad del filtro 
depende también si la imagen es a color o escala de 
grises.
Stride (S): corresponde al intervalo de 
desplazamiento para aplicar los filtros sobre toda la 
imagen de entrada.
Padding (P): o relleno lateral, extiende los lados 
usualmente con ceros, pero puede replicarse las filas 
y/o columnas adyacentes; se define acorde al tamaño 
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del filtro, la imagen y el Stride, para cubrir todos los 
píxeles dentro del proceso de convolución.
Dichos parámetros interrelacionan las capas 
entre sí: la imagen de entrada con el filtro de 
convolución, el resultado de la convolución con la 
capa rectificación lineal, etc. Los cálculos de las 
dimensiones que debe tener cada conjunto de capas 
se relacionan mediante (1), (2) y (3).
 𝑊𝑊𝑛𝑛 =
(𝑊𝑊𝑛𝑛−1−𝐹𝐹+2𝑃𝑃)
𝑆𝑆
+ 1                          (1)
 𝐻𝐻𝑛𝑛 =
(𝐻𝐻𝑛𝑛−1−𝐹𝐹+2𝑃𝑃)
𝑆𝑆
+ 1                                        (2)
 𝐷𝐷𝑛𝑛 =  𝑘𝑘                                             (3)
Como objeto de reconocimiento de la RNC a 
entrenar se establecen herramientas de uso común 
en tareas de mecánica, electricidad, carpintería 
y similares. Para el caso se toman como objetivos 
de entrenamiento pinzas, destornilladores, tijeras 
y alicates, todas a color. La Figura 2 ilustra una 
muestra de cada clase a identificar, y en la Tabla 1 
se relaciona la cantidad de imágenes empleadas; el 
conjunto de la base de datos se parte en dos: las de 
entrenamiento y las de validación, en una relación 
de 70/30 por ciento respectivamente.
Figura 2. Herramientas de entrenamiento
Fuente: elaboración propia.
Figura 1. Hiperparámetros de convolución
Fuente: elaboración propia.
Tabla 1. Base de datos de entrenamiento.
IMAGENES Pinzas Alicates Tijeras Destornillador
Entrenamiento 75 30 53 64
Fuente: elaboración propia.
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La Figura 3 ilustra la arquitectura de la RNC 
empleada que, como se mencionó, permite observar 
las diferentes combinaciones convolución-RELU-
Pooling a que haya lugar. A su vez, se puede apreciar 
las capas de salida de la red (Fully – Connected y 
Softmax) típicas también de cualquier estructura 
neuro convolucional y que entregan la predicción 
final de la red respecto a una imagen de entrada 
sometida a los filtros aprendidos. El establecimiento 
de la arquitectura final a emplear se realizó mediante 
métodos heurísticos en función a las ecuaciones y 
núcleo base mencionados.
Figura 3. Arquitectura convolucional empleada
Fuente: elaboración propia.
3. Resultados y Análisis
El entrenamiento fue llevado a cabo mediante 
MATLAB®, en un equipo de cómputo con procesador 
de 2,7 Ghz y 16GB de memoria RAM, sin unidad de 
procesamiento grafico (GPU), permitiendo tiempos 
de entrenamiento de 5 minutos en promedio. Esta 
aclaración se realiza pues diferentes arquitecturas 
y aplicaciones de RNC pueden implicar el uso de 
GPU y considerable tiempo de entrenamiento. En 
la Tabla 2 se presenta la matriz de confusión que 
relaciona el aprendizaje de cada categoría de las 
herramientas empleadas, permitiendo concluir 
que el 96% alcanzado por la red es un desempeño 
suficiente para la aplicación propuesta. El tiempo de 
clasificación de la red entrenada es promedio de 0,23 
segundos.
Se puede observar a su vez que, hay una relación 
directa entre las características de la herramienta 
y la cantidad de imágenes empleadas. Para el 
caso, a pesar de se emplearon menor número de 
imágenes para los alicates, las características de 
esta herramienta frente a las demás, son notorias, 
de ahí que presenten el segundo mejor índice de 
identificación. Por su parte las pinzas, con mayor 
número de imágenes de entrenamiento y variación 
en su ubicación y rotación en la imagen, fueron 
las mejor aprendidas por la red. Sin embargo, el 
destornillador que posee una estructura simple, con 
bajas características presenta un mejor aprendizaje 
que las tijeras, ya que estas son más fácilmente 
confundidas con las pinzas.
En la Figura 4 se pueden apreciar algunos de 
los resultados de la clasificación de la red neuro-
convolucional entrenada, donde se evidencian 
errores tanto para la categoría destornillador como 
para la de tijeras. Para el caso del destornillador, 
la imagen de prueba presenta un acercamiento a 
la herramienta, mientras que las imágenes usadas 
en la base de datos están más alejadas y se aprecia 
mucho más el fondo, esto resalta la parte de agarre 
del destornillador confundiéndolo con la estructura 
más gruesa de los alicates. En el segundo caso se logró 
establecer que en la base de datos de entrenamiento 
no había tijeras orientadas hacia abajo, lo cual, si 
ocurre con las pinzas, de ahí la interpretación errónea 
de la red. Al evaluar la red con objetos diferentes a 
los entrenados, es claro que los clasificaría dentro 
de una de las únicas cuatro categorías que conoce 
la red, evidenciando una tendencia hacia las pinzas, 
aspecto derivado de que es la herramienta con más 
imágenes en la base de datos y que incluye más 
variaciones en relación con traslación y rotación en 
la escena.
Tabla 2. Matriz de confusión predicción.
Pinzas Alicates Tijeras Destornillador PROMEDIO
Verdadero positivo 98,6% 96.8% 93.6% 95.4% 96.1%
Falso positivo 1,4% 3,2% 6.4% 4.6% 3.9%
Fuente: elaboración propia.
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Finalmente, se agregó una clase adicional al 
entrenamiento denominada otros, para validar 
la identificación de la red frente a herramientas 
conocidas y el resto posible. Dicha categoría consistió 
en 50 imágenes de 4 herramientas diferentes a las 
deseadas, permitiéndole ahora a la red ser más 
selectiva sin comprometer el desempeño previo 
obtenido. La Figura 5 ilustra el resultado de 
clasificación de la red para este caso, que para el caso 
tarda 0,241 segundos.
Figura 4. Resultados de predicción de la red
Fuente: elaboración propia.
Figura 5. Resultados de predicción de la red con elementos no deseados
Fuente: elaboración propia.
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4. Conclusiones
Para dotar un agente robótico con la capacidad 
de entregar herramientas se requiere implementar 
sobre su sistema de control algoritmos de inteligencia 
artificial, como son las RNC. En esta investigación 
se logró obtener una RNC eficiente (96%) para la 
discriminación de herramientas, demostrando así la 
versatilidad de esta técnica en el reconocimiento de 
objetos y sus aplicaciones en Robótica.
De otra parte, se logró evidenciar la importancia 
de la diversidad de imágenes en la base de datos 
de entrenamiento, ya que la predicción de la red se 
sesgó por efecto de las de mayores características 
presentes. A su vez, se evidenció que no solo inciden 
las traslaciones y rotaciones del objeto en la escena 
sino también su cercanía, es decir: alejar o acercar el 
objeto a detectar permite exhibir más características, 
o no, a ser aprendidas por la red, lo cual incide en la 
precisión de la clasificación final.
El aumentar las categorías de la red evidencia un 
requerimiento adicional del tiempo de entrenamiento, 
que no genera un costo computacional significativo 
(incremento del 5%), en la clasificación de la red.
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