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La regressione multipla: Motivazioni
• Il modello lineare semplice introdotto precedentemente e` troppo
limitato per rappresentare uno strumento concretamente
utilizzabile nell’analisi empirica.
• La teoria economica, per quanto semplice e schematica, ben
difficilmente fornisce modelli in cui una grandezza dipende
unicamente da una sola variabile; viceversa relazioni economiche
“credibili” frequentemente includono piu` di una variabile
esplicativa.
• Un modello statistico idoneo ad analizzare relazioni di questo
tipo e` il modello di regressione multipla, in cui la variabile
dipendente Y viene spiegata da k regressori, X1, X2 . . . , Xk.
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• Da un punto di vista pratico ci si potrebbe chiedere se l’usare il
modello di regressione semplice o in generale una modellistica
ridotta possa avere delle conseguenze.
• Infatti e` ragionevole pensare che il non considerare qualche
variabile di interesse possa avere delle conseguenze nella stima
dei parametri. Cosa potrebbe succede in pratica se venisse omessa
una variabile rilevante dal modello di regressione?
• Ricordiamo che lo scopo dell’econometria e` quello di stimare in
maniera opportuna un parametro di interesse per poter attuare
poi una politica di conseguenza. Nell’esempio della dimensione
delle classi in relazione al voto mi interessa sapere qual’e` l’effetto
della dimensione sul voto. Abbiamo anche visto che pero` il
reddito delle famiglie sembra importante nella nostra analisi.
Perche` se ometto il reddito potrei avere problemi?
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• Avevamo ipotizzato nel modello di regressione semplice che
valesse la condizione E[ǫ|X ] = 0 (⇒ Cov(ǫ,X) = 0).
Consideriamo i due modelli
Modello 1: Y = β0 + β1X1 + ǫ
Modello 2: Y = β0 + β1X1 + β2X2 + ǫ˜
• Supponiamo per esempio che ci sia correlazione tra X1 ed X2, e
quindi Cov(X1, X2) 6= 0.
• Supponiamo di stimare il modello 1 . Implicitamente la
variabile X2 viene omessa. Questo vuol dire che il suo effetto
viene assorbito dal termine di errore ǫ per via della sua natura
residuale, nel senso che tutto quello che non viene specificato dal
modello posso pensare finisca dentro al termine d’errore.
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• Quindi posso pensare che l’errore ǫ del modello 1 dipende da
X2 ed in particolare che ǫ = β2X2 + ǫ˜. Avevamo inoltre
ipotizzato che Cov(X1, X2) 6= 0. Ne consegue che
Cov(ǫ,X1) = 0 non e` piu` vera e quindi non sono piu`
verificate le ipotesi fatte sul modello di regressione.
• In queste condizioni si puo` mostrare che la stima dei minimi
quadrati di β1 e` distorta sia in piccoli (n finito) che in grandi
campioni (approssimazione asintotica, cioe` con n grande). Infatti
anche quando n→∞ si dimostra che
βˆ1
p
→ β1 + ρX1ǫ
σǫ
σX
(inconsistenza di βˆ1)
• Quindi se stimo la regressione sbagliata prendero`
presumibilmente delle decisioni sbagliate. Come risolvere questo
problema? Utilizzeremo una generalizzazione della regressione
semplice o regressione multipla.
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• L’importanza dell’ipotesi di esogenita` dal punto di vista pratico
puo` essere analizzata attraverso lo studio dell’effetto marginale di
un regressore sulla variabile dipendente.
• Ipotizziamo non valga E[ǫ|X ] = 0, per cui Cov(ǫ,X) 6= 0. La
conseguenza immediata e` che una variazione di X induce una
variazione di ǫ e quindi ∆X ⇒ ∆ǫ 6= 0. Se calcoliamo quindi il
valore della variabile Y in corrispondenza di X +∆X otteniamo
Y +∆Y = β0 + β1(X +∆X) + ǫ+∆ǫ
• L’effetto marginale del regressore su Y sara`
∆Y = β1∆X +∆ǫ
• Non e` piu` possibile capire se le variazioni di Y dipendono
da variazioni di X oppure da quelle dei regressori omessi
(che vengono inclusi nella variabile casuale ǫ.
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Riassumendo
Nella regressione semplice una delle ipotesi fondamentali era che
E(ǫ|X) = 0⇒ Cov(ǫ,X) = 0 . Se una variabile significativa viene
omessa si hanno le seguenti conseguenze:
• L’esclusione di una variabile rilevante induce correlazione non
nulla tra il regressore “incluso” e il termine d’errore
⇒ Cov(ǫ,X) 6= 0.
• L’ipotesi di esogenita` non e` verificata ;
Di conseguenza lo stimatore OLS risulta distorto;
Tale distorsione permane anche per n grande (non consistenza).
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Esempio: Dim. classi, voti e reddito
Riportiamo i risultati della regressione sul modello 1 e 2. Si noti che
Cov(Reddito fam, Rapporto ins stud)=− 0.2322.
MODELLO 1:
VARIABILE COEFFICIENTE ERRORE STD STAT T P-VALUE
const 698.933 10.3644 67.436 <0.00001 ***
str -2.27981 0.519489 -4.389 0.00001 ***
MODELLO 2:
VARIABILE COEFFICIENTE ERRORE STD STAT T P-VALUE
const 638.729 7.30123 87.482 <0.00001 ***
str -0.648740 0.353340 -1.836 0.06707 *
avginc 1.83911 0.114733 16.029 <0.00001 ***
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Errori di misura nei regressori
• Un’altro importante caso di endogenita` dei regressori riguarda
l’utilizzo di regressori approssimati o proxy. Quali sono le
conseguenze per OLS quando un regressore viene osservato con
un errore di misura?
• Supponiamo per esempio di considerare la regressione in cui non
posso osservare direttamente Xi ma una sua approssimazione
X∗i . Quindi
Yi = γXi + ǫi
X∗i = Xi + ui Cov(Xi, ui) = 0
 ui e` l’errore di misura;
 X∗i e` quello che posso osservare (in maniera imprecisa);
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Errori di misura nei regressori (cont.)
• Se consideriamo la regressione originale e la riscriviamo in
funzione dei regressori effettivamente osservabili si ottiene che
Yi = γXi + ǫi
= γ(X∗i − ui) + ǫi = γX
∗
i + ǫi − γui︸ ︷︷ ︸
ǫ∗
i
Yi = γX
∗
i + ǫ
∗
i
⇒ Cov(X∗i , ǫ
∗
i ) = γVar(ui) 6= 0 ⇒ Endogenita`
• Di conseguenza se si utilizza un regressore approssimato al posto
di quello originale si rischia di non rispettare le ipotesi del
modello di regressione e quindi il rischio e` quello di ottenere
stimatori non consistenti e distorti.
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La regressione multipla
Il modello di regressione multipla estende il modello di regressione
semplice descrivendo la media condizionale della Y tramite piu`
regressori
E[Yi|X1i = x1i, . . .Xki = xki] = β0 + β1x1i + · · ·+ βkxki
Rispetto al caso precedente al posto di una coppia di variabili (Y,X)
si ha una k + 1-pla (Y,X1, . . . , Xk).
Come vanno interpretati i parametri βi, i = 1, . . . , k?
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• Nella regressione semplice, β1 e` semplicemente l’effetto su Y di
una variazione unitaria di X , cioe´ ∆Y = β1 ∆X︸︷︷︸
1
;
• Nella regressione multipla il generico βi e` la variazione attesa di
Y data una variazione unitaria di Xi ipotizzando di tenere
costanti tutte le altre variabili. In pratica, se considero un
incremento ∆X di X e ottengo
Y +∆Y = β0 + βi(Xi +∆Xi) +
k∑
j=1,j 6=i
βjXj
⇒ ∆Y = βi∆Xi
Tale effetto viene detto effetto marginale di Xi sulla media
condizionale di Y , ovvero E[Y |X ].
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Il termine di errore ǫ
Come nella regressione semplice, il termine di errore raccoglie tutti i
fattori non specificati direttamente nel modello. Esso viene definito
anche come componente residuale espressa da
ǫi = Yi − E[Y |X1 = x1i, X2 = x2i] i = 1, . . . , n
In generale questa definizione puo` essere adottata al caso in cui si
hanno un numero generico k di regressori
ǫ = Y − β0 −
k∑
i=1
βiXi
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Come e` fatto ǫ? Varianza condizionale
Var[ǫ|X1 = x1, . . . , Xk = xk] = Var[Y |X1 = x1, . . . , Xk = xk]
I concetti di omoschedasticita` e di eteroschedasticita` visti finora
possono essere estesi al caso multivariato.
• Omoschedasticita`: Si assume che
Var[ǫ|X1 = x1, . . . , Xk = xk] = σ2 non dipenda da x.
• Eteroschedasticita`: Si assume che Var[ǫ|X1 = x1, . . . , Xk = xk]
dipenda da X1, . . . , Xk in qualche modo.
Diverse assunzioni portano a diverse procedure di stima. Come per il
caso univariato, assumeremo per il momento che gli errori siano
omoschedastici.
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Ipotesi necessarie per la stima OLS
Al fine di ottenere opportune stime tramite i minimi quadrati, e`
necessario assumere che:
1. Linearita`: E[Yi|X1 = x1i . . . , Xk = xki] = β0 +
∑k
i=1 βixi;
2. Omoschedasticita`: Var(Yi|X1 = x1i . . . , Xk = xki) = σ
2;
3. Incorrelazione: Cov(Yi, Yj|X1 = x1i . . . , Xk = xki) = 0 ∀i 6= j;
4. Non Collinearita`: Le variabili X1 . . . , Xk sono tutte linearmente
indipendenti.
Il modello di regressione multipla 16'
&
$
%
Ipotesi “equivalenti” per la stima OLS
Come nel caso della regressione semplice, si possono definire delle
condizioni alternative ma equivalenti per la stima OLS:
1. Esogenita`: E[ǫi|X1i = x1i . . . , Xki = xki] = 0;
2. Omoschedasticita`: Var(Y1i|X1 = x1i . . . , Xki = xki) = σ2;
3. Incorrelazione: Cov(Yi, Yj|X1i = x1i . . . , Xki = xki) = 0 ∀i 6= j;
4. Non Collinearita`: Le variabili X1 . . . , Xk sono tutte linearmente
indipendenti.
Il modello di regressione multipla 17'
&
$
%
Non Collinearita`
Si parla di perfetta collinearita` quando almeno uno dei regressori e`
una funzione lineare esatta di alcuni altri. Questo e` vero, ad esempio,
se vale una relazione del tipo X2 = a1X1 + a3X3 + a5X5.
La condizione di non perfetta collinearita` permette di identificare gli
effetti marginali di ogni singola variabile. Cosa vuol dire?
Esempio: Considero il modello
Y = β0 + β1X1 + β2X2 + β3X3 + β4X4 + ǫ
Si ricordi che l’effetto marginale della variabile X2 e` β2 mentre quello
di X3 e` β3.
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Supponiamo ad esempio che X2 = φX3 con φ una opportuna
costante nota.
Posso allora riscrivere la media condizionale come
E[Yi|X1i = x1i . . . , X4i = x4i] = β0 + β1X1i + (β2 + φβ3)X2i + β4X4i
Si vede che se le variabili sono proporzionali, non e` piu` possibile
separare l’effetto di X2 ed X3. I due parametri β2 e β3 non sono piu`
trattabili separatamente ma lo e` la loro combinazione lineare
(β2 + φβ3)
Conseguenza: Quando calcoliamo le condizioni del primo
ordine per minimizzare la funzione dei minimi quadrati, succede che
una equazione e` funzione lineare delle altre, e quindi il sistema
non ha piu` un’unica soluzione.
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Sotto le assunzioni da 1 a 4, e` possibile stimare i coefficienti
β0, β1, . . . , βk minimizzando la funzione obiettivo
min
β0,β1,...,βk
Var(ǫ) = min
β0,β1,...,βk
E[ǫ2]
Posso stimare questa quantita` sulla base delle osservazioni del
campione (Xi1, . . . , Xik, Yi) i = 1 . . . , n
min
β0,β1,...,βk
1
n
n∑
i=1
(Yi − β0 − β1X1i − . . .− βkXki)
2
Se derivo la funzione rispetto ai k + 1 parametri ottengo un sistema
di k + 1 equazioni in κ+ 1 incognite che ha un’unica soluzione.
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Notazione Matriciale
• Nel caso della regressione multipla la notazione (basata sulle
sommatorie) usata fino ad ora risulta poco chiara e difficilmente
interpretabile;
• Per questo motivo in letteratura viene utilizzata una notazione
matriciale piu` compatta e facile da leggere;
• Si definisce la matrice dei regressori (cioe´ gli Xi) come
Xn×k =


1 X11 X12 . . . X1k
1 X21 X22 . . . X2k
...
...
...
...
...
1 Xn1 . . . . . . Xnk


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• Xij e` l’osservazione relativa all’individuo i -esimo relativo al
j -esimo regressore.
• La prima colonna (quella con gli 1) rappresenta il regressore che
moltiplica il parametro β0 che e` l’intercetta.
• Il vettore Y di dimensioni n× 1 cioe´ con n righe ed 1 colonna
raccoglie tutte le osservazioni sulla variabile dipendente.
Y n×1 =


Y1
Y2
...
Yn


• Il vettore β di dimensione k + 1 raccoglie tutti i parametri
associati ai k regressori del modello β1, . . . , βk e l’intercetta β0.
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β(k+1)×1 =


β0
β1
...
βk


• Il vettore ǫ di dimensione n× 1 raccoglie i termini d’errore
associato ad ogni osservazione Yi cioe´
ǫn×1 =


ǫ1
ǫ2
...
ǫn


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• Ricapitolando il modello di regressione puo` essere riscritto come


Y1
Y2
...
Yn


=


1 X11 X12 . . . X1k
1 X21 X22 . . . X2k
...
...
...
...
...
1 Xn1 . . . . . . Xnk




β0
β1
...
βk


+


ǫ1
ǫ2
...
ǫn


• In forma compatta e` quindi possibile riscrivere il modello come
Y =Xβ + ǫ
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I minimi quadrati rivisitati
• La funzione obbiettivo del metodo OLS puo` essere rivista come
la seguente forma quadratica
S(β0, β1, . . . , βk) = (Y −Xβ)
′(Y −Xβ) =
n∑
i=1
ǫ2i
• Per cui si stimano i β in modo che minβ0,β1,...,βk S(β0, β1, . . . , βk)
• Derivando rispetto al vettore β e uguagliando a zero la derivata
si ottiene
∂S
∂β
= −X ′Y +X ′Xβ = 0
• Quindi lo stimatore OLS si ottiene facilmente come
βˆ = (X ′X)−1X ′Y
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Proprieta` degli stimatori
Gli stimatori dei minimi quadrati godono di alcune importanti
proprieta` del tutto simili a quelle derivate per la regressione semplice.
Usando le ipotesi da 1 a 4 si dimostra che
• Gli stmatori di βi sono non distorti;
• Gli stimatori sono consistenti;
• Gli stimatori sono BLUE, (Best Linear Unbiased Estimators)
per il teorema di Gauss-Markov.
• Gli stimatori sono asintoticamente Gaussiani nel senso che
βˆj ∼ N
(
βj , σ
2
βˆj
)
∀j = 1, . . . , k
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La stima dei residui: ǫˆ
Analogamente al caso della regressione semplice
• Sulla base degli stimatori βˆ0, βˆ1, . . . , βˆk e` possibile ottenere uno
stimatore della media condizionata
Yˆi = Eˆ[Yi|X1 = x1i, . . . , Xk = xki] = βˆ0 +
k∑
j=1
βˆjxji
• Uno stimatore del termine di errore (o residui) e`
ǫˆi = Yi − βˆ0 −
k∑
j=1
βˆjXji = Yi − Yˆi
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• Yi puo` essere scomposto come
Yi = Yˆi + ǫˆi = βˆ0 +
k∑
j=1
βˆjXj
︸ ︷︷ ︸
Parte spiegata
+ ǫˆi︸︷︷︸
Residuo
Inoltre
• La somma dei residui e` zero (
∑n
i=1 ǫˆi = 0)
• La covarianza campionaria tra ogni regressore Xi ed ǫˆi e` zero
1
n
n∑
i=1
(xji − x¯i)(ǫˆi − ¯ˆǫ) = 0 ∀j = 1, . . . , k
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Bonta` di Adattamento
Come per la regressione semplice, e` possibile definire dei coefficienti
di bonta` di adattamento come ad esempio l’R2.
Si possono definire allora
• Devianza totale di Y o SQT
∑n
i=1(Yi − Y¯ )
2
• Somma dei quadrati dei residui o SQR
∑n
i=1 ǫˆi
2
• Devianza spiegata o SQS
∑n
i=1(Yˆi − Y¯ )
2
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Bonta` di Adattamento: R2
R2 =
SQS
SQT
= 1−
SQR
SQT
• All’aumentare del numero di regressori, la statistica R2
non decresce mai. Domanda: Sarebbe sensato aggiungere
quanti piu` regressori possibili nel modello? In realta` cio` non
avrebbe molto senso, infatti:
• Lo scopo della regressione e` misurare l’impatto di un regressore
(Xi) sulla variabile dipendente Y e quindi decidere se e` o no
significativamente diverso da zero. Non e` detto che a questo
scopo sia utile trovare un modello che ben approssima le Y ;
• Si puo` dimostrare che aggiungere regressori non significativi
indurrebbe un aumento delle varianze degli stimatori.
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Intervalli di confidenza
Le formule per βˆj non sono banali, ma le stime sono facilmente
ottenibili con qualsiasi software. Siamo pero` interessati a costruire un
intervallo di confidenza. Sapendo che βˆj ∼ N
(
βj , σ
2
βj
)
. Quindi un
intervallo di confidenza a livelli 1− α si ottiene come
βj ∈
(
βˆj − zα
2
σ
βˆj
, βˆj + zα
2
σ
βˆj
)
in cui zα e` il valore critico di una Normale standard che lascia alla
sua destra una probabilita` pari a α/2.
Se α = 1%⇒ zα
2
= 2.58;
Se α = 5%⇒ zα
2
= 1.96;
Se α = 10%⇒ zα
2
= 1.65;
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Per rendere la formula dell’intervallo di confidenza operativa occorre
stimare σ
βˆj
. Si puo` dimostrare che
σ2
βˆj
= Var(βˆj) =
σ2
(1−R2j )
∑n
i=1
(
Xji − X¯j
)2
in cui R2j e` l’indice di bonta` di adattamento della seguente regressione
Xj = γ0 + γ1X1 + . . .+ γj−1Xj−1 + γj+1Xj+1 + . . .+ γkXk + u
Una stima di σ2 non distorta si ottiene come
σˆ2 =
1
n− k − 1
n∑
i=1
ǫˆ2i
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Componenti della varianza degli stimatori OLS
• Valori grandi di σ2 inducono una varianza di stima
grande. (Non dipende dalla dimensione del campione ma dalla
variabilita` della popolazione);
• Valori grandi di
∑n
i=1
(
Xji − X¯j
)2
implicano una varianza
piccola. Questo vuol dire che maggiore e` la variabilita` delle Xj
minore sara` la variabilita` dello stimaotre βˆj . Quindi, l’aumento
della numerosita` campionaria n, permette di ridurre la
varianza dello stimatore;
• Se c’e` collinerarita` (o quasi) tra i regressori allora la varianza
di stima cresce.
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Verifica d’Ipotesi su un singolo parametro βi
• Identico al caso della regressione semplice
• Costruisco la statistica
t =
βˆi − βi,0
σˆ
βˆi
in cui ricordo che βi,0 e` l’ipotesi nulla.
• Calcolo il p-value a seconda che il test sia bilaterale oppure
unilaterale.
Il modello di regressione multipla 34'
&
$
%
Ipotesi congiunte
• Qualche volta potrebbe essere interessante sottoporre a verifica
di ipotesi piu` parametri del modello di regressione
congiuntamente. Un test spesso calcolato automaticamente dai
software di regressione verifica l’ipotesi congiunta che tutti i
coefficienti, tranne l’intercetta, siano uguali a zero. Tale test e`
noto come test F sulla significativita` congiunta dei coefficienti di
regressione.
• Sia Yi = β0 + β1X1i + . . .+ βkXki + ǫi
tale ipotesi coincide con H0 : β1 = β2 = . . . = βk = 0. A parole,
coincide con l’ipotesi che tutti i regressori del modello non
concorrano a spiegare la variabile risultato Y . Ovviamente, uno
potrebbe volere verificare la stessa ipotesi solo per un
sottoinsieme dei parametri stimati.
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Regressione del logaritmo del punteggio nel distretto (Y ) sul rapporto
studenti-insegnanti nel distretto (str), la percentuale di studenti non di
madrelingua nel distretto (el pct) e la spesa media per studente nel
distretto (expn stu).
Stime OLS usando le 420 osservazioni 1-420 Variabile dipendente:
l_testscr = log(testscr)
VARIABILE COEFFICIENTE ERRORE STD STAT T P-VALUE
const 6.47747 0.0231218 280.146 <0.00001 ***
str -0.000441356 0.000730682 -0.604 0.54615
el_pct -0.00101167 5.94643E-05 -17.013 <0.00001 ***
expn_stu 5.66061E-06 2.14727E-06 2.636 0.00870 ***
R-quadro = 0.442116
=> Statistica F (s=3, n-k-1=416) = 109.892 (p-value < 0.00001)
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• Nell’esempio in oggetto, il test sulla significativita` congiunta dei
regressori coincide con il verificare che il rapporto
studenti-insegnanti (l testscr), la percentuale di studenti non di
madrelingua (el pct) e la spesa media per studente nel distretto
(expn stu) concorrano congiuntamente a spiegare il punteggio al
test.
• Talvolta la teoria economica o il contesto nel quale stiamo
lavorando suggeriscono una singola restrizione che coinvolge due
o piu` coefficienti della regressione. Ad esempio, alla luce delle
stime ottenute, ci si potrebbe chiedere se il primo ed il secondo
regressore abbiano lo stesso effetto sulla variabile Y , oppure se
l’effetto di uno dei due prevalga sull’altro. Tale ipotesi nulla
coincide con H0 : β1 = β2.
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• In generale, l’ ipotesi nulla puo` essere pensata come un insieme
di s uguaglianze relative ai parametri del modello di regressione
H0 : β1 = β2 = . . . = βs = 0.
L’ipotesi alternativa relativa a questo test e` che non valga
almeno una di tali uguaglianze.
• Sebbene sembri possibile verificare H0 utilizzando s statistiche t
indipendentemente riferite alle s uguaglianze, e` possibile dimostrare
che tale approccio non e` affidabile. In particolare, se gli s test
avessero tutti livello di significativita` pari a α (ad esempio 5%), il
livello di significativita` globale per verificare H0 ottenuto verificando
le s statistiche indipendentemente e` in generale diverso da α (ed in
particolare risulta maggiore).
• Conseguenza: pur controllando l’errore di primo tipo per
ogni singolo test, non si puo` controllare l’errore globale.
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Ipotesi congiunte: una possibile soluzione
• Se s = k (tutti i parametri nella regressione), H0 implica che un
modello che includa solo l’intercetta riesce a “spiegare” la
variabilita` di Y tanto quanto il modello completo.
• Supponiamo che il modello completo (o non vincolato) sia
Yi = β0 + β1X1i + β2X2i + β3X3i + ǫi;
ovvero k = 3, e che sia di interesse l’ipotesi H0 : β2 = β3 = 0,
ovvero s = 2. Vera H0, il modello vincolato risulta essere
Yi = β0 + β1X1i + ǫi :
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• Se H0 fosse vera, dovrebbe valere che la capacita` previsiva del
secondo modello sia ragionevolmente vicina a quella del primo.
Un indicatore utilizzabile a tal fine e` l’indice R2.
• Quindi, indicati con R2l ed R
2
v i coefficienti di determinazione per
il modello libero e vincolato, si definisce la statistica F come
Fs;n−k−1 =
(R2l −R
2
v)/s
(1−R2l )/(n− k − 1)
.
Si puo` dimostrare avere proprieta` ottimali per la verifica della
validita` del modello vincolato.
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In particolare, per F valgono le seguenti proprieta` :
• assume sempre valori positivi; tale proprieta` deriva dalle
proprieta` dell’indice R2, che si puo` dimostrare essere non
decrescente con il numero di regressori inclusi nel modello.
• Valori di tale statistica vicini a zero sono favorevoli a H0; valori
positivi lontani da zero sono a favore di H1. Cio` implica che la
regione critica per questo test riguarda una sola coda (test
unilaterale).
• La distribuzione della statistica vera H0 e` quella di una variabile
F con s e n− k − 1 gradi di liberta` (da utilizzarsi per il calcolo
del p-value del test), che per n grande e` bene approssimata da
una distribuzione χ2s .
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Esempio (cont.)
• Nel caso in esame, l’R2 della seconda regressione (ovvero della
regressione che include solo il rapporto studenti-insegnanti) e`
pari a 5.1%; l’R2 della regressione completa e` pari a 43.8%, da
cui il valore F2,416 = 146.078. Il p-value di tale statistica, ovvero
la probabilita` di osservare valori della statistica piu` grandi di
146.078, e` molto prossimo a zero (p = 0.0000).
Insieme di vincoli
1: b[el_pct] = 0
2: b[expn_stu] = 0
Statistica test: F(2, 416) = 146.078, con p-value = 0.000000...
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• Per tale motivo, l’ipotesi nulla che i coefficienti relativi a
percentuale di studenti non di madrelingua e spesa media per
studente nel distretto siano congiuntamente nulli e` rigettata nei
dati.
• Un caso particolare del test e` che tutti i regressori del modello
abbiano coefficienti nulli (ipotesi di non significativita` della
regressione). Il valore F3,416 = 109.892 ha un p-value associato
prossimo a zero (p = 0.0000), portando al rifiuto di H0.
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Relazione tra test t e test F
• E’ in generale possibile che i test t sui singoli coefficienti delle
variabili del modello non siano significativi, e che al contempo il
test F per un sottoinsieme di questi coefficienti lo sia in maniera
rilevante.
• In altre parole, e` possibile non rigettare separatamente le ipotesi
nulle H0 : β1 = 0 e H0 : β2 = 0 e rigettare l’ipotesi congiunta
H0 : β1 = β2 = 0. Anche la situazione opposta e` possibile, i test t
individuali possono rifiutare l’ipotesi nulla, mentre il test
congiunto induce ad accettarla.
• Si ricordi inoltre che se gli errori del modello non soddisfano le
ipotesi del teorema di Gauss-Markov, le conclusioni inferenziali a
cui si giunge sia con il test t che con il test F sono in generale
sbagliate.
