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Captulo 1
Introduc~ao
Sistemas hbridos tornaram-se, nestes ultimos anos, uma area de especial interesse
no domnio das cie^ncias da computac~ao e da teoria de controle em func~ao da crescente
demanda da tecnologia moderna, e te^m tido como resultado a sntese e implementac~ao
de sistemas na engenharia com melhor desempenho e maior complexidade.
O objetivo deste trabalho e fazer o estudo de analise de estabilidade para certa
classe de sistemas hbridos, resolvendo-o como um problema de otimizac~ao convexa em
termos de inequac~oes matriciais lineares (LMIs).

E caracterstica dos sistemas hbridos a incorporac~ao de componentes contnuas e
componentes discretas. A dina^mica das componentes contnuas, usualmente chamadas
de plantas, e governada por equac~oes diferenciais, e a dina^mica das componentes
discretas e representada por programas. Esses programas est~ao projetados para sele-
cionar, controlar e supervisionar a conduta das componentes contnuas.
Exemplos de sistemas hbridos no mundo real aparecem nos sistemas com reles,
chaveamentos, motores de passo e outros controladores de movimento, nos sistemas de
controladores com estrutura variavel, nos veculos inteligentes, nos sistemas de controle
de auto-estrada, nos sistemas atuais de manufatura exvel e nos sistemas de controle
de vo^os.
A industria moderna usa os sistemas hbridos para varios propositos, tais como
controle na area de aviac~ao, sincronizac~ao de computadores, manufatura, redes de
comunicac~ao, controle de trafego, controle de processos, etc.
Trabalhos que tratam da estabilidade de sistemas hbridos datam dos anos 60
[Wit66, Pav67]. Na ultima decada resultados gerais para sistemas hbridos te^m
sido apresentados por Peleties e DeCarlo [PD91] e, fazendo uso das func~oes de Lya-
punov multiplas, por Branicky [Bra94a]. Recentemente, gracas ao advento de
ferramentas computacionais, muitos algoritmos ecientes para otimizac~ao convexa em
1. Introduc~ao 2
termos de inequac~oes matriciais lineares ajudaram a tratar esse tipo de problema
[BGFB94, NG94, GNea96]. Essa tecnica converteu-se numa ferramenta poderosa para
o tratamento de problemas de analise e para o projeto de sistemas lineares e n~ao
lineares.
O controle n~ao linear adquiriu maior importa^ncia com os trabalhos de controle
baseados em chaveamentos, e com essa vis~ao se fornece um entendimento claro e fun-
damentalmente mais potente que nas tecnicas do controle suave. Esse fato e salien-
tado no desenvolvimento da teoria do controle adaptativo. Isso sem comentar que
varios outros tipos de chaveamentos te^m sido tradicionalmente usados em metodos
de controle e implementac~oes, tais como escalonamento de ganho, controle dos modos
deslizantes [Utk77, Utk92]. Mencionamos tambem trabalhos na linha de controle fuzzy
[TS85, TIW96], topicos que tambem s~ao abordados em Pettersson [Pet99] e Johansson
[Joh99].
Johansson [Joh99], trabalhando com sistemas lineares por partes, trata da analise de
estabilidade propondo a procura de uma func~ao de Lyapunov quadratica por partes e
aplicando a metodologia numa classe particular de sistemas hbridos ans. Fazendo
uma construc~ao similar das func~oes de Lyapunov, foi desenvolvido em Pettersson
[Pet99], de forma independente e na mesma epoca, o problema de analise e projeto
de sistemas hbridos lineares e n~ao lineares com uma metodologia mais geral.
Este trabalho aborda a analise de estabilidade e o calculo do domnio de atrac~ao de
uma classe particular de sistemas hbridos conhecida como sistemas chaveados. Na
abordagem proposta sup~oe-se que os chaveamentos dependem da dina^mica da variavel
de estado contnua. O problema de analise de estabilidade aqui estudado e uma
extens~ao, para sistemas chaveados, da formulac~ao proposta em Trono [Tro00a, Tro00b]
para a construc~ao de func~oes de Lyapunov dependentes do estado, desenvolvida para
problemas de estabilidade robusta de sistemas incertos n~ao lineares.
Esta pesquisa tem por objetivo estudar formulac~oes LMIs para analise de sistemas
chaveados, fazendo uso de uma func~ao de Lyapunov com essa nova estrutura.
O conteudo deste trabalho, considerando esta introduc~ao, e distribuido em seis
captulos.
No Captulo 2, apresentam-se um breve historico, a denic~ao de sistemas hbridos e
exemplos que exibem a natureza hbrida de alguns sistemas meca^nicos. Apresentam-se
tambem alguns conceitos basicos, feno^menos hbridos e propriedades desses sistemas.
Ja no Captulo 3, e desenvolvido o ferramental teorico para o estudo dos sistemas
chaveados, ilustrando as diversas representac~oes existentes com exemplos. Conceitos
de estabilidade e exemplos de sistemas estaveis e instaveis s~ao introduzidos. Tambem
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se apresentam os resultados de estabilidade de sistemas chaveados existentes na
literatura, dando e^nfase principal a dois enfoques que usam como tecnica as LMIs,
exibindo as caraterizac~oes para a construc~ao de func~oes de Lyapunov e colocando-se
suas vantagens e respectivas limitac~oes.
Nos captulos seguintes, encontram-se os resultados desta pesquisa, com novas abor-
dagens usando LMIs, para analise de estabilidade dos sistemas chaveados.
No Captulo 4, a abordagem e baseada no conceito de estabilidade biquadratica
[Tro00a], aplicada aqui a sistemas chaveados de tipo linear e de tipo am. Determina-
se uma func~ao de Lyapunov que e polinomial nos estados, e sua estrutura e a mesma
para todas as partic~oes, isto e, ela n~ao depende explicitamente das regi~oes e das regras
de chaveamento denidas pelo problema. Quando a estabilidade e local, o domnio de
atrac~ao tambem e calculado e ilustrado nos exemplos trabalhados.
Uma outra abordagem usando o conceito de estabilidade Q
r
[Tro00b], com resul-
tados menos conservadores, e apresentada no Captulo 5. Neste captulo, tambem e
usada uma func~ao de Lyapunov polinomial e comum ao sistema com uma estrutura
construda de forma mais geral a dada no captulo anterior. Exemplos numericos
exibem o potencial dessa metodologia.
Por ultimo, no Captulo 6, apresentam-se as conclus~oes deste trabalho.
Captulo 2
Sistemas hbridos
Tradicionalmente, as tecnicas disponveis em cie^ncias e engenharia, para a mode-
lagem, analise e sntese de controle de sistemas, bem como as ferramentas associadas
a essas tecnicas apenas lidavam com sistemas de natureza contnua ou discreta. Por-
tanto, sistemas de natureza hbrida eram tratados por sua convers~ao, em entidades
puramente discretas ou puramente contnuas [GNRR93, NK93]. A inadequac~ao, em
muitos casos, das soluc~oes obtidas, levou aqueles que durante muitos anos trabalharam
em sistemas concorrentes, computac~ao distribuda e desenvolvimento e vericac~ao de
programas, bem como aqueles que trabalharam em engenharia de controle classico (ob-
servabilidade, controlabilidade, estabilidade), a repensar e a reelaborar seus modelos e
tecnicas para lidar com sistemas hbridos.
O tratamento dos feno^menos de natureza hbrida requer familiaridade com teoria de
controle, equac~oes diferenciais, teoria de auto^matos e topologia [Bra95]. S~ao inumeras
as aplicac~oes desse tipo de sistemas, por exemplo, na industria automotiva e no controle
de trafego aereo.
O conteudo deste captulo e dado por tre^s sec~oes. Na sec~ao 2.1 e apresentado um
breve historico que mostra o desenvolvimento do estudo, assim como as aplicac~oes dos
sistemas hbridos nos ultimos 40 anos. Na sec~ao 2.2, faz-se uma denic~ao do sistema
hbrido conforme o interesse deste trabalho, assim como a classicac~ao e exemplos desse
tipo de sistemas. Por ultimo, na sec~ao 2.3, s~ao apresentados alguns conceitos basicos
sobre sistemas hbridos, assim como os feno^menos que aparecem quando se trabalha
com esses sistemas.
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2.1 Breve historico
Uma quest~ao de interesse dos pesquisadores na area de controle de sistemas
dina^micos, discutida nos ultimos 50 anos, trata das interac~oes que ocorrem entre a
dina^mica contnua (devida ao comportamento das variaveis contnuas) e a dina^mica
dos chaveamentos (que ocorrem devido as variaveis discretas). Essas interac~oes en-
tre variaveis contnuas e discretas deram origem a sistemas que foram denominados
sistemas hbridos. Esses sistemas foram estudados pelo desenvolvimento da teoria de
controle, por exemplo, a utilizac~ao de controladores \bang-bang"na teoria de controle
otimo [Bel87].
O trabalho de Hans Witsenhausen [Wit66] e conhecido como um dos primeiros
trabalhos na area de sistemas hbridos. O autor formula uma classe de sistemas hbridos
com dina^mica contnua no tempo examinando um problema de controle otimo. Esse
trabalho foi seguido por Pavlidis [Pav67], que estudou estabilidade de sistemas com
impulsos usando func~oes de Lyapunov. Na seque^ncia, destacaram-se outros trabalhos
com interesse nos controladores de estados nitos [Joh81, Tho82, Wim82]. Ezzine e
Haddad [EH89] examinaram estabilidade, controlabilidade e observabilidade de uma
classe restrita de sistemas lineares chaveados.
Motivado pelo problema de analisar sistemas com histerese, Tavernini [Tav87] pro-
duziu um modelo preciso para sistemas hbridos e apresentou soluc~oes para problemas
com valor inicial e suas aproximac~oes numericas.
Na cie^ncia da computac~ao, houve um contnuo desenvolvimento da vericac~ao for-
mal [BB91, dBHdRR91, Hal93, Jos88, MP91, WC94] no que se refere a vericac~ao de
sistemas que incluem ambas variaveis: contnuas e discretas [NK93, BG90, GNRR93,
MMP91, PS95].
Recentemente, voltou-se a examinar os efeitos de quanticac~ao [Del90, KS93,
Ram90, Ser90] e passou-se a ter um grande interesse na area da computac~ao analogica
[BSS89, Bra94a, Bro91, Chu88, SS91].
Ha trabalhos recentes na area de sistemas hierarquicos [WC94, CW95, JK99, HC99]
e de sistemas de variavel contnua controlados discretamente (controle supervisorio)
[CCR93, KR95, Mor95, LSA93, CK99, CKN98].
No passado da teoria de controle, havia muitos trabalhos na area dos sistemas
de estrutura variavel, sistemas lineares com saltos, sistemas com impulsos, controle
impulsivo e processos determinsticos por partes. Nos ultimos anos, a comunidade que
trabalha nessas areas vem dirigindo seus trabalhos para a area dos sistemas hbridos
[GNRR93, NK93, Bro93, Des94, Bra95, NK95, GV89, GLS94, Mal98]. O mesmo efeito
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esta surgindo entre pesquisadores das cie^ncias da computac~ao [GNRR93, NK93, PS95,
TK96]
1
.
Nesse sentido, ocorreram progressos nas pesquisas feitas em sistemas hbridos pela
comunidade que trabalhava na teoria de controle no que se refere a analise de sistemas
chaveados com duas tende^ncias: o uso de func~oes de Lyapunov multiplas [Bra94b,
Bra95, Bra98, LHM99b, LHM99a, DBP00, EFC02] e o metodo direto de Lyapunov
usando a tecnica das desigualdades matriciais lineares (LMIs) [BGFB94] para formular
criterios de estabilidade e outras propriedades de analise [PD91, Laf94, WPD94, Mal98,
Jir98, Pet99, JR98, Joh99, DBP00]. Para trabalhos nessa linha de pesquisa, dar-se-a
destaque no proximo captulo.
2.2 Denic~ao de um sistema hbrido
Na literatura existem varias denic~oes para sistemas hbridos. O uso de tais
denic~oes depende da abordagem a ser utilizada e do interesse do trabalho a ser
estabelecido. Para esta proposta e interessante deni-los conforme Pettersson [Pet99],
que considera o tempo denido em toda a reta real n~ao negativa e Q;;O conjuntos
contaveis
2
.
Denic~ao 2.2.1 (Sistema hbrido) Um sistema hbrido H = (R
n
x
 Q;R
p
u

; f; ) consiste em
 um conjunto n~ao vazio H = R
n
x
Q chamado o espaco dos estados hbridos (x; q)
de H;
 o conjunto E = R
p
u
  chamado espaco de entradas externas (u; ) de H;
 func~oes de transic~ao
3
f : D
f
! R
n
x
e  : D

! Q, onde
_x(t) = f(x(t); q(t); u(t));
q
+
(t) = (x(t); q(t); u(t); (t))
(2.1)
e
D
f
 R
n
x
 Q R
p
u
D

 R
n
x
 Q R
p
u
 ;
1
Entre outros autores.
2
Conjunto contavel e um conjunto enumeravel nito.
3
O campo vetorial f dene a evoluc~ao do sistema. Este pode ser considerado, sem perda de
generalidade, como uma func~ao de transic~ao.
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x e denominado estado contnuo e q e o estado discreto.
Tambem, u e chamada de entrada contnua e  denota a entrada discreta ou
evento discreto de entrada.

Denic~ao 2.2.2 (Sistema hbrido com sadas) Um sistema hbrido com sadas e
dado pelo sistema H e as seguintes condic~oes:
 o conjunto R
m
y
 O chamado espaco de sadas de H;
 relac~oes de sada g : D
g
! R
m
y
e ' : D
'
! O, onde
y(t) = g(x(t); q(t); u(t));
o
+
(t) = '(x(t); q(t); u(t); (t))
(2.2)
e
D
g
 R
n
x
 Q R
p
u
D
'
 R
n
x
 Q R
p
u
 ;
y e denominado sada contnua e o e a sada discreta ou evento discreto de sada.

Na notac~ao denida anteriormente para q
+
e o
+4
, entende-se que as func~oes 
e ', respectivamente, s~ao, no geral, func~oes multivalentes
5
nas quais e expresso o
n~ao-determinismo. Isso e usual em computac~ao e em sistemas a eventos discretos
[Tuc97, Cas92].
Nota 2.2.1 (Sistemas amostrados) Seja T um conjunto contavel que dene o
tempo do modelo.

E possvel obter um sistema amostrado prexando o tempo para
identica-lo com os valores kt 2 T, onde k 2 N e t e o perodo de amostragem. O
sistema obtido tem a seguinte forma:
x(t
k+1
) = f(x(t
k
); q(t
k
); u(t
k
)); t
k
= kt; (2.3)
denominado tambem sistema hbrido sincronizado em tempo discreto.
4
Embora na literatura a notac~ao q
+
; o
+
seja usada tambem ao se referir a sistemas com saltos.
5
Um auto^mato e dito n~ao-deterministico se lhe e associado mais de um evento a alguma das celulas
dele; por isso, diz-se que as func~oes ; ' s~ao multivalentes.
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Nas denic~oes, a func~ao f e dita ser o campo vetorial do sistema hbrido.
Quando o campo vetorial e apenas func~ao do estado (contnuo e discreto), sera dito
que o sistema e auto^nomo. Assim, esses sistemas podem ser representados por
_x = f(x; q);
q
+
= (x; q);
(2.4)
y = g(x; q);
o
+
= '(x; q):
(2.5)
Sera dito que o sistema e n~ao auto^nomo ou variante no tempo quando o campo
estiver em func~ao do tempo e do estado.
Como q e um evento discreto (ou variavel discreta), nessas representac~oes pode
ocorrer que q 2 Q esteja denida no conjunto de ndices J
n
, ou seja, Q = J
n
. Este sera
o caso na notac~ao de alguns sistemas chaveados
6
.
Os sistemas hbridos s~ao ditos sistemas hbridos lineares se eles podem ser
descritos na forma
_x = A
q
x;
y = C
q
x
(2.6)
onde A
q
; C
q
s~ao matrizes constantes.
Usando as matrizes acima e vetores constantes B
q
; D
q
, e, se a representac~ao dos
sistemas e dado por
_x = A
q
x + B
q
;
y = C
q
x + D
q
;
(2.7)
dizemos que s~ao sistemas hbridos ans.
Com o intuito de ilustrar como s~ao esses sistemas, no que segue se colocam dois
exemplos de sistemas hbridos encontrados em Pettersson [Pet99].
Exemplo 2.2.1 (Rele com histerese)
Existem muitos exemplos de sistemas fsicos que conte^m componentes trabalhando
como elementos rele com histerese, os quais s~ao naturalmente modelados como sistemas
hbridos. Na Figura 2.1, ilustra-se um elemento rele meca^nico simples (tambem existem
outros tipos de sistemas fsicos, diferentes dos meca^nicos, que possuem caracterstica
equivalente, tais como os sistemas pneumaticos, eletromagneticos e eletricos [Tsy84]).
A entrada desse sistema e o a^ngulo, denotado por x, e a sada, a tens~ao, denotada
por q. A relac~ao entre a entrada x e a sada q e mostrada na Figura 2.2. Toda vez que
6
Pode ocorrer tambem q 2 Q = fq
i
: i 2 J
n
g.
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q
3

55'
4
1
2

3
x
qq
1
Figura 2.1: Elemento rele meca^nico.
q
1
x
x
0
x
0
 x
0
 x
0
q
q
3
q
2
Figura 2.2: Relac~ao entrada-sada do rele.
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o sinal de entrada x se encontra entre os valores limites x
0
e x
0
, a sada q muda
abruptamente e permanece constante. A mudanca dos valores de q pode ser descrita
determinando-se conjuntos chaveados S
i;j
cujos elementos sejam estados contnuos
7
.
Esses conjuntos de estados contnuos indicam as mudancas dos valores de q, ou seja,
q muda do valor q
i
ao valor q
j
para i; j 2 f1; 2; 3g. Isso pode ser mostrado denindo-se
os conjuntos
S
1;2
= fx 2 R : x  x
0
g S
2;3
= fx 2 R : x   x
0
g
S
2;1
= fx 2 R : x  x
0
g S
3;2
= fx 2 R : x   x
0
g:
(2.8)
O diagrama de transic~ao de estados [Cas92] mostrado na Figura 2.3 descreve as
mudancas de q (cada no representa um valor possvel do estado discreto q).
q
2
q
1
q
3
S
1;2
S
2;1
S
2;3
S
3;2
Figura 2.3: Diagrama de transic~ao do elemento rele com histerese.
Existe uma mudanca do valor q de q
i
a q
j
quando x assume um valor no conjunto
S
i;j
. Assim esse evento (arco dirigido de q
i
a q
j
) e etiquetado por S
ij
.
Sup~oe-se que o rele meca^nico da Figura 2.1 esta conectado a um motor de corrente
contnua i
f
. Fazendo-se algumas considerac~oes fsicas do modelo
8
e considerando-se
como variaveis de estado contnuo x
1
= x; x
2
= _x e x
3
= i
f
, o modelo do motor de
corrente contnua pode ser escrito como
2
6
4
_x
1
_x
2
_x
3
3
7
5
=
2
6
6
4
0 1 0
 
K
J
 

J
K
m
J
0 0  
R
f
L
f
3
7
7
5
2
6
4
x
1
x
2
x
3
3
7
5
+
2
6
6
4
0
0
1
L
f
3
7
7
5
q: (2.9)
A dina^mica discreta vem dada pelos conjuntos chaveados da relac~ao (2.8). Ent~ao,
a dina^mica desse sistema hbrido auto^nomo supervisionado
9
esta descrita por (2.8) e
(2.9).
7
Este conceito sera ampliado no Captulo 3.
8
Vide mais detalhes em Pettersson [Pet99].
9
Um sistema esta sob supervis~ao quando o valor da variavel discreta q foi escolhido por algum
processo de alto nvel (controlador, computador ou operador humano).
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Exemplo 2.2.2 (Controladores multiplos: uma simplicac~ao)

E muito comum controlar uma planta contnua chaveando entre diferentes contro-
ladores ou leis de controle, em que o dispositivo de chaveamento depende dos estados
contnuos e discretos. Para ilustrar isso, considera-se o pe^ndulo da Figura 2.4

mg
mg sin
m
mu cos
mu
u
Figura 2.4: O pe^ndulo invertido.
Seja m a massa do pe^ndulo (com roda de raio desprezvel) e l o comprimento do
centro de massa ao ponto pivo^. O a^ngulo da vertical ao pe^ndulo e denotado por , que
e positivo na direc~ao horaria, g e a acelerac~ao da gravidade, e u, a acelerac~ao do pivo^
na direc~ao horizontal, e a lei de controle. Assume-se que o atrito na parte metalica e a
resiste^ncia do ar para a massa s~ao desprezveis. Usando a Lei de Newton, a dina^mica
do pe^ndulo se da pela seguinte equac~ao:
ml

 = mgsen  mucos:
Sejam as variaveis contnuas x
1
=  e x
2
=
_
, ent~ao uma representac~ao da dina^mica
do pe^ndulo no espaco de estados e
_x
1
= x
2
_x
2
=
g
l
senx
1
 
u
l
cosx
1
:
(2.10)
Sem controle, ha dois pontos de equilbrio: (0; 0) e ( ; 0), que sicamente
correspondem ao pe^ndulo em repouso nas posic~oes superior e inferior, respectivamente.
O primeiro ponto e instavel, enquanto o segundo e estavel (sem perda de generalidade,
considera-se apenas o a^ngulo percorrido pelo pe^ndulo no intervalo [0 2]. Fora desse
intervalo, ha innitos pontos de equilbrio da forma (x
1
; x
2
), com x
1
= 2n; x
2
= 0 e
x
1
=  (+2n); x
2
= 0, n = 0; 1; : : :).
Assume-se que o objetivo e fazer oscilar o pe^ndulo na vizinhanca da posic~ao superior
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por alguma lei de controle.

Astrom faz uma abordagem desse problema usando um
controle considerando a energia e outro controle denominado controle estabilizante.
Considerando o conjunto de estados invariantes que zeram a energia E(x
1
; x
2
) e se
alguns desses estados e alcancado, o pe^ndulo se movera rumo a sua posic~ao superior,
permanecendo com velocidade angular zero. O objetivo e, considerando a variac~ao
dessa energia, po^r ou tirar energia a ponto de anula-la. Assim, e obtido o controlador
de energia
u
e
= sat
ng
KE(x
1
; x
2
)sign(x
2
cosx
1
); (2.11)
onde ng e o valor limite da acelerac~ao u de acordo com juj  ng (n limitado). Nessa
situac~ao, o sistema sera globalmente e assintoticamente estavel. Mais detalhes podem
ser lidos em

Astrom [

AF96].
Usando o controlador de estabilizac~ao u
s
numa regi~ao proxima ao ponto de equilbrio
(0,0)
u
s
= (gsenx
1
+ la
1
x
1
+ la
2
x
2
)=cosx
1
; (2.12)
obtem-se a seguinte dina^mica:
_x
1
= x
2
_x
2
=  a
1
x
1
  a
2
x
2
;
(2.13)
implicando que o ponto de equilbrio (0,0) seja localmente e assintoticamente estavel
para todo a
1
> 0; a
2
> 0. Se o controlador e usado numa regi~ao tal que ju
s
j  ng, a
acelerac~ao nunca excedera seu valor maximo ng.
Sejam q = q
1
o estado discreto quando e usado o controlador de energia (2.11) e
q = q
2
para o controlador estabilizante (2.12). Assim, a dina^mica do pe^ndulo pode ser
descrita por
_x
1
= x
2
_x
2
=
g
l
senx
1
 
u(x;q)
l
cosx
1
;
(2.14)
onde
u(x; q) =
(
u
e
se q = q
1
u
s
se q = q
2
: (2.15)
A mudanca do controlador (dos estados discretos) ocorre ao se denirem os conjuntos
chaveados S
1;2
e S
2;1
, cujo diagrama de transic~ao de estados e dado pela Figura 2.5.
Diversos metodos de projeto de como alocar tais conjuntos s~ao propostos em Pettersson
[Pet99].
Assim, a dina^mica hbrida n~ao linear desse sistema de controle pode ser represen-
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q
2
q
1
S
1;2
S
2;1
Figura 2.5: Chaveamento dos conjuntos para o problema do pe^ndulo invertido.
tada como se segue:
_x =
(
f
q
(x; u
e
) se q = q
1
f
q
(x; u
s
) se q = q
2
;
com x =
"
x
1
x
2
#
; f
q
(x; u
e
) =
"
x
2
g
l
senx
1
 
u
e
l
cosx
1
#
e f
q
(x; u
s
) =
"
x
2
g
l
senx
1
 
u
s
l
cosx
1
#
:
2.3 Conceitos basicos e feno^menos hbridos
Sistemas hbridos possuem uma serie de conceitos basicos associados e feno^menos
que s~ao importantes para seu estudo. Alguns desses conceitos s~ao: evoluc~ao hbrida,
existe^ncia e unicidade de soluc~oes, pontos de equilbrio, modos deslizantes, soluc~oes
periodicas, e simulac~ao e implementac~ao de sistemas hbridos. Por ser de interesse
para o melhor entendimento deste trabalho, no que segue, colocam-se apenas dois
conceitos
10
.
 Evoluc~ao hbrida
Considera-se que o estado inicial do sistema e dado por (x
0
; q
0
) 2 H no tempo t
0
e evolui segundo _x = f(x; q
0
; u). O estado discreto permanece constante ate que
ou um evento correspondente a entrada externa ocorra em  mudando o estado
discreto, ou o estado hbrido entre em um valor resultante da mudanca do estado
discreto. Em ambos os casos, o estado hbrido mudou para (x
1
; q
1
) 2 H no tempo
t
1
, depois do qual o processo continua. O comportamento dina^mico e ilustrado
na Figura 2.6, onde o estado discreto inicial e q
3
, o proximo estado discreto sera
q
2
e assim por diante.
 Modos deslizantes
Modos deslizantes podem ocorrer em sistemas hbridos quando o campo vetorial e
10
Os outros conceitos est~ao dentro do contexto teorico de sistemas dina^micos e detalhes deles podem
ser lidos em Pettersson [Pet99].
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_x = f(x; q
3
; u)
q = q
1
q = q
2
q = q
3
t
0
t
1
t
2
x
1
x
0
x
2
_x = f(x; q
1
; u)
_x = f(x; q
2
; u)
Figura 2.6: Evoluc~ao de um sistema hbrido.
descontnuo [Fil88, Utk92]. Nessa condic~ao, um numero innito de chaveamentos
no controle ocorre em um tempo nito, e a trajetoria do sistema desliza sobre
uma hipersuperfcie denotada por s(x) = 0. Na ocorre^ncia de modos deslizantes,
a quest~ao de soluc~ao da equac~ao diferencial deve ser entendida no contexto de
inclus~oes diferenciais. Detalhes adicionais desse comportamento podem ser en-
contrados em Pettersson [Pet99] e Malmborg [Mal98].
Neste trabalho, consideram-se sistemas hbridos onde modos deslizantes n~ao ocor-
rem (apenas um numero nito de chaveamentos ocorrem em tempo nito).
Feno^menos hbridos
Um sistema hbrido e um sistema que envolve dina^mica dos estados contnuos as-
sim como certos feno^menos discretos correspondentes a dina^mica dos estados discretos.
Usando a dina^mica contnua dada pela primeira equac~ao de (2.1), onde x(t) e a com-
ponente contnua dos estados tomando valores em algum espaco euclidiano, f(t) e um
campo vetorial que geralmente depende de x(t) e do correspondente feno^meno discreto;
identicam-se os feno^menos hbridos de quatro formas: chaveamentos auto^nomos,
saltos auto^nomos, chaveamentos controlados e saltos controlados.
2. Sistemas hbridos 15
 Chaveamentos auto^nomos
O feno^meno de chaveamento auto^nomo se da quando o campo vetorial muda
descontinuamente, assim que o estado contnuo x(:) atinja determinadas fron-
teiras [ASL93]; [Tav87]; [Wit66]. O exemplo mais simples disso e quando o sis-
tema depende de um relogio, o qual pode ser modelado como uma variavel de
estado suplementar [Bro93].
Exemplo 2.3.1 (Um sistema com histerese)
No exemplo 2.2.1 foi descrita a natureza hbrida do rele meca^nico com histerese.
A fronteira neste caso esta dado pelos seus valores limites.
 Saltos auto^nomos
Nesse feno^meno, o estado contnuo x(:) se desloca descontinuamente para atin-
gir regi~oes prescritas do espaco de estado [BGM93]; [BS89]. Os exemplos mais
simples que apresentam estes feno^menos s~ao aqueles que envolvem colis~oes. Esse
feno^meno pode ser denominado tambem de impulsos auto^nomos.
Exemplo 2.3.2 (Colis~oes [Bra95])
Considera-se o caso do movimento vertical e horizontal de uma bola de massa m
em uma sala sujeita a gravidade constante igual a g. Nesse caso, a dina^mica e
dada por:
_x = v
x
;
_y = v
y
;
_v
x
= 0;
_v
y
=  mg:
Tambem, depois de atingir as fronteiras f(x; y) = y = 0 ou y = C g, instanta-
neamente muda-se de v
y
para  v
y
, onde  2 [0; 1] e o coeciente de restituic~ao
(ver Figura 2.7).
 Chaveamentos controlados
O chaveamento controlado e o feno^meno no qual o campo vetorial muda abrupta-
mente em resposta a um comando de controle usualmente associado a um custo.
Chaveamentos controlados aparecem, por exemplo, quando e necesario escolher
entre campos vetoriais que podem ser da forma _x = f
i
(x); i 2 J
n
.
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0
v
y
x
y
 v
y
C
R
Figura 2.7: Colis~ao de uma bola.
Exemplo 2.3.3 (Controle de Satelite [Bra95])
Um exemplo simples de controle de satelite pode ser considerado como:

 = 
ef
fv;
onde  e
_
 e a posic~ao angular e a velocidade angular do satelite respectiva-
mente. O controle esta dado por v 2 f 1; 0; 1g, dependendo dos jatos de reac~ao
adotarem os estados tudo para frente, ponto morto, e tudo para tras, respectiva-
mente.
 Saltos controlados
Os saltos controlados s~ao aqueles feno^menos em que o estado contnuo x(:) muda
descontinuamente em resposta a um comando de controle usualmente associado
a um custo. Esses feno^menos podem tambem ser denominados impulsos contro-
lados.
Exemplo 2.3.4 (Controle de estoque [Bra95])
Em um modelo simples de controle de estoque, ha um conjunto discreto do tempo
de ressuprimento 
1
; 
2
; : : : e uma associada quantidade ordenada 
1
; 
2
; : : :.
A equac~ao governando os estoques em um dado momento e:
_y =  (t) +
X
i
Æ(t  
1
) 
i
;
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onde  representa a dina^mica de degradac~ao ou utilizac~ao, e Æ e a func~ao delta
de Dirac.
2.4 Sumario
Alem da apresentac~ao de um breve historico sobre sistemas hbridos, foram
apresentadas a denic~ao e diversas representac~oes desses sistemas. Tambem colocaram-
se alguns conceitos teoricos para se trabalhar com tais sistemas, cuja caracterstica
principal e possuir variaveis de estado de tipo contnuo e discreto. Esses sistemas,
que foram descritos com exemplos, apresentados neste conteudo, possuem inumeras
aplicac~oes.
Captulo 3
Sistemas chaveados, uma classe de
sistemas hbridos: analise de
estabilidade
Estabilidade e uma propriedade fundamental na teoria de sistemas de controle. Do
ponto de vista do controle, essa e a propriedade que um sistema em malha fechada deve
apresentar para que trajetorias que se iniciem perto do ponto de operac~ao permanecam
sempre perto no futuro. Para vericar a estabilidade de um sistema, existem varios
metodos. Um deles e o metodo direto de Lyapunov [Kha96, SL91].
O intuito deste trabalho e fornecer conceitos para a analise de estabilidade de sis-
temas hbridos usando o metodo direto de Lyapunov. De forma similar a realizada
com sistemas n~ao lineares, a analise de estabilidade de sistemas hbridos consiste em
se determinar uma func~ao escalar, ou func~ao de Lyapunov candidata, que satisfaca
determinadas condic~oes.
A diculdade da analise de estabilidade de sistemas hbridos usando func~oes de
Lyapunov reside no fato de termos chaveamentos dos estados discretos e dos campos
vetoriais descrevendo a evoluc~ao contnua do sistema.
Quando e usado o metodo direto de Lyapunov, para analise de estabilidade, e
frequente que a procura dessa func~ao seja feita com uma func~ao v(x) de tipo quadratica.
Se a procura de tal func~ao candidata n~ao e satisfatoria, existe a possibilidade de se
propor uma nova func~ao de Lyapunov quadratica por partes da forma v(x) = fv
i
(x)g,
caraterizada por regi~oes do espaco de estados [Pet99, Joh99, HB98]. Nesse sentido,
requer-se que a func~ao de Lyapunov candidata decresca ao ocorrerem mudancas dos
estados discretos.
O interesse deste texto e a analise de estabilidade de sistemas chaveados, uma classe
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de sistemas hbridos. S~ao fornecidos junto a representac~ao desses sistemas alguns exem-
plos. Tambem relacionados com este trabalho, se formular~ao brevemente dois metodos
recentes na literatura que usam tecnicas LMI. Varios exemplos ilustram esses procedi-
mentos. Por ultimo, apresentam-se as vantagens e limitac~oes dessas metodologias.
3.1 Motivac~ao
A analise e a sntese de sistemas hbridos s~ao normalmente abordadas de duas formas
distintas. Ha pesquisas em que se procura sintetizar supervisores para plantas hbridas
tendo como principal ponto de vista o comportamento logico (denido por seque^ncias
de superfcies atingidas no espaco de estados contnuos) do sistema resultante. Podem-
se citar os seguintes trabalhos nessa direc~ao: Niinomi e Krogh [NK95], Cury et al.
[CKN98], Cury e Krogh [CK99], Chutinan [Chu99] e Lemmon [LHM99a], entre outros.
Por outro lado, ha pesquisas nas quais se procura estender metodos de analise de
estabilidade de sistemas contnuos para sistemas hbridos. Muitos desses trabalhos
baseiam-se fortemente nos conceitos da teoria de estabilidade de Lyapunov e no uso
de metodos baseados em LMIs. Tais s~ao os resultados de varios trabalhos [BGM93,
Bro93, DO94, DO95, Bro96, Bra95, Mal98, YMH95, HM97]
1
.
Considerando essa segunda tende^ncia, nos ultimos quatro anos encontram-se resul-
tados na literatura que mostram um grande desenvolvimento nessa area, tratando com
diversas classes de sistemas hbridos: sistemas hbridos lineares, sistemas hbridos ans,
sistemas com chaveamentos arbitrarios e sistemas hbridos n~ao lineares. Ha diversos
enfoques para a analise e sntese de cada uma dessas classes de sistemas hbridos, e
essas abordagens dependem do interesse e do campo de ac~ao dos pesquisadores. Na
seque^ncia, referenciam-se algumas dessas pesquisas.
Avancos recentes no estudo de analise foram feitos por Hassibi [HB98], Hassibi e
Boyd [HBH99], Zhivoglyadov e Middelton [ZM98], Johansson e Rantzer [JR98], Peters-
son e Lennartson [PL99], Ye e Hou [HYH98], Michel e Hu [MH99], Li et al.[LSX00].
Similarmente, no mesmo perodo se destacam como resultados de sntese e metodos
de projeto para sistemas hbridos os trabalhos feitos por Malmborg [Mal98], Dona et
al. [DMG99], Beldiman e Bushnell [BB99], Bishop [Bis99], Zhivoglyadov e Middelton
[ZM99], McClamroch e Kolmanovsky [MK00], Altani et al. [ASJ02]. Nesses trabalhos,
os resultados principais s~ao apresentados ou como condic~oes necessarias e sucientes,
ou apenas como condic~oes sucientes.
1
Entre muitos outros autores.
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Para se determinar estabilidade de sistemas hbridos, existem diversas aborda-
gens. Ha trabalhos em que se usa uma func~ao de Lyapunov quadratica comum ao
sistema hbrido linear [HB98, SN97, SN98, AL99, LHM99b]. Outros trabalhos usam
func~oes de Lyapunov quadraticas por partes conhecidas como func~oes de Lyapunov
Pwq
2
(abordagem Pwq), as quais s~ao adotadas para cada subsistema linear ou am do
sistema hbrido [HB98, Pet99, JR98, DBP00].
O interesse deste trabalho e estudar a analise e a sntese de uma classe de sis-
temas hbridos: os sistemas chaveados cujos subsistemas s~ao do tipo linear, am ou
bilinear. Essa classe de sistemas possui inumeras aplicac~oes, tais como no controle de
sistemas meca^nicos, na industria automotiva, chaveamento de conversores de pote^ncia,
no controle de trafego aereo, entre outros.
Em nvel de projeto, os metodos usando chaveamentos controlados se tornaram
uma opc~ao interessante, uma vez que um controlador chaveado (constante por partes,
por exemplo) pode ser mais eciente para melhorar alguma tarefa desejada do que
outro controlador de carater contnuo. Alem disso, existem situac~oes em que controles
estabilizantes contnuos n~ao existem [Mal98].
Ser~ao citadas na seque^ncia as diversas abordagens que existem na literatura recente
para analisar sistemas chaveados.
Liberzon e Morse [LM99] consideram uma unica func~ao de Lyapunov para analisar
esse tipo de sistemas com chaveamentos arbitrarios cujo fundamento teorico segue os
princpios da Algebra de Lie.
Outra tende^ncia para abordar analise e sntese de sistemas chaveados e fazendo-se
uso da tecnica LMI para construc~ao da func~ao de Lyapunov (comum ao sistema ou
quadratica por partes).

E importante destacar nessa linha de pesquisa os trabalhos de-
senvolvidos por Hassibi e Boyd [HB98], Petersson [Pet99], Johansson [Joh99], Beldiman
e Bushnell [BB99] e DeCarlo et al. [DBP00]. Na sec~ao 3.5 deste captulo se comentar~ao
apenas dois metodos relacionados com o uso dessa tecnica.
No que se segue, ser~ao fornecidos os fundamentos teoricos necessarios para o estudo
de sistemas chaveados.
2
Do termo \Piecewise quadratic" e, nesse caso, o resultado dependera muito de como se faz a
partic~ao do espaco de estados.
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3.2 Sistemas chaveados: uma classe de sistemas
hbridos
Sistemas chaveados
Seja J
n
um conjunto contavel de nndices. Pode-se encontrar na literatura sistemas
chaveados auto^nomos representados de varias maneiras. As mais comuns s~ao:
_x = f(x; q
i
); q
i
2 Q; i 2 J
n
(3.1)
ou
_x = f
i
(x); i 2 J
n
; (3.2)
ou similar a equac~ao (2.4):
_x = f(x; q)
q
+
= (x; q);
com x(t) 2 R
n
x
e condic~ao inicial x(0) = x
0
. Essas representac~oes s~ao basicamente o
mesmo modelo para o caso auto^nomo, cujas entradas discretas dependem das variaveis
do estado hbrido, geralmente descritas pela func~ao  dos conjuntos S
i;j
dados na
relac~ao (3.4).
As hipoteses de chaveamento para esses sistemas s~ao:
 cada func~ao do campo vetorial f e globalmente Lipchitz contnua
3
,
 a seque^ncia de valores q determinam um numero nito de chaveamentos em tempo
nito.
As representac~oes dadas acima, via equac~oes diferenciais ordinarias, correspondem
a sistemas em tempo contnuo. Esses sistemas podem ser representados tambem em
tempo discreto por equac~oes de diferencas na seguinte forma:
x[k + 1] = f
i
(x[k]); i 2 J
n
; k = 0; 1; : : : ; (3.3)
onde x[t] 2 R
n
x
e x[0] = x
0
.
Um sistema chaveado e descrito pelo seu campo vetorial, cuja evoluc~ao relata-se a
seguir.
3
Ver esse conceito no Ape^ndice A.
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Evoluc~ao do sistema
O campo vetorial f descrevendo a evoluc~ao da variavel contnua x depende da
variavel discreta q. Para cada estado discreto q, o sistema contnuo dado na equac~ao
(3.1) evolui segundo _x = f(x; q
i
) se o estado discreto e q
i
. Quando q muda para q
j
, tem-
se um outro campo vetorial especco f(x; q
j
) descrevendo a evoluc~ao contnua. Essas
mudancas s~ao normalmente chamadas de campos vetoriais chaveados.

E usual que os
chaveamentos no campo vetorial impliquemmudancas abruptas ou descontinuidades em
f . Se o sistema chaveado for contnuo, tem-se que impor que os subsistemas coincidam
no tempo do chaveamento
4
.
Conjuntos chaveados
Denota-se por Q o conjunto dos estados discretos,  o conjuntos dos eventos exter-
nos do sistema, e  : D

! Q a func~ao que descreve a evoluc~ao dos estados discretos
no domnio D

.
A mudanca dos estados discretos se da por dois motivos: quando um evento ex-
terno e gerado em  ou quando um evento interno e gerado do processo contnuo. Os
eventos externos acontecem sem inue^ncia da dina^mica contnua. Ja os eventos inter-
nos s~ao gerados devido a certas condic~oes pelo processo contnuo. Os eventos internos
que provocam uma mudanca no estado discreto quando x e q atingem certos valores
podem ser expressos por conjuntos S
i;j
denominados conjuntos chaveados, que est~ao
relacionados a 
5
, segundo
S
i;j
= fx 2 R
n
x
=q
j
= (x; q
i
)g para i; j 2 J
n
: (3.4)
Exemplos desses conjuntos foram descritos junto aos exemplos de sistemas hbridos na
sec~ao 2.2.
Informac~oes adicionais de sistemas chaveados podem ser encontradas nas refere^ncias
[PD91, Bra95, Laf94, WPD94, Pet99, LM99, DBP00].
3.3 Exemplos de sistemas chaveados
Nesta sec~ao apresentam-se tre^s exemplos que exibem diversas classes de sistemas
chaveados, assim como os campos vetoriais e os conjuntos chaveados descritos por eles.
4
Se no tempo t
j
acontece a mudanca de q
i
j 1
para q
i
j
chaveando o campo de f , ent~ao e necessario
que f(x(t
j
); q
i
j 1
) = f(x(t
j
); q
i
j
).
5
A forma mais geral de expressar essa func~ao e  = (x; q
i
; u; ).
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Exemplo 3.3.1 No exemplo 2.2.2, fez-se a modelagem de controladores multiplos para
o pe^ndulo invertido, dado pela lei de controle u(x; q) na relac~ao (2.15), que varia de
acordo com a mudanca da variavel discreta q. Se q = q
1
, a lei de controle e dada pelo
controlador de energia u
e
na equac~ao (2.11) e, se q = q
2
, pelo controlador estabilizante
u
s
na equac~ao (2.12).
A descric~ao dos conjuntos chaveados respectivos S
1;2
e S
2;1
, nesse caso, depende
do metodo de projeto. Petersson [Pet99] estabelece-os escolhendo o campo veto-
rial correspondente a menor projec~ao sobre x para todos os estados (\min-projection
strategy"). Isso signica que a dista^ncia entre os estados e o ponto de equilbrio de-
cresce rapidamente. A aplicac~ao desse metodo conduz a descric~ao do seguinte conjunto
chaveado:
S
1;2
= fx 2 R
2
: ju
s
(x)j  ng; x
t
f(x; u
s
)  x
t
f(x; u
e
)g;
ate que o controlador de energia atinja o valor ng. Atingido esse valor, e feita a
descric~ao do outro conjunto dado por
S
2;1
= fx 2 R
2
: u
s
(x)  ngg:
As func~oes f(x; u
s
) e f(x; u
e
), fornecidas anteriormente, s~ao os campos vetoriais
correspondentes a cada controlador.
Exemplo 3.3.2 Considerando-se o sistema am dado pelo sistema linear com
saturac~ao [PTB97] da forma
(
_x = y
_y = x + 5 sat(u); u = K
0
x;
(3.5)
onde x =
"
x
y
#
2 R
2
, u 2 R, K 2 R
2
e o ganho aplicado ao sistema, e sat() 2 R
denota a func~ao de saturac~ao normalizada dada por
sat(u) ,
8
>
<
>
:
1 se u > 1
u se juj  1
 1 se u <  1
:
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Esse sistema, reescrito como um sistema am chaveado, e representado na forma:
_
x =
8
>
<
>
:
Ax  b se K
0
x <  1
(A+ bK
0
)x se   1  K
0
x  1
Ax + b se K
0
x > 1
:
Nesse exemplo, n = 3, J
3
= f1; 2; 3g e
A =
"
0 1
1 0
#
; b =
"
0
5
#
; K =
"
 2
 1
#
:
As trajetorias desse sistema assim como os respectivos pontos de equilbrio podem
ser observados na Figura 3.4.
Exemplo 3.3.3 Outro exemplo de sistema chaveado e dado pelo sistema hbrido linear
e auto^nomo
_x = A
q
x; q 2 f1; 2g;
com
A
1
=
"
 1  100
10  1
#
e A
2
=
"
1 10
 100 1
#
:
Os conjuntos que denem os chaveamentos s~ao:
S
1;2
= fx 2 R
2
: s
12
(x) = 0g com s
12
(x) = x
2
  2x
1
;
S
2;1
= fx 2 R
2
: s
21
(x) = 0g com s
21
(x) = x
2
+ 10x
1
:
As trajetorias do sistema s~ao dadas na Figura 3.1. Nesse caso, os conjuntos chaveados
s~ao as fronteiras da partic~ao do espaco de estados (da variavel contnua) que eles
determinam.
3.4 Estabilidade de sistemas hbridos
Nesta sec~ao s~ao colocadas as denic~oes de estabilidade para sistemas hbridos
auto^nomos da forma (2.4).
Sem perda de generalidade, considera-se a origem x = 0 como o ponto de equilbrio
e denota-se com x
0
o estado contnuo inicial, ou seja, x
0
= x(0).
Denic~ao 3.4.1 (Estabilidade local) O ponto de equilbrio x = 0 do sistema dado
por (2.4) e localmente
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Figura 3.1: Trajetoria de um sistema chaveado.
 estavel se, dado R > 0, existe r = r(R) > 0 tal que
k x
0
k< r)k x(t) k< R; 8t  0;
 assintoticamente estavel se e estavel e r pode ser escolhido tal que
k x
0
k< r)k x(t) k< R; 8t  0; lim
t!1
x(t) = 0;
 exponencialmente estavel se, dado R > 0, existe r = r(R) > 0 e dois valores
positivos k
1
= k
1
(R) > 0 e k
2
= k
2
(R) > 0 tal que
k x
0
k< r )k x(t) k< k
1
e
 k
2
t
k x
0
k; 8t  0: (3.6)

Denic~ao 3.4.2 (Instabilidade)

E dito que o ponto de equilbrio x = 0 do sistema
(2.4) e instavel se ele n~ao e estavel.

Nota 3.4.1 (Sistema hbrido estavel (globalmente) ) Seja x = 0 o unico ponto
de equilbrio do sistema hbrido (2.4). Sera dito que ele e
 global e assintoticamente estavel se e local e assintoticamente estavel para todo
estado hbrido inicial;
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 global e exponencialmente estavel se e local e exponencialmente estavel para todo
estado hbrido inicial.
Assim sendo, sera dito que o sistema hbrido e estavel (exponencial ou assintotica-
mente).
As denic~oes de estabilidade descritas acima s~ao ilustradas com tre^s exemplos. O
primeiro exemplo foi encontrado em Johansson [Joh99]; o segundo em Petersson [Pet99];
e o ultimo em Pittet [PTB97].
Exemplo 3.4.1 Seja o sistema dado por
_x(t) =
(
A
1
x; se x 2 X
1
A
2
x; se x 2 X
2
; (3.7)
com
X
1
= f(x
1
; x
2
) : x
1
 0g; X
2
= f(x
1
; x
2
) : x
1
 0g
e
A
1
=
"
 5  4
 1  2
#
; A
2
=
"
 2  4
20  2
#
:
Os autovalores das matrizes A
1
e A
2
s~ao, respectivamente, f 6; 1g e f 2: 8:944ig.
O sistema (3.7) e um sistema hbrido globalmente estavel. Observa-se na Figura 3.2 o
comportamento assintotico da trajetoria.
−2 −1 0 1 2
−4
−3
−2
−1
0
1
2
3
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X1
X2
X1 X2
>
<
<
<
0 0
0
Figura 3.2: Sistema hbrido globalmente estavel.
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Exemplo 3.4.2 Dado o sistema chaveado
_x(t) = A
i(t)
x(t);
com
i(t) =
(
2; se i(t
 
) = 1 e s
12
(x) = 0
1; se i(t
 
) = 2 e s
21
(x) = 0
; i(0) = 1:
A
1
=
"
 1  100
10  1
#
; A
2
=
"
 1 10
 100  1
#
:
e
s
12
(x) = x
2
+ 0:2x
1
; s
21
(x) = 5x
1
  x
2
:
Na Figura 3.3 exibe-se a trajetoria desse sistema hbrido com campos estaveis (os au-
tovalores s~ao iguais a  1 j
p
1000), mas o sistema hbrido e instavel. Isso mostra que
n~ao e suciente que os campos sejam estaveis para que o sistema seja estavel, pois os
chaveamentos podem destruir a estabilidade [Pet99, Joh99, LM99].
−15 −10 −5 0 5 10
0
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S2,1 
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x2 
Figura 3.3: Campo de sistemas estaveis: o sistema hbrido e instavel.
Exemplo 3.4.3 O sistema (3.5) do Exemplo 3.3.2. e instavel em malha aberta (os
autovalores da matriz A s~ao f 1; 1g). Entretanto, a origem e um ponto de equilbrio
estavel em malha fechada. Ent~ao, pode-se armar que o sistema e localmente estavel.
Nesse caso, a regi~ao de atrac~ao, cujo conceito sera visto logo a seguir, esta dada pela
regi~ao ilimitada, onde todas as trajetorias da parte linear do sistema chaveado con-
vergem a origem. Observa-se a regi~ao intermedia contendo a origem da Figura 3.4.
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x ’ = y              
y ’ = x + 5 sat1(x,y)
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Figura 3.4: Sistema com saturac~ao: sistema localmente estavel.
Regi~ao de atrac~ao ()
Se a origem de um sistema hbrido e local e assintoticamente estavel, a regi~ao de
atrac~ao  e o conjunto de todos os estados hbridos iniciais tais que as trajetorias
contnuas respectivas convirjam a origem.
Determinar uma regi~ao de atrac~ao analiticamente n~ao e tarefa facil. Entretanto,
pode-se fazer uso da teoria de Lyapunov [Kha96, SL91] para estimar regi~oes de atrac~ao.
Trabalhos feitos por Jirstrand [Jir98], Coutinho [Cou00] e Trono [Tro00a, Tro00b]
mostram resultados de como estimar essas regi~oes para o caso de sistemas n~ao lineares.
Resultados similares s~ao obtidos para o caso de sistemas hbridos [Joh99, Pet99, ASJ02].
Nos proximos captulos deste trabalho, determinam-se estimativas dessas regi~oes.
3.5 Estabilidade de sistemas hbridos baseados em
LMIs
Nesta sec~ao e aplicado o metodo direto de Lyapunov para vericac~ao da estabilidade
de sistemas hbridos. S~ao apresentados dois enfoques, recentes na literatura, propostos
em termos de LMIs.
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Recentemente, essa tecnica tem sido aplicada a sistemas hbridos em que os campos
vetoriais podem ser lineares ou n~ao lineares [HB98, Pet99, Joh99, BB99, DBP00].
A descric~ao das ferramentas necessarias que acompanham o uso de LMIs encontra-
se no ape^ndice deste trabalho, e detalhes dessa tecnica podem ser lidos em Boyde et al
[BGFB94].
No incio deste captulo foi colocada a motivac~ao e necessidade de novas formas
para a construc~ao de func~oes de Lyapunov, devido ao fato de haver chaveamentos dos
estados discretos e dos campos vetoriais no sistema hbrido. Nesta sec~ao e discutido
como s~ao feitas essas caraterizac~oes segundo dois pesquisadores nessa area.
3.5.1 Caracterizac~oes da func~ao de Lyapunov
A vers~ao linear de problemas dados por (3.1) s~ao da forma (2.6)
_x = A
i
x; x 2 X
i
;
pertencentes a classe de sistemas usados por Johansson [Joh99] e Pettersson [Pet99].
Esses sistemas pertencem, tambem, a classe de sistemas que e tratada nesta pesquisa.
O enfoque mais simples para a construc~ao de func~oes de Lyapunov e conhecido como
estabilidade quadratica. Consiste em procurar uma func~ao de Lyapunov quadratica
comum da forma v(x) = x
0
Px valida para todos os subsistemas.
A vantagem dessa metodologia, embora conservadora, e que a procura de tal matriz
P requer a soluc~ao simulta^nea de inequac~oes matriciais do tipo
P > 0; P = P
0
A
i
P + PA
i
< 0; 8i:
Esse e um problema convexo possvel de ser resolvido ecientemente com ferramentas
disponveis.
Outra vantagem dessa metodologia e que a estabilidade pode ser garantida inde-
pendentemente das celulas da partic~ao e dos esquemas de chaveamento.
Entretanto, existem sistemas estaveis
6
para os quais n~ao e possvel encontrar uma
func~ao de Lyapunov desse tipo. Nessa insta^ncia, os procedimentos a seguir s~ao:
 abordar o problema usando a metodologia de procura de func~oes de Lyapunov
quadratica por partes (FLQPP) para sistemas lineares por partes, isto e, procurar
6
Alguns desses exemplos encontram-se em Johansson [Joh99].
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uma func~ao de Lyapunov para cada regi~ao da partic~ao [Joh99] ou procurar uma
FLQPP para sistemas dados na forma geral (3.1), como feito por Pettersson
[Pet99];
 abordar o problema usando uma func~ao de Lyapunov comum de carater polino-
mial estabelecendo duas novas propostas que ser~ao apresentadas nos Captulos 4
e 5.
Na seque^ncia descrevem-se esses procedimentos.
3.5.2 Caracterizac~ao segundo Johansson
Johansson [Joh99] trata sistemas ans dados em (2.7), nos quais sistemas da forma
(2.6) s~ao um caso particular. Esses sistemas, reescritos da forma usada por esse autor,
seguem a seguinte representac~ao:
_x = A
i
x(t) + a
i
+B
i
u(t); x(t) 2 X
i
; i 2 I
y(t) = C
i
x(t) + c
i
+D
i
u(t);
(3.8)
onde A
i
; B
i
; C
i
; D
i
; a
i
; c
i
s~ao, respectivamente, matrizes e vetores constantes de di-
mens~oes apropriadas, Ie o conjunto de n ndices, onde n e o numero de partic~oes a que
o espaco de estados contnuos, X, e submetido (particionamento dado por poliedros
convexos fechados X
i
 R
n
x
disjuntos dois a dois e possivelmente ilimitados
7
). As
regi~oes X
i
s~ao colocadas na forma
X
i
= fx : G
i
x+ g
i
 0g; i 2 I;
para matrizes G
i
e vetores g
i
dados.
Considerando x = 0 como o ponto de equilbrio do sistema, o metodo e formulado
de modo a conseguir uma proposta menos conservadora, onde e procurada uma FLQPP
para o sistema (3.8). Esse metodo e descrito brevemente a seguir.
Considera-se a partic~ao do conjunto de ndices I = I
0
[ I
1
, de modo que I
0
e o
conjunto de ndices cuja celula contem x = 0, e I
1
e o conjunto de ndices cuja celula
n~ao contem x = 0.
Fazendo-se a transformac~ao x =
"
x
1
#
, o sistema (3.8) e tratado como um sistema
7
Estes poliedros s~ao denominados de celulas da partic~ao.
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linear (para o caso u(t) = 0) da forma
_
x = A
i
x com A
i
=
"
A
i
a
i
0
1n
0
#
:
Ometodo e aplicado a sistemas ans denidos em regi~oes limitadas (com a nalidade
de eliminar o excesso de conservadorismo).
Considera-se a func~ao de Lyapunov quadratica por partes da forma
v(x) =
8
>
>
<
>
>
:
x
0
P
i
x; x 2 X
i
; i 2 I
0
"
x
1
#
0
P
i
"
x
1
#
; x 2 X
i
; i 2 I
1
:
(3.9)
Com essa func~ao de Lyapunov candidata e estabelecendo-se criterios de
parametrizac~ao, utilizando matrices E
i
; F
i
construdas por meio das partic~oes X
i
que
garantem a continuidade dessa func~ao, estabelecem-se condic~oes sucientes para a
procura das matrices P
i
, estabelecendo a estabilidade exponencial do sistema proposto
e de carater menos conservador
8
que o metodo convencional de procura de uma func~ao
de Lyapunov quadratica comum ao sistema.
Nota 3.5.1 Este autor tambem relaxa no requisito de continuidade da func~ao de Lya-
punov, considerando que essa func~ao candidata possui depende^ncia descontnua do es-
tado discreto e que e decrescente nos instantes dos chaveamentos (como no caso das
func~oes de Lyapunov multiplas [Bra95]). Situac~oes assim ocorrem quando as regras de
chaveamento s~ao da forma i(t) = fx(t); i(t
 
)g. Isso se observa no Exemplo 3.5.2.
Assim, fazendo uso do S-procedure e considerando que as condic~oes de transic~ao s~ao
inequac~oes ans do estado, s~ao acrescentadas condic~oes LMI no teorema de estabili-
dade
9
.
Os exemplos seguintes, que n~ao admitem a existe^ncia de uma func~ao de Lyapunov
quadratica comum ao sistema, exibem a metodologia da procura de uma FLQPP com
essa caracterizac~ao.
Exemplo 3.5.1 Dado o sistema:
_x =
(
A
1
x; se x
1
x
2
 0
A
2
x; se x
1
x
2
< 0
(3.10)
8
Ha sistemas estaveis nos quais n~ao e possvel encontrar uma matriz P comum ao sistema.
9
Ver Lema 4.1 e o Teorema 7.1 em Johansson [Joh99].
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com
A
1
=
"
 0:1 1
 10  0:1
#
; A
2
=
"
 0:1 10
 1  0:1
#
;
X
1
= fx 2 R
2
: x
1
x
2
 0g e X
2
= fx 2 R
2
: x
1
x
2
< 0g:
As matrizes E
i
; F
i
, obtidas atraves das partic~oes X
i
, s~ao dadas por
E
1
=  E
3
=
"
1 0
0 1
#
; E
2
=  E
4
=
"
 1 0
0 1
#
;
F
i
=
h
E
0
i
I
2
i
0
:
A func~ao de Lyapunov quadratica por partes obtida e
v(x) = x
0
P
i
x; P
i
= I; i = 1; 2:
As curvas de nvel e a trajetoria do sistema s~ao mostradas na Figura 3.5.
1
0
10-1
-1
Figura 3.5: Curvas de nvel e a trajetoria do sistema (3.10).
Exemplo 3.5.2 Considerando as matrizes A
1
; A
2
e os conjuntos chaveados S
1;2
e S
2;1
do Exemplo 3.3.3, e colocando a lei de chaveamento como sendo i = i(t), prop~oe-se o
seguinte sistema:
_x(t) = A
i(t)
x(t) (3.11)
i(t) =
(
2; i(t
 
) = 1 s
12
(x) = 0
1; i(t
 
) = 2 s
21
(x) = 0;
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com i(0) = 1.
A func~ao de Lyapunov quadratica por partes obtida e v(x) = fv
i
(x)g, com
v
i
= x
0
P
i
x; i 2 J
2
e
P
1
=
"
17:9  0:89
 0; 89 179
#
; P
2
=
"
739  38:1
 38:1 91:8
#
:
A estabilidade da trajetoria respectiva e visualizada na Figura 3.1.
3.5.3 Caracterizac~ao segundo Petersson
Petersson [Pet99] trabalha com sistemas hbridos auto^nomos da forma geral (2.4),
em que os estados hbridos s~ao caracterizados pela dupla de estados contnuos e dis-
cretos (x; q) 2 H = R
n
x
 Q, q 2 Q = fq
1
;    ; q
n
g, onde n e o numero de estados
discretos.
As mudancas dos estados discretos s~ao dadas pelos conjuntos chaveados
S
k;j
= fx 2 R
n
x
: q
j
= (x; q
k
)g para k; j 2 J
n
:
Assumindo que a origem e o ponto de equilbrio do sistema, independentemente do
valor de q, e para ns de analise de estabilidade, considera-se para esses sistemas que
o campo vetorial f(x; q), satisfazendo a condic~ao de Liptchitz, e contnuo em x para
cada estado discreto q.
Apos fazer o particionamento do espaco de estados hbridos 
 = (X;Q) na forma

 = [
l
i=1


i
, esse autor considera o conjunto dos estados contnuos na forma 

x;q
i
=
(x; q
i
) 2 
; i 2 J
l
e dene as respectivas regi~oes de fronteira 
i;r
i; r 2 J
l
(i 6= r),
determinadas pelo conjunto de pontos das trajetorias que passam de 

i
a 

r
. Tambem
denota 
x
i;r
como o conjunto de estados contnuos de 
i;r
, como se observa na Figura
3.6.
Para descrever a func~ao de Lyapunov, que, no geral, e de carater descontnuo, e
enunciar os criterios de estabilidade, esse autor faz uma descric~ao matematica mais
detalhada, no sentido que sera visto logo a seguir.
Considera a func~ao de Laypunov, v(x), como uma func~ao contnua por partes da
forma
v(x) = v
i
(x); (x; q) 2 

i
; 2 J
l
: (3.12)
Essa func~ao e, no geral, descontnua nas regi~oes de fronteira 
i;r
, onde v
i
: clos(

x
i
)!
3. Sistemas chaveados, uma classe de sistemas hbridos: analise de estabilidade 34


x
r


x
q


x
l

x
lq

x
rl

x
qr
Figura 3.6: Regi~oes vizinhas, no espaco de estados contnuo.
R; i 2 J
l
10
, v
i
(x) s~ao func~oes continuamente diferenciaveis em clos(

x
i
); i 2 J
l
e
assim
_v
i
(x) =
@v
i
(x)
@x
f(x; q); (x; q) 2 

i
; i 2 J
l
: (3.13)
Tambem 9(x; q) 2 
i;r
tal que v
i
(x) e v
r
(x) est~ao denidas quando a trajetoria vai de


i
a 

r
em (x; q). Assim, fazendo uso de func~oes de classe K e fazendo extens~ao do
contexto teorico de sistemas n~ao lineares [Kha96, SL91] aplicada a sistemas hbridos,
considera o metodo direto de Lyapunov para formular teoremas de estabilidade, esta-
bilidade assintotica e estabilidade exponencial. Partindo desses teoremas, considerando
as regi~oes do sistema hbrido e fazendo uso do S-procedure, podem ser formuladas
condic~oes sucientes em termos de LMIs para resolver o problema de estabilidade do
sistema hbrido proposto.
Nesse sentido, a func~ao de Lyapunov candidata v(x) = fv
i
(x)g e tal que as func~oes
quadraticas v
i
(x) s~ao da forma
v
i
(x) = 
i
+ p
0
i
x + x
0
P
i
x;
onde a matriz P
i
, o vetor p
i
e a constante 
i
s~ao as variaveis de decis~ao a serem
procuradas para cada i 2 J
l
.
O seguinte exemplo mostra os resultados apos aplicac~ao dessa metodologia.
Exemplo 3.5.3 Dado o sistema
_x(t) = A
q(t)
x(t)
10
clos(
) e o fecho do conjunto 
 .
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com
q(t) =
(
2; se q(t
 
) = 1 e s
12
(x) = 0
1; se q(t
 
) = 2 e s
21
(x) = 0
A
1
=
"
1  100
10 1
#
; A
2
=
"
1 10
 100 1
#
:
e
s
12
(x) = x
2
+ x
1
; s
21
(x) = x
2
:
A Figura 3.7 mostra a trajetoria de um sistema hbrido com campos instaveis (os auto-
valores s~ao iguais a 1 j
p
1000). Segundo Petersson [Pet99] n~ao e possvel encontrar
uma func~ao de Lyapunov quadratica comum para esse sistema. No entanto, o sistema
hbrido e globalmente e exponencialmente estavel. Para mostrar isso, o autor procurou
uma func~ao de Lyapunov quadratica por partes, particionando o espaco de estados
em oito regi~oes, todas contendo a origem. Em cada regi~ao se encontrou uma func~ao
quadratica satisfazendo as condic~oes de estabilidade.
−0.4 −0.2 0 0.2 0.4 0.6 0.8 1
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
X1
X2
0
<
>
<
>
S12
S21
Figura 3.7: Campo de sistemas instaveis: o sistema hbrido e estavel.
Considerac~oes para as regi~oes e o campo vetorial
Regi~oes do tipo hiperplanos, semiplanos ou elipsoides podem ser descritas por formas
quadraticas. Ja as regi~oes arbitrarias n~ao s~ao faceis de ser determinadas como formas
quadraticas, a menos que algum conservadorismo seja introduzido.
O campo vetorial do sistema hbrido e, no geral, do tipo n~ao linear. Em forma
particular, esse pode ser considerado como uma soma de sistemas ans, uma inclus~ao
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de sistemas ans
11
, ou pode ser submetido a linearizac~ao. Mais detalhes podem ser
lidos no Captulo 3 de Petersson [Pet99].
3.5.4 Comentarios sobre essas caracterizac~oes
Apos a apresentac~ao das caracterizac~oes da func~ao de Lyapunov, segundo Johansson
e Pettersson para sistemas hbridos, a seguir, colocam-se alguns comentarios destacando
as particularidades destas abordagens, assim como as suas vantagens e limitac~oes.
Resultados de estabilidade segundo Johansson
Johansson e Rantzer [JR98, Joh99] usam as tecnicas LMIs para determinar a esta-
bilidade de sistemas lineares por partes e as aplicam nos sistemas hbridos.
O enfoque esta baseado no uso de uma func~ao de Lyapunov quadratica por partes
como func~ao candidata para provar a estabilidade de sistemas lineares por partes
usando parametrizac~oes da forma P
i
= F
i
TF
i
, onde F
i
s~ao matrizes conhecidas e T
e uma matriz simetrica a ser determinada, isto e, a func~ao de Lyapunov depende das
partic~oes e das regras de chaveamento.
A proposta de Johansson e menos conservadora quando comparada com o metodo
tradicional de procura de uma func~ao de Lyapunov comum em que os resultados s~ao n~ao
factveis. Tambem, e um metodo muito conveniente para os casos em que a estabilidade
e de carater global; entretanto, muito conservador no caso de estabilidade local quando
se determinam os respectivos domnios de atrac~ao, como sera mostrado nos proximos
captulos.
O metodo e usado apenas para sistemas hbridos ans. Nesse caso, as partic~oes s~ao
poliedros convexos e os conjuntos chaveados s~ao dados por hiperplanos, constituindo
um resultado restritivo.
Mais uma vantagem, e ao mesmo tempo uma limitac~ao, e que a factibilidade de
um problema depende do numero de partic~oes, e, por conseguinte, resultados menos
conservadores s~ao obtidos com um maior numero de partic~oes.
A desvantagem dessa metodologia e o esforco computacional para se resolver um
numero elevado de LMIs associadas ao aumento do numero de partic~oes.
11
Neste caso o autor trabalha com uma famlia de sistemas ans usando apenas os vertices do
politopo matricial que essa famlia dene.
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Resultados de estabilidade segundo Petersson
Os resultados principais da pesquisa de Petersson [Pet99] s~ao dados por teoremas
que determinam condic~oes sucientes para estabilidade, aplicaveis a uma classe maior
de sistemas hbridos, isto e, com campos vetoriais n~ao lineares e considerando diversos
tipos de regi~oes. Esses resultados, propostos em termos de LMIs, s~ao adaptac~oes dos
teoremas de estabilidade existentes para sistemas n~ao lineares [Kha96, SL91], levando
em considerac~ao o comportamento da func~ao de Lyapunov v(x) = fv
i
(x)g quando os
chaveamentos ocorrem.
A vantagem dos resultados de Petersson, encontrados em sua tese de doutorado
[Pet99] e nas publicac~oes [PL97, PL99], e que eles s~ao aplicados a uma classe maior de
sistemas hbridos em relac~ao aos resultados de Johansson.
Nos trabalhos deste autor, a func~ao de Lyapunov candidata, que pode ser
descontnua, tambem e uma func~ao quadratica por partes e de estrutura semelhante.
Esses resultados foram formulados sem enfocar alguma estrutura especca para o par-
ticionamento das regi~oes, e da a exibilidade da metodologia quando comparada a
outra (embora em alguns casos a substituic~ao das regi~oes por inequac~oes quadraticas
possa ser feita com algum conservadorismo).
Tambem, nessa caracterizac~ao, a func~ao v
i
(x) da func~ao de Lyapunov usada nas
diversas regi~oes pode ser a mesma para varios estados discretos.
Nesse caso, e tambem um limitante da metodologia formular o problema com um
numero de variaveis de decis~ao nas LMIs que cresce conforme o numero de partic~oes, a
ordem da dimens~ao do espaco das variaveis contnuas e o numero das variaveis discretas
ao ponto de que o problema se torne numericamente inviavel. Dependendo dos casos,
quest~oes de simetria nas regi~oes podem reduzir o numero de variaveis de decis~ao a se
procurar.
3.6 Sumario
Neste captulo, apresentou-se a motivac~ao desta pesquisa para o estudo de sistemas
hbridos chaveados. Esse tipo de sistemas foi ilustrado com exemplos. Apos apresen-
tar as denic~oes de estabilidade para serem usadas na analise de sistemas hbridos,
forneceram-se criterios com condic~oes sucientes de duas abordagens similares pro-
postas por pesquisas recentes. Usando o metodo direto de Lyapunov, a analise de esta-
bilidade de sistemas hbridos consistiu em se determinar uma func~ao escalar quadratica
por partes, ou func~ao de Lyapunov candidata, satisfazendo determinadas condic~oes com
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a diculdade dos chaveamentos dos estados discretos, existentes no problema, e com
campos vetoriais descrevendo a evoluc~ao contnua do sistema; ou seja, a func~ao de
Lyapunov proposta depende das partic~oes e das regras de chaveamento.
As caracterizac~oes apresentadas por Petersson e Johansson forneceram sempre abor-
dagens menos conservadoras quando comparadas com o metodo tradicional de procura
de uma func~ao de Lyapunov quadratica comum ao sistema. Tambem s~ao muito con-
venientes para determinar estabilidade de carater global e com a limitante de fornecer
resultados mais conservadores no caso local. Um enfoque foi mais inovador que o outro,
ao abordar sistemas hbridos na sua forma geral e para qualquer tipo de partic~ao, com
a diculdade de algum conservadorismo includo, admitindo-se acrescentar o numero
de partic~oes para resolver alguma possvel n~ao-facticidade do problema.
Captulo 4
Estabilidade biquadratica de
sistemas chaveados
O problema da analise de estabilidade de sistemas hbridos com chaveamento pode
ser abordado atraves de diversos enfoques. Branicky [Bra95] apresenta uma soluc~ao
para esse problema usando o conceito de func~oes de Lyapunov multiplas associadas a
partic~oes do espaco de estados e assumindo chaveamentos de carater auto^nomo. Nos
trabalhos de Pettersson [PL97, Pet99], aborda-se esse problema fazendo a construc~ao
de uma func~ao de Lyapunov quadratica para cada partic~ao do espaco de estados (abor-
dagem Pwq). A estabilidade global do sistema e mostrada a partir dessas func~oes
quadraticas. Johansson e Rantzer [JR98] fazem uma abordagem similar, porem restri-
tiva, considerando regi~oes particulares.
O objetivo deste captulo e fazer a analise de estabilidade assim como calcular os
respectivos domnios de atrac~ao de uma classe de sistemas hbridos usando a metodolo-
gia fornecida por Trono [Tro00a]. Essa abordagem e uma nova proposta que usa
a denic~ao de estabilidade biquadratica originalmente apresentada por Trono e De
Souza [TS99] no contexto de sistemas lineares. Aplicamos esse conceito para sistemas
chaveados, uma classe de sistemas hbridos, abordando dois tipos de problemas: o
problema linear e o problema am. Procuramos uma func~ao de Lyapunov polinomial
comum ao sistema, cuja estrutura e diferente das usadas nos trabalhos de Pettersson
[Pet99] e Johansson [Joh99] e e independente das partic~oes associadas aos chaveamentos
no modelo do sistema.
Em cada caso, o problema a resolver e apresentado como um problema de otimizac~ao
convexa baseado no uso de LMIs segundo um teorema que apresenta condic~oes su-
cientes de estabilidade e determinac~ao do domnio de atrac~ao. Resultados numericos
mostram a ecie^ncia dessa metodologia.
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4.1 O Problema
Nesta sec~ao apresentamos aspectos de modelagem da classe estudada de sistemas
chaveados auto^nomos. Representam-se esses sistemas num sentido geral, a partir do
qual sera construdo um sistema equivalente que vai permitir estabelecer os resultados
para o estudo de analise de estabilidade (e determinac~ao do domnio de atrac~ao quando
a analise for de caracter local).

E fornecido o conceito de estabilidade biquadratica, que
sera aplicado para sistemas chaveados lineares e sistemas chaveados ans das proximas
sec~oes.
Dado o sistema auto^nomo chaveado
1
_x(t) = f
i
(x(t)); t > 0;
f
i
(x(t)) = A
i
(x(t))x(t) + b
i
(x(t))
x(t) 2 X
i
 R
n
x
; R
n
x
= [X
i
; i 2 J
n
;
(4.1)
onde x(t) 2 R
n
x
e a componente contnua dos estados assumindo valores nas regi~oes
X
i
 R
n
x
, e i e a variavel discreta assumindo valores no conjunto dos inteiros
J
n
= f1;    ; ng.

E conhecido que sistemas com campos vetoriais chaveados requerem um tratamento
matematico especial na sua descric~ao [Utk92]. Com a nalidade de evitar comporta-
mentos indesejaveis nos sistemas abordados, estabelecem-se as seguintes hipoteses:
A 1 A origem, x = 0, e um ponto de equilbrio do sistema (4.1) e considera-se B
x
um
politopo, vizinhanca da origem no qual a estabilidade local sera estudada;
A 2 X = X
1
[ : : : [ X
n
 R
n
x
. Cada conjunto X
i
possui interior n~ao vazio e n~ao
ha superposic~ao entre as regi~oes do modelo, ou seja, os interiores desses conjuntos s~ao
disjuntos dois a dois;
A 3 O lado direito de (4.1) e uma func~ao limitada para cada i 2 J
n
;
A 4 Num intervalo nito de tempo ha um numero nito de transic~oes;
A 5 Nas l
k
fronteiras das regi~oes adjacentes a X
k
, n~ao ha modos deslizantes, isto e,
se x(t
 
) 2 X
i
\X
j
; ent~ao x(t) 62 X
i
\X
j
, onde x(t
 
) denota a posic~ao da trajetoria
imediatamente antes do tempo t.
1
Por se tratar de sistemas auto^nomos, a variavel t sera omitida toda vez que necessario.
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A hipotese A3 sera usada nas provas e e necessaria para garantir que o lado direito de
(4.1) seja localmente Lipchitz. Por outro lado, considerando a hipoteseA4, evita-se que
a trajetoria do sistema chaveie em forma indenida ao entrar na regi~ao de chaveamento.
Se considerarmos a hipotese A5, n~ao havera os modos deslizantes no sistema.
Os conjuntos X
i
s~ao denotados na forma seguinte:
X
i
= f x :  
ik
(x)  0; k = 1; : : : ; m
i
g ; i 2 J
n
; (4.2)
onde  
ik
(x) 2 R s~ao func~oes ans em x, e m
i
e o numero de func~oes  que descreve
X
i
.
Por convenie^ncia, e associada a cada variavel discreta i a func~ao logica
Æ
i
(x) = Æ
i
; i 2 J
n
com Æ
i
2 f0; 1g. Dene-se, ent~ao, a func~ao vetorial logica
Æ : R
n
! J
n
:
Æ(x) ,
2
6
6
4
Æ
1
.
.
.
Æ
n
3
7
7
5
= c
i
se x(t
 
) e x(t) pertence a X
i
; (4.3)
onde c
i
e a i-esima coluna da matriz identidade I
n
. Assim sendo, se o estado discreto
assume um dado valor i 2 J
n
, quando x 2 X
i
, a i-esima componente da func~ao vetorial
logica Æ assume o valor unitario e todos os valores restantes s~ao iguais a zero.
A imagem da func~ao vetorial logica esta denida pelo conjunto
2
 ,
n
c
1
; : : : ; c
n
o
 J
n
: (4.4)
Observa-se que os elementos Æ
i
de Æ satisfazem
P
n
i=1
Æ
i
= 1. Sem perda de
generalidade, neste trabalho, escolhe-se Æ
n
como refere^ncia e, assim, Æ
n
= 1 
P
n 1
i=1
Æ
i
.
Com essa escolha, o sistema (4.1) pode ser reescrito de forma a considerar todas as
func~oes f
i
numa unica express~ao que denominaremos como sistema associado. Isso
sera visto nas proximas sec~oes.
Para apresentac~ao da abordagem deste trabalho ser~ao necessarias algumas denic~oes
e express~oes auxiliares, como sera exposto a seguir.
2
Por simplicidade de notac~ao, sera considerado apenas Æ 2  toda vez que Æ(x) = c
i
2 .
4. Estabilidade biquadratica de sistemas chaveados 42
A func~ao de Lyapunov
Seja v(x) uma func~ao de Lyapunov candidata da forma
v(x) = x
0
P(x)x; (4.5)
com
P(x) =
"
I
n
x
(x)
#
0
P
"
I
n
x
(x)
#
; (4.6)
onde a matriz P, de dimens~ao conveniente, deve ser determinada, e (x), uma dada
matriz am em x que dene a estrutura da func~ao de Lyapunov.
(x) =
n
x
X
i=1
T
i
x
i
+ U 2 R
n
1
n
x
; (4.7)
onde T
i
; U s~ao matrizes constantes da mesma dimens~ao de (x), e x
i
e a i-esima
componente do vetor x.
A partir da matriz
_
(x) e do vetor x, dene-se a matriz denotada por 
x
(x) como
se segue.
_
(x)x =
n
x
X
i=1
T
i
_x
i
x =
n
x
X
i=1
T
i
xr
i
_x = 
x
(x) _x;

x
(x) =
n
x
X
i=1
T
i
xr
i
; (4.8)
onde r
i
e a i-esima linha da matriz identidade I
n
x
.
Denic~ao 4.1.1 (Estabilidade biquadratica) Dada a func~ao v(x) como em (4.5)
e um politopo B, diz-se que origem do sistema (4.1) e localmente e biquadraticamente
estavel se existir P(x) da forma (4.6) e func~oes 
1
(x); 
2
(x); 
3
(x) de classe K tais
que sejam satisfeitas as seguintes condic~oes para todo x 2 B:
 
1
(kxk)  v(x)  
2
(kxk)
 _v(x) = x
0
_
P(x)x + f
i
(x)
0
P(x)x + x
0
P(x)f
i
(x)   
3
(kxk)

Ve^-se que, segundo a teoria de Lyapunov [Kha96], e conhecido que o sistema (4.1)
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e dito ser local e assintoticamente estavel se, dada uma func~ao de Lyapunov candi-
data v(x) qualquer e escalares positivos "
a
, "
b
e "
c
, podem ser satisfeitas as seguintes
desigualdades:
"
a
x
0
x  v(x)  "
b
x
0
x (4.9)
_v(x)   "
c
x
0
x (4.10)
para todo x 2 B
x
.
Ent~ao, no desenvolvimento do presente trabalho, as func~oes de classe K que ser~ao
consideradas na Denic~ao 4.1.1 ter~ao a estrutura 
1
(x) = "
a
x
0
x; 
2
(x) = "
b
x
0
x; e

3
(x) = "
c
x
0
x.
Observa-se tambem que e possvel obter com (4.5 ), (4.6) e (4.8) uma express~ao
mais conveniente para o termo x
0
_
P(x)x. Essa express~ao e fornecida a seguir:
x
0
_
P(x)x = x
0
"
I
n
x
(x)
#
0
P
"
0

x
(x)
#
_x+ _x
0
"
0

x
(x)
#
0
P
"
I
n
x
(x)
#
x:
Quando s~ao satisfeitos os termos da Denic~ao 4.1.1, a func~ao v(x) = x
0
P(x)x e dita
ser uma func~ao de Lyapunov para a origem do sistema (4.1).
Como P(x) depende quadraticamente do estado x, ent~ao a func~ao de Lyapunov e
dependente do estado na forma de um polino^mio de ordem 4. Observa-se tambem que,
dado um escalar c, as curvas de nvel da func~ao x
0
P(x)x = c n~ao s~ao necessariamente
elipses. Isso se observa no exemplo a seguir.
Exemplo 4.1.1 (Curva de nvel n~ao elptica) Dado n
x
= 2 e seja a matriz (x) com
n
1
= 4 dada por
(x) =
"
x
1
I
2
x
2
I
2
#
:
Considera-se a func~ao v(x) = x
0
P(x)x com P(x) dado por (4.6) e matriz P dada por:
P =
2
6
6
6
6
6
6
6
6
6
4
0:0252894  0:0004145 0:0000081  62:562049 62:563939  0:0019457
 0:0004145 0:0169103  0:0018837  977:60176 977:60379 0:0002288
0:0000081  0:0018837 2:919D   07  266:31517 266:31516  0:0000392
 62:562049  977:60176  266:31517 520:2216 0  309:08865
62:563939 977:60379 266:31516 0  520:22151 309:0886
 0:0019457 0:0002288  0:0000392  309:08865 309:0886 0:0000526
3
7
7
7
7
7
7
7
7
7
5
:
O respectivo graco da curva de nvel v(x) = 1 e dado pela Figura 4.1.
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-10.00 -8.01 -6.02 -4.03 -2.04 -0.05 1.94 3.93 5.92 7.91 9.90
-10.00
-8.01
-6.02
-4.03
-2.04
-0.05
1.94
3.93
5.92
7.91
9.90
Figura 4.1: Curva de nvel n~ao elptica.
Tambem, a denic~ao de estabilidade quadratica usual, v(x) = x
0
P
Q
x, pode ser
determinada a partir da Denic~ao 4.1.1, zerando alguns blocos da matriz P , isto e,
P =
"
P
Q
0
0 0
#
:
Com o sistema geral formulado, as hipoteses fornecidas acima e as matrizes
auxiliares (x) e 
x
(x), nas seguintes sec~oes e feita a analise de estabilidade para
sistemas chaveados lineares e ans usando o conceito de estabilidade biquadratica.
4.2 O Problema Linear
Seja o sistema chaveado linear da forma
_x(t) = A
i
x(t); x 2 B
x
; i 2 J
n
; t > 0: (4.11)
Considere as hipoteses A1-A5 acima apresentadas.
A dina^mica do chaveamento aqui estudada e como em (4.2):
X
i
= fx :  
ik
(x)  0; k = 1;    ; m
i
g; i 2 J
n
;
onde  
ik
(x) 2 R s~ao func~oes ans em x utilizadas para caracterizar as partic~oes X
i
.
Fazendo uso da func~ao Æ denida em (4.3), reescreve-se (4.11) na forma:
_x = (
P
n
i=1
A
i
Æ
i
) x; x 2 B
x
; Æ 2 :
Em termos da variavel de refere^ncia, Æ
n
= 1  
P
n 1
i=1
Æ
i
, o sistema anterior pode ser
reescrito por um sistema que sera denominado como sistema associado. Este sistema
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associado e dado por
_x = A
n
x+
P
n 1
i=1
(A
i
  A
n
)Æ
i
x; x 2 B
x
;
(4.12)
onde B
x
 R
n
x
e um politopo convexo que contem a origem e representa os valores
de interesse da variavel de estado x(t) para ns de analise de estabilidade do sistema
(4.12), associado ao sistema chaveado (4.11). Observa-se que B
x
pode ser interpretado
como a regi~ao de atrac~ao
3
desejada do ponto de equilbrio.
Considera-se tambem o politopo B
Æ
determinado a partir de , como se segue
B
Æ
= Co() , fÆ : Æ =
n
X
i=1

i
c
i
;
n
X
i=1

i
= 1; 
i
 0; c
i
2 g; (4.13)
cujos vertices s~ao os elementos de . Pode-se, ent~ao, estabelecer a seguinte relac~ao:
Æ 2  sse Æ 2 B
Æ
e ÆÆ
0
= diag(Æ
i
); (4.14)
onde Æ
0
= [Æ
1
;    ; Æ
n
]:
No que se segue, apresentam-se os resultados principais referentes a analise de
estabilidade de sistemas modelados por (4.11) representado pelo respectivo sistema
associado dado pela equac~ao (4.12). Esse estudo e feito com o auxlio da Denic~ao
4.1.1, de estabilidade biquadratica.
Neste ponto, faz-se necessaria a introduc~ao de variaveis e notac~oes auxiliares, assim
como algumas construc~oes matriciais. Essa informac~ao sera utilizada na formulac~ao e
na prova do teorema de estabilidade biquadratica do sistema chaveado linear.
Introduzimos o vetor auxiliar  2 R
n

com n

= (n  1)n
x
.
 =
2
6
6
6
6
4

1

2
.
.
.

n 1
3
7
7
7
7
5
com 
i
= Æ
i
x; i 2 J
n 1
: (4.15)
A partir de (4.14), obtem-se diretamente que ÆÆ
0
  diag(Æ
i
) = 0 pode ser reescrita
como
Æ
i
(Æ
i
  1) = 0; 8i 2 J
n
;
Æ
i
Æ
j
= 0; 8i 6= j i; j 2 J
n
:
3
Este conceito sera apresentado posteriormente.
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Considerando (4.15) e lembrando que Æ
n
= 1  
P
n 1
i=1
Æ
i
, pode-se reescrever as
condic~oes acima na forma:
(Æ
i
  1)Æ
i
x = (Æ
i
  1)
i
= 0; 8i 2 J
n 1
;
Æ
i
Æ
j
x = Æ
i

j
= 0; 8 x 8i 6= j; i; j 2 J
n 1
:
(4.16)
Nota-se que a relac~ao entre os vetores x e , dada por (4.15), e as express~oes (4.16)
(que s~ao ans em Æ e ) podem ser reescritas de uma forma mais compacta, do tipo
(x; ) 2 D, com D denido por
D =
(
(x; ) :
h


1


2
i
"
x

#
= 0
)
(4.17)
e as matrizes 

1
2 R
n


n
x
e 

2
2 R
n


n

s~ao func~oes ans em (x; Æ
1
; : : : ; Æ
n 1
); 8x 2
B
x
.
Com a denic~ao das variaveis auxiliares previas e o conjunto D, o sistema (4.12) e
representado como
_x = A
n
x+A; (x; ) 2 D;
(4.18)
onde
A =
h
(A
1
  A
n
)    (A
n 1
  A
n
)
i
:
Com as func~oes  
ik
de (4.2) constroem-se 
ik
(x) =  
ik
I
n
x
e a matriz diagonal por
blocos (x) 2 R
n

n

tal que:
(x) = diagf0
n
x
; 0
n
1
;
~
g+ E
0

n
E;
E = [I
n
x
; 0
n
x
n
1
;  I
n
x
;    ; I
n
x
] 2 R
n
x
n

;
~
 = diagf
1
;    ;
n 1
g 2 R
(n 1)n
x
(n 1)n
x
;

i
=
P
m
i
k=1

ik

ik
2 R
n
x
n
x
; i 2 J
n
;
(4.19)
onde 
ik
s~ao escalares positivos a serem determinados posteriormente.
Dene-se
B = B
x
 B
Æ
como sendo o meta-politopo formado pela combinac~ao dos vertices de B
x
e B
Æ
e usa-se
a notac~ao (x; Æ) 2 B para indicar que x 2 B
x
e Æ 2 B
Æ
.
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(x) e 
x
(x), matrizes ans em x denidas em (4.7) e (4.8), respectivamente.
Considera-se tambem a seguinte notac~ao auxiliar:
A
a1
=
"
I
n
x
(x) + 
x
(x)
#
h
A
n
0
n
x
n
1
i
; A
a2
=
"
I
n
x
(x) + 
x
(x)
#
A;
C =
"
C
x
0
(x)  I
n
1
#
;
~

 =
"
h


1
0
n


n
1
i


2
C 0
#
;
(4.20)
onde a matriz C
x
e dada por
4
:
C
x
=
2
6
6
6
6
4
x
2
 x
1
0    0
0 x
3
 x
2
   0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0    x
n
x
 x
n
x
 1
3
7
7
7
7
5
: (4.21)
O seguinte exemplo ilustra a utilizac~ao dessa notac~ao auxiliar para um sistema com
duas regi~oes de chaveamento.
Exemplo 4.2.1 (Sistema chaveado)
Dado o sistema
_x =
(
A
1
x; se x 2 X
1
A
2
x; se x 2 X
2
: (4.22)
Nesse exemplo te^m-se n
x
= 2, n = 2, J
2
= f1; 2g e se consideram Æ
1
e Æ
2
como
as variaveis logicas com Æ
2
= 1   Æ
1
. Assim, o sistema (4.22), reescrito como na
representac~ao (4.12), e dado por:
_x = A
2
x + (A
2
  A
1
)Æ
1
x: (4.23)
Para n
1
= 4, as matrizes (4.7) e (4.8) s~ao consideradas como:
(x) =
"
x
1
I
2
x
2
I
2
#
; 
x
(x) =
"
x 0
0 x
#
: (4.24)
O vetor auxiliar  = 
1
= Æ
1
x e
4
Detalhes a respeito dessa matriz se encontram no Ape^ndice deste trabalho e no Lema 2.1 em
Trono [Tro00a].
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~

 =
2
6
6
6
6
4
0
2
0
24
(Æ
1
  1)I
2
Æ
1
I
2
0
24
 I
2
C
x
0
14
0
12
(x) [ I
2
0
2
] 0
2
3
7
7
7
7
5
;
C
x
= [x
2
  x
1
] :
(4.25)
Nota-se ainda que
A
a1
=
"
I
2
(x) + 
x
(x)
#
h
A
2
0
24
i
e A
a2
=
"
I
2
(x) + 
x
(x)
#
A
com
A =
h
(A
1
  A
2
)
i
A seguir, apresenta-se o teorema de estabilidade para sistemas chaveados lineares.
Teorema 4.2.1 (Estabilidade biquadratica do sistema chaveado linear)
Considera-se o sistema (4.11) com as hipoteses A1- A5, o sistema associado dado
por (4.12) e as matrizes denidas em (4.7), (4.8), (4.19),(4.20). Seja B
x
 R
n
x
um
dado politopo que dene uma vizinhanca da origem, e B
Æ
, o politopo denido em (4.13).
O sistema (4.12) e localmente e biquadraticamente estavel se existem matrizes P; L;M
com as mesmas dimens~oes de A
a
1
; C
0
;
~


0
, respectivamente, e escalares positivos 
ik
de
(4.19) tais que sejam satisfeitas as seguintes LMIs nos vertices do politopo B = B
x
B
Æ
:
P + LC + C
0
L
0
> 0; P = P
0
(4.26)
"
A
0
a
1
P + PA
a
1
PA
a
2
A
0
a
2
P 0
#
+M
~

 +
~


0
M
0
+  < 0: (4.27)
No caso armativo, a func~ao v(x) = x
0
P(x)x com P(x) dado por (4.6) e uma func~ao
de Lyapunov para o sistema (4.11).
Prova
Sup~oe-se que as condic~oes (4.26) e (4.27) do Teorema 4.2.1 s~ao satisfeitas para todos
os vertices de B = B
x
 B
Æ
, (B
Æ
= Co()). Ent~ao, por convexidade, essas condic~oes
ainda s~ao satisfeitas para todo x 2 B, isto e, para todo x 2 B
x
e Æ 2 .
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Seja o sistema dado por (4.12) e o vetor  denido por (4.15). Considera-se o vetor
 e a seguinte partic~ao:
 =
"

1

#
; 
1
=
"
x
x
#
: (4.28)
Agora, a matriz D =
h
I
n
x
0
n
x
n
1
i
e tal que D
1
= x. Como a LMI (4.26) e
estrita, ent~ao existe um escalar positivo 
1
sucientemente pequeno tal que P + LC +
C
0
L
0
  
1
D
0
D  0.
Similarmente, denindo Q = [
D 0
n
x
n

] tal que Q = x e considerando que
a LMI (4.27) tambem e estrita, ent~ao existe um escalar positivo 
2
sucientemente
pequeno tal que 
2
Q
0
Q pode ser adicionado no lado esquerdo dessa LMI sem alterar o
sentido da desigualdade.
O que foi descrito acima pode ser expresso como se segue:
P + LC + C
0
L
0
  
1
D
0
D  0 , (4.29)
"
(A
0
a
1
P + PA
a
1
) PA
a
2
A
0
a
2
P 0
#
+ M
~

 +
~


0
M
0
+ + 
2
Q
0
Q  0 (4.30)
para todo x 2 B
x
e para todo Æ 2 .
Agora, pre e pos-multiplica-se a primeira LMI, (4.29), por 
0
1
e 
1
, respectivamente,
e a segunda LMI, (4.30), por 
0
e , respectivamente. Obte^m-se as seguintes relac~oes:

0
1
P
1
 
1
x
0
x; 8x 2 B
x
(4.31)

0
1
(A
0
a
1
P + PA
a
1
)
1
+ 
0
1
PA
a
2
 + 
0
A
0
a
2
P
1
+ 
0
   
2
x
0
x; (4.32)
8  :
~

 = 0; x 2 B
x
Æ 2 :
Nota-se que, por construc~ao, C
x
x = 0 e tambem C
1
= 0. De forma similar,
~

 = 0,
pois
h


1


2
i
"
x

#
= 0 e C
1
= 0.
Com a notac~ao em (4.28) e (4.6), a desigualdade (4.31) torna-se
v(x) = 
0
1
P
1
= x
0
"
I
n
x

#
0
P
"
I
n
x

#
x = x
0
P(x) x  
1
x
0
x , 8 x 2 B
x
: (4.33)
Como x pertence ao politopo B
x
, os elementos da matriz C em (4.26) s~ao limitados.
Ent~ao, existe um escalar positivo, 
3
, sucientemente grande tal que 
3
I
n
x
 (P +
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LC + C
0
L
0
). Isto e, 
3

0
1

1
= 
3
(x
0
x + x
0

0
x)  
1
P
1
= x
0
P(x)x. Como a matriz
 depende de x, ent~ao existe um outro escalar positivo, 
4
, sucientemente grande tal
que 
4
I
n
x
 
0
. Assim, x
0
P(x)x  
3
(1 + 
4
)x
0
x e com (4.31) tem-se:

1
x
0
x  v(x) = x
0
P(x)x  
3
(1 + 
4
)x
0
x , 8 x 2 B
x
: (4.34)
Nota-se que Æ
n
= 1 
P
n 1
i=1
; Æ
i
, ent~ao, para o termo 
0
 de (4.32), tem-se que

0
 =
P
n 1
i=1

0
i

i

i
+ (x 
P
n 1
i=1

i
)
0

n
(x 
P
n 1
i=1

i
)
=
P
n 1
i=1
Æ
i
2
x
0

i
x + (1 
P
n 1
i=1
Æ
i
)x
0

n
(1 
P
n 1
i=1
Æ
i
)x
=
P
n 1
i=1
Æ
i
2
x
0

i
x + Æ
2
n
x
0

n
x  0; 8x 2 B
x
; Æ 2 :
Como 
0
  0, a relac~ao (4.32) resulta ser:

0
1
(A
0
a
1
P + PA
a
1
)
1
+ 
0
1
PA
a
2
 + 
0
A
0
a
2
P
1
  
2
x
0
x; 8x 2 B
x
; Æ 2 : (4.35)
Agora, usam-se as igualdades

x
=
_
x

0
1
PA
a
1

1
= x
0
P(x) [A
n
0] 
1
+ x
0
"
I
n
x

#
0
P
"
0
_

#
x

0
1
PA
a
2

2
= x
0
P(x) A 
2
para mostrar que ocorre

0
1
(A
0
a
1
P + PA
a
1
)
1
+ 
0
1
PA
a
2

2
+ 
0
2
A
0
a
2
P
1
=
x
0
_
P(x)x+ x
0
P(x)(A
n
x +
P
n 1
i=1
(A
i
  A
n
)
i
)+
(A
n
x +
P
n 1
i=1
(A
i
  A
n
) 
i
)P(x)x < 0
e como
_x = A
n
x +
P
n 1
i=1
(A
i
  A
n
)
i
;
ent~ao
x
0
_
P(x)x + _x
0
P(x)x + x
0
P(x) _x = _v(x)   
2
x
0
x; 8x 2 B
x
; Æ 2 :
(4.36)
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As express~oes (4.34) e (4.36) mostram que v(x) = x
0
P(x)x e uma func~ao de Lya-
punov para o sistema (4.12), e, assim, a origem de (4.11) e local e biquadraticamente
estavel.
2
Nota 4.2.1 O Teorema 4.2.1 garante estabilidade local para uma vizinhanca sucien-
temente pequena da origem contida no politopo B
x
. Assim, a maior regi~ao de atrac~ao
que o metodo pode estimar e o proprio B
x
. Quando o problema e estimar uma regi~ao
de atrac~ao a estabilidade analisada e considerada de carater regional. Se a regi~ao de
atrac~ao estimada e nita, porem arbitrariamente grande, sera dito que a estabilidade e
de carater semiglobal [Kha96].
Nota 4.2.2 Note da prova do Teorema 4.2.1 que a LMI (4.26) esta associada a
condic~ao (4.9), enquanto (4.27) implica (4.10). Tambem as matrizes L e M s~ao
variaveis de escalonamento que aparecem apos aplicac~ao do Lema de Finsler as
condic~oes C
1
= 0 e
~

 = 0, respectivamente. Por outro lado as variaveis 
ik
em
 s~ao oriundas da aplicac~ao do S-procedure nas condic~oes (4.2) que denem as regi~oes
X
i
.
O exemplo seguinte, encontrado em Johansson [Joh99], ilustra o interesse do Teo-
rema acima apresentado. Nesse caso, tentar uma func~ao de Lyapunov quadratica como
candidata leva a um resultado n~ao factivel. Com isso, a aplicac~ao do teorema resulta
numa abordagem menos conservadora [PTC00], como sera visto a seguir.
Exemplo 4.2.2 Para o sistema (3.7), dado no Exemplo 3.4.1, consideram-se o sistema
associado (4.23) e a notac~ao auxiliar desenvolvida para o caso geral linear do Exemplo
4.2.1, que dene os valores das matrizes ; 
x
;
~

; C
x
.
As partic~oes X
i
que denem o chaveamento do modelo, como indicado em (4.2),
s~ao dadas por:
x
0

11
(x)x  0 : 
11
(x) =
"
 x
1
0
0  x
1
#
;  
11
=  x
1
; m
1
= 1
e
x
0

21
(x)x  0 : 
21
(x) =
"
x
1
0
0 x
1
#
;  
21
= x
1
; m
2
= 1:
Assim,

1
= 
11

11
(x); 
2
= 
21

21
(x); e
~
 = 
1
:
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Com isso, tem-se:
 = diagf0
2
; 0
4
;
~
g + E
0

2
E
com
diagf0
2
; 0
4
;
~
g = 
11
"
0
6
0
62
0
26
 x
1
I
2
#
e
E
0

2
E = 
21
2
6
4
x
1
I
2
0
24
 x
1
I
2
0
42
0
4
0
42
 x
1
I
2
0
24
x
1
I
2
3
7
5
:
Considera-se o politopo B
x
de vertices V
i
=
"


#
; i = 1; : : : ; 4:
B
x
=
(
x =
"
x
1
x
2
#
: jx
i
j  
)
;
onde  > 0 e um escalar a ser determinado de tal forma que B
x
seja uma regi~ao t~ao
grande quanto possvel.
Tambem, o politopo B
Æ
e dado por:
B
Æ
= Co
("
0
1
#
;
"
1
0
#)
:
Dessa forma, o politopo B = B
x
 B
Æ
possui 4 2 = 8 vertices.
Com o Teorema 4.2.1, pode-se mostrar que o sistema (3.7) e localmente e biquadrati-
camente estavel para valores de   1. Quando o valor de  e estendido ate  = 100,
a func~ao de Lyapunov obtida e v(x) = x
0
P(x)x, com P(x) dado por (4.6) e matriz P:
P =
2
6
6
6
6
6
6
6
6
6
4
7279067:9 434435:48 22280:18 657:259 7500:484  554:009
434435:48 1506838:5 6199:410 5120:643 1763:322 3005:408
22280:18 6199:410 781:2508 414:7109  562:9214 24:38704
657:2597 5120:643 414:7109 1:  98:67125 25:63713
7500:484 1763:322  562:9214  98:67125 367:0776  56:06310
 554:009 3005:408 24:38704 25:63713  56:06310 30:42994
3
7
7
7
7
7
7
7
7
7
5
:
As trajetorias do sistema (3.7) foram mostradas na Figura 3.2.
No exemplo anterior n~ao e possvel encontrar uma func~ao de Lyapunov quadratica
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comum que garanta estabilidade. Usando o enfoque Pwq [Joh99], e possvel mostrar
estabilidade assintotica global desse problema.
4.3 O Problema Am
Dado o sistema chaveado am da forma
_x(t) = A
i
x(t) + b
i
, x 2 X
i
, i 2 J
n
, t  0; (4.37)
onde x(t) 2 R
n
x
denota a componente contnua do estado assumindo valores no con-
junto X
i
 R
n
x
e i 2 J
n
denotando a variavel discreta. Assume-se que A
i
2 R
n
x
n
x
s~ao matrizes constantes, e b
i
2 R
n
x
s~ao vetores constantes.
Conforme foi considerado, no caso de sistemas chaveados lineares, para evitar com-
portamentos indesejaveis nos sistemas tratados, assume-se que o sistema (4.37) satisfaz
as hipoteses A1-A5, enunciados na sec~ao 4.1.
Os conjuntos X
i
s~ao representados como na equac~ao (4.2). Fazendo uso da func~ao
Æ e do conjunto  denidos em (4.3) e (4.4), respectivamente, reescreve-se (4.37) na
forma:
_x = (
P
n
i=1
A
i
Æ
i
) x + (
P
n
i=1
b
i
Æ
i
); x 2 R
n
x
; Æ 2 :
Considerando o n-esimo termo de Æ como variavel de refere^ncia, ou seja, Æ
n
= 1  
P
n 1
i=1
Æ
i
, o sistema anterior pode ser reescrito como se segue:
_x = A
n
x +
P
n 1
i=1
(A
i
  A
n
)Æ
i
x + b
n
+
P
n 1
i=1
(b
i
  b
n
)Æ
i
; x 2 B
x
; Æ 2 ;
(4.38)
onde B
x
 R
n
x
e um politopo convexo, vizinhanca da origem, que representa os valores
de interesse da variavel de estado x(t) para ns de analise de estabilidade do sistema
(4.38).
Considera-se tambem o politopo, determinado a partir de , como em (4.13),
B
Æ
= Co();
cujos vertices s~ao os elementos de .
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Introduz-se o seguinte vetor auxiliar  2 R
n

, onde n

= (n  1)n
x
+ n + 1.
 =
2
6
6
6
6
6
6
6
6
6
6
6
6
4

1
.
.
.

n 1

n

n+1
.
.
.

2n
3
7
7
7
7
7
7
7
7
7
7
7
7
5
com

i
= Æ
i
x , 8 i 2 J
n 1

n
= 1

n+i
= Æ
i
, 8 i 2 J
n
: (4.39)
As relac~oes 
n
= 1 e 
n+i
= Æ
i
s~ao alternativamente representadas por 
n
x   x = 0 e

n+i
  Æ
i

n
= 0, respectivamente.
Por simplicidade de notac~ao, as relac~oes entre x e o vetor auxiliar , dados acima,
s~ao representadas numa forma mais compacta pela notac~ao (x; ) 2 D, como indicado
em (4.17). Com essa notac~ao, o sistema (4.38) pode ser expresso como se segue:
_x = A
n
x +A , x 2 B
x
; (x; ) 2 D;
(4.40)
com A = [
(A
1
  A
n
)    (A
n 1
  A
n
) b
n
(b
1
  b
n
)    (b
n 1
  b
n
) 0
n
x
1
].
Nesse caso, as matrizes 

1
2 R
n


n
x
e 

2
2 R
n


n

, que denem o conjunto D,
tambem s~ao func~oes ans de (x; Æ
1
; : : : ; Æ
n
) representadas pelas relac~oes dadas em (4.39).
Nota-se que Æ denida em (4.3) satisfaz ÆÆ
0
= diag(Æ
i
), ou, de maneira equivalente:
Æ
i
Æ
j
= 0; Æ
i
(Æ
i
  1) = 0 , 8 i 6= j 2 J
n
: (4.41)
De (4.39), (4.41) e expressando as relac~oes entre as variaveis Æ
i
, x e as componentes
, surgem as seguintes identidades:
(Æ
i
  1)Æ
i
x = (Æ
i
  1)
i
= 0 , 8 i 2 J
n 1
;
(Æ
i
  1)Æ
i
= (Æ
i
  1)
n+i
= 0 , 8 i 2 J
n
;
Æ
i
Æ
j
x = Æ
i

j
= 0 , 8 i; j 2 J
n 1
, i 6= j;
Æ
i
Æ
j
= Æ
i

j+n
= 0 , 8 i; j 2 J
n
, i 6= j;

n
 
P
i=n
i=1

n+i
= 0;
x  
2n
x 
P
i=n 1
i=1

i
= 0:
(4.42)
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Tambem, as seguintes identidades s~ao satisfeitas:
Æ
i
x  x
n+i
= 0 , 8 i 2 J
n 1
;

i
  x
n+i
= 0 , 8 i 2 J
n 1
:
(4.43)
As identidades (4.42) e (4.43) s~ao incorporadas as relac~oes (4.39) reescrevendo-as como
novas linhas das matrizes 

1
e 

2
dadas em (4.17). Assim sendo, essas matrizes cumpri-
ram o objetivo de capturar todas as relac~oes possveis entre as variaveis Æ
i
, x e as
componentes de . Elas ter~ao um papel fundamental na aplicac~ao do Lema de Finsler
para a obtenc~ao das LMIs a serem descritas no teorema principal desta sec~ao
5
.
O seguinte exemplo explica esse procedimento.
Exemplo 4.3.1 (Um sistema am)
Considera-se o sistema am dado pelo sistema linear com saturac~ao da forma
(
_x = Ax + b sat(u)
u = K
0
x
; (4.44)
onde x 2 R
2
, u 2 R, e sat() denota a func~ao de saturac~ao normalizada dada por
sat(u) ,
8
>
<
>
:
1 u > 1
u for juj  1
 1 u <  1
: (4.45)
O sistema (4.44), reescrito como um sistema am chaveado, e representado na
forma:
_x =
8
>
<
>
:
Ax  b x 2 X
1
:= fx : K
0
x <  1g
(A+ bK
0
)x x 2 X
2
:= fx : jK
0
xj  1g
Ax + b x 2 X
3
:= fx : K
0
x > 1g
:
Nesse exemplo te^m-se n
x
= 2, n = 3 e J
3
= f1; 2; 3g.
O correspondente sistema associado (4.38) e dado por:
_x = A
3
x +
P
2
i=1
(A
i
  A
3
)Æ
i
x + b
3
+
P
2
i=1
(b
i
  b
2
)Æ
i
; x 2 B
x
; Æ 2 ;
(4.46)
5
Detalhes sobre isso s~ao apresentados na Nota 4.3.2.
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e o sistema equivalente em termos de x e , (4.40), e o seguinte:
_x = A
3
x +A; (x; ) 2 D;
onde
A =
h
(A
1
  A
3
) (A
2
  A
3
) b
3
(b
1
  b
3
) (b
2
  b
3
) 0
i
;
A
1
= A
3
= A; A
2
= A+ bK
0
; b
1
=  b; b
2
= 0; b
3
= b;
 =
2
6
6
4

1
.
.
.

6
3
7
7
5
; 
1
= Æ
1
x; 
2
= Æ
2
x; 
3
= 1; 
4
= Æ
1
; 
5
= Æ
2
e 
6
= Æ
3
:
Por ultimo, do conjunto de identidades dadas por (4.39),(4.42) e (4.43), obte^m-se
as seguintes matrizes 

1
e 

2
:
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1
=
2
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
4
0
2
0
2
0
2
0
2
0
0
0
0
0
0
I
2
0
2
0
2
Æ
1
I
2
Æ
2
I
2
Æ
1
I
2
Æ
2
I
2
0
2
Æ
3
I
2
0
2
0
2
0
0
3
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5
; 

2
=
2
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
4
(Æ
1
  1)I
2
0
2
0 0 0 0
0
2
(Æ
2
  1)I
2
0 0 0 0
Æ
2
I
2
0
2
0 0 0 0
0
2
Æ
1
I
2
0 0 0 0
0 0 Æ
1
 1 0 0
0 0 Æ
2
0  1 0
0 0 0 (Æ
1
  1) 0 0
0 0 0 0 (Æ
2
  1) 0
0 0 0 Æ
2
0 0
0 0 0 0 Æ
1
0
0
2
0
2
 x 0 0 0
I
2
0
2
0  x 0
0
2
I
2
0 0  x 0
 I
2
0
2
0 0 0 0
0
2
 I
2
0 0 0 0
0
2
0
2
0
21
 x 0
21
0
21
0
2
0
2
0
21
0
21
 x 0
21
0
2
0
2
"
Æ
3
1
# "
0
 1
# "
0
 1
# "
 1
 1
#
0
21
0
23
0 0 0  x
0
2
0
2
"
0
0
# "
0
0
# "
0
0
# "
Æ
1
Æ
2
#
0
2
0
2
"
0
0
# "
Æ
3
0
# "
0
Æ
3
# "
0
0
#
0 0 0 0 0 Æ
3
  1
I
2
I
2
0 0 0 x
3
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5
:
(4.47)
Observa-se que 

1
e 

2
conte^m todas as relac~oes entre os elementos de x e  para esse
exemplo.
O interesse desta sec~ao e fazer o estudo de analise de estabilidade local para sis-
temas da classe (4.37) e estimar o seu domnio de atrac~ao fazendo uso de LMIs como
procedimento numerico. O procedimento para o calculo dessa regi~ao e feito a seguir.
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Domnio de atrac~ao
Para esta classe de sistemas, considera-se a func~ao de Lyapunov candidata v(x) =
x
0
P(x)x comum a todos os conjuntos X
i
. A estrutura dessa func~ao candidata e dada
em (4.6). Conforme estabelecido na denic~ao de estabilidade, se as desigualdades (4.9)
e (4.10) s~ao satisfeitas, garante-se a estabilidade biquadratica do sistema associado
(4.38) e, em conseque^ncia, a estabilidade do sistema (4.37). Pode-se, ent~ao, obter uma
estimativa da regi~ao de atrac~ao para a origem desse sistema.
Se um sistema e localmente estavel, o domnio de atrac~ao do sistema e uma regi~ao
invariante do espaco de estados, tal que toda trajetoria que se inicia em algum ponto
dessa regi~ao converge assintoticamente para a origem do sistema. Mais detalhes podem
ser encontrados em Khalil [Kha96].

E claro que, se um sistema e globalmente estavel,
ent~ao o domnio de atrac~ao e dado por todo o espaco de estados. Na literatura, e
comum encontrar nomes tais como regi~ao de estabilidade ou domnio de estabilidade
como sino^nimos de domnio de atrac~ao. Diversas abordagens foram apresentadas em
El Ghaoui e Scorletti [ES96], Jirstrand [Jir98] e Ito [Ito98], entre muitos outros.
Com relac~ao a sistemas chaveados, estimativas da regi~ao de atrac~ao foram desen-
volvidas usando o criterio do crculo e o criterio de Popov [PTB97]; e em Johansson
[Joh99] s~ao usadas as func~oes de Lyapunov quadraticas por partes para obter essas
estimativas.
O intuito desta sec~ao e determinar a regi~ao de estabilidade para sistemas chaveados
localmente estaveis usando a noc~ao de estabilidade biquadratica [PCTC, Tro00b].
A estimativa do domnio de atrac~ao e feita calculando-se a maior superfcie de nvel
da func~ao de Lyapunov dentro do politopo B
x
. Com essa nalidade, dene-se o seguinte
conjunto como estimativa dessa regi~ao:
 = f x : v(x) = x
0
P(x)x  1g : (4.48)
Nota-se que  n~ao e necessariamente um elipsoide, dado que v(x) e uma func~ao poli-
nomial em x. Veja-se a gura no Exemplo 4.3.3.
O politopo B
x
pode ser descrito pelo seguinte conjunto de n
e
desigualdades:
B
x
=
n
x : a
0
l
x  1 , l = 1; : : : ; n
e
o
;
onde a
l
2 R
n
x
s~ao vetores dados associados as faces do politopo. Tambem, B
x
pode ser
representado de forma equivalente pelos seus vertices.
A estimativa  deve estar includa em B
x
, ent~ao a condic~ao   B
x
e satisfeita se:
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h
a
0
l
0
i
"
x
(x)x
#
 1; 8
"
x
(x)x
#
: x
0
P(x)x  1 :
Usando os fundamentos teoricos em Trono [Tro00a] e Boyd et al. [BGFB94], a
condic~ao acima pode ser colocada em termos de LMIs, como se segue:
2
6
6
4
1
h
a
0
l
0
i
"
a
l
0
#
(P + LC + C
0
L
0
)
3
7
7
5
 0; l = 1; : : : ; n
e
;
com C =
"
C
x
0
(x)  I
n
1
#
e L e uma matriz livre a ser determinada
6
.
Como feito em Trono [Tro00a], a regi~ao de atrac~ao estimada  sera otimizada pela
minimizac~ao do traco da matriz P + LC + C
0
L
0
(tr(P + LC + C
0
L
0
)).
Nota-se que todas as variaveis auxiliares necessarias para a representac~ao do sistema
na forma (4.40) est~ao denidas pela relac~ao de igualdade em (4.17). Alem disso, as
regras de chaveamento s~ao denidas pelas relac~oes de desigualdades em (4.2). Assim,
para obterem-se as condic~oes de estabilidade, deve-se levar em considerac~ao o conjunto
de igualdades e desigualdades:
 
ik
(x)  0 para k = 1; : : : ; m
i
e i 2 J
n
(4.49)
h


1


2
i
"
x

#
= 0 (4.50)
Associada a denic~ao da func~ao de Laypunov candidata, e ainda de interesse
7
a seguinte
restric~ao de igualdade:
h
(x)  I
n
1
i
"
x
(x)x
#
= 0: (4.51)
No intuito de se obterem as condic~oes de estabilidade, as relac~oes acima ser~ao levadas
em considerac~ao fazendo-se uso do S-procedure [Yak71] e do lema de Finsler [Fin37],
respectivamente. Quando essas tecnicas s~ao aplicadas, e introduzido um conjunto de
6
Mais detalhes a respeito dessas matrizes ser~ao fornecidos na prova do Teorema 4.3.1.
7
Ao se considerar a matriz (x), estamos inserindo n~ao-linearidades no sistema, que ser~ao tiradas
ao se considerar a restric~ao (4.51).
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variaveis de escalonamento a serem determinadas com o objetivo de reduzir o conser-
vadorismo das condic~oes obtidas.
No que se segue, s~ao colocadas algumas notac~oes auxiliares que permitir~ao a for-
mulac~ao do teorema de estabilidade regional de sistemas chaveados e determinac~ao do
domnio de atrac~ao enunciado como um problema convexo, usando LMIs.
Notac~oes auxiliares
A partir das func~oes  
ik
que denem as regras de chaveamento, constroem-se as
matrizes 
i
;:
 =
2n
X
i=1
E
0
i

i
E
i
com
8
>
>
>
<
>
>
>
:

i
=
P
m
i
k=1
R
ik
 
ik
; R
ik
2 R
n
x
n
x
; i = 1; : : : ; n

i
=
P
m
i
k=1
R
ik
 
(i n)k
; R
ik
2 R; i = n + 1; : : : ; 2n
; (4.52)
onde E
i
s~ao matrizes constantes e ser~ao dadas logo a seguir; e R
ik
> 0 s~ao variaveis de
escalonamento a serem determinadas, que surgem apos a aplicac~ao do S-procedure em
(4.49).
Sejam as matrizes constantes
~
E
i
e
~
E
n
tais que
~
E
i
 = 
i
(i 6= n) e
~
E
n
 =
P
n
i=1

i
.
As matrizes E
i
s~ao dadas por:
E
i
=
h
0
n
x
0
n
x
n
1
~
E
i
i
; para i = 1; : : : ; n  1;
E
n
=
h
I
n
x
0
n
x
n
1
 
~
E
n
i
;
E
i
=
h
0
1n
x
0
1n
1
~
E
i
i
; para i = n+ 1; : : : ; 2n:
Para aplicar o lema de Finsler em (4.50) e (4.51), introduz-se a seguinte notac~ao:
A
a1
=
"
I
n
x
( + 
x
)
#
h
A
n
0
n
x
n
1
i
; A
a2
=
"
I
n
x
( + 
x
)
#
A;
C =
"
C
x
0
(x)  I
n
1
#
;
~

 =
"


1
0
n


n
1


2
C 0
#
;
(4.53)
onde a matriz C
x
e dada como em (4.21).
A seguir, apresenta-se o teorema de estabilidade regional para sistemas chaveados
ans.
4. Estabilidade biquadratica de sistemas chaveados 61
Teorema 4.3.1 (Estabilidade regional biquadratica do sistema chaveado am)
Considera-se o sistema (4.37) com as hipoteses dadas por A1-A5, o sistema asso-
ciado (4.38) e a notac~ao auxiliar (4.52) e (4.53). Dada a func~ao matricial (x), am
em x, consideram-se a matriz 
x
(x) dada por (4.8) e os politopos B
x
 R
n
x
, contendo
a origem, e B
Æ
= Cofg, com  denida em (4.4).
Supondo-se que existam matrizes P; L;M com as mesmas dimens~oes de A
a
1
, C
0
,
~


0
, respectivamente, e escalares e matrizes R
ik
que determinam , como indicado em
(4.52), que resolvam o seguinte problema de otimizac~ao nos vertices do meta-politopo
B
x
 B
Æ
min tr (P + LC + C
0
L
0
)
sujeito a:
P = P
0
; (4.54)
2
6
4
1 [
a
0
l
0
]
"
a
l
0
#
(P + LC + C
0
L
0
)
3
7
5
> 0; l = 1; : : : ; n
e
; (4.55)
"
(A
0
a
1
P + PA
a
1
) PA
a
2
A
0
a
2
P 0
#
+M
~

 +
~


0
M
0
+  < 0: (4.56)
Ent~ao, o sistema (4.37) e biquadraticamente estavel, e v(x) = x
0
P(x)x, com P(x)
dado por (4.6), e uma func~ao de Lyapunov para este sistema. Tambem, a regi~ao ,
denida pelo conjunto fx : v(x) = x
0
P(x)x  1g em (4.48), e positivamente invari-
ante, e, para todo x(0) 2 , a trajetoria x(t) 2  8t  0 tende a origem quando
t!1.
Prova
Suponha-se que o Teorema 4.3.1 possui soluc~ao em todos os vertices de B
x
 B
Æ
.
Ent~ao, por convexidade, existe soluc~ao para todo x 2 B
x
e Æ 2 .
Para simplicar a notac~ao, denem-se os seguintes vetores:
 =
"


#
e  =
"
x
(x) x
#
: (4.57)
Demonstra-se o teorema provando que, ent~ao, as condic~oes (4.9) e (4.10) s~ao satis-
feitas e que   B
x
. Isso sera feito em tre^s passos, respectivamente.
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Passo 1: (4.9) e satisfeita.
Seja D 2 R
n
x
(n
x
+n
1
)
uma matriz tal que D = x, ou seja,
D =
h
I
n
x
0
n
x
n
1
i
: (4.58)
Aplicando o complemento de Schur na LMI (4.55), tem-se a LMI estrita: P + LC +
C
0
L
0
> 0; ent~ao, existe um escalar positivo 
a
sucientemente pequeno tal que a seguinte
LMI e satisfeita:
P + LC + C
0
L
0
  
a
D
0
D  0:
Pre- e pos-multiplicando a LMI acima por 
0
e , respectivamente, obtem-se:
v(x) = x
0
P(x)x = 
0
P  
a
x
0
x (4.59)
Nota-se que, por construc~ao, C implica o seguinte:
C =
"
C
x
0
(x)  I
n
1
#"
x
(x)x
#
=
"
C
x
x
(x)x  (x)x
#
= 0: (4.60)
Considerando que x pertence ao politopo B
x
, ent~ao os elementos da matriz C em
(4.55) s~ao limitados. Isto e, existe um escalar positivo 
b1
sucientemente grande tal
que

b1
I
(n
x
+n
1
)
 (P + LC + C
0
L
0
);
Pre- e pos-multiplicando a express~ao acima por 
0
e , respectivamente, obtem-se

b1

0
  
0
P = v(x).
Observa-se que 
0
 = x
0
(I
n
x
+ (x)
0
(x))x. Usando o mesmo argumento anterior,
existe um escalar positivo 
b2
sucientemente grande tal que

b2
I
n
x
 (x)
0
(x):
Assim sendo, tem-se que

b
x
0
x = 
b1
(1 + 
b2
)x
0
x  
b1

0
  
0
P = x
0
P(x)x = v(x): (4.61)
De (4.59) e (4.61), conclui-se que existem escalares positivos 
a
e 
b
tais que:

a
x
0
x  v(x)  
b
x
0
x; x 2 B
x
:
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Passo 2: (4.10) e satisfeita.
Denindo Q = [
D 0
n
x
n

], considere-se (4.56). Como a LMI (4.56) e estrita,
existe um escalar positivo 
c
sucientemente pequeno tal que, acrescentando o termo

c
Q
0
Q no lado esquerdo de (4.56), se satisfaz
"
(A
0
a1
P + PA
a1
) PA
a2
A
0
a2
P 0
#
+M
~

 +
~


0
M
0
+ + "
c
Q
0
Q  0:
Pre- e pos-multiplicando essa desigualdade por 
0
e , respectivamente, obtem-se o
seguinte:

0
(A
0
a1
P + PA
a1
) + 2
0
PA
a2
 + 2
0
M
"
C


1
x+ 

2

#
+ 
0
 + "
c
x
0
x  0:
Da express~ao acima, nota-se que:
1.
~

  =
"


1
x + 

2

C
#
= 0 diretamente de (4.17) e (4.60).
2. 
0
  0; 8 x 2 B
x
; Æ 2 . Isso sera visto a seguir.
Nota-se que:
 E
i
 = 
i
= Æ
i
x, para i = 1; : : : ; n  1 ,
 E
n
 = x 
P
n 1
i=1

i
= (1 
P
n 1
i=1
Æ
i
)x = Æ
n
x ,
 E
n+i
 = 
n+i
= Æ
i
, para i = 1; : : : ; n.
Ent~ao, o termo 
0
 e igual a:

0
 =
n 1
X
i=1

x
0

i
xÆ
2
i
+ 
n+i
Æ
2
i

+ 
2n
Æ
2
n
+ x
0

n
xÆ
2
n
:
De (4.52) e (4.2) segue que x
0

i
x  0 quando x 2 X
i
. Ainda mais, com (4.3) tem-
se que Æ
i
= 1 e Æ
j
= 0 (i 6= j), isto e, 
0
  0, para todo x 2 X
i
, i = 1; : : : ; n.
Como B
x

S
X
i
deduz-se que 
0
  0 para todo x 2 B
x
e Æ 2 .
3. _v(x) =
_

0
P + 
0
P
_
 = 
0
(A
0
a1
P + PA
a1
) + 2
0
PA
a2
. Isso segue das denic~oes
4. Estabilidade biquadratica de sistemas chaveados 64
para A
a1
, A
a2
e , como indicado abaixo.
_v(x) =
"
_x
((x) + 
x
(x)) _x
#
0
P
"
x
(x)x
#
+
"
x
(x)x
#
0
P
"
_x
((x) + 
x
(x)) _x
#
=
"
A
n
x +A
((x) + 
x
(x))(A
n
x +A)
#
0
P + 
0
P
"
A
n
x+A
((x) + 
x
(x))(A
n
x+A)
#
=
 "
A
n
0
((x) + 
x
(x))A
n
0
#
 +
"
A
((x) + 
x
(x))A
#

!
0
P +
+ 
0
P
 "
A
n
0
((x) + 
x
(x))A
n
0
#
 +
"
A
((x) + 
x
(x))A
#

!
= 
0
(A
0
a1
P + PA
a1
) + 
0
PA
a2
 + 
0
A
0
a2
P:
Considerando (1), (2) e (3), pode-se concluir que:
_v(x)   "
c
x
0
x; 8 x 2 B
x
; Æ 2 :
Passo 3:   B
x
e satisfeita.
Considere-se o conjunto de LMIs em (4.55). Das refere^ncias Trono [Tro00a] e Boyd
et al. [BGFB94], pode-se inferir que estas desigualdades implicam  = fx : x
0
P(x)x 
1g  B
x
. Assim, o conjunto  e positivamente invariante e com isso se completa a
prova.
2
Nota 4.3.1 Nota-se que as dimens~oes do vetor  e da matriz (x), dada respectiva-
mente pelas equac~oes (4.39) e (4.7), possuem um papel importante no conservadorismo
do metodo, pois elas determinam as dimens~oes das variaveis de decis~ao P; L;M , que
precisam ser determinadas.
Nota 4.3.2 O problema formulado no Teorema 4.3.1 e de carater convexo e por tal,
ao ser resolvido nos vertices do politopo B
x
 B
Æ
, o resultado e valido para qualquer
ponto pertencente ao politopo. Isto e conservador, pois apenas os vertices de B
Æ
s~ao
de interesse, dado que Æ 2  s~ao os unicos valores possveis de Æ. Para diminuir o
conservadorismo do metodo, a condic~ao Æ 2  e representada na forma
~

  = 0, e a
variavel de folga M de (4.56) e introduzida com o auxlio do Lema de Finsler.
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Nota 4.3.3 Note da prova do Teorema 4.3.1 que a LMI (4.56) esta associada a
condic~ao (4.10) e ainda a matriz M aparece na express~ao como variavel de escalona-
mento atraves da aplicac~ao do Lema de Finsler associado a condic~ao
~

 = 0. A LMI
(4.55) esta associada a condic~ao    B
x
e tambem implica (4.9). A variavel L e uma
matriz de escalonamento oriunda da aplicac~ao do Lema de Finsler a condic~ao C = 0
em (4.60). Ja as variaveis R
ik
s~ao matrizes de escalonamento oriundas da aplicac~ao
do S-procedure nas condic~oes  
ik
em (4.2) que denem as regi~oes X
i
.
Nota 4.3.4 (Sliding Modes) Neste trabalho assume-se que modos deslizantes n~ao
ocorrem. No entanto, a abordagem proposta pode ser modicada para lidar com este tipo
de comportamento. A ideia e usar o enfoque segundo Filippov [Fil88] para estabilidade
e o lema de Finsler para se levar em considerac~ao esse tipo de dina^mica.
Na continuac~ao, um exemplo mostrara a estabilidade regional de um sistema com
saturac~ao, instavel em malha aberta, e o calculo do seu respectivo domnio de atrac~ao.
Esse exemplo se encontra em Pittet et al. [PTB97]. Compara-se o resultado desse
exemplo com o resultado de outras metodologias.
Exemplo 4.3.2 (Estabilidade regional de um sistema com saturac~ao)
Considere-se o sistema com saturac~ao dado no exemplo 4.3.1, onde
x =
"
x
1
x
2
#
; A =
"
0 1
1 0
#
; b =
"
0
 5
#
; K =
"
2
1
#
:
A analise do sistema sera feita considerando a seguinte matriz (x):
(x) =
"
x
1
I
2
x
2
I
2
#
:
De (4.7) e (4.8), tem-se respectivamente que
n
1
= 4 and 
x
(x) =
"
x 0
0 x
#
:
Da denic~ao de  em (4.4), tem-se o seguinte conjunto de vertices:
 =
8
>
<
>
:
2
6
4
1
0
0
3
7
5
;
2
6
4
0
1
0
3
7
5
;
2
6
4
0
0
1
3
7
5
9
>
=
>
;
;
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Assim,
B
Æ
= Co fg :
O politopo B
x
e denido como se segue:
B
x
= Co
("
3
 5
#
;
"
2
 

2
#
;
"
 
4
#
;
"
 3
5
#
;
"
 2

2
#
;
"

 4
#)
;
onde  > 0 e um escalar t~ao grande quanto possvel. Tambem, o meta-politopo
B
x
 B
Æ
possui 6 3 = 18 vertices.
Como feito em Pittet et al. [PTB97], os estados do sistema est~ao restritos nos
seguintes conjuntos:
X
1
= fx :  5  K
0
x <  1g; X
2
= fx : jK
0
xj  1g and X
3
= fx : 5  K
0
x > 1g:
Representando os conjuntos X
i
em termos de (4.2):
 X
1
= fx : K
0
x+ 5  0;  1 K
0
x > 0g,
 X
2
= fx : 1 K
0
x  0; 1 +K
0
x  0g e
 X
3
= fx : 5 K
0
x  0; K
0
x  1 > 0g.
Agora, resolvendo o Teorema 4.3.1 para  = 2:2, obtem-se a seguinte matriz
P =
2
6
6
6
6
6
6
6
6
6
4
0:0783169 0:0168630  0:0001555 1:0359117 0:6245926  2:1148732
0:0168630 0:0577530  1:6629436  0:2997316 2:4139138  0:0001247
 0:0001555  1:6629436 0:0482625  190:77941 190:78248 0:0002436
1:0359117  0:2997316  190:77941 199:961 149:84189  154:2378
0:6245926 2:4139138 190:78248 149:84189  499:55608 154:23985
 2:1148732  0:0001247 0:0002436  154:23781 154:23985 0:0419091
3
7
7
7
7
7
7
7
7
7
5
:
Na Figura 4.2, mostram-se os resultados obtidos com as seguintes tecnicas (a) e
(b), os criterios do crculo e Popov, respectivamente [PTB97]. Em (d), o enfoque via
func~oes de Lyapunov por partes (Pwq) [Joh99]. Por ultimo, em (c), a metodologia
apresentada nesta sec~ao.
Os resultados demonstram que o enfoque proposto neste trabalho, para este exemplo,
e apenas uma estimativa do domnio de atrac~ao e que os criterios tradicionais do
crculo e de Popov fornecem as melhores estimativas. Tambem, o enfoque via func~oes
de Lyapunov quadraticas por partes ilustra a menor estimativa considerando as areas
das regi~oes obtidas.
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x
1
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2
Trajetorias instaveis
Figura 4.2: Estimativas do domnio de atrac~ao para o exemplo 4.3.2: (a) criterio do
crculo, (b) criterio de Popov, (c) metodologia proposta e (d) enfoque PwQ.
O seguinte exemplo ilustra, para um sistema com domnio de atrac~ao limitado, que
a metodologia aqui apresentada fornece uma boa estimativa n~ao elipsoidal. O fato de
ser n~ao elipsoidal e devido ao uso de func~oes de Lyapunov de tipo n~ao quadratico. Esse
comportamento ja foi considerado em Trono [Tro00a], no contexto de sistemas n~ao
lineares incertos.
Exemplo 4.3.3 Considere-se o sistema com saturac~ao dado por
8
<
:
_x
1
= 0:01x
2
_x
2
=  20x
1
+ 3x
2
+ 2sat( 4x
2
)
: (4.62)
Esse sistema pode ser reescrito em termos da notac~ao do exemplo anterior com
x =
"
x
1
x
2
#
; A =
"
0 0:01
 20 3
#
; b =
"
0
2
#
; K =
"
0
 4
#
:
Consequentemente, o sistema associado (4.38), as regi~oes X
i
, as matrizes 

1
e 

2
assim como as notac~oes auxiliares foram obtidos diretamente do Exemplo 4.3.2.
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Denem-se os politopos B
x
e B
Æ
como se segue:
B
x
= Co
("
 0:06
 0:8
#
;
"
 0:06
0:2
#
;
"
 0:04
0:4
#
;
"
0:06
0:8
#
;
"
0:06
 0:2
#
;
"
0:04
 0:4
#)
;
B
Æ
= Co
8
>
<
>
>
:
2
6
6
4
1
0
0
3
7
7
5
;
2
6
6
4
0
1
0
3
7
7
5
;
2
6
6
4
0
0
1
3
7
7
5
9
>
=
>
>
;
:
x1 ’ = 0.01 x2                      
x2 ’ = − 20 x1 + 3 x2 + 2 sat(x1,x2)
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Figura 4.3: Domnio de atrac~ao do sistema (4.62): a regi~ao exata e a regi~ao estimada.
Aplicando o Teorema 4.3.1, obtem-se para  = 0:85 uma estimativa para o domnio
de atrac~ao dado pela regi~ao n~ao elipsoidal , como ilustra a Figura 4.3. Para ns de
estudo comparativo, o domnio de atrac~ao teorico obtido pelo plano de fase do sistema
e mostrado na mesma gura. Nota-se que essa estimativa pode ser melhorada aumen-
tando o numero de vertices de B
x
, e, com isso, o esforco computacional tambem sera
aumentado.
Nota 4.3.5 Observa-se que no Exemplo 4.3.2 a regi~ao de atrac~ao exata e ilimitada.
Para obter a estimativa de uma regi~ao desse tipo, podem-se aplicar alguns metodos
especcos para esse m, como e o caso do \backward integration"[Kha96]. Com o
enfoque aqui apresentado, ainda que a regi~ao de atrac~ao exata seja ilimitada, sempre
se obtera um domnio de atrac~ao limitado. Tambem, nota-se que na Figura 4.3 o
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domnio de atrac~ao estimado e n~ao elipsoidal, o que n~ao e usual quando as func~oes de
Lyapunov s~ao de tipo quadratico.
Abordagem biquadratica: numero de LMIs, ordem do sistema,
numero de regi~oes de chaveamento e vertices do politopo B
x
O numero de LMIs a ser testado num dado teorema depende do numero de vertices
do politopo B
x
(igual a n
e
) e do numero de regi~oes de chaveamentos
8
(igual a n), e
independe da ordem do sistema (no caso n
x
).
As dimens~oes (ou ordens das matrizes) dessas LMIs dependem da ordem do sistema,
n
x
, do numero de regi~oes de chaveamentos e do valor n
1
correspondente ao numero de
linhas da matriz escolhida (x).
Por exemplo, no caso do Teorema 4.2.1, apresentado para um sistema de ordem
dois (n
x
= 2), com duas regi~oes de chaveamento (n=2) e usando um politopo de n
e
= 4
vertices, foi necessario usar 12 LMIs na procura da matriz P de ordem 6  6 e das
matrizes L, M e 
9
. A ordem da matriz P e da matriz de escalonamento L depende
dos valores de n
x
e n
1
e independe tanto do numero de regi~oes de chaveamentos como
do numero de vertices do politopo B
x
.
A Tabela 4.1 indica o numero de LMIs e as ordens das variaveis procuradas nos
casos linear e am com abordagem biquadratica.
Abordagem Biquadratica
Teorema 4.2.1 Teorema 4.3.1
n
e
= 4; n = 2 n
e
= 6; n = 3
numero de LMIs 12 44
ordem de P 6 6 6 6
ordem de L 6 5 6 5
ordem de M 8 9 14 44
ordem de  8 8 14 14
Tabela 4.1: Abordagem Biquadratica: numero de LMIs e ordens das matrizes.
8
Este numero e igual ao numero de elementos do conjunto  que determina o politopo B
Æ
9
Aqui foram quatro valores escalares 
ik
procurados.
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4.4 Sumario
Neste captulo, apresentou-se a analise de estabilidade para sistemas chavea-
dos lineares e sistemas ans, assim como a determinac~ao dos respectivos domnios
de atrac~ao. A estabilidade analisada foi feita usando-se a denic~ao de estabilidade
biquadratica que n~ao depende das partic~oes X
i
do espaco de estados do sistema.
Diferentemente de Branicky [Bra95], Johansson [Joh99] e Pettersson [Pet99], a
noc~ao de estabilidade aqui considerada utiliza uma func~ao de Lyapunov candidata
da forma v(x) = x
0
P(x)x, onde P(x) e quadratica em x. Isto e, v(x) e uma func~ao
polinomial (grau 4) do estado.
S~ao apresentados exemplos que exibem a metodologia proposta para os casos linear
e am. Para sistemas ans foram apresentados dois exemplos, um exemplo em que o
domnio de atrac~ao e limitado, obtendo-se uma boa estimativa deste domnio, e outro
em que essa regi~ao e ilimitada. Neste ultimo caso, a metodologia fornece um resultado
melhor quando comparado com a metodologia que usa func~oes de Lyapunov quadraticas
por partes (Pwq). No proximo captulo sera mostrado que essa estimativa pode ser
melhorada, comparativamente ao criterio do crculo e ao metodo de Popov.
O enfoque aqui proposto fornece a vantagem de fazer analise de carater n~ao global,
estabelecendo-se uma alternativa diferente diante de metodos tradicionais e do enfoque
Pwq.
Com os resultados dos teoremas propostos, pode-se concluir estabilidade semiglobal
[PTC00]. A analise global pode ser feita com a extens~ao da metodologia, na qual os
politopos a serem considerados na formulac~ao s~ao ilimitados [Tro01].
O enfoque apresentado e muito apropriado para sistemas com estabilidade regional
cujas regi~oes de atrac~ao s~ao limitadas.
Como obter estimativas ilimitadas de domnios de atrac~ao faz parte de estudos em
andamento.
Captulo 5
Estabilidade Q
r
de Sistemas
Chaveados
Este captulo fornece uma nova proposta para analise de estabilidade de sistemas
chaveados, com o objetivo de se obterem resultados menos conservadores. Nesse sen-
tido, e apresentada a denic~ao de estabilidade Q
r
proposta por Trono [Tro00b]. Esse
conceito e aplicado para analise de estabilidade e determinac~ao do domnio de atrac~ao
de sistemas chaveados ans e sistemas chaveados bilineares. Ilustra-se essa metodologia
com alguns exemplos.
5.1 Estabilidade Q
r
Em Trono [Tro00b] apresentou-se um estudo de estabilidade, denominada de es-
tabilidade Q
r
, no contexto de sistemas n~ao lineares incertos, onde e usada uma func~ao
de Lyapunov de tipo polinomial. Esse conceito fornece, quando aplicado a sistemas
chaveados, um metodo alternativo a noc~ao de estabilidade biquadratica estudada no
captulo anterior, que pode ser vista como um caso particular.
Nesta sec~ao, apresenta-se um estudo de estabilidade Q
r
para sistemas chavea-
dos. Nesse sentido, algumas denic~oes e express~oes auxiliares s~ao necessarias na apre-
sentac~ao dessa abordagem.
Seja 
i
(x) 2 R
n
i+1
n
i
uma matriz am para cada i = 0; : : : ; d   1, onde d e um
inteiro positivo.
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Denem-se as matrizes (x) e P(x) da forma seguinte:
(x) =
2
6
6
6
6
4

0

1

0
.
.
.

d 1

d 2
  
0
3
7
7
7
7
5
;
P(x) =
"
I
n
x
(x)
#
0
P
"
I
n
x
(x)
#
;
(5.1)
onde P e uma matriz simetrica de dimens~ao conveniente a ser determinada. Nota-se
que a matriz P(x) e uma forma geral de representar uma matriz polinomial em x de
grau r  2d. Para que o grau dos elementos polinomiais dessa matriz seja menor que
2d, basta zerar alguns blocos que comp~oem a matriz P .
Denic~ao 5.1.1 (Estabilidade Q
r
) Dado um politopo B, diz-se que a origem do sis-
tema (4.1) e localmente Q
r
estavel se existir uma func~ao v(x) = x
0
P(x)x com P(x)
da forma (5.1) e func~oes 
1
(x); 
2
(x); 
3
(x) de classe K tais que sejam satisfeitas as
seguintes condic~oes para todo x 2 B:
 
1
(kxk)  v(x)  
2
(kxk)
 _v(x) = x
0
_
P(x)x + f
i
(x)
0
P(x)x + x
0
P(x)f
i
(x)   
3
(kxk)

Essa denic~ao estende, para o caso de sistemas chaveados, a noc~ao de estabilidade Q
r
apresentada em Trono [Tro00b] no contexto de sistemas n~ao lineares incertos e implica
estabilidade assintotica da origem do sistema chaveado. Quando s~ao satisfeitos os itens
da Denic~ao 5.1.1, a func~ao v(x) = x
0
P(x)x e dita ser uma func~ao de Lyapunov para o
sistema chaveado e e comum a todas as partic~oes X
i
. Esse fato diferencia a metodologia
aqui apresentada em relac~ao a abordagem Pwq usada por Johansson [Joh99] e Petterson
[Pet99], onde se adotam func~oes de Lyapunov diferentes (e de tipo quadratico) para
cada partic~ao.
Como P(x) e uma matriz polinomial, o conceito de estabilidade Q
r
resulta ser mais
geral que o conceito usual de estabilidade quadratica e que o conceito de estabilidade
biquadratica, os quais podem ser recuperados fazendo a partic~ao por blocos da matriz
P =
"
P
0
P
1
P
0
1
P
2
#
, com P
1
da mesma dimens~ao que (x)
0
; ent~ao, dar-se-a:
5. Estabilidade Q
r
de Sistemas Chaveados 73
 estabilidade quadratica se P
1
= 0 e P
2
= 0, assim P(x) = P
0
e uma matriz xa,
 estabilidade biquadratica se d = 1, isto e,  am em x.
Nota-se tambem que estabilidade Q
r
implica estabilidade assintotica na origem.
Com o intuito de se obterem resultados menos conservadores, nas seguintes sec~oes
e usada essa denic~ao para abordar sistemas chaveados de tipo am e bilinear.
5.2 O Problema Am
Nesta sec~ao, estuda-se o problema de estabilidade regional e de determinac~ao do
domnio de atrac~ao para sistemas chaveados da forma am, usando o conceito de esta-
bilidade Q
r
. Exemplos numericos s~ao apresentados para ilustrar a metodologia.
Na formulac~ao desse problema se aproveitar~ao as representac~oes, matrizes e
notac~oes auxiliares desenvolvidas no Captulo 4. Consideram-se aqui sistemas da forma
(4.37):
_x(t) = A
i
x(t) + b
i
, x 2 X
i
, i 2 J
n
, t  0;
que satisfazem as hipoteses A1-A5 da sec~ao 4.3.
Consideram-se os conjuntos B
x
, , B
Æ
, o vetor auxiliar  e as notac~oes A, 

1
, 

2
,
D da sec~ao 4.1 e a representac~ao do sistema como indicado em (4.40).
Usando a func~ao de Lyapunov candidata da forma v(x) = x
0
P(x)x com P(x) como
em (5.1), considera-se o conjunto  em (4.48) como estimativa para o domnio de
atrac~ao.
A seguir, faz-se necessario detalhar algumas das notac~oes ja colocadas, e, de forma
similar a como foi desenvolvido no Captulo 4, considerando o conceito de estabilidade
biquadratica, ser~ao adicionadas algumas notac~oes auxiliares que servir~ao na formulac~ao
e prova do teorema de estabilidade regional usando o conceito de estabilidade Q
r
.
Notac~oes auxiliares
Dadas as matrizes constantes U
i
, T
ij
2 R
n
i+1
n
i
para i = 0;    ; (d   1), dene-se

i
como sendo matrizes da mesma ordem que T
ij
para cada i, como se segue:

i
(x) =
n
x
X
j=1
T
ij
x
j
+ U
i
2 R
n
i+1
n
i
i = 0; :::; (d  1) ; n
0
= n
x
; (5.2)
onde x
j
e a j-esima componente do vetor x.
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Para x 2 R
n
x
, consideram-se os vetores w
i
da seguinte forma:
w
0
= x;
w
1
= 
0
x;
w
2
= 
1

0
x;
.
.
. (5.3)
w
d
= 
d 1
  
1

0
x:
Consideram-se as matrizes
~

i
(x) como se segue:
~

i
(x) =
n
x
X
j=1
T
ij
w
i
r
j
2 R
n
i+1
n
x
i = 0; :::; d  1; (5.4)
onde r
j
e a j-esima linha da matriz identidade I
n
x
.
Seja B
w
um politopo tal que
B
w
=
8
>
>
>
>
<
>
>
>
>
:
w : w = (x)x =
2
6
6
6
6
4
w
1
w
2
.
.
.
w
d
3
7
7
7
7
5
; 8x 2 B
x
9
>
>
>
>
=
>
>
>
>
;
:
O politopo B
w
representa um conjunto de n~ao-linearidades como denido em (5.3)
e esta associado ao grau da func~ao de Lyapunov. Quando (x) e am em x, isto e,
(x) = 
0
(x) e d = 1, o politopo B
w
n~ao mais se faz necessario pois
~

0
obtida de (5.4)
e am
1
em x.
1
Isto sera observado nos exemplos a serem apresentados com abordagem Q
2
.
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Considerando n

; n


, m
a
=
P
d
i=0
n
i
e as seguintes matrizes
D =
2
6
6
6
6
6
6
6
4
I
n
x
0 0    0
 (
~

0
(x) + 
0
(x)) I
n
1
0    0
 
~

1
(x)  
1
(x) I
n
2
   0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
 
~

d 1
(x) 0    
d 1
(x) I
n
d
3
7
7
7
7
7
7
7
5
2 R
m
a
m
a
;
F =
2
6
6
6
6
6
6
6
4
A
n
0
n
x
n
1
0
n
x
n
2
   0
n
x
n
d
A
0
n
1
n
x
   0
n
1
n

0
n
2
n
x
   0
n
2
n

.
.
.   
.
.
.
0
n
d
n
x
   0
n
d
n

3
7
7
7
7
7
7
7
5
2 R
m
a
(m
a
+n

)
;
C =
2
6
6
6
6
4
 
0
(x) I
n
1
   0
0  
1
(x) I
n
2
   0
.
.
.
.
.
.
.
.
.   
.
.
.
0     
d 1
(x) I
n
d
3
7
7
7
7
5
2 R
(m
a
 n
x
)m
a
;	 =
"
C
C
x
0
#
2 R
(m
a
 1)m
a
;

 =
2
6
6
6
6
4
 D F
0 C 0
0 C


0
h


1
0 

2
i
3
7
7
7
7
5
2 R
(3m
a
 n
x
+n


+n

 1)(2m
a
+n

)
;
N =
h
I
m
a
0
i
2 R
(m
a
)(m
a
+n

)
;
(5.5)
com 

=
h
x (x) x 
i
0
:
A partir das func~oes  
ik
que denem as regras de chaveamento, nos conjuntos X
i
em (4.2), constroem-se os escalares e as matrizes 
i
e a matriz  como se segue:
 =
2n
X
i=1
E
0
i

i
E
i
com
8
>
>
>
<
>
>
>
:

i
=
P
m
i
k=1
R
ik
 
ik
; R
ik
2 R
n
x
n
x
; i = 1; : : : ; n

i
=
P
m
i
k=1
R
ik
 
(i n)k
; R
ik
2 R; i = n+ 1; : : : ; 2n
; (5.6)
onde R
ik
> 0 s~ao variaveis de escalonamento, a serem determinadas, que surgem apos
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a aplicac~ao do S-procedure em (4.49).
Dadas as matrizes constantes
~
E
i
e
~
E
n
tais que
~
E
i
 = 
i
(i 6= n) e
~
E
n
 =
P
n 1
i=1

i
,
ent~ao as matrizes constantes E
i
s~ao dadas por:
E
i
=
h
0
n
x
0
n
x
n
1
0
n
x
n
2
   0
n
x
n
d
~
E
i
i
; para i = 1; : : : ; n  1;
E
n
=
h
I
n
x
0
n
x
n
1
0
n
x
n
2
   0
n
x
n
d
 
~
E
n
i
;
E
i
=
h
0
1n
x
0
1n
1
0
1n
2
   0
1n
d
~
E
i
i
; para i = n+ 1; : : : ; 2n:
Com as notac~oes auxiliares colocadas acima, enuncia-se o teorema principal desta sec~ao.
Teorema 5.2.1 (Estabilidade regional Q
r
do Sistema Chaveado Am)
Considere o sistema (4.37), as hipoteses A1-A5 e seu respectivo sistema associado
(4.38). Seja (x), denida em (5.1), uma dada func~ao matricial em x. Considerem-se
as notac~oes auxiliares (5.5) e (5.6).
Se P , L, M , R
ik
para i = 1; : : : ; 2n; k = 1; : : : ; m
i
resolvem o seguinte problema
de otimizac~ao, onde as LMIs s~ao construdas em todos os vertices do meta-politopo
B = B
x
 B
Æ
 B
w
:
min tr (P + L	+	
0
L
0
)
sujeito a:
P = P
0
2
6
6
4
1
h
a
0
l
0
i
"
a
l
0
#
(P + L	+	
0
L
0
)
3
7
7
5
 0; l = 1; : : : ; n
e
; (5.7)
"
0 PN
N
0
P 0
#
+M
 + 

0
M
0
+
"
0 0
0 
#
< 0 (5.8)
Ent~ao, o sistema (4.37) e assintoticamente e localmente estavel e v(x) = x
0
P(x)x,
com P(x) como em (5.1), e uma func~ao de Lyapunov para esse sistema. Tambem, a
regi~ao , denida pelo conjunto f x : v(x) = x
0
P(x)x  1g em (4.48), e positivamente
invariante, e, para qualquer x(0) 2 , a trajetoria x(t) 2  8t  0 e se aproxima da
origem quando t!1.
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Prova
Considere-se o sistema (4.38) e vetor  como em (4.39). Denem-se os seguintes
vetores auxiliares:
 =
"

1

2
#
, 
1
=
"
x
 x
#
, 
2
= ; (5.9)
onde 
1
2 R
n
x
+m
a
; 
2
2 R
n

.
Sejam as matrizes D
1
=
h
I
n
x
0
n
x
m
a
i
2 R
n
x
(n
x
+m
a
)
e D
2
=
h
0
n
x
(n
x
+m
a
)
I
n
x
0
n
x
(m
a
+n

)
i
2 R
n
x
(2(n
x
+m
a
)+n

)
tais que D
1

1
= x e D
2
 = x.
Assume-se que as condic~oes do Teorema 5.2.1 s~ao satisfeitas.
Aplicando o complemento de Schur em (5.7) tem-se a LMI
P + L	+	
0
L
0
> 0: (5.10)
Desde que as desigualdades (5.10) e (5.8) s~ao estritas, ent~ao existem escalares positivos
sucientemente pequenos, 
1
e 
2
, tal que e possvel acrescentar os termos  
1
D
0
1
D
1
e

2
D
0
2
D
2
nas relac~oes (5.10) e (5.8), respectivamente. Ou seja, as seguintes condic~oes
s~ao satisfeitas para todos os vertices do meta-politopo B = B
x
 B
Æ
 B
w
.
P + L	+	
0
L
0
  
1
D
0
1
D
1
 0 , (5.11)
"
0 PN
N
0
P 0
#
+M
 + 

0
M
0
+
"
0 0
0 
#
+ 
2
D
0
2
D
2
 0 : (5.12)
Por convexidade, as desigualdades (5.11) e (5.12) tambem s~ao satisfeitas para todo
x 2 B
x
, Æ 2 . Pre- e pos-multiplica-se a relac~ao (5.11) por 
0
1
e por sua transposta,
respectivamente, e a relac~ao (5.12) por
"
_

1

#
0
e por sua transposta, respectivamente.
Nota-se que, por construc~ao, na primeira relac~ao C
x
x = 0 e C 
1
= 0
2
, ent~ao 	 
1
= 0.
Similarmente, na segunda relac~ao, pela construc~ao das matrizes D e F ,  D
_

1
+ F =
0. Tambem,
h
C 0
i
 = 0, C


 = 0 e, considerando que a notac~ao (x; ) 2 D
representa o conjunto de igualdades (4.39), (4.42) e (4.43), ent~ao
h


1
0 

2
i
 = 0.
Assim, 

"
_

1

#
= 0.
2
Aqui foi aplicada a condic~ao C
z
z = 0 e foi usada a denic~ao do vetor auxiliar  = 

.
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Ent~ao, o seguinte e satisfeito:

0
1
P
1
 
1
x
0
x , 8 
1
: 	
1
= 0 e x 2 B
x
(5.13)
_

0
1
P
1
+ 
0
1
P
_

1
+
"
_

1

#"
0 0
0 
#"
_

1

#
  
2
x
0
x , (5.14)
8  : 

"
_

1

#
= 0; x 2 B
x
e Æ 2 :
Tambem, 
0
1
= [
x
0
x
0

0
] e, pela denic~ao da func~ao de Lyapunov candidata, a
desigualdade (5.13) se torna
v(x) = 
0
1
P
1
= x
0
"
I
n
x

#
0
P
"
I
n
x

#
x = x
0
P(x) x  
1
x
0
x , 8 x 2 B
x
: (5.15)
Desde que x pertence ao politopo B
x
, os elementos da matriz 	 de (5.5) s~ao
limitados. Ent~ao, existe um escalar positivo sucientemente grande, 
3
, tal que

3
I
n
x
 (P + L	+	
0
L
0
). Isto e, 
3

0
1

1
= 
3
(x
0
x+ x
0

0
x)  
0
1
P
1
= x
0
P(x)x.
Tambem, como x pertence a B
x
, existe outro escalar positivo sucientemente grande,

4
, tal que 
4
I
n
x
 
0
. Assim, x
0
P(x)x  
3
(1 + 
4
)x
0
x, e, com a relac~ao (5.15):

1
x
0
x  v(x) = x
0
Px  
3
(1 + 
4
)x
0
x , 8 x 2 B
x
: (5.16)
De (5.6) e considerando a variavel de refere^ncia Æ
n
= 1 
P
n 1
i=1
Æ
i
, obtem-se

0
 =
P
2n
i=1
(E
i
)
0

i
(E
i
);
onde E
i
 =
8
<
:

i
; i 6= n
Æ
n
x; i = n
:
Ent~ao, pode-se reescrever o ultimo termo da desigualdade (5.14), como se segue:
"
_

1

#
0
"
0 0
0 
#"
_

1

#
=
n 1
X
i=1

0
i

i

i
+ (Æ
n
x)
0

n
(Æ
n
x) +
n
X
i=1

0
n+i

n+i

n+i
=
n 1
X
i=1
(Æ
2
i
x
0

i
x+ Æ
2
i

n+i
) + Æ
2
n
x
0

n
x+ Æ
2
n

2n
:
Considerando as denic~oes de X
i
, Æ 2  e (4.52), te^m-se que 
i
 0 e que x
0

i
x  0; 8i;
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assim, conclui-se o seguinte:
"
_

1

#
0
"
0 0
0 
#"
_

1

#
 0 , 8 x 2 B
x
, Æ 2 :
Com isso, a desigualdade (5.14) implica:
_

1
0
P
1
+ 
0
1
P
_

1
  
2
x
0
x , 8 x 2 B
x
, Æ 2  ; (5.17)
alem disso,
_

1
=
d
dt
(
"
I
n
x
(x)
#
x)
=
"
0
n
x
_
(x)
#
x +
"
I
n
x
(x)
#
_x: (5.18)
Ent~ao, ao substituir (5.18) e 
1
em (5.17), obtem-se
_v(x) = _x
0
P(x)x + x
0
_
P(x)x + x
0
P(x) _x (5.19)
Da refere^ncia Khalil [Kha96] e das relac~oes (5.16) e (5.19), conclui-se que a origem do
sistema (4.38) e localmente e assintoticamente estavel. Assim, v(x) = x
0
P(x)x e uma
func~ao de Lyapunov para o sistema (4.37).
Por ultimo, pre- e pos-multiplicando (5.7) por
2
6
4
1 0
0
"
I
n
x
(x)
#
3
7
5
0
e sua transposta, respectivamente, consegue-se (4.48). Da refere^ncia Boyd et al.
[BGFB94], (4.48) implica   B
x
. Assim,  e um conjunto invariante, e, para todo
x(0) 2 , a trajetoria x(t) 2  8t  0 se aproxima da origem do sistema quando
t!1.
2
Nota 5.2.1 Note da prova do Teorema 5.2.1 que a LMI (5.8) esta associada a condic~ao
(4.10) e ainda a matrizM aparece na express~ao como variavel de escalonamento atraves
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da aplicac~ao do Lema de Finsler associado a condic~ao 

"
_

1

#
= 0. A LMI (5.7) esta
associada a condic~ao    B
x
e tambem implica (4.9). A variavel L e uma matriz de
escalonamento oriunda da aplicac~ao do Lema de Finsler a condic~ao 	
1
= 0. Ja as
variaveis R
ik
s~ao matrizes de escalonamento oriundas da aplicac~ao do S-procedure nas
condic~oes  
ik
em (4.2) que denem as regi~oes X
i
.
O exemplo seguinte, encontrado em Ponce et al. [PPA00], ilustra o potencial dessa
metodologia. Nele, apresentam-se os domnios de atrac~ao do sistema quando usados os
conceitos de estabilidade Q
r
, para r = 2 e r = 4.
Exemplo 5.2.1 (Domnio de Atrac~ao do Pe^ndulo Invertido
3
)
Considere-se o problema do pe^ndulo rotatorio invertido dado pelo seguinte sistema:
_x
1
= x
2
_x
2
= x
1
  x
2
+ sat( 2x
1
): (5.20)
Nesse caso,
x =
"
x
1
x
2
#
, A =
"
0 1
1  1
#
, b =
"
0
1
#
, K =
"
 2
0
#
.
Para  = 1:2, o politopo B
x
esta denido pelo conjunto de vertices
("
0:2
 1:2
#
;
"
1:5
 1:2
#
;
"
0

#
;
"
 

#)
;
Satisfeitas as condic~oes do Teorema 5.2.1, a Figura 5.1 ilustra o domnio de atrac~ao
desse sistema dado pela regi~ao 
Q
2
. Observa-se o resultado obtido quando usado o
conceito de estabilidade biquadratica na regi~ao 
biq
.
Ja o resultado quando r = 4 e dado na Figura 5.2 pela regi~ao 
Q
4
. Nesta gura,
pode-se observar uma regi~ao maior que a obtida na Figura 5.1, onde foi usada a esta-
bilidade Q
2
.
A m de comparac~ao, s~ao colocadas na Figura 5.3 as duas regi~oes obtidas com os
conceitos de estabilidade biquadratica e Q
4
, respectivamente.
3
Sistema linearizado.
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Figura 5.1: Estabilidade Q
2
e estabilidade biquadratica para o pe^ndulo invertido.
-1.10 -0.83 -0.56 -0.29 -0.02 0.25 0.52 0.79 1.06 1.33 1.60
-1.30
-1.04
-0.78
-0.52
-0.26
0.00
0.26
0.52
0.78
1.04
1.30
x
1
x
2

Q
2

Q
4
Figura 5.2: Estabilidade Q
4
e Q
2
para o pe^ndulo invertido.
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Figura 5.3: Estabilidade Q
4
e biquadratica para o pe^ndulo invertido.
Exemplo 5.2.2 Neste exemplo, mostra-se a ecacia do metodo estudado nesta sec~ao
ao comparar as estimativas das regi~oes de atrac~ao obtidas com a abordagem biquadratica
e outras metodologias para o sistema do Exemplo 4.3.2. Observem-se os resultados na
Figura 5.4.
Nota-se que a regi~ao obtida usando estabilidade Q
2
e maior que a obtida no caso
biquadratico. Neste ultimo caso, o resultado e menos conservador; menos conservador
ainda que as metodologias usadas com os criterios do crculo e Popov [PTB97] e o
enfoque Pwq [Joh99].
A ecacia do conceito de estabilidade Q
r
nesta sec~ao e mostrada nos gracos ja
ilustrados. Quanto maior e a ordem da func~ao de Lyapunov, maior sera a regi~ao de es-
tabilidade obtida para o exemplo trabalhado. A inconvenie^ncia de melhores resultados,
para valores de r maiores que 4, e devida ao excessivo custo computacional envolvido.
Nota 5.2.2 Com as Figuras 5.1, 5.3 e 5.4 dos exemplos dados acima, em que s~ao
comparados os resultados obtidos pelas metodologias usando os conceitos de estabili-
dade biquadratica e o de estabilidade Q
r
, pode-se concluir que os resultados obtidos
com a segunda metodologia s~ao menos conservadores (as regi~oes de estabilidade obtidas
s~ao maiores que no caso biquadratico). Essas abordagens s~ao diferentes: e suciente
observar a estrutura da func~ao de Lyapunov nesses casos. Quando r = 2, embora a
estrutura da func~ao de Lyapunov seja a mesma, a matriz P a ser obtida sera diferente.
Isto e devido as condic~oes LMIs dadas por (4.56) e (5.8) serem diferentes. Com isso,
a abordagen Q
2
mostra ser uma abordagem alternativa nos casos em que a abordagem
biquadratica n~ao possa ser aplicada.
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Figura 5.4: Estimativas do domnio de atrac~ao para o exemplo 4.3.2:(a) enfoque Pwq,
(b) estab. biquadratica, (c) criterio do crculo, (d) criterio de Popov, (e) estab. Q
2
.
5.3 O Problema Bilinear Chaveado
Como uma extens~ao do trabalho feito em Palomino Bean [PCTC] e o apresentado
na sec~ao 5.2, nesta sec~ao e abordado o problema de estabilidade regional e estimado
o domnio de atrac~ao de uma classe de sistemas chaveados n~ao lineares cujas matrizes
s~ao func~oes ans do estado.
Seja o sistema dado por
_x(t) = A
i
(x(t))x(t) + b
i
(x(t)); x(t) 2 X
i
; i 2 J
n
; t  0; (5.21)
onde x(t) 2 R
n
x
denota o estado contnuo assumindo valores nos conjuntos X
i
 R
n
x
;
i 2 J
n
denota o estado discreto; A
i
(x) 2 R
n
x
n
x
e b
i
(x) 2 R
n
x
, para i = 1; : : : ; n, s~ao
func~oes de x(t) dadas para t  0. O sistema representado dessa forma e denominado
sistema bilinear chaveado.
Para esse tipo de sistema, a hipotese A3, do Captulo 4, sera considerada como se
segue:
A3 As matrizes A
i
(x) e os vetores b
i
(x) s~ao func~oes ans limitadas em x para
todo i 2 J
n
.
Assim, o problema desta sec~ao e analisar a estabilidade local e estimar o domnio
de atrac~ao do sistema (5.21) usando uma unica func~ao de Lyapunov de tipo v(x) =
x
0
P(x)x, com P(x) como em (5.1), e usando o conceito de estabilidade Q
r
fornecido na
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Denic~ao 5.1.1. A matriz polinomial P(x) sera determinada resolvendo um problema
de otimizac~ao usando LMIs.
Considerem-se o sistema (5.21), a denic~ao da func~ao vetorial de componentes
logicas Æ e o seu respectivo conjunto de valores admissveis . Considerando a n-
esima componente de Æ, Æ
n
, como variavel de refere^ncia, obtem-se o seguinte sistema
n~ao linear associado ao sistema (5.21):
_x = A
n
(x)x +
n 1
X
i=1
(A
i
(x)  A
n
(x))Æ
i
x+ b
n
(x) +
n 1
X
i=1
(b
i
(x)  b
n
(x))Æ
i
; x 2 B
x
; Æ 2 :
(5.22)
Agora, dene-se o seguinte vetor auxiliar  2 R
n

com n

= (n  1)n
x
+ n + 1.
 =
2
6
6
6
6
6
6
6
6
6
6
6
6
4

1
.
.
.

n 1

n

n+1
.
.
.

2n
3
7
7
7
7
7
7
7
7
7
7
7
7
5
; com

i
= Æ
i
x; 8 i 2 J
n 1

n
= 1

n+i
= Æ
i
; 8 i 2 J
n
: (5.23)
Considera-se o politopo B
Æ
= Cofg. De forma similar ao visto na sec~ao anterior,
as relac~oes entre as variaveis , x e Æ podem ser representadas de uma forma mais
compacta com (x; ) 2 D como em (4.17), onde as matrizes 

1
2 R
n


n
x
e 

2
2 R
n


n

possuem as mesmas caractersticas detalhadas naquela sec~ao (ou seja, incluem-se nessa
matriz as relac~oes fornecidas por (4.42) e (4.43)).
Com as notac~oes acima, o sistema (5.22) pode ser colocado como se segue:
_x = A
n
(x)x +A(x); (x; ) 2 D; (5.24)
onde a matriz A(x) e dada por
A(x) = [
(A
1
(x)  A
n
(x))    (A
n 1
(x)  A
n
(x)) b
n
(x) (b
1
(x)  b
n
(x))   
   (b
n 1
(x)  b
n
(x)) 0
n
x
1
]
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Domnio de atrac~ao
Considere-se a func~ao de Lyapunov candidata v(x) = x
0
P(x)x com P(x) como em
(5.1) com d = 1, isto e, P(x) e quadratica em x. Se s~ao satisfeitas as duas condic~oes
da denic~ao de estabilidade Q
2
, ent~ao essa func~ao e uma func~ao de Lyapunov para o
sistema associado (5.22) e, como conseque^ncia, garante-se estabilidade para o sistema
(5.21). Podemos, ent~ao, estimar a regi~ao de estabilidade para o problema bilinear
chaveado.
O politopo B
x
e descrito como
B
x
=
n
x : a
0
l
x  1 , l = 1; : : : ; n
e
o
e considera-se a estimativa da regi~ao de estabilidade como em (4.48):
 = f x : v(x) = x
0
P(x)x  1g  B
x
:
Isto e
4
,
h
a
0
l
0
i
"
x

0
(x)x
#
 1; 8
"
x

0
(x)x
#
: x
0
P(x)x  1;
o que, em termos de LMIs [Tro00a, BGFB94], pode ser escrito como
2
6
6
4
1
h
a
0
l
0
i
"
a
l
0
#
(P + LC + C
0
L
0
)
3
7
7
5
 0; l = 1; : : : ; n
e
:
Notac~oes Auxiliares
Em associac~ao com os conjuntos X
i
de (4.2), dene-se a matriz  como dada na
relac~ao (5.6). Nesse caso, as matrizes E
i
s~ao dadas por:
E
i
=
h
0
n
x
0
n
x
n
1
~
E
i
i
; para i = 1; : : : ; n  1;
E
n
=
h
I
n
x
0
n
x
n
1
 
~
E
n
i
;
E
i
=
h
0
1n
x
0
1n
1
~
E
i
i
; para i = n+ 1; : : : ; 2n:
As matrizes constantes
~
E
i
e
~
E
n
s~ao tais que
~
E
i
 = 
i
(i 6= n) e
~
E
n
 =
P
n
i=1

i
.
4
No conceito de estabilidade Q
2
, usa-se (x) = 
0
(x).
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Considere-se a func~ao matricial z 2 R
n
z
7! C
z
2 R
(n
z
 1)n
z
, C
z
como em (4.21).
E a seguinte notac~ao auxiliar:
D =
"
I
n
x
0
 (
0
(x) +
~

0
(x)) I
n
1
#
; F =
"
A
n
(x) 0 A(x)
0 0 0
#
;C =
h
 
0
(x) I
n
1
i
;
	 =
"
C
C
x
0
#
e 
 =
2
6
6
4
 D F
0 [	 0]
0
h


1
0 

2
i
3
7
7
5
:
(5.25)
As notac~oes fornecidas acima permitem estabelecer o resultado principal desta sec~ao:
o teorema de estabilidade regional e estimativa do domnio de atrac~ao para sistemas
bilineares chaveados.
Teorema 5.3.1 (Estabilidade regional Q
2
do sistema bilinear chaveado)
Considerem-se o sistema (5.21), as hipoteses A1-A5 e o sistema associado (5.22).
Sejam 
0
(x) e
~

0
(x) func~oes matriciais ans em x denidas em (5.2) e (5.4),
respectivamente. Considerem-se a notac~ao auxiliar (5.6), (5.25) e N a matriz dada
por N = [
I
n
x
+n
1
0
] 2 R
(n
x
+n
1
)(n
x
+n
1
+n

)
.
Se P , L, M , R
ik
para i = 1; : : : ; 2n, k = 1; : : : ; m
i
resolvem o seguinte problema
de otimizac~ao, onde as LMIs s~ao construdas em todos os vertices do meta-politopo
B = B
x
 B
Æ
:
min tr (P + L	+	
0
L
0
)
sujeito a:
P = P
0
;
2
6
6
4
1
h
a
0
l
0
i
"
a
l
0
#
(P + L	 +	
0
L
0
)
3
7
7
5
 0; l = 1; : : : ; n
e
; (5.26)
"
0 PN
N
0
P 0
#
+M
 + 

0
M
0
+
"
0 0
0 
#
< 0: (5.27)
Ent~ao, o sistema (5.21) e local e assintoticamente estavel, e v(x) = x
0
P(x)x, com P(x)
como em (5.1), e uma func~ao de Lyapunov para esse sistema. Tambem, a regi~ao ,
denida pelo conjunto fx : v(x) = x
0
P(x)x  1g em (4.48), e positivamente invari-
ante, e, para qualquer x(0) 2 , a trajetoria x(t) 2  8t  0 e se aproxima da origem
quando t!1.
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Prova
Considerem-se o sistema (5.22) e o vetor  como em (5.23). Denem-se os seguintes
vetores auxiliares:
 =
"

1

2
#
, 
1
=
"
x
 x
#
, 
2
= ; (5.28)
onde 
1
2 R
n
x
+n
1
; 
2
2 R
n

.
Sejam as matrizes D
1
=
h
I
n
x
0
n
x
n
1
i
2 R
n
x
(n
x
+n
1
)
e D
2
=
h
0
n
x
(n
x
+n
1
)
I
n
x
0
n
x
(n
1
+n

)
i
2 R
n
x
(2(n
x
+n
1
)+n

)
e note-se que D
1

1
= x e D
2
 =
x.
Assume-se que as condic~oes do Teorema 5.3.1 s~ao satisfeitas. Aplicando o comple-
mento de Schur em (5.26), tem-se a LMI
P + L	+	
0
L
0
> 0: (5.29)
Desde que as desigualdades (5.29) e (5.27) s~ao estritas, ent~ao existem escalares positivos
sucientemente pequenos, 
1
e 
2
, tal que e possvel acrescentar os termos  
1
D
0
1
D
1
e

2
D
0
2
D
2
nas relac~oes (5.29) e (5.27), respectivamente. Ou seja, as seguintes condic~oes
s~ao satisfeitas para todos os vertices do meta-politopo B = B
x
 B
Æ
.
P + L	+	
0
L
0
  
1
D
0
1
D
1
 0 , (5.30)
"
0 PN
N
0
P 0
#
+M
 + 

0
M
0
+
"
0 0
0 
#
+ 
2
D
0
2
D
2
 0 (5.31)
Por convexidade, as desigualdades (5.30) e (5.31) tambem s~ao satisfeitas para todo
x 2 B
x
e Æ 2 .
Pre- e pos-multiplique-se (5.30) por 
0
1
e por sua transposta, respectivamente, e
(5.31) por
"
_

1

#
0
e por sua transposta, respectivamente. Note-se que, por construc~ao,
nessas relac~oes, temos na primeira relac~ao C
x
x = 0 e C 
1
= 0, ent~ao 	 
1
= 0.
Similarmente, na segunda relac~ao, pela construc~ao das matrizesD e F ,  D
_

1
+F =
0, 8x 2 B
x
. Tambem,
h
	 0
i
 = 0 e
h


1
0 

2
i
 = 0 (considerando que a
notac~ao (x; ) 2 D representa o conjunto de igualdades (5.23), (4.42) e (4.43)). Assim,


"
_

1

#
= 0.
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Ent~ao, o seguinte e satisfeito:

0
1
P
1
 
1
x
0
x , 8 
1
: 	
1
= 0 e x 2 B
x
(5.32)
_

0
1
P
1
+ 
0
1
P
_

1
+
"
0 0
0 
#
  
2
x
0
x , (5.33)
8  : 

"
_

1

#
= 0; x 2 B
x
and Æ 2 :
Tambem, 
0
1
= [
x
0
x
0

0
0
] e pela denic~ao da func~ao de Lyapunov candidata, a
desigualdade (5.32) se torna em
v(x) = 
0
1
P
1
= x
0
"
I
n
x

0
#
0
P
"
I
n
x

0
#
x = x
0
P(x) x  
1
x
0
x , 8 x 2 B
x
: (5.34)
Desde que x pertence ao politopo B
x
, os elementos da matriz 	 de (5.25) s~ao
limitados. Ent~ao, existe um escalar positivo sucientemente grande, 
3
, tal que 
3
I
n
x

(P + L	 +	
0
L
0
). Isto e, 
3

0
1

1
= 
3
(x
0
x + x
0

0
0

0
x)  
0
1
P
1
= x
0
P(x)x.
Tambem, como x pertence a B
x
, existe outro escalar positivo sucientemente grande,

4
, tal que 
4
I
n
x
 
0
0

0
. Assim, x
0
P(x)x  
3
(1 + 
4
)x
0
x, e, com a relac~ao (5.34):

1
x
0
x  v(x) = x
0
Px  
3
(1 + 
4
)x
0
x , 8 x 2 B
x
: (5.35)
Considere a matriz de elementos nulos no ultimo termo da desigualdade (5.33) com
dimens~oes convenientes, ent~ao o termo
"
_

1

#
0
"
0 0
0 
#"
_

1

#
e igual a 
0
.
De (5.6) e a identidade Æ
n
= 1 
P
n 1
i=1
Æ
i
, obtem-se

0
 =
P
2n
i=1
(E
i
)
0

i
(E
i
);
E
i
 =
8
<
:

i
; i 6= n
Æ
n
x; i = n
:
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Pode-se reescrever o ultimo termo do lado esquerdo da relac~ao (5.33) como se segue:
"
_

1

#
0
"
0 0
0 
#"
_

1

#
=
n 1
X
i=1

0
i

i

i
+ (Æ
n
x)
0

n
(Æ
n
x) +
n
X
i=1

0
n+i

n+i

n+i
=
n 1
X
i=1
Æ
2
i
x
0

i
x +
n 1
X
i=1
Æ
2
i

n+i
+ Æ
2
n
x
0

n
x + Æ
2
n

2n
x
Considerando as denic~oes de X
i
, Æ 2  e (5.6), tem-se que 
i
 0 e x
0
x > 0; 8i.
Assim, conclui-se o seguinte:
"
_

1

#
0
"
0 0
0 
#"
_

1

#
 0 , 8 x 2 B
x
, Æ 2 :
Ent~ao, a desigualdade (5.33) implica:
_

1
0
P
1
+ 
0
1
P
_

1
  
2
x
0
x , 8 x 2 B
x
, Æ 2 : (5.36)
Alem disso,
_

1
=
d
dt
(
"
I
n
x

0
(x)
#
x)
=
"
0
n
x
_

0
(x)
#
x +
"
I
n
x

0
(x)
#
_x: (5.37)
Ent~ao, ao substituir (5.37) e 
1
em (5.36), obtem-se
_v(x) = _x
0
P(x)x + x
0
_
P(x)x + x
0
P(x) _x: (5.38)
Da refere^ncia Khalil [Kha96] e das relac~oes (5.35) e (5.38), conclui -se que a origem
do sistema (5.22) e local e exponencialmente estavel. Assim, v(x) = x
0
P(x)x e uma
func~ao de Lyapunov para o sistema (5.21).
Por ultimo, pre- e pos-multiplicando (5.26) por
2
6
4
1 0
0
"
I
n
x
(x)
#
3
7
5
0
e por sua transposta, respectivamente, consegue-se (4.48). Da refere^ncia Boyd et al.
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[BGFB94], (4.48) implica   B
x
. Assim,  e um conjunto invariante, e, para todo
x(0) 2 , a trajetoria x(t) 2 , 8t  0 e se aproxima da origem do sistema quando
t!1.
2
A seguir, apresenta-se um exemplo numerico que ilustra os resultados dessa
metodologia, usando-se estabilidade Q
2
e obtendo-se o domnio de atrac~ao para o sis-
tema reator qumico com saturac~ao [HT88].
Exemplo 5.3.1 Considere-se o sistema bilinear com saturac~ao:
_x = A(x) x + b(x) sat(u); (5.39)
onde A(x) = A =
"
0
5
12
 
50
3
8
3
#
, b(x) =
"
0
2 +
x
1
8
#
, u = K
0
x e x =
"
x
1
x
2
#
:
O ganho aplicado e dado por K = [
0:3133  3:5561
]
0
, e sat() e a func~ao de
saturac~ao unitaria.
Esse sistema pode ser equivalentemente apresentado pelo seguinte sistema bilinear
chaveado:
_x = A
i
(x)x + b
i
(x); x 2 X
i
; i 2 J
3
;
onde as matrizes A
i
e os vetores b
i
s~ao dados por
A
1
(x) = A
3
(x) = A; A
2
(x) = A + b(x)K
0
;
b
1
(x) =  b(x); b
2
(x) =
"
0
0
#
e b
3
(x) = b(x):
Os conjuntos X
1
, X
2
e X
3
s~ao as respectivas partic~oes do espaco de estado denidas
por:
 
1
(x) =  (1 + K
0
x);  
21
(x) = 1 + K
0
x;  
22
(x) = 1   K
0
x; e  
3
(x) =  1 + K
0
x:
Para n
1
= 4, considera-se (x) = 
0
(x). Assim 
0
(x),
~

0
(x) e w = 
0
(x)(x) s~ao
dadas por

0
(x) =
"
x
1
I
2
x
2
I
2
#
;
~

0
(x) =
2
6
6
6
6
4
x
1
0
x
2
0
0 x
1
0 x
2
3
7
7
7
7
5
; w =
2
6
6
6
6
4
x
2
1
x
1
x
2
x
1
x
2
x
2
2
3
7
7
7
7
5
:
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O politopo B
x
esta denido por
B
x
= Co

("
 0:15
0:2
#
;
"
 0:15
 0:4
#
;
"
 0:02
 0:9
#
;
"
0:15
 0:2
#
;
"
0:15
0:4
#
;
"
0:02
0:9
#)

;
o conjunto de vertices  e o politopo B
Æ
 =
8
>
<
>
:
2
6
4
1
0
0
3
7
5
;
2
6
4
0
1
0
3
7
5
;
2
6
4
0
0
1
3
7
5
9
>
=
>
;
; B
Æ
= Co():
Aplicando o Teorema 5.3.1, obtem-se a matriz P para a func~ao de Lyapunov:
P =
2
6
6
6
6
6
6
6
6
6
4
45:914841  1:4425266 3:6159794  4:3357262  0:6931610 0:0402386
 1:4425266 3:953933  0:0012222  1:0068573  2:1225902 0:8815627
3:6159794  0:0012222 0:0009914 1:0361101  0:9974491  0:0610815
 4:3357262  1:0068573 1:0361101 1:  0:1350293  4:9460089
 0:6931610  2:1225902  0:9974491  0:1350293 0:0010322  0:3264573
0:0402386 0:8815627  0:0610815  4:9460089  0:3264573  0:0949453
3
7
7
7
7
7
7
7
7
7
5
:
Ent~ao, como denido em (4.48), para x(0) 2  = 
Q
2
, a trajetoria do sistema x(t) 2

Q
2
8t  0 e se aproxima da origem quando t!1.
A Figura 5.5 ilustra o domnio de atrac~ao estimado, 
Q
2
, assim como o plano de
fase do sistema (5.39).
A ecie^ncia e o potencial da nossa metodologia s~ao exibidos ao comparar a regi~ao
obtida, 
Q
2
, com a regi~ao exata, dada pelo seu ciclo limite
5
.
Nota 5.3.1 Ao aplicar o conceito de estabilidade Q
4
para o exemplo
6
anterior, usa-se

0
=
"
x
1
I
2
x
2
I
2
#
e 
1
=
h
x
1
I
2
x
2
I
2
i
;
isto e,
(x) =
"

0

1

0
#
;
5
Na Figura 5.5 a fronteira da regi~ao exata e o ciclo limite (onde as trajetorias convergem) dado
pela curva em negrito.
6
As matrizes fornecidas s~ao as mesmas que as utilizadas no Exemplo 5.2.1, da sec~ao anterior.
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x1 ’ = 0.4167 x2                                           
x2 ’ = − 16.6667 x1 + 2.6667 x2 + (2 + 0.125 x1) sat(x1,x2)
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Figura 5.5: Domnio de atrac~ao exato e estimado para o sistema reator qumico.
com P
x
dado por (5.1). A regi~ao de estabilidade obtida, 
Q
4
, e dada na Figura 5.6
junto com a estimativa anterior 
Q
2
.
Abordagens biquadratica e Q
r
: numero de LMIs, ordem do
sistema e numero de regi~oes de chaveamento
A Tabela 5.1 mostra o numero de LMIs e as dimens~oes das variaveis de decis~ao a
serem determinadas em cada teorema das abordagens am biquadratica, Q
r
e bilinear
Q
2
. Os sistemas considerados possuem n
x
= 2; n = 3; n
e
= 6 com n
1
= 4 ( = 
0
como no Exemplo 5.3.1) em todos os casos, exceto no caso onde r = 4, no qual n
1
= 6
(veja Nota 5.3.1).
Observe no caso do Teorema 5.2.1 com r = 4 que um maior numero de LMIs e
obtido, pois o politopo B
x
 B
Æ
 B
w
possui um maior numero de vertices. Alem
disso, a func~ao de Lyapunov possui um maior grau, implicando uma matriz P de maior
dimens~ao
7
.
5.4 Sumario
Neste captulo foram abordados o problema de estabilidade regional e a deter-
minac~ao do domnio de atrac~ao de sistemas ans e sistemas bilineares chaveados usando
7
O signicado dado quando se fala em dimens~ao ou ordem de uma matriz e o mesmo.
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Figura 5.6: Estabilidade Q
2
e Q
4
para o sistema reator qumico.
o conceito de estabilidadeQ
r
. A abordagem aqui apresentada fornece uma metodologia
eciente para a analise dessa classe de sistemas, obtendo-se resultados menos conser-
vadores.
O conceito aqui usado e uma extens~ao para sistemas chaveados da denic~ao de
estabilidade Q
r
proposta por Trono [Tro00b] no contexto de sistemas n~ao lineares
incertos.
Para fazer a analise regional e estimar o domnio de atrac~ao desses sistemas, e
usada uma func~ao de Lyapunov de tipo polinomial, v(x) = x
0
P(x)x, comum a todos
os subsistemas do sistema chaveado e independente das partic~oes do estado, onde a
matriz P(x) e obtida resolvendo um problema de otimizac~ao usando LMIs.
Teoremas
4.3.1 5.2.1 (r = 2) 5.2.1 (r = 4) 5.3.1
numero de LMIs 44 44 74 44
ordem de P 6 6 6 6 8 8 6 6
ordem de L 6 5 6 5 8 7 6 5
ordem de M 14 44 20 50 24 56 20 50
ordem de  14 14 20 20 24 24 20 20
Tabela 5.1: Numero de LMIs e ordens das matrizes.
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O fato de se trabalhar com uma func~ao de Lyapunov comum e polinomial
diferencia a metodologia aqui apresentada de outras metodologias [Joh99, Pet99] que
s~ao convenientes para a analise global desses sistemas e utilizam func~oes de Lyapunov
quadraticas diferentes para cada subsistema, porem muito restritivas para a deter-
minac~ao de domnios de atrac~ao.
No desenvolvimento deste captulo, foram abordadas duas classes de sistemas
chaveados: sistemas ans e sistemas bilineares.
No exemplo numerico apresentado na abordagem Q
r
para um sistema am, e no
caso r = 4, obtiveram-se resultados menos conservadores quando comparados com os
da abordagem biquadratica, desenvolvida no Captulo 4. Ainda mais, obteve-se um
resultado menos conservador no exemplo do sistema am que compara a abordagem
Q
2
com a abordagem biquadratica e os resultados de outras metodologias.
A abordagem aqui proposta tambem foi util e eciente ao ser aplicada em sistemas
bilineares chaveados, uma classe de sistemas hbridos n~ao lineares, fornecendo bons
resultados e mostrando que essa metodologia se torna muito eciente para estimar
regi~oes de estabilidade limitadas, como foi mostrado no Exemplo 5.3.1, extrado de
Palomino Bean [PCTC02].
Os resultados da abordagem Q
r
tendem a ser menos conservadores quanto maiores
forem o valor de r e o numero de variaveis de decis~ao.
Pelos resultados obtidos, a formulac~ao Q
r
apresenta ser uma abordagem menos
conservadora, com a limitante de se considerar, nos programas desenvolvidos, matrizes
de maior ordem e muito esparsas (veja esses valores na Tabela 5.1), acarretando um
maior esforco computacional em decorre^ncia do tempo de execuc~ao nos programas. As
mesmas limitantes ser~ao encontradas ao se trabalhar com valores de r maiores que 4.
Essas diculdades poder~ao ser reduzidas ao se considerar a estrutura esparsa das ma-
trizes na elaborac~ao dos programas. Isso constitui uma perspectiva para continuidade
desta pesquisa.
Captulo 6
Conclus~oes e Perspectivas
6.1 Vis~ao geral do trabalho
O presente trabalho teve como principal objetivo obter formulac~oes convexas usando
inequac~oes matriciais lineares para a analise de estabilidade e o calculo dos domnios
de atrac~ao de sistemas chaveados, uma classe de sistemas hbridos.
Fazendo-se uso de duas noc~oes, a de estabilidade biquadratica e a de estabilidadeQ
r
,
apresentaram-se resultados promissores atraves de teoremas que forneceram condic~oes
sucientes para a analise de estabilidade desses sistemas. Essas condic~oes foram expres-
sas em termos de LMIs, que, quando satisfeitas, garantem a estabilidade assintotica
da origem. Essas duas noc~oes de estabilidade foram aplicadas para sistemas de tipo
linear, am e bilinear, obtendo-se uma estimativa do domnio de atrac~ao, ou regi~ao de
estabilidade, em cada caso.
As abordagens apresentadas no conteudo desta tese s~ao diferentes das tradicionais
e constituem-se metodos alternativos aqueles que foram mostrados na literatura e aos
metodos tradicionais como o criterio do crculo e o metodo de Popov. Observe que as
regi~oes de estabilidade estimadas, em alguns dos casos, s~ao regi~oes muito proximas das
exatas.
Com o intuito de testar a ecie^ncia de cada uma das metodologias, as escolhas das
regi~oes poltopicas B
x
, nos exemplos ilustrados, foram feitas considerando o formato da
regi~ao de estabilidade exata (regi~ao conhecida) e includa nela. Na pratica, essas regi~oes
s~ao desconhecidas e nestes casos sera feito um procedimento iterativo. O procedimento
a ser usado sera considerar uma seque^ncia de regi~oes politopicas B
x
k
, onde a forma e o
tamanho do politopo na proxima iterac~ao e modicado de acordo com a proximidade
da estimativa obtida em relac~ao as faces do politopo na iterac~ao k. Este procedimento
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e repetido ate que n~ao seja mais possvel aumentar a regi~ao estimada.
Todos os resultados foram obtidos usando-se SCILAB [Gom99]. Esse software uti-
liza processamento sequencial o que o torna sensvel na soluc~ao de problemas com
mau condicionamento numerico. O excessivo tempo de processamento encontrado em
muitos dos casos e o fato de se tratar de matrizes muito esparsas na sua forma densa,
como foram mostradas nas Tabelas 4.1 e 5.1, nos motiva a pensar num outro trata-
mento numerico que, alem de fornecer um resultado menos demorado, possa levar a
resultados ainda menos conservadores, diminuindo assim as limitac~oes e diculdades
numericas encontradas. Essa nova proposta, junto a considerac~ao de estimativas ilimi-
tadas nas regi~oes de atrac~ao para sistemas com saturac~ao, fara parte das possibilidades
de continuidade deste trabalho.
6.2 Contribuic~oes da tese
Este trabalho visou investigar e propor tecnicas com formulac~oes LMI com o obje-
tivo de analisar a estabilidade e determinar os respectivos domnios de atrac~ao de sis-
temas chaveados. Nesse sentido, foram usados os conceitos de estabilidade biquadratica
e estabilidade Q
r
para diversos tipos de sistemas.
As contribuic~oes deste trabalho foram as seguintes:
1) analise usando estabilidade biquadratica e estabilidade Q
r
: enfocou-se o
problema de analise de sistemas chaveados com abordagens menos conservadoras
e diferentes das tradicionais. Nesses casos, o problema de analise visou usar
func~oes de Lyapunov da forma x
0
P (x)x, com P (x) uma matriz dependente do
estado e de caracter polinomial. Observe que a abordagem Q
2
pode ser consid-
erada como um enfoque alternativo para analise de sistemas chaveados em que a
abordagem biquadratica n~ao seja factvel;
2) calculo dos domnios de atrac~ao: foram desenvolvidas estimativas limitadas dessas
regi~oes fornecendo informac~ao a respeito do comportamento do sistema perto da
regi~ao de operac~ao. Determinaram-se essas regi~oes usando os conceitos de esta-
bilidade biquadratica e de estabilidade Q
r
. Neste ponto, fez-se a comparac~ao da
aplicac~ao dos metodos nos exemplos abordados, medindo as vantagens e desvan-
tagens em cada caso [PCTC01, PGTC01];
3) aplicac~ao a sistemas sujeitos a saturac~ao: estes sistemas determinam de forma
natural tre^s regi~oes de operac~ao e podem ser vistos como sistemas chaveados.
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Nestes tipos de sistemas foram aplicadas as metodologias propostas. Os re-
sultados numericos exibidos foram exemplos vindos de aplicac~oes tais como o
pe^ndulo invertido linearizado [PCTC01] e uma simplicac~ao do problema do
reator qumico [PCTC02], mostrando em ambos os casos estimativas limitadas
1
das regi~oes de estabilidade. Este ultimo trabalho e o nosso primeiro aporte na
linha de sistemas hbridos n~ao lineares;
4) aplicac~oes em Biomatematica: o estudo do comportamento das populac~oes de de-
terminados sistemas biologicos pode ser modelado com chaveamentos. Isso acon-
tece, por exemplo, em sistemas do tipo presa-predador. Nesse sentido, obtiveram-
se resultados iniciais [VPFB01] que foram apresentados em congresso; e
5) o problema de controle de sistemas chaveados: neste sentido, foram obtidos resul-
tados usando abordagem Pwq e ferramentas de programac~ao n~ao linear. Nesta
nova abordagem, usando func~oes de Lyapunov por partes, foram determinados
controladores para sistemas chaveados. A elaborac~ao de um artigo em que se
ilustram esses resultados se encontra em andamento.
Essas contribuic~oes foram publicadas nos seguintes artigos:
1) Analise de estabilidade aplicada a uma classe de sistemas hbridos [PTC00].
2) Computation of stability regions using LMIs for dynamical systems with saturation
[PCTC01].
3) Comparative methods for computation of stability regions of a class of nonlinear
systems [PGTC01].
4) Switching behaviour and stability in predator-preys systems [VPFB01].
5) Stability analysis and guaranteed domain of attraction for a class of hybrid systems:
an LMI approach [PCTC].
6) Regional stability of a class of nonlinear hybrid systems: an LMI approach
[PCTC02].
1
No sentido de serem regi~oes fechadas.
6. Conclus~oes e Perspectivas 98
6.3 Trabalhos futuros
O desenvolvimento deste trabalho visa a continuidade nesta linha de pesquisa com
o objetivo de abordar os seguintes topicos:
1) extens~oes para o caso discreto;
2) extens~oes para sistemas hbridos n~ao lineares: dar-se-a continuidade na aplicac~ao
das abordagens estudadas para sistemas chaveados com n~ao-linearidades, por
exemplo quando as n~ao-linearidades s~ao de carater trigonometrico, obtendo-se,
assim, uma abordagem algebrico-diferencial;
3) outras extens~oes: todas as estimativas dos domnios de atrac~ao obtidas foram
limitadas.

E uma perspectiva futura estender, para sistemas chaveados, a for-
mulac~ao dada em Trono [Tro01] para obter estimativas ilimitadas de domnios
de atrac~ao. Tambem, estuda-se a possibilidade de estender a abordagem desta
tese para problemas em que a dina^mica de chaveamento dependa das variaveis
contnuas e logicas do sistema. Nesse sentido, poder-se-~ao estudar, por exemplo,
sistemas com histerese;
4) o problema de sntese: estudar este problema com o objetivo de aplicar a abor-
dagem estudada neste trabalho. Nessa direc~ao, puderam ser abordadas as ex-
tens~oes acima mencionadas;
5) outras aplicac~oes em Biomatematica: num primeiro estagio e com os resulta-
dos iniciais obtidos se dara continuidade a esta pesquisa estudando feno^menos
biologicos e/ou ecologicos cujas modelagens determinsticas ou estocasticas se-
jam descritas com sistemas chaveados;
6) sistemas n~ao lineares, caos e bifurcac~oes: existem linhas de pesquisa que tratam
dos sistemas chaveados com a teoria de caos e bifurcac~oes aplicando-os a proble-
mas de sistemas eletricos de pote^ncia, sistemas de estrutura variavel, assim como
a problemas em Biomatematica. Nesse sentido, a continuidade desta pesquisa
visa estudar essas areas em conjunto com professores do departamento de Au-
tomac~ao e Sistemas desta universidade; e
7) considerar a esparsidade das matrizes: matrizes na sua forma esparsa s~ao tratadas
mais ecientemente ao inves da sua forma densa; ent~ao, prop~oe-se aproveitar os
recursos que o SCILAB fornece para fazer este tipo de tratamento, com o obje-
tivo de se obterem resultados menos conservadores, assim como reduzir o tempo
6. Conclus~oes e Perspectivas 99
de execuc~ao nos programas. N~ao se conseguindo melhorar os resultados, uma
alternativa sera fazer uso de outras ferramentas que lidam com LMIs [dOdFG97]
e aceitam o armazenamento de matrizes dessa forma [AHN
+
97].
Ao se trabalhar com sistemas hbridos, procura-se contribuir para o avanco cientco
da area de sistemas n~ao lineares atraves da formulac~ao e soluc~ao de problemas de
analise, para depois abordar o problema de desempenho, assim como as propriedades
de robustez envolvidas.
A principal preocupac~ao desta tese foi mostrar como as abordagens apresentadas po-
dem contribuir para obter soluc~oes alternativas ou menos conservadoras diante daque-
las que est~ao sendo convencionalmente tratadas. Para isso, novas func~oes de Lyapunov
foram propostas para analise de estabilidade de sistemas chaveados e calculo do domnio
de atrac~ao.
Espera-se que este trabalho tenha contribudo para o melhor entendimento dos
sistemas hbridos ao mostrar as possibilidades de estudo desta classe de sistemas dentro
de uma losoa de otimizac~ao convexa.
Ape^ndice A
Apresentac~ao da Formulac~ao LMI e
Conceitos Matematicos
A.1 Apresentac~ao da Formulac~ao LMI
Dentro da evoluc~ao da teoria de controle, a utilizac~ao das inequac~oes matriciais
lineares (LMIs) tem se apresentado como uma ferramenta eciente na busca de soluc~oes
de problemas de analise e sntese que se apresentam nesta area.
O surgimento de metodos computacionais ecientes para a soluc~ao de LMIs, fez com
que estas se tornassem amplamente utilizadas na teoria de controle. Nesse sentido, pa-
cotes computacionais como o MATLAB ou SCILAB conte^m as ferramentas especcas
para soluc~ao de LMIs. A ferramenta do SCILAB utiliza o metodo primal-dual [VB94],
e a do MATLAB utiliza o metodo projetivo [NG94].
A formulac~ao LMI de um problema de controle e bastante exvel e pode, em muitos
casos, ser modicada com a incorporac~ao de novas restric~oes impostas ao problema.
Inequac~oes Matriciais Lineares (LMI)
A representac~ao para uma LMI e dada pela seguinte forma:
F (x) , F
0
+
m
X
i=1
F
i
x
i
> 0; (A.1)
onde x 2 R
n
e a variavel a ser sintonizada e F
i
= F
0
i
2 R
nn
s~ao matrizes constantes.
A LMI (A.1) e uma restric~ao convexa sobre x, isto e, o conjunto fx : F (x) > 0g
e convexo. A formulac~ao LMI permite que varios problemas possam ser resolvidos
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simultaneamente. Nesse caso, se possuirmos k restric~oes na forma LMI, a representac~ao
F (x) = diagfF
0
(x); F
1
(x); : : : ; F
k
(x)g > 0 (A.2)
e tambem um problema na forma de uma LMI.
As propriedades de linearidade e convexidade, que s~ao atribuidas a uma formulac~ao
LMI est~ao relacionadas a noc~oes de func~oes e conjuntos convexos. O fato de o conjunto
soluc~ao de uma formulac~ao LMI ser convexo e fundamental no desenvolvimento de
algoritmos ecientes para soluc~ao de uma LMI. Essas propriedades s~ao detalhadas a
seguir.
Linearidade
A representac~ao (A.1) dada para uma LMI n~ao e linear em x, pois F (0) = F
0
6= 0.
Na realidade a equac~ao (A.1) e am em x, isto e, uma relac~ao que mapeia retas paralelas
em retas paralelas e pontos nitos em pontos nitos. Mas pode-se observar que (A.1)
pode ser equivalentemente dada por
F(~x) , F
0
x
0
+
m
X
i=1
F
i
x
i
> 0; x
0
> 0;
onde F e linear em ~x = [x
0
x
0
]
0
.
Convexidade
Diz-se que um conjunto e convexo quando o segmento de reta que une quaisquer
dois pontos do conjunto tambem pertence ao conjunto. Tambem todo conjunto am e
convexo.
O conjunto soluc~ao de uma LMI e convexo (quando n~ao e vazio), isto e, para
qualquer y; z 2 fx : F (x) > 0g, a combinac~ao x = y + (1   )z 2 fx : F (x) > 0g,
com 0    1. Isso e simples de provar, pois, susbstituindo em (A.1), temos
F
0
+
P
m
i=1
F
i
x
i
= F
0
+
P
m
i=1
F
i
(y
i
+ (1  )z
i
) =
F
0
+
P
m
i=1
F
i
z
i
+ 
P
m
i=1
F
i
(y
i
  z
i
) =
(F
0
+
P
m
i=1
F
i
y
i
) + (1  )(F
0
+
P
m
i=1
F
i
z
i
) > 0:
No que se segue s~ao enunciados alguns resultados importantes que permitem a
obtenc~ao de formulac~oes LMI. Grande parte desses resultados pode ser encontrada em
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Boyde et al. [BGFB94] e de forma resumida em Barbosa [Bar99] e Coutinho [Cou00].
Complemento de Schur
Um conjunto de inequac~oes n~ao lineares pode ser colocado na forma LMI atraves do
Complemento de Schur. Pelo interesse contido no texto, sera enunciado somente o caso
de desigualdades estritas. O caso n~ao estrito se encontra em Boyde et al. [BGFB94].
Lema A.1.1 (Complemento de Schur)
Sejam Q;R; S matrizes de dimens~oes apropriadas tais que Q;R s~ao simetricas.
As seguintes condic~oes s~ao equivalentes:
a)
"
Q S
S
0
R
#
> 0
b) R > 0 e Q  SR
 1
S
0
> 0.
Lema de Finsler
O Lema de Finsler [Fin37, BGFB94] e bastante utilizado na eliminac~ao de variaveis
em inequac~oes matriciais. A seguir enunciam-se particularidades deste lema.
Lema A.1.2 (LC-Scaling)
Dados uma matriz simetrica P e uma matriz C de dimens~oes apropriadas. Seja X
uma matriz tal que CX = 0.
Ent~ao, tem-se que
X
0
PX > 0 (A.3)
se e somente se existe L tal que
P + LC + C
0
L
0
> 0: (A.4)
Se as matrizes P e C s~ao incertas, ent~ao a condic~ao (A.4) e apenas suciente.
No conteudo deste trabalho foi usado, na demonstrac~ao de varios teoremas, o lema
a seguir.
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Lema A.1.3 (LC-Scaling n~ao linear)
Seja H(z) uma matriz cujos termos s~ao func~oes ans de z 2 R
n
z
e 2 B
z
um
dado politopo. Considerando a func~ao escalar z
0
H(z)z e a seguinte func~ao matricial
C
z
: R
n
z
7! R
(n
z
 1)n
z
,
C
z
=
2
6
6
6
6
4
z
2
 z
1
   0
0 z
3
 z
2
   0
.
.
.
.
.
.
.
.
.   
.
.
.
0    z
n
z
 z
n
z 1
3
7
7
7
7
5
;
onde z =
h
z
1
   z
n
i
0
.
Ent~ao, a condic~ao
z
0
H(z)z > 0 8z 2 B
z
; z 6= 0
esta satisfeita se existe uma matriz L tal que
H(z) + LC
z
+ C
z
0
L
0
> 0; 8z 2 B
z
:
Esse lema e um importante resultado na area se sistemas n~ao lineares, pois diminui a
conservatividade de se testar a condic~ao x
0
P(x)x > 0 para usar apenas P(x) > 0. Mais
detalhes, assim como a prova deste lema, podem ser encontrados em Trono [TdS01].
S-Procedure
O S-procedure e empregado para se obterem formulac~oes LMI para problemas do
tipo
v
1
(x) > 0 8x : v
2
(x) > 0
com v
1
; v
2
duas func~oes quadraticas em x.
A seguir apresentamos alguns resultados importantes. Mais detalhes s~ao encontra-
dos em Boyde [BGFB94] e nas refere^ncias nele apresentadas.
S-procedure para inequac~oes n~ao estritas
Sejam F
0
; : : : ; F
p
func~oes quadraticas da variavel  2 R
n
:
F
i
() , 
0
T
i
 + 2u
0
i
 + v
i
; i = 0; : : : ; p; (A.5)
onde T
i
= T
0
i
2 R
nn
, u
i
2 R
n
e escalares v
i
2 R.
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Considere as seguintes restric~oes sobre F
0
:
F
0
()  0 8  : F
i
()  0 i = 1; : : : ; p: (A.6)
Essa restric~ao sera satisfeita se existirem escalares 
1
 0; : : : ; 
p
 0 tais que, para
todo ,
F
0
() 
p
X
i=1

i
F
i
()  0: (A.7)
Note que (A.7) e uma condic~ao suciente para (A.6), que pode ser reescrita como
"
T
0
u
0
u
0
0
v
0
#
 
p
X
i=1

i
"
T
i
u
i
u
0
i
v
i
#
 0: (A.8)
No caso particular de p = 1, a condic~ao de necessidade e obtida, isto e, (A.6) tambem
implica (A.7).
S-procedure para inequac~oes estritas
Sejam T
0
; : : : ; T
p
matrizes simetricas de ordem n  n. Para  2 R
n
, consideremos
as seguintes condic~oes sobre T
0
:

0
T
0
 > 0 8  6= 0 : 
0
T
i
 > 0 i = 1; : : : ; p: (A.9)

0
T
0
 > 0 sera satisfeita se existirem escalares 
1
 0; : : : ; 
p
 0 tal que
T
0
 
p
X
i=1

i
T
i
> 0: (A.10)
Para o caso de p = 1, a condic~ao de necessidade e obtida e (A.9) garante (A.10). Note
que (A.10), (A.8) e (A.7) s~ao LMIs nas variaveis 
1
; : : : ; 
p
.
Exemplo de aplicac~ao do S-procedure
Consideremos o problema de encontrar P > 0 tal que a condic~ao
"


#
0
"
A
0
P + PA PB
B
0
P 0
# "


#
< 0
(A.11)
seja satisfeita para todo  e  satisfazendo 
0
  
0
C
0
C.
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Aplicando a segunda vers~ao do S-procedure, (A.11) e equivalente a existe^ncia de
  0 tal que
"
A
0
P + PA+ C
0
C PB
B
0
P I
#
< 0: (A.12)
Assim, o problema de encontrar P > 0 tal que (A.11) seja garantida pode ser
expresso como uma LMI buscando-se P e o escalar  em (A.12).
A.2 Conceitos matematicos
Politopo
Seja R
n
o espaco euclideano e V um conjunto dado por um numero nito de pontos
neste espaco.
Um politopo e genericamente denido como sendo todas as combinac~oes convexas
dos pontos de V . Os pontos extremos da regi~ao politopica ser~ao chamados de vertices
[BSS93].
Exemplo
Seja V  R
n
, onde V = fv
i
; i = 1; : : : ; ng. O politopo P de vertices v
i
, esta
denido pelos elementos v =
P
n
i=1

i
v
i
;
P
n
i=1

i
= 1; 
i
 0. Este sera denotado por
P = Co(v
i
)
i=1;:::;n
, fv : v =
n
X
i=1

i
v
i
;
n
X
i=1

i
= 1; 
i
 0g: (A.13)
No caso de n = 3, um politopo coincide com um cubo quando gerado pelos oito vertices
deste. A gura A.1 exibe esta regi~ao politopica.

E importante ressaltar que a denic~ao de politopo corresponde a um caso particular
do que e chamado de \convex hull"de um conjunto V ou Co(V ). Nesse caso, V e um
conjunto qualquer, e a regi~ao convexa Co(V ) e a combinac~ao convexa de todos os
pontos de V , porem n~ao e necessariamente uma regi~ao poliedrica.
Func~ao de classe K
Uma func~ao de classe K e uma func~ao real de variavel real  : R
+
! R
+
que satisfaz
as seguintes condic~oes:
  e contnua;
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P
v
8
P
v
1
P
v
2
P
v
3
P
v
4
P
v
5
P
v
6P
v
7
Figura A.1: Politopo de vertices P
v
i
; i = 1; : : : ; 8.
  se anula na origem: (0) = 0;
 e uma func~ao positiva: (s) > 0 se s > 0;
 e uma func~ao injetiva: (s
1
)  (s
2
) se s
1
< s
2
.
Sistemas Dina^micos
Seja S um espaco. Esse espaco, por exemplo, pode ser o espaco de estados de
um sistema fsico. Em termos matematicos, S pode ser um espaco euclideano ou um
subconjunto aberto dele.
Um sistema dina^mico e uma forma de descrever a passagem, no tempo, de todos
os pontos no espaco S.
Se consideramos t 2 R
+
como a variavel tempo e x um ponto de S, o sistema
dina^mico pode ser descrito pelo mapeamento R
+
! S que envia t em x
t
. A trajetoria
assim descrita e uma curva em S que representa a historia de x ao longo do tempo t.
Seja t
0
o instante em que se inicia o movimento dessa curva e x
0
o estado inicial
respectivo.

E comum representar a trajetoria que se inicia em x
0
por
(x
0
; t) = x
t
:
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EDOs
Num sentido geral, este trabalho trata com soluc~oes da equac~ao diferencial or-
dinaria (EDO) dada por:
_x(t) = f(x(t)); (A.14)
onde x(t) 2 X  R
n
. A func~ao f : X ! R
n
e o campo vetorial sobre R
n
. A
trajetoria esta denida por (x
0
; t) = x(t) onde x(:) e a soluc~ao da equac~ao (A.14)
com condic~ao inicial x(0) = x
0
.
Uma condic~ao para a existe^ncia e unicidade da soluc~ao de (A.14) e que o campo
vetorial seja Lipchitz contnuo [HS74].
Func~ao Lipchitziana
Uma func~ao f : X ! R
n
e Lipchitz contnua se existe L > 0 tal que
jjf(x)  f(y)jj  Ljjx  yjj; 8x; y 2 X:
Um sistema de EDOs e dito auto^nomo ou invariante no tempo se o seu campo
vetorial n~ao depende explicitamente do tempo. Diremos que as EDOs s~ao contnuas
(ou Lipchitz) se os campos vetoriais forem contnuos (ou Lipchitz).
Uma EDO com entradas e sadas e dita ser uma planta. Esta e dada por
_x(t) = f(x(t); u(t));
y(t) = h(x(t));
(A.15)
onde x(t) 2 X  R
n
; u(t) 2 U  R
m
; y 2 Y  R
p
; f : R
n
R
m
! R
n
; h : R
n
! R
p
.
As func~oes u(:) e y(:) s~ao as entradas e sadas, respectivamente.
Diremos que f e um campo vetorial controlado sempre que o sistema possuir en-
tradas.
Inclus~ao Diferencial
Uma inclus~ao diferencial e descrita por
_x(t) 2 F (x(t); t); x(0) = x
0
;
(A.16)
onde x(t) 2 R
n
e F : R
n
R
+
! R
n
. Toda func~ao x : R
+
! R
n
que satisfaz a equac~ao
(A.16) e dita uma soluc~ao ou trajetoria da inclus~ao diferencial.
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Exemplo
Dada a inclus~ao diferencial linear
_x(t) 2 
x; x(0) = x
0
;
(A.17)
com 
 um subconjunto de R
nn
. Se 
 = fA : A = A(t); t 2 R
+
g, ent~ao a inclus~ao
diferencial (A.17) pode ser interpretada como descrevendo uma famlia de sistemas
lineares variantes no tempo. Assim, se x(t) e uma trajetoria desta famlia, esta satisfaz
_x(t) = A(t)x; x(0) = x
0
;
(A.18)
onde A : R
+
! 
. Reciprocamente, para qualquer A : R
+
! 
, a soluc~ao de (A.18)
e uma trajetoria da inclus~ao diferencial (A.17). Essa inclus~ao diferencial e dita ser de
carater linear.
Na teoria de controle, a inclus~ao diferencial (A.17) pode ser descrita como um
sistema linear incerto variante no tempo, onde 
 descreve as incertezas da matriz A(t).
Detalhes sobre isso se encontram em Boyde et al. [BGFB94].
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