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On the application of the semismooth* Newton method to
variational inequalities of the second kind
Helmut Gfrerer∗ Jirˇı´ V. Outrata† Jan Valdman‡
Abstract. The paper starts with a concise description of the recently developed semismooth* Newton method for the
solution of general inclusions. This method is then applied to a class of variational inequalities of the second kind. As a
result, one obtains an implementable algorithm exhibiting a local superlinear convergence. Thereafter we suggest several
globally convergent hybrid algorithms in which one combines the semismooth* Newton method with selected splitting
algorithms for the solution of monotone variational inequalities. Their efficiency is documented by extensive numerical
experiments.
Key words. Newton method, semismoothness∗ , superlinear convergence, global convergence, generalized equation,
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1 Introduction
In [8] the authors have proposed the so-called semismooth* Newton method for the numerical solution
of a general inclusion
0 ∈ H(x), (1.1)
where H :Rn⇒R⋉ is a closed-graph multifunction. The aim of this paper is to work out this Newton
method for the numerical solution of the generalized equation (GE)
0 ∈H(x) := f (x)+∂q(x), (1.2)
where f :Rn→Rn is continuously differentiable, q :Rn→R is proper convex and lower-semicontinuous
(lsc) and ∂ stands for the classical Moreau-Rockafellar subdifferential. It is easy to see that GE (1.2)
is equivalent with the variational inequality (VI):
Find x¯ ∈ Rn such that
〈 f (x¯),x− x¯〉+q(x)−q(x¯)≥ 0 for all x ∈Rn. (1.3)
The model (1.3) has been introduced in [9] and coined the name VI of the second kind. It is
widely used in the literature dealing with equilibrium models in continuum mechanics cf., e.g., [10]
and the references therein. For the numerical solution of GE (1.2), a number of methods can be used
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ranging from nonsmooth optimization methods (applicable when ∇ f is symmetric) up to a broad
family of splitting methods (usable when H is monotone), cf. [3, Chapter 12]. If GE (1.2) amounts
to stationarity condition for a Nash game, then also a simple coordinate-wise optimization technique
can be used, cf. [12] and [18]. Concerning the Newton type methods, let us mention, for instance,
the possibility to write down GE (1.2) as an equation on a monotone graph, which enables us to apply
the Newton procedure from [20]. Note, however, that the subproblems to be solved in this approach
are typically rather difficult. In other papers the authors reformulate the problem as a (standard)
nonsmooth equation which is then solved by the classical semismooth Newton method, see, e.g.,
[11, 23].
As mentioned above, in this paper we will investigate the numerical solution of GE (1.2) via
the semismooth* Newton method developed in [8]. This method is based on an important property,
which is called semismoothness* and is closely related to the semismoothness property introduced in
[14] and [19]. In contrast to the Newton methods by Josephy the multi-valued part of (1.2) is also
approximated and, differently to some other Newton-type methods, this approximation is provided
by means of the graph of the limiting coderivative of ∂q. To facilitate the computations, we identify
a certain linear structure inside the coderivative of the subdifferential mapping ∂q. In this way the
computation of the Newton direction reduces to the solution of a linear system of equations. To
ensure local superlinear convergence one needs merely metric regularity of the considered GE around
the solution.
The plan of the paper is as follows. After the preliminary Section 2 in which we collect the needed
notions from modern variational analysis, the semismooth* Newton is described and its convergence
is analyzed (Section 3). Thereafter, in Section 4 we develop an implementable version of the method
for the solution of GE (1.2) and show its local superlinear convergence under mild assumptions. Sec-
tion 5 deals with the issue of global convergence. First we suggest a heuristic modification of the
method from the preceding section which exhibits very good convergence properties in the numerical
experiments. Thereafter we show global convergence for a family of hybrid algorithms where, under
monotonicity assumptions, one combines the semismooth* Newton method with various frequently
used splitting methods. The resulting algorithms show better convergence properties than the under-
lying splitting methods themselves. In fact, using this semismooth* hybrid approach we can solve
problems, where the pure splitting methods failed. One possible explanation of this phenomenon
consists in the fact that for the convergence of the semismooth* Newton method one needs merely
the metric regularity and not monotonicity. Finally, the concluding Section 6 is devoted to the pre-
sentation of numerical experiments. It contains a low-dimensional Nash equilibrium which admits
both a monotone as well as a non-monotone variant. To its computation we apply the implementation
developed in Section 4. Thereafter we report about a rather extensive testing of the heuristic and the
hybrid methods by means of a specially constructed family of medium-scale GEs.
The following notations is employed, Bδ (x¯) is the ball around x¯ with radius δ ,
A
x→ x¯ means
convergence within a set A and for a multifunction Φ,gphΦ := {(x,y)|y ∈Φ(x)} stands for its graph.
Finally, ‖(A ...B)‖F signifies the Frobenius norm of the matrix, composed horizontally from the blocks
A,B.
2 Preliminaries
Throughout the whole paper, we will frequently use the following basic notions of modern variational
analysis.
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Definition 2.1. Let A be a closed set in Rn and x¯ ∈ A. Then
(i) TA(x¯) := Limsup
tց0
A−x¯
t
is the tangent (contingent, Bouligand) cone to A at x¯ and
N̂A(x¯) := (TA(x¯))
◦ is the regular (Fre´chet) normal cone to A at x¯.
(ii) NA(x¯) := Limsup
A
x→x¯
N̂A(x) is the limiting (Mordukhovich) normal cone to A at x¯ and, given a
direction d ∈Rn, NA(x¯;d) := Limsup
tց0
d′→d
N̂A(x¯+ td
′) is the directional limiting normal cone to A at
x¯ in direction d.
In this definition ”Limsup” stands for the Painleve´-Kuratowski outer set limit. If A is convex, then
N̂A(x¯) = NA(x¯) amounts to the classical normal cone in the sense of convex analysis and we will write
NA(x¯). By the definition, the limiting normal cone coincides with the directional limiting normal cone
in direction 0, i.e., NA(x¯) = NA(x¯;0), and NA(x¯;d) = /0 whenever d 6∈ TA(x¯).
The above listed cones enable us to describe the local behavior of set-valued maps via various
generalized derivatives. Consider a closed-graph multifunction F : Rn ⇒ Rm and the point (x¯, y¯) ∈
gphF .
Definition 2.2. (i) The multifunction D̂∗F(x¯, y¯) : Rm⇒ Rn, defined by
D̂∗F(x¯, y¯)(v∗) := {u∗ ∈ Rn|(u∗,−v∗) ∈ N̂gphF(x¯, y¯)},v∗ ∈ Rm
is called the regular (Fre´chet) coderivative of F at (x¯, y¯).
(ii) The multifunction D∗F(x¯, y¯) : Rm⇒ Rn, defined by
D∗F(x¯, y¯)(v∗) := {u∗ ∈ Rn|(u∗,−v∗) ∈ NgphF(x¯, y¯)},v∗ ∈ Rm
is called the limiting (Mordukhovich) coderivative of F at (x¯, y¯).
(iii) Given a pair of directions (u,v) ∈ Rn×Rm, the multifunction D∗F((x¯, y¯);(u,v)) : Rn ⇒ Rm,
defined by
D∗F((x¯, y¯);(u,v))(v∗) := {u∗ ∈ Rn|(u∗,−v∗) ∈ NgphF((x¯, y¯);(u,v))},v∗ ∈ Rm
is called the directional limiting coderivative of F at (x¯, y¯) in direction (u,v).
For the properties of the cones TA(x¯), N̂A(x¯) and NA(x¯) from Definition 2.1 and generalized deriva-
tives (i) and (ii) from Definition 2.2 we refer the interested reader to the monographs [21] and [15].
The directional limiting normal cone and coderivative were introduced by the first author in [6] and
various properties of these objects can be found also in [7] and the references therein. Note that
D∗F(x¯, y¯) = D∗F((x¯, y¯);(0,0)) and that domD∗F((x¯, y¯);(u,v)) = /0 whenever v 6∈ DF(x¯, y¯)(u).
Recall that a set-valued mapping F : Rn ⇒ Rm is said to be metrically regular around a point
(x¯, y¯) ∈ gphF , if the graph of F is locally closed at (x¯, y¯), and there is a constant κ ≥ 0 along with
neighborhoods ofU of x¯ and V of y¯ such that
dist(x,F−1(y))≤ κ dist(y,F(x)) for all (x,y) ∈U ×V.
The infimum of κ over all such combinations of κ ,U and V is called the regularity modulus for F at
(x¯, y¯) and denoted by reg F(x¯, y¯). The following statement follows from [21, Theorem 9.43]
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Theorem 2.3. A mapping F : Rn⇒ Rm is metrically regular at (x¯, y¯) ∈ gphF, if and only if gphF is
locally closed at (x¯, y¯) and
0 ∈ D∗F(x¯, y¯)(y∗) ⇒ y∗ = 0. (2.4)
Further, in this case one has
reg F(x¯, y¯) = 1/min{dist(0,D∗F(x¯, y¯)(y∗)) | ‖y∗‖= 1}. (2.5)
In the construction of the announced globally convergent hybrid algorithms we employ the notion
of monotonicity.
Definition 2.4. A mapping F : Rn⇒ Rn is said to be monotone if it has the property that
〈y2− y1,x2− x1〉 ≥ 0 for all (x1,y1),(x2,y2) ∈ gphF.
If, in addition, there is some µ > 0 such that
〈y2− y1,x2− x1〉 ≥ µ‖x2− x1‖2 for all (x1,y1),(x2,y2) ∈ gphF,
the mapping is called strongly monotone.
Recall that a monotone mapping F :Rn⇒Rn is maximal monotone if no enlargement of its graph
is possible in Rn×Rn without destroying monotonicity. Given a maximal monotone mapping F and a
positive real λ , the mapping (I+λF)−1 is called the resolvent of F . It is well known that this mapping
is single-valued and Lipschitz on the whole Rn, see, e.g., [21, Theorem 12.12].
3 On the semismooth* Newton method
In this section we describe the semismooth* Newton method as introduced in [8]. Consider the inclu-
sion
0 ∈ F(x), (3.6)
where F : Rn⇒ Rm is a set-valued mapping with closed graph. The semismoothness* property of F
can be defined as follows.
Definition 3.1. A set-valued mapping F : Rn⇒ Rm is called semismooth∗ at a point (x¯, y¯) ∈ gphF,
if for all (u,v) ∈Rn×Rm we have
〈u∗,u〉= 〈v∗,v〉 ∀(v∗,u∗) ∈ gphD∗F((x¯, y¯);(u,v)). (3.7)
In some situations it is convenient to make use of equivalent characterizations in terms of standard
(regular and limiting) coderivatives, respectively.
Proposition 3.2 ([8, Corollary 3.3]). Let F :Rn⇒Rm and (x¯, y¯)∈ gphF be given. Then the following
three statements are equivalent.
(i) F is semismooth∗ at (x¯, y¯).
(ii) For every ε > 0 there is some δ > 0 such that
|〈x∗,x− x¯〉− 〈y∗,y− y¯〉| ≤ ε‖(x,y)− (x¯, y¯)‖‖(x∗,y∗)‖
∀(x,y) ∈Bδ (x¯, y¯) ∀(y∗,x∗) ∈ gph D̂∗F(x,y). (3.8)
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(iii) For every ε > 0 there is some δ > 0 such that
|〈x∗,x− x¯〉− 〈y∗,y− y¯〉| ≤ ε‖(x,y)− (x¯, y¯)‖‖(x∗,y∗)‖
∀(x,y) ∈Bδ (x¯, y¯) ∀(y∗,x∗) ∈ gphD∗F(x,y). (3.9)
The idea behind the semismooth* Newton method for solving (3.6) is as follows. If F is semismooth∗
at (x¯,0) and we are given some point (x,y)∈ gphF close to (x¯,0), then for every (y∗,x∗)∈ gphD∗F(x,y)
there holds
〈x∗,x− x¯〉= 〈y∗,y−0〉+o(‖(x,y)− (x¯, y¯)‖‖(x∗,y∗)‖)
by the definition of the semismoothness* property. We choose now n pairs (v∗i ,u
∗
i ) ∈ gphD∗F(x,y),
i= 1, . . . ,n, compute a solution ∆x of the system
〈x∗i ,∆x〉=−〈y∗i ,y〉, i= 1, . . . ,n (3.10)
and expect that ‖(x+∆x)− x¯‖= o(‖x− x¯‖.
In order to work out this basic idea, we introduce the following notation. Given (x,y) ∈ gphF , we
denote by A F(x,y) the collection of all pairs of n×n matrices (A,B), such that there are n elements
(y∗i ,x
∗
i ) ∈ gphD∗F(x,y), i= 1, . . . ,n, and the i-th row of A and B are x∗i T and y∗i T , respectively. Thus,
the system (3.10) is of the form
A∆x=−By
with (A,B) ∈A F(x,y). This system should have a unique solution and this leads us to the definition
AregF(x,y) := {(A,B) ∈A F(x,y) | A non-singular}.
The set AregF(x,y) is nonempty if, e.g., the mapping F is strongly metrically regular around (x,y),
cf. [8, Theorem 4.1]. However, strong metric regularity is only a sufficient condition, for the problem
(1.2) we will show below that the weaker assumption of metric regularity is also sufficient.
For the local convergence analysis of the semismooth∗ Newton method, the following result plays
a central role.
Proposition 3.3 ([8, Proposition 4.3]). Assume that the mapping F : Rn ⇒ Rn is semismooth∗ at
(x¯,0) ∈ gphF. Then for every ε > 0 there is some δ > 0 such that for every (x,y) ∈ gphF ∩Bδ (x¯,0)
and every pair (A,B) ∈AregF(x,y) one has
‖(x−A−1By)− x¯‖ ≤ ε‖A−1‖‖(A...B)‖F‖(x,y)− (x¯,0)‖. (3.11)
As a byproduct of this statement we obtain the following corollary which is not directly related
with the semismooth∗ Newton method.
Corollary 3.4. Assume that the mapping F : Rn⇒ Rn is semismooth∗ at (x¯,0) ∈ gphF and assume
that there are positive reals δ¯ and κ¯ such that for every (x,y) ∈ gphF ∩Bδ¯ (x¯,0) there are matrices
(A,B) ∈AregF(x,y) such that
‖A−1‖‖(A...B)‖F ≤ κ .
Then x¯ is an isolated solution of the inclusion 0 ∈ F(x).
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Proof. By contraposition. Assume that x¯ is not an isolated solution and find 0 < δ < δ¯ such that
(3.11) holds with ε = 1/(2κ). Since x¯ is not an isolated solution, there exists another solution x˜ 6= x¯
in Bδ (x¯) and by picking suitable matrices (A,B) ∈AregF(x˜,0) we obtain the contradiction
‖x˜− x¯‖= ‖(x˜−A−1B0)− x¯‖ ≤ 1
2κ
‖A−1‖‖(A ...B)‖F‖(x˜,0)− (x¯,0)‖ ≤ 1
2
‖x˜− x¯‖.
We are now in the position to describe the iteration step of the semismooth∗ Newton method.
Assume we are given some iterate x(k). We cannot expect in general that F(x(k)) 6= /0 or that 0 is close to
F(x(k)), even if x(k) is close to a solution x¯. Thus we perform first some step which yields (xˆ(k), yˆ(k)) ∈
gphF as an approximate projection of (x(k),0) on gphF . Further we require that AregF(xˆ
(k), yˆ(k)) 6= /0
and compute the new iterate as x(k+1) = xˆ(k)−A−1Byˆ(k) for some (A,B)∈AregF(xˆ(k), yˆ(k)). This leads
to the following conceptual algorithm.
Algorithm 1 (semismooth∗ Newton-type method for generalized equations).
1. Choose a starting point x(0), set the iteration counter k := 0.
2. If 0 ∈ F(x(k)), stop the algorithm.
3. Approximation step: Compute
(xˆ(k), yˆ(k)) ∈ gphF
close to (x(k),0) such that AregF(xˆ
(k), yˆ(k)) 6= /0.
4. Newton step: Select
(A,B) ∈AregF(xˆ(k), yˆ(k))
and compute the new iterate
x(k+1) = xˆ(k)−A−1Byˆ(k).
5. Set k := k+1 and go to 2.
Now let us consider convergence properties of Algorithm 1. Given two reals L,κ > 0 and a
solution x¯ of (3.6), we denote
G
L,κ
F,x¯ (x) := {(xˆ, yˆ,A,B) | ‖(xˆ− x¯, yˆ)‖ ≤ L‖x− x¯‖, (A,B) ∈AregF(xˆ, yˆ),‖A−1‖‖(A
...B)‖F ≤ κ}.
Theorem 3.5 ([8, Theorem 4.4]). Assume that F is semismooth∗ at (x¯,0) ∈ gphF and assume that
there are L,κ > 0 such that for every x 6∈ F−1(0) sufficiently close to x¯ we have G L,κF,x¯ (x) 6= /0. Then
there exists some δ > 0 such that for every starting point x(0) ∈Bδ (x¯) Algorithm 1 either stops after
finitely many iterations at a solution or produces a sequence x(k) which converges superlinearly to x¯,
provided we choose in every iteration (xˆ(k), yˆ(k),A,B) ∈ G L,κF,x¯ (x(k)).
According to Theorem 3.5, the outcome (xˆ(k), yˆ(k)) ∈ gphF from the approximation step has to
fulfill the inequality
‖(xˆ(k), yˆ(k))− (x¯,0)‖ ≤ L‖x(k)− x¯‖. (3.12)
It is easy to show that this estimate holds true if
‖(xˆ(k), yˆ(k))− (x(k),0))‖ ≤ β dist((x(k),0),gphF),
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i.e., (xˆ(k), yˆ(k)) is some approximate projection of (x(k),0) on gphF . In fact, it suffices when the de-
viation of (xˆ(k), yˆ(k)) from the exact projection is proportional to the distance dist((x(k),0),gphF). So
the approximation of the projection can be rather crude.
In the computation of matrices A, B needed in the Newton step we will make use of the following
result which is interesting also for its own sake.
Theorem 3.6. Let q : Rn → R¯ be proper convex and lsc. Then for every (x,x∗) ∈ gph∂q there is a
positive semidefinite matrix G with ‖G‖ ≤ 1 such that
rge (I−G,G) := {((I−G)v∗,Gv∗) | v∗ ∈ Rn} ⊂ gphD∗(∂q)(x,x∗). (3.13)
Proof. Consider the Moreau envelope function
e1q(y) := inf
x
(
q(x)+
1
2
‖x− y‖2). (3.14)
By [21, Exercise 12.23], e1q is continuously differentiable on R
n and ∇e1q is a maximal monotone,
single valued mapping, which is Lipschitz continuous with constant 1, and
∇e1q= (I+(∂q)
−1)−1.
Thus
y∗ = ∇e1q(y) ⇔ y ∈ (I+(∂q)−1)(y∗) ⇔ y∗ ∈ ∂q(y− y∗)
and, consequently, (z,z∗) ∈ gph∂q ⇔ z∗ = ∇e1q(z+ z∗). Next, consider an element G from the
B-subdifferential ∇(∇e1q)(x+ x
∗) together with sequences yk → x+ x∗ and Gk → G with Gk =
∇(∇e1q)(yk). From the monotonicity of ∇e1q it follows that Gk is positive semidefinite and hence
so is G as well. Further, by [21, Theorem 13.52], G is symmetric and from the Lipschitz continuity of
∇e1q we deduce that ‖G‖ ≤ 1. Since G belongs to the B-subdifferential of ∇e1q at x+ x∗, we have
(v∗,GTv∗) = (v∗,Gv∗) ∈ D∗(∇e1q)(x+ x∗,x∗) = D∗
(
(I+(∂q)−1)−1
)
(x+ x∗,x∗) ∀v∗ ∈ Rn.
Taking into account some elementary calculus rules for coderivatives, we conclude that
(v∗,Gv∗) ∈ D∗
(
(I+(∂q)−1)−1
)
(x+ x∗,x∗)⇔ (−Gv∗,−v∗) ∈D∗(I+(∂q)−1)(x∗,x+ x∗)
⇔ (−Gv∗,−v∗+Gv∗) ∈D∗(∂q)−1(x∗,x)⇔ (v∗−Gv∗,Gv∗) ∈D∗(∂q)(x,x∗),
and the assertion of the theorem follows.
4 Implementation of the semismooth∗ Newton method
There are a lot of possibilities how to implement the semismooth∗ Newton method. Apart from the
Newton step, which is not uniquely determined by different selections of the coderivatives, there is a
multitude of possibilities how to perform the approximation step. In this section we will construct an
implementable version of the semismooth∗ Newton method for the numerical solution of GE (1.2).
We restrict ourselves to the case where the approximation step is performed by means of the mapping
uγ defined as
uγ (x) := argmin
u
(
1
2
γ‖u‖2+ 〈 f (x),u〉+q(x+u)), (4.15)
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where γ > 0 is some scaling parameter. Note that uγ is clearly single-valued due to the strong convexity
of the objective. The first-order (necessary and sufficient) optimality condition reads as
0 ∈ γuγ(x)+ f (x)+∂q(x+uγ (x)), (4.16)
which can be equivalently written as
γx− f (x) ∈ (γI+∂q)(x+uγ (x)).
Let us premultiply this inclusion by λ := 1/γ . One obtains that
x−λ f (x) ∈ (I+λ∂q)(x+uγ (x)),
which yields the equality
x+uγ(x) = (I+λ∂q)
−1(x−λ f (x)), (4.17)
because the resolvent (I+λ∂q)−1 is single-valued due the maximal monotonicity of ∂q. Since this
resolvent is also nonexpansive, cf. [21, Theorem 12.12], for arbitrary two points x,x′ ∈ Rn we obtain
the bounds
‖(x+uγ (x))− (x′+uγ(x′)‖ ≤ ‖(x− x′)−λ ( f (x)− f (x′))‖ ≤ ‖x− x′‖+ 1
γ
‖ f (x)− f (x′)‖ (4.18)
‖uγ (x)−uγ (x′)‖ ≤ 2‖x− x′‖+ 1
γ
‖ f (x)− f (x′)‖. (4.19)
They will be used in the estimates below.
Remark 4.1. Equation (4.17) tells us, that x+ uγ(x) is the outcome of one step of the so-called
forward-backward splitting method, see, e.g., [13].
Our approach is based on an equivalent reformulation of (1.2) in form of the GE
0 ∈F (x,d) :=
(
f (x)+∂q(d)
x−d
)
(4.20)
in variables (x,d) ∈Rn×Rn. Clearly, x¯ is a solution of (1.2) if and only if (x¯, x¯) is a solution of (4.20).
Further, it is easy to see that F is semismooth∗ at ((x¯, x¯),(0,0)) if and only if ∂q is semismooth∗ at
(x¯,− f (x¯)).
We start with the description of the approximation step. Given (x(k),d(k)) and a scaling parameter
γ(k), we compute u(k) := uγ(k)(x
(k)) and set
xˆ(k) = x(k), dˆ(k) = x(k)+u(k) and yˆ(k) = (yˆ
(k)
1 , yˆ
(k)
2 ) = (−γ(k)u(k),u(k)). (4.21)
We observe that
((xˆ(k), dˆ(k)),(yˆ
(k)
1 , yˆ
(k)
2 )) ∈ gphF ,
which follows immediately from the first-order optimality condition (4.16). Note that the outcome of
the approximation step does not depend on the auxiliary variable d(k). In order to apply Theorem 3.5,
we shall show the existence of a real L> 0 such that the estimate
‖((xˆ(k)− x¯, dˆ(k)− x¯), yˆ(k)‖ ≤ L‖(x(k)− x¯,d(k)− x¯)‖, (4.22)
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corresponding to (3.12), holds for all (x(k),d(k)) with x(k) close to x¯. We observe that the left-hand
side of (4.22) amounts to
‖((xˆ(k)− x¯, xˆ(k)+u(k)− x¯),(−γ(k)u(k),u(k))‖ ≤ ‖(xˆ(k)− x¯, xˆ(k)− x¯,0,0)‖+‖(0,u(k),−γ(k)u(k),u(k))‖
≤ 2‖xˆ(k)− x¯‖+(2+ γ(k))‖u(k)‖. (4.23)
Since uγ(k)(x¯) = 0, we obtain from (4.19) the bounds
‖dˆ(k)− x¯‖ ≤ ‖x(k)− x¯‖+ 1
γ(k)
‖ f (x(k))− f (x¯)‖ (4.24)
‖u(k)‖ ≤ 2‖x(k)− x¯‖+ 1
γ(k)
‖ f (x(k))− f (x¯)‖. (4.25)
The latter estimate, together with (4.23), imply
‖((xˆ(k)− x¯, dˆ(k)− x¯), yˆ(k)‖ ≤
(
2+(2+ γ(k))
(
2+
l
γ(k)
))‖x(k)− x¯‖
≤
(
2+(2+ γ(k))
(
2+
l
γ(k)
))‖(x(k)− x¯,d(k)− x¯)‖, (4.26)
where l is the Lipschitz constant of f on a neighborhood of x¯. Thus the desired inequality (4.22)
holds, as long as γ(k) remains bounded and bounded away from 0.
Let us now consider the Newton step. By calculus of coderivatives we have for any s,s∗ ∈ Rn the
equality
D∗F ((xˆ(k), dˆ(k)), yˆ(k))
(
s
s∗
)
=
(
∇ f (xˆ(k))T s+ s∗
D∗(∂q)(dˆ(k), dˆ∗(k))(s)− s∗
)
,
where dˆ∗(k) := yˆ(k)1 − f (xˆ(k))∈ ∂q(dˆ(k)). Assume that, according to Theorem 3.6, we have a symmetric,
positive definite matrix G(k) satisfying ‖G(k)‖ ≤ 1 and
rge (I−G(k),G(k))⊆ gphD∗(∂q)(dˆk, dˆ∗(k)) (4.27)
at our disposal. We now choose
v∗i :=
(
(I−G(k))ei
0
)
, u∗i =
(
∇ f (xˆ(k))T (I−G(k))ei
G(k)ei
)
, i= 1, . . . ,n,
v∗i :=
(
0
ei−n
)
, u∗i =
(
ei−n
−ei−n
)
, i= n+1, . . . ,2n,
so that (A,B) ∈A F ((xˆ(k), dˆ(k)), yˆ(k)), where
A=
(
(I−G(k))∇ f (xˆ(k)) G(k)
I −I
)
, B=
(
I−G(k)) 0
0 I
)
. (4.28)
Elementary calculations show that
A−1 =
(
C−1 G(k)C−1
C−1 −(I−G(k))∇ f (xˆ(k))C−1
)
,
provided the matrix C := (I−G(k))∇ f (xˆ(k))+G(k) is nonsingular. In this case, since G(k) is positive
semidefinite and ‖G(k)‖ ≤ 1, the matrices A,B given by (4.28) fulfill a bound of the form
‖A−1‖‖(A...B)‖F ≤ ‖
(
(I−G(k))∇ f (xˆ(k))+G(k))−1‖(C1+C2‖∇ f (xˆ(k))‖)2 (4.29)
with constants C1,C2 > 0.
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Proposition 4.2. Assume that
0 ∈ ∇ f (xˆ(k))T s+D∗(∂q)(dˆk, dˆ∗(k))(s) ⇒ s= 0 (4.30)
Then (I−G(k))∇ f (xˆ(k))+G(k) is non-singular and
‖((I−G(k))∇ f (xˆ(k))+G(k))−1‖ ≤ 1+ 1
µ
‖∇ f (xˆ(k))− I‖,
where
µ = min
‖s‖=1
dist(0,∇ f (xˆ(k))T s+D∗(∂q)(dˆk, dˆ∗(k))(s)). (4.31)
Proof. By the definition of µ we have for every u ∈Rn the estimate
‖∇ f (xˆ(k))T (I−G(k))u+G(k)u‖ ≥ dist(0,∇ f (xˆ(k))T (I−G(k))u+D∗(∂q)(dˆk, dˆ∗(k))((I−G(k))u))
≥ µ‖(I−G(k))u‖
implying
‖∇ f (xˆ(k))T (I−G(k))u+G(k)u‖ ≥ µ
µ +‖∇ f (xˆ(k))− I‖‖u‖
whenever ‖u‖ ≤ ‖(I−G(k))u‖(µ + ‖∇ f (xˆ(k))− I‖). On the other hand, if ‖u‖ > ‖(I−G(k))u‖(µ +
‖∇ f (xˆ(k))− I‖), then
‖∇ f (xˆ(k))T (I−G(k))u+G(k)u‖= ‖u+(∇ f (xˆ(k))T − I)(I−G(k))u‖
≥ ‖u‖−‖∇ f (xˆ(k))T − I‖‖(I−G(k))u‖ > ‖u‖− ‖∇ f (xˆ
(k))T − I‖
µ +‖∇ f (xˆ(k))− I‖‖u‖
=
µ
µ +‖∇ f (xˆ(k))− I‖‖u‖,
where we have taken into account that ‖∇ f (xˆ(k))T − I‖= ‖∇ f (xˆ(k))− I‖. Hence,
‖(∇ f (xˆ(k))T (I−G(k))+G(k))u‖ ≥ µ
µ +‖∇ f (xˆ(k))− I‖‖u‖ ∀u
and
‖((I−G(k))∇ f (xˆ(k))+G(k))−1‖= ‖(∇ f (xˆ(k))T (I−G(k))+G(k))−1‖ ≤ µ +‖∇ f (xˆ
(k))− I)‖
µ
follows.
In order to actually perform the Newton step, we denote by (∆x(k),∆d(k)) the solution of the linear
system
A
(
∆x
∆d
)
=
(
(I−G(k))∇ f (xˆ(k)) G(k)
I −I
)(
∆x
∆d
)
=−Byˆ(k) =
(
γ(k)(I−G(k))u(k)
u(k)
)
and set x(k+1) := xˆ(k)+∆x(k). Note that the variable ∆d can be easily eliminated from the system above
yielding
((I−G(k))∇ f (xˆ(k))+G(k))∆x(k) = (γ(k)(I−G(k))+G(k))u(k),
x(k+1) = d(k+1) = x(k)+∆x(k).
(4.32)
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We now present sufficient conditions for the fulfilment of condition (4.30). Note that by Theorem
2.3, condition (4.30) is fulfilled if and only if the mapping Hu(k) : R
n
⇒ R
n, defined by Hu(k)(x) :=
f (x)+∂q(x+u(k)), is metrically regular around (x(k), yˆ
(k)
1 ).
Lemma 4.3. Assume that H is metrically regular around (x¯,0) ∈ gphH and let two positive real
numbers γ ≤ γ¯ be given. Then for every κ ′ > reg H(x¯,0) there exists some positive radius ρ ′ such that
for every x(k) ∈Bρ ′(x¯) and every γ(k) ∈ [γ , γ¯ ] one has
dist(0,∇ f (xˆ(k))T s+D∗(∂q)(dˆ(k), dˆ∗(k))(s))≥
( 1
κ ′
−‖∇ f (xˆ(k))−∇ f (dˆ(k))‖
)
‖s‖ ≥ 1
2κ ′
‖s‖ ∀s
and consequently
‖((I−G(k))∇ f (xˆ(k))+G(k))−1‖ ≤ 1+2κ ′‖∇ f (xˆ(k))− I‖
and
‖∆x(k)‖ ≤
(
1+2κ ′‖∇ f (xˆ(k))− I‖
)
max{1,γ(k)}‖u(k)‖.
Proof. Let κ ′ > reg H(x¯,0) be arbitrarily fixed. We can find a positive radius ρ > 0 such that
dist(x,H−1(y))≤ κ ′dist(y,H(x)) ∀(x,y) ∈Bρ(x¯)×Bρ(0).
Hence, by Theorem 2.3, for every (x,y) ∈ gphH ∩ (intBρ(x¯)× intBρ(0)) we have
dist(0,∇ f (x)T s+D∗(∂q)(x,y− f (x))(s)) ≥ 1
κ ′
‖s‖ ∀s.
We can choose ρ small enough such that
‖∇ f (x)−∇ f (d)‖ ≤ 1
2κ ′
∀x,d ∈Bρ(x¯).
Let l denote the Lipschitz constant of f on Bρ(x¯) and choose ρ
′ > 0 such that
(γ + l)(2+
l
γ
)ρ ′ < ρ , (1+
l
γ
)ρ ′ < ρ ∀γ ∈ [γ , γ¯ ].
Consider (x(k),d(k)) ∈Bρ ′(x¯)×Rn and γ(k) ∈ [γ , γ¯ ]. By (4.24) we have ‖dˆ(k)− x¯‖ ≤ (1+ lγ(k) )ρ ′ < ρ .
Further, f (dˆ(k))+ dˆ∗(k) = f (dˆ(k))− γ(k)u(k)− f (xˆ(k)) ∈ H(dˆ(k)) and
‖ f (dˆ(k))+ dˆ∗(k)‖ ≤ (l+ γ(k))‖u(k)‖ ≤ (l+ γ(k))(2+ l
γ(k)
)ρ ′ < ρ ,
where we have used (4.25). Thus
dist(0,∇ f (dˆ(k))T s+D∗(∂q)(dˆ(k), dˆ∗(k))(s)) ≥ 1
κ ′
‖s‖ ∀s
implying
dist(0,∇ f (xˆ(k))T s+D∗(∂q)(dˆ(k), dˆ∗(k))(s)) ≥
( 1
κ ′
−‖∇ f (xˆ(k))−∇ f (dˆ(k))‖
)
‖s‖ ≥ 1
2κ ′
‖s‖ ∀s.
Hence we can apply Proposition 4.2 to obtain
‖((I−G(k))∇ f (xˆ(k))+G(k))−1‖ ≤ 1+2κ ′‖∇ f (xˆ(k))− I‖.
The estimate for ‖∆x(k)‖ follows from (4.32) by taking into account that ‖(γ(k)(I−G(k))+G(k))u(k)‖≤
max{1,γ(k)}‖u(k)‖ because G(k) is symmetric and positive semidefinite with ‖G(k)‖ ≤ 1.
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Under an additional condition we can give an estimate for the constant µ defined by (4.31) and
for the length of the Newton direction ‖∆x(k)‖.
Lemma 4.4. Assume that f is monotone. Given x ∈ Rn and d ∈ dom∂q, consider the numbers
µ f (x) :=min{〈∇ f (x)u,u〉 | ‖u‖= 1}, (4.33)
µq(d) := lim
ρ↓0
inf{〈d
∗
1 −d∗2 ,d1−d2〉
‖d1−d2‖2 | di ∈Bρ(d),(di,d
∗
i ) ∈ gph∂q, i= 1,2,d1 6= d2}. (4.34)
Then for every d∗ ∈ ∂q(d) we have
min
‖s‖=1
dist(0,∇ f (x)T s+D∗(∂q)(d,d∗)(s)) ≥ µ f (x)+µq(d).
Proof. If µ f (x)+µq(d) = 0 the assertion trivially holds true. Hence we may assume µ f (x)+µq(d)>
0. Consider 0< ε < µ f +µq and pick some ρ > 0 such that
inf
x′∈Bρ (x)
min{〈∇ f (x′)u,u〉 | ‖u‖= 1} ≥ µ f (x)− ε
2
,
inf{〈d
∗
1 −d∗2 ,d1−d2〉
‖d1−d2‖2 | di ∈Bρ(d),(di,d
∗
i ) ∈ gph∂q, i= 1,2, d1 6= d2} ≥ µq(d)−
ε
2
.
Utilizing [21, Exercise 12.45] we see that the mapping H
ρ
d−x : R
n
⇒ R
n, defined by H
ρ
d−x(x
′) :=
f (x′)+ ∂q(x′+(d− x))+NBρ (x)(x′) is maximally monotone. Further, by construction the mapping
H
ρ
d−x is strongly monotone with constant µ f (x)+µg(d)− ε and therefore its inverse is single valued
and Lipschitzian on Rn with constant 1/(µ f (x)+µg(d)− ε). But this implies that Hρd−x is (strongly)
metrically regular around every point (x′,x′∗) of its graph and by [21, Theorem 9.43] we obtain
min
‖s‖=1
dist(0,D∗Hρd−x(x
′,x′∗)(s))≥ µ f (x)+µg(d)− ε .
Taking into account that NBρ(x)(x) = {0}, for every d∗ ∈ ∂q(d) we have D∗Hρd−x(x, f (x)+ d∗)(s) =
∇ f (x)T s+D∗(∂q)(d,d∗)(s) and since we can choose ε > 0 arbitrarily small, the assertion follows.
Corollary 4.5. Assume that f is monotone and assume that either f or ∂q is strongly monotone. Then
for every iterate x(k) ∈ Rn and every scaling parameter γ(k) > 0 the new iterate x(k+1) given by (4.21)
and (4.32) is well defined. Moreover,
‖∆x(k)‖ ≤
(
1+
1
µ f +µq
‖∇ f (xˆ(k))− I‖
)
max{1,γ(k)}‖u(k)‖,
where µ f := infx∈Rn µ f (x), µq := infd∈dom∂q µq(d).
Proof. Note that µ f = infx1 6=x2
〈 f (x1)− f (x2),x1−x2〉
‖x1−x2‖2 and
µq ≥ inf{〈d
∗
1 −d∗2 ,d1−d2〉
‖d1−d2‖2 | (di,d
∗
i ) ∈ gph∂q, i= 1,2, d1 6= d2}.
Thus µ f +µq > 0 and the assertion follows from Lemma 4.4, Proposition 4.2 and formula (4.32)
12
We now prove locally superlinear convergence of the semismooth∗ Newton method. We restrict
ourselves to the special case when γ(k) is constant.
Theorem 4.6. Assume that the mapping H = f +∂q is metrically regular at (x¯,0)∈ gphH and assume
that ∂q is semismooth∗ at (x¯,− f (x¯)). Then for every positive number γ there exists a neighborhood
U of x¯ such that for every starting point x(0) ∈U the semismooth∗ Newton method of Algorithm 1 with
γ(k) = γ for all k, with approximation step (4.21) and with Newton step given by (4.32), converges
superlinearly to x¯.
Proof. Fix κ ′ > reg H(x¯,0), set γ = γ¯ = γ and determine ρ ′ > 0 according to Lemma 4.3. Denoting
by l the Lipschitz constant of f on Bρ ′(x¯) and taking into account (4.26) and (4.29), we can conclude
that
G
L,κ
F ,(x¯,x¯)(x,d) 6= /0 ∀(x,d) ∈Bρ ′(x¯)×Rn,
where L := 2+(2+ γ)
(
2+ lγ
)
and κ = (1+ 2κ ′(l+ 1))(C1 +C2l)2. Since we choose in every step
((xˆ(k), dˆ(k)), yˆ(k),A,B) ∈ G L,κ
F ,(x¯,x¯)(x
(k),d(k)), the assertion follows from Theorem 3.5.
5 Globalization
In the last section we showed locally superlinear convergence of our implementation of the semis-
mooth* Newton method. However, we do not only want fast local convergence but also convergence
from arbitrary starting points. To this end we consider a non-monotone line-search heuristic as well
as hybrid approaches which combine this heuristic with some globally convergent method like the
forward-backward (FB) splitting method, the Douglas-Rachford (DR) splitting method and some hy-
perplane projection method, respectively, in order to ensure global convergence.
To perform the line search we need some merit function. Similar to the damped Newton method
for solving smooth equations, we use some kind of residual. Here we define the residual by means of
the approximation step, i.e., given x and γ > 0, we use
rγ(x) := ‖(−γuγ(x),uγ (x))‖ =
√
1+ γ2‖uγ (x)‖ (5.35)
as motivated by (4.21).
5.1 A non-monotone line-search heuristic
In general, we replace the full Newton step 4. in Algorithm 1 by a damped step of the form
xk+1 = xˆ(k)+α(k)△x(k) with△x(k) :=−A−1Byˆ(k),
where α(k) ∈ (0,1] is chosen such that the line search condition
rγ(k)(xˆ
(k)+α(k)s(k))≤ (1+δ (k)−µα(k))rγ(k)(xˆ(k)) (5.36)
is fulfilled, where µ ∈ (0,1) and δ (k) is a given sequence of positive numbers converging to 0.
Obviously, the step size α(k) exists since the residual function rγ(x) is continuous. However, it is
not guaranteed that the residual is decreasing, i.e., that rγ(k)(x
(k+1))< rγ(k)(xˆ
(k)).
The computation of α(k) can be done in the usual way, e.g., we can choose the first element of
a sequence (β j), which has β0 = 1 and converges monotonically to zero, such that the line search
condition (5.36) is fulfilled.
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Algorithm 2 (Globalized semismooth∗ Newton heuristic for VI of the second kind).
Input: starting point x(0), line search parameter 0 < ν < 1, a sequence δ (k) ↓ 0, a sequence β j ↓ 0
with β0 = 1 and a stopping tolerance εtol > 0.
1. Choose γ(0) and set the iteration counter k := 0.
2. If rγ(k)(x
(k))≤ εtol , stop the algorithm.
3. Compute G(k) fulfilling (4.27) and the Newton direction ∆x(k) by solving (4.32).
4. Determine the step size α(k) as the first element from the sequence β j satisfying
rγ(k)(x
(k)+β j∆x
(k))≤ (1+δ (k)−νβ j)rγ(k)(x(k)).
5. Set x(k+1) = x(k)+α(k)∆x(k) and update γ(k+1).
6. Increase the iteration counter k := k+1 and go to Step 2.
Note that every evaluation of the residual function rγ(x) requires the computation of uγ(x), i.e.,
essentially one step of the FB splitting method. For γ(k) we suggest a choice γ(k) ≈ ‖∇ f (x(k)‖. Since
the spectral norm ‖∇ f (x(k)‖ is difficult to compute, we use an easy computable norm instead, e.g., the
maximum absolute column sum norm ‖∇ f (x(k))‖1.
Algorithm 2 is a heuristic and we are not able to show convergence properties. Nevertheless it
showed good convergence properties in practice and therefore we incorporate its principles in other
algorithms to improve their performance.
5.2 Globally convergent hybrid approaches
In this subsection we suggest a combination of the semismooth∗ Newton method with some exist-
ing globally convergent method which exhibits both global convergence and local superlinear con-
vergence. Assume that the used globally convergent method is formally given by some mapping
T : Rn → Rn, which computes from some iterate x(k) the next iterate by
x(k+1) = T (x(k)).
Of course, T must depend on the problem (1.2) which we want to solve and will presumably depend
also on some additional parameters which control the behavior of the method. In our notation we
neglect to a large extent these dependencies.
Consider the following well-known examples for such a mapping T .
1. For the forward-backward splitting method, the mapping T is given by
T
FB
λ (x) = (I+λ∂q)
−1(I−λ f )(x), (5.37)
where λ > 0 is a suitable prarameter. Note that T FBλ (x) = x+u1/λ (x).
2. For the Douglas-Rachford splitting method we have
T
DR
λ (x) = (I+λ f )
−1
(
(I+λ∂q)−1(I−λ f )+λ f
)
(x) = (I+λ f )−1(T FBλ +λ f )(x), (5.38)
where λ > 0 is again some parameter.
3. A third method is given by the hybrid projection-proximal point algorithm due to Solodov and
Svaiter [22]. Let x and γ > 0 be given and consider xˆ = T FB
1/γ (x), i.e. xˆ− x = uγ (x). Then
0 ∈ γ(xˆ− x)+ f (x)+∂q(xˆ) and consequently
0 ∈ v+ γ(xˆ− x)+ ( f (x)− f (xˆ)), (5.39)
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where v := −γ(xˆ− x) + f (xˆ)− f (x) ∈ H(xˆ). Then, in the hybrid projection-proximal point
algorithm the mapping T is given by the projection of x on the hyperplane {z | 〈v,z− xˆ〉= 0},
i.e.,
T
PM
γ (x) = x−
〈v, xˆ− x〉
‖v‖2 v. (5.40)
Algorithm 3 (Globally convergent hybrid semismooth∗ Newton method for VI of the second kind).
Input: A method for solving (1.2) given by the iteration operator T : Rn → Rn, a starting point x(0),
line search parameter 0< ν < 1, a sequence δ (k) ∈ (0,1), a sequence β j ↓ 0 with β0 = 1 and a stop-
ping tolerance εtol > 0.
1. Choose γ(0), set r
(0)
N := rγ(0)(x
(0)) and set the counters k := 0, l := 0.
2. If rγ(k)(x
(k))≤ εtol stop the algorithm.
3. Compute G(k) fulfilling (4.27) and the Newton direction ∆x(k) by solving (4.32). Try to determine
the step size α(k) as the first element from the sequence β j satisfying β j > δ
(l) and
rγ(k)(x
(k)+β j∆x
(k))≤ (1−νβ j)r(l)N .
4. If both ∆x(k) and α(k) exist, set x(k+1) = x(k)+α(k)∆x(k), r
(l+1)
N = rγ(k)(x
(k+1)) and increase l := l+1.
5. Otherwise, if the Newton direction ∆x(k) or the step length α(k) does not exist, compute x(k+1) =
T (x(k)).
6. Update γ(k+1) and increase the iteration counter k := k+1 and go to Step 2.
Recall that the Newton direction ∆x(k) exists, whenever condition (4.30) is fulfilled. In particular, by
Corollary 4.5 this holds if f is monotone and either f or ∂q is strongly monotone.
In what follows we denote by kl the subsequence of iterations where the new iterate x
k+1 is com-
puted in the damped Newton Step 4, i.e.,
x(kl ) = x(kl−1)+α(kl−1)∆x(kl−1), r(l)N = rγ(kl−1)(x
(kl)).
Theorem 5.1. Assume that the GE (1.2) has at least one solution and assume that the solution method
given by the iteration mapping T :Rn→Rn has the property that for every starting point y(0) ∈Rn the
sequence y(k), given by the recursion y(k+1) = T (y(k)), has at least one accumulation point which is
a solution to the GE (1.2). Then for every starting point x(0) the sequence x(k) produced by Algorithm
3 with εtol = 0 and ∑
∞
k=0 δ
(k) = ∞ has the following properties.
1. If the Newton iterate is accepted only finitely many times in step 4, then the sequence x(k) has
at least one accumulation point which solves (1.2). Further, if the sequence γ(k) is bounded and
bounded away from 0, for every accumulation point x¯ of the sequence x(k) which is a solution
to (1.2), the mapping H is not metrically regular around (x¯,0).
2. If the Newton step is accepted infinitely many times in step 4, then every accumulation point of
the subsequence x(kl ) is a solution to (1.2).
3. If there exists an accumulation point x¯ of the sequence x(k) which solves (1.2) and where the
mapping H is metrically regular and semismooth∗ at (x¯,0), then the sequence x(k) converges
superlinearly to x¯ and the Newton step in step 4 is accepted with step length α(k) = 1 for all k
sufficiently large, provided the sequence γ(k) satisfies
0< γ ≤ γ(k) ≤ γ¯ ∀k (5.41)
for some positive reals γ , γ¯ .
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Proof. The first statement is an immediate consequence of our assumption on T and the third as-
sertion. In order to show the second statement, observe that the sequence r
(l)
N satisfies r
(l+1)
N ≤
(1−νδ (l))r(l)N implying
lim
l→∞
ln(r
(l+1)
N )− ln(r(0)N )≤ lim
l→∞
l
∑
i=0
ln(1−νδ (i))≤− lim
l→∞
l
∑
i=0
νδ (i) =−∞.
Thus liml→∞ r
(l)
N = liml→∞
√
1+ γ(kl−1)2‖uγ(kl−1)(x(kl ))‖= 0 and we can conclude that
lim
l→∞
‖uγ(kl−1)(x(kl ))‖= lim
l→∞
γ(kl−1)‖uγ(kl−1)(x(kl))‖= 0.
Together with the inclusion
0 ∈ γ(kl−1)uγ(kl−1)(x(kl ))+ f (x(kl))+∂q(x(kl)+uγ(kl−1)(x(kl))),
the continuity of f and the closedness of gph∂q, it follows that 0 ∈ f (x¯) + ∂q(x¯) holds for every
accumulation point x¯ of the subsequence x(kl). This shows our second assertion.
Finally, assume that x¯ is an accumulation point of the sequence x(k) such that 0 ∈ H(x¯) and
H is both metrically regular and semismooth∗ at (x¯,0) and assume that (5.41) holds. Fixing κ ′ >
reg H(x¯,0), by Lemma 4.3 we can find a positive radius ρ ′ > 0 such that for all (x(k),d(k)) ∈Bρ ′(x¯)×
R
n the Newton direction ∆x(k) exists and the matrices A,B given by (4.28) fulfill by virtue of (4.29)
the inequality
‖A−1‖‖(A...B)‖F ≤ (1+2κ ′(l+1))(C1+C2‖∇ f (xˆ(k))‖)2 ≤ (1+2κ ′(l+1))(C1+C2l)2,
where l denotes the Lipschitz constant of f in Bρ ′(x¯). By Corollary 3.4 the solution x¯ is isolated and
we can choose ρ ′ possibly smaller such that dist(x,H−1(0)) = ‖x− x¯‖ ∀x ∈Bρ ′(x¯).
By Proposition 3.3 together with the first equation in (4.26), for every ε > 0 there is some δ > 0
such that
‖x(k)+∆x(k)− x¯‖ ≤ ‖
(
xˆ(k)+∆x(k)− x¯
dˆ(k)+∆d(k)− x¯
)
‖ ≤ ε‖A−1‖‖(A...B)‖F‖(xˆ(k)− x¯, dˆ(k)− x¯, yˆ(k)1 , yˆ(k)2 )‖
≤ ε(1+2κ ′(l+1))(C1+C2l)2
(
2+(2+ γ(k))
(
2+
l
γ(k)
))‖x(k)− x¯‖ (5.42)
whenever x(k) ∈Bδ (x¯). In particular, we can find some 0< δ¯ < ρ ′/(1+ lγ ) such that
‖x(k)+∆x(k)− x¯‖ ≤ 1−ν
(2+ lγ )
(
1+κ ′(γ¯ + l)
)‖x(k)− x¯‖< 1
2
‖x(k)− x¯‖
whenever x(k) ∈Bδ¯ (x¯). We now claim that for every iterate x(k) ∈Bδ¯ (x¯) the Newton step with step
size α(k) = 1 is accepted. Indeed, consider x(k) ∈Bδ¯ (x¯). Then, by (4.24) we obtain
‖x(k)+u(k)− x¯‖= ‖dˆ(k)− x¯‖ ≤ (1+ l
γ
)‖x(k)− x¯‖< ρ ′
and by the definition of u(k) we have
−γ(k)u(k)+ f (x(k)+u(k))− f (x(k)) ∈ H(x(k)+u(k)).
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Due to metric regularity we conclude
dist(x(k)+u(k),H−1(0)) = ‖x(k)+u(k)− x¯‖ ≤ κ ′dist(0,H(x(k)+u(k)))
≤ κ ′‖− γ(k)u(k)+ f (x(k)+u(k))− f (x(k))‖ ≤ κ ′(γ¯ + l)‖u(k)‖
implying
‖x(k)− x¯‖ ≤ (1+κ ′(γ¯ + l))‖u(k)‖.
Since uγ(k)(x¯) = 0, we obtain from (4.19)
‖uγ(k)(x(k)+∆x(k))‖ ≤
(
2+
l
γ
)‖x(k)+∆x(k)− x¯‖ ≤ 1−ν(
1+κ ′(γ¯ + l)
)‖x(k)− x¯‖ ≤ (1−ν)‖u(k)‖
= (1−ν)‖uγ(k)(x(k))‖
showing
rγ(k)(x
(k)+∆x(k))=
√
1+ γ(k)
2‖uγ(k)(x(k)+∆x(k))‖≤ (1−ν)
√
1+ γ(k)
2‖uγ(k)(x(k))‖=(1−ν)rγ(k)(x(k)).
From this we conclude that the step size α(k) = 1 is accepted and thus our claim holds true. Now let
k¯ denote the first index such that x(k¯) enters the ball Bδ¯ . Then for all k ≥ k¯ we have
x(k+1) = x(k)+∆x(k), ‖x(k+1)− x¯‖ ≤ 1
2
‖x(k)− x¯‖
establishing convergence of the sequence x(k) to x¯. The superlinear speed of convergence is a conse-
quence of (5.42).
In the following subsections we discuss some implementation details and alternatives for the three
different mappings T introduced at the beginning of this section.
5.2.1 Douglas-Rachford splitting method
In order that T DRλ meets the assumptions of Theorem 5.1 it is sufficient that f is monotone, see, e.g.,
[13, Corollary 2]. We now discuss a variant of Algorithm 3 which seems to be slightly more efficient.
Consider the sequences x(k) and v(k) generated by
x(k+1) = T DRλ (x
(k)), v(k) = (I+λ f )(x(k)).
Then it is well known, see, e.g., [13], that v(k+1) = Gλ (v
(k)), where
Gλ (v) :=
(
Jλ∂q
(
2Jλf − I
)
+ I− Jλf
)
(v)
with resolvents Jλ∂q := (I+λ∂q)
−1, Jλf := (I+λ f )
−1. From (5.38) we obtain
v(k+1) = T FBλ (x
(k))+λ f (x(k)) = x(k)+u 1
λ
(x(k))+λ f (x(k)) = v(k)+u 1
λ
(x(k)) (5.43)
17
implying u 1
λ
(x(k)) = v(k+1)− v(k). Thus, u 1
λ
(x(k+1)) = v(k+2)− v(k+1) = Gλ (v(k+1))−Gλ (v(k)) and by
[13, relation (17)] we obtain
‖u 1
λ
(x(k+1))‖2 = ‖Gλ (v(k+1))−Gλ (v(k))‖2
≤ 〈Gλ (v(k+1))−Gλ (v(k)),v(k+1)− v(k)〉
− 〈(I− Jλf )(v(k+1))− (I− Jλf )(v(k)),Jλf (v(k+1))− Jλf (v(k))〉
= 〈u 1
λ
(x(k+1)),u 1
λ
(x(k))〉−λ 〈 f (x(k+1))− f (x(k)),x(k+1)− x(k)〉. (5.44)
For the following analysis we require that f is even strongly monotone, i.e.,
µ f := inf
x1 6=x2
〈 f (x1)− f (x2),x1− x2〉
‖x1− x2‖2 > 0. (5.45)
Recall that µ f = infx∈Rn µ f (x) with µ f (x) given by (4.33). Then we obtain from (5.44) that
‖u 1
λ
(x(k+1))‖2 ≤ ‖u 1
λ
(x(k+1))‖‖u 1
λ
(x(k+1))‖−µ f ‖x(k+1)− x(k)‖2
and thus ‖u 1
λ
(x(k+1))‖ < ‖u 1
λ
(x(k))‖, i.e., the residual r 1
λ
(x(k)) is strictly decreasing. The basic idea
is now, to perform alternately a step of the Douglas-Rachford splitting method with parameter λ = 1γ
and then a semismooth∗ Newton step with line search with parameter γ , where in the line search we
possibly sacrifice a part of the reduction in the residual gained in the Douglas-Rachford splitting step.
This procedure is mainly motivated by the excellent performance of the non-monotone line search
heuristic of Algorithm 2, where we now have a possibility to control the increment in the residual in
order to guarantee convergence.
Algorithm 4 (Globally convergent hybrid semismooth∗ Newton - Douglas Rachford method for VI
of the second kind).
Input: A starting point x(0), a parameter γ > 0, line search parameters 0 < ν < 1, 0 < ξ < 1, a se-
quence β j ↓ 0 with β0 = 1 and a stopping tolerance εtol > 0.
1. Compute u(0) := uγ(x
(0)) and set the counter k := 0.
2. If rγ(x
(2k))≤ εtol , stop the algorithm.
3. Compute x2k+1 = T DR
1/γ (x
(2k)) and u(2k+1) := uγ(x
(2k+1)).
4. Compute G(2k+1) fulfilling (4.27) and the Newton direction ∆x(2k+1) by solving (4.32). Determine
the step size α(2k+1) as the first element from the sequence β j satisfying
‖uγ(x(2k+1)+β j∆x(2k+1))‖ ≤ (1−νβ j)
(
ξ‖u(2k)‖+(1−ξ )‖u(2k+1)‖).
5. Set x(2k+2) = x(2k+1)+α(2k+1)∆x(2k+1) and u(2k+2) := uγ(x
(2k+2)).
6. Increase the counter k := k+1 and go to Step 2.
Theorem 5.2. If f is strongly monotone then Algorithm 4 is well defined. If, in addition, f is Lip-
schitzian on the set S(0) := {x | ‖uγ (x)‖ ≤ ‖uγ (x(0))‖}, then the sequence u(2k) converges at least
Q-linearly to 0 and the sequence x( j) converges at least R-linearly to the unique solution x¯ of (1.2). If
H is semismooth∗ at (x¯,0), then convergence of the sequence x(2k) is Q-superlinear.
Proof. Since f is strongly monotone, for every k the Newton direction ∆x(2k+1) is well defined by
Corollary 4.5. Further, from (5.44) it follows that ‖u(2k+1‖< ‖u(2k)‖ implying ‖u(2k+1)‖< ξ‖u(2k)‖+
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(1−ξ )‖u(2k+1)‖< ‖u(2k‖. Since the function φ (2k+1)(α) := ‖uγ(x(2k+1)+α∆x(2k+1))‖ is continuous
by virtue of (4.19) and φ (2k+1)(0) = ‖u(2k+1)‖, we conclude that φ (2k+1)(α) < (1− να)(ξ‖u(2k)‖+
(1−ξ )‖u(2k+1)‖) for all sufficiently small α > 0. Thus, also the step size α(2k+1) is well defined and
hence so is the whole algorithm. Note that
‖u(2k+2)‖= φ (2k+1)(α(2k+1))< ξ‖u(2k)‖+(1−ξ )‖u(2k+1)‖< ‖u(2k)‖ (5.46)
and therefore x( j) ∈ S(0) ∀ j > 0. Denoting by l the Lipschitz constant of f on S(0), we conclude that
‖∇ f (x(2k+1))‖ ≤ l ∀k because of x(2k+1) ∈ intS(0). From (5.43) we deduce
(I+
1
γ
f )(x(2k+1))− (I+ 1
γ
f )(x(2k)) = u(2k)
implying
‖u(2k)‖> ‖x(2k+1)− x(2k)‖ ≥ γ
γ + l
‖u(2k)‖.
Using (5.44) we obtain
‖u(2k+1)‖2 ≤ 〈u(2k+1),u(2k)〉− µ f
γ
‖x(2k+1)− x(2k)‖2 ≤ ‖u(2k+1)‖‖u(2k)‖− µ f γ
(γ + l)2
‖u(2k)‖2
and consequently
‖u(2k+1)‖< τ‖u(2k)‖ with τ := 1− µ f γ
(γ + l)2
< 1.
Combining this estimate with (5.46) we obtain
‖u(2k+2)‖< τ¯‖u(2k)‖ with τ¯ := ξ + τ(1−ξ ))< 1
and Q-linear convergence of the sequence u(2k) is established. By Corollary 4.5 we obtain
‖∆x(2k+1)‖ ≤
(
1+
1
µ f
‖∇ f (x(2k+1))− I‖
)
max{1,γ}‖u(2k+1)‖ ≤
(
1+
l+1
µ f
)
max{1,γ}‖u(2k+1)‖
and together with α(2k+1) ≤ 1 we have
‖x(2k+2)− x(2k)‖ ≤ ‖x(2k+2)− x(2k+1)‖+‖x(2k+1)− x(2k)‖ ≤ ‖∆x(2k+1)‖+‖u(2k)‖ ≤C‖u(2k)‖
withC := τ
(
1+ l+1µ f
)
max{1,γ}+1. This implies
‖x(2 j)− x(2k)‖ ≤C
j−1
∑
i=k
‖u(2i)‖ ≤ C
1− τ¯ ‖u
(2k)‖
for all 0< k < j. Thus x(2k) is a Cauchy sequence and therefore convergent to some x˜. By continuity
of uγ (·) we have uγ(x˜) = limk→∞ uγ (x(2k)) = limk→∞ u(2k) = 0 and hence 0 ∈ H(x˜). But by strong
monotonicity of H the solution of (1.2) is unique and x˜= x¯ follows. Further we have
‖x(2k)− x¯‖ ≤ C
1− τ¯ τ¯
k‖u(0)‖,
‖x(2k+1)− x¯‖ ≤ ‖x(2k)− x¯‖+‖x(2k+1)− x(2k)‖ ≤ ‖x(2k)− x¯‖+‖u(2k)‖ ≤
(
1+
C
1− τ¯
)
τ¯k‖u(0)‖
19
and R-linear convergence of x( j) to x¯ with convergence factor
√
τ¯ follows.
There remains to show the superlinear convergence of the sequence x(2k). Strong monotonicity of
f implies that H is a maximal strongly monotone mapping and hence it is (strongly) metrically regular
around (x¯,0). Using similar argument as in the proof of Theorem 5.1 we can conclude that α(k) = 1
for all k sufficiently large and limk→∞ ‖x(2k+2)− x¯‖/‖x(2k+1)− x¯‖= 0. Further,
‖x(2k+1)− x¯‖
‖x(2k)− x¯‖ ≤ 1+
‖u(2k)‖
‖x(2k)− x¯‖ ≤ 3+
l
γ
by (4.25) and limk→∞ ‖x(2k+2)− x¯‖/‖x(2k)− x¯‖= 0 follows. This completes the proof.
Remark 5.3. The factor τ appearing in the proof of Theorem 5.2 is the smallest when γ = l, the Lip-
schitz constant of f . This is in accordance with our practical experience with the heuristic Algorithm
2 that a choice γ(k) ≈ ‖∇ f (x(k))‖ yields good results.
Remark 5.4. The requirement that f is Lipschitzian on S(0) is, e.g., fulfilled if S(0) is bounded. In
particular, since x+uγ(x) ∈ dom∂q, this is the case when dom∂q is bounded.
5.2.2 Forward-backward splitting method
Most of the research on forward-backward splitting methods has relied on assumptions of strong
monotonicity, cf. [5]. E.g., when f is Lipschitzian on dom∂q, and either f or ∂q is strongly monotone,
then T FBλ fulfills the requirements of Theorem 5.1 provided λ is chosen sufficiently small, see, e.g.,
[2]. Using [2, Theorem 2.4], it is not difficult to show, that for the sequence x(k+1) = T FBλ (x
(k)) we
have
‖u1/λ (x(k+1))‖< τ‖u1/λ (x(k))‖
with some factor τ < 1 for λ small enough. We could proceed in the same way as we have used for
the Douglas-Rachford splitting method, but we omit to do this for the following reason. When we are
forced to choose λ very small, in particular when 1λ is much larger than the Lipschitz constant of f , our
numerical experiments do not show a favourable behaviour compared with our semismooth∗ Newton
approaches based on T DRλ and T
PM
λ . On the other hand, if we are allowed to choose λ comparatively
large, then the pure forward-backward method shows a good convergence behaviour and we need not
to use the semismooth∗ Newton method at all.
5.2.3 Hybrid projection-proximal point algorithm
When using T PMγ , we only need monotonicity of H , monotonicity of f is not required.
Consider a sequence x(k+1) = T PM
γ(k)
(x(k)). It follows from [22, Theorem 2.2] that the following
two conditions are sufficient in order to meet the assumptions of Theorem 5.1:
1. γ(k) > 0 ∀k and ∑∞k=0(γ(k))−2 = ∞.
2. There is some σ ∈ [0,1) such that
‖ f (x(k)+u(k))− f (x(k))‖ ≤ σ max{‖− γ(k)u(k)+ f (x(k)+u(k))− f (x(k))‖,γ(k)‖u(k)‖} ∀k,
(5.47)
where u(k) := uγ(k)(x
(k))).
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We now demonstrate that both conditions can be fulfilled by setting γ(k) = γˆ ∀k for any γˆ ≥ lˆ/σ
with
lˆ :=max{‖∇ f (x)‖ | x ∈B2‖x(0)−x¯‖(x¯)},
where x¯ denotes any solution of (1.2) and σ ∈ (0,1) is arbitrarily fixed. It follows that f is Lipschitzian
on B2‖x(0)−x¯‖(x¯) with constant lˆ. Of course, condition 1. is trivially fulfilled and there remains to show
the second one. Consider any iterate x(k) ∈B‖x(0)−x¯‖(x¯). By (4.18) we obtain
‖x(k)+u(k)− x¯‖ ≤ ‖x(k)− x¯‖+ ‖ f (x
(k))− f (x¯)‖
γˆ
≤ (1+σ)‖x(k)− x¯‖
and therefore
‖ f (x(k)+u(k))− f (x(k))‖ ≤ lˆ‖u(k)‖ ≤ σγˆ‖u(k)‖.
By [22, Lemma 2.1] we have ‖x(k+1)− x¯‖ ≤ ‖x(k)− x¯‖ and our claim follows by induction.
In practice we choose γ(k) not constant in every iteration, but we try it to adjust it to a local
Lipschitz constant of f near x(k). E.g., we can choose γ(k) as the first element of a sequence χ j ↑ ∞
such that χ j ≥ ‖∇ f (x(k))‖ and inequality (5.47) holds.
6 Numerical experiments
All variants of the semismooth* Newton method presented in the preceding sections have been exten-
sively tested by means of a wide range of examples. In this section we will show first the behavior
of Algorithm 1 via a low-dimensional example with an economic background. Thereafter we will
illustrate the efficiency of the family of methods, presented in Section 5, by means of an artificially
constructed set of problems having a variable scale.
6.1 An economic equilibrium
In [18] the authors considered an evolution process in an oligopolistic market, where the players
(firms) adapt their strategies (productions) according to changing external parameters (input prices
etc.). In their decisions, however, they must take into account that each change of production may be
associated with some costs, see [4]. As derived in [18], the respective Cournot-Nash equilibrium at
some time instant is governed by GE (1.2) with
q= q˜+δA, A=
n
∏
i=1
Ai, q˜(x) =
n
∑
i=1
q˜i(xi)
where n denotes the number of players. The strategy sets Ai are nonempty and compact intervals [bi,di]
and q˜i(xi) = βi|xi−ai| for some non-negative reals βi and parameters ai ∈ Ai, i= 1,2, . . . ,n. Mapping
f is continuously differentiable on an open set containing dom∂q= A and its description can be found
in, e.g., [16] and [17]; see also [18], where the values of a=(a1,a2, . . . ,an) and β =(β1,β2, . . . ,βn) are
specified. The implementation of the semismooth* Newton method described in Section 4 has been
first applied to the problem formulation from [18], where all production cost functions are convex
and f is strongly monotone on A. Thereafter we have replaced the production cost function of the
first player by a (more realistic) concave one. As a consequence, mapping f has lost its monotonicity
on A and the respective GE (1.2) might have possibly multiple solutions with not all of them being
necessarily Cournot-Nash equilibria. It has turned out, however, that, in our example, the Jacobian of
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0βi
−βi
bi ai di
Figure 1: gph∂qi with Ai = [bi,di].
f is positive definite at the obtained solution. This implies in particular that this point is a Cournot-
Nash equilibrium and the respective multifunction H is metrically regular there.
It is easy to see that in both cases the resulting multifunction F is semismooth* at any point of its
graph. Since q is a separable function, one has that ∂q(x) =
n
∏
i=1
∂qi(xi) and the sets gph∂qi attain the
form depicted in Figure 1.
Next we provide a simple formula for the computation of the matrix G needed in the Newton step.
This formula, however, will be given for a more general situation considered in the family of test
examples discussed in Subsection 6.2. Assume that each gph∂qi is a polygonal line in R
2 connecting
the given points
(ξ i1,−∞),(ξ i1,η i1),(ξ i2,η i2), . . . ,(ξ i2mi−1,η i2mi−1),(ξ i2mi ,η i2mi),(ξ i2mi ,∞), i= 1,2, . . . ,n, (6.48)
for some integer mi ≥ 1. Further suppose that
∆ξ ij := ξ
i
j+1−ξ ij
{
> 0 if j is odd
= 0 if j is even,
∆η ij := η
i
j+1−η ij
{
≥ 0 if j is odd
> 0 if j is even.
Observe that ∆ξ ij+∆η
i
j > 0 holds for all i and all j = 1, . . . ,2mi−1. It follows that a polygonal line
given this way is monotone increasing and, consequently, qi is a convex piecewise linear-quadratic
function with domqi = [ξ
i
1,ξ
i
2mi
]. Clearly, in the example depicted in Figure 1 one has
mi = 2,ξ
i
1 = bi,ξ
i
2 = ξ
i
3 = ai,ξ
i
4 = di,η
i
1 = η
i
2 =−βi,η i3 = η i4 = βi.
With this problem structure it is not difficult to compute the quantity uγ(x) as follows. For each
i= 1, . . . ,n we denote by ui and fi the ith component of uγ (x) and f (x), respectively, i.e., ui solves the
inclusion
0 ∈ γui+ fi+∂qi(xi+ui) = γ(xi+ui)+ ( fi− γxi)+∂qi(xi+ui)
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Let
ji =min{ j ∈ {1, . . . ,2mi} | γxi− fi < γξ ij+η ij} (∞, if γxi− fi ≥ γξ i2mi +η i2mi).
Then
ui+ xi =

ξ i1 if ji = 1,
ξ iji−1+ ti∆ξ
i
ji−1 if 1< ji ≤ 2mi,
ξ i2mi if ji = ∞,
with ti =
γxi− fi− (γξ iji−1+η iji−1)
γ∆ξ iji−1+∆η
i
ji−1
.
The matrix G, needed in the Newton step, can be computed as follows.
Proposition 6.1. Let (x,x∗) ∈ gph∂q and G be n×n diagonal matrix with entries
Gii =
1 if xi ∈Ai := {ξ
i
1}∪{ξ i2mi}∪{ξ ij |∆ξ ij = 0}
∆η ij
∆ξ ij+∆η
i
j
if xi ∈ [ξ ij,ξ ij+1]\Ai and j ∈ {1, . . . ,2mi} is odd
(6.49)
for i= 1,2, . . . ,n. Then G fulfills the conditions stated in Theorem 3.6.
Proof. Observe first that the set
{(xi,x∗i ) ∈ gph∂qi |xi ∈Ai}
comprises all points of gph∂qi lying in its vectical line segments and
2mi⋃
j=1
j odd
[ξ ij,ξ
i
j+1]\Ai = {xi ∈ dom∂qi |∂q(xi) is a singleton}.
Next let us notice that gphD∗(∂q)(x,x∗) =
n
∏
i=1
gphD∗(∂qi)(xi,x∗i ), where
gphD∗(∂qi)(xi,x∗i ) = {(u,v)|(v,−u) ∈ Ngph∂qi(xi,x∗i )}
and
Ngph∂qi(xi,x
∗
i )⊃
{
{0}×R provided xi ∈Ai
R(∆η ij,−∆ξ ij) provided xi ∈ [ξ ij,ξ ij+1]\Ai and j ∈ {1, . . . ,2mi−1} is odd.
From this analysis it follows that, in order to fulfill inclusion (3.13), it suffices to construct G as
a diagonal matrix, where Gii = 1 provided xi ∈ Ai. Otherwise, if xi ∈ [ξ ij,ξ ij+1] \Ai for some odd
j ∈ {1, . . . ,2mi−1}, then we put Gii as the (unique) solutions of the equation
∆η ij
∆ξ ij
=
Gii
1−Gii .
The above equation is well-posed because ∆ξ ij > 0 for j odd and leads to the second line in formula
(6.49). By construction, all elements Gii belong to [0,1], which implies that G is positive semidefinite
and ‖G‖ ≤ 1. Thus, the proof is complete.
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i 1 2 3 4 5
convex c1 strategies 49.411 51.140 54.236 48.054 43.095
from [18] objectives -377.239 -459.943 -639.952 -503.445 -507.100
value qi(xi) 0.800 0 5.831 0 0
concave c1 strategies 97.191 51.140 51.320 43.254 39.470
from (6.51) objectives -427.320 -325.770 -491.385 -367.618 -387.836
value qi(xi) 24.691 0 0 0 0
Table 1: Cournot-Nash equilibrium strategies xi, the corresponding objective values and costs of
change qi(xi) in case of convex and concave cost function c1.
In the example depicted in Figure 1 one obtains in this way that
Gii =
{
1 if xi ∈Ai := {bi}∪{ai}∪{di}
0 if xi ∈ (bi,ai)∪ (ai,di),
(6.50)
which has been used in the computations discussed below.
Next we will present the numerical results for both the monotone and non-monotone case dis-
cussed above. In the former one we have used the data from [18, Section 5.1] with t = 1 and started
the iteration process at the initial iterate x(0) = (75,75, . . . ,75). The results are displayed in the upper
part of Table 1. Concerning the non-monotone case, we have replaced the original convex production
cost function c1 by a concave one, given by
c1(x1) :=−(1/50)x21 +15x1 (6.51)
and started from the same vector x(0). The results are displayed in the lower part of Table 1. In both
cases we have set γ = 1 in the approximation step and, as the stopping criterion, we have used the
condition ||u|| ≤ ε = 10−10, where u is the output of the approximation step.
0 1 2 3 4 5
10−13
10−9
10−5
10−1
k
||u
k
||
0 2 4 6 8
10−16
10−12
10−8
10−4
100
k
||u
k
||
Figure 2: Convergence of ||u(k)|| in case of convex (left) or concave (right) cost functions c1.
Figure 2 illustrates very well the superlinear convergence of Algorithm 1 whenever one reaches
the respective neighborhood of the solution. Note that in our implementation we moved the stopping
criterion behind the approximation step in order to dispose with the actual value of u. Further observe
that the lowest eigenvalue of the symmetrized Jacobian of f at the solution is only 0.033474 in the
non-monotone case whereas it amounts to 0.207905 in the case of convex c1.
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6.2 Randomly constructed test problems
Given the problem dimension n and a parameter β > 0, we construct an instance of the problem (1.2)
as follows.
1. We randomly compute an n×n matrix C with elements uniformly distributed in [−1,1] and set
f (x) = ∇h(x)+ (C−CT )x with h(x) = (xTAx)2, A= β
n
CCT .
Note that f is a maximal monotone operator but the skew-symmetric part (C−CT )x dominates
f (x) for small values of β .
2. The set-valued part is of the form ∂q(x) = ∏ni=1 ∂qi(x), where each gph∂qi is a polygonal line
in R2 connecting the points (5.35) as described in the previous subsection. The integer mi is
randomly chosen in [1,10], ξ1 is randomly chosen from [−mi2 , mi2 ], η1 is randomly chosen from
[− 3βmi
2
,0] and
∆ξ j := ξ j+1−ξ j
{
∈ [0,1] if j even
= 0 if j odd
, ∆η j := η j+1−η j ∈ [0,β ], j = 1, . . . ,2mi−1.
The mapping ∂q is a maximal strongly monotone mapping (with probability 1) and so is the
mapping H as well. Thus, the GE (1.2) has always a unique solution x¯, but the problem characteristic
will change with β and n.
For each n ∈ {150,600,2400} and each β ∈ {1,10−2,10−4} we constructed 5 test problems. In
Table 2 we list the mean values for some characteristic values for different combinations of β and n.
β = 1 β = 0.01 β = 10−4
n
‖∇ f (x¯)‖
‖∇ f (x¯)−1‖
µ f (x¯)
µq(x¯)
‖∇ f (x¯)‖
‖∇ f (x¯)−1‖
µ f (x¯)
µq(x¯)
‖∇ f (x¯)‖
‖∇ f (x¯)−1‖
µ f (x¯)
µq(x¯)
150
83.7
0.86
5.2×10−4
5.8×10−2
19.5
31.1
1.1×10−7
5.9×10−4
19.4
17.7
4.2×10−11
5.2×10−6
600
290
0.496
1.0×10−4
7.5×10−3
39.7
42.9
9.5×10−9
8.3×10−5
39.1
25.7
4.5×10−12
4.4×10−7
2400
1202
0.387
2.7×10−5
2.9×10−3
79.5
18.7
2.8×10−9
8.8×10−5
79.6
125
6.4×10−13
5.3×10−7
Table 2: Some characteristic values for the problems
Note that ‖∇ f (x¯)‖ acts as a local Lipschitz constant for f near the solution x¯, whereas µ f (x¯) and
µq(x¯) given by (4.33),(4.34) are constants for local strong monotonicity for f and ∂q.
Theoretically the global convergent methods obey linear convergence properties. However, the
available bounds for the convergence factors depend in some way on the ratio of the Lipschitz constant
of f and the constants of strong monotonicity for f and q, c.f. [2],[22],[13]. We see from the table
above that this ratio worsen for small values of β and large n and our numerical experiments confirm
these estimates. In particular, for β = 0.01 and β = 10−4 we could not observe linear convergence
neither for the FB-splitting method nor the DR-splitting method and the hybrid projection method.
These methods were not able to compute an accurate solution within a reasonable time.
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In the following tables we display for different combinations of n and β the mean values for the
number N of computed Newton directions, the number G of calls to the globally convergent method
and the number F of evaluations of f as well as the mean CPU-time in seconds needed to reach
a residual less than 10−8. A time limit was set to 10−4n2 seconds to perform this task. We tested
the heuristic of Algorithm 2, the globally convergent hybrid algorithm 3 combined with any of the
three globally convergent methods T FBγ , T
DR
γ and T
Pr
γ as described in Subsection 5.2, Algorithm
4 as well as all three globally convergent methods T FBγ , T
DR
γ and T
Pr
γ alone. We always choose
ν = 0.1 and γ(k) = ‖∇ f (x(k))‖1/
√
n. In Algorithm 2 we set δ (k) = 0.1/k and in Algorithm 3 we used
δ (k) ≡ 5× 10−4. Finally, the parameter ξ in Algorithm 4 was set to 0.9. For all test problems the
origin was chosen as the starting point.
All tests were performed in MATLAB using a desktop equipped with an i7-7700 CPU, 3.6 GHZ
and 32GB RAM.
n=150 n=600 n=2400
N/G/F
CPU
N/G/F
CPU
N/G/F
CPU
Alg.4
5.2/5.2/41.4
0.029
5.8/5.8/43.6
0.394
6/6/40.6
7.07
Alg. 2, Alg. 3
7.2/−/8.2
0.012
7.6/−/8.6
0.099
7.6/−/8.6
2.15
T FB
−/117.8/118.8
0.164
−/158/159
0.935
−/171.4/172.4
7.35
T DR
−/89/351.2
0.157
−/106.2/406.2
3.18
−/114.2/423.8
49.8
T Pr
−/487.6/978.2
0.526
−/1322/2648
7.84
−/1445/2894
92.7
Table 3: Test results for β = 1
In case when β = 1 all tested methods found a solution with the prescribed tolerance within the
given time limit. The heuristic Algorithm 2 as well as the hybrid Algorithm 3 executed only Newton
steps with stepsize α(k) = 1, i.e., they behave like the pure semismooth∗ Newton method of Algorithm
1, and showed the best performance of all methods. The second best one was Algorithm 4 which was
in turn faster than any of the three globally convergent methods.
The results for β = 10−2 are listed in Table 4. Algorithm 4 was the fastest one, whereas the three
globally convergent method did not find a solution within the time limit. Note that in case n = 2400
only (damped) Newton steps were performed and therefore no calls to the global convergent method
were done. For β = 10−4 Algorithm 4 was again the fastest method, cf. Table 5. Now, in addition to
the three globally convergent methods, also the heuristic Algorithm 2 failed.
7 Conclusion
The theoretical background of the semismooth∗ Newton method has been established in [8]. The
main aim of this paper is to implement this method to a class of VIs of the second kind and to
examine its numerical properties via extensive numerical experiments. The performed tests show in
a convincing way that the new Newton method represents an efficient numerical tool for a number
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n=150 n=600 n=2400
N/G/F
CPU
N/G/F
CPU
N/G/F
CPU
Alg.4
45.8/45.8/333.4
0.181
87.8/87.8/625
4.34
105.8/105.8/771.4
85.7
Alg. 2
439.6/−/1982
1.34
986.4/−/4260
22.4
716.2/−/2748
265
Alg. 3(T FB)
134.6/91.2/565
0.469
482.2/42.6/1660
9.82
624/−/1829
209
Alg. 3(T DR)
155.8/9.2/596.2
0.393
451.2/9.6/1565
8.95
624/−/1829
209
Alg. 3(T Pr)
165.8/9.6/593.6
0.417
459/8.4/1564
9.25
624/−/1829
209
Table 4: Test results for β = 10−2
n=150 n=600 n=2400
N/G/F
CPU
N/G/F
CPU
N/G/F
CPU
Alg.4
67.2/67.2/463.8
0.271
153.4/153.4/1053
6.45
315.8/315.8/2115
207
Alg. 3(T DR)
210.4/132/1028
0.636
458.8/321.2/2203
13.9
962.6/641.2/4506
482
Alg. 3(T Pr)
176.2/109/761.6
0.514
695.4/479.4/3088
15.6
1316/912.2/5913
509
Table 5: Test results for β = 10−4
of complicated equilibrium problems. It can be used, e.g., for the computation of Nash equilibria in
case of nonsmooth (and even nonconvex) objectives of the players. Further, in combination with some
splitting algorithms, it exhibits remarkable (global and local) convergence properties when applied to
rather complicated family of monotone variational inequalities of the second kind.
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