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ABSTRACT 
 Computer networks are often the target of cyber attacks carried out by malevolent 
agents, to either disable critical system operations or to surreptitiously gain access to 
sensitive data. The asymmetric and covert nature of cyber attacks has led to their 
increased prevalence, where high-impact attacks on critical infrastructure can be 
launched with minimal resources. We consider the setup of a network switch and its 
connected nodes, and use multi-armed bandit models as a framework to formulate a 
network attack strategy to maximize expected rewards earned over time. Such models 
present upper confidence bound–based approaches on the cumulative regret, through 
optimal choice of possible attacker actions over a finite time horizon and bounded action 
space. We evaluate relevant multi-armed bandit models and develop our own algorithm. 
Numerical simulations consistently suggest that low cumulative regret is achieved over 
time for our algorithm in comparison to the other algorithms evaluated. We thus present a 
stylized model for strategic network exploitation, with the attacker having no prior 
knowledge of the rewards of various nodes in a network with a star topology. This 
enables effective network defenses to be continually developed, based on specific 
network topologies and reward feedback mechanisms. 
v 
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Executive Summary
Cyberspace can be broadly considered as a complex digital environment formed when people 
and software interact virtually over the Internet via computer networks and information 
technology infrastructures. However, cyber networks have been subjected to sophisticated 
and targeted threats on an increasingly prevalent basis. The aim of such attacks would be to 
either disrupt key systems’ operations or to surreptitiously gain access to critically sensitive 
data exchanged over these cyber networks. The scale of potential attacks on cyber networks 
can be massive, leading to disruptions to people’s lives. Thus, this research deals with the 
modelling of attacks against cyber networks.
Network defense mechanisms can be made more robust by using simulated ‘attacks’ to 
identify potential weaknesses in the network, and then improving defense mechanisms to 
handle such identified network vulnerabilities. This work serves to provide a framework for 
a potential simulated adversary to plan his operation to strategically exploit a given target 
network and maximize expected reward, without prior knowledge of the target network 
topology and the expected reward associated within each elemental node of the network. A 
coordinated cyber attack (CCA) vector can be broadly defined as the attack path containing 
the sequence of possible action choices that a potential attacker executes, in order to attack 
the network. In [1], it is mentioned that multi-armed bandit models are suitable for studying 
this class of problems as they can be applied into allocating limited resources between 
competing choices to derive CCA vectors that typically form the most vicious attack goal. 
The study further mentions that the CCA vector does not require the potential attackers to 
have prior knowledge of the target network, and also considers the behavioral stochasticity 
of the attackers using a Markov-game model to formulate the optimal attack strategy [1].
We consider in detail the topology of a simple local area network consisting of a single 
network switch and its connected nodes. We suggest a policy for an attacker, with a specific 
“star” network topology, that can be adopted in order to achieve an optimal balance between 
exploration and exploitation of the key network nodes in order to achieve maximum expected 
reward. We derive the theoretical guarantees for the performance of this policy and verify 
them with simulation. The insights obtained from this network configuration can be extended 
to formulating attack strategies for more complex network topologies.
xv
We evaluate relevant state of the art multi-armed bandit models as part of our work to
formulate an optimal possible strategy that the attacker should adopt to achieve maximum
reward.
We first evaluate the performance of the global confidence bound algorithm presented in [2]
that was developed by considering the case of a combinatorial stochastic partial monitoring
game. In such a game that is conducted repeatedly between the attacker and the environment
(network configuration), the attacker executes an action in every time step and the algorithm
attempts to formulate an optimal attack strategy by suggesting optimal actions that the
attacker should adopt to maximize expected reward and thus minimize expected regret.
We also evaluate another algorithm that was formulated for a stochastic online learning
application for a sequential decision problem [3]. Since the algorithm presented in [3] is
more complex in the general setting, we adapted the algorithm to our defined problem. For
each action played by the attacker in each time step, the attacker obtains a sample reward
feedback corresponding to that action played with corresponding independent probability.
The algorithm was designed to have upper bounds on the possible regret corresponding to
the asymptotic lower bounds of regret in this case.
Lastly, we propose our own improved algorithm to address our defined problem and present
its derivation and associated analytic results. Results obtained from numerical simulations
indicate that our algorithm achieves consistently lower cumulative regret over time, in
comparison to the other algorithms evaluated in this work. Parts of the theoretical analysis
relating to our proposed algorithm are left for future work.
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This chapter highlights the underlying motivations and operational significance behind our
research problem. Various novel aspects of our work and contributions will be presented as
well.
1.1 Background and Motivation
Cyberspace can be broadly considered to be the digital environment that is made up of
numerous deviceswhich are interconnected via electronic networks, to facilitate information
exchange. It can be regarded as the global commons in which people from all corners of the
globe remain interconnected for a wide range of interactions such as social and economic
activities. In the technological age, cyberspace will be a critical battlespace. It is a space
that is not only uncertain and dynamic, but often favoring the freedom of movement of
hostile actors over the best efforts of network defenders. In [1], the authors highlighted that
threats to computer networks within the cyber domain have evolved to be more sophisticated
with increased prevalence, often times destructive and coercive. It is thus paramount that
defense mechanisms to secure key cyber networks are robust, while cyber defenders remain
constantly vigilant and be on top of the game.
Broadly, attacks on computer networks are conducted to either disable and disrupt key sys-
tem operations or to surreptitiously gain access to critical data that is exchanged within the
network. Our work focuses on attacks that seek to disable network operations as these can
potentially result in devastating consequences, especially on the networks of critically im-
portant system infrastructure. The authors in [2] mentioned that there has been an increased
proliferation of such activities by various state or non-state actors given the asymmetric
and covert nature of such operations, where only minimal resources are required to launch
high-impact attacks on key targets. It is a constant battle to protect computer networks
against potential cyber attacks, with the continuous challenge of developing cyber defense
capabilities that are effective, relevant and yet robust.
Many conventional network defense tools harness static knowledge of existing system
1
threats and known vulnerabilities. However, recent attacks have demonstrated that defense
tools based on traditional approaches are no longer adequate as the nature of computer
network attacks get increasingly sophisticated and continually evolve. Simulated network
attacks offer a possibility for identifying potential gaps in network defense systems and
mechanisms.
Hence, the use of multi-armed bandit models enable optimal and effective network attack
strategies to be devised. Similar to the modus operandi associated with certain classes of cy-
ber attacks, multi-armed bandit models start off with a limited understanding of the network
environment. With limited knowledge of the network, the model tries to identify the most
promising nodes to attack within a finite time interval to cause maximum damage. These
models simulate a dimension of attack realism, and are definitely useful for formulating
realistic network attack strategies.
1.2 Modeling Approach
Computer networks are comprised of numerous connected devices, resulting in networks
with heterogenous topologies and thus make designing potential attack models a rather
complex affair. In this research, we consider a stylized model for the attacker(s) in which
the target network is strategically exploited with scant prior knowledge of the network
topology. Such a model is strategic as it enables the attacker to confidently identify and
conduct repeated attacks on the optimal network node within the finite time horizon, instead
of concentrating attacks on the other sub-optimal network nodes. Using the concept ofmulti-
armed bandit models, different models are explored and applied to our defined scenario in
this work.
Multi-armed bandit models are applicable when a decision-maker needs to maximize the
possible reward gained given the lack of complete information about the distributions and
associated true reward means, via an optimal sequence of action choices from a finite
action space. The models typically conduct initial explorations of the network, in attempt to
identify the most promising network node(s) to exploit over time. The choice of action on
whether to explore or exploit results in a regret, which arises as a result of not selecting the
most optimal action in any particular time step. Multi-armed bandit models therefore seek
to present optimal upper confidence bound approaches on achieving minimal regret.
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In our scenario, we considered a network with a predefined number of nodes where each
node in the network has a respective reward value associated with it. The reward value
gives the relative importance of each node as target, and serves as useful information for the
attacker to determine which nodes are important and critical for operation of the network.
In each time step, the operation of a particular network node becomes disrupted when an
attack is executed on that node. As a result of attacking a particular node, the attacker also
gains a corresponding observation on the associated node reward value. This observation is
manifested as an independent Bernoulli random variable outcome with unknown mean ?,
where ? is unique to each node. The attacker would then be able to estimate the associated
reward of each node from the respective Bernoulli observations obtained over time, and
formulates the attack strategy accordingly.
The optimal attack strategy would then be one that enables the attacker to first learn about
which nodes are likely to be themore promising nodes based on the respective estimated node
reward values, via an initial exploration phase. The knowledge gained about the estimated
rewards of the various network nodes then enables the attacker to strategically formulate an
optimal set of actions during the subsequent exploitation phase, in order to maximize his
objective of disabling critical network operations by attacking the most rewarding network
node within the finite time interval before getting caught. The most important node in the
network would therefore be the one with the largest associated reward value.
The stylized model proposed provides a suggested design framework for devising possible
optimal network attack strategies, by harnessing the right balance of exploration and ex-
ploitation choice actions within a finite time interval. The insights gained from the optimal
adversarial attack approaches developed using multi-armed bandit models will greatly aid
in the design of robust cyber network defense systems.
1.3 Research Questions
The main questions that we aim to address in this research are:
• Within a network, with no prior knowledge about the network topology, how can the
attacker exploit the network to maximize total expected reward within a finite time
interval? The reward to be maximized would be the number of times the optimal node
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is attacked over time, in comparison with the other sub-optimal nodes.
• What are the key parameters that affect the attacker’s strategy to exploit the cyber
network?
• How do the respective regret performance of the various explored algorithms vary
for our defined scenario?
1.4 Thesis Outline
In this chapter, we provided an overview into the problem investigated in this work together
with the underlying motivations and significance to real-world applications. We described
the modeling approach that was adopted, together with the key research questions investi-
gated as part of our work.
Chapter 2 provides a comprehensive overview of the concept of multi-armed bandits and
reviews the advanced bandit algorithms explored in this work. Additionally, we review
existing research on the application of multi-armed bandit models to cyber network defense
problems.
In Chapter 3, we introduce our multi-armed bandit model for a cyber attack scenario, and
present a theoretical analysis of the problem.
Chapter 4 presents the various results and insights obtained from the evaluation of suitable
existing multi-armed bandit models on our defined scenario. We also present the results
obtained for the proposed stylized model developed as part of this work, and provide an
objective comparison of the performance of the various bandit models explored to our
defined scenario.
In Chapter 5, we present a summary of the main concepts and the key findings obtained
as covered in the preceding chapters. Suggestions pertaining to future development of this




In this chapter, we provide the reader with a brief introduction to the concept of multi-armed
bandits and some of their applications. The other advanced bandit algorithms explored as
part of this work are also described in some detail too.
2.1 Classical Multi-armed Bandits Problem
Classical multi-armed bandit problems have been studied by researchers for many decades
till date, and have been interwoven together with various practical applications in industry
in more recent times. The multi-armed bandit problem relates to the potential challenges
involved in applications requiring the use of sequential decision making. The definition of
this class of problems was first provided by Thompson [3] way back in the twentieth century.
Robbins [4] offered a simple and robust model as a potential solution to the problem in the
later years. Operations researchers and mathematicians have not only been fascinated by
the original version of the multi-armed bandit problem, but also with the other numerous
complex variations arising from the original problem. Considerable effort have thus been
spent by numerous researchers on the study of these problems and their related applications
over the years till date.
The typical multi-armed bandit problem can be considered to be a classic reinforcement
learning problem. The authors in [5] mentioned that these models have in recent times been
deployed in amultitude of applications like onlineweb user experience personalization, news
recommendations and even in medical clinical trials. These multi-armed bandit models also
have a role to play in various machine learning and even artificial intelligence algorithms
and applications too.
2.1.1  -armed bandits problem
The  -armed (multi-armed) bandit problem was first presented by Thompson [3], and a
simple overview of the problem definition is presented in this section.
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In this problem, a player is given a set of  possible potential actions (or arms which
represent the levers on slot machines, or ‘bandits’). Let there be a sequence of ) ∈ N
rounds, with each round having time steps indexed by C = 1, 2, . . . , ) . In each time step, the
player has to select an action from the defined set of  possible actions to execute.
Let C ∈ {1, 2, . . . ,  } ≡ [ ] represent the player’s choice of possible actions. The cor-
responding selected action C = : in each round denoted by C ∈ ) will ultimately enable
the player to earn a stochastic reward -:,C ∈ R. The rewards are drawn from the Bernoulli
distribution with unknown means.





earned over ) rounds, through the optimal choice of action selected in each round.
The optimal selection of action by the player in each round can be considered to be a task
that is shrouded in uncertainty and complicated by the fact that the player does not have the
advantage of having full information knowledge pertaining to the problem. Each possible
action : ∈  follows a respective distribution {: with associated mean ?: . For every single
unique action -:,C , the associated reward is drawn as an independent, identically distributed
sample from the respective Bernoulli distribution {: . As in all bandit problems and also in
real-world practical applications, the player does not possess any knowledge pertaining to
both the arms’ reward distributions v = ({1, {2, . . . , {: ) and the true expected reward means
p = (?1, ?2, . . . , ?: ).
The player desires to achieve maximal expected cumulative reward over time. This is similar
to achievingminimum expected cumulative regret over the finite time horizon. The expected
regret is a performance measure that quantifies the difference of the expected reward from
the best possible arm and the corresponding reward for the selected arm in each round. The
expression for the expected regret is given by
6




where ?∗ is the maximal expectation amongst all the various arms and is given by ?∗ =
max:∈[ ] ?: . The expected regret serves as a typical performance measure for the various
bandit-related algorithms and it is more feasible from an analysis point of view. Thus,
maximizing expected cumulative reward in bandit literature corresponds to minimizing
expected cumulative regret and both are equivalent performancemeasures for bandit-related
algorithms.
In [5], the authors conclude that it is imperative for the player to select the actions to be
executed in a strategic manner. This helps to achieve a long term optimal balance of having
actions that contribute to the gathering of knowledge about the unknown distributions and
actions that contribute to the earning of best available rewards. These type of actions are
broadly classified into exploratory and exploitative actions in literature pertaining to bandit
problems. The  -armed bandit problem is an example of a typical problem in which the
player has to decide between exploration and exploitation action in each round [5].
2.1.2 Exploration-exploitation dilemma
In numerous sequential decision-making problems like the bandit problem mentioned in
Section 2.1.1, there exist an inherent trade-off between deciding on performing exploration
or exploitation action, in order to attain the outcome that maximizes the total expected
reward over many trials in the long run. The authors in [6] indicated that playing all the
respective arms at least once before selecting the arm that pays the best reward amongst
all other arms subsequently will tend to result in highly sub-optimal total rewards obtained
given the stochastic reward distribution of the individual arms.
The exploration phase allows the player to gain knowledge of the network by learning about
the possible sub-optimal actions. This improves the chances of the player selecting the most
optimal action to play during the subsequent exploitation phase, but may reduce the total
amount of reward obtained. However, if the majority of available time was allocated for ex-
ploitation over exploration, there exist the likely possibility of selecting sub-optimal actions
to play given the lack of information associated with the unknown reward distributions.
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The utilization of optimistic and randomized algorithms allow an appropriate balance be-
tween exploration and exploitation phases to be achieved. Optimistic approaches within 
an algorithm induces exploration actions to be played, which in turn generates optimistic 
estimates of the possible actions. This follows with exploitation on the most optimal ac-
tion, by following a greedy policy. Randomization approaches in an algorithm enables the 
algorithm to learn about different actions much faster than optimistic approaches alone, but 
trades off on accuracy of the estimates. Thus, the integration of both optimistic and random 
approaches in algorithms allow a good mix of exploration and exploitation actions to be 
achieved as part of the attack strategy.
2.2 Review on Multi-armed Bandit Models
This section provides an overview on the models and algorithms that we explored and 
utilized in this work.
2.2.1 Global confidence bound algorithm
The classical framework presented by the concept of multi-armed bandits can be further 
extended to other models to address other types of problems. The global confidence bound 
algorithm presented in [7] was developed based on “combinatorial multi-armed bandits and 
finite partial monitoring games.”
The authors in [7] mentioned that for certain problems involving the use of combinatorial 
structures, the possible number of arms that can be played “may be exponential to the size of 
the problem instance.” This makes multi-armed bandits less ideal since the running time and 
regret is exponential to the size of the problem. In addition, multi-armed bandit problems 
will require feedback on the chosen arm. This feedback may not be available at times. 
Hence, the global confidence bound algorithm was developed as a unified model to address 
the issues relating to exponential action space and limited feedback. The performance of the 
global confidence bound algorithm was evaluated using a “combinatorial stochastic partial 
monitoring game with linear feedback setting” [7].
In [7], the authors defined a combinatorial stochastic partial monitoring game as a “repeated 
game between the environment and a player.” A summarized version of such a game is
8
provided here. Let ) represent the total time steps played for the game over a finite time
horizon. In each discrete time step where C = 1, 2, . . . , ) :
• The environment obtains a corresponding outcome vector v(C) via independent sam-
pling from its predetermined distribution ? on [0, 1]=. The environment’s outcome
vector v(C) is not known to the player at all times.
• The player selects an action G(C) from a finite action space defined by X to play. This
can be dependent on the feedback received by the player in previous time steps.




, when action G(C) is applied to the
environment outcome vector v(C). Correspondingly, the player receives feedback
y(C) = "G(C) · v(C), where "G is the corresponding transformation matrix given by
"G ∈ R<G×= whose row dimension <G is dependent on G. The feedback is so-called
linear because ~(C) is a linear transformation (given by "G) of the outcome vector v.
In relation to this thesis, the player represents the attacker and the environment represents
the computer network that is being compromised. Once within the network, the attacker
(as the player) would first attempt to determine the expected reward associated with the
respective nodes by exploring the network (environment) and making intelligent deductions
about the order in which the nodes within the network should be compromised, depending
on the reward value associated with each network node. This can be achieved by observing
the status feedback of the network activity / messages exchanged between the nodes within a
network. At every iteration / timestep, the attacker has to decide between exploration of the
network, or to attack the best possible identified network nodes. Thus, a regret value (loss
value attributed to the fact that the globally optimal set of policy actions was not followed all
the time) will be cumulatively formed for every timestep iteration C. It is thus desirable that
the model used will enable the attacker to achieve the desired objective of compromising
the network with the minimum possible regret value associated with the actions forming
the attack strategy at every timestep.








distribution independent regret over ) time steps.
However, for problems involving the use of combinatorial structures, the available number
9
of arms which can be played is “exponential to the size of the problem instance” as described 
in [7]. This makes multi-armed bandit models impractical, and thus requiring combinatorial 
multi-armed bandit models to be used. In combinatorial multi-armed bandit models, each 
action played corresponds to a super-arm (which corresponds to a set of base arms). When 
the super-arm is played, the outcome of all the base arms will be known to the player as 
feedback [7]. It is also noted by the authors in [7], [9] that combinatorial multi-armed bandit 
models can achieve the same level of regret as multi-armed bandit models with dependence 
on the time horizon ) .
The proposed global confidence bound algorithm by the researchers in [7] integrates the 
following concepts from combinatorial multi-armed bandit models and partial monitoring. 
The researchers in [7] also obtained the corresponding rewards for the set of all possible 
actions by utilizing a few base arms and respective outcome estimates. This in turn allows 
the exponentially large action space to be managed. In addition, a global observer set is 
also used to estimate the rewards of other actions in order to handle the issue of limited 
feedback [7].
The proposed global confidence bound algorithm by Lin et al. in [7] for “combinatorial 
partial monitoring games with linear feedback,” is able to achieve O()2/3 log )) 
distribution-independent regret and also O(log )) distribution-dependent regret (under the 
assumption of unique optimal action). The distribution-independent regret and distribution-
dependent regret bounds for the global confidence bound algorithm differs from the 
corresponding regret bounds for the multi-armed bandit problem presented earlier. The 
global confidence bound algorithm accounts for limited bandit feedback, while the multi-
armed bandit prob-lem assumes that full information feedback is available, and the global 
confidence bound algorithm regret bounds indicate that learning with limited feedback is 
significantly harder than in the multi-armed bandit problem instance.
In addition, the authors in [7] highlighted that the regret bounds for the global confidence 
bound algorithm have a linear dependency on log |X|, where X is the size of the action 
space available to the player. This in turn suggests that the player can possibly avoid explicit 
enumeration of all available actions in order to learn about the rewards that the environment 
might potentially offer for each action that the player might take [7].
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2.2.2 Stochastic online learning algorithm
Li et al. in [10] mentioned that stochastic online learning can be classified as part of the
general framework for a sequential decision problem. In each timestep, the player selects
an action to play from a given finite set of possible actions and thus receives some random
corresponding reward with some random feedback observations obtained. The feedback
model could be a full information feedback (which is unrealistic) model in which the
random rewards of all actions can be observed regardless of the action played, or it could
possibly be similar to the bandit feedback model in which the player is able to observe the
random reward associated with the selected action played [10].
The authors in [10] considered the “problem of stochastic online learning with general
probabilistic graph feedback”, in which the respective directed edges in the feedback graph
have an associated probability %8 9 . Two main problem types were studied by the authors
in this work, namely the one-step case and the cascade case. In the one-step case, the
player would be able to observe a sample reward feedback of an arm 9 with independent
probability %8 9 after selecting an arm 8 to play. In the cascade case, after the player selects
arm 8 to play, he would be able to observe the feedback of all available arms 9 as part of a
probabilistic cascade starting from 8 for each edge (8, 9) with respective probabilities %8 9 .
Consequently, if an arm 8 is selected to be played or observed then a corresponding reward
sample of arm 9 would then be observed with an independent probability %8 9 . The authors
then further analyzed the asymptotic lower bounds for the regret values in both of these
cases and designed algorithms which had regret upper bounds that corresponded to the
asymptotic lower bounds with high probability in this case [10].
In general, this algorithm is able to achieve O(log)) regret bound for the different cases
investigated by the researchers in [10], which is rather similar that of the multi-armed bandit
problem presented earlier. However, the regret bound expressions derived and presented in
their work are gap-dependent bounds [10].
Interestingly, the model presented in this algorithm is largely similar in some aspects and
might be considered as a subset of the model proposed in the global confidence bound
algorithm. Both models incorporate the general idea of attempting to obtain as accurate
estimates of the unknown reward means for the arms in the exploration rounds. In addition,
both models rely on the notion of evaluating the reward gap between the best two arms
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identified so far as a condition for performing exploitation on the best arm. Exploitation
on the best arm identified is only executed when the reward gap is significantly large, to
minimize possible regret by playing the various sub-optimal arms. However, the model
in the global confidence bound algorithm is also more conservative as it incorporates
an additional condition of transiting into exploitation when sufficiently large number of
exploration rounds have been played. This helps the model in the global confidence bound
algorithm from performing endless repetitions on exploration if there are multiple optimal
actions present, as compared to the model presented in this particular algorithm.
2.3 Review on Multi-armed Bandits in Cyber Models
This section provides an overview of how some of the various multi-armed bandit models
have been deployed for use in the cybersecurity domain, and is by no means extensive given
the ever-dynamically changing nature of the issues to address within this domain.
Firstly, Elderman et al. in [11] considered the use of a Markov game with incomplete in-
formation and stochastic elements to model cyber-security simulation attacks on a network.
Such games are typically used in the study of multi-agent reinforcement learning prob-
lems, where agents are unable to observe the reward functions of other agents but instead
learn via interactions between different agents. The researchers applied this model as an
attacker-defender stochastic zero-sum game, where the stochasticity emanates from a de-
tection parameter representing the probability of detection in the event that an attack on the
network fails. This simulates real scenarios in which attacks on networks may go unnoticed
if detection occurrences are infrequent. The objective of the attacker in this case would be
to determine a path through the network in order to penetrate and reach the high-valued
nodes. The attacker is also able to use reinforcement learning techniques to dynamically
adapt to the defense strategy adopted by the defender, while the defender would also be able
to dynamically allocate defense resources along the intermediate nodes along the attacker’s
intended path. The authors examined and proposed various attack and defense strategies
that is based on approximate dynamic programming, which would be very much suitable
when the game is repeatedly played.
Secondly, Qian et al. in [12] examined a pertinent problem often encountered by the
defenders, which is the number of assets and nodes within a network might be too vast to
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simultaneously protect in the event of amassive attack. In themodel proposed by the authors,
the intensity of attacks for the unprotected assets vary according to a Markovian process
with an unknown transition matrix, while the intensity of attacks for the protected assets
also vary in accordance with another Markovian process following a different transition
matrix. As such, the authors proposed the use of restless multi-armed bandit models as a
suitable basis for the defender to achieve an optimal allocation of finite defense resources
that are available for deployment.
Thirdly, Liu and Zhao in [13] studied an example of a large-scale cyber network comprising
of various network components that are either in a healthy state or an abnormal state. The
states of the various components could transit between these states over time in accordance
with an arbitrary stochastic process. The authors considered this to be related to a practical
application of a typical Intrusion Detection System (IDS) of a network, where the objective
is to locate components in an abnormal state in the shortest possible amount of time. As
such, the authors devised a dynamic component probing strategy using a restless multi-
armed bandit model that minimizes the long-term cost incurred by components being in the
abnormal state. This is done by the model learning from past decisions and observations
from the environment, and then dynamically changing the probing actions taken.
Jung et al. in [14] studied and proposed that contextual multi-armed bandit models could
potentially be utilized for the design of self-learning securitymodules for computer networks
and other related tasks. In this work, the authors studied how the contextual multi-armed
bandit model can be formulated as a one-shot sequential learning problem to prevent
HTTP-based attacks on web servers as a potential practical application. Next, the authors
also designed an algorithm that was computationally cheap for the purpose of general
contextual multi-armed bandit learning that would be able to target specific domains using
finite countable actions. The designed algorithm can be designed as a complete self-learning
meta filter for web servers that is not dependent on feedback from end-users. Hence, such
meta-filters would be capable of integrating several existing security measures used in the
cyber defense of web servers, and does so using only stochastic and sparse feedback data.
Gutierrez et al. in [15] considered and studied the problem of how humans learn in an inter-
active environment in the context of a multi-armed bandit setting. The authors considered an
adversarial, contextualmulti-armed bandit scenario and studied a potential attacker-defender
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model which was motivated by the area of deception that is used in the cyber-security do-
main. In this typical scenario, the network defenders would deploy deceptive decoys as part
of the network’s defense and the attackers had to learn how to avoid them to exploit the
actual high-valued nodes in the network. The authors determined that an adaptive defensive
strategy had the best performance against the human cyber attackers, and presented the
most challenge for the human attackers to learn how to circumvent the defensive strategy
deployed by the defenders. Thus, the use of the multi-armed bandit models as part of the
attacker-defender model would enable more robust network defenses to be developed and
deployed in order to actively mitigate the effectiveness of potential attackers learning and
devising ways to penetrate through the network defenses.
Our work in this thesis aims to contribute to this area of research by proposing suggested
approaches for formulating optimal network attack strategies given uncertainties relating to
network topologies as well as the associated rewards for the various network nodes. This
allows effective and optimized network attack strategies to be devised, which help improve
the robustness of present and future network defense systems.
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CHAPTER 3:
Problem Formulation and Methodology
For our problem, we consider the application of a typical Local Area Network (LAN) setup.
Such a setup is deployed in practically almost all computer network topologies of various
sizes, with various computing entities represented as network nodes being interconnected
via a central LAN node such as a network switch. Besides enabling multiple hosts devices
(nodes) to be interconnected in a LAN, a network switch also performs key functions
like forwarding of messages to specified network hosts and performing data traffic and
bandwidth management within the LAN. An illustration of a simple ‘star’ LAN network
topology with a single switch and K number of nodes is as shown in Figure 3.1.
Figure 3.1. Typical Local Area Network Topology, with K Nodes.
An attacker who has managed to surreptitiously gain unauthorized access into the network,
wishes to exploit the most valued/important node to disrupt network operations. He is only
aware about the existence of the network switch and some connected K network nodes,
and no other network topology related information. However, he has no prior knowledge
about the “value” of the individually connected nodes (arms). Thus, the attacker would need
to devise an optimal plan of action of either “exploration” (observing the data exchange
15
through the switch) or “exploitation” (attacking the individual nodes). This is achieved by
the attacker performing sequential interactions with the switch and the other nodes within
the network in optimal fashion over the finite time horizon.
If the attacker decides to exploit an individual node, he gains a new observation on that
single node as corresponding feedback. These observations obtained over time enable the
attacker to estimate the importance value associated with respective nodes, and focus on
disrupting the operation of the most important node by attacking it.
If the attacker decides to explore the network switch instead, he obtains as intelligence feed-
back the corresponding observations on a random multiple number of connected network
nodes each time. These observations obtained enables the attacker to identify the promising
nodes to exploit over time, as part of the attack strategy.
3.1 Background
The multi-armed bandit framework reviewed in Chapter 2 provides a possible optimal
strategy for the attacker to sequentially interact with the various network nodes over time.
Through this sequential interaction process, he obtains possible intelligence feedback to
help identify the more promising nodes to attack within the finite time horizon.
Let [K] = {1, . . . ,K} represent the set of arms that correspond to each of the network
nodes. The index K + 1 represents the super-arm, which corresponds to the switch within
the network. Sampling an arm corresponds to attacking an individual node in our problem.
When sampling an individual arm : ∈ [K], the reward obtained would be the associated
node importance value given by the respective Bernoulli distribution parameter ?: . The
distribution and value of parameter ?: is assumed to be unknown; otherwise the attacker
would just focus on the arm with the largest ?: . Instead, the attacker obtains as intelli-
gence feedback an observation on the sampled arm which is manifested as an independent
Bernoulli random variable with parameter ?: . In case the arm selected by the attacker in a
particular iteration is not the optimal arm, the difference in expected reward values between
the sampled arm and the optimal arm will contribute to the cumulative expected regret
obtained over time.
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If the attacker decides to sample the super-arm, the resultant reward is zero because the
switch does not manifest intelligence about itself in our defined scenario. Hence, the attacker
incurs a regret equal to the magnitude of the reward value associated with the optimal arm.
However, the attacker will be able to observe a “0” (no intelligence value), a “1” (positive
intelligence value), or a “-1” (no information can be inferred due to noise) for a random
subset of the : individual arms, independently of each other.
The parameter [ gives the probability with which each arm yields an independent obser-
vation when the super-arm is pulled by the attacker, and models the effect of observing
the network switch in practice. The network switch facilitates the flow of data exchange
amongst the network nodes, and the high volume of network data flow in every time step
only allows the attacker to obtain observations for a subset of arms realistically in a single
time interval.
For simplification of the model, we assume that for each arm : ∈ [K]:
P(intelligence value = -1) = 1 − [
P(intelligence value = 0) = [(1 − ?: )
P(intelligence value = 1) = [(?: )
In each round, the attacker makes a decision on whether to either sample from any of
the : individual arms, or to sample from the super-arm. When the attacker samples an
individual arm : , he receives as information the outcome (a “0” or “1”, which serves as
useful information to determine the good arms), and the corresponding reward (of “1” with
probability ?: , and “0” with probability 1 − ?: ).
If the attacker decides to sample the super-arm (denoted by index K + 1), no reward is
collected. However, he potentially receives information from several arms, since each arm
has a chance [ of returning a “0” or “1” value. This information can then be utilized by the
attacker to identify the potentially promising arms from the set of K arms in the network
that should be sampled to obtain maximum possible reward over time.
As earlier mentioned, if the attacker samples an arm : , he earns a reward given by the
associated node importance value which is given by Bernoulli distribution parameter ?: .
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He obtains as intelligence feedback, an observation on the arm manifested as a Bernoulli
random variable with parameter ?: . If the super-arm is sampled, the attacker earns no
corresponding reward but instead obtain intelligence feedback on a random number of
arms.
Clearly, it can be observed that when [  1/K, the attacker should initially pull the
super-arm since it collects intelligence from many more than one arm (in expectation),
albeit without earning any potential rewards. The attacker should then focus on the more
promising arms when they have been identified, in order to maximize total potential reward
earned, in expectation. When [ > 1/K, the attacker should divide the initial number of
pulls between the super-arm and the other arms since the intelligence feedback on multiple
arms from the super-arm is limited. If [ ≤ 1/K, then the attacker should ideally allocate
the initial number of pulls on the other arms instead of the super-arm since almost no useful
intelligence on multiple arms can be collected under this setting when the super-arm is
pulled.
Themain research question then, is:What should be the optimal plan of action for exploration
and exploitation of the network that should potentially be adopted by the attacker? From
an operational perspective, this would be beneficial in identifying potential gaps in system
defenses and thus translates into improving the robustness of these defense mechanisms.
We consider three different algorithms in turn as part of this Chapter, and compared their
individual cumulative regret performance for our defined scenario presented earlier.
3.2 The Global Confidence Bound Learning Algorithm
The global confidence bound learning algorithm presented in [7] for a “combinatorial partial
monitoring game with linear feedback setting” is applicable to our research problem.
3.2.1 Definition of parameters
The parameters used in the global confidence bound algorithm is defined as follow.
• a: the vector of true means of the unknown reward distribution for the set of arms.
• X: the set of  possible actions/arms, including the super-arm.
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• Ĝ: an individual arm that provides the best expected reward on â.
• Ĝ−: an individual arm that provides the second best expected reward on â.
• f: the observer set of actions, where the attacker plays a certain action in each time
step. f = {G1, G2, . . . , G +1}, comprising of the  arms and the super-arm.
• U: a parameter used in the global confidence bound. U = 24 ×  in our analysis.
• ã(C): vector of estimated outcomes at time t. Note that E[ã(C)] = a.
• â: cumulative average of estimated outcomes, ã = 1
=f
∑=f
9=1 ã 9 .
• 5X (C): frequency function used in the global confidence bound. 5X (C) = ln C + 2 ln |X|
• =f: the number of exploration rounds played so far.
• A (G, ·): the corresponding reward obtained by playing action G.
• R: the reward matrix consisting of all possible reward vectors
• "G: linear feedback transformation matrix associated with arm G, where G ∈ X.
3.2.2 Pseudocode of the global confidence bound algorithm
The pseudocode of the global confidence bound algorithm in [7] is presented next.
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Algorithm 1: Global Confidence Bound Algorithm
Require: f, U, 5- (C);∀G ∈ -, A (G, ·), "G
1 Initialize t← 0, =f ← 0;
2 loop
3 if t = 0 then
4 state← begin_exploration {initialize {̂}
5 else
6 Ĝ = argmax
G∈X
A (G, â)






















14 if state = begin_exploration then
15 {exploration phase:}
16 for s ← 1; B ≤ |f |; s ← s + 1 do
17 play GB in observer set f, and observe ~B
18 if B = |f | then
19 =f ← =f + 1
20 ®~=f =
(
~1; ~2; · · · ; ~ |f |
)





22 â = 1
=f
∑ 9=1
=f {̃ 9 {take average}
23 end





29 play action Ĝ




3.2.3 The global confidence bound algorithm model
The model presented in [7] can be categorized as a “combinatorial partial monitoring game
with linear feedback”, that involves a repeated game with the attacker and the environment
in discrete time steps. This model is suitable for our application, where in each time step
the attacker has to select an action to take that either involves exploration of the network
or the exploitation of a particular node in the network. Thus, based on the action selected
by the attacker, a corresponding reward value is obtained and the attacker needs to have an
optimal action plan that optimizes his total expected reward earned over time. An optimal
balance of exploratory actions and exploitation is desired to be achieved in this case, which
is the goal of the global confidence bound algorithm detailed in [7].
Prior to the commencement of the game, an n-th dimensional fixed probability distribution
in [0, 1]= is determined by the environment. This forms the reward distribution of the
true means associated with each arm (network node), and is not revealed to the attacker
throughout. This typically depicts the scenario in real-world applications,where the attackers
typically do not have knowledge on which connected target node is the most rewarding to
attack.
A fixed time horizon ) is defined for algorithm execution, and represents the finite amount
of time that the attacker has before being detected by defense mechanisms of the network. In
each discrete time step C, the environment performs a sampling of an independent random
vector {(C) ∈ [0, 1]= from the fixed probability distribution. Both {(C) and the predeter-
mined probability distribution are not known to the attacker throughout. This represents the
outcome of the environment in that particular time step, and the outcome changes between
time steps.
At each time step, the attacker selects an arm G(C) ∈ X to pull. X consists of the set of
 arms and the super-arm. Thus, when G(C) is applied to the corresponding environment




∈ R. The attacker
is also able to receive a linear feedback ~(C), where ~(C) = "G(C) · {(C) is the inner product
of the G(C) row of the matrix M and the outcome vector v(C).
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Similar in concept to the majority of bandit algorithms, the proposed global confidence
bound algorithm in [7] alternates between exploration and exploitation phases as time
progresses. The empirical mean of the outcome vector ã is initialized by conducting one
round of exploration when the algorithm first executes, as given by line 4 in algorithm 1.
After which, the global confidence bound algorithm computes the global actions Ĝ and Ĝ−
that produces the best expected reward and next best expected reward respectively in lines
6 and 7 of algorithm 1. There is no enumeration for the set of all possible actions [7].




implemented in line 8 of algorithm 1 is used to
determine whether an exploration or exploitation action should be performed in each time
step,whereU = 24× . It is also used to evaluate if there is significant separation (distinction)
between the globally optimal and second optimal solutions. If there is one, then it would be
optimal to perform exploitation on the current identified optimal action G̃, given by line 9
in algorithm 1. Hence, the global confidence bound algorithm in [7] exchanges regret from
additional exploration rounds with reduced error probability during exploitation to avoid
potentially incurring a high regret cost that would be linear to the potential space size of all
possible actions.
From [7], in the event that the difference of the estimated expected reward of the best
and second best actions remains very small (meaning that the reward gap between best two
actions is insignificant), the global confidence bound algorithm avoids continuous repetition
of the exploration phase and commences exploitative action on the best action identified
if adequate exploration rounds have been performed. This implementation can be found
in line 8 of algorithm 1. The global confidence bound algorithm refrains from evaluating
differences in expected reward between all pairs of possible actions [7].
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3.2.4 Application of global confidence bound algorithm to our problem
Utilizing the notation presented in [7], let the support for the outcome vector ã(C) be a 2 
dimensional vector of 0’s or 1’s for the first  entries and 0’s, 1’s and -1’s for the last  














vK+1︷     ︸︸     ︷
{0, 1,−1}︸     ︷︷     ︸
arm 1
; . . . ;
v2K︷     ︸︸     ︷
{0, 1,−1}︸     ︷︷     ︸
arm K︸                          ︷︷                          ︸
super arm
) .
Thus, the environment chooses a value of either 0 or 1 for the individual arms 1 through
 , and either a value of 0,1, or -1 for each of the corresponding individual arms when the
super-arm is sampled. Hence, the distribution of ã(C) is the product of 2 distributions.
The first  elements are Bernoulli random variables
(
4A (?1), . . . , 4A (?: )
)
and the last
 elements have the following distribution for : ∈ (1, . . . ,  ):
P
(
a +: = -1
)
= 1 − [ =⇒ intelligence value = -1 ,
P
(
a +: = 0
)
= (1 − ?: )[ =⇒ intelligence value = 0 ,
P
(
a +: = 1
)
= (?: )[ =⇒ intelligence value = 1 .
When sampling an individual arm : ∈ [ ], the transformation matrix is a 2 -diemnsional
vector ": = 4: with a 1 in the k’th position and zeros elsewhere. Thus, ~(C) = ": · ã(C) ∈
{0, 1} when Ĝ(C) = k, for : ∈ [ ]. Hence, ~(C) returns the output value of arm : .
The resultant transformation matrix when the super-arm is sampled is given by
" +1 = (0 I) ,
where 0 is the  ×  zero matrix, and I is the  ×  identity matrix.
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The feedback ~(C) = "G(C) · â(C) is the vector as shown below when G(C) =  + 1
( {0, 1,−1}︸     ︷︷     ︸
outcome of arm 1
; . . . ; {0, 1,−1}︸     ︷︷     ︸
outcome of arm K
) .








where rank "f = 2 = =.
The expected reward, as a result from sampling of either of the individual k-th arms or the
super-arm, can be expressed as A (G(C), ã(C)).
For G(C) = : ∈ [ ],
A (:, ã(C)) = ~(C) = ": · ã(C) = outcome of arm k . (3.1)
For G(C) =  + 1,
A ( + 1, ã(C)) = 0 . (3.2)
Thus, when the super-arm is sampled, the corresponding expected reward gained by the
attacker is zero. Hence, it can be observed that the reward function, A, is a linear function
of ã.
As with all typical bandit models, the fundamental performance metric would be to define
and determine the expected cumulative regret over the specified fixed time horizon ) . It is
in the interest of the attacker to achieve minimum expected regret (i.e. maximize expected
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reward) at the end of the game at time horizon ) . Thus, the performance of various bandit
models can be evaluated using the plot of the cumulative regret bounds and comparing the
regret curves for the over time.
3.2.5 Cumulative regret bound of the global confidence bound algo-
rithm
As in [7], the expected regret over the finite time horizon ) for the global confidence bound
algorithm can be defined as follow.
















In equation (3.3), the first term represents the corresponding reward that is obtained by the
attacker if he pulls the arm that yields the maximum expected reward for each time step. The
associated reward is taken from the predetermined probability distribution at the start of the
game, and is unknown to the attacker throughout. In our application, if the attacker decides
to pull the super-arm, then no positive reward is obtained. Instead, the attacker obtains a
regret corresponding to the reward associated with the optimal arm.
Define a = E[{] as the vector of expected values of { and let Ā (G, a) = E[A (G, {)]. It is further
assumed that the expected reward term is a function of G and the expected outcome vector a
of {. It is mentioned in [7] that this assumption is satisfied when the corresponding reward
function is a linear function of {, or if the distribution of { can be determined by the mean
vector of the distribution a. In our analysis, the draw the unknown reward distribution of the
means as independent Bernoulli random variables and hence this assumption is satisfied.
We let G∗ be the expected reward associated with the best optimal arm under the expected
outcome vector a. Thus, G∗ = maxG∈X Ā (G, a), and the expected regret function can be
written as follows,











In addition, the regret bounds on { for the global confidence bound algorithm can be
formulated into distribution-independent or distribution-dependent bounds.
The distribution-independent bound for the global confidence bound algorithm in [7] is

















where ! is a Lipschitz constant and Vf is a constant of the instance of the game that is
independent of the outcome distribution ?.
In addition, the distribution-dependent bound for the global confidence bound algorithm for




























ΔG = Ā (G∗, {) − Ā (G, {)
Δ<0G = max{ΔG : G ∈ X}
Δ<8= = min{ΔG : G ∈ X,ΔG > 0} .












theoretical regret bound for
partial monitoring games [7].
As mentioned in [7], ff a particular instance of the game has a unique optimal arm under the
outcome distribution ? and mean outcome vector a, then the global confidence bound algo-




distribution-dependent regret which in turn corresponds
to the theoretical lower bound for classical multi-armed bandit problems .
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3.3 LiEtAl Algorithm for Stochastic Online Learning
While the global confidence bound algorithm presented in [7] trades off the initial regret
from exploration for accuracy in exploiting the best arm in the later time steps, the LiEtAl
algorithm in [10] differs slightly in its approach. From [10], the LiEtAl algorithm constantly
evaluates both the accuracy of the estimates of the arms’ reward mean estimates and the
reward gaps between arms to determine the corresponding action to take in each time step.
The LiEtAl algorithm presented in [10] was developed in consideration of the problem
of stochastic online learning, where it is utilized as a generic framework for addressing
sequential decision problems. These type of problems are very similar to the typical setup
of problems applicable to bandit models as described in earlier sections. In each time step
within a defined time horizon, the attacker plays an action from the available set of all
possible actions. He in turn obtains a random associated reward and also obtains some
random feedback for the chosen action [10].
From [10], there are various types of feedback models possible. The full feedback model
enables the attacker to learn over time the random rewards associated with all possible
actions regardless of which action was chosen. The typical bandit model feedback on the
other hand, only enables the attacker to learn only about the associated reward for a chosen
particular action [10]. These feedback models can be generalized and characterized using
the concept of directed graphs [16]. In such graphs, each edge (8, 9) corresponds to an
observation for the random reward associated with action 9 to the attacker, if action 8 is
played.
3.3.1 Model setting
Specifically, the authors in [10] considered the stochastic learning problem with general
probabilistic graph feedback, and the notation used here differs slightly from that of the
global confidence bound algorithm in [7] as presented in the earlier section.
In the feedback graph, the directed edges in the graph each has an associated probability
?8 9 . From [10], the problem considered can be characterized by a quadruple (+, , ?, `).
+ = [ ] represents the finite set of all possible actions.  ⊆ + × + denotes the set of
directed edges between different actions. ? :  → (0, 1] provides the mapping of the
directed edges to the associated triggering probabilities. ` = {`8}8∈+ contains the reward
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distributions of all possible actions. Without any loss of generality, it is assumed that
each reward distribution candidate is also 1-sub Gaussian. This is trivially satisfied by the
Bernoulli reward distributions which we later consider in our analysis.
As presented in [10], the directed probabilistic feedback graph can be denoted by  =
(+, , ?). It is assumed that the attacker has knowledge about  and that the `8’s have
1-sub Gaussian tail. However, he does not have knowledge on the underlying reward means
\8’s. In each time step, a corresponding reward vector AC =
(
AC (8) : 8 ∈ +
)
is drawn





based on  is also generated in each time step. Also, C = {(8, 9) ∈  : >C8 9 =
1} ⊆  , and >C8 9 is an independent Bernoulli random variable with associated mean ?8 9 .
Correspondingly, the attacker selects an action 8C ∈ + in each time step, using all prior
observations collected about the various arms so far. This is done without observation of
either  C or AC in every time step. Thus, an instantaneous reward AC (8C) is received by the
attacker in each time step.
3.3.2 Key model assumptions
There are several assumptions made with regards to the algorithms presented in [10], and
these are listed as follow. These assumptions are made by the authors in [10] so that the
corresponding reward associated with the selected action is observable.
1. The feedback graph  is observable, where each action has an opportunity to be
observed by pulling the corresponding arm. That is, for each possible action (arm) j,
there exist an edge (8, 9) ∈  for some 8.
2. Each feasible distribution vector is composed of corresponding reward distributions
of the “same type”.
Denote C as the set of all possible reward distributions. DenoteS as the set containing
all feasible vectors of reward distributions. Denote KL as the Kullback–Leibler (KL)
divergence. Thus, for every ` ∈ S, KL(`8, ` 9 ) is well-defined for any 8, 9 ∈ + . If
KL(`8, ` 9 ) is well-defined for any 8, 9 ∈ + for every ` ∈ C+ , then ` ∈ S.
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3. The KL divergence of the underlying arms’ reward distributions is continuous with
respect to their corresponding mean reward values. Let there exist some universal




which satisfies KL(` 9 , `
′
8
) is well-defined, \ (`′
8
) + n ≤ \ (`8) < \ (`8) + 2n and
|KL(` 9 , `
′
8
) − KL(` 9 , `8) | ≤ n .
3.3.3 Definition of algorithm parameters
The algorithm presented in [10] required the use of the following parameters, and the
notation used differs across the various algorithms explored.
• [, the probability with which each arm yields an observation from the super-arm.
• V, an auxiliary function that is any non-decreasing function satisfying 0 ≤ V(=) ≤ =/2
and the subadditivity V(< + =) ≤ V(<) + V(=).
• ?: , the true expected mean value of the : Cℎ arm.
• -:,C , the estimated sample mean of the reward for the individual : − Cℎ arm at time C.
Also denoted as ˆ̀C,: .
• ˆ̀∗C , the arm with the largest mean estimate amongst all the arms in round C.
• B ∈ {1, 2, . . . ,  + 1}, where B is a random variable that indicates which arm was
chosen by the algorithm in round B = 1, 2, . . . , ) . If B =  + 1, then it indicates that
the super-arm was chosen in that round.
• #: (C) =
C∑
B=1
I{B = :},∀: ∈ {1, . . . ,  + 1}, where #: (C) represents the total number
of times an individual arm was pulled.
• =: (C) =
C∑
B=1
I{B =  + 1, -:,C observed},∀: ∈ {1, . . . ,  }, where =: (C) represents
the number of observations of the : − Cℎ arm obtained from pulling the super-arm.
• <: (C) = =: (C) + #: (C),∀: ∈ {1, . . . ,  }, and < +1(C) = #: (C).
• #4 (C) represents the number of exploration rounds performed up to time C, #4 (0) = 0.
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3.3.4 Pseudocode of the LiEtAl algorithm
The LiEtAl algorithm in [10] is more complex in the general setting, as presented in our
earlier analysis and discussion. Hence, we adapted the LiEtAl algorithm in [10] to our
defined problem and the pseudocode of the adapted algorithm is presented next.
Algorithm 2: LiEtAl Algorithm
1 Check whether there exists an arm : ∈ {1, . . . ,  } such that <: (C − 1) < 0.5[# +1(C − 1).
If so, denote this arm : ′ and proceed to step 2. If not, proceed to step 3.
2 With probability 0.5 play arm : ′ and with probability 0.5 play the super-arm. Record the
observations. Set #4 (C) = #4 (C − 1) and proceed to the next time point C + 1 (i.e. skip steps
3 - 7)
3 For each arm : = {1, . . . ,  + 1} compute : (C) = #: (C)/16 log (C − 1) and for arms
: = {1, . . . ,  } compute the mean estimate ˆ̀C−1,: based on previously observed data. Let
ˆ̀∗
C−1 = max:=1,..., ˆ̀C−1,: . For each arm : ∈ {1, . . . ,  } except the one with the largest
mean estimate ( ˆ̀∗C−1) check the following condition













Store any arms for which the condition does not hold in set C . If C is empty, proceed to
step 4, if not, proceed to step 5.
4 Play the arm : ∈ {1, . . . ,  } with the largest mean estimate. Record the observation, set
#4 (C) = #4 (C − 1) and proceed to the next time point C + 1 (i.e. skip steps 5 - 7).
5 Check whether there exists an arm : ∈ {1, . . . ,  } such that
[<: (C − 1) < 2V#4 (C − 1)/( + 1). If so, denote this arm : ′, and proceed to step 6. If not,
proceed to step 7.
6 With probability 0.5 play arm : ′ and with probability 0.5 play the super-arm. Record the
observations, set #4 (C) = #4 (C − 1) + 1 and proceed to the next time point C + 1 (i.e. skip
step 7).
7 Play an arm sampled uniformly at random from the set C . Record the observations, set
#4 (C) = #4 (C − 1) + 1 and proceed to the next time point C + 1.
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3.3.5 Description of the algorithm pseudocode
The algorithm begins execution as follows. It initializes various key quantities, in particular
the number of exploration rounds played #4, and also the estimated mean averages for the
various arms. Each exploration round played increments the value of quantity #4 by 1,
and presents an opportunity for the attacker to learn more about the unknown reward mean
distribution associated with the arms. Hence, at the end of the algorithm run, we would
expect that the attacker has a better understanding of the true reward means for the various
arms, and thus the estimated mean averages will serve as reasonable estimates of the true
mean values.
For every time step C, if for some action 9 the cumulative number of observations is less
than half the total expected number of observations, then the algorithm attempts to observe
the reward of 9 once more via the selection of the parent of 9 and parameter #4 is left
unchanged [10]. Thus, when the condition specified in step 1 of algorithm 2 is true, this
implies that the realizations of the probabilistic feedback graph are sufficiently good such
that the attacker is able to depend on the selected realizations to obtain improved mean
estimates accuracy for the various arms. Here, the algorithm is assigned equal probability
of either playing an individual arm that satisfies the specified condition in step 1, or to pull
the super-arm with equal probability to obtain observations of the various arms.
If the specified condition in step 1 of algorithm 2 is not satisfied by any of the arms in
 (i.e. all realizations mean estimates are sufficiently good and highly accurate), then the
algorithm proceeds to step 3. In step 3, the algorithm evaluates and determines  (·), which
is used to identify the best optimal arm by evaluating the reward gaps between pairs of arms.
Thus, if all arms (except the optimal arm) satisfies the condition specified in step 3, then the
algorithm is confident that it has identified the optimal arm amongst all the possible arms,
and proceeds into step 4 to exploit the optimal arm.
Else, if there is any arm that does not satisfy the conditions specified in step 3, this indicates
that there might not be adequate exploration performed for these arms. Hence, the algorithm
tries to obtain additional observations on the estimated means for these arms in steps 6 and
7 in order to improve the corresponding mean estimates. As such, when the mean estimates
obtained so far are sufficiently close to the true mean values for the arms, then the algorithm
proceeds to pull an arm according to the current mean estimates with minimal cost on the
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regret as given by the asymptotic lower bound.
Given sufficient time horizon, the algorithm would have performed sufficient exploration
rounds to identify the optimal arm amongst all the possible arms, and proceed into step 4
to perform exploitation of the optimal arm. As such, the cumulative regret curve obtained
should very likely ‘flatten’ out as time progresses. During the exploratory phase, the cumu-
lative regret curve would be expected to increase linearly, as a consequence of making pulls
of the super-arm and the other sub-optimal arms.
3.3.6 Regret bounds of the LiEtAl algorithm
From [10], the objective of the attacker is to maximize the expected cumulative reward
obtained ,which is equivalent tominimizing the expected cumulative regret as a consequence
of not pulling the optimal arm over time.
The expected cumulative regret function from [10] can thus be defined as follows,
'` () ;) = ) max
8∈+






where the expectation function is over the randomness of AC and  C . The mapping from the
reward distributions to their respective means is given by \ : C → R. Denote \ = (\8 : 8 ∈
+), and assume that there is only one single best optimal action in the set of defined actions,
where \1 > \2 ≥ \3 ≥ · · · ≥ \ . Denote Δ(`) =
(
Δ8 (`) : 8 ∈ +
)
, where Δ8 (`) = \1 − \8
representing the reward gap between the best optimal action and any other action 8. Denote
+ 8= ( 9) = {8 ∈ [ ] : (8, 9) ∈ } as the set that represents the incoming neighbors associated
with action j.
In [10], the asymptotic lower bound for the algorithm regret is
 (`) =
{






8∈+ 8= ( 9)
?8 928 ≥
1
KL(` 9 , `1)





As mentioned in [10], the individual elements contained within the set presented above
constitutes the asymptotic pulling “fraction” of arms. This can be used to identify and
separate the sub-optimal arms from the best optimal arm.
Hence, the regret bound for the algorithm as presented in [10] is, for any n > 0,
'\ ()) ≤ 4 log())
 ∑
8=1
























where 28 (\, n) = sup
{
28 (\
′) : |\ ′
9
− \ 9 | ≤ n, ∀ 9 ∈ [ ]
}









< ∞ for any n > 0. Then, for any \
such that 2(\) is unique,
lim sup
)→∞
'\ ())/log()) ≤ 4 inf
2∈C(\)
〈2,Δ(\)〉 (3.10)
will hold with probability at least 1 − X for any X > 0.








for the expression in the regret bound is due to
the gap present between the realizations and the expectations of the probabilistic graphs.
Thus, the regret bounds presented are gap-dependent.
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3.4 Our Proposed Algorithm
Earlier, we have established that each time the attacker performs a sampling of the super-
arm, he might collect intelligence statuses from the respectiveK arms although there would
be no reward earned. With the collected intelligence, the attacker would then be able to
subsequently focus on the more promising arms when the best arms have been identified
in order to earn optimal rewards with a high probability in subsequent exploitative actions
performed.
While the proposed global confidence bound algorithm in [7] as presented earlier is a
possible approach to tackle the aforementioned problem, our numerical analysis noted that
the corresponding cumulative regret obtained increases quickly over time. This can be
attributed to the logarithmic terms defined in the regret bounds of the global confidence
bound algorithm in [7], which causes the cumulative regret to increase rapidly with time. In
addition, our numerical analysis on the cumulative regret of the LiEtAl algorithm presented
in [10] indicated that the regret increases in constant linear fashion over time when the
reward gap between the best two arms is significantly small. This is not optimal for the
attacker over time.
Hence, we propose our own algorithm as a novel approach to address the defined problem.
The proposed algorithm provides a better strategy for the attacker over time, and the
corresponding cumulative regret obtained empirically is consistently lower than those of
the other two algorithms. These results are presented in Chapter 4.
3.4.1 Model setting and definition of key parameters
The cumulative regret of the multi-armed bandit algorithms increases in each time step
when either a sub-optimal arm or the super-arm is pulled. Not every arm will yield a
corresponding observation from the super-arm when it is pulled in practice, since arm :
generates samples from a Bernoulli (`: ) with some probability. Hence, it would not be
ideal for the super-arm to be pulled frequently when it not as beneficial, as doing so will
result in an increase in the cumulative regret obtained over time. Such an attack strategy
would not be optimal for the attacker to exploit the network.
Thus, we propose and incorporate a feasible method for our algorithm to decide on how
frequently the super-arm is pulled, depending on how beneficial it is with regards to yielding
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observations of the various arms. We aim to achieve an overall cumulative regret that is
consistently low over time, by minimizing unnecessary pulls on the super-arm when it is
less beneficial.
A definition of the key parameters used in our proposed algorithm is provided next. The
notation used may differ from the other algorithms earlier presented.
• [: the probability with which each arm yields an observation from the super-arm.
• U: a parameter used in the algorithm, we set U = 3/2 in our work.
• V: a parameter of the algorithm that is used to control how often the super-arm gets
pulled.
•  : the total number of arms, [ ] = [1, . . . ,  ] represents the set of possible arms.
• `: : the true mean value of arm : .
• IC
:
: index value of the : arm at the end of round C
• ICB0: index value of the super-arm at the end of round C
• "̃ C
:
: a Binomial random variable corresponding to the number of samples of arm :





: the number of samples of arm : at the end of round C.
• #̃ C
:
: the number of individual activations of arm : at the end of round C.
• # CB0: the total number of activations of the super-arm at the end of round C.
• -̄ C
:
: the average mean estimate obtained for arm : at the end of round C.
• ) : value representing the length of the finite time horizon, where C ∈ ) .
• g: the largest time step value in which the super-arm gets initially sampled.
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• a: a parameter representing the frequency in which the super-arm gets activated.
3.4.2 Model analysis and formulation
We define independent random variables -1, . . . , - with support on [0, 1], having corre-
sponding mean values `1 ≤ `2 ≤ · · · ≤ ` .
For arm : , let # C
:









be the corresponding arm index by the end of round C. The value of # C
:
increases by 1 each













where # CB0 is the number of activations of the super-arm. We assume that V = U initially













∼ Binomial(# CB0, [) is a random variable corresponding to the number of samples of
arm : derived when the super-arm is activated.



















− a# CB0 | < [C
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for all arms : ∈ [ ],
g ≥ gmin = min
{
C ≥ 1 : a 
√
U log C


















To further simplify things, we assume that [C = 0 for all C’s, corresponding to the super-arm





≤ ` . (3.15)
No arm gets individually sampled in rounds C = 1, . . . , gmin. Arm : does not get individually




. Therefore, arm : does not get individually sampled
in rounds C = gmin + 1, . . . , g:max where
g:max = max
{












< ` − `:
never get individually sampled.
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This expression suggests that the super-arm is beneficial when the number of arms that meet
(3.17) is large.
Looking at the expected regret, we have the following additive ingredients:












, which is standard in Upper Confi-
dence Bound proofs.
2. The term corresponding to the super-arm activations, for which we can obtain an
upper bound.
3. The term corresponding to individually activating the arms. This can be improved by
accounting for the minimum number of super-arm activations.
Thus, a problem that remains for future work is the optimization of the value of parameter V
in terms of U in the corresponding expression defined earlier for the super-arm index as part
of our work. Another important issue is the optimization of the number of arms that get at
least a single sample during the initialization phase; in principle, when the number of arms
is very large (say, a million), not every arm needs to get a sample in the initialization stage,
because doing so in the presence of Bernoulli sampling for each arm can be inefficient for
relatively small values of the parameter a. How to balance the initialization effort done by
the super-arm in terms of the number of arms also is left for future work.
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3.4.3 Pseudocode for our proposed algorithm
The pseudocode for our proposed algorithm is presented next.
Algorithm 3: Our Proposed Algorithm
Require:  , [, U, V, )
1 Initialize parameters U, V, [, C = 0, # C
:





2 Generate vector of random true mean values `: , sorted in decreasing order.
3 Enter initialization phase; sample the super-arm repeatedly until at least a single observation





increment C each time the super-arm is sampled.


















6 Check if the current index value of the super-arm or an individual : − Cℎ arm has the largest
value overall.
7 If current index value of the super-arm is the largest overall, sample the super-arm
repeatedly until every : − Cℎ arm has a new single observation obtained. Record the




, and increment C each time the super-arm is
sampled. Proceed to step 9.
8 If a : − Cℎ arm has the largest overall index value, increment corresponding # C
:
value by 1.
Increment t by 1. Update - C
:
and proceed to step 9.
9 Proceed to the next time point C + 1, if C < ) .
3.5 Summary
The various algorithms explored as part of this work seek to provide an optimal strategy
for the attacker to exploit the network node with the best reward for our defined problem,
by minimizing the cumulative regret obtained over the finite time horizon. There exist
similarities and differences among the approaches proposed by the various algorithms for
the attacker to exploit the best arm identified, in optimal fashion.
The approach adopted by global confidence bound algorithm, as presented in [7], is to per-
form sufficient initial number of exploration rounds on the various arms within the network
in order to identify the promising arms for exploitation. The algorithm continuously per-
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forms exploration of the arms until it can identify a single best arm orwhen sufficient number
of exploration rounds have been played [7], before exploiting on the best possible arm. Thus,
it “exchanges” the cumulative regret obtained in the initial exploration rounds with reduced
error on exploiting the best possible arm over the finite time horizon. As such, the global












distribution-dependent regret, which is the corresponding theoretical
lower bound in classical multi-armed bandit problems [7].
For the LiEtAl algorithm in [10], its approach is to continually assess in every time step,
the accuracy of the reward mean estimates obtained for the various arms and also evaluate
the corresponding reward gaps, before exploiting on the best arm identified. The LiEtAl
algorithm in [10] attempts to identify a best possible arm among the various arms for
exploitation. Hence, if the reward gap between the best two arms is small such that the
best arm cannot be confidently identified, then the LiEtAl algorithm continues to obtain
observations by pulling the arms [10]. This results in the cumulative regret curve increasing
linearly over time as it either repeatedly makes pulls on the super-arm or mostly on arms
that may possibly be sub-optimal. From [10], the regret bounds are gap-dependent and is of
the order O(log)).
Thus, our proposed algorithm seeks to obtain an improved cumulative regret performance
that is consistently lower than those of the other two algorithms for our defined problem.
Having a resultant cumulative regret that is not consistently low is not optimal for the
attacker, given the finite time horizon. Hence, we adopt the general approach of the global
confidence bound algorithm presented in [7], but incorporate a method to determine how
frequently the super-arm is pulled. If the number of arms that yield observations from
the super-arm is significantly small, which indicates that the super-arm is less beneficial,
then our proposed algorithm will make sufficiently fewer pulls on the super-arm during
exploration. Our empirical results obtained in Chapter 4 indicates that the cumulative regret
performance achieved for our proposed algorithm is consistently lower than those of the




In this chapter, we present the results obtained and analysis for the various multi-armed
bandit algorithms explored and discussed in Chapter 3.
We consider the scenario with  = 100 arms and a single super-arm. We investigate the
cumulative regret performance of the various algorithms on two specific cases with the
reward gap for the best two arms being either significantly large or being significantly close.
Case 1 has the reward gap being sufficiently small, with the reward difference between the
best two arms down to the thousandths place. Case 2 has the reward gap between the best
two arms being sufficiently larger, with the reward difference down to the hundredths place.
Table 4.1 provides an example of the reward means for both of these cases.
Table 4.1. True Means for Both Cases.
4.1 Global Confidence Bound Learning Algorithm
We evaluate and present the average cumulative regret performance of the global confidence
bound algorithm that was obtained over multiple experimental replications via numerical
simulation, for our defined scenario with  arms and a single super-arm.
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4.1.1 Evaluation of the global confidence bound algorithm
As described by the authors in [7], the global confidence bound algorithm utilizes the
following two key conditions to determine whether it should perform exploration of the
arms or exploitation in each time step. The first key condition used in the algorithm involves
the use of the global confidence bound.







U: parameter, U = 24 ; ( represents the total number of arms)
X: total number of arms and super-arm; X =  + 1
5X (C): frequency function, 5X (C) = ln C + 2 ln |X|
f: set of actions; f = {G1, G2, . . . , G |f |}
=f: number of exploration rounds played so far
In the algorithm implementation, the global confidence bound is used to evaluate whether
there is a significant separation between the estimated means of the optimal arm and the
second best arm found so far. If the resulting difference is larger than the calculated value
for the global confidence bound so far, then the algorithm is confident on exploiting the
current optimal arm in that corresponding time step.






This condition implies that when the total number of exploration rounds played so far is
sufficiently large, then the algorithm would also proceed to exploit the optimal arm found so
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far. This second condition is used to supplement the first condition as stated earlier. When
the difference in sample averages of the optimal arm and second optimal arm found so
far is small, which implies implicitly the possibility of multiple near-optimal arms, having
only the first key condition would cause the algorithm to constantly enter back into the
exploration phase and in turn adds to the cumulative regret obtained over time.
The implementation of the second key condition as an either/or to the first key condition
ensures that the algorithm would be able to avoid endless repetitions of the exploration
phase the moment that sufficient exploration rounds have been performed, and enter into
the exploitation phase.
As presented in [7], when either of the two key conditions are true, the algorithm would
be confident to transit from the exploration phase into the exploitation phase, where the
optimal arm found so far would be exploited to obtain minimum possible regret.
Parameter [ gives the probability with which an observation for an individual arm can
be successfully obtained from the super-arm whenever it is pulled. In our analysis, we
defined parameter [ = 0.05, which indicates that an observation for an individual arm can
be obtained successfully on average five percent of the time when the super-arm is pulled.
This is in fact a property of the super-arm in real applications, where critically important
information is often times scarce and might not be readily available. In the case of a typical
network switch, numerous message data packets from the connected nodes are exchanged
with a rapid rate at every time interval and thus requested messages from specific nodes
might not be readily available given the busy network load.
The global confidence bound algorithm was also implemented and evaluated for various
different values of  = 10, 100, 1000 arms. The experimental runs for each value of  
was repeated over # = 100 independent replications, and the averaged cumulative regret
curves over time were plotted as shown in Figure 4.1. The 95% confidence intervals for the
cumulative regret curves were evaluated as part of our analysis, but are omitted from Figure
4.1 to keep it uncluttered.
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Figure 4.1. Cumulative Regret of the GCB Algorithm versus Time.
As with typical multi-armed bandit algorithms, we observe from Figure 4.1 that the cu-
mulative regret curves exhibit logarithmic growth over time, This is in agreement with
the findings presented in [17], where the minimax regret growth for multi-armed bandit
problems is of order O(log)). Thus, the magnitude of the cumulative regret value at time
C increases proportionally when the total number of arms  increases.
In the initial time steps, the algorithm is primarily performing exploration of the arms in the
network to obtain reliable mean estimates of the associated rewards. This is characterized by
the steep growth of cumulative regret exhibited in the various regret curves initially, where
more pulls on the super-arm is expected. Over time, the algorithm would have obtained
increased number of observations on the probable rewards associated with the respective
arms, and therefore would be able to perform exploitation on the most promising arms
identified. Given that the Global Confidence Bound (GCB) algorithm was designed to
favor more exploration rounds initially to minimize the pulling of sub-optimal arms during
exploitation, the cumulative regret curves grow in logarithmic fashion over time. The growth
in cumulative regret levels off only when exploitation on the optimal arm is performed.
As such, the GCB algorithm uses the global confidence bound condition to refrain from
evaluating reward differences between all possible pairs of arms to improve algorithm
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efficiency. In addition, the GCB algorithm performs many more exploration rounds initially
in exchange for a reduced probability of error of pulling sub-optimal arms during exploitation
phase given that sub-optimal arm pulls would result in an increased regret cost that is linear
to the potential number of possible arms.
4.1.2 GCB algorithm regret performance over different reward gap
scenarios
We evaluated the cumulative regret performance of the global confidence bound algorithm
over two distinct cases for the reward gap difference between the best two arms as mentioned
in the beginning of this Chapter.
Figure 4.2 presents the respective averaged cumulative regret curves obtained over 10
experimental repetitions. We chose such small number of replications in order to be able to
set a time horizon that is 10 times larger than in Figure 4.1.
Figure 4.2. GCB Algorithm - Cumulative Regret Curves.
From Figure 4.2, the averaged cumulative regret curves obtained for both cases are relatively
close together with small regret value difference over the finite time horizon. This suggests
that the global confidence bound algorithm’s performance in terms of regret is robust with
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regards to the magnitude of the reward gap between the best two arms.
4.2 LiEtAl Algorithm
The LiEtAl algorithm presented by the authors in [10] is more complex in the general
setting. Hence, we adapted the algorithm to address our defined problem. We applied the
algorithm to our problem with  = 100 arms (for computational resource efficiency) and a
super-arm to evaluate its corresponding regret bounds obtained. The Uniform distribution
was used to generate the corresponding unknown reward distribution of the individual arms
for each replication, sorted in descending order such that arm 1 will always provide the
maximum expected reward (i.e. zero regret) when pulled.
Correspondingly, for the armswith a larger index, the associated true expected reward values
for these arms are small. In addition, whenever the super-arm is sampled, the resultant
expected reward is zero and the corresponding regret obtained will be equal to the reward
obtained had the best arm been sampled instead. Thus, frequent or unnecessary pulls on
these sub-optimal arms and the super-arm is not ideal as doing so significantly contributes
to the cumulative regret obtained by the operator over time.
During the initialization process before algorithm execution, the super-arm is sampled
repeatedly until there is minimally an observation obtained for each arm. The probability
that each arm will yield an observation in each pull of the super-arm is given by parameter
[, and we used [ = 0.05 (or 5% of the time) in this case. Hence, it is possible that certain
arms might have a better estimate of their true mean values at the end of the initialization
due to the multiple samples obtained during this process.
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4.2.1 Case 1 - large reward gap between the best two arms
Table 4.2 provides an overview of the key results obtained from the algorithm, for the
scenario where the reward gap between the best two arms are is sufficiently large.
Table 4.2. LiEtAl Algorithm - Summary Table 1
From table 4.2, we note that the estimated means (sample averages) obtained at the end
of the algorithm run are reasonably close to the true mean values for the optimal arm and
the second best arm. The algorithm performed the largest number of pulls on the best arm
during execution, significantly more than the respective number of pulls on the second best
arm and the super-arm. This indicates that the optimal arm was exploited for majority of
the time, helping minimize the overall cumulative regret obtained.
Figure 4.3 gives the plot on the selected arm pulled by the algorithm in each time step across
the finite predetermined time horizon, for a single sample path.
Figure 4.3. Plot of Chosen Arm - Single Sample Path.
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The plot shown in Figure 4.3 indicates that the algorithmwas making pulls on the super-arm
and the respective arms initially to obtain reasonably close mean estimates of the true mean
values associated with each arm. Thereafter, the algorithm was performing exploitation on
the optimal arm (arm 1, with the largest reward) for most of the time after the exploration
phase. It is also observed that the algorithm would also transit back into exploring of the
various arms for brief intervals during the exploitation phase. Additionally, pulls on the
super-arm by the LiEtAl algorithm mostly occurred in the initial time steps.
Figure 4.4 provides the plot of the average cumulative regret curve obtained versus time.
Figure 4.4. Plot of Expected Cumulative Regret versus Time.
From Figure 4.4, it is observed that the cumulative regret obtained increases linearly during
the time period when the algorithm was performing exploratory actions. Thus, pulls on the
super-arm and the sub-optimal arms during this phase contributes to the linear increment
in the cumulative regret obtained. Recall that the regret induced by pulling the super-arm
is equivalent to `1 (the reward of the best arm), since no reward is earned whenever the
super-arm is pulled. When the algorithm is performing exploitative pulls on the super-arm,
the cumulative regret curve ‘flattens’ out as shown in the plot.
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4.2.2 Case 2 - small reward gap between the best two arms
Earlier, we have demonstrated that the LiEtAl algorithm performs reasonably well when the
true reward means for the best two arms are sufficiently far apart. However, if the unknown
reward distribution results in the reward gap between the best two arms to be sufficiently
small, our analysis indicates that the cumulative regret achieved by the execution of the
algorithm grows ‘linearly’ and is not optimal to the operator. We use  = 100 arms in our
analysis for computational efficiency reasons.
Table 4.3 provides an overview of the key results obtained for this particular analysis.
Table 4.3. LiEtAl Algorithm - Summary Table 2
From Table 4.3, the true reward mean values associated with optimal arm (arm 1) and
the next best arm (arm 2) are observed to be significantly close together, differing in the
thousandths place. While the optimal arm had almost double the number of pulls by the
algorithm in comparison with the next best arm, we observed that the algorithm was instead
pulling the super-arm most of the time. The number of pulls on the respective arms serves
as a preliminary indication that the algorithm was unable to clearly distinguish the optimal
arm from the next best arm, given the significantly small reward gap. It is likely that the
algorithm was attempting to utilize the super-arm to obtain additional observations on the
respective arms, before determining that arm 1 was indeed the optimal arm for exploitation.
Figure 4.5 presents the plot on the selected arm pulled by the algorithm in each time step
across the defined time horizon, for a single sample path. As observed, the algorithm was
continuously performing exploration, by pulling either the super-arm or the individual arms.
49
Figure 4.5. Plot of Chosen Arm versus Time - Single Sample Path.
Figure 4.6 shows the plot of the average cumulative regret curve obtained versus time at the
completion of the algorithm run.
Figure 4.6. Plot of Expected Cumulative Regret versus Time.
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We observe that the resultant cumulative regret curve obtained increases linearly over time,
which further indicates that there were many pulls of the sub-optimal arms or that the super-
arm was used majority of the time. Hence, in the case when the reward gap between the
best two arms is significantly small, the algorithm did not succeed in clearly distinguishing
the optimal arm over the other sub-optimal arms. As such, it did not manage to continually
perform exploitation on the optimal arm over time.
4.2.3 LiEtAl algorithm regret performance over different reward gaps
In the preceding sub-sections, we presented the results and analysis on the cumulative regret
obtained by the LiEtAl algorithm depending on the reward gap of the best two arms. Our
analysis noted that when the reward gap between the best two arms is significantly small
down to the thousandths place, the cumulative regret curve increases linearly over time.
Figure 4.7 shows the plot of cumulative regret curves obtained for the different reward
gap scenarios explored with the LiEtAl algorithm. There was decisive exploitation on
the optimal arm when the reward gap was large, resulting in the significant difference in
cumulative regret obtained for both cases.
Figure 4.7. LiEtAl Algorithm - Cumulative Regret Curves.
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4.2.4 Parameter (V) space exploration for the LiEtAl algorithm
From the results presented in the earlier sub-section, we find that the LiEtAl algorithm had
a cumulative regret curve that was observed to be increasing linearly when the difference
in true reward means associated with the optimal arm and the next best optimal arm was
sufficiently small. For the operator, this would not be ideal as it would mean that the operator
did not successfully identify the optimal arm amongst the various possible arms during the
exploration phase and hence made pulls on the other sub-optimal arms during exploitation
phase. Hence, the operator would not be able to maximize his expected reward obtained
over time.
As such, we made possible explorations on the auxiliary function value parameter V that
is utilized in step 5 of algorithm 2. The condition specified in this particular step of the
algorithm serves as a condition to determine whether an individual arm has adequate
number of mean observations obtained over time through sufficient exploration rounds.
Thus, if the number of observations obtained for an arm is deemed to be insufficient,
then the algorithm will attempt to obtain an additional observation for the arm via a new
exploration round and increases the count of parameter #4. Hence, the auxiliary function
parameter V : N → [0,∞) is used to steer the exploration performed by the algorithm in
order to have the mean estimates to be reasonably close to the true means.
Our objective was to attempt to vary the value of parameter V to get the mean estimates
of the arms to be as close as possible to the associated true mean values. By doing so, we
attempt to investigate whether this assists the algorithm to clearly distinguish the optimal
arm from the other less promising arms in order to enter the exploitation phase quickly
to minimize the overall cumulative regret. We used the same reward distribution from our
earlier analysis, with the true means of the best two arms being significantly close together,
for our exploration into the V parameter space and investigate the corresponding cumulative
regret obtained.
Figure 4.8 shows the plot of the respective cumulative regret curves obtained for different
values of parameter V that was explored.
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Figure 4.8. Plot 1 of Cumulative Regret Curves for Various V’s.
FromFigure 4.8, when the value of V is increased, the value of the cumulative regret obtained
over time increases linearly, and is not optimal for the operator. Thus, the algorithm would
need to perform additional exploration rounds to obtain increasingly accurate estimates of
the true reward means, thus adding to the cumulative regret over time.
Another observationmadewith reference to the plot in Figure 4.8 pertains to the explorations
performed when the value of parameter V was reduced. We find that the cumulative regret
obtained over the predetermined time horizon decreases when the value of parameter V was
correspondingly reduced. However, the cumulative regret curves obtained for the smaller
values of V explored also exhibit a linearly increasing trend in regret over time.
Therefore, we next focus our analysis on investigating the cumulative regret performance
obtained for the algorithm for smaller values of parameter V. Figure 4.9 shows the plot of the
various cumulative regret curves obtained for even smaller values of parameter V explored.
From Figure 4.9, we observe that for certain small values of parameter V ≤ 0.004, the
cumulative regret curves obtained was ‘flattening’ out after exhibiting a linear increase in
regret for the initial time duration. Similar to what we would expect from the performance
of this algorithm, there was an exploration of various arms being performed initially before
executing the exploitation of the optimal arm as shown in the regret curve.
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Figure 4.9. Plot 2 of Cumulative Regret Curves for Various V’s.
Hence, a preliminary observation obtained from the plot is that the significant reduction in
the value of parameter V serves as a ‘relaxation’ of the criterion used by the algorithm to
determine the accuracy required for the estimated mean values of arms. This in turn enables
the algorithm to enter the exploitation phase much faster to perform pulls on the optimal
arm identified to minimize the cumulative regret obtained, even for the case when the true
means of the best two arms are significantly close.
However, we also observe that for the case when V = 0.001, the cumulative regret curve
exhibits the same ‘shape’ of performing both exploration of arms and exploitation of the
optimal arm. But, the cumulative regret value obtained is much larger than for the other
values of V explored. This suggests that the algorithm was largely making pulls on the
super-arm as part of its exploration in the initial time steps.
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4.2.5 Exploration of the constant value used in reward gap evaluation
In step 3 of algorithm 2, we utilized an expression to determine the set of “fraction” of
arms that have a significantly identifiable reward gap, and this is used as a metric for the
algorithm to distinguish the arm with the optimal reward amongst all possible arms. This
was theoretically defined as the asymptotic lower bound for the algorithm as presented
earlier in (3.8).
The expression for : (C) is given as follows,
: (C) =
#: (C)
16 log(C − 1) , (4.2)
where #: (C) gives the total number of times an arm : was pulled so far up till time step C.
In [10], we note that the constant used in the denominator of (4.2) was of value 16. From
the analytical results and various plots presented earlier, we note that in the case where the
true means of the best two arms were significantly close with negligible difference in the
thousandths place, the algorithm did not manage to identify the optimal arm confidently. It
either failed to identify arm 1 as the optimal arm, or it did not make a significant distinction
between arms 1 and 2 on which was apparently the optimal arm. As such, our earlier
results demonstrated that the algorithm was somewhat not sufficiently robust in minimizing
cumulative regret obtained over time in our application.
Hence, in our exploration of the parameter space of the algorithm, we attempted variations
in the constant value defined in the denominator of the expression given in (4.2), and inves-
tigated the effect on the cumulative regret curves obtained for the same reward distribution
in which the difference in the true means of the best two arms was significantly negligible.
We present our results in the following plots as part of our analysis and discussion.
Figure 4.10 shows the plot of the averaged cumulative regret obtained over 10 experiment
replications, for a subset of constant values explored.
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Figure 4.10. Varying Constant Value: Plot of Cumulative Regret versus Time.
From our analysis, we note that when the constant value in the denominator of the expression
in (4.2) is increased, the averaged cumulative regret was observed to be increasing linearly
over time and hence not beneficial to the operator in maximizing potential expected reward.
In addition, we explored decreasing the value of the constant, and investigated the expected
cumulative regret obtained.
We note that when the value of the constant is decreased slightly, there is no significant
improvement in the expected cumulative regret obtained over time. However, when the
constant value is significantly decreased, we see from the plot presented in Figure 4.10 that
the expected cumulative regret curve starts to show signs of ‘flattening’ out. As the value of
the constant was decreased further, the resultant cumulative regret curve ‘flattens’ out even
more significantly.
This suggests that the algorithm did manage to identify the most promising arm in this case
and exploited it over time. We note that the smaller the value of the constant used in the
denominator of (4.2), the smaller the expected cumulative regret value obtained over time.
Thus, when the constant value is reduced, it serves as a relaxation on the condition used
by the algorithm to evaluate the reward gaps between the sub-optimal arms and the optimal
arm.
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4.3 Our Proposed Algorithm
Earlier, we have established that each time when the operator performs a sampling of
the super-arm, he would be able to collect intelligence statuses for the respective  arms
although there would be no expected reward earned. With the collected intelligence, the
operator would then be able to subsequently focus on the more promising arms when the
best arms have been identified in order to earn optimal rewards with a high probability in
subsequent exploitative actions performed.
While the proposed GCB algorithm in [7] as illustrated in Section 4.1 is a possible approach
to tackle the aforementioned problem, our analysis noted that it is not as efficient in min-
imizing the cumulative regret obtained compared to the other algorithms. We attempt to
develop a more efficient approach to address the problem presented in our defined scenario.
4.3.1 Proposed Algorithm Regret Performance over different reward
gap scenarios
Figure 4.11 presents the cumulative regret curves for the cases where the reward gap between
the best two arms either significantly large or small, as per similar analysis for the other
algorithms.
Figure 4.11. Proposed Algorithm - Cumulative Regret Curves.
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From Figure 4.11, we observe that the cumulative regret obtained over time for the reward
means in significantly reduced, in comparison to the regret presented for the GCB algorithm
in Figure 4.2. The case in which the reward gap between the best two arms was significantly
larger had a worse overall performance, with increased cumulative regret obtained over time
in comparison with the other case analyzed.
4.3.2 Determining possible optimal value range for parameter V
In the evaluation of the GCB algorithm, we mentioned that the cumulative regret bound for
our problem with  arms and a super-arm should be at least as good as the regret bound
of that obtained by the Upper Confidence Bound 1 (UCB1) algorithm. In addition, we have
shown that the number of times the super-arm is used in t rounds, (C , is dependent on U,
V and [. Assuming that the parameters [ and U are fixed, an optimal value of V has to be
derived in order to ensure that we can achieve corresponding cumulative regret to be of
order O(log())). Thus, V is a parameter in the algorithm that is used to control how often
the super-arm gets when the algorithm is in the exploration phase.
To evaluate and determine a possible optimal range of values for parameter V, we let pa-
rameter U = 3/2 in our analysis. There are  = 100 arms and 1 super-arm. For various
selected values of parameter V in our proposed algorithm, we obtained the expected cumu-
lative regret bounds over 10 experimental replications for values of [ = [0, 1]. The various
cumulative regret bounds are as shown in Figure 4.12 below.
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Figure 4.12. Cumulative Regret Curves (with Super-arm) for Various V versus
[.
The plot of the respective expected cumulative regret bounds for various values of V versus
[ in Figure 4.12 seems to suggest that in order to minimize the expected cumulative regret,
it would be ideal to keep the value of parameter V as small as possible.
A heatmap of the expected cumulative regret values was generated for the parameter values
of [ = [0, 1] and V = [0, 1] to determine the values region of interest in which the expected
cumulative regret will be kept small. From the heatmap, it can be observed that the expected
cumulative regret will be the minimum when the values of [ and V are small. The generated
heatmap of the expected cumulative regret values is as shown in Figure 4.13.
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Figure 4.13. Cumulative Regret Heatmap for Parameter Values of [ versus
V .
Figure 4.13 provides a quick overview on the optimal value choices for parameter V for
fixed values of [. It would be optimal for the chosen V value to be small to achieve minimal
cumulative regret if [ is large. Hence, as part of the analysis, we considered a range of
parameter values for V = [0.001, 0.5] and [ = [0.01, 0.1] in order to optimize the selection
of possible value range for V so as to keep the expected cumulative regret bound to a
minimum.
Figure 4.14 shows the plot of V([) versus [ parameter values, which was also utilized
in the process for optimizing the selection of algorithm parameters V and [. V([) was
obtained as the V value that corresponded to the minimum expected cumulative regret value
derived over # = 1000 experimental replications for the individual values for the range of
[ = [0.01, 0.1].
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Figure 4.14. Plot of V([) versus [.
From Figure 4.14, it can be observed that when the value of environment parameter [
increases, the corresponding choice of value for parameter V should decrease in order to
achieve minimum expected cumulative regret. This is in tandem with the insight obtained
earlier for the optimal choice for the range of values for parameters V and [ as presented in
Figure 4.13.
Further analysis was performed for the expected cumulative regret bounds of the respective
[ values for  = 100 arms and 1 super-arm, in comparison to the corresponding expected
cumulative regret bound for the case without the super-arm. In the case without the super-
arm, the expected cumulative regret bound obtained would be as good as the regret obtained
by the UCB1 algorithm for multi-armed bandit models.
Our research indicates that the cumulative regret performance of the proposed algorithm
is associated with the value of parameter V. In practice, the performance of the proposed
algorithm may improve by varying the value of parameter V to minimize cumulative regret
obtained. However, we find that the suggested degree to which parameter V is varied is
dependent on the value of [.
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Figure 4.15 shows the plot of the respective expected cumulative regret bounds for [ =
0.01, 0.02, 0.03 and for the case without the super-arm.
Figure 4.15. Selected Cumulative Regret Curves for [ without Super-arm.
Clearly, it is observed from the plot that for [ = 0.01, 0.02, the expected cumulative regret
obtained is worse than the case without the super-arm across the range of V values. For
[ = 0.03, the corresponding expected cumulative regret bound obtained is lower than that
for the case with the super-arm.
The expected cumulative regret bounds for [ = [0.01, 0.1] and for the case without the
super-arm (equivalent to the regret bound obtained for the UCB1 algorithm) across the
range of V = [0.001, 0.5] is as shown in Figure 4.16.
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Figure 4.16. Cumulative Regret Bounds for Various [, without Super-arm.
From Figure 4.16, for increasing values of [ it is observed that the minima of the respective
cumulative regret curves correspond to decreasing value choices of parameter V. Hence,
we find that the algorithm achieves smaller cumulative regret when V is optimally varied
in accordance with the corresponding value for [. We thus conclude that when [ is large,
the super-arm should be pulled by the operator less frequently (as given by the optimal
values for V to be correspondingly small) in order to minimize the overall cumulative regret
obtained.
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4.3.3 Cumulative Regret comparison across all algorithms explored
We proceed to compare and evaluate the performances of the various algorithms explored,
in terms of the cumulative regret, in application to our earlier defined scenario.
The plot of the respective average cumulative regret curves obtained over 100 different
random reward uniform distributions, is as presented in Figure 4.17.
Figure 4.17. Averaged Cumulative Regret Curves for Various Algorithms.
The hundred randomly generated uniforms of the random rewards distributions for the arms,
are used to provide an objective comparison of the cumulative regret performance of the
various algorithms explored in this work. These random uniform distributions comprise
of a mix of distributions with means for the best two arms being either significantly close
together, as well as the means for the best two arms being significantly far apart.
We observe from Figure 4.17 that the LiEtAl algorithm had the largest cumulative regret
obtained over time.On the other hand, our proposed algorithmachieved the best performance
amongst the algorithms explored in terms of regret. Thus, this indicates that our proposed
algorithm potentially serves as a good framework for formulating optimal network attack




In this chapter, we present a summary of the key results obtained in this work. These results
were derived analytically as part of Chapter 3 and numerically verified in Chapter 4 of this
work.
We consider a typical LAN topology with a single network switch (depicting the super-
arm) and  connected network nodes (depicting the set of base arms). We propose a
stylized model for an attacker to perform strategic exploitation of the network without prior
knowledge of its topology, via the application of relevant multi-armed bandit models. The
proposed model seeks to optimize the attacker’s sequence of arm pulls, in order to minimize
the total cumulative regret obtained over a finite time horizon.
In our defined scenario, the reward of each individual arm is random from respective
Bernoulli distribution with unknown mean. The attacker has no knowledge of the reward
distributions and the corresponding means of the arms’ rewards. However, the attacker has
the choice of pulling either the super-arm or any of the individual arms in each time step.
When the attacker pulls an individual arm, he accrues a regret equivalent to the difference of
the best possible reward and the current reward obtained. If the attacker decides to pull the
super-arm, he earns a regret corresponding to the best possible reward. Pulling the super-arm
results in a Bernoulli sampling from a random set of arms, with the observations obtained
providing possible intelligence on these arms. Not every armwill yield an observation when
the super-arm is pulled.
We evaluate the cumulative regret performance of two algorithms, namely the Global
Confidence Bound algorithm and the LiEtAl algorithm. We consider two main scenarios,
defined when the reward gap between the best two arms are either significantly large or
small. This translates to whether a single, unique best arm can be distinctly identified for
exploitation by the algorithm to minimize overall cumulative regret.
In general, these multi-armed bandit algorithms seek to perform adequate initial exploration
rounds to achieve reduced probability of error during exploitation of the best arm. This serves
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as a trade off to the cumulative regret obtained during exploration in the initial time steps.
Additionally, the algorithms also attempt to identify the best arm based on the reward gaps
between pairs of arms, and only exploit the best arm when it is clearly distinguishable
amongst the arms.
We also developed a novel algorithm that seeks to improve upon the cumulative regret
performance of the Global Confidence Bound algorithm. We devised and incorporated a
method to decide on the frequency of pulling the super-arm, depending on how beneficial
the super-arm is in relation to yielding observations from the individual arms. Our research
work demonstrates that the proposed algorithm achieved significantly lower cumulative
regret over time in comparison with the other multi-armed bandit algorithms evaluated.
Our stylized model serves as a promising approach that is suitable to be adopted as a
framework for devising optimal network exploitation strategies that achieve consistently
small cumulative regret over a finite time horizon. Parts of the theoretical analysis for the
proposed algorithm are left as part of future work.
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