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Abstract
We consider approximate cloaking from a regularization viewpoint introduced
in [13] for EIT and further investigated in [12, 17] for the Helmholtz equation.
The cloaking schemes in [12] and [17] are shown to be (optimally) within | ln ρ|−1
in 2D and ρ in 3D of perfect cloaking, where ρ denotes the regularization param-
eter. In this paper, we show that by employing a sound-hard layer right outside
the cloaked region, one could (optimally) achieve ρN in RN , N ≥ 2, which signif-
icantly enhances the near-cloak. We then develop a cloaking scheme by making
use of a lossy layer with well-chosen parameters. The lossy-layer cloaking scheme
is shown to possess the same cloaking performance as the one with a sound-hard
layer. Moreover, it is shown that the lossy layer could be taken as a finite re-
alization of the sound-hard layer. Numerical experiments are also presented to
assess the cloaking performances of all the cloaking schemes for comparisons.
1 Introduction
A region is said to be cloaked if its contents together with the cloak are invisible to
certain measurements. From a practical viewpoint, these measurements are made in
the exterior of the cloak. Blueprints for making objects invisible to electromagnetic
waves were proposed by Pendry et al. [24] and Leonhardt [16] in 2006. In the case
of electrostatics, the same idea was discussed by Greenleaf et al. [10] in 2003. The
key ingredient is that optical parameters have transformation properties and could
be pushed-forward to form new material parameters. The obtained materials/media
are called transformation media. We refer to [4, 7, 8, 23, 26, 28] for state-of-the-
art surveys on the rapidly growing literature and many striking applications of the
so-called ‘transformation optics’.
In this work, we shall be mainly concerned with the acoustic cloaking via ‘trans-
formation acoustics’. The transformation media proposed in [10, 24] are rather singu-
lar. This poses much challenge to both theoretical analysis and practical fabrication.
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In order to avoid the singular structures, several regularized approximate cloaking
schemes are proposed in [6, 12, 13, 17, 25]. The basic idea is to introduce regular-
ization into the singular transformation underlying the ideal cloaking, and instead of
the perfect invisibility, one would consider the ‘near-invisibility’ depending on a reg-
ularization parameter. Our study is closely related to the one introduced in [13] for
approximate cloaking in EIT, where the ‘blow-up-a-point’ transformation in [10, 24]
is regularized to be the ‘blow-up-a-small-region’ transformation. The idea was further
explored in [12] and [17] for the Helmholtz equation. In [17], the author imposed a
homogeneous Dirichlet boundary condition at the inner edge of the cloak and showed
that the ‘blow-up-a-small-region’ construction gives successful near-cloak. In [12], the
authors introduced a special lossy-layer between the cloaked region and the cloaking
region, and also showed that the ‘blow-up-a-small-region’ construction gives success-
ful near-cloak. For both cloaking constructions, it was shown that the near-cloaks
come, respectively, within 1/| ln ρ| in 2D and ρ in 3D of the perfect cloaking, where ρ
is the relative size of the small region being blown-up for the construction and plays
the role of a regularization parameter. These estimates are also shown to be optimal
for their constructions.
It is worth noting that if one lets the loss parameter in [12] go to infinity, this
limit corresponds to the imposition of a homogeneous Dirichlet boundary condition
at the inner edge of the cloak. On the other hand, the imposition of a homogeneous
Dirichlet boundary condition at the inner edge of the cloak is equivalent to employing
a sound-soft layer right outside the cloaked region. In this sense, the lossy layer lining
in [12] is a finite realization of the sound-soft lining in [17]. We would like to emphasize
that employing some special lining is necessary for the near-cloak construction, since
otherwise it is shown in [12] that there exists certain resonant inclusion which defies
any attempt to achieve near-cloak.
In this work, we shall impose a homogeneous Neumann boundary condition on the
inner edge of the cloak, which amounts to employing a sound-hard layer right outside
the cloaked region. The cloaking scheme is referred to as an SH construction. For
the SH construction, we show that one could achieve significantly enhanced cloaking
performance. Actually, it is shown that one could achieve, respectively, ρ2 in 2D
and ρ3 in 3D within the perfect cloaking for such construction. We then develop
a cloaking scheme by making use of a well-chosen lossy layer lining. The properly
designed lossy-layer could be taken as a finite realization of the sound-hard lining.
The cloaking scheme is referred to as an FSH construction. The FSH construction is
shown to possess the same cloaking performance as the SH construction.
The analysis of cloaking must specify the type of exterior measurements. In
[6, 12, 13], the near-cloaks are assessed in terms of boundary measurement encoded
into the boundary Dirichlet-to-Neumann (DtN) map. The scattering measurement is
considered for the near-cloak in [17]. In the present work, we shall assess our near-
cloak construction with respect to scattering measurement encoded into the scattering
amplitude. Nonetheless, by [21, 22], it can be shown, at least heuristically, that
knowing the scattering amplitude amounts to knowing the boundary DtN map.
In this paper, we focus entirely on transformation-optics-approach in constructing
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cloaking devices. But we would like to mention in passing the other promising cloaking
schemes including the one based on anomalous localized resonance [20], and another
one based on special (object-dependent) coatings [1]. It is also interesting to note
a recent work in [3], where the authors implement multi-coatings to enhance the
near-cloak in EIT.
The rest of the paper is organized as follows. In Section 2, we develop the cloaking
scheme by employing the sound-hard lining. In Section 3, we present the cloaking
scheme with a properly designed lossy layer. Section 4 is devoted to discussions on
different cloaking schemes. In Section 5, we present the numerical examples.
2 Transformation acoustics and cloaking construction
Let q ∈ L∞(RN ) be a scalar function and σ = (σij)Ni,j=1 ∈ Sym(N) be a symmetric-
matrix-valued function on RN , which is bounded in the sense that, for some constants
0 < c0 < C0 <∞,
c0ξ
T ξ ≤ ξTσ(x)ξ ≤ C0ξT ξ (2.1)
for all x ∈ RN and ξ ∈ RN . In acoustics, σ−1 and q, respectively, represent the
mass density tensor and the bulk modulus of a regular acoustic medium. We shall
denote {RN ;σ, q} an acoustic medium as described above. It is assumed that the
inhomogeneity of the acoustic medium is compactly supported, namely, σ = I and
q = 1 in RN\Ω¯ with Ω a bounded Lipschitz domain in RN . In RN , the time-harmonic
acoustic wave propagation is governed by the heterogeneous Helmholtz equation
div(σ∇u) + k2qu = 0, (2.2)
where k > 0 represents the wave number. Stationary scattering theory is to seek a
solution to (2.2) admitting the following asymptotic development
u(x) = eix·ξ +
eik|x|
|x|(N−1)/2
{
A
(
x
|x| ,
ξ
|ξ|
)
+O
(
1
|x|
)}
, |x| → ∞, (2.3)
where ξ = kd with d ∈ SN−1. A(xˆ, d) with xˆ := x/|x| is the so-called scattering am-
plitude. An important problem arising in practical application is to recover {Ω;σ, q}
from the measurement of the corresponding scattering amplitude. In the following,
for clarity and also the convenience of our subsequent study, we give a more de-
tailed description of the scattering problem. We shall let ui(x) := eikx·d denote a
time-harmonic plane wave, where d ∈ SN−1 denotes the incident direction. Let uint
and uext denote the total wave fields inside and outside the inhomogeneous medium,
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respectively, which satisfy the following PDE system
∇ · (σ∇uint) + k2quint = 0 in Ω,
∆uext + k2uext = 0 in RN\Ω¯,
uint|∂Ω = uext|∂Ω,
n∑
i,j=1
νiσ
ij∂ju
int
∣∣∣∣
∂Ω
=
∂uext
∂ν
∣∣∣∣
∂Ω
,
uext(x) = ui(x) + us(x), x ∈ RN\Ω¯,
lim
r→∞ r
(N−1)/2
{
∂us
∂r
− ikus
}
= 0,
(2.4)
where r = |x| for x ∈ RN . We know us ∈ H1loc(RN ) (see, e.g. [11, 19]) and clearly,
A(xˆ, d) can be read off from the large |x| asymptotics of us.
In this paper, we shall be concerned with the construction of a layer of cloaking
medium which makes the inside scatterer invisible to scattering amplitude. To that
end, we present a quick discussion on transformation acoustics. Let x˜ = F (x) : Ω→
Ω˜ be a bi-Lipschitz and orientation-preserving mapping. For an acoustic medium
{Ω;σ, q}, we let the push-forwarded medium be defined as
{Ω˜; σ˜, q˜} = F∗{Ω;σ, q} := {Ω;F∗σ, F∗q}, (2.5)
where
σ˜(x˜) = F∗σ(x) :=
1
J
Mσ(x)MT |x=F−1(x˜)
q˜(x˜) = F∗q(x) := q(x)/J |x=F−1(x˜)
(2.6)
and M = (∂x˜i/∂xj)
n
i,j=1, J = det(M). Then u ∈ H1(Ω) solves the Helmholtz equa-
tion
∇ · (σ∇u) + k2qu = 0 on Ω,
if and only if the pull-back field u˜ = (F−1)∗u := u ◦ F−1 ∈ H1(Ω˜) solves
∇˜ · (σ˜∇˜u˜) + k2q˜u˜ = 0.
We have made use of ∇ and ∇˜ to distinguish the differentiations respectively in x-
and x˜-coordinates. We refer to [12, 17] for a proof of this invariance.
We are in a position to construct the cloaking device. In the sequel, let D b Ω
be a Lipschitz domain such that Ω\D¯ is connected. W.L.O.G., we assume that D
contains the origin. Let ρ > 0 be sufficiently small and Dρ := {ρx;x ∈ D}. Suppose
Fρ : Ω¯\Dρ → Ω¯\D, (2.7)
which is a bi-Lipschitz and orientation-preserving mapping, and Fρ|∂Ω = Identity. A
celebrated example of such blow-up mapping is given by
y = Fρ(x) :=
(
R1 − ρ
R2 − ρR2 +
R2 −R1
R2 − ρ |x|
)
x
|x| , ρ < R1 < R2 (2.8)
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which blows-up the central ball Bρ to BR1 within BR2 . Now, we set
{Ω\D¯;σρc , qρc} = (Fρ)∗{Ω\D¯ρ; I, 1}. (2.9)
Let M b D represent the cloaked region. Then we claim the following construction
gives a near-cloaking device
{RN ;σ, q} =

{I, 1} in RN\Ω¯;
{σρc , qρc} in Ω\D¯;
a sound-hard layer in D\M ;
arbitrary target object in M.
(2.10)
In (2.10), by a sound-hard layer we mean a layer of material which prevents acoustic
wave from penetrating inside and the normal velocity of the underlying wave field
vanishes on the exterior boundary of the layer. The wave equation governing the
wave scattering corresponding to the cloaking device constructed in (2.10) is
∇ · (σ∇u) + k2qu = 0 in RN\D¯,
N∑
i,j=1
(σρc )
ijνi∂ju = 0 on ∂D,
(2.11)
where ν = (νi)
N
i=1 is the exterior unit normal vector to ∂D. In the following, we shall
let A(xˆ, d) denote the scattering amplitude to the PDE system (2.11) corresponding
to the cloaking device. Let
F = Fρ on Ω\D¯ρ; Identity on RN\Ω.
Set v = F ∗u ∈ H1loc(RN\D¯ρ) and vs(x) := v(x)− eikx·d. By transformation acoustics,
together with straightforward calculations, one can show that
(∆ + k2)v = 0 in RN\D¯ρ,
∂v
∂ν
∣∣∣∣
∂Dρ
= 0,
v(x) = vs(x) + eix·ξ x ∈ RN\D¯ρ,
lim
r→∞ r
(N−1)/2
{
∂vs
∂r
− ikvs
}
= 0.
(2.12)
In terms of the terminologies in [17], (2.11) describes the scattering in the physical
space and (2.12) describes the scattering in the virtual space. Since v = u in RN\Ω¯,
we see the scattering in the physical space is the same as that in the virtual space.
That is, A(xˆ, d) could also be read off from the large |x| asymptotics of vs. Next, we
give one of the main results of this paper, which justifies the near-invisibility of the
above construction.
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Theorem 2.1. There exists ρ0 > 0 such that when ρ < ρ0 the scattering amplitude
A(xˆ, d) to (2.12) satisfies
|A(xˆ, d)| ≤ CρN , xˆ, d ∈ SN−1, (2.13)
where C is a constant dependent only on k, ρ0 and D, but completely independent of
ρ.
Proof. In order to ease the exposition, we shall only prove the theorem for N = 2, 3.
But we would like to emphasize that for N > 3, the proof follows by completely
similar arguments.
Let
G(x) =
i
4
(
k
2pi|x|
)(N−2)/2
H
(1)
(N−2)/2(k|x|) (2.14)
be the outgoing Green’s function. By Green’s representation, we know for x ∈ RN\D¯ρ
vs(x) =
∫
∂Dρ
{
∂G(x− y)
∂ν(y)
vs(y)−G(x− y)∂v
s(y)
∂ν(y)
}
ds(y)
=(Kvs)(x) + g(x),
(2.15)
where we have set
(Kvs)(x) :=
∫
∂Dρ
∂G(x− y)
∂ν(y)
vs(y) ds(y), (2.16)
g(x) :=−
∫
∂Dρ
G(x− y)∂v
s(y)
∂ν(y)
ds(y). (2.17)
Clearly, vs(x)|∂Dρ ∈ H1/2(∂Dρ). By the jump properties of the double-layer potential
operator K (cf. [19]), we have from (2.15)
1
2
vs(x) = (Kvs)(x) + g(x), x ∈ ∂Dρ. (2.18)
Let x′ = x/ρ, then (2.18) is read as
1
2
vs(ρx′) = (Kvs)(ρx′) + g(ρx′), x′ ∈ ∂D. (2.19)
Next, we claim
‖g(ρ ·)‖L2(∂D) ≤ Cρ, (2.20)
where C remains uniform as ρ→ 0+. In the sequel, we shall make use of the following
asymptotic developments of the 2D G(x) (cf. [5]),
G(x) = − 1
2pi
ln |x|+ i
4
− 1
2pi
ln
k
2
− E
2pi
+O (|x|2 ln |x|) (2.21)
6
for |x| → 0, where E is the Euler’s constant. Moreover, we know that
G(x) =
eik|x|
4pi|x| when N = 3. (2.22)
In order to prove (2.20), we first assume x ∈ ∂Dtρ with 1 < t ≤ 2. Then by Green’s
formula, we have∫
∂Dρ
G(x− y)∂e
iky·d
∂ν(y)
ds(y)
=
∫
Dρ
∆ye
iky·dG(x− y) dy +
∫
Dρ
∇yG(x− y) · ∇yeiky·d dy
=− k2
∫
Dρ
eiky·dG(x− y) dy +
∫
Dρ
∇yG(x− y) · ∇yeiky·d dy.
(2.23)
Using (2.21) and (2.22), we have for x′ ∈ Dt
|g1(ρx′)| = k2|
∫
Dρ
eiky·dG(ρx′ − y) dy|
≤ k2
∫
D
|G(ρ(x′ − y′))ρndy′|.
By the mapping properties of volume potential operator, one has
|g1(x)|C(∂Dtρ) ≤ Cρ, (2.24)
where C is independent of ρ and t. In like manner, one can show that
|g2(x)|C(∂Dtρ) = |
∫
Dρ
∇yG(x− y) · ∇yeiky·d dy|C(∂Dtρ) ≤ Cρ. (2.25)
By (2.24) and (2.25), we see
|g(x)|C(Dtρ) ≤ Cρ. (2.26)
Next, by the mapping property of single-layer potential operator, we know
g(x)|∂Dρ = lim
t→1+
(
g(x)|∂Dtρ
)
, (2.27)
which together with (2.26) implies (2.20).
We proceed to the integral equation (2.18). First, by using change of variables in
integrals, it is straightforward to show that
(Kvs)(ρx′) = (K0vs(ρ ·))(ρx′) + (Rvs(ρ ·))(ρx′), x′ ∈ ∂D, (2.28)
where K0 is an integral operator with the kernel given by
G0(x− y) =

− 1
2pi
ln |x− y| N = 2,
1
4pi
1
|x− y| N = 3,
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which is the fundamental solution to −∆; and R satisfies
‖R‖L(L2(D),L2(D)) .
{
ρ ln ρ when N = 2;
ρ when N = 3.
(2.29)
Hence, the integral equation (2.19) can be reformulated as[
(
1
2
I −K0 −R)vs(ρ ·)
]
(ρx′) = g(ρx′) x′ ∈ D. (2.30)
By the well-known result in [27], I− 12K0 is invertible from L2(∂D) to L2(∂D). Then,
by using (2.20), we have from (2.30) that
‖vs(ρ ·)‖L2(∂D) ≤ C‖g(ρ ·)‖L2(∂D) ≤ Cρ. (2.31)
Noting ‖vs(·)‖L2(∂Dρ) = ρ(N−1)/2‖vs(ρ ·)‖L2(∂D), we further have from (2.31) that
‖vs‖L2(∂Dρ) ≤
{
Cρ3/2 N = 2,
Cρ2 N = 3.
(2.32)
Finally, by letting |x| → ∞ in (2.15), we have
A(xˆ, d) = γ
∫
∂Dρ
[
∂e−ikxˆ·y
∂ν(y)
vs(y) + e−ikxˆ·y
∂eiky·d
∂ν(y)
]
ds(y), (2.33)
where γ = ei
pi
4 /
√
8pik when N = 2, and γ = 1/4pi when N = 3. By using (2.32) and
the Schwarz inequality in (2.33), we have∣∣∣∣∣
∫
∂Dρ
∂e−ikxˆ·y
∂ν(y)
vs(y) ds(y)
∣∣∣∣∣ ≤ CρN . (2.34)
By Green’s formula, we have∣∣∣∣∣
∫
∂Dρ
e−ikxˆ·y
∂eiky·d
∂ν(y)
ds(y)
∣∣∣∣∣
=
∣∣∣∣∣
∫
Dρ
(∆eiky·d)e−ikxˆ·y dy +
∫
Dρ
∇eiky·d · ∇e−ikxˆ·y dy
∣∣∣∣∣
=|k2(d · xˆ− 1)
∫
Dρ
eik(d−xˆ)·y dy|
≤CρN .
(2.35)
By (2.33), (2.34) and (2.35), we have (2.13).
The proof is completed.
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By Theorem 2.1, we know the construction (2.10) gives a near-invisibility cloaking
within ρN of the perfect cloaking. For a special case by taking Dρ = Bρ, namely, the
central ball of radius ρ > 0, using wave functions expansion, one can show (cf. [18])
A(xˆ, d) = −e−ipi4
√
2
pik
[
J ′0(kρ)
H
(1)
0
′
(kρ)
+ 2
∞∑
n=1
J ′n(kρ)
H
(1)
n
′
(kρ)
cosnθ
]
(2.36)
in R2, where θ = ∠(xˆ, d); and
A(xˆ, d) = i
k
∞∑
n=0
(2n+ 1)
j′n(kρ)
h
(1)
n
′
(kρ)
Pn(cos θ) (2.37)
in R3, where Pn is the Legendre polynomial of degree n. By the asymptotic develop-
ments of spherical Bessel functions (cf. [18]), one has from (2.37)
A(xˆ, d) = i
k
(
cos θ
2
− 1
3
)
(kρ)3 +O((kρ)5). (2.38)
Similarly, by (2.36) one can show that in R2,
A(xˆ, d) = −e−ipi4
√
2pi
k
(
cos θ
2
− 1
4
)
(kρ)2 +O((kρ)4). (2.39)
By (2.38) and (2.39), it is readily seen that the estimates in Theorem 2.1 are optimal
for full scattering measurements, namely, xˆ ∈ SN−1 and d ∈ SN−1. Nevertheless, it
is interesting to note from (2.38) and (2.39) that for some specific scattering mea-
surements, e.g., A(xˆ, d) with ∠(xˆ, d) = ± arccos 23 in 3D, and with ∠(xˆ, d) = ±pi3
in 2D, one would have even more enhanced invisibility cloaking effects. Physically
speaking, the cloaking effect would be stronger in the backward scattering region, i.e.
|∠(xˆ, d)| > pi/2, than that in the forward scattering region, i.e. |∠(xˆ, d)| > pi/2. This
could be partly seen from (2.33)–(2.35), and (2.38)–(2.39).
3 Near-cloak construction with a lossy layer
In this section, we shall develop a lossy approximate cloaking scheme. To that end,
we first introduce the following transformation T : RN → RN ,
y = T (x) :=

x for x ∈ RN\Ω¯,
Fρ(x) for x ∈ Ω\Dρ,
x
ρ for x ∈ Dρ,
(3.1)
where Fρ is given in (2.7). Let
{RN ;σ, q} =

I, 1 in RN\Ω,
T∗I, T∗1 in Ω\D,
T∗σl, T∗ql in D\D1/2,
σ′a, q′a in D1/2,
(3.2)
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be the cloaking device in the physical space. Here, {D1/2;σ′a, q′a} is an arbitrary but
regular medium, which represents the target object being cloaked; and
{Dρ\Dρ/2;σl, ql} (3.3)
is a lossy layer whose parameters shall be specified in the following. Similar to our
earlier argument in Section 3, by transformation acoustics we see that the scattering
amplitude in the physical space corresponding to the cloaking device is the same as
the one in the virtual space. In the virtual space, the wave scattering is governed by
the following PDE system
(∆ + k2)u = 0 in RN\D¯ρ,
∇ · (σl∇u) + k2qlu = 0 in Dρ\D¯ρ/2,
∇ · (σa∇u) + k2qau = 0 in Dρ/2,
(3.4)
where
{Dρ/2;σa, qa} = (T−1)∗{D1/2;σ′a, q′a} (3.5)
is arbitrary but regular; and u ∈ H1loc(RN ) satisfies
u(x) = eikx·d + us(x) for x ∈ RN\Dρ,
lim
r→∞ r
(N−1)/2
{
∂us
∂r
− ikus
}
= 0.
We shall choose
σl = Cρ
2+2δI and ql = a+ ib (3.6)
with C, δ, a, b some fixed positive constants in our construction. We shall show that
it will yield an enhanced approximate cloaking scheme. However, the proof for the
general case with general geometry and arbitrary cloaked contents is rather technical
and lengthy, which we choose to extend to full details in our forthcoming paper [15].
In this section, we shall consider the special case with spherical geometry and uniform
cloaked contents. In the sequel, we let Dρ = Bρ and, σ
′
a and q
′
a be arbitrary positive
constants but independent of ρ. With a bit abusing of notation, we shall also write
σl = Cρ
2+2δ.
By (3.5), one can show by direct calculations that in the virtual space
σa, qa =
{
σ′a,
q′a
ρ2
in Dρ/2 when N = 2
σ′a
ρ ,
q′a
ρ3
in Dρ/2 when N = 3
.
For the PDE system (3.4), we let u = u0 in RN\D¯ρ, u = u2 in Dρ\D¯ρ/2 and
u = uint in Dρ/2. By transmission conditions, we have
u2 = u0 and σl
∂u2
∂ν
=
∂u0
∂ν
on ∂Dρ, (3.7)
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and
u2 = uint and σl
∂u2
∂ν
= σa
∂uint
∂ν
on ∂Dρ/2. (3.8)
Set k˜ = k
√
ql
σl
and k2 = k
√
qa
σa
. We choose the complex branch of k˜ such that
=(k˜) > 0.
We first consider the 2D case. By [5], one has the following series expansions
u0(x) = e
ikx·d + us =
∞∑
n=−∞
inJn(k|x|)einθ +
∞∑
n=−∞
dnH
(1)
n (k|x|)einθ,
u2(x) =
∞∑
n=−∞
anJn(k˜|x|)einθ +
∞∑
n=−∞
bnH
(1)
n (k˜|x|)einθ,
uint =
∞∑
n=−∞
cnJn(k2|x|)einθ.
(3.9)
By (3.7) and (3.9), we have{
anJn(k˜ρ) + bnH
(1)
n (k˜ρ) = inJn(kρ) + dnH
(1)
n (kρ)
σl[ank˜J
′
n(k˜ρ) + bnk˜H
(1)
n
′
(k˜ρ)] = inkJ ′n(kρ) + dnkH
(1)
n
′
(kρ).
(3.10)
In like manner, by (3.8) and (3.9) we have{
anJn(k˜ρ/2) + bnHn(1)(k˜ρ/2) = cnJn(k2ρ/2)
σl[ank˜J
′
n(k˜ρ/2) + bnk˜H
(1)
n
′
(k˜ρ/2)] = σacnk2J
′
n(k2ρ/2).
(3.11)
Here J ′n(k˜ρ) =
dJn(z)
dz |z=k˜ρ and J ′n(k˜ρ/2) = dJn(z)dz |z=k˜ρ/2. H
(1)
n
′
(k˜ρ), H
(1)
n
′
(k˜ρ/2),
J ′n(kρ), H
(1)
n
′
(kρ), J ′n(k2ρ/2), H
(1)
n
′
(k2ρ/2) are understood in the same sense. By
letting C0 = 1/
√
σlql and A =
√
qaσa =
√
q′aσ′a/ρ, k2 =
k
ρ
√
q′a
σ′a
, (3.10) and (3.11) are
read as {
anJn(k˜ρ) + bnH
(1)
n (k˜ρ) = inJn(kρ) + dnH
(1)
n (kρ)
[anJ
′
n(k˜ρ) + bnH
(1)
n
′
(k˜ρ)] = C0[i
nJ ′n(kρ) + dnH
(1)
n
′
(kρ)],
(3.12)
and {
anJn(k˜ρ/2) + bnH
(1)
n (k˜ρ/2) = cnJn(k2ρ/2)
[anJ
′
n(k˜ρ/2) + bnH
(1)
n
′
(k˜ρ/2)] = C0AcnJ
′
n(k2ρ/2).
(3.13)
Noting k2ρ = k
√
q′a/σ′a, if Jn(k2ρ/2) 6= 0 then by direct calculations, we have from
(3.13)
cn =
anJn(k˜ρ/2) + bnH
(1)
n (k˜ρ/2)
Jn(k2ρ/2)
and
bn = −
J ′n(k˜ρ/2)− C0AJ
′
n(k2ρ/2)
Jn(k2ρ/2)
Jn(k˜ρ/2)
H
(1)
n
′
(k˜ρ/2)− C0AJ ′n(k2ρ/2)Jn(k2ρ/2)H
(1)
n (k˜ρ/2)
an. (3.14)
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In case Jn(k2ρ/2) = 0, we have from the first equation in (3.13) that
bn = − Jn(k˜ρ/2)
H
(1)
n (k˜ρ/2)
an. (3.15)
Let Υ0 denote the fraction in (3.14) or (3.15) and hence bn = Υ0an. Plugging bn into
(3.12), we have by straightforward calculations
an =
inJn(kρ) + dnH
(1)
n (kρ)
Jn(k˜ρ) + Υ0H
(1)
n (k˜ρ)
,
and
dn = −
inJ ′n(kρ)− 1C0
J ′n(k˜ρ)+Υ0H
(1)
n
′
(k˜ρ)
Jn(k˜ρ)+Υ0H
(1)
n (k˜ρ)
inJn(kρ)
H
(1)
n
′
(kρ)− 1C0
J ′n(k˜ρ)+Υ0H
(1)
n
′
(k˜ρ)
Jn(k˜ρ)+Υ0H
(1)
n (k˜ρ)
H
(1)
n (kρ)
. (3.16)
We next investigate the asymptotic development of
H(σl, ρ) := 1
C0
J ′n(k˜ρ) + Υ0H
(1)
n
′
(k˜ρ)
Jn(k˜ρ) + Υ0H
(1)
n (k˜ρ)
=
1
C0
J ′n(k˜ρ)
Jn(k˜ρ)
+ 1C0 Υ0
H
(1)
n
′
(k˜ρ)
Jn(k˜ρ)
1 + Υ0
H
(1)
n (k˜ρ)
Jn(k˜ρ)
. (3.17)
Clearly, we only need study the asymptotic behaviors of 1C0
J ′n(k˜ρ)
Jn(k˜ρ)
, 1C0 Υ0
H
(1)
n
′
(k˜ρ)
Jn(k˜ρ)
and
Υ0
H
(1)
n (k˜ρ)
Jn(k˜ρ)
. We note the following fact due to (3.6),
<(k˜ρ)→ +∞ and =(k˜ρ)→ +∞ as ρ→ 0+,
which implies the following asymptotic developments for z = k˜ρ (see formulas 9.2.1,
9.2.3 in [2]),Jn(z) ∼
√
2
piz cos(z − npi2 − pi4 ) + e|=(z)|O(|z|−1), | arg z| < pi
H
(1)
n (z) ∼
√
2
piz e
i(z−npi
2
−pi
4
), −pi < arg z < 2pi
(3.18)
We also note the following recurrence relation (see formula 9.1.27 in [2]) for the
subsequent use,
B′n(z) =
n
z
Bn(z)− Bn+1(z) (3.19)
where Bn(z) = Jn(z) orH(1)n (z). Since Jn(z) = (−1)nJn(z) andH(1)n (z) =(−1)nH(1)−n(z)
(see formula 9.1.5 in [2]), we only need consider the case with n ≥ 0 in the sequel.
Noting cos(z) = e
iz+e−iz
2 , by (3.18) we further have as <(z),=(z)→∞
Jn(z) ∼
√
1
2piz e
|=(z)|ei(−<(z)+
npi
2
+pi
4
), | arg z| < pi
H
(1)
n (z) ∼
√
2
piz e
−=(z)ei(<(z)−
npi
2
−pi
4
), −pi < arg z < 2pi
|H(1)n
′
(z)| ∼
√
2
pi|z|e
−=(z), −pi < arg z < 2pi
(3.20)
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It is remarked that the third equation in (3.20) is obtained by using the recurrence
relation (3.19). Hence we see for z = k˜ρ, Jn(z) blows up exponentially, while H
(1)
n (z)
decreases exponentially as ρ → 0+. In the sequel, we let √a+ ib = α + iβ with
α, β > 0. For 1C0
J ′n(k˜ρ)
Jn(k˜ρ)
, as ρ→ 0+, by (3.20) we have
1
C0
J ′n(k˜ρ)
Jn(k˜ρ)
=
1
C0
n
k˜ρ
Jn(k˜ρ)− Jn+1(k˜ρ)
Jn(k˜ρ)
∼ −eipi/2 1
C0
= −eipi/2(α+ iβ)√σl → +0.
(3.21)
For Υ0
H
(1)
n (k˜ρ)
Jn(k˜ρ)
, if Υ0 is the fraction in (3.14), then we have
Υ0
H
(1)
n (k˜ρ)
Jn(k˜ρ)
= −
J ′n(k˜ρ/2)− C0AJ
′
n(k2ρ/2)
Jn(k2ρ/2)
Jn(k˜ρ/2)
H
(1)
n
′
(k˜ρ/2)− C0AJ ′n(k2ρ/2)Jn(k2ρ/2)H
(1)
n (k˜ρ/2)
H
(1)
n (k˜ρ)
Jn(k˜ρ)
=−
J ′n(k˜ρ/2)− C0AJ
′
n(k2ρ/2)
Jn(k2ρ/2)
Jn(k˜ρ/2)
Jn(k˜ρ)
H
(1)
n (k˜ρ)
H
(1)
n
′
(k˜ρ/2)− C0AJ ′n(k2ρ/2)Jn(k2ρ/2)H
(1)
n (k˜ρ/2)
:=Y1 × Y2.
(3.22)
By straightforward asymptotic analysis, one can show as ρ→ 0+
|Y1| =
∣∣∣∣∣∣
J ′n(k˜ρ/2)− C0AJ
′
n(k2ρ/2)
Jn(k2ρ/2)
Jn(k˜ρ/2)
Jn(k˜ρ)
∣∣∣∣∣∣
∼
∣∣∣∣∣
(
eipi/2 − C0AJ
′
n(k2ρ/2)
Jn(k2ρ/2)
)
Jn(k˜ρ/2)
Jn(k˜ρ)
∣∣∣∣∣
≤C˜
(
1 + (n+ 1)|α+ iβ|ρ−2−δ
) ∣∣∣e−β2 kρ−δ ∣∣∣ ,
(3.23)
where C˜ is a constant independent of ρ. That is, |Y1| decreases to 0 more quickly
than ρr for any r > 0. Similarly, one can show that |Y2| decreases to 0 more quickly
than ρr for any r > 0. Furthermore, if Υ0 is the fraction in (3.15), by completely
similar arguments one can show that Υ0
H
(1)
n (k˜ρ)
Jn(k˜ρ)
also decays more quickly than ρr for
any r > 0. Hence, by (3.17)–(3.23) and σl = ρ
2+2δ, we have
H(σl, ρ) ∼ 1
C0
J ′n(k˜ρ)
Jn(k˜ρ)
∼ −eipi/2 1
C0
= −eipi/2(α+ iβ)ρ1+δ as ρ→ 0+. (3.24)
Now, by (3.24) and (3.16) we have
dn = − i
nJ ′n(kρ) + eipi/2(α+ βi)ρ1+δinJn(kρ)
H
(1)
n
′
(kρ) + eipi/2(α+ βi)ρ1+δH
(1)
n (kρ)
. (3.25)
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Using the asymptotic developments of Bessel functions and their derivatives (cf. [18]),
we further have
d0 ∼ − −kρ/2 + e
ipi/2(α+ iβ)ρ1+δ
i 2pikρ + e
ipi/2(α+ iβ)ρ1+δ 2ipi ln(kρ/2)
, n = 0,
dn ∼ −
inn(kρ)n−1
2nΓ(n+1) + e
ipi/2(α+ iβ)ρ1+δin (kρ)
n
2nΓ(n+1)
i2nn!
pi(kρ)n+1
− eipi/2(α+ iβ)ρ1+δi2n(n−1)!pi(kρ)n
, n ∈ N,
(3.26)
which imply {
d0 ∼ O(ρ2), n = 0
dn ∼ O(ρ2n), n ∈ N
(3.27)
and ∣∣∣∣∣d0 −
[
− J
′
0(kρ)
H
(1)
0
′
(kρ)
]∣∣∣∣∣ ≤ pik|α+ iβ|ρ2+δ,∣∣∣∣∣dn −
[
− i
nJ ′n(kρ)
H
(1)
n
′
(kρ)
]∣∣∣∣∣ ≤ 4pi|α+ iβ|k1+δ 1(2nn!)2 (kρ)2n+2+δ.
(3.28)
Since
us(x) =
∞∑
n=−∞
dnH
(1)
n (k|x|)einθ, (3.29)
by taking |x| → +∞, together with (3.27), one has by direct calculations that the
corresponding scattering amplitude satisfies
|A(xˆ, d)| ≤ Cρ2, (3.30)
where C is a positive constant that remains uniform as ρ → 0+. That is, the con-
struction (3.2) gives an near-cloaking device within ρ2 of the ideal cloaking.
Now, we look into the series representation of the scattered wave filed (3.29). If
Dρ is a sound-hard obstacle, the scattered wave corresponding to e
ikx·d is given by
(see eqn. (3.19) in [18])
u˜s(x) = −
∞∑
n=−∞
inJ ′n(kρ)
H
(1)
n
′
(kρ)
H(1)n (kx)e
inθ. (3.31)
By (3.28), (3.29) and (3.31), one has by direct verifications that for ρ sufficiently small
|us(x)− u˜s(x)| ≤ Cρ2+δ (3.32)
for any x ∈ R2\B¯0 with 0 > ρ a fixed constant, where C depends only on k but
independent of ρ. We remark that the estimate in (3.32) would reduce to Cρ1+δ
for x ∈ R2\D¯ρ. Hence, the construction (3.2) is actually a finite realization of the
sound-hard lining construction (2.10).
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The 3D case could be proved following similar arguments, which we shall sketch
in the following. We shall make use of the same notations u0, u2, uint, k˜ and k2 etc..
We have the following series representations of the wave fields,
u0(x) =e
ikx·d + us(x)
=
∞∑
n=0
n∑
m=−n
in4piY mn (d)jn(k|x|)Y mn (xˆ) +
∞∑
n=0
m∑
n=−m
dmn h
(1)
n (k|x|)Y mn (xˆ),
u2(x) =
∞∑
n=0
n∑
m=−n
amn jn(k˜|x|)Y mn (xˆ) +
∞∑
n=0
n∑
m=−n
bmn h
(1)
n (k˜|x|)Y mn (xˆ),
uint(x) =
∞∑
n=0
n∑
m=−n
cmn j
m
n (k2|x|)Y mn (xˆ).
(3.33)
By the transmission conditions, respectively on ∂Dρ and ∂Dρ/2, we havea
m
n jn(k˜ρ) + b
m
n h
(1)
n (k˜ρ) = in4piY mn (d)jn(kρ) + d
m
n h
(1)
n (kρ),
σl
[
k˜amn j
′
n(k˜ρ) + k˜b
m
n h
(1)
n
′
(k˜ρ)
]
= in4pikY mn (d)j
′
n(kρ) + kd
m
n h
(1)
n
′
(kρ),
(3.34)
and a
m
n jn(k˜ρ/2) + b
m
n h
(1)
n (k˜ρ/2) = cmn jn(k2ρ/2),
σl
[
k˜amn j
′
n(k˜ρ/2) + k˜b
m
n h
(1)
n
′
(k˜ρ/2)
]
= σac
m
n k2j
′
n(k2ρ/2).
(3.35)
For this 3D case, we have A =
√
σ′aq′a/ρ2, k2 =
k
ρ
√
q′a
σ′a
. Similar to the 2D case (see
(3.13), (3.14) and (3.15)), we would solve the linear systems (3.34) and (3.35) and we
need to distinguish two cases jn(k2ρ/2) 6= 0 and jn(k2ρ/2) = 0. In the following, we
only present the more complicated case with jn(k2ρ/2) 6= 0 and the other case could
be handled in a completely similar manner. By solving (3.34) and (3.35), we have
dmn = −
in4piY mn (d)j
′
n(kρ)− 1C0
j′n(k˜ρ)+Υ0h
(1)
n
′
(k˜ρ)
jn(k˜ρ)+Υ0h
(1)
n (k˜ρ)
in4piY mn (d)jn(kρ)
h
(1)
n
′
(kρ)− 1C0
j′n(k˜ρ)+Υ0h
(1)
n
′
(k˜ρ)
jn(k˜ρ)+Υ0h
(1)
n (k˜ρ)
h
(1)
n (kρ)
, (3.36)
where
Υ0 := −
j′n(k˜ρ/2)− C0A j
′
n(k2ρ/2)
jn(k2ρ/2)
jn(k˜ρ/2)
h
(1)
n
′
(k˜ρ/2)− C0A j′n(k2ρ/2)jn(k2ρ/2)h
(1)
n (k˜ρ/2)
.
By similar asymptotic analyses as those for the 2D case, one can show that as ρ→ 0+,
1
C0
j′n(k˜ρ) + Υ0h
(1)
n
′
(k˜ρ)
jn(k˜ρ) + Υ0h
(1)
n (k˜ρ)
→ − 1
C0
eipi/2 = −eipi/2(α+ iβ)√σl.
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Then by (3.36) we have
d00 ∼ −
−4piY 00 (d)kρ/3 + 4piY 00 (d)eipi/2(α+ iβ)
√
σl
i
(kρ)2
− eipi/2(α+ iβ)√σl 1kρ
,
dmn ∼ −
in4piY mn (d)
2nn!n(kρ)n−1
(2n+1)! + i
n4piY mn (d)e
ipi/2(α+ iβ)
√
σl
2nn!(kρ)n
(2n+1)!
i(2n)!(n+1)
2nn!(kρ)n+2
− eipi/2(α+ iβ)√σl i(2n)!2nn!(kρ)n+1
,
(3.37)
which in turn implies {
d00 ∼ O(ρ3),
dmn ∼ O(ρ2n+1),
(3.38)
and ∣∣∣∣∣d00 −
[
−4piY
0
0 (d)j
′
0(kρ)
h
(1)
0
′
(kρ)
]∣∣∣∣∣ ≤ 8pik2|α+ iβ||Y 00 (d)|ρ3+δ,∣∣∣∣∣dmn −
[
− i
n4piY mn (d)j
′
n(kρ)
h
(1)
n
′
(kρ)
]∣∣∣∣∣ ≤ 4(2nn!)24pi|Y mn (d)||α+ iβ|k−1−δ(2n)!(2n+ 1)!(n+ 1) (kρ)2n+3+δ.
(3.39)
With the above preparations, one can show that the corresponding scattering ampli-
tude corresponding to the cloaking device (3.2) in R3 satisfies
|A(xˆ, d)| ≤ Cρ3, (3.40)
where C remains uniform as ρ → 0+. That is, (3.2) gives a near-cloaking device
within ρ3 of the ideal cloaking. Furthermore, by comparing the scattered wave field
us in (3.33) to that of a 3D sound-hard ball Bρ (cf. [18]), together with (3.39), one
can show that the deviation between them is within ρ3+δ in R3\B¯0 for any fixed
0 > ρ, and within ρ
2+δ in R3\B¯ρ. Hence again, we come to the conclusion that the
construction (3.2) is a finite realization of the sound-hard lining construction (2.10).
In summary, we have shown in this section that
Theorem 3.1. Let Dρ = Bρ and {Dρ\D¯ρ/2;σl, ql} be given by (3.6), and {Dρ/2;
σa, qa} be arbitrary but uniform. Then the construction (3.2) produces a near-cloaking
device within ρN of ideal cloaking. Furthermore, (3.2) is a finite realization of (2.10)
in the sense that the scattered wave fields corresponding to (3.2) and (2.10), respec-
tively, deviate within ρN+δ outside the cloaking device.
As we remarked earlier that Theorem 3.1 equally holds for the general case with
general geometry and arbitrary cloaked contents (see [15]). Actually, in the subse-
quent section, our numerical examples are presented for variable cloaked contents.
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4 Some discussion on different cloaking schemes
As we discussed earlier in Section 1, two different cloaking schemes were developed in
[12] and [17]. One of the key ingredients is to introduce a special layer between the
cloaked region and the cloaking region, which are respectively D1/2 and Ω\D¯ in the
physical space described in (2.10). They correspond, respectively, Dρ/2 and Ω\D¯ρ in
the virtual space. In [12], the authors introduce a lossy layer occupying D\D¯1/2 and
they showed that the lossy layer is indispensable to achieve successful near-cloak. In
virtual space, the lossy layer in [12] is given as{
Dρ\D¯ρ/2; I, 1 + iβ
}
, β ∼ ρ−2. (4.1)
If one lets the loss parameter β go to infinity, the limit corresponds to the imposition
of a homogeneous Dirichlet boundary condition, which is the one considered in [17]. It
is interesting to mention that the improvement of cloaking performance by imposing
specific boundary condition on the cloaking interface is also considered in [9]. In this
context, imposition of a homogeneous Dirichlet boundary condition amounts to the
lining of a layer of sound-soft material in Dρ\D¯ρ/2. In this sense, the lossy layer (4.1)
is a finite realization of the sound-soft layer lining. We shall refer the construction
in [17] with a sound-soft layer as SS construction, and the one in [12] with a finite
realization of sound-soft layer as FSS construction.
In our cloaking construction (2.10), the inclusion of a sound-hard layer will sig-
nificantly enhance the cloaking performance, and as specified in the Introduction we
call this scheme an SH construction. In order to achieve a finite realization of the
sound-hard layer, we utilize the following lossy layer{
Dρ\D¯ρ/2;σl, a+ ib
}
, σl ∼ ρ2+δI, a ∼ 1, b ∼ 1. (4.2)
Clearly, the lossy layer (4.2) is of significant physical and mathematical nature from
(4.1), and it could produce significantly improved near-cloaking performances. This
losses scheme is called an FSH construction.
5 Numerical examples
In this section, we present some numerical experiments to demonstrate the theoret-
ical results established in the previous sections. There are totally four near-cloak
schemes investigated, namely SS (sound-soft lining), FSS (finite sound-soft lining),
SH (sound-hard lining) and FSH (finite sound-hard lining).
First, all the numerical experiments are conducted in R2 and we choose D and Dρ
as BR1 and Bρ, respectively. Some key parameters are set as follows: R1 = 2, R2 = 3
and R3 = 4, thus R0 = R1/2 = 1. Experimental settings are shown in Figure 1.
For the setting with respect to the scattering measurement, a Cartesian PML layer
of width 1 is attached to the square (−5, 5)2 to truncate the whole space into a
finite domain with scattering boundary conditions enforced on the outer boundary.
(−5, 5)2 \ BR3 and BR3 \ BR2 are homogeneous surrounding media. BR2 \ BR1 is
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Figure 1: Experimental settings for scattering measurement tests. Left: Tests with
SS and SH lining. Right: Tests with FSS and FSH lining.
the cloaking medium. BR1 \ BR0 , BR0 are the lossy layer and the cloked region,
respectively. The regularization parameter ρ ranges from 0.5 to 10−5. We fix the
wave number k = 2, and the incident direction d = (1, 0)T .
In addition, for Scheme FSS, the lossy parameters are chosen according to [12],
i.e., σl = I, ql = ρ
2(1 + 2.5ρ−2i) in BR2 \BR1 . For Scheme FSH, the lossy parameters
are chosen by (3.2), (3.6) and the definition of the map (2.8), namely σl = ρ
2.5I,
ql = ρ
2(3 + 2i) in the cloaking medium of the physical space, namely C = 1, δ = 0.5,
a = 3 and b = 2.
For Schemes FSS and FSH, We choose the medium coefficients in the cloaked
region to be variable functions σa = 1 + 0.3 x
2y2, qa = 5 + x. For Scheme SH, the
incident wave is shifted to the right by a tenth of the wave length such that the origin
is not in the valley nor peak and the incident wave does not vanishes at the origin.
From the transformation map F defined in (2.8), we can determine the cloaking
medium coefficients by (3.2) for any ρ < R1. It is emphasized that as ρ tends to
zero, the singularity of σ increases very fast. For example, it is observed that σ11
grows asymptotically as 1/ρ and exhibits a thin layer of large values except some
constant background as ρ decreases, which requires many local refinements for better
resolution and accounts for the boundary layer in the finite element solutions.
The scattering amplitude, or the far field data, can be computed in the following
way (cf. [5]). We can represent the scattered wave in the boundary integral form
us(x) =
∫
∂BR3
us(y)
∂Φ(x, y)
∂ν(y)
− Φ(x, y)∂u
s(y)
∂ν(y)
ds(y), x ∈ R2 \BR3 . (5.1)
Making use of the asymptotic expansion of the fundamental solution Φ(x, y) =
iH
(1)
0 (k|x− y|)/4, we then have
A(xˆ) := exp(−ipi/4)√
8kpi
∫
∂BR3
us(y)
∂e−ikxˆ·y
∂ν(y)
− e−ıkxˆ·y ∂u
s(y)
∂ν(y)
ds(y), (5.2)
where xˆ = x/|x| is the observation direction and ν(y) is the outward unit normal
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vector pointing to the infinity. That is, the far field data can be approximated by the
numerical quadrature of (5.2) using the Cauchy data of the scattered wave us on the
boundary of B3.
Two groups of tests are carried out in the following.
5.1 Near-cloaks of scheme SS and scheme FSS
It is pointed out that as ρ tends to zero, the medium coefficients exhibit more and
more singularity close to ∂BR1 . Thus finite element solutions require more degrees of
freedom to resolve the boundary layer close to ∂BR1 . Either the sound-soft boundary
condition or the FSS lossy layer enforces a strong influence to the local behavior of
the transmitted wave close to ∂BR1 , which amounts to introducing a point source in
the virtual space. Such virtual point source makes the boundary data show a very
slow convergence as we decrease ρ. To tackle with the difficulty of the boundary layer
amounts to more than two millions of DOF’s to achieve the desired relative error
tolerance when ρ = 10−5. The same observation holds for the other schemes. To
avoid the influence of the finite element discretization error, all the following tests are
carried out on the finest mesh to show the sharpness of the theoretical error bounds
in terms of ρ.
The scattered wave and the transmitted wave are plotted for Schemes SS and
FSS, respectively, for different ρ’s in Figures 2.
Figure 2: The scattered wave and the transmitted wave (real part) with respect
to ρ = 10−1 and 10−5 from top to bottom, respectively. Left: Scheme SS ; Right:
Scheme FSS.
The scattering measurement data are generated according to (5.2) by solving the
Helmholtz system on the truncated domain with a PML layer. In the discrete sense,
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Figure 3: Convergence history of scattering measurement data versus 1/| log10 ρ| for
Scheme SS (Left) and Scheme FSS (Right).
all the norms are equivalent. So the discrete maximum norm are used to measure
the decay rate of the far field data A(xˆ), namely the maximum of the modulus of
A(xˆ) are taken over 100 equidistant observation direction on S1. We investigate the
convergence rate by testing ρ = 1/2j , j = 1, 2, . . . , 7 for Schemes SS and FSS. By
plotting in Figure 3 the convergence history of the discrete maximum norm of A(xˆ)
over S1 with respect to the upper bound 1/| log10 ρ|, we see clearly that Schemes SS
and FSS schemes indeed achieve near-cloak, but we see that the convergence curve
demonstrates linearity asymptotically except the first few outliers to the left of the
plots in Figure 3, which verifies the sharpness of the upper bound established in [12].
But the convergence slows down significantly as ρ decreases, which is reflected by
the clustering of the blue star points in the curve. More importantly, it can be seen
from Figure 3 that the difference between the discrete maximum norms for Schemes
SS and FSS gets smaller as ρ decreases because the FSS lossy layer tends effectively
to the sound-soft boundary condition for small ρ and thus Scheme FSS approaches
Scheme SS in the limit sense as ρ→ 0.
5.2 Near-cloaks of scheme SH and scheme FSH
Contrary to Schemes SS and FSS, our new schemes by SH and FSH lining can achieve
significantly better near-cloak performance.
Figure 4 shows the scattered wave and the transmitted wave for Scheme SH for
different ρ’s. Compared with Scheme SS, the scattered wave of Scheme SH decays
significantly as ρ decreases. Moreover, the transmitted wave approaches more and
more like a deformed plane incident wave, the interior value of the transmitted wave
tends to a constant as ρ→ 0.
We plot the scattered wave and the transmitted wave for Scheme FSH for different
ρ’s in Figure 5. We can observe a thin red layer near the outer boundary of the lossy
layer, on which both the acoustic potential and the normal flux matches with those
from the cloaking medium. Compared with Scheme FSS, the scattered wave of Scheme
FSH decays significantly as ρ decreases. The transmitted wave approaches more and
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Figure 4: The scattered wave us (real part) and the transmitted wave ut with respect
to ρ = 10−1 and 10−5 from top to bottom, respectively, for Scheme SH.
more like a deformed plane incident wave, and the interior acoustic potential of the
transmitted wave within the cloaked region vanishes as ρ → 0. In other words, the
medium scatterer in the cloaked region is approximately isolated from the exterior
world and has negligible affect on the scattering measurement, which means that we
achieve significant nearly-invisibility by SH and FSH constructions.
Finally, we study the convergence history of the discrete maximum norm of A(xˆ)
with respect to the regularization parameter ρ. From Figure 6, we see clearly second
order decay rate of the discrete maximum norm ofA(xˆ) in terms of ρ for the near-cloak
construction Schemes SH and FSH, compared with the red reference line of second
order decay in Figure 6, which confirms the sharpness of our theoretical upper bounds
for Schemes SH and FSH. Similar to their sound-soft counterparts, it can be seen from
Figure 6 that the discrete maximum norms for Schemes SH and FSH have nearly
the same values as ρ decreases because the FSH lossy layer tends effectively to the
sound-hard boundary condition for small ρ and thus Scheme FSH approaches Scheme
SH in the limit sense as ρ→ 0. The significantly improved cloaking performance for
Schemes SH and FSH makes it easier for engineers to design practical near-cloak
devices in a variety of industrial applications.
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