Introduction
Estimating risk measures is now a standard approach in the finance. A risk manager should consider the available information in order to forecast for the next period.
Although many studies focus on both the introduction and comparison of estimation techniques, the role of information is still rather neglected. If little information is considered for forecasting the next period, there is a possibility that market fundamentals will be ignored with too much reliance on short term adjustments, which tend to be volatile. However, if too much past information is used, current facts that could improve forecasting are given low importance. Thus, correctly balancing such a trade-off is crucial for correct risk measurement. Accordingly, the following question naturally arises:
is there an optimal amount of past information to use in forecasting risk measures? It is difficult to know, as there are many variables in the entire process. Nevertheless, evidence can be obtained. In that sense, the objective of this note is to show that the optimal amount is not random, thus opening the way for studies seeking to compare and obtain the number of past data in the same vein that occurs for distinct quantile levels or forecasting horizons.
To that end, we present a procedure based on minimizing estimation bias. Results from Monte Carlo simulations sustain our conclusions.
On the existence of an optimal estimation window for risk measures 
Simulation results
The results from our Monte Carlo simulation are presented in More specifically on the optimal estimation window, the results in Figs. 1 to 4 indicate that a common pattern is identified in most scenarios and significance levels.
The optimal estimation window has more probability of occurring between 250 and 500 days (around 1 and 2 years), with some significant probability, except for the Normal distribution with low volatility around the maximum possible of 2,000 days (8 years) 7 . In some cases, as for scenarios of high volatility, there is also relevant probability for estimation windows between 750 and 1,000 days (3 and 4 years). In such cases, discrepancy is small most likely because estimation consistency is partially lost on turbulent periods. In all situations, the empirical distribution of the optimal lengths differs significantly from a Uniform and Righi and Ceretta (2015) for ES. This outcome can be linked to the fact that these types of studies typically rely on an arbitrary amount of past data, and even when more candidates for the estimation window are used, the comparison is very limited to specific lengths (and not to an entire interval of possible lengths as we do in our simulation
On the existence of an optimal estimation window for risk measures VaR is not coherent in the sense of Artzner et al. (1999) as it does not have the subadditivity property that guaranteed risk diversification.
3.
ES is coherent, as explained in Acerbi and Tasche (2002) .
4.
This data generation process is often considered for finance because it contemplates stylized facts of daily financial returns, such as volatility clusters and heavy tails.
5.
This is a choice of the authors because this index is one of the most representative and is usually considered in simulation studies (see Christoffersen and Gonçalves (2005) for instance).
6. Pérignon and Smith (2010) indicate that 76% of financial institutions that disclose their VaR methodology use HS for estimation.
7.
Perhaps if a larger value for N_max is considered, such probability around 2,000 could be dispersed.
8.
We conduct usual chi-squared tests for the null hypothesis of Uniform distribution.
Conclusion
In this note, we conduct a Monte Carlo simulation to show that the optimal amount of past information in risk measures forecasting is not random and can directly affect the quality of forecasting. To that end, we propose a procedure that chooses the optimal estimation window by minimizing estimation bias. Our results, which are obtained for VaR and ES under distinct scenarios and quantiles, indicate that the optimal estimation windows are not uniformly distributed, and that most probability is for the interval between 1 and 2 years (for daily forecasting). Our focus here is not to say what the optimum is, because we only consider one estimation model (HS) and a limited number of possibilities, but indicate that such an optimum can exist. The literature must start to pursue it rather than place trust in very arbitrary choices.
