and Gabliardo [16] interpolation inequalities for halflines (see Appendix I) is the unifying feature of the proofs. A preliminary step (Section 2.2) is based on some inequalities of Redheffer [22] and Redheffer &#x26; Walter [24] . The book of Beckenbach &#x26; Bellman [2] [9, 10, 6, 7, 12] . As far as we know, the results on power rates of decay of Theorems 1 to 3 are new for 2m > 4, except some fourth order results of [6] . Fourth order models from optimal control in [5-!, 12] and from elasticity in [6, 7] . [4] and Redheffer [23] . First n-dimensional results on the subject in Brezis [11] . II) Compactness of the support for general p and 1 r p in Diaz &#x26; Herrero [29] and references therein. III) Asymptotic power bounds for p = 2 and r > 2 in Véron [25, 26] . Most [27] , see also the survey [28] . [6] , which in turn is inspired in [5-I] This is a particular case of Theorem I of Redheffer &#x26; Walter [24] . The (14) and (15) in (12) Lemma 4 is a reversed form of the differential inequality (16) . Now I (defined by (10) ) plays the role of ~|03BB dt in (16) . Of course, @ in (17) is not the same asj3 in (24) . The relation between Lemma 4 and Theorem 1 results from recalling (2) and noting that by (3) and (5) :
The power exponent corresponding to I by (24) - (25) The crucial point is that the exponent 1 + ar is the same as in (21) . Therefore (22) (26) . Case r = p (then 0=1) : ' 7. The solution u is bounded «to the left» by an exponential (tending to + 00 as x -~ -oo). Therefore, u is continued to the whole R. This exponential bound is optimal in the sense of Theorem 2. In particular, u is bounded by no power near -00 unless u = 0. [17] (27) we obtain :
where we have used P(x) = Q(x/z), P~m~(x) _ (1/z)m (The cas B2 =0 is trivial). Using now (30), (31) and the power inequality (63) :
which proves the lemma.
We shall also need the following simple lemma, whose idea is already in [5-I ] . . By Lemma 1 u(x) ~ 0 as x 00 , so that u(x) lies within the range of (7) [3] . These second order methods rely upon the nonoscillatory character of the solutions and therefore do not apply to higher order equations. We also recall the survey of Kiguradze [28] for some higher order nonoscillatory results. (This is already shown in [5-!] ).
Therefore the measure of the set { u ~ 0 is equal to the measure of supp u.
The simplest example is r(0) = 0, r(s) = 1 for s ~ 0. Then (see [7] ) any solution of [2] and [22] b) If the reversed inequality of (51 ) holds, then lower bounds are easily obtained through Lemma 12. A lower bound for u requires only the monotony of u (rather than the monotony of u (m-1 ) ). This is the one-dimensional form of Nirenberg interpolation inequalities [20] . . (!n dimension 1 there are no exceptional cases). Negative values of q mean Hölder norms and will not be used here. Gagliardo inequalities [16] 
