Aspect term extraction is one of the important subtasks in aspect-based sentiment analysis. Previous studies have shown that using dependency tree structure representation is promising for this task. However, most dependency tree structures involve only one directional propagation on the dependency tree. In this paper, we first propose a novel bidirectional dependency tree network to extract dependency structure features from the given sentences. The key idea is to explicitly incorporate both representations gained separately from the bottom-up and top-down propagation on the given dependency syntactic tree. An end-to-end framework is then developed to integrate the embedded representations and BiLSTM plus CRF to learn both tree-structured and sequential features to solve the aspect term extraction problem. Experimental results demonstrate that the proposed model outperforms state-of-the-art baseline models on four benchmark SemEval datasets.
I. INTRODUCTION
A SPECT term extraction (ATE) is the task of extracting the attributes (or aspects) of an entity upon which people have expressed opinions. It is one of the most important subtasks in aspect-based sentiment analysis [1] . As examples shown in Table I , "design", "atmosphere", "staff", "bar", "drinks", and "menu" in the first two sentences are aspect terms of the restaurant reviews, and "operating system", "preloaded software", "hard disc", "windows", and "drivers" in the last two sentences are aspects terms of the laptop reviews.
Existing methods for ATE can be divided into unsupervised and supervised approaches. The unsupervised approach is mainly based on topic modeling [2] - [7] , syntactic rules [8] - [12] , Manuscript BOLD   Fig. 1 . Examples of dependency relations (generated by the basic dependencies of Stanford CoreNLP 3.8.0). Each node is a word, and each edge is the dependency relation between two words. and lifelong learning [7] , [13] - [15] . The supervised approach is mainly based on Conditional Random Fields (CRF) [16] - [21] . This paper focuses on CRF-based models, which regard ATE as a sequence labeling task. There are three main types of features that have been used in previous CRF-based models for ATE. The first type is the traditional natural language features, e.g., syntactic structures and lexical features [15] , [17] , [22] - [25] . The second type is the cross domain knowledge based features, which are useful because there are plenty of shared aspects across domains although each entity/product is different [15] , [17] , [20] . The final type is the deep learning features learned by deep learning models, which have been proven very useful for the ATE in recent years [21] , [26] - [32] .
The deep learning features generally include sequential representation and tree-structured representation features. Sequential representation means the word order of a sentence. Treestructured representation features come from the syntax structure of a sentence, which represent the internal logical relations between words. Figure 1 shows two examples of the dependency structure, in which each node is a word of the sentence, and each edge is a dependency relation between words. For example, the relation Speaking nmod −−−→ browser means Speaking is a nominal modifier of browser. Such a relation is useful in ATE. For instance, given system as an aspect term, software can be extracted as an aspect term through the relation: system conj − −− → sof tware in Figure 1 b) because conj means system and sof tware are connected by a coordinating conjunction (e.g., and). However, the tree-structured representation in the previous work only considered a single direction of propagation (bottomup propagation) trained on the parse trees with shared weights. We further exploit the capability of the tree-structured representation by considering top-down propagation, which means that given software as an aspect term, system can be extracted as an aspect term through the relation: sof tware
where conj −1 is the inverse relation of the conj for the purpose of distinguishing different directions of propagation. Compared with the sequential representation, the tree-structured representation is capable of obtaining the long-range dependency relation between words, especially for long sentences like the second and fourth reviews in Table I. In this paper, we first enhance the tree-structured representation using a bidirectional gate control mechanism which originates from bidirectional LSTM (BiLSTM) [33] , [34] and then fuse the tree-structured and the sequential information to perform the aspect term extraction. By combining the two steps into one, we propose a novel framework named bidirectional dependency tree conditional random fields (BiDTreeCRF). Specifically, BiDTreeCRF is an incremental framework, which consists of three main components. The first component is a bidirectional dependency tree network (BiDTree), which is an extension of the recursive neural network in [35] . Its goal is to extract the tree-structured representation from the dependency tree of a given sentence. The second component is the BiLSTM, whose input is the output of BiDTree. The tree-structured and sequential information is fused in this layer. The last component is the CRF, which is used to generate labels. To the best of our knowledge, this is the first work to fuse tree-structured and sequential information to solve the ATE. This new model results in major improvements for ATE over the existing baseline models.
The proposed BiDTree is constructed based on the dependency tree. Compared with many other methods based on the constituency tree ( Figure 2) [36]- [39] , BiDTree focuses more directly on the dependency relation between words because all nodes in the dependency tree are input words themselves, but the constituency tree focuses on identified phrases and their recursive structure.
The two main contributions of this paper are as follows.
r It proposes a novel bidirectional recursive neural network BiDTree, which enhances the tree-structured representation by constructing a bidirectional propagation mechanism on the dependency tree. Thus, BiDTree can capture more effective tree-structured representation features and gain better performance.
r It proposes the incremental framework BiDTreeCRF, which can incorporate both the syntactic information and the sequential information. These pieces of information are fed into the CRF layer for aspect term extraction. The integrated model can be effectively trained in an end-to-end fashion. In the following, we describe the proposed framework BiDTreeCRF in Section II. The experiments and analysis are discussed in Section III, followed by an introduction to the related work in Section IV. Finally, we conclude the paper in Section IV.
II. MODEL DESCRIPTION
The architecture of the proposed framework is shown in Figure 3. Its sample input is the dependency relations presented in Figure 1 . As described in Section I, BiDTreeCRF consists of three modules (or components): BiDTree, BiLSTM, and CRF. These modules will be described in details in Sections II-B and II-C.
A. Problem Statement
We are given a review sentence from a particular domain, denoted by S = {w 1 , w 2 , . . . , w i , . . . , w N }, where N is the sentence length. For any word w i ∈ S, the task of ATE is to find a label t i ∈ T corresponding to it, where T = {B-AP, I-AP, O}. "B-AP", "I-AP", and "O" stand for the beginning of an aspect term, inside of an aspect term, and other words, respectively. For example, "The/O picture/B-AP quality/I-AP is/O very/O good/O ./O" is a sentence with labels (or tags), where the aspect term is picture quality. This BIO encoding scheme is widely used in NLP tasks and such tasks are often solved using CRF based methods [26] , [27] , [36] , [40] .
B. Bidirectional Dependency Tree Network
Since BiDTree is built on the dependency tree, a sentence should be converted to a dependency-based parse tree first. As the left part of Figure 1 shows, each node in the dependency tree represents a word and connects to at least one other node/word. Each node has one and only one head word, e.g., Speaking is the head of browser, has is the head of Speaking, and the head word of has is ROOT. 1 The edge between each node and its head word is a syntactic dependency relation, e.g., nmod between browser and Speaking is used for nominal modifiers of nouns or clausal predicates. Syntactic relations in Figure 3 are shown as dotted black lines.
After generating a dependency tree, each word w i will be initialized with a feature vector x w i ∈ R d , which corresponds to a column of a pre-trained word embedding E ∈ R d×|V | , where d is the dimension of the word vector and |V | is the size of the vocabulary. As described above, each relation of a dependency tree starts from a head word and points to its dependent words. This can be formulated as follows: The governor node p and its dependent nodes c 1 , c 2 , . . . , c n i . . . , c n p are connected by r pc 1 , r pc 2 , . . . , r pc i , . . . , r pc np , where n p is the number of dependent nodes belonging to p, and r pc i ∈ L, where L is a set of syntactic relations such as nmod, case, det, nsubj, and so on. The syntactic relation information not only serves as features encoded in the network but also as a guide for the selection of training weights.
BiDTree works in two directions using LSTM: bottom-up LSTM and top-down LSTM. Bottom-up LSTM is shown with solid black arrows and top-down LSTM is shown with dotted black arrows at the lower portion of Figure 3 . It should be noted that they are different in not only the direction but also the governor node and dependent nodes. Specifically, each node of the top-down LSTM only owns one dependent node, but the bottomup LSTM generally owns more than one dependent node. As shown in Formula (1), we concatenate the output h ↑ w i of the bottom-up LSTM and the output h ↓ w i of the top-down LSTM into h w i as the output of BiDTree for word w i ,
This allows BiDTree to capture the global syntactic context. Let C(p) = {c 1 , c 2 , . . . , c n i . . . , c n p }, which is the set of dependent nodes of node p described above. Under these symbolic instructions, the bottom-up LSTM of BiDTree firstly encodes the governor word and the related syntactic relations:
Then, the bottom-up LSTM transition equations of BiDTree are as follows:
where i p is the input gate, o p is the output gate, f pk and f pl are the forget gates, which are extended from the standard LSTM [33] , [34] . s ↑ p and s ↑ l are the memory cell states, h ↑ p and h ↑ k are the hidden states, σ denotes the logistic function, means elementwise multiplication, W ↑( * ) , W
r ↑ (k) are weight matrices, b ↑( * ) are bias vectors, and r ↑ (k) is a mapping function that maps a syntactic relation type to its corresponding parameter matrix. * ∈ {i, o, f, u}. Specially, the syntactic relation r ↑ k is encoded into the network like word vector x w p but initialized randomly. The size of r ↑ k is the same as x w p in our experiments. The top-down LSTM has the same transition equations as the bottom-up LSTM, except the direction and the number of dependent nodes. Particularly, the syntactic relation type of the top-down LSTM is opposite to that of the bottom-up LSTM, and we distinguish them by adding a prefix "I-", e.g., setting Inmod to nmod. It leads to the difference of r ↓ (k) and parameter matrices. In this paper, all weights and bias vectors of BiDTree are set to size d × d and d-dimensions, respectively. The output h w i is thus a 2d-dimensional vector.
As an instance, we give the concrete formulas of the bottomup propagation in Figure 3 a), which are used to calculate the output of word "browser". On the bottom-up direction, the word "of" and "the" are related with the target word "browser" by the relation "case" and "det", respectively. Thus, x 4 is x browser . r ↑ 2 and r ↑ 3 mean r case and r det , respectively. Likewise, the subscripts 2, 3, and 4 of s ↑ and h ↑ are replaced with their corresponding word "of", "the", and "browser" to facilitate understanding. So, the output of "browser" on the bottom-up direction is calculated as follows:
The top-down propagation of "browser" has the same formulas but with different direction. Specifically, the word "Speaking" is related with the target word "browser" by the relation "I-nmod".
Thus, x 4 is x browser and r ↓ 4 refers to r I-nmod . The formula for BiDTree is similar to the dependency layer in [41] , and the main difference is the design of parameters of the forget gate. Their work defines a parameterization of the k-th forget gate f pk of the dependent node with parameter matrices U 2 The whole equation corresponding to Eq. (8) is as follows:
As Tai et al. mentioned in [37] , for a large number of dependent nodes n p , using additional parameters for flexible control of information propagation from dependent to governor is impractical. Considering the proposed framework has a variable number of typed dependent nodes, we use Eq. (8) instead of Eq. (13) to reduce the computation cost. Another difference between their formulas and ours is that we encode the syntactic relation into our network, namely, the second term of Eqs. (2)- (5) , which is proven effective in this paper.
C. Integration With Bidirectional LSTM
As the second module, BiLSTM [42] keeps the sequential context of the dependency information between words. As Figure 4 demonstrates, the LSTM unit at j-th word receives the output of BiDTree h w j , the previous hidden state h j−1 , and the previous memory cell c j−1 to calculate new hidden state h j and the new memory cell c j using the following equations:
where i j , o j , f j are gates having the same meanings as their counterparts in BiDTree, W ( * ) with size d × 2d, U ( * ) with size 2 Same symbols are used for easy comparison We also concatenate the hidden states generated by LSTM cells in both directions belonging to the same word as the output vector, which is expressed as follows:
The architecture of BiLSTM is shown in Figure 5 . Also, each g j is reduced to |T| dimensions by a full connection layer so as to pass to the subsequent layers in our implementation.
D. Integration With CRF
The learned features actually are hybrid features containing both tree-structured and sequential information. All these features are fed into the last CRF layer to predict the label of each word. Linear-chain CRF is adopted here. Formally, let g = {g 1 , g 2 , . . . , g j , . . . , g N } represent the output features extracted by BiDTree and BiLSTM layer. The goal of CRF is to decode the best chain of labels y = {t 1 , t 2 , . . . , t j , . . . , t N }, where t j has been described in Section II-A. As a discriminant graphical model, CRF benefits from considering the correlations between labels/tags in the neighborhood, which is widely used in sequence labeling or tagging tasks [43] , [44] . Let Y(g) denote all possible labels and y ∈ Y(g). The probability of CRF p(y|g; W, b) is computed as follows:
where Ψ j (y , y, g) = exp(W T y ,y g + b y ,y ) is the potential of pair (y , y). W and b are weight and bias, respectively.
Conventionally, the training process is using maximum conditional likelihood estimation. The log-likelihood is computed as follows:
The last labeling results are generated with the highest conditional probability:
This process is usually solved efficiently by the Viterbi algorithm.
E. Decoding From Labeling Results
Once the labeling results are generated, the last step to obtain the aspect terms of the given sentence is decoding the labeled Algorithm 1: Decoding from the Labeling Sequence. Input: A labeling sequence τ = {t 1 , t 2 , . . . , t i , . . . t N }, and its corresponding sentence S = {w 1 , w 2 , . . . , w i , . . . , w N }. Output: A list of aspect term triples 1: result ← () 2: temp ← "" 3: start ← 0 4: for i = 1; i ≤ N ; i + + do 5:
if t i = "O" and temp = "" then 6:
result ← result + (w start:i , start, i) 7:
temp ← "" 8:
start ← 0 9: else 10:
if t i = "B-AP" then 11:
if temp = "" then 12:
result ← result + (w start:i , start, i) 13: end if 14:
temp ← t i 15:
start ← i 16:
end if 17: end if 18: end for 19: if temp = "" then 20:
result ← result + (w start:i , start, i) 21: end if 22: return result sequence. According to the mean of elements in T , it is convenient to get the aspect terms. For example, to a sentence "w 1 w 2 w 3 w 4 ", if the labeling sequence is "B-AP B-AP I-AP O" then ("w 1 ", 1, 2) and ("w 2 w 3 ", 2, 4) are target aspect terms. For the above triple, the first element is the real aspect term, and the second element and the last element are the beginning (inclusive) and ending (exclusive) index in the sentence, respectively. Algorithm 1 gives this process in detail.
F. Loss and Model Training
We equivalently use the negative of L (W, b) in Eq. (22) as the error to do minimization optimization. Thus, the loss is as follows:
Then, the loss of the entire model is:
where Θ represents the model parameters containing all weight matrices W , U and bias vectors b, and λ is the regularization parameter.
We update all parameters for BiDTreeCRF from top to bottom by propagating the errors through the CRF to the hidden layers of BiLSTM and then to BiDTree via backpropagation through time (BPTT) [45] . Finally, we use Adam [46] for optimization Select a batch of instances S b from S 5:
for each sentence S ∈ S b do 6:
Use BiDTree (1-11) to generate h 7:
Use BiLSTM (14-20) to generate g 8:
Compute L (W, b) through (21-22) 9: end for 10:
Use the backpropagation algorithm to update parameters Θ by minimizing the objective (25) with the batch update mode 11: until stopping criteria is met with gradient clipping. The L2-regularization factor λ is set as 0.001 empirically. The mini-batch size is 20 and the initial learning rate is 0.001. We also employ dropout [47] on the outputs of BiDTree and BiLSTM layers with the dropout rate of 0.5. All weights W , U and bias terms b are trainable parameters. Early stopping [48] is used based on performance on validation sets. Its value is 5 epochs in our experiments. At the same time, initial embeddings are fine-tuned during the training process. That means word embedding will be modified by back-propagating gradients. We implement BiDTreeCRF using the TensorFlow library [49] , and all computations are done on an NVIDIA Tesla K80 GPU. The overall procedure of BiDTreeCRF is summarized in Algorithm 2.
III. EXPERIMENTS
In this section, we conduct experiments to evaluate the effectiveness of the proposed framework.
A. Datasets and Experiment Setup
We conduct experiments using four benchmark SemEval datasets. The detailed statistics of the datasets are summarized in Table II . L-14 and R-14 are from SemEval 2014 3 [50] , R-15 is from SemEval 2015 4 [51] , and R-16 is from SemEval 2016 5 [52] . L-14 contains laptop reviews, and R-14, R-15, and R-16 all contain restaurant reviews. These datasets have been officially divided into three parts: A training set, a validation set, and a test set. These divisions will be kept for a fair comparison. All these datasets contain annotated aspect terms, which will be used to generate sequence labels in the experiments. We use the Stanford Parser Package 6 to generate dependency trees. The evaluation metric is the F1 score, the same as the baseline methods.
In order to initialize word vectors, we train word embeddings with a bag-of-words based model (CBOW) [53] on Amazon reviews 7 and Yelp reviews, 8 which are in-domain corpora for laptop and restaurant, respectively. The Amazon review dataset contains 142.8M reviews, and the Yelp review dataset contains 2.2M restaurant reviews. All these datasets are trained by gensim 9 which contains the implementation of CBOW. The parameter min_count is 10 and iter is 200 in our experiments. We set the dimension of word vectors to 300 based on the conclusion drawn in [27] . The experimental results about dimension settings for the proposed model also showed that 300 is a suitable choice, which provides a good trade-off between effectiveness and efficiency.
B. Baseline Methods and Results
To validate the performance of our proposed model on aspect term extraction, we compare it against a number of baselines: r IHS_RD, DLIREC(U), EliXa(U), and NLANGP(U):
The top system for L-14 in SemEval Challenge 2014 [54] , the top system for R-14 in SemEval Challenge 2014 [55] , the top system for R-15 in SemEval Challenge 2015 [56] , and the top system for R-16 in SemEval Challenge 2016 [22] , respectively. All of these systems have the same property: They are trained on a variety of lexicon and syntactic features, which is labor-intensive compared with the endto-end fashion of neural network. U means using additional resources without any constraint, such as lexicons or additional training data.
r WDEmb: It uses word embedding, linear context embedding and dependency path embedding to enhance CRF [28] .
r RNCRF-O, RNCRF-F: They both extract tree-structured features using a recursive neural network as the CRF input. RNCRF-O is a model trained without opinion labels. RNCRF-F is trained not only using opinion labels but also some hand-crafted features [27] . r DTBCSNN+F: A convolution stacked neural network built on dependency trees to capture syntactic features. Its results are produced by the inference layer [29] . r MIN: MIN is a LSTM-based deep multi-task learning framework, which jointly handles the extraction tasks of aspects and opinions via memory interactions [30] . r CMLA, MTCA: CMLA is a multilayer attention network, which exploits relations between aspect terms and opinion terms without any parsers or linguistic resources for preprocessing [31] . MTCA is a multi-task attention model, which learns shared information among different tasks [32] . r LSTM+CRF, BiLSTM+CRF: They are proposed by [43] and produce state-of-the-art (or close to) accuracy on POS, chunking and NER data sets. We borrow them for the ATE as baselines.
r BiLSTM+CNN: BiLSTM+CNN 10 is the Bi-directional LSTM-CNNs-CRF model from [44] . Compared with BiL-STM+CRF above, BiLSTM+CNN encoded char embedding by CNN and obtained state-of-the-art performance on the task of POS tagging and named entity recognition (NER). We borrow this method for the ATE as a baseline. The window size of CNN is 3, the number of filters is 30, and the dimension of char is 100. For our proposed model, there are three variants depending on whether the weight matrices of Eqs. (2)-(9) are shared or not. 11 BiDTreeCRF#1 shares all weight matrices, namely W o,f,u) , which means the mapping function r ↑ (k) is useless. BiDTreeCRF#2 shares the weight matrices of Eqs. (2)-(3), (5) and Eqs. (6)-(7), (9) while excluding Eqs. (4), (8) . BiDTreeCRF#3 keeps Eqs. (2)-(9) and does not share any weight matrices. The different types of weight sharing mean different ways of information transmission. BiDTreeCRF#1 shares weight matrices, which indicates the dependent words of a head word are undifferentiated and the syntactic relations, e.g., nmod and case, are out of consideration. BiDTreeCRF#2 treats the forget gates differently, which indicates that each dependent word is controlled by syntactic relation to transmitting hidden state to its next node. BiDTreeCRF#3 further treats all gates differently. The elaborate information flow under the control of syntactic relations is proved to be efficient.
The comparison results are given in Table III . In this table, the F1 score of the proposed model is the average of 20 runs with the same hyper-parameters that have been described in Section II-F and are used throughout our experiments. We report the results of L-14 initialized with the Amazon Embedding. For the other datasets, we initialize with the Yelp Embedding since they are all restaurant reviews. We will also show the embedding comparison below.
Compared to the best systems in 2014, 2015 and 2016 SemEval ABSA challenges, BiDTreeCRF#3 achieves 6.02%, 0.82%, 0.78%, and 2.15% F1 score gains over IHS_RD, DLIREC(U), EliXa(U) and NLANGP(U) on L-14, R-14, 10 We use this abbreviation for the sake of typesetting. 11 The code is publicly available at https://github.com/ArrowLuo/BiDTree 34% improvements, respectively. MIN is trained via memory interactions, CMLA and MTCA are designed as a multitask model, and all of these three methods use more labels and share information among different tasks. Comparing with them, BiDTreeCRF#3 still gives the best score for L-14 and R-16 and a competitive score for R-15 and BiDTreeCRF#2 achieves the state-of-the-art score for R-14, although our model is designed as a single-task model. Moreover, BiDTreeCRF#3 outperforms LSTM+CRF and BiLSTM+CRF on all datasets by 7.14%, 3.03%, 4.80%, and 4.18%, and 4.47%, 2.45%, 4.87%, and 4.38%, respectively, and these improvements are significant (p < 0.05). Considering the fact that BiLSTM+CRF can be seen as BiDTreeCRF#3 without BiDTree layer, all the results support that BiDTree can extract syntactic information effectively. As we can see, different variants of the proposed model have different performances on the four datasets. In particular, BiDTreeCRF#3 is more powerful than the other variants on L-14, R-15, and R-16, and BiDTreeCRF#2 is more effective on R-15. We believe the fact that R-15 is a small dataset with some "NULL" aspect terms is the reason that the performance of these baselines have a small gap between them. It proves that it is a hard dataset to improve the score. Thus, it is an inspiring result though BiDTreeCRF#3 is a little worse than MTCA without other auxiliary information (e.g., opinion terms). Besides, BiDTreeCRF#3 outperforms BiLSTM+CNN even without char embedding. Note that we did not tune the hyperparameters of BiDTreeCRF for practical purposes because this tuning process is time-consuming. 
C. Ablation Experiments
To test the effect of each component of BiDTreeCRF, the following ablation experiments on different layers of Table IV . Comparing BiDTreeCRF with DTree-up and DTree-down, it is obvious that BiDTree is more competitive than any single directional dependency network, which is the original motivation of the proposed BiDTreeCRF. The fact that BiDTreeCRF outperforms BiDTree+CRF indicates the BiL-STM layer is effective in extracting sequential information on top of BiDTree. On the other hand, the fact that BiDTreeCRF outperforms BiLSTM+CRF shows that the dependency syntactic information extracted by BiDTree is extremely useful in the aspect term extraction task. All above improvements are significant (p < 0.05) with the statistical t-test.
D. Word Embeddings & Syntactic Relation
Since word embeddings are an important contributing factor for learning with less data, we also conduct comparative experiments about word embeddings. Additionally, the syntactic relation (the second terms of Eqs. (2) (3) (4) (5) ) is also adopted as a comparison criterion. The experimental setup, e.g., mini-batch size and learning rate, is the same as the previous setup and no other changes but word embeddings and with/without integrating syntactic relation knowledge. Figure 6 and Figure 7 illustrate a comparison between Amazon Embedding and Yelp Embedding. Each figure involves three variants of BiDTreeCRF on four datasets. All of them show that Amazon Embedding is always superior to Yelp Embedding for L-14, and Yelp Embedding has an absolute advantage over Amazon Embedding for R-14, R-15, and R-16. The fact that Yelp Embedding is in-domain for restaurant and Amazon Embedding is in-domain for laptop indicates that in-domain embedding is more effective than out-domain embedding. Figure 8 and Figure 9 show a comparison of different syntactic relation conditions. Figure 8 is a comparison using Amazon Embedding, and Figure 9 is a comparison using Yelp Embedding. The fact that the model with syntactic relation wins 7 out of 12 in Figure 8 and 9 out of 12 in Figure 9 comparing with the model without syntactic relation indicates the syntactic relation information is useful for performance improvement.
E. Sensitivity Test
We conduct the sensitivity test on the dimension d of word embeddings of BiDTreeCRF#3. Different dimensions (ranging from 50 to 450, with the increment of 50) are involved. The sensitivity plots on the four datasets are given in Figure 10 using Amazon Embedding and Yelp Embedding, respectively. It is worth mentioning that Amazon Embedding here is only trained from reviews of electronics products considering the time cost. Although the score is a little lower than the embedding trained from the whole Amazon review corpus, the conclusion still holds. The figure shows that 300 is a suitable dimension size for the proposed model. It also proves the stability and robustness of our model. Table V shows some examples from the L-14 dataset to demonstrate the effectiveness of BiDTreeCRF. The first column contains the reviews, and the corresponding aspect terms are marked with bold font. The second column describes some dependency relations related to the aspect terms. The third column and the last column are the extraction results of BiDTreeCRF and BiLSTM, respectively. On the whole, the proposed BiDTreeCRF can extract aspect terms better than BiLSTM with fewer omissions and errors. In the first example, BiLSTM misses the aspect term "click pads" but its inner relation is similar to the price compound ←−−−−−− tag, which in the BiDTreeCRF can be considered as a significant feature. Thus BiDTreeCRF can extract it accurately. Likewise, through the relation Keyboard nsubj ←−−− responds, BiDTreeCRF can avoid making "responds" as an aspect term. For the same word "use" in the third example and the fourth example, one is real aspect term, and the other is not. The reason is reflected in these two relations: cables, and thus, they are extracted simultaneously by BiDTreeCRF instead of being extracted only one part of them by BiLSTM. All of the above analysis gives supporting evidence that our proposed BiDTreeCRF constructed on the dependency tree is useful and can take advantage of the relation between words to improve the ATE performance.
F. Case Study

IV. RELATED WORK
As an important and practically very useful topic, Sentiment analysis has been extensively studied in the literature [57] , [58] , especially the ATE. There are several main approaches to solving the ATE problem. Hu and Liu [57] extracted aspect terms that are frequently occurring nouns and noun phrases using frequent pattern mining. Qiu et al. [11] and Liu et al. [59] proposed to use a rule-based approach exploiting either hand-crafted or automatically generated rules about some syntactic relations between aspect terms (also called targets) and sentiment words based on the idea that opinion or sentiment must have a target [1] . Chen et al. [7] adopted the topic modeling to address the ATE, which employs some probabilistic graphical models based on Latent Dirichlet Allocation (LDA) [60] and its variants. All of the above methods are based on unsupervised learning. For supervised learning, ATE is mainly regarded as a sequential labeling problem, and solved by hidden Markov models [61] or CRF. However, traditional supervised methods need to design some lexical and syntactic features artificially to improve performance. Neural network is an effective approach to solve this problem.
Recent work showed that neural networks can indeed achieve competitive performance on the ATE. Irsoy and Cardie [36] applied deep Elman-type Recurrent Neural Network (RNN) to extract opinion expressions and showed that deep RNN outperforms CRF, semi-CRF and shallow RNN. Liu et al. [26] further experimented with more advanced RNN variants with fine-tune embeddings. Moreover, they pointed out that employing other linguistic features (e.g., POS) can get better results. Different from these works, Poria et al. [62] used a 7-layer deep convolutional neural network (CNN) to tag each word with an aspect or non-aspect label in opinionated sentences. Some linguistic patterns were also used to improve labeling accuracy. Attention mechanism and memory interaction are also effective methods for ATE. Li and Lam [30] adopted two LSTMs for jointly handling the extraction tasks of aspects and opinions via memory interactions. These LSTMs are equipped with extended memories and neural memory operations. Wang et al. [31] proposed a multi-layer attention network to deal with aspect and opinion terms co-extraction task, which exploits the indirect relations between terms for more precise information extraction. He et al. [63] presented an unsupervised neural attention model to discover coherent aspects. Its key idea is to exploit the distribution of word co-occurrences through the use of neural word embeddings and use an attention mechanism to de-emphasize irrelevant words during training. However, RNN and CNN based on the sequence structure of a sentence cannot effectively and directly capture the tree-based syntactic information which better reflects the syntactic properties of natural language and hence is very important to the ATE. Some tree-based neural networks have been proposed by researchers. For example, Yin et al. [28] designed a word embedding method that considers not only the linear context but also the dependency context information. The resulting embeddings are used in CRF for extracting aspect terms. This model proves that syntactic information among words yields better performance than other representative ones for ATE. However, it involves a two-stage process, which is not an end-to-end system trained directly from the dependency path information to the final ATE tags. On the contrary, our proposed BiDTreeCRF is an end-to-end deep learning model and it does not need any handcrafted features. Wang et al. [27] integrated dependency tree and CRF into a unified framework for explicit aspect and opinion terms co-extraction. However, a single directional propagation on the dependency tree is not enough to represent complete treestructured syntactic information. Instead of the full connection on each layer of the dependency tree, we use a bidirectional propagation mechanism to extract information, which is proved to be effective in our experiments. Ye et al. [29] proposed a treebased convolution to capture the syntactic features of sentences, which makes it hard to keep sequential information. We fused the tree-structured and sequential information rather than only using a single representation to address the ATE efficiently.
This paper is also related to several other models which are constructed on constituency trees and used to accomplish some other NLP tasks, e.g., translation [39] , relation extraction [41] , relation classification [64] and syntactic language modeling [37] , [38] , [65] . However, we have different models and also different applications.
V. CONCLUSION
In this paper, an end-to-end framework BiDTreeCRF was introduced. The framework can efficiently extract dependency syntactic information through bottom-up and top-down propagation in dependency trees. By combining the dependency syntactic information with the advantages of BiLSTM and CRF, we achieve state-of-the-art performance on four benchmark datasets without using any other linguistic features. Three variants of the proposed model have been evaluated and shown to be more effective than the existing state-of-the-art baseline methods. The distinction of these variants depends on whether they share weights during training. Our results suggest that the dependency syntactic information may also be used in aspect term and aspect opinion co-extraction, and other sequence labeling tasks. Additional linguistic features (e.g., POS) and char embeddings can further boost the performance of the proposed model.
