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Abstract 
The perception-action (P-A) cycle is the process of receiving information about sensory events taking place in the 
environment through sensory systems, processing this information and triggering motor systems to initiate corre-
sponding action events back into the environment. This information processing along the P-A pathway requires 
defining a certain level of dependency between the sensory events and their corresponding action events. This de-
pendency is what determines the behavior of the system and its ability to implement its goals and to react to its 
environment. Information processing within the P-A process is based on the transmission of signals between the 
sensory and motor systems. This transmission is subject to noise. Noise leads to errors in the transmitted signals 
and reduces the amount of useful information carried by the signals, thus impacting the sensory-action dependen-
cy that can be defined by the organism. According to communication theory, managing information transmission 
along a channel is achieved by matching the messages to be transmitted with the specifics of that channel accord-
ing to the statistical characteristics of the messages. The current paper argues that managing information trans-
mission within the P-A process requires the brain to have dedicated information transmission control processes 
and structures. It is argued that one such control process is based on managing the mapping of the events involved 
in the P-A process to the signals used by the P-A process. The paper suggests the required structure that should 
enable the brain to access the required variables for managing the information transmission and examines the ap-
proach of the Theory of Event Coding.  
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1 Introduction 
The P-A process starts with the brain receiving information from the environment about sensory 
events. This information is processed to trigger corresponding action events. The process can also start 
via the brain triggering some action events in the environment to elicit some intended input, which is 
then captured back by the sensory systems. In either case, the P-A process is based upon the transmis-
sion of signals between sensory and motor events. Those signals travel over an extensive neural net-
work comprising a vast number of nodes and connections. The conditions associated with these 
transmissions are not ideal, and the signal transmission within the neural network is therefore subject 
to a certain level of noise. Due to this noise, sensory and motor signals include a certain degree of er-
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ror. As indicated by communication theory (Shannon 1949), transmission error reduces the actual in-
formation available to the system for managing its behavior.  
Transmission error can conceal the difference between two sensory events or patterns, which im-
pacts the system’s ability to recognize the need for a differentiated reaction. The same argument ap-
plies for motor events: error can impact the execution of selected motor signals, which may result in a 
different action event than originally intended.  
Communication theory also indicates that reliable and efficient information processing with re-
spect to meaning and effectiveness needs to be based on managing the signals transmitting this infor-
mation. Managing the signal transmission means the ability of the system to provide sufficient capaci-
ty to capture and transmit the information it requires for its activity in the presence of noise.  
Based on communication theory, the current paper develops an architecture that should enable the 
control of information transmission along the P-A process. This approach is explained in more detail 
as an example of the theory of Event Coding (TEC). 
2 Information Transmission along the P-A Process 
Figure 1 is a representation of the P-A process, with the main elements involved in the transmis-
sion of information between the sensory and action events. The process starts with sensory systems 
capturing sensory events from the environment and ends with motor systems implementing selected 
responses as action events. The evaluation of the sensory events and the planning for appropriate ac-
tion events is thought to be performed by the information management component.  
 
 
Figure 1: P-A process main elements for information transmission.  
The “system” refers to the organism executing the P-A process. 
 
Information processing along the P-A process ends up defining some level of dependency between 
sensory events and action events. If we consider a communication channel as “a system in which the 
output depends probabilistically on the input” (Cover 1991), then the P-A process can be considered to 
be a process of communication as shown in Figure 2.  
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Figure 2: P-A process as a communication process. 
 
The sensory-action event dependency defined by the P-A process is part of the system knowledge 
of how events relate in their environment, how the system reacts to them and how they are triggered. 
The system behavior is based on this knowledge. The signals carrying information about the different 
events are subject to noise. This noise leads to transmission errors, which, in turn, impact the defini-
tion of the dependencies between the sensory and action events. This in return can negatively impacts 
the system’s knowledge about its environment and how to interact with it. In order for the system to 
ensure efficient interaction with its environment, it has to be able to then manage signal transmission 
errors. That is, the system should be able to assess the impact of noise on its information transmission 
and to compensate for it.  
3 Information Transmission along the P-A Process from a 
Communication Perspective 
Communication theory provides a clear approach to managing information transmission over a 
channel subject to noise (Shannon and Weaver 1949). In short, this approach consists in defining a 
coding scheme that matches the messages in the source of communication (events in the environment 
in the current context) to the available channel alphabet. This matching is based on the statistical char-
acteristics of the messages. For example, in Morse code for English language, a dot, which is the 
shortest signal provided by the channel, represents the letter “e,” which is the most used letter in Eng-
lish messages. The scheme is then used to encode and decode the messages at the input and output of 
the channel, respectively. This step is known as the source coding. Once this step is completed, mes-
sages are sent across the channel to determine the impact of noise on them. According to the level of 
noise, the sent signal is adjusted to compensate for the impact of noise (e.g., by adding redundancy to 
it). This is the channel-coding step.  
The following are the main activities involved in each step: 
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1. Source coding 
1.1. Define message source and destination 
1.2. Determine source statistical characteristics  
1.3. Determine channel alphabet  
1.4. Map source messages to channel alphabet 
2. Channel coding 
2.1. Send messages along the channel  
2.2. Assess deviation between sent and received message 
2.3. Add redundancy to messages to be sent 
Unlike artificial systems, natural systems encounter a considerable amount of change as they de-
velop, and as their environment is constantly changing. Such changes impact the dependency between 
the sensory and action events that the system is using to interact with its environment. Changes here 
could mean change to the number of events related to a specific P-A process, or changes to their fre-
quency.  
Another difference between natural and artificial systems with respect to information transmission 
is that, in artificial systems, a system designer executes the above steps and implements them for the 
system. The brain, however, is expected to be able to execute and repeat all of these steps continuous-
ly by itself. For the P-A process, this means that the above steps need to be monitored and repeated to 
adapt to changes within and around the system. 
That is, biological systems cannot rely on a static coding scheme for defining dependencies be-
tween the events related to their activities. Rather, biological systems should be able to change and re-
define the coding scheme to accommodate the changes they encounter.  
It is argued here that the brain thus requires a dedicated information transmission control process 
(and structures) for managing the flow of information along the P-A process and to enable it to read-
just the dependencies it defines according to the changes it encounters.  
Managing information transmission for a specific P-A process from a communication perspective 
requires the brain to identify the set of sensory and action events related to this process and the set of 
signals (codes) used by the P-A process to encode them (i.e., define dependencies between them). The 
realization of this control process is discussed further as an example of the Theory of Event Coding 
(TEC).  
4 Theory of Event Coding Overview   
TEC “is a general framework explaining how perceived and produced events (stimuli and respons-
es) are cognitively represented and how their representations interact to generate perception and ac-
tion.” (Hommel 2009). The theory argues that the P-A process directly integrates sensory and action 
events using common feature codes. The definition of a common code between sensory and action 
events establishes a direct dependency between them. TEC focuses mainly on the late sensory and ear-
ly motor activities of the P-A process and uses events features (BIG, ROUND, RED, etc.) as the 
common code that links both activities. Figure 3 indicates TEC approach to how feature codes are 
used to relate sensory and motor activities.  
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Figure 3: P-A process as depicted by TEC (Hommel 2001) 
 
For a specific P-A process, it is argued here that more feature codes enable the definition of more 
dependencies between the sensory and action events. For example, in Figure 3, M5 has common fea-
tures with S4 and S5. If the system receives S4 or S5, M5 is primed. Additionally, if the system aims 
at activating S4, it can initiate M5. If the system, however, cannot identify or use the feature F2 (e.g., 
RED) it will lose its knowledge about how to react to S4 or what actions can trigger it.  
From a communication perspective, the question is then how can the brain ensure that the feature 
codes used for a specific P-A process are sufficient to define the dependency between the sensory and 
action events for that process? In other words, and as in any communication task, to execute a P-A 
process in an acceptable time, the brain needs to be able to assess if the available feature codes are suf-
ficient to map the sensory and action events for that specific process.  
In terms of a set representation as used by communication theory (Figure 4), if we assume a P-A 
process with a set of sensory events and a set of action events, the question is how the brain deter-
mines the feature codes required to capture all possible dependencies between the two sets. Another 
question is also how the brain can ensure that the defined feature codes are still valid over time. 
 
Figure 4:  Common coding as a common set between 
sensory and action events. 
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The common answer provided by communication theory would indicate that in order for the brain 
to define the necessary feature codes, it has to consider the task from a communication perspective. 
That is, the brain needs to assess the statistical characteristics of the two sets of events involved in the 
P-A process (sensory and action), then determine how to modify the available feature codes to capture 
the possible dependencies between the two sets.  
To achieve this, TEC representation of the P-A process needs to be framed as a communication 
process. This should enable the identification of the involved sensory and action sets, which can then 
be used to indicate the level of dependency that can be achieved between them.  
5 TEC from a Communication Perspective 
Considering TEC framework from a communication perspective will enable the determination of 
the information source and destination of the transmission. Once defined, the next step is to assess the 
statistical characteristics of each, which indicates the amount of information to be transmitted by the 
P-A process.  
Figure 5 represents the TEC common coding approach from an information transmission perspec-
tive. From this perspective, the P-A process starts with some sensory events taking place in the envi-
ronment (distal events). The sensory system captures those events as proximal events. At the higher 
end of the sensory system are the sensory codes that reflect the proximal events. The sensory codes are 
linked to the motor codes through the event features in the common coding system (the coding 
scheme). Motor codes trigger proximal action events that result in distal action events in the environ-
ment. The available feature codes determine how much dependency the brain can capture between the 
sensory and action events. The question, again, is how can the brain define and update the coding 
scheme used to define the dependencies between the sensory and action events?  
 
 
Figure 5: TEC from a communication perspective. 
6 P-A Process Information Source and Destination 
The ultimate source and destination of a P-A process are the distal sensory and action events in the 
environment. However, the system can only access such events through the patterns created by the 
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sensory and motor systems in correspondence to those events (proximal events) (Figure 5). The prox-
imal events are the only physical – and thus measurable – quantities that can be used to define the 
source and destination of the P-A process. Although several proximal events might refer to a single 
distal event, from a transmission perspective, each proximal event is still a distinct event that needs to 
be differentiated, coded and transmitted on its own terms. 
7 Source and Destination Statistical Characteristics  
The source and destination statistical characteristics determine how much information is involved 
in the P-A process and how much information needs to be coded using the common features. Infor-
mation here does not refer to the meaning of the different events. Rather, information is measured for 
the whole source or destination, and it indicates the level of variability of the events within both. From 
a communication perspective, this is actually what matters (how many different events need to be cod-
ed, regardless of their meaning). The higher the variability of the sensory or motor events, the more 
feature codes are required to capture and define dependencies among them. 
Communication theory defines entropy as a measure of the statistical characteristics of a set of 
messages (events in the current context). Entropy is the number of bits required to describe the varia-
bility in a set of events, and it is a function of the number of events in the set and their corresponding 
probabilities of occurrence.  
Accordingly, the entropy of the P-A process source (will be called sensory entropy) is the variabil-
ity of the set of sensory events used in the process. The same applies for the entropy of the P-A pro-
cess destination (will be called action entropy) which is the variability of the action events of the P-A 
process.  
If we consider the set representation of the sensory and action events as indicated in Figure 4, then 
the sensory and action entropies indicate the amount of information, or variability in each set. Infor-
mation theory defines the intersection area between the two sets as mutual information, which indi-
cates the dependency between the two sets. In terms of TEC, the mutual information indicates the lev-
el of dependency between the sensory and action events. This mutual information is a result of intro-
ducing common feature codes to map sensory and action events. 
8 P-A Process Information Transmission Control Architecture  
Information theory provides a framework for defining the relationships among the different entro-
pies involved in the communication process. This framework is based upon the ability to assess the 
source and destination entropies, as well as the channel alphabet. In artificial communication systems, 
a system design uses those values to define a proper mapping of the source to the channel and to as-
sess the impact of noise on this mapping. It is clear that the required procedures and calculations to de-
fine the coding scheme and assess the impact of noise on the communication can be rather complex. 
However, the point in the current approach is about identifying what need to be measured, rather than 
how it is measured and calculated.  
With respect to TEC approach to the P-A process, the current approach is trying to identify the 
variables that will indicate to the brain the size of the common coding scheme that will enable the P-A 
process to process a certain amount of information. It is argued that the identification of those varia-
bles is the key to defining and adjusting the size of common features coding scheme. 
Adjusting the feature codes can lead to more or less dependency between the sensory and action 
events, which is determined by the overall objective of the system. Additionally, as the brain is re-
quired to face a changing environment, the monitoring of the level of dependency between the two 
sets and the adjustment of the size of feature codes can then assumed to be a continuous activity. 
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Figure 6 indicates the structure of the P-A information transmission control process that enables 
the brain to manage the information transmission along the P-A process.  
 
 
Figure 6: Information transmission control architecture  
for the P-A process. 
 
Information theory provides a framework that shows how source and destination entropies can be used 
to calculate: 
- the possible level of dependency between the two sets, and   
- the impact of noise on the signal transmission, and thus the level of dependency between the 
two sets 
For the P-A process, the sensory and action entropies can thus be used by the brain to calculate the 
size of features required to map the sensory and action events for that process, as well as monitor the 
impact of changes on this scheme. As indicated in Figure 6, the component receiving or accessing the 
value of the sensory and action entropies would define a type of a reference or correction value that 
can be used by the common coding system to indicate how to manage the level of dependency be-
tween the sensory and action events.   
9 Conclusion 
There are several approaches to how the brain corrects signal transmission errors. The current ap-
proach, however, considered the question of error control from an end-to-end perspective, that is, 
along the complete P-A process and not within a single modularity. This paper also tried to indicate 
how such an error transmission control mechanism is actually related to the overall information flow 
control along the P-A process. The paper argued that information transmission in biological systems is 
the basis for any higher-level information processing activities. A general model is proposed that ena-
bles a biological system to control the transmission of information along the P-A process by accessing 
the statistical characteristics of the involved sensory and action events. The model is based on the sta-
tistical characteristics of the proximal events, as they are the only physical (and thus measurable) 
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quantity for the system. The control of information transmission must rely on the characteristics of 
those signals before any alteration or processing, as any higher processing might change their statisti-
cal characteristics. 
As argued here, information transmission control involves the efficient matching of the events 
coming from the environment to the signals used to transmit them. In biological systems, such a 
matching has to be flexible in order for the system to cope with the changes in its environment. If the 
approach discussed here is valid, then all information processing activities (including cognitive activi-
ties) in biological systems need to be supported by a specific type of communication control mecha-
nism, such as the one depicted here.  
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