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Введение
Модели оптимального управления эксплуатации ресурсов широко при-
меняются в таких науках, как экономика, экология. Это связано с тем, что
эксплуатация ресурсов может иметь различные проблемы: исчерпаемость
ресурсов, ущерб, наносимый окружающей среде и другие.
Одним из важных вопросов современной экологии является загряз-
нение окружающей среды. Совсем недавно экономика еще не учитывала
затрат на устранение ущерба, наносимому природе. И только в последнее
время, когда состояние природы отрицательно сказалось на условиях про-
изводства продукции и получении прибыли, стали задумываться о влиянии
производственной деятельности на состояние окружающей среды. Поэто-
му рассмотрение задач оптимального управления эксплуатации ресурсов
представляется актуальным.
Огромную роль в современной экономике играет реклама. Она пред-
ставляет собой неотъемлемую часть производства и оказывает огромное
влияние на успешное функционирование фирмы. Одной из важных состав-
ляющих экономической деятельности фирмы является грамотная полити-
ка денежных вложений в рекламу. В современном мире, в условиях вы-
сокой конкуренции, вопрос о ведении эффективной рекламной кампании
становится наиболее актуальным.
В первой главе формализуется постановка задачи оптимального управ-
ления эксплуатации ресурсов. Рассматриваются различные уравнения ди-
намики и функции выигрыша для соответствующих типов задач оптималь-
ного управления. Во второй главе более подробно изучается модель опти-
мального управления объемами вредных выбросов при производстве взаи-
мозаменяемых товаров для двух игроков при отсутствии абсорбции. Диф-
ференциальная игра изучается в некооперативной постановке. В третьей
главе рассматривается теоретико-игровая модель управления объемами ин-
вестиций в рекламу для случая двух фирм, которые конкурируют за объем
собственных продаж некоторого однородного продукта с учетом амортиза-
ции, которая свойственна рынку. Фирмы могут увеличивать собственные
продажи и, следовательно, свою прибыль с помощью рекламы, соответ-
ственно задача оптимизации, решаемая фирмой i, заключается в макси-
мизации интегрального выигрыша. Линейно-квадратичная дифференци-
альная игра изучается в кооперативной и некооперативной постановках.
Обе модели рассматривались для случая постоянного экспоненциального
дисконтирования. Решение данных задач находится в классе позиционных
стратегий. Отбор допустимых решений из множества полученных решений
осуществляется двумя способами: с помощью экономического критерия и с
помощью классического метода для линейно-квадратичных задач оптими-
зации (LQR). В последней главе к модели кооперативной игры из третьей
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главы применяется преобразование фазовой переменной, показывается, что
данная замена существенно упрощает решение задачи.
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Основная цель и задачи
Основной целью данной работы является исследование дифференци-
альных игр с несколькими фазовыми переменными, в ходе которого необхо-
димо получить оптимальные решения и рассмотреть вопрос неединственно-
сти решения уравнения типа Беллмана, а также предложить способ отбора
решения в случае неединственности.
В связи с поставленной целью формулируются следующий задачи:
1) Изучить различные типы задач оптимального управления в диф-
ференциальных играх эксплуатации ресурсов;
2) Рассмотреть некооперативную игру эксплуатации нескольких ре-
сурсов двух игроков;
3) Рассмотреть задачу оптимального управления инвестициями в ре-
кламу в кооперативной и некооперативной постановках для двух игроков,
а также изучить различные способы отбора допустимого решения из мно-
жества полученных решений;
4) Рассмотреть кооперативную игру оптимального управления инве-
стициями в рекламную кампанию, применяя преобразование фазовой пе-
ременной и показать, что решение данной задачи существенно упрощается.
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Обзор литературы
В данной работе рассматривается один из наиболее изученных клас-
сов дифференциальных игр — линейно-квадратичные дифференциальные
игры. Они имеют многочисленные приложения в экономике [1, 2].
Для определения оптимального поведения фирм-участников рынка
целесообразно использовать теоретико-игровой подход [1,3,4]. В работе [5]
рассматривалась дифференциальная игра управления инвестициями в ре-
кламу для случая трех симметричных фирм, конкурирующих за объем
собственных продаж некоторого однородного продукта. При этом аморти-
зация, свойственная рынку, не учитывалась. В работе [6] этот пробел был
восполнен, кроме того, задача рассматривалась для случайной продолжи-
тельности [7] рекламной кампании.
В работе [8] была рассмотрена игра управления инвестициями в ре-
кламную кампанию для случая n симметричных игроков. Решение линейно-
квадратичной задачи [9] разыскивалось в классе позиционных стратегий
[10]. Рассматривалась как кооперативная постановка игры [3], так и неко-
оперативная постановка [1,4], в которой находилось равновесие по Нэшу [3].
В статье [11] был предложен метод отбраковки несостоятельных ре-
шений из множества допустимых решений задачи оптимального управле-
ния. Также в работе [12] рассматривается еще один метод отбора решения
из множества допустимых решений — классический метод, используемый
для линейно-квадратичных задач оптимизации (LQR).
В статье [13] была предложена замена переменных для линейно-квадра-
тичных дифференциальных игр, позволяющая записать подынтегральную
функцию как сумму двух квадратичных членов и константы, что значи-
тельно упрощает дальнейшее решение задачи.
В данной работе используется модель с n игроками, предложенная
в [6], которая рассматривается в двух вариантах: кооперативном и неко-
оперативном. Задача решается методом динамического программирования
[10, 14] для случая n = 2 игроков. Также рассмотрен случай применения
преобразования [13] для кооперативного варианта игры n = 2 игроков.
В ходе применения математического аппарата для решения данных задач
также изучается вопрос о нахождении корней уравнения четвертой степени
методом, предложенным Феррари, который описан в книгах [15,16].
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Глава 1. Оптимальное управление в
дифференциальных играх эксплуатации ресурсов
Описание игры
Будем рассматривать дифференциальную игру [17] Г(t0, x0, T ) n лиц,
принадлежащих множеству N = {1, . . . , n}, |N | = n, как конфликтно-
управляемый процесс, где n—количество игроков, t0 — начальный момент
времени, t0 > 0, T — момент окончания игры и x0 — начальное состояние
игрока, x0 > 0. В качестве игроков в данной игре будем рассматривать
кампании, страны, фирмы и т. п.
Динамика игры задается системой обыкновенных дифференциаль-
ных уравнений с начальным условием:
x˙(t) = f(x, a1, . . . , an), x(t0) = x
0, (1)
где x(t) ∈ X ⊆ Rm, t ∈ [t0, T ], а ai — управление i-го игрока из множества
допустимых управлений этого игрока Ui, которые состоят из множества
всех измеримых функций на [t0, T ] в Ui, где Ui—множество допустимых
значений управлений i-го игрока, которое представляет собой выпуклое
компактное подмножество Rk, такое что {0} ∈ Ui. U = U1 × . . . × Un.
U = U1 × . . .× Un. Если ai ∈ Ui ⊂ R1, то ai ∈ [0, amax].
Функция f : Rm × Rn −→ Rm непрерывна на множестве X × U1 ×
. . . × Un, липшицева по x, дифференцируема. Тогда, будем говорить, что
выполнены условия существования и единственности решений [18] системы
дифференциальных уравнений (1) для любого набора допустимых управ-
лений a1, . . . , an.
Игроки конкурируют между собой или объединяются в коалиции для
получения некоторого выигрыша и стремятся увеличить свою прибыль. С
этой целью они эксплуатируют некие ресурсы. В дальнейшем ограничимся
рассмотрением ресурсов следующих видов:
1) природные ресурсы;
Тогда ai игрока i — скорость извлечения природных ресурсов.
2) загрязнение окружающей среды;
В качестве ai i-го игрока выступает управление объемом вредных
выбросов в окружающую среду.
3) репутация фирмы (гудвилл).
Здесь ai игрока i — управление объемом инвестиций в рекламную
кампанию.
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Функция выигрыша
Каждый игрок i имеет свою функцию выигрыша, которую он стре-
мится максимизировать. В кооперативной постановке игры, когда игроки
действуют совместно, данная функция принимает следующий вид:
Ki(x
0, a1, . . . , an)→ max
a1,...,an
, i = 1, n.
В некооперативной постановке игры, когда игроки действуют независимо
друг от друга, функция выигрыша игрока i:
Ki(x
0, ai)→ max
ai
, i = 1, n.
Мгновенный выигрыш i-го игрока в момент времени t ∈ [t0, T ] в коопера-
тивном случае определяется следующим образом: hi(t, x(t), a1(t), . . . , an(t)),
где hi(·) — непрерывная функция, a x(t) — решение задачи Коши для (1).
Тогда интегральный выигрыш i-го игрока запишется в виде:
Ki(x
0, a1, . . . , an) =
∫ T
t0
hi(t, x(t), a1(t), . . . , an(t))dt, i = 1, n.
Функцию hi(·) также называют функцией полезности. В случае некоопе-
ративной постановки игры она примет вид:
hi(·) = hi(x, ai),
где управления игроков связаны между собой уравнением динамики: x˙ =
a1 + . . .+ an. Тогда интегральный выигрыш i-го игрока будет следующим:
Ki(x
0, ai) =
∫ T
t0
hi(t, x(t), ai(t))dt, i = 1, n.
Рассмотрим некоторые примеры функции полезности.
1) Линейная функция полезности:
hi(·) = Ca+Kx, i = 1, n
2) Линейно-квадратичная функция полезности:
hi(·) = aTCa+ xTKx, i = 1, n,
hi(·) = C1a+ aTC2a+K1x+ xTK2x, i = 1, n.
3) Степенная функция полезности:
hi(·) = a
η
i
1− η , где η 6= 1, i = 1, n.
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4) Логарифмическая функция полезности:
hi(·) = ln(ai), где η = 1, i = 1, n.
5) Альтернативный вид функции полезности:
hi(·) = √ai − ci√
x
ai, i = 1, n.
Будем рассматривать игру с бесконечной продолжительностью. Пусть
t0 = 0. Тогда для существования несобственного интеграла, которым пред-
станет функция выигрыша, необходимо подынтегральную функцию домно-
жить на дисконтирующий множитель.
Рассмотрим дисконтирование функцией Θ(t): Θ(0) = 1, где Θ(t) —
невозрастающая функция, тогда функция выигрыша игрока i:
Ki(·) =
∫ ∞
0
hi(·)Θ(t)dt, i = 1, n,
Дисконтирующий множитель может быть константой
Θ(t) = exp−λt, где λ > 0, i = 1, n,
или изменяться в соответствии, например, со следующими законами:
Θ(t) = exp−
∫ t
0 λ(s)ds,
Θ(t) = exp−λt+ψ(t),
Θ(t) = β exp−γt +(1− β) exp−ηt .
Рассмотрим дисконтирование для игрока i невозрастающей функцией Θi(t):
Θi(0) = 1. В этом случае функция выигрыша i-го игрока:
Ki(·) =
∫ ∞
0
hi(·)Θi(t)dt, i = 1, n.
Постоянный дисконтирующий множитель с различными показателями дис-
контирования для игроков
Θi(t) = exp
−λit, i = 1, n.
Тогда в кооперативной постановке суммарный выигрыш, который игроки
стремятся максимизировать
n∑
i=1
Ki(·)→ max
a1,...,an
.
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Постановка задачи оптимального управления
Рассмотрим задачу оптимального управления [3] n игроков на беско-
нечном интервале для случая кооперации игроков
max
a
∞∫
0
e−ρth(t, x(t), a(t))dt, (2)
когда фазовая переменная изменяется в соответствии с (1). h(t, x(t), a(t)) =∑n
i=1hi(t, x(t), a(t)). Функции h(t, x(t), a(t)) и f(x, a1, . . . , an) будем считать
дифференцируемыми.
Управление a∗(t), доставляющее максимум функционала (2), будем
называть оптимальным управлением.
Оптимальное управление может разыскивается в классе программ-
ных стратегий ai(t), когда стратегии игрока i зависят только от начально-
го состояния игры x0 и текущего момента времени t, или в классе пози-
ционных стратегии ai(x, t), когда стратегии игрока i зависят от текущего
состояния игры x и текущего момента времени t. В первом случае опти-
мальное управление игрока i находится в соответствии с принципом макси-
мума Понтрягина, а во втором — с использованием уравнения Гамильтона–
Якоби–Беллмана.
Принцип максимума Понтрягина
Для оптимальности управления a∗(t) и соответствующего ему реше-
ния x∗(t) (1) необходимо, чтобы существовала такая непрерывная функция
p(t) и константа p0(t) > 0, одновременно не обращающиеся в 0, и для всех
t > 0 выполнялись следующие условия:
1. Переменные x(t) и p(t) удовлетворяют системе 2m дифференци-
альных уравнений x˙i(t) =
∂H
∂pi
,
p˙i(t) = ρ pi(t)− ∂H∂xi ,
где H(x(t), a(t), p(t)) = p0(t)h(x(t), a(t)) + 〈p(t), g(x(t), a(t))〉 — гамильто-
ниан, соответствующий задаче (2).
2. Для всех t гамильтониан H(x(t), a(t), p(t)) достигает своего макси-
мума:
H∗(x(t), p(t)) = max
a(t)∈U
H(x(t), a(t), p(t)).
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3. Функция H(x∗(t), a∗(t), p0, p(t)) удовлетворяет условию
H(x0, a∗(0), p0, p(0)) = ρ p0
∞∫
0
e−ρth(x∗(t), a∗(t))dt.
4. Выполняется условие трансверсальности:
lim
t−→∞ e
−ρtH∗(x∗(t), a∗(t), p0, p(t)).
Уравнение Гамильтона –Якоби –Беллмана
Если существует непрерывная по своим аргументам функцияW (t, x(t))
удовлетворяющая уравнению
−∂W (t, x)
∂t
= max
a(t,x)∈U
[
∂W (t, x)
∂x
f(x, a) + h(x, a)
]
(3)
с краевым условием W (T, x(T )) = 0 и существует допустимое управление
a∗(t, x), доставляющее максимум правой части (3), то управление a∗(t, x)
является оптимальным, а значение функции Беллмана, вычисленной в на-
чальный момент времени,W (0, x(0)) =
∑n
i=1Ki(x
0, t0, a
∗) равно суммарно-
му выигрышу игроков в игре.
Уравнение (3) называется уравнением Гамильтона –Якоби –Беллмана.
Уравнения динамики в различных типах задач
оптимального управления
Будем рассматривать задачу, когда мы эксплуатируем только один
ресурс x. Учтем, что ресурсы могут быть возобновляемыми (то есть запасы
этих ресурсов восстанавливаются).
Модель оптимального управления эксплуатации ресурса
Рассмотрим первый вид ресурсов — природные. Динамика изменения
доступного объема ресурса x(t) описывается дифференциальным уравне-
нием:
1) При отсутствии абсорбции (например: масло, газ, каменный уголь):
x˙(t) = −
n∑
i=1
ai, x(t0) = x
0, x0 > 0.
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2) В случае возобновляемого ресурса (например: рыба, лес, вода):
x˙(t) = −
n∑
i=1
ai + δx, x(t0) = x
0, x0 > 0.
Здесь ai — усилия, затрачиваемые игроком i на извлечение ресурса, ai > 0,
δ — коэффициент возобновления ресурса.
Ресурс может только убывать. Процесс добычи заканчивается при
исчерпании данного ресурса.
Модель оптимального управления объемом вредных выбросов
Следующая модель — производство (загрязнение окружающей сре-
ды). В этом случае x(t) — объем загрязнения в момент времени t. Тогда
динамика накопления ресурса задается следующим уравнением:
1) При отсутствии абсорбции:
x˙(t) =
n∑
i=1
ai, x(t0) = x
0, x0 > 0. (4)
2) Если ресурс возобновляемый:
x˙(t) =
n∑
i=1
ai − δx, x(t0) = x0, x0 > 0. (5)
Под ai будем понимать интенсивность выброса вредных веществ иг-
роком i в окружающую среду, ai > 0, а δ — доля естественной очистки
загрязнения.
Модель оптимального управления инвестициями в рекламу
Последний тип рассматриваемых ресурсов — репутация фирмы (гу-
двилл). Здесь x(t) — значение репутации фирмы в текущий момент време-
ни t. Уравнение динамики принимает вид (4) при отсутствии абсорбции, а
если ресурс возобновляемый, то
x˙(t) =
n∑
i=1
biai − δx, x(t0) = x0, x0 > 0,
где ai — объем капитальных вложений в рекламную кампанию в едини-
цу времени, ai > 0, bi — влияние инвестиций в рекламу на накопление
гудвилла, bi > 0, а δ — коэффициент амортизации, δ > 0.
Теперь рассмотрим задачу нескольких ресурсов x1, x2, ..., xn. Для всех
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трех моделей оптимального управления динамика будет описываться си-
стемой дифференциальных уравнений
1) "Независимые движения":
x˙1(t) = a1, x1(t0) = x
0
1,
x˙2(t) = a2, x2(t0) = x
0
2,
. . .
x˙n(t) = an, xn(t0) = x
0
n.
2) В случае возобновляемых ресурсов:
x˙1(t) = a1 − δ1x1, x1(t0) = x01,
x˙2(t) = a2 − δ2x2, x2(t0) = x02,
. . .
x˙n(t) = an − δnxn, xn(t0) = x0n.
Функции выигрыша в различных типах задач
оптимального управления
Функция мгновенного выигрыша игрока i обычно рассматривается в
виде
hi(x, a) = ri(a)− di(x), i = 1, n,
где ri(a) — мгновенный доход игрока i, который зависит от его управления,
и, возможно, от управлений других игроков, ri(a) > 0, a > 0 и при ai =
0: ri(a) = 0. di(x) — эксплуатационный расход игрока i, зависящий от
переменных состояния. В большинстве случаев di(x) = dix, где di > 0.
Модель оптимального управления объемом вредных выбросов
Функция дохода от производства незаменимых товаров
ri(a) = (k − 1
2
ai)ai, k > 0, i = 1, n,
где c(ai) = k − 12ai — цена товара, функция c(ai) убывает, ai ∈ [0, k]. Ко-
личество произведенных товаров пропорционально управлению ai, тогда
общий доход игрока i будет определяться как произведение цены товаров
на количество произведенных товаров. В данном случае под di(x) понима-
ются штрафы, связанные с загрязнением окружающей среды или затраты
на сокращение вредных выбросов.
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В этом случае выигрыш i-го игрока запишется в следующем виде:
Ki(x, a) =
∞∫
0
e−ρt
([
k − 1
2
ai(t)
]
ai(t)− dix(t)
)
dt, i = 1, n,
где x(t) может удовлетворять либо (4), либо (5) в зависимости от типа
ресурса.
Функция дохода от производства взаимозаменяемых товаров
ri(a) = (k − 1
2
n∑
i=1
ai)ai, k > 0, i = 1, n.
Здесь ai ∈ [0, kn ]. Функция цены зависит от общего количества однотипных
товаров, производимых всеми игроками.
Тогда выигрыш i-го игрока
Ki(x, a) =
∞∫
0
e−ρt
([
k − 1
2
n∑
i=1
ai(t)
]
ai(t)− dix(t)
)
dt, i = 1, n.
x(t) также удовлетворяет либо (4), либо (5).
Модель оптимального управления инвестициями в рекламу
Мгновенный выигрыш игрока i в данной модели зависит от состояний
всех остальных игроков и запишется в виде
hi(x, a) =
[(
β −
n∑
i=1
xi
)
xi
]
− 1
2
αia
2
i , i = 1, n,
где αi > 0.
Здесь в качестве дохода игрока i будем понимать его объем продаж
ri(x) =
(
β −
n∑
i=1
xi
)
xi, β > 0, i = 1, n,
а за расходы игрока i будем принимать стоимость затрат на рекламу
di(a) =
1
2
αia
2
i , i = 1, n.
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Тогда интегральный выигрыш i-го игрока примет вид
Ki(ai) =
∞∫
0
e−ρt
([(
β −
n∑
i=1
xi
)
xi
]
− 1
2
cia
2
idt
)
, i = 1, n.
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Глава 2. Игра эксплуатации нескольких ресурсов
Постановка задачи
Пусть изменение загрязнения окружающей среды xi фирмы i описы-
вается ОДУ
x˙i = ai, i = 1, n, xi(0) = x
i
0 > 0, (6)
где ai — поток выбросов игрока i (количество выбросов за единицу време-
ни), ai > 0, xi — общее количество выбросов, xi0 — начальное количество
выбросов игрока i. Пусть yi = miai — поток продукта, произведенного
игроком i. Функция выигрыша игрока i имеет следующий вид:
Ji(ai) =
∞∫
0
e−ρt
(
pi
[(
k −
n∑
h=1
yh
)
+ β
]
yi − dixi
)
dt, (7)
где pi — коэффициент пропорциональности, k— требуемый (максимальный)
поток продукта, pi
[(
k −
n∑
h=1
yh
)
+ β
]
yi(t) — цена продукта, β — базовая
цена продукта в условиях полного насыщения рынка, а dixi —затраты на
борьбу с загрязнением.
Для простоты положим mi = 1, di = 1, а β = 0. Тогда интегральный
функционал (7) примет вид:
Ji(ai) =
∞∫
0
e−ρt
(
pi
(
k −
n∑
h=1
ah
)
ai − xi
)
dt. (8)
Некооперативный вариант игры
Рассмотрим некооперативную игру. Пусть игроки не смогли догово-
риться до начала игры. В варианте конкуренции будем искать равновесие
по Нэшу.
Определение 1 Набор управлений aNE = {aNE1 , . . . , aNEn } называется рав-
новесием по Нэшу если
Ji(a
NE) > Ji(aNE||ai),
где aNE||ai = {aNE1 , . . . , aNEi−1 , ai, aNEi+1 , . . . , aNEn }, ai ∈ U , i ∈ N .
Рассматриваем случай двух игроков, то есть считаем, что n = 2.
Пусть Vi(x) — непрерывно-дифференцируемая функция Беллмана,
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которая является решением уравнения Гамильтона –Якоби –Беллмана:
ρVi(x) = max
ai>0,aNEj
{
pi
(
k −
2∑
h=1
ah
)
ai − xi +
2∑
i=1
∂Vi
∂xi
ai
}
, i, j = 1, 2, j 6= i. (9)
Выберем следующий вид функции Беллмана
Vi(x) = x
′
[
qi1
qi2
2
qi2
2 qi3
]
x+ x′[wi1, wi2]′ + zi, i = 1, 2, (10)
или
V1(x) = q11x
2
1 + q12x1x2 + q13x
2
2 + x1w11 + x2w12 + z1,
V2(x) = q21x
2
1 + q22x1x2 + q23x
2
2 + x1w21 + x2w22 + z2,
и эти функции имеют частные производные
∂V1(x)
∂x1
= 2q11x1 + q12x2 + w11;
∂V2(x)
∂x2
= q22x1 + 2q23x2 + w22.
Подставляя функцию Vi(x),i = 1, 2 и ее частные производные в (9), полу-
чаем
ρ
(
q11x
2
1+q12x1x2+q13x
2
2+x1w11+x2w12+z1
)
= max
a1≥0,aNE2
{
pi(k−a1−a2)a1−
−x1 + a1(2q11x1 + q12x2 + w11) + a2(q22x1 + 2q23x2 + w22)
}
;
ρ
(
q21x
2
1+q22x1x2+q23x
2
2+x1w21+x2w22+z2
)
= max
a2≥0,aNE1
{
pi(k−a1−a2)a2−
−x2 + a1(2q11x1 + q12x2 + w11) + a2(q22x1 + 2q23x2 + w22)
}
. (11)
Рассмотрим функции
F (a1, a
NE
2 ) = pi[k−a1−a2]a1−x1+a1(2q11x1+q12x2+w11)+a2(q22x1+2q23x2+w22);
F (a2, a
NE
1 ) = pi[k−a1−a2]a2−x2+a1(2q11x1+q12x2+w11)+a2(q22x1+2q23x2+w22),
и найдем ее частные производные
∂F (a1, a
NE
2 )
∂a1
= pik − 2pia1 − pia2 + 2q11x1 + q12x2 + w11,
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∂F (a2, a
NE
1 )
∂a2
= pik − pia1 − 2pia2 + 2q11x1 + q12x2 + w11.
С необходимостью приравняем их к нулю и получим оптимальные управ-
ления следующего вида:
a∗1 =
k
3
+
(4q11 − q22)x1 + 2(q12 − q23)x2 + 2w11 − w22
3pi
; (12)
a∗2 =
k
3
+
2(q22 − q11)x1 + (4q23 − q12)x2 + 2w22 − w11
3pi
. (13)
Подставим (12) и (13) в исходные уравнения (11), раскроем скобки, приве-
дем подобные и методом неопределенных коэффициентов придем к следу-
ющим двум системам уравнений. Из первого уравнения (11):
x21 : 16q11
2 − q11(14q22 + 9piρ) + 7q222 = 0;
x1x2 : 4q11(4q12 − 7q23) + 7q22(4q23 − q12) = 9piq12ρ;
x1 : pik(8q11 + q22)− 9pi = w11(9piρ− 16q11 + 7q22) + 14w22(q11 − q22); (14)
x22 : 4q12
2 − 14q12q23 + 28q232 = 9piq13ρ;
x2 : 9piρw12 − 2pik(2q12 + q23) = 2w11(4q12 − 7q23) + 7w22(4q23 − q12); (15)
x01x
0
2 : pik(4w11 + w22)− 7w11w22 + 4w112 + 7w222 = 9piρz1 − pi2k2. (16)
Из второго уравнения (11) получим
x21 : 28q11
2 − 14q11q22 + 4q222 = 9piq21ρ;
x1x2 : 28q11(q23 − q12) = q22(16q23 − 7q12 − 9piρ);
x1 : 9piρw21 − 2pik(q11 + 2q22) = 7w11(4q11 − q22) + 2w22(4q22 − 7q11); (17)
x22 : 16q23
2 − q23(14q12 + 9piρ) + 7q122 = 0;
x2 : pik(q12 + 8q23)− 9pi = 14w11(q23 − q12) + w22(7q12 − 16q23 + 9piρ); (18)
x01x
0
2 : pik(w11 + 4w22)− 7w11w22 + 7w112 + 4w222 = 9piρz2 − pi2k2. (19)
Рассмотрим систему из шести уравнений, которые зависят только от
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q11, q12, q13, q21, q22, q23:
16q11
2 − q11(14q22 + 9piρ) + 7q222 = 0; (20)
4q11(4q12 − 7q23) + 7q22(4q23 − q12) = 9piq12ρ; (21)
4q12
2 − 14q12q23 + 28q232 = 9piq13ρ; (22)
28q11
2 − 14q11q22 + 4q222 = 9piq21ρ; (23)
28q11(q23 − q12) = q22(16q23 − 7q12 − 9piρ); (24)
16q23
2 − q23(14q12 + 9piρ) + 7q122 = 0. (25)
Из (20) и (25) выразим
q11 =
1
32
(14q22 + 9piρ±
√
−252q222 + 252q22piρ+ 81pi2ρ2),
q23 =
1
32
(14q12 + 9piρ±
√
−252q122 + 252q12piρ+ 81pi2ρ2).
Введем следующие обозначения:
D22 = −252q222 + 252q22piρ+ 81pi2ρ2, D12 = −252q122 + 252q12piρ+ 81pi2ρ2.
Сложим (21) и (24)
4q11q12 − 4q22q23 + 3piρ(q12 − q22) = 0,
и подставим в это равенство q11 и q23. Тогда получим:
33piρ(q12 − q22)± q12
√
D22 = ±q22
√
D12,
и возведем обе части этого равенства в квадрат:
(q12−q22)(332pi2ρ2(q12−q22)±66piρq12
√
D22+252piρq12q22+81pi
2ρ2(q12+q22)) = 0.
Получаем, что либо q12 = q22, либо
363piρ(q12 − q22) + 84q12q22 + 27piρ(q12 + q22) = ∓22q12
√
D22. (26)
Рассмотрим случай, когда q12 = q22. Тогда из этого следует, что q11 = q23,
но тогда и q13 = q21. Учитывая это, получаем, что равенства (20) и (25), (21)
и (24), (22) и (23) идентичные, тогда система (20)-(25) из шести уравнений
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сведется к системе из трех уравнений:
16q11
2 − q11(14q22 + 9piρ) + 7q222 = 0;
44q11q22 − 28q211 − 7q222 = 9piq22ρ;
4q22
2 − 14q22q11 + 28q112 = 9piq13ρ. (27)
Из второго уравнения этой системы выразим
q11 =
1
14
(11q22 ± 3
√
8q222 − 7q22piρ), (28)
и, подставив (28) в первое уравнение системы (27), найдем
q22 = piρ = q12. (29)
Тогда при подстановке (29) в (28) получим
q11 =
4piρ
7
= q23. (30)
Учитывая (29) и (30), из последнего уравнения системы (27) находим
q13 =
4piρ
7
= q21. (31)
Учитывая равенства q12 = q22, q11 = q23 и уравнения (14), (18), получаем,
что w11 = w22 =
kpi(q22 + 8q11)− 9pi
9piρ− 7q22 − 2q11 , тогда
w11 =
13kpi − 21
2ρ
= w22. (32)
Учитывая равенства q12 = q22, q11 = q23, w11 = w22 и уравнения (15), (17),
получаем, что w12 = w21 =
2kpi(2q22 + q11) + w11(14q11 + q22)
9piρ
, тогда
w12 =
8kpiρ+ 91kpi − 147
14ρ
= w21. (33)
Учитывая равенство w11 = w22 и уравнения (16), (19), получаем, что z1 =
z2 =
k2pi2 + 5kpiw11 + 4w
2
11
9piρ
, тогда
z1 =
(kpi(26 + ρ)− 42)(kpi(13 + 2ρ)− 21)
18piρ3
= z2. (34)
Получили решения (29)-(34) систем уравнений (14)-(25). Уравнение (26)
разрешается аналогично.
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Таким образом, получили решение уравнения (9) Vi(G), i = 1, n, со
следующими коэффициентами:
q11 =
4piρ
7
, q12 = piρ, q13 =
4piρ
7
, q21 =
4piρ
7
, q22 = piρ, q23 =
4piρ
7
,
w11 =
13kpi − 21
2ρ
, w12 =
8kpiρ+ 91kpi − 147
14ρ
,
w21 =
8kpiρ+ 91kpi − 147
14ρ
, w22 =
13kpi − 21
2ρ
,
z1 =
(kpi(26 + ρ)− 42)(kpi(13 + 2ρ)− 21)
18piρ3
,
z2 =
(kpi(26 + ρ)− 42)(kpi(13 + 2ρ)− 21)
18piρ3
.
Оптимальные управления первого и второго игрока соответственно
принимают следующий вид:
a∗1 =
k
3
+
ρ
7
(2x1 + 3x2) +
13kpi − 21
2ρ
,
a∗2 =
k
3
+
ρ
7
(3x1 + 2x2) +
13kpi − 21
2ρ
.
, (35)
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Глава 3. Оптимальное управление инвестициями в
рекламу на рынке однородной продукции
Постановка задачи
Пусть динамика накопления репутации (гудвилл) Gi фирмы i описы-
вается ОДУ [4]
G˙i = kai − δGi, Gi(0) = Gi0 > 0, i = 1, n, (36)
где k > 0 — характеристика рынка, отвечающая за влияние рекламы на
накопление гудвилла (чем больше k, тем более восприимчив рынок к воз-
действию рекламы), ai — управление игрока i (объем инвестиций за едини-
цу времени), ai > 0, δ — коэффициент амортизации, δ > 0, Gi0 — значение
гудвилла игрока i в начальный момент времени. Будем считать, что k = 1.
Функция выигрыша игрока i имеет следующий вид:
Ji(ai) =
∞∫
0
e−ρt
(
pi
[
β −
n∑
h=1
Gh
]
Gi − c
2
a2i
)
dt, i = 1, n, (37)
где pi — предельная прибыль рынка, т. е. прибыль за продажу единицы
товара,
[
θ−
n∑
h=1
Gh(t)
]
Gi(t) — объем продаж фирмы i в момент t, a c2a
2
i —
стоимость рекламных усилий (затраты).
Кооперативный вариант игры
Рассмотрим кооперативный вариант игры [3]. Пусть до начала игры
фирмы договорились об использовании оптимальных управлений, макси-
мизирующих их суммарный выигрыш.
Общая сумма выигрышей имеет вид
J(a) =
∞∫
0
e−ρt
[
−G′QG + q′G− 1
2
a′Ra
]
dt, (38)
где Q = pi · 1[n×n], q = piβ · 1[n×1], R = c ·En. Будем искать решение данной
линейно-квадратичной задачи [9] в классе позиционных стратегий [10].
Пусть V (G) — непрерывно-дифференцируемая функция Беллмана,
которая является решением уравнения Гамильтона –Якоби –Беллмана:
ρV (G) = max
{a1,...,an}
{
pi
[
β −
n∑
h=1
Gh
]
n∑
i=1
Gi − c
2
n∑
i=1
a2i +
n∑
i=1
∂V
∂Gi
(
ai − δGi
)}
.(39)
22
В качестве решения уравнения (39) будем рассматривать функцию
[1,10]
V (G) = α +
ε
2
∑
i
G2i +
η
2
∑
i6=j
GiGj + γ
∑
i
Gi. (40)
Предполагаем, что n = 2, тогда V (G) = α + ε2
(
G21 +G
2
2
)
+ ηG1G2 +
γ(G1 +G2), и эта функция имеет частные производные
∂V (G)
∂G1
= εG1 + ηG2 + γ,
∂V (G)
∂G2
= εG2 + ηG1 + γ.
Подставляя функцию V (G) и ее частные производные в (39), полу-
чаем
ρ(α +
ε
2
(
G21 +G
2
2
)
+ ηG1G2 + γ(G1 +G2)) =
= max
a1,a2>0
{
pi[β −G1 −G2](G1 +G2)− c
2
(
a21 + a
2
2
)
+ (εG1 + ηG2 + γ)×
×(a1 − δG1) + (εG2 + ηG1 + γ)(a2 − δG2)
}
.
Рассмотрим функцию
F (a1, a2) = pi[β −G1 −G2](G1 +G2)− c
2
(
a21 + a
2
2
)
+ (εG1 + ηG2 + γ)×
×(a1 − δG1) + (εG2 + ηG1 + γ)(a2 − δG2),
и найдем ее частные производные
∂F (a)
∂a1
= −ca1 + εG1 + ηG2 + γ,
∂F (a)
∂a2
= −ca2 + εG2 + ηG1 + γ.
С необходимостью приравняем их к нулю и найдем зависимость a1 и a2 от
ε, η, γ:
a∗1 =
1
c
(εG1 + ηG2 + γ), a
∗
2 =
1
c
(εG2 + ηG1 + γ).
Получаем вектор (a∗)′ = (a∗1, a∗2) и подставляем его в (39). Тогда в матрич-
ном виде
ρV (G) = −G′QG + q′G− 1
2
(a′)∗Ra∗,
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или, расписывая покомпонентно, имеем
ρ(α +
ε
2
(
G21 +G
2
2
)
+ ηG1G2 + γ(G1 +G2)) = pi[β −G1 −G2](G1 +G2)−
− 1
2c
(
(εG1 + ηG2 + γ)
2 + (εG2 + ηG1 + γ)
2
)
+ (εG1 + ηG2 + γ)×
×(1
c
(εG1 + ηG2 + γ)− δG1
)
+ (εG2 + ηG1 + γ)
(1
c
(εG2 + ηG1 + γ)− δG2
)
.
Раскроем скобки и с помощью метода неопределенных коэффициентов най-
дем α, ε, η, γ:
G21 : pi =
1
2c
(
ε2 + η2
)− ε(δ + ρ
2
)
, (41)
G22 : pi =
1
2c
(
ε2 + η2
)− ε(δ + ρ
2
)
,
G1G2 : 2εη = cη(ρ+ 2δ) + 2pic, (42)
G1 : cpiβ = γ(c(ρ+ δ)− (ε+ η)), (43)
G2 : cpiβ = γ(c(ρ+ δ)− (ε+ η)),
G01G
0
2 : ρα =
γ2
c
. (44)
Найдем из уравнения (43)
γ =
cpiβ
c(ρ+ δ)− (ε+ η) . (45)
Выразим из уравнения (44) с учетом (45)
α =
cpi2β2
ρ(c(ρ+ δ)− (ε+ η)) . (46)
Решим неполное квадратное уравнение (41) относительно η:
η = ±
√
2cpi − ε2 + 2cε
(
δ +
ρ
2
)
. (47)
Подставим (47) в (42), получим уравнение с одним неизвестным компонен-
том ε:
±
√
2cpi − ε2 + 2c
(
δ +
ρ
2
)
(2ε− c(ρ+ 2δ)) = 2cpi. (48)
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Возведем правую и левую части (48) в квадрат и получим уравнение чет-
вертой степени относительно ε:
4ε4−ε38c(2δ+ρ)+ε2c(−8pi+20cρδ+5cρ2+20cδ2)−εc2(−8piρ−16piδ+6cρ2δ+
+cρ3 + 12cρδ2 + 8cδ3) + 2pic2(2pi − cρ2 − 4cρδ − 4cδ2) = 0.
(49)
Уравнение четвертой степени всегда имеет аналитическое решение в ради-
калах в общем виде (при любом значении коэффициентов). Это решение
можно найти, например, методом Феррари или методом Декарта-Эйлера
[15]. В силу громоздкости решения, полученного путем применения дан-
ных методов, будем рассматривать пример с определенными числовыми
коэффициентами. Это сильно упростит задачу, и полученное в этом случае
неединственное решение будет нетрудно в дальнейшем изучать с примене-
нием подходов из области экономического анализа для отбраковки несо-
стоятельных с точки зрения экономики решений, а также при помощи ма-
тематического аппарата, используемого для линейно-квадратичных задач
оптимизации (LQR) [12] .
Пример
Рассмотрим численный пример.
Пусть δ = 12 , c = 1, ρ = 2. Тогда уравнение (49) примет следующий
вид:
4ε4 − 24ε3 + (45− 8pi)ε2 − (27− 24pi)ε+ 2pi(2pi − 9) = 0. (50)
Разрешая это уравнение относительно ε, получаем следующее:
ε =

1
4(3−
√
16pi + 9)
1
4(9−
√
16pi + 9)
1
4(3 +
√
16pi + 9)
1
4(9 +
√
16pi + 9)
 . (51)
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Подставляя (51) в (47), получим следующие значения для η:
η =

−4pi
3 +
√
16pi + 9
4pi
3−√16pi + 9
4pi√
16pi + 9− 3
4pi
3 +
√
16pi + 9

. (52)
Тогда, подставляя (51) и (52) в (45) и (46), найдем γ и α:
γ =

2piβ(3 +
√
16pi + 9)
5(3 +
√
16pi + 9) + 16pi
2piβ(3−√16pi + 9)√
16pi + 9− 3− 16pi
2piβ(
√
16pi + 9− 3)
5(
√
16pi + 9− 3)− 16pi
−2piβ(√16pi + 9 + 3)
3 +
√
16pi + 9 + 16pi

, α =

pi2β2(3 +
√
16pi + 9)
5(3 +
√
16pi + 9) + 16pi
pi2β2(3−√16pi + 9)√
16pi + 9− 3− 16pi
pi2β2(
√
16pi + 9− 3)
5(
√
16pi + 9− 3)− 16pi
−pi2β2(√16pi + 9 + 3)
3 +
√
16pi + 9 + 16pi

. (53)
Получили решения (51)-(53) системы уравнений (41)-(44).
Отбор допустимого решения из множества полученных решений
с помощью экономического критерия
Чтобы отобрать допустимые решения из множества полученных ре-
шений, используем следующий экономический подход [11]: если маргиналь-
ную прибыль (прибыль за продажу единицы товара) приравнять к нулю,
то общий доход должен также равняться нулю.
Используя обозначения нашей модели, сформулируем данный крите-
рий.
Критерий (Bass et.al., 2005) 1 Пусть в задаче маргинальная полезность
pi = 0. Тогда с необходимостью имеем общий доход V (G) = 0, где V (G)
— функция Беллмана, соответствующая искомому максимуму в (38).
Пусть pi = 0, тогда условию
ε = 0, η = 0, α = 0, γ = 0,
удовлетворяют только коэффициенты, которые соответствуют первой ком-
поненте решения (51)-(53).
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Отбор допустимого решения из множества полученных решений
с помощью математического аппарата
Напомним, что функция Беллмана V (G) представляет собой сумму
квадратичного члена, линейного члена и константы. Рассмотрим матрицу
M квадратичной формы:
M =
1
2
[
ε η
η ε
]
,
которая имеет два собственных числа λ1 = ε− η, λ2 = ε + η, соответству-
ющих собственным векторам v1 =
[−1 1]′, v1 = [1 1]′.
Будем рассматривать матрицуM для различных компонент решения
(51)-(52):
• ε = 14(3−
√
16pi + 9), η =
−4pi
3 +
√
16pi + 9
.
Тогда
M =
1
2

1
4(3−
√
16pi + 9)
−4pi
3 +
√
16pi + 9−4pi
3 +
√
16pi + 9
1
4(3−
√
16pi + 9)
 ,
λ1 = 0, λ2 =
−8pi
3 +
√
16pi + 9
. Учитывая, что pi > 0, получим λ2 < 0.
• ε = 14(9−
√
16pi + 9), η =
4pi
3−√16pi + 9 .
Тогда
M =
1
2

1
4(9−
√
16pi + 9)
4pi
3−√16pi + 9
4pi
3−√16pi + 9
1
4(9−
√
16pi + 9)
 ,
λ1 =
9−3√16pi+9
3−√16pi+9 > 0, λ2 =
8pi + 9− 3√16pi + 9
3−√16pi + 9 . Знак λ2 зависит от
значения pi.
• ε = 14(3 +
√
16pi + 9), η =
4pi√
16pi + 9− 3 .
Тогда
M =
1
2

1
4(3 +
√
16pi + 9)
4pi√
16pi + 9− 3
4pi√
16pi + 9− 3
1
4(3 +
√
16pi + 9)
 ,
λ1 = 0, λ2 =
8pi√
16pi + 9− 3 > 0.
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• ε = 14(9 +
√
16pi + 9), η =
4pi
3 +
√
16pi + 9
.
Тогда
M =
1
2

1
4(9 +
√
16pi + 9)
4pi
3 +
√
16pi + 9
4pi
3 +
√
16pi + 9
1
4(9 +
√
16pi + 9)
 ,
λ1 =
9+3
√
16pi+9
3+
√
16pi+9
> 0, λ2 =
8pi + 9 + 3
√
16pi + 9
3 +
√
16pi + 9
> 0.
В зависимости от знаков λ1, λ2 квадратичная форма в функции Белл-
мана будет либо положительно определенной, либо отрицательно опреде-
ленной. Это согласуется с общей практикой, которая гласит, что задача
линейно-квадратичной оптимизации (LQR) имеет два решения: допусти-
мое (стабильное) и недопустимое (нестабильное). В отличие от классиче-
ского случая задачи LQR, в данной постановке решается задача макси-
мизации, поэтому функция Беллмана должна быть отрицательно полу-
определенной. Этому условию соответствует первая компонента решения
(51)-(52).
Оба подхода дали одинаковый результат. Таким образом, получили
единственное допустимое решение уравнения (39) V (G) со следующими
коэффициентами:
ε =
1
4
(3−√16pi + 9);
η =
−4pi
3 +
√
16pi + 9
;
α =
pi2β2(3 +
√
16pi + 9)
5(3 +
√
16pi + 9) + 16pi
;
γ =
2piβ(3 +
√
16pi + 9)
5(3 +
√
16pi + 9) + 16pi
,
которое удовлетворяет и экономическому критерию и методу, используе-
мому для задач LQR.
Оптимальные управления первого и второго игрока соответственно
принимают следующий вид:
a∗1 =
1
4
(3−√16pi + 9)G1 + −4pi
3 +
√
16pi + 9
G2 +
2piβ(3 +
√
16pi + 9)
5(3 +
√
16pi + 9) + 16pi
,
a∗2 =
1
4
(3−√16pi + 9)G2 + −4pi
3 +
√
16pi + 9
G1 +
2piβ(3 +
√
16pi + 9)
5(3 +
√
16pi + 9) + 16pi
.
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Некооперативный вариант игры
Рассмотрим некооперативную игру [1, 4]. Пусть фирмы не смогли
прийти к соглашению до начала игры, тогда они конкурируют между со-
бой. В этом случае будем искать равновесие по Нэшу.
Рассмотрим функцию выигрыша игрока i :
Ji(ai) =
∞∫
0
e−ρt
(
pi
[
θ −
n∑
j=1
Gj
]
Gi − c
2
a2i
)
dt, i = 1, n. (54)
Решим данную задачу методом динамического программирования
[10,14].
Выберем функцию Беллмана для обоих игроков в следующем виде:
Vi(G) = α + γAGi + γB
∑
j 6=i
Gj +
εA
2
G2i +
εB
2
∑
j 6=i
G2j + ηAGi
∑
j 6=i
Gj+
+ηB
∑
i,j
GiGj −Gi
∑
j 6=i
Gj
 , (55)
то есть как сумма квадратичного члена, линейного члена и константы.
Пусть n = 2. Имеем:
V1(G) = α + γAG1 + γBG2 +
εA
2
G21 +
εB
2
G22 + ηG1G2,
V2(G) = α + γAG2 + γBG1 +
εA
2
G22 +
εB
2
G21 + ηG1G2, (56)
где η = ηA+ηB, Vi(G), i = 1, 2— непрерывно-дифференцируемые функции,
являющиеся решением системы уравнений Гамильтона –Якоби –Беллмана
[6]:
ρV1(G) = max
a1≥0,aNE2
{
pi
[
θ − (G1 +G2)
]
G1 − c
2
a21 +
∂V1
∂G1
(a1 − δG1)+
+
∂V2
∂G2
(a2 − δG2)
}
,
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ρV2(G) = max
a2≥0,aNE1
{
pi
[
θ − (G1 +G2)
]
G2 − c
2
a22 +
∂V2
∂G2
(a2 − δG2) +
∂V1
∂G1
(a1 − δG1)
}
. (57)
Частные производные Vi(G), i = 1, 2 имеют вид:
∂V1(G)
∂G1
= γA + εAG1 + ηG2;
∂V2(G)
∂G2
= γA + εAG2 + ηG1. (58)
Подставив (56) и (58) в (57), получаем
ρ(α + γAG1 + γBG2 +
εA
2
G21 +
εB
2
G22 + ηG1G2) =
= max
a1≥0,aNE2
{
pi
[
θ − (G1 +G2)
]
G1 − c
2
a21 + (γA + AG1 + ηG2)(a1 − δG1)+
+(γA + AG2 + ηG1)(a2 − δG2)
}
,
ρ(α + γAG2 + γBG1 +
εA
2
G22 +
εB
2
G21 + ηG1G2) =
= max
a2≥0,aNE1
{
pi
[
θ − (G1 +G2)
]
G2 − c
2
a22 + (γA + εAG2 + ηG1)(a2 − δG2)+
+(γA + εAG1 + ηG2)(a1 − δG1)
}
. (59)
Рассмотрим функции
F (a1, a
NE
2 ) = pi
[
θ − (G1 +G2)
]
G1 − c
2
a21 + (γA + εAG1 + ηG2)(a1 − δG1)+
+(γA + εAG2 + ηG1)(a2 − δG2),
и
F (a2, a
NE
1 ) = pi
[
θ − (G1 +G2)
]
G2 − c
2
a22 + (γA + εAG2 + ηG1)(a2 − δG2)+
30
+(γA + εAG1 + ηG2)(a1 − δG1),
и найдем их частные производные:
∂F (a1, a
NE
2 )
∂a1
= −ca1 + γA + εAG1 + ηG2,
∂F (a2, a
NE
1 )
∂a2
= −ca2 + γA + εAG2 + ηG1.
С необходимостью приравняем их к нулю и найдем зависимость a1 и a2 от
γA, A, η:
a∗1 =
1
c
(γA + εAG1 + ηG2);
a∗2 =
1
c
(γA + εAG2 + ηG1). (60)
Подставляя (60) в (59), получим:
ρ(α + γAG1 + γBG2 +
A
2
G21 +
εB
2
G22 + ηG1G2) =
= pi
[
θ − (G1 +G2)
]
G1 − 1
2c
(γA + εAG1 + ηG2)
2 +
+
1
c
(γA + εAG1 + ηG2)
2 − (γA + εAG1 + ηG2)δG1 +
+
1
c
(γA + εAG2 + ηG1)
2 − (γA + εAG2 + ηG1)δG2, (61)
и
ρ(α + γAG2 + γBG1 +
εA
2
G22 +
εB
2
G21 + ηG1G2) =
= pi
[
θ − (G1 +G2)
]
G2 − 1
2c
(γA + AG2 + ηG1)
2 +
+
1
c
(γA + εAG2 + ηG1)
2 − (γA + εAG2 + ηG1)δG2 +
+
1
c
(γA + εAG1 + ηG2)
2 − (γA + εAG1 + ηG2)δG1. (62)
С помощью метода неопределенных коэффициентов найдем α, γA, γB, εA, εB, η.
Из уравнения (61) получаем:
G21 : ε
2
A − εAc(ρ+ 2δ) + 2(η2 − cpi) = 0; (63)
G1G2 : η(3εA − c(ρ+ 2δ)) = cpi; (64)
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G1 : γA(c(ρ+ δ)− 2η − εA) = cpiθ; (65)
G22 : εBcρ− η2 − 2ε2A − 2cδεA = 0; (66)
G2 : γBρc− γA(η + 2εA − cδ) = 0; (67)
G01G
0
2 : ρα =
3γ2A
2c
. (68)
Из уравнения (62) также получим систему уравнений (63)-(68).
Решим квадратное уравнение (63) относительно εA:
εA =
c(
ρ
2 + δ) +
√
(c(ρ2 + δ))
2 − 2 (η2 − cpi),
c(ρ2 + δ)−
√
(c(ρ2 + δ))
2 − 2 (η2 − cpi).
(69)
Введем обозначение D = (c(ρ2 + δ))
2 − 2 (η2 − cpi).
Из (65) с учетом (69) получаем:
γA =
2cpiθ
cρ− 4η ∓ 2√D. (70)
Подставим (69) в (66) и найдем:
εB =
4pic− 3η2 ± 2√Dc(ρ+ 3δ) + c2(ρ2 + 5ρδ + 6δ2)
cρ
.
Из (67), (69) и (70):
γB =
2piθ(η + c(ρ+ δ)± 2√D)
ρ(cρ− 4η ∓ 2√D) .
При подстановке (70) в (68):
α =
6c(piθ)2
ρ(cρ− 4η ∓ 2√D)2 .
Заметим, что коэффициенты α, γA, γB, εA, εB зависят от η.
Подставим (69) в (64), получим уравнение четвертой степени относи-
тельно η:
18η4 − 2η2c(4c
(ρ
2
+ δ
)2
+ 9pi)− 2c2piη
(ρ
2
+ δ
)
+ c2pi2 = 0. (71)
Данное уравнение имеет неединственное решение. В силу аналогичных об-
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стоятельств, приведенных в предыдущем разделе, необходимо упростить
вид коэффициентов уравнения (71). В этом случае рассмотрим следующий
пример.
Пример
Для упрощения коэффициентов воспользуемся способом Феррари [16],
который говорит о том, что решение уравнения четвертой степени
η4 − η2c
(
4
9
cl2 + pi
)
− pilc
2
9
η +
c2pi2
18
= 0,
где l = (ρ2 + δ), опирается на предварительное решение вспомогательного
кубического уравнения
y3 + c
(
4
9
cl2 + pi
)
y2 − 2
9
c2pi2y − 1
9
c4pi2l2 − 2
9
c3pi3 = 0.
Видно, что y = −pi корень этого уравнения при c = 12 , l =
√
68
15pi. То-
гда далее будем рассматривать частный случай. Представим левую часть
уравнения (71) в виде разности двух квадратов
(
η2 − pi
2
)2 −(1
3
√
pi
30
η +
pi
6
√
17
2
)2
= 0,
или (
η2 − pi
2
+
1
3
√
pi
30
η +
pi
6
√
17
2
)(
η2 − pi
2
− 1
3
√
pi
30
η − pi
6
√
17
2
)
= 0.
Приравнивая нулю оба сомножителя, найдем четыре корня уравнения (71):
η =

1
2
√
pi
3 (
541
90 − 2
√
17
2 )− 16
√
pi
30
−12
√
pi
3 (
541
90 − 2
√
17
2 )− 16
√
pi
30
1
6
√
pi
30 +
1
2
√
pi
3 (
541
90 + 2
√
17
2 )
1
6
√
pi
30 − 12
√
pi
3 (
541
90 + 2
√
17
2 )

. (72)
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Тогда, учитывая (69) и (72)
εA =

1
2(
ρ
2 + δ) +
√
1
4(
ρ
2 + δ)
2 + pi3 (
√
17
2 +
1
3
√
541
900 − 15
√
17
2 − 190)
1
2(
ρ
2 + δ) +
√
1
4(
ρ
2 + δ)
2 + pi3 (
√
17
2 − 13
√
541
900 − 15
√
17
2 − 190)
1
2(
ρ
2 + δ)−
√
1
4(
ρ
2 + δ)
2 − pi3 (
√
17
2 +
1
3
√
541
900 +
1
5
√
17
2 +
1
90)
1
2(
ρ
2 + δ)−
√
1
4(
ρ
2 + δ)
2 + pi3 (−
√
17
2 +
1
3
√
541
900 +
1
5
√
17
2 − 190)

. (73)
Из (72) и (70)
γA =

piθ
ρ
2−
√
pi
3 (
541
90 −2
√
17
2 )+
2
3
√
pi
30−2
√
1
4 (
ρ
2+δ)
2+pi3 (
√
17
2 +
1
3
√
541
900− 15
√
17
2 − 190 )
piθ
ρ
2+
√
pi
3 (
541
90 −2
√
17
2 )+
2
3
√
pi
30−2
√
1
4 (
ρ
2+δ)
2+pi3 (
√
17
2 − 13
√
541
900− 15
√
17
2 − 190 )
piθ
ρ
2−
√
pi
3 (
541
90 +2
√
17
2 )− 23
√
pi
30+2
√
1
4 (
ρ
2+δ)
2−pi3 (
√
17
2 +
1
3
√
541
900+
1
5
√
17
2 +
1
90 )
piθ
ρ
2+
√
pi
3 (
541
90 +2
√
17
2 )− 23
√
pi
30+2
√
1
4 (
ρ
2+δ)
2+pi3 (−
√
17
2 +
1
3
√
541
900+
1
5
√
17
2 − 190 )

. (74)
Подставим (72) в выражение для εB
εB =

4pi−pi(
√
271
90
− 17
2
− 1
3
√
541
900
− 1
5
√
17
2
)+2
√
1
4
( ρ
2
+δ)2+pi
3
(
√
17
2
+ 1
3
√
541
900
− 1
5
√
17
2
− 1
90
)(ρ+3δ)+ 1
2
(ρ2+5ρδ+6δ2)
ρ
4pi−pi(
√
271
90
− 17
2
+ 1
3
√
541
900
− 1
5
√
17
2
)+2
√
1
4
( ρ
2
+δ)2+pi
3
(
√
17
2
− 1
3
√
541
900
− 1
5
√
17
2
− 1
90
)(ρ+3δ)+ 1
2
(ρ2+5ρδ+6δ2)
ρ
4pi−pi(
√
271
90
+ 17
2
+ 1
3
√
541
900
+ 1
5
√
17
2
)−2
√
1
4
( ρ
2
+δ)2−pi
3
(
√
17
2
+ 1
3
√
541
900
+ 1
5
√
17
2
+ 1
90
)(ρ+3δ)+ 1
2
(ρ2+5ρδ+6δ2)
ρ
4pi−pi(
√
271
90
+ 17
2
− 1
3
√
541
900
+ 1
5
√
17
2
)−2
√
1
4
( ρ
2
+δ)2+pi
3
(−
√
17
2
+ 1
3
√
541
900
+ 1
5
√
17
2
− 1
90
)(ρ+3δ)+ 1
2
(ρ2+5ρδ+6δ2)
ρ

.(75)
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γB с учетом (72), (74) и (75)
γB =

piθ(
√
pi
3 (
541
90 −2
√
17
2 )− 13
√
pi
30+(ρ+δ)+4
√
1
4 (
ρ
2+δ)
2+pi3 (
√
17
2 +
1
3
√
541
900− 15
√
17
2 − 190 ))
ρ(ρ2−
√
pi
3 (
541
90 −2
√
17
2 )+
2
3
√
pi
30−2
√
1
4 (
ρ
2+δ)
2+pi3 (
√
17
2 +
1
3
√
541
900− 15
√
17
2 − 190 ))
piθ(−
√
pi
3 (
541
90 −2
√
17
2 )− 13
√
pi
30+(ρ+δ)+4
√
1
4 (
ρ
2+δ)
2+pi3 (
√
17
2 − 13
√
541
900− 15
√
17
2 − 190 ))
ρ(ρ2+
√
pi
3 (
541
90 −2
√
17
2 )+
2
3
√
pi
30−2
√
1
4 (
ρ
2+δ)
2+pi3 (
√
17
2 − 13
√
541
900− 15
√
17
2 − 190 ))
piθ( 13
√
pi
30+
√
pi
3 (
541
90 +2
√
17
2 )+(ρ+δ)−4
√
1
4 (
ρ
2+δ)
2−pi3 (
√
17
2 +
1
3
√
541
900+
1
5
√
17
2 +
1
90 ))
ρ(ρ2−
√
pi
3 (
541
90 +2
√
17
2 )− 23
√
pi
30+2
√
1
4 (
ρ
2+δ)
2−pi3 (
√
17
2 +
1
3
√
541
900+
1
5
√
17
2 +
1
90 ))
piθ( 13
√
pi
30−
√
pi
3 (
541
90 +2
√
17
2 )+(ρ+δ)−4
√
1
4 (
ρ
2+δ)
2+pi3 (−
√
17
2 +
1
3
√
541
900+
1
5
√
17
2 − 190 ))
ρ(ρ2+
√
pi
3 (
541
90 +2
√
17
2 )− 23
√
pi
30+2
√
1
4 (
ρ
2+δ)
2+pi3 (−
√
17
2 +
1
3
√
541
900+
1
5
√
17
2 − 190 ))

. (76)
При подстановке (74) в α получим:
α =

3(piθ)2
ρ(ρ2−
√
pi
3 (
541
90 −2
√
17
2 )+
2
3
√
pi
30−2
√
1
4 (
ρ
2+δ)
2+pi3 (
√
17
2 +
1
3
√
541
900− 15
√
17
2 − 190 ))2
3(piθ)2
ρ(ρ2+
√
pi
3 (
541
90 −2
√
17
2 )+
2
3
√
pi
30−2
√
1
4 (
ρ
2+δ)
2+pi3 (
√
17
2 − 13
√
541
900− 15
√
17
2 − 190 ))2
3(piθ)2
ρ(ρ2−
√
pi
3 (
541
90 +2
√
17
2 )− 23
√
pi
30+2
√
1
4 (
ρ
2+δ)
2−pi3 (
√
17
2 +
1
3
√
541
900+
1
5
√
17
2 +
1
90 ))
2
3(piθ)2
ρ(ρ2+
√
pi
3 (
541
90 +2
√
17
2 )− 23
√
pi
30+2
√
1
4 (
ρ
2+δ)
2+pi3 (−
√
17
2 +
1
3
√
541
900+
1
5
√
17
2 − 190 ))2

. (77)
Получили решения (72)-(77) системы уравнений (63)-(68).
Отбор допустимого решения из множества полученных решений
с помощью экономического критерия
Как и в случае кооперативной игры для отбраковки несостоятельных
решений из множества полученных решений воспользуемся экономическим
критерием [11]. В случае некооперативной игры он запишется следующим
образом:
Критерий (Bass et.al., 2005) 2 Пусть в задаче маргинальная полезность
pi = 0. Тогда с необходимостью имеем Vi(G) = 0, i = 1, n, где Vi(G) —
функция Беллмана, соответствующая искомому максимуму в (54).
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Пусть pi = 0, тогда условию
εA = 0, εB = 0, η = 0, γA = 0, γB = 0, α = 0,
удовлетворяют только коэффициенты, которые соответствуют третьей и
четвертой компоненте решения (72)-(77).
Таким образом, получили два допустимых решения уравнений (57)
Vi(G), i = 1, 2, с коэффициентами, соответствующими третьей и четвертой
компоненте решения (72)-(77).
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Глава 4. Об упрощении интегрального функционала
кооперативной игры оптимального управления
эксплуатации ресурсов
В предыдущей главе был рассмотрен кооперативный вариант игры
оптимального управления инвестициями в рекламу. В процессе решения
системы уравнений (41)-(44) возникли трудности с разрешением уравнения
четвертой степени в общем виде. Во избежание данной проблемы восполь-
зуемся преобразованием фазовой переменной [13], которое в дальнейшем
существенно упростит решение задачи.
Напомним, что динамика накопления репутации (гудвилл) Gi фирмы
i изменяется в соответствии с (36), а общая сумма выигрыша выражается
в виде (38).
Ранее в [13] была предложена замена:G = MY+ β2n ·1[n×1], подставляя
которую в (38), получаем:
J(a) =
∞∫
0
e−ρt
[
−Y′M ′QMY− 1
2
a′Ra +
piβ2
4
]
dt. (78)
Определим матрицу M ортогонального преобразования. Пусть
M = [m1|m2|...|mn], где m1 = α · 1[n×1], α = (α1, ..., αn), αi ∈ [0, 1], i =
1, n,
n∑
i=1
αi = 1 , а остальные столбцы матрицы M должны удовлетворять
условию:
n∑
i=1
mij = 0,j = 2, n, причем вектора m2, ...,mn - линейно незави-
симые.
Поскольку piβ
2
4 не зависит от управления, которое доставляет макси-
мум функционалу (78), то управление будет доставлять максимум и сле-
дующему функционалу
J(a) =
∞∫
0
e−ρt
[
−Y′M ′QMY− 1
2
a′Ra
]
dt. (79)
Пусть fi = ai − δGi = ai − δ
(
n∑
j=1
MijYj +
δβ
2n
)
. Так как δβ2n -константа, то
можем сделать следующую замену:
aˆi = ai − δβ
2n
;
Тогда fi = aˆi − δ
n∑
j=1
MijYj. Подставляем aˆi в a′Ra и получим (aˆ)′Raˆ +
37
δ
2npiq
′Raˆ + cδ
2β2
4n . Подставляем это в (79) и, поскольку
cδ2β2
4n - константа, то
функционал (79) примет следующий вид:
J(aˆ) =
∞∫
0
e−ρt
[
−Y′M ′QMY− 1
2
(aˆ)′Raˆ− δ
4npi
q′Raˆ
]
dt. (80)
Пусть V (Y ) — непрерывно-дифференцируемая функция Беллмана, кото-
рая является решением уравнения Гамильтона-Якоби-Беллмана:
ρV (Y ) = max
aˆ>− δβ2n ·1[n×1]
{
−Y′M ′QMY− 1
2
(aˆ)′Raˆ− δ
4npi
q′Raˆ +
〈
5 V, f
〉}
.(81)
Предполагаем, что n = 2.
В качестве решения уравнения (81) будем рассматривать функцию
V (Y ) = α +
ε
2
(
Y 21 + Y
2
2
)
+ ηY1Y2 + γ1Y1 + γ2Y2, (82)
и эта функция имеет частные производные:
∂V (Y )
∂Y1
= εY1 + ηY2 + γ1,
∂V (Y )
∂Y2
= εY2 + ηY1 + γ2.
Будем полагать, что
M =
(
1
2 1
1
2 −1
)
,
тогда, поскольку Q - симметричная матрица, то
Y′M ′QMY = piY 21 .
Тогда уравнение (80) примет следующий вид:
J(aˆ) =
∞∫
0
e−ρt
[
− piY 21 −
c
2
(
aˆ1
2 + aˆ2
2
)− cδβ
8
(aˆ1 + aˆ2)
]
dt.
Подставляя функцию V (Y ) и ее частные производные в (81):
ρ(α+
ε
2
(
Y 21 + Y
2
2
)
+ηY1Y2+γ1Y1+γ2Y2) = max
aˆ1,aˆ2>− δβ2nk
{
−piY 21 −
c
2
(
aˆ1
2 + aˆ2
2
)−
−cδβ
8
(aˆ1 + aˆ2) + (εY1 + ηY2 + γ1)(aˆ1 − δ
(
Y1
2
+ Y2)
)
+ (εY2 + ηY1 + γ2)×
38
×(aˆ2 − δ
(
Y1
2
− Y2)
)}
.
Рассмотрим функцию
F (aˆ1, aˆ2) = −piY 21 −
c
2
(
aˆ1
2 + aˆ2
2
)− cδβ
8
(aˆ1 + aˆ2)+
+(εY1 + ηY2 + γ1)(aˆ1 − δ
(
Y1
2
+ Y2
)
) + (εY2 + ηY1 + γ2)(aˆ2 − δ
(
Y1
2
− Y2
)
),
и найдем ее частные производные:
∂F (aˆ)
∂aˆ1
= −caˆ1 − cδβ
8
+ εY1 + ηY2 + γ1;
∂F (aˆ)
∂aˆ2
= −caˆ2 − cδβ
8
+ εY2 + ηY1 + γ2.
С необходимостью приравняем их к нулю и найдем зависимость aˆ1 и aˆ2 от
ε, η, γ:
aˆ1
∗ =
1
c
(εY1 + ηY2 + γ1 − cδβ
8
); aˆ2
∗ =
1
c
(εY2 + ηY1 + γ2 − cδβ
8
).
Получаем вектор (aˆ∗)′ = (aˆ1∗, aˆ2∗) и подставляем его в (81). Тогда в мат-
ричном виде получаем:
ρV (Y ) =
{
−Y′M ′QMY− 1
2
(aˆ∗)′Raˆ∗ − δ
4npi
q′Raˆ∗ +
〈
5 V, f
〉}
,
или расписывая покомпонентно:
ρ(α+
ε
2
(
Y 21 + Y
2
2
)
+ηY1Y2+γ1Y1+γ2Y2) = −piY 21 −
1
2c
((εY1+ηY2+γ1−cδβ
8
)2+
+(εY2 + ηY1 + γ2 − cδβ
8
)2)− δβ
8
(
(ε+ η)(Y1 + Y2) + γ1 + γ2 − cδβ
4
)
+
+(εY1 + ηY2 + γ1)
(
1
c
(εY1 + ηY2 + γ1 − cδβ
8
)− δ(Y1
2
+ Y2)
)
+
+(εY2 + ηY1 + γ2)(
1
c
(εY2 + ηY1 + γ2 − cδβ
8
)− δ(Y1
2
− Y2)).
Раскроем скобки, приведем подобные и с помощью метода неопределенных
коэффициентов найдем α, ε, η, γ1, γ2:
Y 21 : 2cpi = ε
2 + η2 − cδ(ε+ η)− cερ; (83)
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Y1Y2 : 4εη = cη(2ρ− δ) + 3cδε; (84)
Y 22 : cερ = ε
2 + η2 + 2δc(ε− η); (85)
Y1 : 4c(δ(γ1 + γ2) + 2γ1ρ) = 8(ηγ2 + εγ1)− cβδ(ε+ η); (86)
Y2 : 8c(δ(γ1 − γ2) + γ2ρ) = 8(ηγ1 + εγ2)− cβδ(ε+ η); (87)
Y 01 Y
0
2 : 64cρα = 32(γ
2
1 + γ
2
2)− 8cβδ(γ1 + γ2) + c2β2δ2. (88)
При вычитании из (83) (85) получим, что
η =
2pi
δ
+ 3ε.
Подставим выражение для η в (84) и найдем ε:
ε =

3cδρ− 4pi +√9c2δ2ρ2 − 24picδ2 + 24picδρ+ 16pi2
12δ
,
3cδρ− 4pi −√9c2δ2ρ2 − 24picδ2 + 24picδρ+ 16pi2
12δ
.
(89)
Тогда η с учетом (89):
η =

3cδρ+ 4pi +
√
9c2δ2ρ2 − 24picδ2 + 24picδρ+ 16pi2
4δ
,
3cδρ+ 4pi −√9c2δ2ρ2 − 24picδ2 + 24picδρ+ 16pi2
4δ
.
(90)
Из (86) выразим
γ1 =
8ηγ2 − 4cδγ2 − cβδ(ε+ η)
4cδ − 8ε+ 8cρ ,
и, подставив в (87), найдем
γ2 =
(2(ε− η) + c(δ − 2ρ))cβδ(ε+ η)
8(2(ε2 − η2) + εc(δ − 4ρ) + 3cηδ − 2c2δ2 − c2δρ+ 2c2ρ2) . (91)
Тогда
γ1 =
(2(ε− η) + c(3δ − 2ρ))cβδ(ε+ η)
8(2(ε2 − η2) + εc(δ − 4ρ) + 3cηδ − 2c2δ2 − c2δρ+ 2c2ρ2) . (92)
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Подставляя γ1 и γ2 в (88), находим
α =
((2(ε− η) + c(δ − 2ρ))2 + (2(ε− η) + c(3δ − 2ρ))2)(cβδ(ε+ η))2
2cρ(8(2(ε2 − η2) + εc(δ − 4ρ) + 3cηδ − 2c2δ2 − c2δρ+ 2c2ρ2)2) −
− cβ
2δ2(ε+ η)(4(ε− η) + 4c(δ − ρ))
8ρ(8(2(ε2 − η2) + εc(δ − 4ρ) + 3cηδ − 2c2δ2 − c2δρ+ 2c2ρ2)) +
cβ2δ2
64ρ
.(93)
Таким образом, было получено два решения (89)-(93) системы уравнений
(83)-(88) (два решения V (Y ) уравнения (81) с коэффициентами (89)-(93)).
Поскольку было сделано преобразование фазовой переменной, то эконо-
мический критерий такого вида, как в кооперативной игре предыдущей
главы, неприменим к данной задаче.
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Выводы
Для решения задач оптимального управления (7) и (37) с уравне-
ниями динамики (6) и (36) соответственно было использовано уравнение
Гамильтона –Якоби –Беллмана в виде (39) для кооперативной постановки
игры и (57) для некооперативной постановки. Решением этого уравнения
является функция Беллмана, которая в данной работе рассматривалась в
различных видах (10), (40), (55) и (82). В ходе исследования были получе-
ны системы уравнений, решения которых в общем виде оказалось пробле-
матичным для задачи оптимального управления инвестициями в рекламу
и были получены для определенного вида коэффициентов. Вопрос о раз-
решимости систем уравнений (41)-(44) и (63)-(68) в общем виде остается
открытым.
Дальнейшие перспективы исследования заключаются в рассмотре-
нии совместности систем (41)-(44) и (63)-(68), разрешения уравнений чет-
вертой степени (49) и (71) в общем виде, а также в переформулировании
экономического критерия в соответствии с приведенной заменой (80) для
кооперативной игры оптимального управления инвестициями в рекламу,
применении к решениям системы (83)-(88) и, в дальнейшем, в сравнении
полученных результатов с результатами, полученными при рассмотрении
этой задачи без использования данного преобразования в главе 3.
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Заключение
В ходе проделанной работы были рассмотрены различные модели за-
дач оптимального управления в дифференциальных играх эксплуатации
ресурсов для двух игроков, такие как некооперативная игра эксплуатации
нескольких ресурсов и задача оптимального управления инвестициями в
рекламу в кооперативной и некооперативной постановках.
Показано, что задача оптимального управления имеет неединствен-
ное решение, которое требует изучения с применением подходов из об-
ласти экономического анализа для отбраковки несостоятельных с точки
зрения экономики решений. Было установлено, что допустимые решения
удовлетворяют и экономическому критерию, и классическому методу для
линейно-квадратичных задач оптимизации (LQR).
Также было применено преобразование фазовой переменной для упро-
щения интегрального функционала кооперативной игры и показано, что
решение данной задачи существенно упростилось.
Таким образом, поставленные цель и задачи были достигнуты.
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