We present a new linear inversion formalism for the scalar inverse source problem in three-dimensional and one-dimensional (1D) spaces, from which a number of previously unknown results on minimum-energy (ME) sources and their fields readily follow. ME sources, of specified support, are shown to obey a homogeneous Helmholtz equation in the interior of that support. As a consequence of that result, the fields produced by ME sources are shown to obey an iterated homogeneous Helmholtz equation. By solving the latter equation, we arrive at a new Green-function representation of the field produced by a ME source. It is also shown that any square-integrable (L 2 ), compactly supported source that possesses a continuous normal derivative on the boundary of its support must possess a nonradiating (NR) component. A procedure based on our results on the inverse source problem and ME sources is described to uniquely decompose an L 2 source of specified support and its field into the sum of a radiating and a NR part. The general theory that is developed is illustrated for the special cases of a homogeneous source in 1D space and a spherically symmetric source.
INTRODUCTION
In three-dimensional (3D) space R 3 , the inverse source problem to the inhomogeneous Helmholtz equation
where (r) is a source of known support D, can be stated as being that of deducing (r) from knowledge of the radiated field
at all observation points r D not contained in the source region D. Henceforth we shall assume D to be a volume contained within the spherical volume ϭ ͕r: r R 3 , r р a͖ of radius a Ͼ 0 and center at the origin r ϭ 0, i.e., D ʕ .
The inverse source problem does not admit a unique solution because of the possible existence of nonradiating (NR) sources 1, 2 within the source's support D. The latter generate fields that vanish for r D. Therefore, if (r)
is a solution to the inverse source problem, then Ј(r) ϭ (r) ϩ NR (r), where NR (r) is a NR source localized within D, is also a solution. It is well-known 3 that the inverse source problem admits a unique solution if we require it to possess a minimum L 2 norm
among all solutions (r). This particular solution, henceforth to be denoted as ME (r), is usually termed the minimum-energy (ME) solution. 3 We shall refer sometimes to ME solutions simply as ME sources.
Although ME sources have appeared before in treatments of the inverse source problem, 3, 4 relatively little is known about their properties and those of the fields that they produce. Recently, two of us (EAM and AJD) presented a new treatment of the electromagnetic inverse source problem based on a linear inversion formalism in Hilbert spaces and multipole expansions. 5 In this paper we report the scalar counterpart of that analysis in 3D and one-dimensional (1D) spaces, from which a number of previously unknown results on ME sources and their fields readily follow. Unlike that of previous workers in this area, 3, 4 our focus is on both the radiation and sourcereconstruction aspects of these sources and their fields.
In Section 2 we develop a linear inversion formalism for the scalar inverse source problem in 3D space, valid for square-integrable (L 2 ) sources of specified support D. Our analysis makes use of standard linear inversion and multipole theories. The ME solution to the inverse source problem is given explicitly for the special case where D ϭ (a source whose known support is the spherical volume ). Among other results, ME sources ME (r) of support D are found to obey the homogeneous Helmholtz equation (see Theorem 1) ͑ ٌ 2 ϩ k 2 ͒ ME ͑ r͒ ϭ 0 (3) in the interior of the volume D, excluding its boundary (which we shall denote as ‫ץ‬D). Using Eq. (3) and standard results of linear inversion theory, we show that any (nontrivial) L 2 , compactly supported source that possesses a continuous normal derivative on the boundary of its support must possess a NR part (Theorem 3). This previously unknown result speaks about an intrinsically unobservable component associated with a physically interesting class of sources. It also follows from Eq. (3) that the fields produced by ME sources of support D satisfy the iterated homogeneous Helmholtz equation (see Theorem 2)
everywhere except on the boundary ‫ץ‬D of D. Theorems 1-3 are, to the best of our knowledge, new. The theory leading to Theorem 1 has been available since the early work of Bleistein and Cohen 2 on the inverse source problem and appears to have been overlooked by other workers in this field. 3, 4 In Section 3 we solve Eq. (4), obtaining a new Green-function expansion for the field radiated by a ME source. Unlike the outgoing Green-function integral, the new expansion is given in terms of the value of the source and its normal derivative on the surface ‫ץ‬D that bounds the volume D. In Section 4 we present the 1D counterpart of the source-inversion formulation developed in Section 2. We also show how some of our results in Section 2 can be used to uniquely decompose a known source and its field into the sum of a radiating and a NR part. The special cases of a homogeneous 1D source and a homogeneous spherical source of a given size are examined in detail. Our work in this regard adds to the recent work of Berry et al. 6 on nonpropagating string excitations and to that of Kim and Wolf 7 on NR homogeneous spherical sources. Our results apply to both radiating and NR homogeneous sources and coincide with those given in Refs. 6 and 7 when the homogeneous source is NR. Section 5 provides a summary of the main results derived in the paper.
INVERSE SOURCE PROBLEM AND MINIMUM-ENERGY SOURCES
In the following, attention is restricted to sources X in the Hilbert space X of L 2 functions of r R 3 localized within D, to which we assign the inner product
where * denotes the complex conjugate.
A. Linear Inversion Formulation
It is well-known 8 that for r Ͼ a the field (r) radiated by a source (r) confined within D ʕ can be expressed as the multipole expansion
where r ϵ r/r, h l (1) 
where
where j l ( • ) is the spherical Bessel function of the first kind and order l (as defined in Ref. 8, p. 740) and
The inverse source problem can be addressed in a framework for linear inverse problems developed by Bertero and co-workers. 9 In this framework the multipole moments g l,m can be viewed as the entries of a data vector g ϭ ͕g l,m ͖. We let Y be the data space of squaresummable vectors g, where ͚ lϭ0 ϱ ͚ mϭϪl l ͉g l,m ͉ 2 Ͻ ϱ, and assign to it the inner product
The inverse source problem can be formulated as being that of deducing X from knowledge of g Y.
We can write the forward relation Eq. (7) as
where L: X → Y is a linear mapping that transforms a function in X [i.e., the source (r)] into a vector of Y (i.e., the data vector g) according to the rule
A source NR X is NR if and only if ( l,m , NR ) X ϭ 0 for all l ϭ 0,1, . . . ; m ϭ Ϫl,Ϫl ϩ 1, . . . ,l. 1 Thus the class of L 2 NR sources of support D is exactly the null space
is found from Eqs. (5), (10) , and (12) to be given by
We see from Eqs. (8) , (12) , and (14) that
It will be assumed throughout that the data vector g is
where R(L) is the range of L. This not only ensures the existence of exact (although nonunique) solutions to the inverse source problem but also enables us to focus on the intrinsic properties of ME sources and their fields rather than on the computational issues of practical inverse source problems. 10 A unique solution to the inverse source problem cannot be obtained in general because of the possible existence of NR sources NR (r) N(L). Uniqueness can be enforced, however, by imposing the additional constraint of minimizing the source's L 2 norm. The solution in question is the usual ME solution, also known as the normal solution in linear inversion language. 9 Physical interpretations of these ME solutions have been given in papers by Devaney and Porter 3, 4 and Langenberg 11 in the context of generalized holography.
The ME solution corresponding to a given data vector g R(L) can be evaluated by using the pseudoinverse of
is a filtered data vector associated with the given data vector g. (14), can be regarded as a backpropagation into the source region of the corresponding filtered data field. Equation (16) thus generates a filtered data vector associated with a filtered data field, which, once backpropagated according to Eqs. (14) and (15) , yields the corresponding ME source.
Special Case: Source in Spherical Region
It is not hard to show by using Eqs. (8) , (9), (12) , and (14)- (16) and a procedure analogous to that used in Ref. 5 for the electromagnetic case that, for a source whose support D is the spherical volume ,
The ME source is thus given by a source-free multipole expansion with multipole moments g l,m ϭ g l,m / l 2 truncated within the source's support. The terms l 2 are known to decay exponentially fast for l Ͼ ka, confirming the ill-posed nature of the inverse source problem. 12 Equations (17) and (18) have been derived in Ref. 12 by means of the singular-value decomposition technique in connection with the inverse source problem with far-field data and in Refs. 3 and 4 in the context of the PorterBojarski integral equation.
Class of Minimum-Energy Sources
, one concludes that ME ͓N(L)͔ Ќ . Now it follows from Eq. (19) and the projection theorem 13 that any source X can be uniquely decomposed into the sum of a radiating and a
The orthogonal complement ͓N(L)͔ Ќ of N(L) can be shown to be exactly the space of ME sources characterized above. By this we mean that any 1 
N(L)
Ќ is a ME source in the Hilbert space X and, vice versa, any ME source in the Hilbert space X is also a member of ͓N(L)͔ Ќ . The second condition was established above in connection with Eq. (19) . It remains to be shown that all sources 1 ͓N(L)͔ Ќ are ME sources. To show this, we note that the most general solution to the inverse source problem for a data vector g ϭ L 1 Y must be expressible as (r) ϭ 1 (r) ϩ NR (r), where NR N(L). By using this observation and the orthogonality of the subspaces N(L) and ͓N(L)͔ Ќ , one verifies that
is thus exactly the space of ME sources associated with the Hilbert space X. The properties of ME sources and their fields, to be discussed next, are therefore of interest for both direct and inverse source problems.
B. Theorems: Wave Properties of Minimum-Energy Sources
It follows from Eqs. (14) and (15) that the ME source ME (r) is given by a series expansion over the functions l,m (r), each of which is truncated within the source's support D and obeys a homogeneous Helmholtz equation, i.e.,
in the interior of the domain D, its boundary ‫ץ‬D excluded. In addition, it can be shown by using the Picard conditions 12 that define the range R(L) of L and a theorem that is due to Mü ller (see Ref. 14, p. 72-73) that the series expansion defined by Eqs. (14)- (16), corresponding to the ME source ME (r), must converge uniformly and absolutely in the interior of the region D if g R(L). For a source contained in the spherical volume D ϭ , the latter requirement translates into
which is seen to ensure that the ME solution in Eqs. (17) and (18) is L 2 . The following theorem follows at once from these observations, the results of Subsection 2.A.2, and the differentiability properties that apply to any uniformly convergent series (see Ref. 15 , p. 302).
Theorem 1. Let ME ͓N(L)͔
Ќ . Then ME (r) obeys the homogeneous Helmholtz equation (3) in the interior of the volume D, its boundary ‫ץ‬D excluded.
Since only the radiating part 1 ͓N(L)͔ Ќ of a source X contributes to its field for r D, one concludes that the primary source of wave radiation is, by itself, a wave truncated within the source's support. The following theorem follows at once from Theorem 1.
Theorem 2. The field (r) generated by a ME source ME X obeys the iterated homogeneous Helmholtz equation (4) everywhere except on the boundary ‫ץ‬D of the volume D.
Proof. That Eq. (4) is valid for r D is trivial, since (ٌ 2 ϩ k 2 ) (r, ) ϭ 0 for r D, as follows from Eq. (1). That Eq. (4) is valid in the interior of the volume D follows by applying the ٌ 2 ϩ k 2 operator to both sides of Eq. (1) with (r) ϭ ME (r) and using Eq. (3).
Theorems 1 and 2 are the basis of the Green-function representations of ME sources and their fields, to be discussed in Section 3. Here we wish to address another question: Can a source ME ͓N(L)͔ Ќ of compact support D possess a continuous normal derivative on the boundary ‫ץ‬D of D? This is not possible, since any such source ME (r) would necessarily obey, in view of Theorem 1, the homogeneous Helmholtz equation (3) inside the volume D, subject to the overspecified boundary conditions ME (r) ϭ 0 and ‫)‪n‬ץ/ץ(‬ ME (r) ϭ 0 on ‫ץ‬D (where ‫‪n‬ץ/ץ‬ is the partial derivative with respect to the outwarddirected normal to ‫ץ‬D). Then, as is well known (see Ref. 16 , Chap. 7), ME (r) ϭ 0. This result and our discussion in Subsection 2.A.2 lead at once to one of the central results of this paper: 
GREEN-FUNCTION REPRESENTATIONS OF MINIMUM-ENERGY SOURCES AND THEIR FIELDS
We next derive new Green-function representations of ME sources of arbitrary support and their fields.
A. Green-Function Representation of Minimum-Energy Sources
A Green-function representation of ME sources is obtained by solving Eq. (3) with the aid of a Green function suited to prescribed Dirichlet and/or Newmann conditions on the boundary ‫ץ‬D of the volume D. Let G(r, rЈ) be a Green function of the Helmholtz operator, so that
On using Eqs. (3) and (22) and the Green function G D (r, rЈ) that satisfies homogeneous Dirichlet conditions on ‫ץ‬D (corresponding to the interior problem), one obtains, by means of the usual procedure,
where the bottom equation is a statement of the wellknown extinction theorem. In Eq. (23), ‫ץ/ץ‬nЈ is the partial derivative with respect to the outward-directed normal to the surface ‫ץ‬D. On using the free-space Green function G 0 (r, rЈ) ϭ exp(ik͉r Ϫ rЈ͉)/͉r Ϫ rЈ͉, one obtains the Helmholtz-Kirchhoff integral
B. Green-Function Representation of the Field Generated by a Minimum-Energy Source
The field (r) radiated by the ME source ME (r) is given by Eq. (2) with (r) ϭ ME (r). Although Eq. (2) 
In view of Eqs. (2) and (25), it follows at once that (see also Ref. 11)
General Green-Function Solution
It is shown in Appendix A that the solution of Eq. (4) can be expressed as
On using Eq. (26), we note that the second integral in Eq.
(27) vanishes inside D. Furthermore, we note from Eq.
(1) that the boundary value (ٌЈ 2 ϩ k 2 ) (rЈ) in Eq. (27) can be replaced with Ϫ4 ME (rЈ), giving
which is the sought-after Green-function representation of (r) in terms of the Dirichlet and Newmann conditions of ME (r) on ‫ץ‬D, valid throughout the source volume D. We can extend the domain over which Eq. (28) holds by noting from the extinction theorem for the iterated Helmholtz equation (4) that, for r D, 
By using the Fourier transform representation
which immediately confirms Eq. (28).
EXAMPLES AND SOURCE/FIELD DECOMPOSITIONS
A. Source in One-Dimensional Space
General Case
To develop further the discussion above, we consider next the 1D counterpart of the formulation in Subsection 2.A. The field ⌿(x) radiated by a source (x) confined within the interval ͓Ϫa, a͔, where
is given by
so that
The inverse source problem in 1D space can thus be stated as being that of deducing (x) from knowledge of the forward and backward plane-wave amplitudes F ϩ and F Ϫ , respectively. The ME solution can be evaluated by means of the 1D analog of the formulation in Subsection 2.A. We thus define the Hilbert space U of L 2 functions of x R localized within the interval ͓Ϫa, a͔ and assign to it the inner product
We also define the data space V of square-summable vec-
, and assign to it the inner product
The linear mapping T: U → V of the space U into the space V is defined from Eqs. (37) by
where M(x) ϭ 1 if ͉x͉ р a and is zero elsewhere. The adjoint
is found from Eqs. (38)-(40) to be given by
which is identified to be a free-field plane-wave expansion truncated within the source's support. By analogy with Eqs. (15) and (16), the ME solution ME (x) to the 1D inverse source problem is defined by
After some manipulations, we obtain the following from Eqs. (40)- (43):
where sinc( • ) ϵ sin( • )/( • ). We find from Eqs. (37) and (44) and l'Hôpital's rule that
where is the mean of (x) as computed over the interval ͓Ϫa, a͔, i.e.,
The field ⌿ ME (x) produced by the ME source ME (x) can be evaluated with the aid of the 1D version of Theorem 2. In particular, ⌿ ME (x) can be shown to obey the iterated homogeneous Helmholtz equation
or ϩ k 2 )⌿ ME (x) ϭ Ϫ ME (x). After some manipulations the coefficients CЈ and DЈ are found to be
On the other hand, the coefficients AЈ and BЈ are found to be given in terms of CЈ and DЈ by
Both the formulation in 1D space presented above and expression (44) for the corresponding ME solution are new. Expressions (47)-(49) specifying the field ⌿ ME (x) produced by the ME source ME (x) are also new. Equations (44) and (47)-(49) can be used along with Eqs. (35) and (37) and the discussion in Subsection 2.A.2 to uniquely decompose any L 2 source (x) localized within the interval ͓Ϫa,a͔ and its field ⌿(x) into the sum of a radiating and a NR part. To illustrate further these results and some of their consequences, we consider next the special case of a homogeneous source.
Special Case: Homogeneous Source
If (x) is an even function, then F ϩ ϭ F Ϫ and Eq. (44) yields
For a homogeneous source (x) ϭ M(x), we obtain
from Eq. (37), so that from Eq. (50) we have
where ϭ 2 sinc͑ka͒ sinc͑2ka͒ ϩ 1 .
The NR part of the homogeneous source (x) ϭ M(x) is then
Equations (51) and (52) establish the unique decomposition of the homogeneous source (x) ϭ M(x) into its radiating and NR parts, ME (x) and NR (x), respectively. We consider next the corresponding field decomposition.
On the other hand, the field ⌿ ME (x) produced by the radiating part of the homogeneous source (x) ϭ M(x), ME (x), is evaluated by using Eqs. (46) and (51) and the boundary conditions ⌿ ME (a) ϭ ⌿ ME (Ϫa) ϭ (i/k 2 )sin(ka)exp(ika). We obtain, for ͉x͉ р a,
Alternatively, by using Eq. (35) with (x) ϭ ME (x) and Eq. (51), one obtains, for ͉x͉ р a,
Expression (55) can be shown, after some algebra, to reduce to our previous result [Eq. (54)]. This confirms the validity of Eq. (54) and of our new procedure leading to that result.
The fields ⌿(x) and ⌿ ME (x) are identical for ͉x͉ Ͼ a and are given by Eq. (36) with F ϩ ϭ F Ϫ ϭ (i/k 2 )sin(ka). The NR field ⌿ NR (x) ϭ ⌿(x) Ϫ ⌿ ME (x) produced by the NR part NR (x) of the homogeneous source (x) ϭ M(x) vanishes for ͉x͉ Ͼ a. On the other hand, for ͉x͉ р a, the NR field ⌿ NR (x) ϭ ⌿(x) Ϫ ⌿ ME (x) is explicitly defined by Eqs. (53) and (54). We have thus carried out, explicitly, the unique decomposition of the homogeneous source (x) ϭ M(x) and its field ⌿(x) into their radiating and NR parts, ME (x) and NR (x), and ⌿ ME (x) and ⌿ NR (x), respectively. The following remarks are in order:
1. The ME source in Eqs. (50) and (51) is recognized as being a standing wave truncated within the source's support ͓Ϫa, a͔; it possesses symmetry with respect to the origin to accommodate for that of (x), from which it was derived.
2. The field ⌿ ME (x) produced by the radiating part of this source, ME (x), obeys an iterated homogeneous Helmholtz equation, the solution of which has been given explicitly. The field ⌿ ME (x) associated with ME (x) was uniquely determined by the field data (i.e., F ϩ and F Ϫ ), as expected.
3. It follows from Eq. (51) that ME (x) ϭ 0 if ka ϭ n, n ϭ 1, 2, . . . , i.e., a homogeneous source (x) ϭ M(x) oscillating at those frequencies is purely NR. Alternatively, by computing from Eq. (51) the inner product
one confirms that for ka ϭ n, n ϭ 1, 2, . . . , the source (x) ϭ M(x) has no radiating part. Yet another way of verifying the existence of these NR frequencies consists in evaluating from Eq. (53) the boundary values ⌿(a) and ⌿(Ϫa) under the NR condition ka ϭ n, n ϭ 1, 2, . . . . We obtain from Eq. (53) the following expression for the NR field corresponding to the n th NR mode:
Thus for these NR modes ⌿ NR (a) ϭ ⌿ NR (Ϫa) ϭ 0, which automatically guarantees, in view of Eq. (36), the vanishing of the corresponding NR field
The NR condition for homogeneous sources given above and expression (57) for the NR field associated with a NR homogeneous source are identical with those found by Berry and co-workers [see Eqs. (12) and (13) of Ref. 6] . The projection ( ME , ) U in Eq. (56) exhibits a damped oscillatory dependence on ka: It exhibits local maxima at ka Ӎ (n ϩ 1/2), n ϭ 1, 2, . . . [the source's radiating behavior is (locally) enhanced at those frequencies]. It decays rapidly for ka տ . In general, as ka increases, the source (x) ϭ M(x) becomes predominantly NR. In particular, its radiating part ME (x) can be shown from Eq. (51) to decay asymptotically to zero as k → ϱ. That there are no NR homogeneous sources for ka Ͻ is to be expected, since then the size of the homogeneous source, relative to the wavelength ϭ 2/k, prevents the required cancellation-through destructive interference-of the wave fronts produced by the different source elements. The extension of the smallest NR homogeneous source is 2a ϭ , for which the source's size coincides with the wavelength of the field. At high frequencies most of the homogeneous source is NR; only the source elements in the vicinity of the boundaries x ϭ a and x ϭ Ϫa contribute to the field for ͉x͉ Ͼ a. This can be visualized by noting that the homogeneous source (x) ϭ M(x) can be expressed as
where MЈ(x) ϭ 1 if ͉x͉ р P/2 and is zero otherwise and MЉ(x) ϭ 1 if P/2 р ͉x͉ р a and is zero otherwise, where P is the integer part of 2a/, i.e.,
, and so on. The term MЈ(x) is identified to be a NR source according to the NR condition for homogeneous sources given above. It is a NR homogeneous source of support ͓ϪP/2, P/2͔. Thus, for ͉x͉ Ͼ a, the field ⌿(x) produced by (x) ϭ M(x) must be entirely due to MЉ(x).
The ratio P/2a defines the size of the NR region associated with MЈ(x) relative to that of the total source (x) ϭ M(x). That ratio goes asymptotically to unity as → 0, as expected from the discussion above. On the other hand, the length of the strips ͓Ϫa,ϪP/2͔ and ͓P/2, a͔ contributing to radiation for ͉x͉ Ͼ a decays as decreases. 4. We find from Eq. (51) and l'Hôpital's rule that ME (x) ϳ M(x) as k → 0 [this result follows also from the discussion in relation (45)]. Thus, for k Ӎ 0, the homogeneous source (x) ϭ M(x) is almost purely radiating.
5. The ME sources ME (x) in Eqs. (50) and (51) possess compact support in ͓Ϫa, a͔ only if ka ϭ (n ϩ 1/2), n ϭ 0, 1, . . . . Figure 1 shows plots of the spatial profile of the radiating and NR parts of (x) ϭ M(x) for ͉x͉ р a, parameterized by ka. Figure 1(a) corresponds to ka ϭ /6 and illustrates the low-frequency nature of the source decomposition wherein the homogeneous source is mostly radiating (see observation 4 above). Figure 1(b) corresponds to ka ϭ /2 and illustrates observation 5 above. In the latter case, the radiating part of the homogeneous source vanishes on the boundaries x ϭ a and x ϭ Ϫa and therefore has compact support in ͓Ϫa, a͔. Figure 1(c) corresponds to the smallest NR homogeneous source, wherein ka ϭ . Figures 1(d), 1(e) , and 1(f ) correspond to ka ϭ 1.5, 2.5, and 5.5, respectively. A gradual increase of the NR component of the homogeneous source as ka increases is observed, which is to be expected from observation 3 above. Figure 2 shows plots of the spatial profile of the magnitude of the radiating and NR fields as- sociated with the radiating and NR source components above. Also shown are the total fields (magnitude only). The latter are seen to coincide with the radiating fields ME (x) on the boundaries x ϭ a and x ϭ Ϫa, as expected.
B. Spherically Symmetric Source
We consider next the case of a spherically symmetric source (r) contained within the spherical volume . This case can be regarded as the 3D counterpart of the 1D problem addressed in Subsection 4.A. In this case Eq. (1) reduces to
By using
where r Ͻ and r Ͼ denote, respectively, the smaller and the larger of r and rЈ, one finds from Eq. (2) the field (r) produced by the spherically symmetric source (r) to be given by 
In deriving Eqs. (60) and (61) 
which is identified to be the spherically symmetric component of the multipole expansion (6), i.e.,
with the relevant multipole moment g 0,0 given from Eqs. (7) and (8) by
Minimum-Energy Solution and Source/Field Decompositions
The ME solution to the inverse source problem associated with a spherically symmetric source/field is given from Eqs. (8), (17), and (18) by
where U( • ) is Heaviside's step function and
In deriving Eq. (66), we have used j 1 (ka) ϭ ͓sinc(ka) Ϫ cos(ka)͔/(ka) and the recurrence relations of the spherical Bessel functions (see Ref. 15 , pp. 626-627).
The field ME (r) produced by ME (r) can be shown from Theorem 2 to obey
where A, B, C, and D are coefficients that remain to be evaluated. In view of the singularity of the second term in Eq. (67) for r ϭ 0, we require that B ϭ 0. We require from Eq. (63) that
We also require from Eq. (58) that (d 2 /dr 2 ϩ k 2 ) ϫ ͓r ME (r)͔ ϭ Ϫ4r ME (r). These requirements uniquely define the coefficients A, B, C, and D in Eq. (67). After some manipulations one obtains, for r р a,
Equations (60), (61), (63)-(66), and (68) apply to any spherically symmetric source (r) and can be used to uniquely decompose the source and its field into their radiating and NR parts. In particular, for a given (r), one can compute from Eq. (64) the relevant multipole moment g 0,0 and subsequently evaluate the radiating part of the source, ME (r), by using Eqs. (65) and (66). On the other hand, the NR part is NR (r) ϭ (r) Ϫ ME (r), which completes the source decomposition. The field (r), on the other hand, can be uniquely decomposed into its radiating and NR parts using Eqs. (60), (61), (63), (64), and (68). For r Ͼ a, (r) ϭ ME (r) is defined by Eqs. (63) and (64), and NR (r) ϭ 0. For r р a, ME (r) is given by Eqs. (64), (66), and (68), whereas the NR field NR (r) ϭ (r) Ϫ ME (r) can be evaluated by using the expressions for (r) and ME (r) in Eqs. (60) and (61) and Eqs. (64), (66), and (68), respectively.
Special Case: Homogeneous Spherical Source
Finally, we address the 3D counterpart of the results on homogeneous 1D sources presented in Subsection 4.A.2. In particular, we briefly discuss the unique decomposition of the homogeneous spherically symmetric source (r) ϭ U(a Ϫ r) and its field (r) into their radiating and NR parts. It follows from Eq. (64) that, for this source,
The radiating part of (r) ϭ U(a Ϫ r), ME (r), is given from Eqs. (65), (66), and (69) by
while NR (r) ϭ U(a Ϫ r) Ϫ ME (r). We find from expression (70) and l'Hôpital's rule that ME (x) ϳ U(a Ϫ r) as k → 0, as expected (for k Ӎ 0 the homogeneous source is almost purely radiating). For r р a the field (r) generated by the homogeneous source (r) ϭ U(a Ϫ r) is found from Eqs. (60) and (61) to be given by
For r р a the field ME (r) produced by the radiating part of (r), ME (r), is defined by Eq. (68), with g 0,0 given by Eq. (69). The remaining details of the source/field decompositions for this special case are contained in the paragraph that follows Eq. (68) and will not be repeated here. Figures 3 and 4 show plots of the radiating and NR parts of the homogeneous source (r) ϭ U(a Ϫ r) and its field (r) (magnitude only) versus r/a, parameterized by ka. Figure 4 also contains plots of the magnitude of the total field (r). Some observations analogous to those given at the end of Subsection 4.A are in order. The NR condition g 0,0 ϭ 0 is seen from Eq. (69) to reduce to 
which is the result [Eq. (5.8)] of Kim and Wolf. 7 The spatial profiles of the smallest NR homogeneous source and its field are shown in Figs. 3(c) and 4(c) , respectively. The ME source ME (r) in Eq. (65) possesses compact support in the spherical volume only if j 0 (ka) ϭ 0, i.e., for ka ϭ n, n ϭ 1,2, . . . [see Figs. 3(b) and 3(d) ]. Under the latter condition, the ME source ME (r) in Eq. (65) In summary, we have presented the 3D analogs of the 1D case results given in Subsection 4.A. The spherically symmetric case results also illustrate Theorems 1-3 of Subsection 2.B and, in general, the source-inversion approach for 3D sources presented in Section 2. The procedure employed to derive some of our results for the spherically symmetric case resembles that corresponding to the 1D case if one makes the substitutions (x) →4r(r) and ⌿(x) → r (r) and uses the appropriate boundary conditions for the spherical problem.
CONCLUDING REMARKS
In contrast to the approach of previous contributions, [2] [3] [4] ME sources were characterized here from the points of view of both direct and inverse source problems. In Subsection 2.A and Section 4, we applied standard linear inversion theory to the inverse source problem in 3D and 1D spaces and computed the ME solution to this problem. Among other results, ME sources of specified support were found to be waves truncated within that support (Theorem 1). It then follows that the primary sources of wave radiation are also waves (refer to Theorem 1 and Subsection 2.A.2). It also follows that the fields produced by ME sources obey an iterated homogeneous Helmholtz equation (Theorem 2). It was also shown that any L 2 source of compact support D that possesses a continuous normal derivative on the boundary ‫ץ‬D of D must possess a NR part (Theorem 3). This previously unknown result speaks about an intrinsically unobservable component associated with a broad class of physically relevant sources. In Section 3 we developed new Green-function representations of ME sources and their fields. In Section 4 we addressed the 1D inverse source problem and characterized in detail the radiation properties of homogeneous 1D sources and spherically symmetric sources and of their fields. Some of our results on homogeneous sources can be extended to nonhomogeneous ones. In particular, the source's length or the source's diameter in Subsections 4.A and 4.B, respectively, can represent, in practice, a characteristic dimension of the source or scatterer (not necessarily its size), e.g., a lattice constant in a periodic structure, a correlation length in a random source, etc.
Finally, on carrying out the operations in Eq. (A7), one obtains from Eqs. (A6) the result [Eq. (27)].
