We consider the six-vertex model with reflecting end boundary condition. We compute analytically boundary correlation functions, such as the boundary polarization and the emptiness formation probability. In order to do that, we use the Sklyanin's reflection algebra to derive recursion relations for the partition function of the model as well as for the boundary correlations in terms of the partition function. Thanks to the Tsuchiya determinant formula, these recursion relations allow the boundary correlations to be also efficiently written in determinantal form. *
Introduction
The six-vertex model [1, 2] and the dependency of its physical properties on boundary conditions has been largely studied over the years. This model was investigated under periodic, anti-periodic and a number of fixed boundary conditions [3, 4, 5, 6, 7, 8, 9, 10, 11, 12] .
The first clear instance of boundary condition which confirmed such special feature of the six-vertex model, in the thermodynamic limit, is the domain wall boundary condition [13, 14] . It was proven that the thermodynamic properties like free energy for domain wall boundary condition do differ from the result for periodic boundary conditions [7, 8, 9] . This fact suggested the existence of spatial phase separation, which was investigated numerically [15] and later the phase separation curves, called arctic circle, were derived analytically [16] .
In order to analytically derive the arctic curves for the six-vertex model with domain wall boundary condition a lot of machinery is needed. For instance, the determinant representation for the partition function [14] , boundary correlations [17, 18] and the emptiness formation probability [19] were essential to characterize the spatial separation line between the ferroelectric and disordered regions.
There is another instance of boundary with the potential for analytical results, the so-called reflecting end boundary condition [20] . In this case, one can build the partition function of the six-vertex model with reflecting end boundary from the Bethe state defined in Sklyanin construction for open spin chains [21] . This partition function with reflecting end boundary can also be represented as a determinant [20] . This allowed for the calculation of the free energy in the thermodynamic limit [22] , which again differs from the case of periodic boundary condition.
Nevertheless, there are still no results for boundary correlations and emptiness formation probability for the case of reflecting end boundary. Besides of its own relevance, the knowledge of boundary correlation functions could be useful in the analytical investigation of the arctic curves. It is worth noting that the spatial phase separation for the reflecting end boundary was recently studied numerically [23] and the results confirm the expectations for phase separation, however, there are no analytical results for the arctic curves.
In this paper, we present the analytical derivation of boundary correlation functions and the emptiness formation probability for the six-vertex model with reflecting end boundary. These correlations are represented as determinants and their homogeneous limit is taken. Thanks to the machinery of biorthogonal polynomials, the emptiness formation probability expression of a segment of s-lines could be further simplified and written as determinant of a s × s matrix. This paper is organized as follows. In section 2, we introduce the six-vertex model and the reflecting end boundary. In section 3, we discuss the Sklyanin reflection algebra and we compute two different kinds of boundary correlation functions, whose the homogeneous limit is taken. The evaluation of the emptiness formation probability is presented in section 4. Finally, our conclusions are given in section 5.
The six-vertex model and the reflecting end boundary condition
In this section we describe the six-vertex model with reflecting end boundary conditions.
The six-vertex model is a classical vertex model in a rectangular lattice [1, 2] , whose six allowed configuration are depicted in Figure 1 .
In the realm of integrability, the Boltzmann weights a(λ), b(λ) and c(λ) can Figure 1 : The Boltzmann weights of the six-vertex model. be seen as matrix elements of the R-matrix,
which is, by its turn, a solution of the Yang-Baxter equation,
It is worth to note that the Yang-Baxter equation constraints the Boltzmann weights such that,
where ∆ is constant.
The ordered product of the Boltzmann weights along the j-th row of the rectangular lattice gives rise to the monodromy matrix
, which can be represented as
where A(λ) = A(λ, {µ}) and so on, are operators acting on the vertical space.
The above monodromy matrix elements play an important role in the Yang-Baxter algebra, which is used to diagonalize the transfer matrix of the six-vertex model with periodic boundary condition and consequently to deal with the partition function of the six-vertex model with periodic boundary condition along horizontal and vertical direction.
On the other hand, the partition function of the six-vertex model in a square lattice N × N with domain wall boundary condition is defined, e.g. in terms of products of the monodromy matrix element B(λ j ) as follows (see Figure 2 ),
where |⇑ = |↑ · · · ↑ and |⇓ = |↓ · · · ↓ are the up and down ferromagnetic states. Nevertheless, the integrable structure can also be extended to tackle open boundary condition problems thanks to the Sklyanin construction [21] . In this context, the R-matrix continues describing the bulk dynamics and a new set of matrices, the so-called K-matrices, describes the interaction at the open ends. This is provided by reflection equation [21] ,
In the simplest case the K-matrix is diagonal
and its matrix elements can be depicted as in Figure 3 .
The non-trivial reflection matrix elements.
The Sklyanin's monodromy matrix can be written as
where
Now the product of Sklyanin monodromy matrix element B(λ) gives rise to another partition function for the six-vertex model due to Tsuchiya [20] ,
In this case, we still have domain wall like boundary on the vertical direction, but on the horizontal direction one has a reflecting end as illustrated in Figure 4 .
The free energy of the six-vertex model with reflecting end was considered in the thermodynamic limit [22] and it was again shown to differ from the periodic boundary conditions. However, there is no result for correlation functions in the setting of reflecting end boundary condition. 
Boundary correlations
In this section we use the algebraic Bethe ansatz tools to the computation of boundary correlations for the six-vertex model with reflecting end.
We fix the parametrization of Boltzmann weights as follows,
and also for the K-matrix elements,
where ξ is a boundary parameter. It is worth to mention that throughout this paper we use c = c ± (λ, µ). Since the monodromy matrix U(λ j ) also satisfies the reflection equation,
we obtain the reflection algebra due to the procedure devised by Sklyanin [21] , whose main relations are given by,
and
,
.
In addition, the action of the monodromy matrix operators over the reference state, which is taken as the ferromagnetic state, are given as
The action of the operators A(λ) and D(λ) over the off-shell Bethe state B(λ r ) . . . B(λ 1 ) |⇑ can be obtained thanks to the relations (14)- (16), yielding to
Now we have the main ingredients to introduce the boundary correlations for the six-vertex model with reflecting end boundary. We first start with two types of correlation functions describing the local state probabilities at the boundary, which were inspired by the ones defined for the domain wall boundary [17] . The first one describes a kind of boundary spontaneous polarization
while the second one describes the probability of having a c-type vertex at the intersection between the N-th column and one of the stripes of the r-th double row, which can be defined as
(1 − σ z j ) are the projectors on the spin-up and down states acting on the j-th column.
The above boundary correlations (23)- (24), defined on a 2N × N lattice, can be expressed in terms of sums over the partition functions of 2(N − 1) × (N − 1) rectangular lattices. This is done by use of the commutation relations (14)- (16) and the decomposition of the monodromy in two parts, which is called the two-site model [2] ,
Again we represent the monodromy matrices T jk andT jk as
where k = 1, N. Therefore, we can decompose the Sklyanin's monodromy matrix as
where the matrix elements of U 1 (λ j ), denoted as A 1 , B 1 , C 1 and D 1 are operators acting on the vertical space except for the N-th column. This way, we can conveniently write the monodromy matrix element B as follows,
Using (30), we can reduce the problem of calculating the scalar products in (23) and (24) to the problem involving the operators A 1 ,
To see this, let us first compute the product B(λ r ) . . . B(λ 1 ) |⇑ .
Substituting B N and B N in (30), we can bring B(λ) into the form
Note that the states |↑ , |↓ are eigenvectors of P(λ) and Q N (λ).
we have
Decomposing the ferromagnetic state as
k=1 |↑ k and acting P and Q over |↑ N , we can rewrite the sum in (33) as
Since p N |↓ = 0, it is clear from (34) that acting p N from the left on (33) leads to
Substituting (35) and (36) in (24), we arrive at
Using (21) and (22), we obtain the expression for the correlation function H
lattice, which is obtained from the 2N × N lattice after excluding the column and double row associated to the parameters µ N and λ i , respectively,
In order to obtain the correlation function G 
This is done by noticing that the last term in the sum (i = r) is given by,
where β 1 (λ) and ζ 1 (λ) are eigenvalues of A 1 (λ) and D 1 (λ), respectively, associated with the state |⇑ 1 , and "(♦)" includes terms depending on B 1 (λ r ). The remaining part of the expression (43) is the only one from (42) that do not depend
N is a symmetric function of the variables λ 1 , . . . , λ r , thanks to (23) and (14) . Therefore, the contribution of the k-th term in the sum (42) must be similar to the one written explicitly in (43) (aside from the products before the brackets), with r → k. Thus the final expression can be written as
One can obtain a recursion formula for the partition function Z N from the expression (44) for r = N,
by using the fact that G (N ) N = 1. This recursion relation is a generalization of the specialized relation obtained in [20] . The iteration of (46) admits a determinant solution due to Tsuchiya [20] given as ,
where the elements of the matrix M are given by
. N can be obtained from the recursion relations (38) and (44), respectively, once we use the representation (47) for the partition function. In order to find such expressions, we first compute the ratio between Z N and Z N −1 , which reads
M by removing its j-th row and k-th column, and
Then, substituting (49) in (38) and canceling the common factors, we have that
where u r (λ) = u r,1 (λ) + u r,2 (λ), with
where a(λ) = a ± (λ, 0), b(λ) = b ± (λ, 0). Note that u r (λ i ) = 0 for i = r + 1, . . . , N. Therefore, we can extend the sum in (51) to N and interpret it as the determinant of some N × N matrix developed by its last column. Hence, H (r) N can be rewritten as
where H is the matrix whose elements are
Following the same procedure, after substituting (49) in (44) we are left with
It is worth to emphasize that λ 1 , . . . , λ N , µ 1 , . . . , µ N are to be regarded as parameters in (53) and (59), λ being the only variable of these functions. Moreover, similarly to u r (λ i ) we also have t r (λ i ) = 0 for i = r + 1, . . . , N, which allows for the expression (60) to be cast in the form
Homogeneous limit
We are now interested in the homogeneous limit λ 1 , . . . , λ N → λ, µ 1 , . . . , µ N → µ of the boundary correlations H N . This can be done along the lines of [14] . Let
Starting with (54), the term det M is transformed into
Now, consider the identity
for some analytical function v(λ). Then, applying (64) to (54) together with standard properties of determinants, det H can be written as
Then, the homogeneous limit of the determinant in (65) is taken in the same way as det M, which leads to
where the elements of U(∂ ǫ ) are
Finally, for the prefactor,
Substituting (63)- (68) into (54), it follows that the homogeneous limit of H (r) N is given by
Due to the similarities between expressions (54) and (60), the homogeneous limit of G N discussed above. For this reason, we simply present the final result, which reads
4 Emptiness formation probability
Finally, we would like to introduce another kind of correlation function, the socalled emptiness formation probability, which was introduced in the context of vertex model for domain wall boundary [19] . In the case of reflecting end boundary, correlation of this kind describes the probability of having arrows pointing down on the first s vertical edges (counting from the left) between the r-th and (r + 1)-th double rows and can be defined as
N . Once again, we use the two-site model decomposition of the monodromy matrix in order to obtain a recursion relation for F (r,s) N . The substitution of (30) in (71) leads to the products (33) and (36), except this time the sum (34) does not vanish. Thus we have that,
Note that the sum in the expression (72) is almost equal as the one in (42). Indeed, the last term (i = r) in the sum (72) gives a similar expression to (43), except for the projector operators q N −1 , . . . , q N −s+1 . From the definition (71), it follows that the same arguments we used before to rearrange the sum (42) apply here.
Therefore, F (r,s) N can be brought into the form
Analogously to the other boundary correlations, we provide a determinant representation for the emptiness formation probability. In what follows, we obtain a explicit formula for F (r,s) N by iteration of the recurrence relation.
We recall that F 
In order to eliminate from (56) the terms that depend on λ i or µ N , the prefactor of the sum must be modified accordingly,
whereas the sum should be replaced by
(80)
and replacing it into the recursion formula (73) leave us with the following expression
Repeating the same steps as above, we can use (81) to obtain F (r,3) N , which
gives
By inspection of the expressions (60), (81) and (82), we have the following formula for generic s,
The sum in (83) can be rewritten as the determinant of a N × N matrix by using the identity (64) (and (62)). Thus we have that,
with the elements of V(∂ ǫ 1 , . . . , ∂ ǫs ) given by
(85)
In order to compute the homogeneous limit of the emptiness formation probability F (r,s) N , we follow the same reasoning as in the previous section. For the determinant det V(∂ ǫ 1 , . . . , ∂ ǫs ), we obtain
where the entries of V(∂ ǫ 1 , . . . , ∂ ǫs ) are
On the other hand, the homogeneous limit of the remaining factors is straightforward:
Substituting (86)- (89) and (63) in (84), we obtain the emptiness formation probability in the homogeneous limit,
Biorthogonal polynomials representation
Another equivalent determinant representation for emptiness formation probability can be obtained by means of biorthogonal polynomials. In this representation, the function F (r,s) N is given in terms of the determinant of a s×s matrix, in contrast to the N ×N determinant appearing in (90). In order to derive such representation, we must first lay out some facts regarding biorthogonal polynomials [24] .
Let {P n (x)}, {Q m (y)}, n, m = 0, 1, . . . be two polynomial sequences of one real variable, satisfying
where w(x, y) is a weight function, δ nm is the Kronecker delta and J n , n = 0, 1, . . . are constants. Then P n (x) and Q m (y) are said to be biorthogonals. Also, consider the moments m j,k , defined as
Assuming P n and Q m are monic polynomials, the following relations are valid: 
. . .
Identifying the moments as m j,k = ∂
where the ψ(λ, µ) is defined in (48) and the weight function
after comparing det M and det V with relations (93)-(95), we have 
Substituting (98) in (90), we obtain the biorthogonal polynomial representation for emptiness formation probability, 
where V n (x) = (n!/J m )P n (x).
As a special case, let s = 1 in (99). Then, it follows that G 
In order to derive the arctic curves for the six-vertex model with reflecting end boundary along the same lines as [18] , the next step would be obtain a multiple integral representation for the emptiness formation probability in the homogeneous limit and apply the saddle-point method, from which the parametric equations for a portion of the curve are expected to follow. Although we have an expression for this correlation in terms of biorthogonal polynomials, certain analytical properties which would allow us to transform this representation into an integral one are still missing.
Conclusion
In this paper we computed boundary correlation functions of the six-vertex model with domain wall and reflecting end boundary. This comprises the explicit calculation of the boundary spontaneous polarization and the emptiness formation probability. In order to do that we exploit the Sklyanin's reflection algebra and the Tsuchiya determinantal representation for the partition function with reflecting end boundary. The homogeneous limit was taken and therefore the correlations were expressed in terms of determinant of N × N matrices. In case of the emptiness formation probability, we have further simplified the final expression in terms of the determinant of a s×s matrix, thanks to the use of biorthogonal polynomials properties.
We hope that the our results could be useful in the study of the arctic curves for the six-vertex model with reflecting end boundary. The existence of such spatial phase separation was recently studied numerically [23] and it would be interesting to have an analytical description for the arctic curves.
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