We investigate regularity properties of solutions to the quasilinear elliptic equations in Sobolev spaces with variable exponent, we prove the Harnack's inequality and continuity of solutions.
Introduction
In the present paper we study the regularity of boundary points for solutions to the quasilinear elliptic equations:
Our purpose is to establish the Harnack's inequality ess sup
B(x,R)
u ≤ C(ess inf
where C is independent of u and the ball B = B(x 0 , R) for x 0 ∈ Ω, R > 0 and we prove the continuity of solutions for (1).
Harnack's inequality and other regularity results for (1) require additional assumptions on the function p(.); see the counterexamples in [6] . The so called logarithmic Hölder continuity condition seems to be the right one for our purposes. This condition was originally introduced by Zhikov [15] in the context of the Lavrentiev phenomenon for solutions of (1) , and it has turned out to be a useful tool in regularity and other applications, see, e.g., [1, 2] .
For the existence and uniqueness of solutions u ∈ W 1,p(x) (Ω) where 1 < p(x) < d for all x ∈ Ω, of the variational Dirichlet problem associated with the quasilinear elliptic equation (1) see [4] , these solutions are obtained by the p(.)-obstacle problem.
A typical example for the operator A and B are A(x, ∇u) = |∇u| p(x)−2 ∇u and B(x, u) = |u| p(x)−2 u respectively, for all x ∈ R d thus Δ p(x) u = div(|∇u| p(x)−2 ∇u).
Our problem has been studied in many paper see e.g. [11, 12] . Olli Toivanen [11] proved that this problem has a solution when the operator B depends on x, u, ∇u where δ(x) = p(x) − 1. The main aim of this section is to generalize the condition on δ(x), We are interested in the case that the operator B depends only on x and u, satisfying the previous hypothesis (H3), where
, knowing that the study of the case where δ satisfies the condition 0 ≤ δ(x) < p(x) − 1 is already investigated in several articles. The contribution of this paper is to verify the Harnack principale for a weak solutions of quasilinear elliptic equations (1) by using the trick of modified test functions under our assumptions (H3) below.
In the first section, we introduce some generalization and position of the problem. In second section we give some basic facts about variable exponent spaces and a rough overview of properties of solutions of the prototype equality. In section 3, we generalize, with detailed proofs, Harnack's inequality (2) to all quasilinear elliptic equations (1) with growth conditions of a non-standard form. In last section, we present the concluding remarks. 
Some preliminaries
If the exponent is bounded, i.e., if p + < ∞, then the expression 
Proposition 1 (Generalized Hölder inequality
We define the variable exponent Sobolev space (see [9] , [5] , [8] , [14] ) by
with the norm
The local Sobolev space W 
We assume further on that, there exist positive constant C such that the function p satisfies logarithmic Hölder continuity condition if : 
Lemma 2.1 (Sobolev inequality [7]) Let Ω be a bounded open set and
(Ω) are separable and reflexive Banach spaces.
Throughout the paper we suppose that the functions A :
is a Carathéodory function satisfying the following assumptions:
and β, ν > 0 . In this paper we suppose that the function B : R d ×R → R is given Carathéodory function and the following condition is satisfied:
Remark 2.1 Under the assumption ( ) Harnack's inequality and local Hölder continuity follow from Moser or De Giorgi-type procedure; see [10, 2, 3] . An interesting feature of this theory is that estimates are intrinsic in the sense that they depend on the solution itself. For example, supersolutions are assumed to be locally bounded and Harnack-type estimates in [2] depend on this bound.
Definition 2.1 We say that a
u ∈ W 1,p(.) loc (Ω) is a p(.)-solution of (1) in Ω provided that for all ϕ ∈ W 1,p(.) 0 (Ω) if , Ω A(x, ∇u) · ∇ϕdx + Ω B(x, u)ϕdx = 0 . Definition 2.2 A function u ∈ W 1,p(.) loc (Ω) is termed p(.
)-supersolutions of (1), if and only if, for all non-negative functions
A function u is a p(.)-subsolution in Ω if −u is a p(.)-supersolution in Ω, and a solution in Ω if it is both a super-and a p(.)-subsolution in Ω.
Harnack inequality and continuity of solutions to quasilinear elliptic equations
The Harnack inequality is a very important estimate in the study of p(.)-solutions of quasilinear elliptic equations.
Main result
We start by adapting a standard Caccioppoli type estimate for p(.)-supersolution of (1). Then we use the Caccioppoli estimate to show that for a fixed, nonnegative p(.)-supersolution u, the inequality (2).
The Harnack inequality is indispensable as a tool in the qualitative theory of second-order elliptic equations. In particular, it implies continuity of weak solutions see [11, 13] .
By non-linearity we mean that if p = 2 then the weak solutions do not form a linear space. However the set of weak solutions is closed under constant multiplication. By celebrated De Giorgi's method and Moser's iteration the weak solutions are locally Hölder continuous and satisfy Harnack's inequality.
Remark 3.1 Our notation is rather standard. Various constants are denoted by C and the value of the constant may differ even on the same line. The quantities on which the constants depend are given in the statements of the theorems and lemmas. 
. We want to test with the function ϕ = η θ u γ .
To this end we show that ϕ ∈ W
Using the fact that u is a p(.)-supersolution and ϕ is a nonnegative test function we find that
We denote the left-hand side of the next inequality by I. Since γ is a negative number this implies by the structural conditions (H1), (H2) and (H3) that
Using Young's inequality, 0 < ε ≤ 1, we obtain the first estimate
Next we estimate the last tow integrals I 2 and I 3 . To estimate the integral I 2 , we denote 0 ≤ v = η + |∇η| and k is a positive bounded function there exist a constant M > 0, and by Young's inequality we have
To estimate the integral I 3 , and by the assumption g is a positive bounded function there exist a N > 0 such that
By Young's inequality we have
By choosing ε = min{1,
θ , and
. We take C = C i for i = 1, 2, 3, 4. and we have
By the lemma 3.1 we obtain
and using the previous inequality we obtain the claim.
So the proof of lemma is achieved.
Weak Harnack Inequality
In this section we prove a weak Harnack inequality for p(.)-supersolutions to (1) .
Throughout this subsection we write v = u + R where u is a nonnegative p(.)-supersolution and 0 ≤ R ≤ 1. We start by the following technical lemma that is need later. These results are mainly from [7] 
Lemma 3.3 If the exponent p(.) is log-Hölder continuous, then R
−p(x) ≤ CR −p − E where x ∈ E ⊂ B R and R > 0.
Lemma 3.4 Let f be a positive measurable function and assume that the exponent p(.) is log-Hölder continuous. Then
for any s > p
Now we have everything ready for the iteration. We write
for a nonnegative measurable function f . The point is that the Moser iteration technique used in [7] remains valid under our consideration.
Lemma 3.5 Let u is a nonnegative p(.)-supersolution of (1) in B 4R
and let R ≤ ρ < r ≤ 3R. Then the inequality
holds for every τ < 0 and 1 < q < 
and all structure constants and functions of (H1),(H2) and (H3) hypothesis .
Proof 2 Let θ
and θ
, we take γ = τ − θ − + 1. In (4) of the lemma 3.2 we have
Now we take the test function η ∈ C ∞ 0 (B r ) with 0 ≤ η ≤ 1, η = 1 in B ρ , and
Next we went to estimate the integral I 2 by the integral
Using lemma 3.3,3.4, the first integral I 1 is estimated by (7) see [7] . Finally, for the second integral I 2 we have by Hölder's inequality
On the other hand and since
Therefore, the second integral I 2 is estimated by (3).
In lemma 2.1 we take u = v
and we use the inequality:
We obtain
Using inequality (4) we have
Finally, since τ < 0 we have
The proofs of the following results can be found in [11] . and [7] , respectively . To combine (9) and (10) we obtain the crucial theorem. 
