Image denoising by statistical area thresholding by Coupier, David et al.
ar
X
iv
:m
at
h/
06
03
33
7v
1 
 [m
ath
.PR
]  
14
 M
ar 
20
06
Image denoising by statistial area thresholding
D. Coupier, A. Desolneux, and B. Yart
July 16, 2018
MAP5, UMR CNRS 8145, Université René Desartes, Paris
E-Mail addresses : {oupier,desolneux,yart}math-info.univ-paris5.fr
Corresponding author : A. Desolneux
Mail address : MAP5, UFR Math-Info,
Université Paris 5, 45 rue des Saints-Pères
75270 PARIS Cedex 06, FRANCE.
Telephone : 33 1 44 55 35 26
Fax : 33 1 44 55 35 35
Abstrat
Area openings and losings are morphologial lters whih eiently suppress
impulse noise from an image, by removing small onneted omponents of level sets.
The problem of an objetive hoie of threshold for the area remains open. Here,
a mathematial model for random images will be onsidered. Under this model, a
Poisson approximation for the probability of appearane of any loal pattern an be
omputed. In partiular, the probability of observing a omponent with size larger
than k in pure impulse noise has an expliit form. This permits the denition of a
statistial test on the signiane of onneted omponents, thus providing an expliit
formula for the area threshold of the denoising lter, as a funtion of the impulse noise
probability parameter. Finally, using threshold deomposition, a denoising algorithm
for grey level images is proposed.
Key words : image denoising, mathematial morphology, area opening and losing, ran-
dom image, threshold funtion, Poisson approximation, lattie animals.
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1 Introdution
The general problem of image denoising onsists of deiding what is the signal and should
be kept, and what is the noise, and must be removed. Many dierent riteria an be used
to detet the noise-indued strutures. For example, the osillations due to an additive
gaussian noise an be measured in terms of the wavelet oeients. The noise may then
be removed by a thresholding in the wavelet domain. Donoho and Johnstone [6℄ gave an
expliit way to hoose the threshold as a funtion of the variane of the noise. Their laim is
that denoising, with high probability, rejets pure noise ompletely. The underlying idea
is that in pure noise, all the strutures that atually belong to the image ould not appear;
or else, the strutures oming from the image itself an be dened as those objets
whih would have a very small probability of appearing in a pure noise. This idea was
implemented in [4℄ and [5℄ for the detetion of alignments and meaningful level lines in an
image.
Here, we shall fous on the size of onneted omponents of the level sets of the image.
Removing small omponents is a lassial and eient way of removing impulse noise from
an image. This method, known as the grain lter, was rst introdued in the framework
of Mathematial Morphology [16℄ by Vinent in [20℄ as morphologial area openings and
losings (see also [21℄ and [8℄). This lter is sometimes alled the extrema killer. It was
then generalized by Masnou and Morel in [12℄, and by Monasse and Guihard in [14℄. In
[15℄ a similar lter was used, in the framework of gradient perolation, for reovering fuzzy
images.
But the main question remains: how should the threshold for the area of the omponents
that have to be kept, be hosen? A natural idea, imported from statistial inferene,
onsists of xing an a priori risk level ε (e.g. ε = 0.001), and deiding that anything that
has probability lower than ε of ourring under a pure noise hypothesis annot ome from
the noise and hene should be kept in the image. Thus for the threshold area, one will
hoose the integer s(n, p, ε), suh that a onneted omponent of size k > s(n, p, ε) has
a probability less than ε of appearing in a pure noise image with probability parameter
p and size n × n. Applying a grain lter with area threshold s(n, p, ε) will ensure that,
with probability larger than 1− ε, pure noise is eliminated. To implement this, one must
be able to ompute the probability of any onneted omponent of size k appearing in a
pure noise image. An exat omputation is not feasible. However an approximation an
be given if the image is large: our main theoretial result (Theorem 2.4) gives a Poisson
approximation for the probability of ourrene for any image property whih is loal in
the sense that its denition involves only a xed number of onneted pixels.
Our plan is as follows. Setion 2 is devoted to the probabilisti model of noise in binary
images: all pixels are independent, blak with probability p or white with probability
1−p. The Poisson approximation result will be stated (Theorem 2.4) and an outline of
its proof will be given (tehnial details will be postponed to the Appendix). Setion 3 is
devoted to appliations. We will rst explain how Theorem 2.4, together with numerial
2
ombinatorial results on square lattie animals
1
, an be used to obtain an expliit formula
for the size threshold s(n, p, ε). An example of denoising for a binary image will be given.
Then we shall extend the method to grey level images through threshold deomposition:
the binary image orresponding to eah grey level is treated separately, then all denoised
binary images are reombined. Some experiments and a disussion of the obtained results
ome last.
2 Probability of a loal property
Our probabilisti model for random images is the following. Let n be a positive integer.
Consider the pixel set Ξn = {1, . . . , n}2. A binary image of size n is a mapping from Ξn
to {0, 1} (blak/white). Their set is denoted by En. It is endowed with the probability
distribution µn,p dened by: eah pixel is blak with probability p or white with probability
1 − p, and all the pixel olors are independent. A random image of size n and probability
parameter p, denoted by In,p, is a random element of En with probability distribution µn,p.
The pixel set Ξn is embedded in Z
2
and naturally endowed with a graph struture. We
onsider in this paper the ase of 4-onnetivity (2 horizontal and 2 vertial neighbors). For
purely tehnial reasons, it will be onvenient that all pixels have the same neighborhood:
this is why we impose periodi boundary onditions, deiding that (1, j) is a neighbor of
(n, j) and (j, 1) of (j, n). Thus the graph is a 2-dimensional torus. As usual, the graph
distane d is dened as the minimal length of a path between two pixels. We shall denote
by B(x, r) the ball of enter x and radius r with respet to the distane d. It is dened by
B(x, r) = {y ∈ Ξn; d(x, y) 6 r} .
Notie that this ball B(x, r) is diamond-shaped (it is a rhombus) and that for r < n/2, it
ontains 2r2 + 2r + 1 pixels (see Figure 1). For the rest of this setion, the radius r is a
xed integer, and the image size n is larger than 2r + 1.
Figure 1: Example of an image on the ball B(0, r) with r = 3. This small image is also
alled a pattern. The number of blak pixels of this pattern D is b(D) = 2.
1
Square lattie animals or polyominoes are simply dened as onneted lusters of squares in the
plane (for example, the Tetris game uses all lattie animals of size 4).
3
The image properties we are interested in are all loal, in the sense that they an be
desribed inside balls of a xed radius. All balls are translations of eah other. We shall
hoose a ball of radius r, say B(0, r), and x a translation τx, from B(0, r) to B(x, r) for
all x. We all pattern, and denote by D, an image dened on B(0, r), and determined
by its set of blak pixels, denoted by β(D) (see Figure 1 for an example of pattern). Of
ourse, B(0, r) \ β(D) is the set of white pixels. We shall denote by b(D) the ardinality
of β(D) (number of blak pixels in the pattern). We shall deal with rather small levels
of noise, seen as relatively sparse blak pixels on a white bakground. This is of ourse a
mere onvention: swapping blak and white, together with p and 1−p does not hange the
model. Thus, in what follows, we will always assume that p 6 1
2
.
If D is a pattern on B(0, r) and τ is a translation of pixels, we shall denote by τ(D)
the pattern on B(τ(0), r), whose set of blak pixels is τ(β(D)). If τ(0) = x, we denote by
D(x) the property: the restrition of the image to B(x, r) is τ(D). The property we are
atually interested in is
D˜ = (∃x ∈ Ξn , D(x)) .
In other words D˜ means: a opy of pattern D an be found somewhere in the image.
The patterns D are the building bloks of all loal properties. Indeed, there exists only
a nite number of suh patterns (preisely 22r
2+2r+1
): let us denote their set by D. Any
assertion relative to the pixels in B(0, r) will be alled loal: it an be expressed in a
unique way as a disjuntion (logial or, denoted by ∨) of distint patterns.
The following denitions will be used in the ounting of ourrenes of a loal property
in an image.
Denition 2.1 Let ψ be a loal assertion, relative to the pixels in B(0, r).
1. The denition set of ψ, denoted by D(ψ), is the subset of D suh that
ψ =
∨
D∈D(ψ)
D .
2. The blak index b(ψ) of ψ is the integer b(ψ) dened by
b(ψ) = min
D∈D(ψ)
{b(D)} .
3. A meaningful denition set of ψ, denoted by D0(ψ), is a subset of D(ψ) suh that
(a) ∀D ∈ D0(ψ) , b(D) = b(ψ) ,
(b) If τ is a translation, then D,D′ ∈ D0(ψ) and τ(β(D)) = β(D′) imply D = D′ ,
() D ∈ D(ψ) and b(D) = b(ψ) imply ∃τ , ∃D′ ∈ D0(ψ) , s. t. τ(β(D)) = β(D′) .
All meaningful denition sets have the same ardinality, whih will be alled the
meaningful index of ψ, and denoted by e(ψ).
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The blak index b(ψ) is the minimal number of blak pixels, in a pattern that satises ψ.
One an see the meaningful index e(ψ) as the maximal number of patterns with exatly
b(ψ) blak pixels that satisfy ψ, up to possible translations. Both will be used to ount
ourrenes of the loal property based on ψ.
Example. Let us illustrate all these denitions by onsidering a simple example: the
property there exist two onneted blak pixels. On the ball of radius r = 1, the denition
set of this loal assertion ψ is omposed of all those patterns on B(0, 1) whose enter is
blak, and at least one of the 4 neighbors is also blak (15 patterns). The blak index b(ψ)
of ψ equals 2, and its meaningful index is e(ψ) = 2 (a possible meaningful denition set is
made of the two patterns on B(0, 1) suh that the enter and its right horizontal neighbor,
resp. its top vertial neighbor, are the only blak pixels in the ball B(0, 1)).
Denition 2.2 Let ψ be a loal assertion, and ψ(x) its loalization on the ball entered at
x :
ψ(x) =
∨
D∈D(ψ)
D(x) .
We all loal property based on ψ, and denote by ψ˜ the property
ψ˜ = (∃x , ψ(x)) .
Our basi example of a loal property ψ˜ is: there exists a onneted omponent of k blak
pixels. A onneted omponent of size k is always inluded in a ball of radius r > k/2. The
loal assertion ψ is there exists a onneted omponent of size k in B(0, r). The denition
set is the set of all patterns on B(0, r) having at least k onneted blak pixels. The blak
index is the minimal number of blak pixels neessary for ψ to be satised (obviously k in
our example). The meaningful index is the number of onneted omponents of size k, up
to translations (see Setion 3).
For a xed level p with 0 < p < 1, if we let n tend to innity, by the independene of
pixels, it is easy to see that asymptotially any pattern will be present in a random image
with a probability tending to 1 (see [3℄ for more preise results). Therefore the asymptoti
probability for the random image In,p to satisfy ψ˜ is 1, whatever ψ. That asymptoti
probability an be dierent from 1 only if p = p(n) tends to 0 as n tends to innity. Thus
our images will have a relatively small proportion of blak pixels.
A lassial objet of the theory of random graphs (see [1, 19℄ as general referenes),
is the notion of threshold funtion. It desribes the appearane of a given subgraph in a
random graph. The notion of threshold funtion easily adapts to random images. Let A be
an image property. The funtion θ(n) is alled a threshold funtion of A if for p(n) 6 1/2
then
lim
n→∞
p(n)
θ(n)
= 0 =⇒ lim
n→∞
µn,p(n)(A) = 0 ,
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and
lim
n→∞
p(n)
θ(n)
=∞ =⇒ lim
n→∞
µn,p(n)(A) = 1 .
Notie that a threshold funtion is not unique. For instane if θ(n) is a threshold funtion
for A, then so is cθ(n) for any positive onstant c. It is ustomary to ignore this and talk
about the threshold funtion of A. We then have the following lemma.
Lemma 2.3 The threshold funtion of the loal property ψ˜ is n−
2
b(ψ)
.
Proof: We shall just give here the main steps, sine the detailed proof will appear in [3℄.
Let D be a pattern and let Xn denote the number of opies of D in the image. Then
µn,p(n)(D˜) = µn,p(n)(Xn > 0) 6 E(Xn) = n
2p(n)b(D)(1− p(n))2r2+2r+1−b(D) 6 n2p(n)b(D).
On the other hand, let Yn denote the number of opies of D ourring in balls B(x, r)
where both oordinates of x are multiples of 2r + 1 (whih implies that two suh balls
annot meet). The number of suh balls is n2r where nr = ⌊ n2r+1⌋. Then
µn,p(n)(Xn > 0) > µn,p(n)(Yn > 0) = 1− µn,p(n)(Yn = 0)
= 1−
(
1− p(n)b(D)(1− p(n))2r2+2r+1−b(D)
)n2r
> 1− exp(−nr2p(n)b(D)(1− p(n))2r2+2r+1−b(D))
Using these inequalities and the denition of a threshold funtion, we onlude that θ(n) =
n−2/b(D) is the threshold funtion of the property D˜ . To onlude, one has to hek that
the threshold funtion of a disjuntion of patterns is the smallest threshold funtion of
these patterns. 
Lemma 2.3 means that the appearane of a loal property mainly depends on its blak
index: if p(n) is small ompared to n−
2
b
, then the probability of any loal property that
needs b blak pixels to be satised is small. If p(n) is large ompared to n−
2
b
, then the
probability is large. The partiular ase b(ψ) = 0 orresponds to the appearane of a white
ball. If there exists α, with 0 6 α < 1, suh that for all n, we have p(n) 6 α, then the
probability for a white ball of being present in the random image always tends to 1 as n
tends to innity: there is no threshold funtion. From now on, we will always assume that
the blak index of ψ is positive.
Lemma 2.3 suggests that the orret saling for p(n) when one studies a loal property
ψ˜ is p(n) = c n
− 2
b(ψ)
. Our main result shows that with this saling, the probability of ψ˜ in
a random image onverges to a non trivial limit.
Theorem 2.4 Let ψ be an assertion on B(0, r), with blak index b(ψ) and meaningful
index e(ψ). Let p(n) = cn−
2
b(ψ)
, where c is a positive onstant. Then
lim
n→∞
µn,p(n)(ψ˜) = 1− exp(−e(ψ)cb(ψ)) . (1)
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The reason why suh a result is alled a Poisson approximation beomes lear if one
onsiders the property there exists a blak pixel. Let Xn be the total number of blak
pixels. Sine all pixels are independent, the random variable Xn follows the binomial
distribution with parameters n2 and p(n). In partiular the probability that there exists a
blak pixel is
P[Xn > 0] = 1− (1− p(n))n2 .
Here the blak index is 1 and the threshold funtion is n−2. Take p(n) = cn−2. Then the
binomial distribution of Xn onverges to the Poisson distribution with parameter c, and
the probability that there exists a blak pixel (Xn > 0) tends to 1− exp(−c).
The situation is not so simple as soon as the blak index is larger than 1. Consider for
instane again the loal property ψ˜: there exist two onneted blak pixels. We already
saw that on the ball of radius r = 1, the denition set is omposed of all those patterns on
B(0, 1) whose enter is blak, and at least one of the 4 neighbors is also blak (15 patterns).
Consider the number of ourrenes of any of those patterns, somewhere in the random
image. It is a sum of Bernoulli random variables. However they are not independent:
patterns on balls entered at two adjaent pixels have one pixel in ommon. The same an
be said of any loal property ψ˜: the number of ourrenes of ψ(x) an be viewed as a sum
of (dependent) Bernoulli random variables. The sum of a large number of Bernoulli r.v.'s
onverges in distribution to a Poisson distribution, provided the dependenies between the
variables are not too large. In the theory of random graphs, similar results are frequent
(see e.g. [19℄ Leture 1 p.296, Leture 2 p.303 or Leture 5 p.314).
Proof of Theorem 2.4: There are several ways to prove a Poisson approximation result. We
hose the famous moment method based on the following result ([1℄, Chapter 1 p.25).
Lemma 2.5 Let (Xn)n∈N∗ be a sequene of integer valued, nonnegative random variables
and λ be a stritly positive real. For all n, l ∈ N∗ dene the quantity
El(Xn) =
∑
k>l
P(Xn = k)
k!
(k − l)! .
If, for all l ∈ N∗, limn→∞El(Xn) = λl then (Xn) onverges in distribution to the Poisson
distribution with parameter λ.
In our ase, Xn ounts the number of ourrenes in the random image of some patterns,
to be preised later. The moment El(Xn) is the expeted number of ordered l-tuples of
ourrenes of those patterns.
Firstly, one should observe that patterns in the denition set of ψ annot be all treated
equally: sine p(n) = cn−
2
b(ψ)
, by Lemma 2.3 any pattern with more than b(ψ) blak pixels
has a vanishing probability of being observed. Hene we an redue the set of patterns to
those having exatly b(ψ) blak pixels. In the example of two onneted pixels with r = 1,
D(ψ) has 15 dierent patterns, but only 4 of them have exatly 2 blak pixels.
Now, one has to take are of multiple ounts. Among the 4 patterns on B(0, 1) that have
2 blak pixels, 2 patterns have two horizontal blak neighbors, and the 2 other patterns have
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two vertial blak neighbors. Assume the image has only one ourrene of two horizontal
blak neighbors. If we examine all possible pixels x, we will nd two adjaent enters for
whih ψ(x) is satised. In order to obviate this problem, we need to ount patterns up
to possible translations. We say that two patterns with blak index b(ψ) are equivalent if
their sets of blak pixels are translations of eah other. The number of equivalene lasses
is the meaningful index e(ψ) of Denition 2.1. (In the example of two onneted blak
pixels, there are two equivalene lasses: horizontal or vertial neighbors).
We hoose a meaningful set, i.e. we x a pattern for eah equivalene lass:
D0(ψ) = {D¯1, . . . , D¯e(ψ)} .
The ounting variable Xn to whih Lemma 2.5 will be applied is the total number of
ourrenes of one of the patterns D¯1, . . . , D¯e(ψ), in the random image In,p(n):
Xn =
∑
x∈Ξn
e(ψ)∑
i=1
ID¯i(x)(In,p(n)) ,
where I denotes the indiator funtion of an event. The expetation of Xn is
E(Xn) = n
2 e(ψ) (p(n))b(ψ)(1− p(n))2r2+2r+1−b(ψ) .
As n tends to innity, it tends to e(ψ) cb(ψ), whih is the parameter of the Poisson approx-
imation in formula (1). In order to apply Lemma 2.5 to Xn, one has to hek that the
hypothesis holds.
Lemma 2.6
∀l ∈ N∗ , lim
n→∞
El(Xn) =
(
e(ψ)cb(ψ)
)l
.
The proof of Lemma 2.6 is rather tehnial and will be given in the Appendix.
Now Lemma 2.5 implies that Xn onverges in distribution to the Poisson distribution
with parameter e(ψ)cb(ψ). Therefore µn,p(n)(Xn > 0) tends to 1 − exp(−e(ψ)cb(ψ)). It is
lear that Xn > 0 implies that In,p(n) satises ψ˜. Hene µn,p(n)(Xn > 0) 6 µn,p(n)(ψ˜).
Moreover, the event (ψ˜ \ (Xn > 0)) = (ψ˜ ∩ (Xn = 0)) implies the appearane of a pattern
with at least b(ψ) + 1 blak pixels in a ball of radius r, and by Lemma 2.3, its probability
tends to 0 as n tends to innity. Therefore,
lim
n→∞
µn,p(n)(Xn > 0) = lim
n→∞
µn,p(n)(ψ˜) = 1− exp(−e(ψ)cb(ψ)) .
It should be notied that the asymptotis of Xn does not depend on the hoie of the mean-
ingful denition set {D¯1, . . . , D¯e(ψ)}. It does not depend either on the radius r of the ball.
Consider for instane the property ψ˜ the image ontains two horizontally onneted blak
pixels. Its denition set for the ball B(0, r) has r222r
2+2r
elements. Among these, only
2r2 have exatly 2 blak pixels, and there is only one equivalene lass up to translations,
whatever r. Therefore r is a phantom parameter, as should be expeted. It serves only to
ensure that properties remain loal. 
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3 Appliation to image denoising
In the previous setion, we omputed the asymptoti probability of appearane of any loal
property in a random binary image. This provides the basis of a statistial test to deide
whether an observed pattern in an image may be due to noise or not, and this test an be
applied for image denoising. In this setion, all the onsidered images will be orrupted
by the same kind of noise, namely impulse noise. This type of noise models for example
the fat that some (unknown) part of the data is lost. We will assume that the probability
parameter of the noise is known. We will rst start with the denoising of binary images,
and then extend it to grey level images using their threshold deomposition.
3.1 Binary images
Let I0 be the original (non degraded) binary image of size n × n. This original image
I0 is then orrupted by impulse noise, whih has a probability parameter p in the white
omponents and a probability parameter q in the blak ones (see Figure 3 for an example).
We shall see in the next setion why it is important to allow blak and white pixels to be
destroyed with a dierent probability. Thus the noisy image I is given by
∀x, I(x) = I0(x) · (1− ζp(x)) + (1− I0(x)) · ζq(x), (2)
where the ζp(x)'s (resp. ζq(x)'s) are independent Bernoulli random variables with param-
eter p (resp. q). In other words, we have the following onditional probabilities
P(I(x) = 0 | I0(x) = 1) = p and P(I(x) = 1 | I0(x) = 0) = q.
As an be seen in Figure 3, the impulse noise reates small blak and white onneted
omponents. These small omponents will be removed using a statistial deision based on
their size (size, in this paper, always means area). We are rst interested in the blak
onneted omponents (with respet to 4-onnetivity). The results of the previous setion
give us the threshold funtion and also the probability of appearane of suh omponents.
More preisely, the threshold funtion for a given (xed) blak omponent of size k is
θ(n) = n−2/k and its asymptoti appearane probability in a n × n image of noise with
probability parameter p(n) = cθ(n), as n goes to innity, is equal to
1− e−ck .
Now, if we are interested in the appearane of a omponent of size k (i.e. any of them,
not only a given one), Theorem 2.4 laims that the asymptoti (for large n) probability of
appearane is
1− e−akck ,
where ak is the number of 4-onneted omponents one an make with exatly k pixels (up
to translations). Writing ck = n2pk, we thus have an approximation for the probability
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of appearane of a omponent of size k in the n × n image, with a proportion p of blak
pixels. We denote by PA(n, k, p) this approximation :
PA(n, k, p) = 1− e−n2akpk .
The 4-onneted omponents are known in the ombinatoris literature as square lattie
animals or polyominoes. Counting these objets is a diult ombinatorial problem
and there is no general expression for ak. However, some asymptoti results are known: a
onatenation argument [10℄ shows that there exists a onstant a, alled growth onstant,
suh that:
lim
k→∞
(ak)
1
k = sup
k>1
(ak)
1
k = a .
The exat value of a is unknown. Numerial estimates give a ≃ 4.06 and the best published
rigorous bounds for it are 3.9 < a < 4.65 (see [2, 9, 11℄). But thanks to some numerial
studies
2
, the values of the sequene (ak)k>1 are known up to k = 47, whih will be enough
in pratie for denoising appliations. The rst terms are: a1 = 1, a2 = 2, a3 = 6,
a4 = 19, et. Furthermore, numerial omputations show that for p 6 pmax ≃ 0.2, one has
ak+1p 6 ak for k ∈ [1, 47], whih ensures that PA(n, k + 1, p) 6 PA(n, k, p). This means
that the probability of appearane of an animal is a dereasing funtion of its size. This
is rather reasonable: for xed values of p and n, it would not make muh sense to keep a
onneted omponent of size k and to remove one of size k′ > k.
Let us x a (small) positive real ε whih will be our risk probability, in the sense of
statistial testing. If the size k of a onneted omponent observed in a noisy image I is
suh that PA(n, k, p) 6 ε, then we will onsider that it omes from the original image I0,
and keep it. If PA(n, k, p) > ε, it will be regarded as noise and removed. Thus the size
threshold for the omponents we keep is dened by:
s(n, p, ε) = inf{k ; PA(n, k, p) = 1− e−n2akpk 6 ε}. (3)
A omponent with size k > s(n, p, ε) has a very low probability (less than ε) of appearing
in a pure noise image. In Figure 2.b, we plot the size threshold s(n, p, ε) as a funtion of
the noise probability parameter p, for a xed value of n = 256 and three dierent values
of ε: 10−1, 10−2 and 10−3.
The algorithm for the binary image denoising an be deomposed in four steps:
1. Extrat all the 4-onneted blak omponents of the noisy image I.
2. Remove the ones whih have a size less than s(n, p, ε) (i.e. hange their pixels into
white). Obtain a new binary image.
3. Extrat all the white 4-onneted omponents of this new image.
2
for up-to-date information on the topi, see the web-site of the On-line Enylopedia of Integer
Sequenes, http://www.researh.att.om/∼njas/sequenes/ and referenes therein.
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Figure 2: The size threshold s(n, p, ε) as a funtion of the noise probability parameter p ∈ [0, 0.18],
for n = 256 and ε = 10−1, 10−2 and 10−3.
4. Remove the ones whih have a size less than s(n, q, ε) (i.e. hange their pixels into
blak), to obtain the nal denoised image denoted by I˜ = TI.
To summarize, this denoising lter T an be written as:
T = T+s(n,q,ε) ◦ T−s(n,p,ε) ,
where T+s (resp. T
−
s ) is the morphologial area opening (resp. losing) of size s dened by
L. Vinent in [20℄. See Figure 3 for an example of the obtained result and for a omparison
with the results obtained with a more standard binary lter (namely the median lter).
Before explaining how this method will be extended to grey level images, let us make
a few general omments.
• The method is valid when p is not too large, sine we need akpk to be small. In
pratie, we are limited to p 6 pmax ≃ 0.2.
• The dependene on ε is low sine it is in fat a log(ε)-dependene. Indeed, 1−e−n2akpk
is approximately equal to n2akp
k
when the value of this expression is small. If we
replae ak by a
k
, the threshold for the minimal size of the omponents we keep is
approximately given by
s(n, p, ε) ≃ log ε− 2 logn
log a+ log p
.
• The boundaries of the remaining omponents are not smoothed. This omes from the
fat that when some noise is at the boundary of a omponent, it beomes part of it.
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In order to remove it, one would need other a priori knowledge of the original image
(suh as smooth or straight boundaries as in the ase of Figure 3). It is atually a
general problem of image denoising: one has to dene some a priori model for the
image. Here the underlying model is that the original binary image is made of large
(as ompared to the noise) blak and white onneted omponents.
• The two lters T−s and T+s do not ommute (see Figure 3). This was already noted
by Vinent in [20℄. One solution he proposed is to use them in alternating sequential
lters [17, 18℄ with inreasing sizes of area. This may not be a real issue, sine he
also notied that T−s ◦T+s and T+s ◦T−s are visually extremely lose (this will be even
more true for grey level images). Another solution, proposed by Masnou and Morel
in [12℄, and then formalized by Monasse [13℄, is to proess simultaneously upper and
lower level sets. This grain lter denoted Gt (where t is the area threshold) is done
by a pruning of the tree of all level sets, built thanks to the inlusion priniple (this
algorithm whih is very fast is alled the Fast Level Set Transform [14℄).
The fat that the foreground and the bakground of a binary image are treated
in a omplementary way is a general problem in Mathematial Morphology. Many
operators are not self-dual, and they often our pairwise: like dilation/erosion and
opening/losing for example. It is worth mentioning that in [7℄, H. Heijmans desribes
a general method to onstrut morphologial operators whih are self-dual.
• It is generally onsidered that, for onsisteny reasons, using the 4-onnetivity on
the blak (or white) pixels should be followed by using the 8-onnetivity for the
omplementary set. From a theoretial point of view, the method we proposed an
be extended to 8-onnetivity in a straightforward way. In order to apply the method,
one would have to ount the number of 8-onneted omponents of size k, whih are
not available in the literature, whereas the (ak)'s are known up to k = 47. Conse-
quently, for our appliation to image denoising, we deided to treat the foreground
and the bakground in the same way, with 4-onnetivity.
• If the original image I0 is all white (I0 ≡ 0), and if it is orrupted by some noise with
probability parameter p as desribed by equation (2), we obtain an image I whih is
pure noise. The probability that it ontains a onneted omponent with size larger
than s(n, p, ε) is (by denition of s(n, p, ε) and thanks to theorem 2.4) less than ε.
Thus,
P(T−s(n,p,ε)I = I0) > 1− ε ,
whih means that, with probability larger than 1 − ε, pure noise is ompletely re-
moved.
Thus ε represents the signiane level of our statistial method for denoising: the
probability of not removing a omponent oming from the noise is less than ε. In
pratie, we generally take ε = 10−3 or 10−2 (the results are visually the same). This
parameter ε is ompletely independent of the image (whih is not the ase of the size
n of the image, or the probability parameter p of the impulse noise): ε has to be
xed by the user in the same way as the risk level in statistial hypothesis testing.
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• For reasons of simpliity, the denoising lter T was desribed in the framework of
an image of size n × n. The method extends straightforwardly to an image of size
m×n, where m 6= n, by simply hanging the size threshold s(n, p, ε) into s˜(m,n, p, ε)
dened by
s˜(m,n, p, ε) = inf{k ; PA(√nm, k, p) = 1− e−mnakpk 6 ε}.
3.2 Grey level images
Let u be a grey level image, of size n×n and grey level values in the range [0, 255]. Assume
that this image is orrupted by impulse noise with probability parameter p. This means
that the observed noisy image v may be written in the form:
∀x, v(x) = (1− ζp(x)) · u(x) + ζp(x) · ν(x), (4)
where the ζp(x)'s are independent Bernoulli random variables with parameter p and the
ν(x)'s are i.i.d.r.v.'s, uniformly distributed on [0, 255].
For eah level λ ∈ [0, 255], we an onsider the thresholded images uλ = Iu>λ and
vλ = Iv>λ. The grey level images may then simply be reovered by u =
∑
λ uλ and
v =
∑
λ vλ. The binary noisy image vλ is a orrupted version of the binary image uλ; they
are related by
P(vλ(x) = 0 | uλ(x) = 1) = p× λ
256
and P(vλ(x) = 1 | uλ(x) = 0) = p× (1− λ
256
).
We are thus bak in the framework desribed for binary images with parameters pλ =
pλ/256 and qλ = p(1 − λ/256). The image vλ an be denoised following the method
desribed in the previous subsetion. Finally, we reonstrut a grey level image by simply
adding the binary ones: v˜ =
∑
λ v˜λ. This an be summarized by the formula
v˜ = Tv =
255∑
λ=0
T+s(n,qλ,ε) ◦ T−s(n,pλ,ε)(vλ), where pλ = p
λ
256
and qλ = p
(
1− λ
256
)
. (5)
Figures 4 and 5 give two examples of results obtained by this ltering.
One natural question that an be asked is whether the lter T dened by formula
(5) is a morphologial lter (see [16℄ and [18℄ and referenes therein for the denition
and properties of morphologial lters). Unfortunately, the answer is negative. For two
grey levels λ > λ′, one has vλ 6 vλ′ , and for a xed area threshold t one would have
T−t (vλ) 6 T
−
t (vλ′) (beause area openings and losings are morphologial operators). Now,
the two thresholds s(n, pλ, ε) and s(n, pλ′ , ε) an be dierent, i.e. s(n, pλ, ε) > s(n, pλ′ , ε)
and thus it is not neessarily true that T−s(n,pλ,ε)(vλ) 6 T
−
s(n,pλ′ ,ε)
(vλ′). This happens when
vλ and vλ′ both ontain the same small blak onneted omponent of size k suh that
s(n, pλ, ε) > k > s(n, pλ′, ε). However, in the experimental results, we notied that this
rarely happens: for most values of λ, one has v˜λ 6 v˜λ−1.
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In order to illustrate the interest of adapting the area threshold to eah grey level, we
treated the same image using our method, then using a xed area threshold (for this we
used the algorithm developed by Monasse in [13℄). The results are those of Figures 5 and
6. Figure 6 shows the result of the usual grain lter, denoted by Gt, for two dierent
values of the area threshold: t = 10 and t = 20. One an notie that the parameter value
t = 10 seems too low sine there is still some remaining noise (for example on the oat
of the ameraman). On the other hand the value t = 20 seems too large, sine some of
the original strutures have disappeared (for instane the white parabola at the top of the
building) and still too low (there is some remaining noise on the oat). These results have to
be ompared with the one of Figure 5-. This last gure shows that thanks to the adapted
area threshold s(n, pλ, ε) a small white omponent an be kept and at the same time, a
larger grey omponent removed. These results also illustrate what we have proposed in
this paper, namely an adapted and automati way to hoose the right parameter for the
area openings and losings.
3.3 Extension to other noise models
In the previous subsetion, we have explained how the theoretial results of Setion 2
an be used to denoise an image degraded by impulse noise. Now, even if the proposed
denoising proedure orresponds to an impulse noise model, it is interesting to see how
it works in the presene of white noise. An example of the obtained results is shown on
Figure 7: we used again the ameraman image, whih is here degraded by white noise with
standard deviation σ = 15. It is then denoised using the lter dened by Equation (5) with
parameter value p = 0.2 and ε = 10−2 (on the middle image) and p = 0.1 and ε = 10−2
(on the right image). The main question is here: how to hoose the value of the parameter
p used in the lter, in relation to the standard deviation σ of the white noise ?
In the ase of impulse noise, we were able to relate the size threshold s of the area
openings and losings to the impulse noise probability parameter p and to the grey level
λ. The main result was then: if we take u = 0 in Equation (4), then the degraded image
v is pure impulse noise, and after ltering (Equation (5)), we have, by denition of the
threshold s(n, p, ε), that Tv = u with probability larger than 1− ε.
Now, if we want to obtain in the same way a denoising lter for white noise, we have
rst to be able to relate the size threshold s used for the area openings and losings to the
standard deviation σ of the white noise and to the grey level λ of the thresholded image. In
order to do this, let us onsider a pure white noise image w: all the w(x)'s are independent
identially distributed random variables with distribution N (0, σ2) (gaussian with mean 0
and variane σ2). For λ ∈ R, let us onsider the thresholded image wλ = Iw>λ. We then
have
P(wλ(x) = 1) =
∫ +∞
λ
1
σ
√
2pi
e−x
2/2σ2 dx.
This last term, denoted by p˜λ,σ should be the analogue of the probability parameter pλ
dened in the ase of impulse noise (Equation (5) in the previous subsetion). Now the
main dierene here is that p˜λ,σ is not neessarily small (it goes to 1 as λ goes to −∞),
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and the thresholded image wλ may ontain arbitrarily large onneted omponents. Thus
a lter like the area opening or losing will never be able to remove all the noise. The
problem here is that the type of lter we have onsidered is not adapted to white noise.
Generally, when using a probabilisti approah for ltering, one needs a model for the
image and one for the noise. Here, we do not need a model for the image, sine we only
use an a ontrario hypothesis. It means that we only need to know that the image is not
noise in the sense that large onneted omponents, whih have a very small probability of
appearing in impulse noise, neessarily belong to the image. This approah does not work
in the ase of white noise sine the size of the onneted omponents of level sets is not
a good way to disriminate white noise from the image (both ontain large omponents).
Nevertheless, if we are able to nd some harateristi geometri features (as the size
of onneted omponents in the ase of impulse noise), the proposed approah ould be
extended to white noise or to other models of noise.
4 Conlusion
We have introdued a mathematial model for random images, in whih we were able to
ompute the probability of appearane of any loal pattern (Theorem 2.4). This was then
used to give an expliit formula for the size threshold s(n, p, ε), suh that the probability
of appearane of a omponent of size k > s(n, p, ε) in a n × n image of pure noise with
probability parameter p is less than ε. Using this value of s(n, p, ε) for the area openings
and losings dened by Vinent will ensure that, with probability larger than 1 − ε, pure
noise is ompletely removed. This denoising proess was then extended to grey level images
using their threshold deomposition. There, the proposed area threshold depends on both
the probability parameter p of the impulse noise and the grey level λ of the level set.
Now, some questions remain, that have not been addressed in this paper: if the probability
parameter p of the impulse noise is unknown, what is the best way to estimate it ? For a
binary pure noise image, the best estimate of p is simply the ratio of the number of blak
pixels to the area of the image. Then, by analogy, a rst answer for binary images (like
the hessboard for example) is to ompute the relative number of blak pixels outside a
dilation of the large blak omponents. Thus, for a grey level image, it is possible to
use the threshold deomposition to obtain initial estimates of pλ = p× λ/256 and then to
estimate p using, for example, a linear regression. Now, it is not lear that this estimate
will be a good one sine natural grey level images often ontain textures reating small
omponents whih over-estimate p. In order to obtain a reliable estimate of p, it would
be neessary to use also some information extrated from the statistial moments (like the
ovariane, three-point probability, et. . . ) measured on the image.
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A Appendix
Proof of Lemma 2.6:
Fix l ∈ N∗. Reall that Xn ounts the number of ourrenes of the meaningful patterns
D¯1, . . . , D¯e(ψ) in the random image In,p(n) where p(n) = cn−
2
b(ψ)
. We are interested in:
El(Xn) =
∑
k>l
P(Xn = k)
k!
(k − l)! .
We need to prove that El(Xn) tends to (e(ψ)c
b(ψ))l as n tends to innity.
One an see El(Xn) as the average number of ordered l-tuples of opies of the patterns
D¯1, . . . , D¯e(ψ) in In,p(n). Thus, we an write:
El(Xn) = E

 ∑
x1,...,xl
xi 6=xj
∑
16j1,...,jl6e(ψ)
ID¯j1(x1)∧...∧D¯jl (xl)
(In,p(n))


=
l∑
s=1
∑
(x1,...,xl)
∈C(s)
∑
16j1,...,jl
6e(ψ)
µn,p(n)(D¯j1(x1) ∧ . . . ∧ D¯jl(xl)) ,
where, for s = 1, . . . , l, C(s) represents the set of l−tuples (x1, . . . , xl) of pixels in Ξn
suh that the set {B(x1, r), . . . , B(xl, r)} is omposed of s equivalene lasses for the
4−onnetivity relation.
The term orresponding to s = l in the last sum will be denoted by E
′
l (Xn) and the rest
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by E
′′
l (Xn). The quantity E
′
l(Xn) an be seen as the average number of ordered l-tuples
of opies of D¯1, . . . , D¯e(ψ), on non-overlapping balls. We will rst show that:
lim
n→∞
E
′
l (Xn) = (e(ψ)c
b(ψ))l . (6)
Then we will prove that E
′′
l (Xn) tends to 0 as n tends to innity.
We want to hoose l pixels x1, . . . , xl suh that the balls of radius r entered on those
pixels are two by two disjoint. For the rst pixel x1, there are n
2
possibilities. Let 2 6 j 6 l
and suppose pixels x1, . . . , xj−1 have been hosen. For the j-th hoie, the set of all pixels
x suh that d(x, xk) 6 2r for some 1 6 k 6 j − 1, must be avoided. The ardinality of
this set is bounded by (j − 1)× (8r2 +4r+1) whatever x1, . . . , xj−1. This bound does not
depend on n. So, asymptotially the number of hoies for the j−th element is n2, and
onsequently the ardinality of C(l) is equivalent to n2l. On the other hand, if two balls
B(x, r) and B(x′, r) are disjoint, then for all 1 6 j, j′ 6 e(ψ), the random variables ID¯j(x)
and ID¯j′(x
′) are independent. Therefore, we obtain the rst limit (relation (6)):
E
′
l(Xn) ∼ n2l(e(ψ)p(n)b(ψ)(1− p(n))2r
2+2r+1−b(ψ))l ∼ (e(ψ)cb(ψ))l .
The fator e(ψ)l omes from the hoie of the e(ψ) patterns D¯1, . . . , D¯e(ψ) for the l hosen
balls.
There remains to prove that E
′′
l (Xn) tends to 0 as n tends to innity. The intuition
is that if two patterns our in overlapping balls, then loally more than b(ψ) blak pixels
are present in a ball of radius 2r. This has vanishing probability, by Lemma 2.3.
Let 1 6 s 6 l − 1 and (x1, . . . , xl) be an element of C(s). Let C1, . . . , Cs represent the
onneted omponents of the set ∪lk=1B(xk, r). Then by independene between them (they
onern disjoint pixel sets):
µn,p(n)(D¯j1(x1) ∧ . . . ∧ D¯jl(xl)) =
s∏
m=1
µn,p(n)(
∧
k;B(xk,r)∈Cm
D¯jk(xk)) .
As a onsequene of s 6 l − 1, there exists at least one onneted omponent, say C1,
having at least two elements. Sine the blak pixel sets of two dierent patterns of D0(ψ)
annot be translated of eah other, there must be at least b(ψ)+1 blak pixels in C1. Thus
we have
µn,p(n)(
∧
k;B(xk,r)∈C1
D¯jk(xk)) 6 p(n)
b(ψ)+1 .
For the other onneted omponents, we simply bound
µn,p(n)(
∧
k;B(xk,r)∈Cm
D¯jk(xk)) 6 µn,p(n)(D¯jkm (xkm)) 6 p(n)
b(ψ) ,
for any index km suh that B(xkm , r) ∈ Cm. Therefore, we obtain the following result:
µn,p(n)(D¯i1(x1) ∧ . . . ∧ D¯il(xl)) 6 p(n)sb(ψ)+1.
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Finally, the set C(s) only has O(n2s) elements and the number of ways to hoose l elements
among D¯1, . . . , D¯e(ψ) does not depend on n. Consequently, the desired result follows:
E
′′
l (Xn) 6
l−1∑
s=1
O(n2s × n− 2(sb(ψ)+1)b(ψ) ) =
l−1∑
s=1
O(n−
2
b(ψ) ) = o(1) .
✷
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Figure 3: First row: on the left, the original binary image I0 of size 256× 256; on the right, the
orrupted image I. White pixels have been hanged with probability p = 0.1 and blak ones with
probability q = 0.2. Seond row: on the left, the result of the denoising algorithm with ε = 10−2
when removing rst blak omponents and then white ones (i.e. applying T+s(n,q,ε) ◦ T−s(n,p,ε));
on the right, denoising by rst removing white omponents and then blak ones (i.e. applying
T−
s(n,p,ε)
◦ T+
s(n,q,ε)
). The two images are not the same, illustrating the fat that the two operators
T−s and T
+
s do not ommute. However in both ases, small blak and white omponents due to
noise have been removed. Only the boundaries of the remaining ones are dierent. Third row:
results obtained when applying median ltering with a disk of radius r = 2 (on the left) and a
disk of radius r = 5 (on the right). The value of the parameter r = 2 seems too small sine some
noise is still present in the blak omponents. Now, for the value r = 5, one an notie that the
blak orners have been eroded. The reason for this is that, in the noisy image, the probability
parameters p and q (used to orrupt respetively the white and blak pixels) were suh that q > p.
20
Figure 4: Left: image v obtained with impulse noise with probability parameter p = 0.15 on the
Lena image. Middle: thresholded image vλ for the grey level λ = 150. Right: denoised image v˜
obtained by the noise-adapted grain lter T with ε = 10−3.
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Figure 5: From left to right, top to bottom: (a) the original ameraman image u (size 256×256);
(b) degraded image v, with impulse noise probability parameter p = 0.2; () ltered image v˜,
obtained with ε = 10−3; (d) image of the dierene u− v˜. It shows that most of the noise has been
removed, exept at the boundaries of the objets and also in the grass texture.
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Figure 6: Result of the ltering of the noisy image v with the usual grain lter Gt with area
threshold t = 10 on the left and t = 20 on the right.
Figure 7: From left to right: (a) the ameraman image degraded by white noise with standard
deviation σ = 15; (b) denoising of the previous image by the lter dened by Equation (5) with
parameter values p = 0.2 and ε = 10−2; () denoising by the same lter with parameter values
p = 0.1 and ε = 10−2.
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