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An Algebraic Circle Method
Thibaut PUGIN
In this thesis we present an adaptation of the Hardy-Littlewood Circle Method to give
estimates for the number of curves in a variety over a finite field. The key step in the
classical Circle Method is to prove that some cancellation occurs in some exponential
sums. Using a theorem of Katz, we reduce this to bounding the dimension of some
singular loci. The method is fully carried out to estimate the number of rational curves
in a Fermat hypersurface of low degree and some suggestions are given as to how to
handle other cases. We draw geometrical consequences from the main estimates, for
instance the irreducibility of the space of rational curves on a Fermat hypersurface in a
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Notations
We collect various notations used throughout the text.
If x is a real number, dxe denotes the smallest integer that is at least x, and bxc denotes the
biggest integer that is at most x.
The function e denotes the complex exponential e(z) = exp(iτz), where τ = 2pi (see [9]).
We use Landau’s “big O” and “little o” notation, that is, if f and g are two functions of the (say
real) variable r, then we write f = O(g) (resp. f = o(g)) as r →∞ if the quotient f(r)/g(r)
is bounded (resp. has limit 0) as r →∞.
The symbol ∨ denotes the dual of a vector space.
The symbols Fq and k denote a finite field of size q.
If a projective or affine space is denoted without index, then it is understood that it is over the
finite field k, e.g. Pn = Pnk .
We write Pr = H0(P1,O(r)), where O(r) denotes the Serre twisted sheaf.
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1Introduction
There are two aspects to this thesis. The first is to present a method to estimate the
number of points of some mapping spaces which is inspired by the Hardy-Littlewood
Circle Method. The second is to try and prove the irreducibility of the moduli space of
rational curves on a variety. These two aspects are intertwined throughout these notes.
We now describe the contents of each chapter.
In Chapter 1, we recall briefly the standard Circle Method in the context of Waring’s
problem. The key step in the method is to prove that some cancellation occurs in some
exponential sums (the minor arcs). There are typically two ways that such cancella-
tion is proven. The first is to use tools from analytic number theory. These may be
mere tricks, equidistribution results or just heavy integral mongering. The second is to
use `-adic cohomology to express these sums as the trace of Frobenii and then use the
works of Weil and Deligne to estimate the size of the eigenvalues of those Frobenii.
We collect one theorem of Katz which bounds “singular” exponential sums in terms
of the dimension of some singular locus. Later on, we use this theorem essentially
as a black box so that nonspecialists can still favorably use the method for their own
purposes. Finally, we introduce some mapping spaces of interest. One such type of
mapping space describes the rational curves on a variety, which encompass the ratio-
2nal connectedness of that variety. One big motivation to study the results presented in
this thesis was to be able to prove that the space of rational curves in, say, a specific
hypersurface is irreducible. There are many theorems stating the irreducibility of such
mapping spaces, but they typically only prove a generic statement. We take this op-
portunity to give a brief survey of those results. It was interesting to us to be able to
write down an equation and have a method to try to prove the result directly.
In Chapter 2, we present an algebraic version of the Circle Method that allows us to
estimate the number of points of a mapping space of the type previously introduced.
The method is carried out in the case of rational curves on a smooth hypersurface
and eventually refined for a Fermat hypersurface of low degree. The main result is
theorem 2.4.1 which gives the estimate for the number of rational curves on a smooth
hypersurface conditionally to some dimension bounds for singular loci. The latter
are expected to hold when the hypersurface has low enough degree (compared to the
number of variables) and proved to hold in the Fermat case.
In Chapter 3, we give some ways in which the method can be adapted. We prove
that the estimates hold for cubic hypersurfaces in enough variables (more precisely,
enough so that it admits a linear section that is a Fermat in twelve variables). We prove
a similar result for arbitrary smooth hypersurfaces. We make a few remarks regarding
more general target or source spaces. Then we present a version of the method for
estimating the size of the singular locus of the mapping space. In particular, we prove
that in the cases where the method of chapter 2 applies, the singular locus has high
codimension.
3Finally, in Chapter 4 we list some consequences of the estimates obtained in Chapter
2. We prove the irreducibility of the space of rational curves on some hypersurfaces.
We also explain how the predictions of the method fit in with the geometric picture in
characteristic 0 using rational homotopy models.
4Chapter 1
Preliminaries
1.1 The Circle Method
1.1.1 Analytic Circle Method
We give a brief introduction to the classical Circle Method. The idea originated in
works of Hardy and Ramanujan (in [6]) and the Circle Method appeared in the paper
[5] by Hardy and Littlewood. The modern version of the method is based on a further
modification of Vinogradov and is one of the standard tools in analytic number theory.
For more information on the Circle Method, see [21].
A set B of integers is called an additive basis if every integer is a sum of elements of
B. It is of finite order s if each integer is the sum of at most s elements of B.
Question 1.1.1 (Waring’s problem). Let k be a positive integer and B = Bk the set of
kth powers. Is Bk a basis of finite order? What is the smallest possible order g(k) for
which this holds?
5The first question was answered positively by Hilbert in [10] although his solution
did not address the second question, which the Circle Method was designed to study.
More precisely, it gives estimates for the number r(n, s, k) of representations of n as
a sum of s kth powers. More generally, the method considers the following “additive”
number theory problem.
Question 1.1.2. Given a set B of integers and a positive integer s, what integers can
be written as the sum of s elements of B and in how many ways?
We denote r(n, s, B) the number of representations of n as a sum of s elements of B.








where e(z) = exp(iτz), N is an integer and BN = B ∩ [0, N ]. Then we have the











 0 if n 6= 01 if n = 0
so that for n 6 N we have





6The role of the truncation is simply to guarantee convergence throughout. We now
explain the heuristics of the Circle Method. The quantity gB(z;N) is a sum of bN =
#BN complex numbers of modulus 1, a so-called exponential sum. If the fractional
part of the bz for b ∈ BN are somewhat equidistributed (or symmetrically distributed)
then some cancellation is expected in this sum. Typically, gB(z;N) should be roughly
of size
√
bN and this should happen for most values of z ∈ [0, 1]. The set of such values
is denoted m and called the minor arcs. For the remaining values of z ∈ M = [0, 1]\m ,
the cancellation will not occur and gB(z;N) should be roughly of size bN . These are
called the major arcs. We then have









The main contribution to r(n, s, B) comes from the major arcs and should be com-
putable. The remaining contribution, of the lower arcs, ought to be of smaller order.
This is typically technical and hard to prove and requires knowledge of equidistribu-
tion of the bz. It also involves a lot of computational analytic number theory tricks.
The definition of the major and minor arcs depends on the problem at hand and the
value of N .
Remark 1.1.3. Instead of a generating function using exponentials, one can form a
generating power series. Via the correspondence between Fourier series and complex
functions on the unit circle, r(n, s, B) can be expressed as a Cauchy integral on the
unit circle. Major and minor arcs are then unions of actual arcs on the unit circle,
which explains the terminology. In practice, the major arcs are a finite union of small
arcs around special values on the unit circle and the sum of their length is much smaller
7than that of the minor arcs.
For the case of Waring’s problem, we have




If z is “close” to a reduced fraction of the form
a
b
where the denominator b is “small”
then it is not hard to show that










in an interval centered at
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b





for some function C(n) that is bounded above and below by a positive value. On the










|gk(α;N)|2t dα = O(ns/k−1−ε)
for some ε > 0 and for s big enough. Again, it should be emphasized that this last
step is hard and uses equidistribution results. In our adaptation of the Circle Method,
we use some input to bound the minor arcs. We explain in the next section what those
inputs are.
Let us conclude this section with a few remarks on Waring’s problem.
8• As mentioned before, Hilbert proved that g(k) exists for all k. Thanks to the
Circle Method, the value of g(k) is known for all k and equal to 2k+[(3/2)k]−2
for all but finitely many k which are at least 4 × 108. For instance, one has
g(2) = 4, g(3) = 9, g(4) = 19, g(5) = 37, g(17) = 132 055, etc.
• It turns out that the value of g(k) decreases significantly if we omit finitely many
integers. More precisely, one defines the number G(k) to be the smallest integer
s such that every sufficiently large integer n is a sum of s kth powers. The only
known values of G are G(2) = 4 and G(4) = 16. There are upper bounds for
G(k), mostly obtained via the Circle Method, but they remain rather far from
the conjectured values. For more detail, see the survey article [22]
1.1.2 Exponential Sums
Estimating the minor arcs usually involves proving that some cancellation occurs in
the corresponding exponential sums. An exponential sum is any finite sum of complex
numbers of modulus 1. As mentioned before, the general yoga is that some cancel-
lation will occur if the arguments of the summands are equally or symmetrically dis-
tributed, in an appropriate sense. Then the sum should behave roughly as the square
























suggesting not only that the square-root philosophy is justified, but that it is in a sense
optimal. In the case of exponential sums over a finite field, the arguments take a
discrete set of values on the unit circle and counting averages of such sums gives more
evidence for the square-root principle.
There are very few known cases where exponential sums can be computed exactly.
When it can be, this is done via elementary techniques and yields strong consequences.
Determining the value of some simple Gauss sums, for instance, is equivalent to prov-
ing the Quadratic Reciprocity Theorem. A general method to bound the size of ex-
ponential sums stems from the works of Deligne on the Weil Conjectures. The main
idea is to express an exponential sum as the trace of a Frobenius operator acting on the
cohomology of some algebraic variety. The Weil conjectures then predict the size of
the eigenvalues of Frobenius and provide an upper bound for the sum. This reduces
the estimation of the sums to some cohomological computations on algebraic varieties.
These computations involve perverse sheaves and are usually quite technical, but they
provide geometric justification for the estimates. For more information, see [14]. In
his investigations of the Weil Conjectures [4], Deligne proved the following result.
Theorem 1.1.4. Let k be a finite field of order q, d > 1 an integer prime to q, ψ :
k → C× a nontrivial additive character and f a polynomial in n + 1 variables with
coefficients in k. Write f = f0 + · · ·+fd where fi is homogeneous of degree i. Assume
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that fd defines a nonsingular hypersurface in Pn. Then we have the estimate∣∣∣∣∣ ∑
x∈kn+1
ψ(f(x))
∣∣∣∣∣ 6 (d− 1)n+1q n+12 .
An appropriate generalization was given by Katz [13] and Laumon [17].
Theorem 1.1.5. Let k be a finite field of order q, d > 1 an integer prime to q and
ψ : k → C× a nontrivial additive character. Let X be a projective, nonsingular,
geometrically connected k-scheme of dimension n > 1 together with a projective em-
bedding. Let z ∈ H0(X,O(1)) and h ∈ H0(X,O(d)) and write H and Z their zero
loci in X . Assume that
• Z ∩X is nonsingular of codimension 1 in X , and
• X ∩ Z ∩H is nonsingular of codimension 2 in X .




: V → A1k. Then there exists a constant C depending only on X , its projective





∣∣∣∣∣∣ 6 Cq n2 .





(1 + L)(1 + dL)
∣∣∣∣
where c(X) (resp. L) is the total Chern class of X (resp. O(1)). In [12], Katz further
generalized the result to drop the hypotheses of nonsingularity. The estimates suffer
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surprisingly little.
Theorem 1.1.6. Let k be a finite field of order q, d > 1 an integer prime to q and
ψ : k → C× a nontrivial additive character. Let X be a projective k-scheme together
with a projective embedding. Assume that
(H) X is geometrically irreducible and integral.
Let n = dimX and assume that n > 1. Let z ∈ H0(X,O(1)) and h ∈ H0(X,O(d))
and write H and Z their zero loci in X . Assume that
• X ∩ Z ∩H has codimension 2 in X .




: V → A1k. Then there exists a constant C depending only on X , its projective





∣∣∣∣∣∣ 6 Cq n+2+δ2 . (1.2)
A few remarks are in order.
Remark 1.1.7. Since k is a perfect field, the singular locus of X ∩ Z ∩H is the locus
of points where the local ring is not regular.
Remark 1.1.8. One can replace hypothesis (H) by (H’) : X is Cohen-Macaulay and
equidimensional.
Remark 1.1.9. The constant C is explicit. If we assume that X is definable (scheme-
theoretically) in PN by m homogeneous equations of degrees d1, . . . , dm, then we can
take C to be the Bombieri constant C = (4 sup (d1 + 1, . . . , dm + 1, d) + 5)
N+m.
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Remark 1.1.10. In fact, the “correct” exponent should be
n+ 1 + δ
2
. The exponent in
estimate (1.2) can be lowered by
1
2
in the two following cases:
• Let ε be the dimension of the singular locus of X ∩ Z. Then it is easy to show
ε 6 δ + 1. If it is the case that ε 6 δ, then the estimate holds with the correct
exponent.
• If we replace C with a slightly bigger (explicit) constant and assume that the
characteristic of k is bigger than some ineffective constant, then estimate (1.2)
holds with the correct exponent.
We won’t be needing those cases. We now turn to an unrelated topic, discussing map-
ping spaces and rational connectedness.
1.2 Mapping Spaces
There are many interesting versions of the moduli spaces that parametrize morphisms
from a scheme into another, even in the case of rational curves. We consider the
simplest one, in some sense.
1.2.1 Parametrizing Morphisms
Let k be a field and P1k = Proj(k[u, v]). We write Pr(k) = H0(P1k,O(r)) for the set
of homogeneous polynomials in u, v of degree r. Let X be a closed subscheme of
Pnk defined by homogeneous equations f1, . . . , fm. A rational curve onX is simply a
13
nonconstant morphism ϕ from P1k toX . Such a morphism is given by a collection
ϕ = (ϕ0(u, v), . . . , ϕn(u, v))
of n+1 homogeneous polynomials of the same degree r with no nonconstant common
factor in k[u, v], such that fi(ϕ0, . . . , ϕn) = 0 in Prd(k) for all i = 1, . . . ,m. The
morphism ϕ is said to have degree r. We now explain how these are parametrized by
a quasi-projective scheme.
We first consider the case whereX = Pnk . Let (ϕ0, . . . , ϕn) ∈ Pr(k)n+1. Then these
polynomials have no nonconstant common factor in k[u, v] if and only if they have
no nonconstant common factor in k¯[u, v], where k¯ is an algebraic closure of k. By
Hilbert’s Nullstellensatz, this happens if and only if the ideal (ϕ0, . . . , ϕn) in k¯[u, v]
contains some power of the maximal ideal (u, v). That is, if and only if, for some
integer t, the map
Pr(k¯)
n+1 −→ Pr+t(k¯)




is surjective. But since this map is linear and defined over k, it is not surjective if and
only if all the (n+1)-minors of some universal matrix whose entries are linear integral
combinations of the coefficients of the ϕi vanish. This defines a closed subscheme of
Proj((Symrk2)n+1) which complement is an open subscheme denoted Mr(P1k,Pnk)
which parametrizes rational curves in Pnk .
Now, if X is the closed subscheme of Pnk defined by f1, . . . , fm, then Mr(P1k,X )
is the closed subcheme of Mr(P1k,Pnk) defined by the equations fi(ϕ0, . . . , ϕn) =
14
0, i = 1, . . . ,m. The moduli space of all rational curves on X is M (P1k,X ) =∐
r
Mr(P1k,X ). Note that this space comes equipped with a natural evaluation map
P1k ×M (P1,X ) −→ X
((u, v), ϕ) 7−→ ϕ(u, v).
1.2.2 Rational Curves and Irreducibility
The study of rational curves in algebraic geometry is the pendant to the study of
connectedness in topology. For instance, an algebraic variety is rationally connected
if for any pair of points on it, there is a rational curve containing them. To take the
analogy a little further, one can ask what it would mean for an algebraic variety to
be simply connected. One way to formulate simple connectedness in topology is by
requiring that the space of paths is itself connected. One can thus define an algebraic
variety to be simply connected if the space of rational curves on it is itself rationally
connected. To make this statement precise, one needs to decide which parameter space
to work with and verify that it is an algebraic variety in its own right. Once that is
done (for instance, consider the space introduced in the previous section, but there are
many other versions) one can ask all sorts of fundamental questions: under appropriate
assumption on the schemeX , can we compute the dimension of the space of rational
curves on X ? is this space irreducible? nonsingular? While there are many other
questions that one can ask, we will focus on these three.
The simplest type of varieties in algebraic geometry is that of homogeneous spaces,
for which the space of rational curves is generally understood and well behaved (see
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[15]). Another interesting class of varieties are smooth projective hypersurfaces. Even
in this case, there is much to be done to achieve a full understanding of the moduli
space. However, we know enough not to expect too much regularity in general. A gen-
eral philosophy is thatM (P1,X ) is well behaved whenX is a smooth hypersurface
in Pn of degree d small compared to n. It is conjectured (see [2] and [20]) that d < n is
enough to guarantee that each irreducible component ofM (P1,X ) is of the expected
dimension, but it is not known in general.
Due to the techniques of algebraic geometry (and in particular, to the generic smooth-
ness theorem) many of the results that answers questions about the space of ratio-
nal curves on a hypersurface (smooth, projective and of low degree, say) have some
“genericity” assumption (see for instance [7, 8]). That is, the result is known to hold
only in a noneffective Zariski open set of the mapping space. So while we may know
for instance that for almost all hypersurfaces of degree 4 in P6, the space of rational
curves is irreducible of the expected dimension, these theorems do not allow us to write
a single equation down. The method that we develop in chapter 2 allows the study of a
particular hypersurface and thus provides new categories of examples. The geometric




This chapter is the core of this report. We present a method that allows to find an
estimate for the number of points of a mapping space. We present the method through
an example. Our goal is to count the number of rational curves on a smooth projective
hypersurfaceX of low degree, that is, to estimate #Mr(P1Fq ,X )(Fq), using the nota-
tion of 1.2.1. As explained in 1.1.1, the Circle Method was devised to study “additive”
problems in number theory. Naturally, its adaptation is suitable for equations of “ad-
ditive” type. This is not quite a precise notion. For now, let us agree that the Fermat
hypersurface of degree d, defined by f(x0, . . . , xn) =
n∑
i=0
xdi , is certainly additive.
Later on (see 3.1.2), we will give a modification of the method that suggests what we
need from our equations.
The main result is theorem 2.4.1, which gives estimates for #Mr(P1Fq ,X )(Fq) pro-
vided that some singular locus has high enough codimension. We then prove that this
holds for the Fermat hypersurface, and in the next chapter we investigate other cases.
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2.1 Setup
Notation 2.1.1. Let k be a field with q elements. If j is an integer, we write Pj for
Pjk, Aj for A
j
k and Pj for Pj(k). Let f be a homogeneous form of degree d in n + 1
variables. LetX ⊆ Pn (resp. X ⊆ An+1) be the projective (resp. affine) hypersurface
defined by f . Let Mr = Mr(P1,X ) be the space of degree r rational curves on X .
We are interested in the number of points ofMr.
We denote u, v the coordinates on P1 and Pr = Pr(k). A naive affine version of (the
cone over)Mr, suitable for our enumerating purposes, is the space
Mr = {(x0, . . . , xn) ∈ P n+1r : f(x0, . . . , xn) = 0}
so thatMr is a quotient of an open subvariety of Mr by Gm.
Counting points





where dime V denotes the expected dimension of V . Since this is not a well defined
notion, whenever we use the notation we will state explicitly what this dimension is.
We let [V ] = [V ]k.
The quantity [V ]R should be close to 1. We observe that if S is another finite
k-algebra, then
[V ]R×S = [V ]R[V ]S.
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Divisors
Since P1 has finitely many points in each degree, we can construct a sequence {Di}i>1
of effective divisors such that Di 6 Di+1 and for any divisor D, there exists i such that
D 6 Di. Such a sequence is called a cofinal sequences of divisors.
Notation 2.1.3. Let ϕ be a function from effective divisors of P1 to R and let {Di}
be a cofinal sequence of effective divisors. We write lim
D→∞
ϕ(D) for the limit of the
sequence {ϕ(Di)} if it exists and is independent of the choice of the sequence {Di}.
Notation 2.1.4. If D is an effective divisor on P1, we write OD = Γ(D,O(N)(−D)),
which is isomorphic to Γ(D,O(N)|D). We will fix such an isomorphism and identify
the two vector spaces.
Exponential Sums
Notation 2.1.5. Let e : k → C∗ be a nontrivial additive character, α ∈ P∨rd and




e ◦ β ◦ f(x) and Eα =
∑
y∈Pn+1r
e ◦ α ◦ f(y)
and the corresponding averages
ex = q−(rd+1)Ex and eα = q−(r+1)(n+1)Eα.
We can think of f as defining a map P n+1r → Prd, in which case Mr corresponds to
the fiber above 0. Using the previous definitions, we can express [Mr] as an exponential
sum. The expected dimension of Mr is (r + 1)(n+ 1)− (rd+ 1).
19




Proof. Observe that, since α is a nontrivial character, we have
ex =

























To estimate [Mr], we take our cue from the classical Circle Method and we break the
exponential sum into major arcs and minor arcs. The major arcs should correspond to
those α which yield a “big” contribution eα. That happens, in turn, when the kernel of
20
α is “big”. We make the following definition.
Definition 2.1.7. Let N be a positive integer, α ∈ P∨N and D an effective divisor on
P1. We say that D dominates α and write D > α (or α < D) if
Γ(P1,O(N)(−D)) ⊆ Kerα.
The index of α is the integer ind(α) = min{degD : D > α}.
In other words, α < D is it factorizes uniquely through
PN(−D) = PN/Γ(P1,O(N)(−D)).
We will denote α¯ : PN(−D) → k the factorization of α. This notation is abusive, as
the source of α¯ depends on D, but it should not cause any confusion. If x ∈ PN , we
write x¯ (or x mod D if we want to emphasize D) for its image in PN(−D). Observe
that when N > r, we have PN(−D) = OD.
One also has the following cohomological interpretation. Consider the exact se-
quence




where res is the natural restriction map. Let ω = O(−2) be the dualizing sheaf on P1.
By Serre duality, the dual of the previous sequence is the exact sequence






Saying that α is dominated by D amounts to saying that its restriction to O∨D is trivial,
i.e. that the corresponding cohomology class res∨(α) belongs to the kernel of i∨D.
Lemma 2.1.8. For all α ∈ P∨N , indα 6 N2 + 1.
Proof. Let α ∈ P∨N and a, b be integers satisfying a + b = N . The natural pairing of
divisors combined with α yields a map Γ(P1,O(a))→ Γ(P1,O(b))∨ which is injective
if and only if indα > a. In particular, if a > b, this cannot be the case for dimensional
reasons. The lemma follows.








where M = {α ∈ P∨rd : indα 6 c} and m = {α ∈ P∨rd : indα 6 c} where c is
some integer that depends on the problem at hand and r. We say that α ∈ P∨rd has high
(respectively low) index if indα > c (resp. indα 6 c). Although this equality has
virtually no content, it is the counterpart to (1.1). For our current purposes where X
is a hypersurface, we take c = r.
2.2 Major Arcs: Low Indices
It should be noted that very few of the α have low index. Yet the corresponding sum
accounts for the main value of [Mr].
Proposition 2.2.1. Let D be an effective divisor on P1 such that degD 6 r and write
22
N = rd. Summing over α ∈ P∨N , we have
∑
α<D
eα = [X]OD .












Summing over α < D, we get
∑
α<D






= #PN(−D)∨#{x : f(x) = 0}.




Eα = #PN(−D)∨#{x ∈ On+1D : f(x) = 0}q(n+1)(r+1−degD)
= q(n+1)(r+1)#X(OD)#O− dimeXD
= q(n+1)(r+1)[X]OD
and the claim follows.
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where Ox is the local ring at x and pix is a uniformizer at x. This is slightly cumber-
some, so the final statement will use the limit of the right-hand side as r → ∞. We
now turn to the majoration of the minor arcs.
2.3 Minor Arcs: High Indices
Proposition 2.3.1. Let α ∈ P∨rd and δα be the dimension of the singular locus
Sα =
{










∣∣∣∣∣ 6 Cr√qδm−r(n+1−2d) (2.2)
for any integer r, where δm = sup
α∈m
δα.
Remark 2.3.2. In this chapter, we will use C to denote any constant that depends only
on n and d. In particular the constant may change from one line to the next.
Proof. Applying theorem 1.1.6 with X = P n+1r which is naturally a closed subset of
projective space, ψ = e and f = α ◦ f , we get
|eα| 6 Cr√q2+δα−(n+1)(r+1)
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where C depends only on d and n. The result follows.
Again, it should be noted that the proof is misleadingly simple, as theorem 1.1.6 is
hard. As explained earlier, bounding the minor arcs is the key step in the Circle Method
and usually involves some computational trick, which is hard to generalize. This step
has now been reduced to bounding the dimension of some singular locus, which is a
much more manageable task.
Estimate (2.2) remains true if we sum over all nontrivial α. The dimension δα, how-




< n + 1 − 2d when r  0, then equation (2.2) implies that
∑
α∈m
eα = o(1) as
r → ∞. If that were true for all nontrivial α, we would merely get [Mr] = 1. That





We put together all the results obtained so far. The main result of the Circle Method
for a hypersurface follows. We recall all the data for clarity.
Theorem 2.4.1. Let k be a finite field of size q. Let f be a polynomial of degree d in
n + 1 variables such that the hypersurface X defined by f in Pnk is smooth and Mr
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the space of rational curves of degree r onX . Define the quantity
ε(r) = ε(P1,X , q ; r) =
∣∣∣∣∣[Mr]− 11− q−1 ∏
x
(1− q−1x )[X ]κ(x)
∣∣∣∣∣
where the product runs over the closed points x of P1k, κ(x) denotes the residue field
of x and qx = #κ(x). IfX is smooth, we have the estimate
ε(r) = O(Crqγr) as r →∞ (2.3)





+ 2d− (n+ 1) : α ∈ P∨rd, ind(α) > r
}
.




[X ]OD as q →∞ (2.4)
for all r  0.
The theorem is uninteresting without a way to estimate the quantity δ and prove that
it is negative. This will be our next task after we prove the theorem. We start by
computing lim
D→∞
[X]OD . By multiplicativity, we can work one point at a time.
Lemma 2.4.2. Let Re = k[t]/(te+1). Then
[X]Re =
1













Furthermore, as long as di < e+ 1, we have
(tix0, . . . , t
ixn) ∈ X(Re) ⇐⇒ (x0, . . . , xn) mod te+1−di ∈ X(Re−di).























 [X∗] + q−(be/dc+1)(n+1)+e+1
and the lemma follows.
The construction of the classical Circle Method uses generating functions. They are
convenient in the proof of theorem 2.4.1. We consider the function aD defined on
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effective divisors by ∑
T6D
aT = [X]OD




degD. Then the Euler product

















[X]κ(x) where qx = #κ(x).
Also, A is holomorphic in a complex disk centered at the origin and of radius Cq
n+1
2
where C depends only on n and d.
Proposition 2.4.3.
[Mr] = A(1) +O(C
r√qδα−r(n+1−2d), qr(d−n)).
















The first term is bounded by Cr
√
qδα−r(n+1−2d) by proposition 2.3.1. To bound the






To complete the proof, we need to switch from affine to projective schemes. We write
ζ(t) = ζP1k(t) =
1
(1− t)(1− qt)
for the zeta function of the projective line.
Lemma 2.4.4.
• If x is a closed point of P1, then [X∗]κ(x) = (1− q−1x )[X ]κ(x), and
• [Mr] = (1− q−1)−1ζ(qd−n)−1[Mr] +O(qr(d−(n+1))) as r →∞.
Proof. The first statement is clear. To prove the second, observe first that an element
x = (x0, . . . , xn) ∈Mr defines an actual morphism from P1 toX if and only if the xi
have no common zero. In fact, writing h for the common factor of the xi, we can write
x = (hy0, . . . , hyn) with h ∈ Ps and y = (y0, . . . yn) ∈ Mr−deg h. Note that h and y
are determined uniquely from x up to the action of k∗. Considering D = div h instead
and accounting for dimension, we can thus write





Expanding into an Euler product, we get
[Mr] = (1− q−1)[Mr]ζ(qd−n) +O(qr(d−(n+1)))
whence the lemma.















1− q−1)−1ζ(qd−(n+1))−1 ([Mr]− A(1)) +O(qr(d−(n+1)))
= O(Crqγr)
by proposition 2.4.3, where γ = max{d− n, sup{ δα
r
− (n+ 1) + 2d : indα > r}}.
2.5 The Fermat Hypersurface
Assume that f(x0, . . . , xn) = xd0 + · · ·+ xdn. Then
Sα =
{
x ∈ P n+1r : α ◦ f(x) = 0 and ∀i ∈ [0, n] α(dxd−1i −) = 0 in P∨r(d−1)
}
.
Lemma 2.5.1. If f is the Fermat hypersurface of degree d and α ∈ P∨rd satisfies





In particular, (2.4) holds whenever n+ 1 > 2d(d− 1).
Proof. We consider the map α∨ : Pr(d−1) → P∨r and we define
Sα = {x ∈ Pr : α∨(xd−1) = 0},
so that Sα ⊆ Sα ∩ V (α ◦ f). Let σα = dimSα. Then δα 6 (n + 1)σα. Consider the
composition
Pr
∆−→ P d−1r m−→ Pr(d−1) α
∨−→ P∨r
where ∆ is the diagonal map andm is the multiplication mapm(x1, . . . , xd) = x1 · · ·xd.
ThenSα is the inverse image of 0 under this composition. Then σα 6 1d−1 dim kerα∨.
Besides, using our ongoing notion of high index we can give the following characteri-
zation:
Lemma 2.5.2. Let α ∈ P∨rd. Then indα > r if and only if the map Pr(d−1) → P∨r
induced by α is surjective.
This is just a restatement of the definition. It follows that dim kerα∨ 6 r(d − 2).
Therefore
δα 6 (n+ 1)σα 6
d− 2
d− 1r(n+ 1)
as claimed. Now, (2.4) holds as soon as δα < r(n + 1 − 2d). This is true whenever
d− 2
d− 1r(n+1) < r(n+1−2d), which gives n+1 > 2d(d−1), whence the lemma.
Finally, we can write down the conclusion
Theorem 2.5.3. LetX =Xn,d be the degree d Fermat hypersurface in Pn and assume
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that n > 2d(d− 1). Then there exists a constant C = Cn,d such that
[Mr] = (1− q−1)
∏
x
(1− q−1x )[X ]κ(x) +O((Cqγ)r)
where γ = max
{
d− n, 2d− n+ 1
d− 1
}
. In particular [Mr] = lim
D→∞
[Xf ]OD .
Remark 2.5.4. We note that the statement and its proof remained unchanged if we
replaceX by a diagonal hypersurface, of the form
f(x0, . . . , xn) = a0x
d
0 + · · ·+ anxdn




3.1 Specializations and Generalizations
3.1.1 Cubic Hypersurfaces
In this section we prove that an arbitrary smooth cubic hypersurface of sufficiently
low degree satisfies the estimate of theorem 2.4.1.
Proposition 3.1.1. Let k be a finite field and X ⊆ Pnk the hypersurface defined by
a nonsingular cubic form f . There exists an integer Ψ such that if n > Ψ, then
δ 6 r(n− 5). In particular, estimate (2.3) holds.
Before proving the proposition, we collect a theorem of Birch (see [1]).
Theorem 3.1.2. Let h > 1 and m > 1 be integers, and let r1, · · · rh be odd positive in-
tegers. Let K be a number field. Then there exists a number Ψ = Ψ(r1, . . . , rh;m,K)
such that if n > Ψ and fr1(x), . . . , frh(x) are any forms over K of degrees r1, . . . , rh
respectively in the n variables x1, . . . , xn, there is anm-dimensional linear space over
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K on which fr1(x) = 0, . . . , frh(x) = 0.
Remark 3.1.3. The proof of this theorem consists merely in looking at the polar forms
of the forms fr1 , . . . , frh and requiring that the mixed polar forms vanish so that the
forms become diagonal. The theorem then boils down to whether a diagonal form in
enough variables properly represents zero or not. Of course, over the rationals that
is not true, whence the assumption that the degree be odd. But for a finite field, this
condition is superfluous. In particular, the theorem is true for K a finite field and
without assumptions on the degrees of the forms. Interestingly enough, we use this
theorem to prove that an arbitrary nonsingular form can be reduced to a Fermat form
on a large linear subspace.
Lemma 3.1.4. Let k be a finite field and X ⊆ Pnk the hypersurface defined by a
nonsingular cubic form f . Then there exists an integer Ψ such that if n > Ψ, then
there exists a linear subspace P ⊆ Pnk of dimension 11 such that ifXk ∩L is a Fermat
cubic hypersurface in P.
Proof. Since f is nonsingular, we can find a change of variables so that f has the form
f(x0, . . . , xn) = a0x
3
0 + x0Q1(x1, . . . , xn) + C1(x1, . . . , xn)
where a0 ∈ k is nonzero and Q1, C1 are forms of degree 2, 3 respectively. By theorem
3.1.2 and remark 3.1.3, there exists an integer Ψ0 = Ψ(2;N0, k) such that if n+1 > Ψ0
then
Q1(x1, . . . , xn) = 0
on a linear subspaceH0 of Pn of dimensionN0, whereN0 is an integer to be fixed later,
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and C1 is nonsingular. Applying if necessary another change of variables to x1, . . . , xn
we may assume that
C1(x1, . . . , xn) = a1x
3
1 + x1Q2(x2, . . . , xn) + C2(x2, . . . , xn)
where a1 6= 0, Q2, C2 are forms of degree 2, 3 respectively and C2 is nonsingular. By
theorem 3.1.2 and remark 3.1.3, there exists an integer Ψ1 = Ψ(2;N1, k) such that if
N0 > Ψ1 then
Q2(x1, . . . , xn) = 0
on a linear subspace H1 of H0 of dimension N1, where N1 is an integer to be fixed
later. Repeating the process, we can find linear subspaces H0 ⊇ H1 ⊇ · · · ⊇ H12 of
respective dimensions N0 > N1 > · · · > N12 such that
f(x0, . . . , xn) = a0x
3
0 + · · ·+ aix3i + Ci+1(xi+1, . . . , xn)
with a0, . . . , ai 6= 0, whenever (x0, . . . , xn) ∈ Hi. By 3.1.2 and remark 3.1.3 again,
there exists an integer Ψ13 = Ψ(3; 12, k) such that if N12 > Ψ13 then
C13(x13, . . . , xn) = 0
on a linear subspace P of H12 of dimension 12. We thus see that we can fix the Ni to
be big enough by backward induction, and therefore there exists an integer Ψ such that
if n > Ψ then there exists a linear subspace P of Pn of (projective) dimension 12 such
that
f(x0, · · · , xn) = a0x30 + · · ·+ a12x312
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for all (x0, . . . , xn) ∈ P.
Proof of proposition 3.1.1. LetX and f be as in the statement of the proposition and
α ∈ P∨3r. We have to evaluate δα = dimSα. By lemma 3.1.4, there is an integer Ψ
such that if n > Ψ then there exists a linear subspace of dimension 11 of Pnk for which
X ∩ P =X11,3 is the Fermat cubic in 12 variables. Observe that
δα 6 dimSα ∩ P+ codimP
since all schemes pass through the origin. In addition, Sα ∩ P is the corresponding
singular locus for a diagonal hypersurface in 12 variables. By lemma 2.5.1 and remark
2.5.4, we thus get
δα 6 6r + r(n− 11) = r(n− 5).
In particular, this implies that δ < 0 in theorem 2.4.1.
3.1.2 Smooth Hypersurfaces
In this section, we present two results. The first is the mere observation that the proof
given for cubic hypersurfaces in the last section has nothing specific to cubics, so the
result extends to hypersurfaces of arbitrary degree. Then we discuss the quantification
of the number of variables. The second result stems from the proof of the main estimate
in the Fermat case. It takes a closer look at the method and suggests ways it can be
adapted for a particular equation.
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Specialization to Diagonal Hypersurfaces
As we just remarked, the proof of proposition 3.1.1 is not specific to cubic hypersur-
faces. Therefore the result holds in arbitrary degree.
Proposition 3.1.5. Let k be a finite field and X ⊆ Pnk a nonsingular hypersurface.
There exists an integer Ψ such that if n > Ψ, then δ < r(n + 1 − 2d) when r is big
enough. In particular, estimate (2.3) holds.
We sketch the argument.
Sketch of proof. The first step is to find a linear subspace P of Pnk of some dimension
j such that the defining equation f of X reduces to a diagonal equation in j + 1
variables, where j will be specified later. This is possible, provided that n is greater
than some integer Ψ depending on d and j. This follows from theorem 3.1.2 of Birch,
or by looking directly at the necessary vanishing of the mixed polar forms (which is
the proof of the theorem).
The second step is to use the estimate for δ already proven in the diagonal case.
Namely, using 2.5.1, we can write for α ∈ P∨rd
δα 6 dimSα ∩ P+ codimP 6 d− 2
d− 1r(j + 1) + (n− j)(r + 1).
For theorem 2.4.1 to be effective, it is therefore sufficient that
d− 2
d− 1r(j + 1) + (n− j)(r + 1) < r(n+ 1− 2d)
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which holds for j > 2d(d − 1) when r → ∞. Unsurprisingly, this is what we found
for the Fermat itself.
The proof of Birch’s theorem does not yield an efficient, or even reasonable estimate
for the number Ψ. Using a more effective diagonalization process, Wooley obtains
some nontrivial bounds (see [23] and [24]). He proves that for the field of rational
numbers and for equations of odd degree, the bounds are, in his terms, “not even
astronomical”. For instance, he proves that one can take for h rational quintic forms,
Ψ(5, . . . , 5;m,Q) < (90h)8(log(27h))5(m+ 1)5.
Essentially, the bounds are exponential in h and m. It is quite possible that the bounds
for finite fields are better. Again, this is the condition that guarantees that the forms
can be appropriately diagonalized.
In comparison, Starr considers in [19], for a smooth complex hypersurfaceX of Pn,
the rational transformation
Φ : G(m,n) 99K PNd PGLm+1
P 7−→ [P ∩X ]
from the Grassmanian parametrizing linear m-dimensional subspaces of Pn to the
moduli space PNd  PGLm+1 of degree d semistable hypersurfaces in Pm, that maps
an m-plane P to the (equivalence class of the) intersection P ∩ X . He shows the
following
Theorem 3.1.6. IfX is a smooth hypersurface of degree d in PnC, then Φ is dominant
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which is roughly a factor of m smaller than the above bound. This result is not specific
enough for our purposes. We need to find one special point in the moduli space, so the
dominance of Φ may be irrelevant, but it suggests that, unless something really special
happens for the diagonal hypersurfaces, the method will require n to be exponentially
larger than j, which is roughly 2d2.
Other examples
So far, all the cases that we have seen reduce the estimate of δ to the estimate that
was obtained in lemma 2.5.1 for a Fermat (or diagonal) hypersurface. Instead of using
this result directly, we try to adapt its proof to fit other cases without having to take
linear sections. There are two keys aspects of the Fermat hypersurface which make it
suitable for that method. We highlight those now.
Let k be a finite field and f a nonsingular form of degree d over k. Let also α ∈ P∨rd be
a linear functional with indα > r. Recall that this means that dim kerα∨ 6 r(d− 2).
The first favorable case is when the singular locus Sα can be written as a product of
other singular loci involving fewer variables. In the diagonal case, Sα = Sn+1α is
completely split, as each factor involves only one variable. If, say, the first j partial
derivatives of f involve only the first j variables and no other derivative involves any
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of these variable, then Sα = Sα(0, . . . , j − 1)×Sα(j, . . . , n) where
Sα(a, b) =
{






This makes the problem easier to deal with, although it does not necessarily improve
the bounds.
The second step is to deal with each individual term Sα. Here one has to be creative.
In the case of a diagonal hypersurface, it sufficed to consider a (d − 1)-fold product
map P d−1r → Pr(d−1). In general, matters are more complex, asSα involves more than
one variable. One way to try and bound its dimension is to take further derivatives, in
the following sense: we look at
S(t)α (a, b) =





where J denotes a subset of {a, a+ 1, . . . , b}, sj are upper indices (not exponents) and
sJ = s1j1 · · · stjt if J = {j1, . . . jt}. Typically, one expects that σ(t)α (a, b) = σ(t+1)α (a, b),
where σ(t)α (a, b) = dimS(t)α (a, b). It is usually convenient to take linear sections of the
S(t)α (a, b) to use power maps again.
An example is in order.
Proposition 3.1.7. Let k be a finite field of characteristic prime to 7 and define the
equation
f(x0, y0, z0, . . . , xn, yn, zn) =
n∑
i=0
(x7i yi + y
7
i zi + z
7
i xi).
Then f defines a nonsingular hypersurface of degree 8 in P3(n+1)−1 and we have the
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estimate
δα < r(3n− 13) for r  0
for α ∈ P∨8r with indα > r, provided that n > 56. In particular, estimate (2.3) holds.






(x, y, z) ∈ P 3r : 7x6y + z7, 7y6z + x7 and 7z6x+ y7 ∈ kerα∨
}
.
To bound σα, we can simply take the linear section x = 0 to write
σα 6 1 + dim
{
s ∈ P 2r : s71, s72 ∈ kerα∨
}
which we can bound similarly as in the Fermat case by (1 + 12
7
)r + 1. This is pro-
portional to 19
7
r, so it is certainly less than r(3(n + 1)− 16) when r is big enough. A
computation shows that this holds when n > 55 and r →∞.
The terminology of additive number theory is usually reserved for the study of diag-
onal equations. We see that the above method is optimal in that case, but that it still
works for equations that are “close” to being additive.
3.1.3 Remarks
Varying the Source
Although the case of interest for us is that of rational curves, it is conceivable to use
the method for curves of higher genus. The essential difference is that Pr is replaced
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with the global sections on a sheaf on the curve C, Pr = H0(C,F(r)(−D)). One can
still estimate the dimension of Pr using Riemann-Roch to prove a result analogous to
2.4.1, but the computations using Sα are much less explicit.
Varying the Target
Alternatively, one can replace the hypersurfaceX with another space of interest. The
case of homogoneous spaces should be easy, but the mapping space is already well
understood. In the case of a complete intersection, we see no obstruction to a theorem
of the form of 2.4.1, and computations should be manageable in some examples.
3.2 A Singular Version
In this section we present a variant of the method that allows to bound the dimension
of the singular locus ofMr from above. We work out the case of chapter 2, of rational
curves on a Fermat hypersurface. We use the notation from that chapter, in particular
f(x) = xd0 + · · · + xdn. More precisely, we want to show that for some ε > 0, the
number of singular points of the mapping space is bounded above by q(1−ε) dimMr as
r  0. This guarantees in particular that the singularities are in low codimension
when r is big.
Unstable locus










dient of f . LetDx be the effective divisor on P1 of common zeroes of
∂f
∂x0





Then we say that x is unstable if the map
P n+1r −→ Prd(−Dx)
h 7−→ ∇f(x) · h
given by dot product, is not surjective.
If the point x corresponds to an actual map P1 → X , then it is unstable if and only
if it is not a smooth point ofMr.
Notation 3.2.2. Since we are in fact analyzing the unstable locus, we introduce the
scheme Y ⊆ An+1 × An+1 defined by the equations f(x) = 0, ∇f(x) · h = 0. It has
dimension 2n. We also introduce Z ⊆ An+1 × An+1 defined by the single equation
∇f(x) · h = 0. It has dimension 2n+ 1.
We first collect a lemma about the size of Y .
Lemma 3.2.3. Let x ∈ P n+1r be unstable and write dx = degDx. Let
m > (rd− dx)− 2r − 2
n− 1
be an integer. Then there exists a nonzero vector h ∈ P n+1m such that∇f(x) · h = 0.
Proof. Consider the map of locally free sheaves induced by ∇f(x) and denote K its
kernel
0→ K → OP1(r)n+1 → OP1(rd− dx)→ 0. (3.1)




OP1(ai) where the ai are integers satisfying a1 6 a2 6 · · · 6 an. Since
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the above sequence is exact, we have
n∑
i=1
ai = r(n + 1)− (rd− dx). By assumption,
the vector x is unstable, which means that we loose surjectivity in the sequence (3.1)
when we take global sections. This implies in turn that H1(P1,K) is nonzero and so
necessarily a1 6 −2. Therefore,
n∑
i=2
ai > r(n+ 1)− (rd− dx) + 2.
It follows that an >
r(n+ 1)− (rd− dx) + 2
n− 1 and so using the assumption on m, we
have
an +m− r > r(n+ 1)− (rd− dx) + 2
n− 1 +
(rd− dx)− 2r − 2
n− 1 − r = 0.
In particular, if we twist the sequence (3.1) by m − r, the sheaf K(m − r) has global
sections and we can find h as in the statement of the lemma.
Exponential Sums
Notation 3.2.4. Let m be the smallest integer satisfying m > rd− 2r − 2
n− 1 , α ∈ P
∨
rd







e(α(f(x)) + β(∇f(x) · h)).
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We would like to bound the size of the unstable locus in terms of these exponential















e(α(f(x)) + β(∇f(x) · h))
Similarly to before, the sum for fixed x and h is nonzero if and only if x is unstable







rd+1qr(d−1)+m+1q−(r+1)(n+1)q−(m+1)(n+1)#Y (Pr × Pm).
Now observe that lemma 3.2.3 implies that
#Y (Pr × Pm) > q#{x ∈ P n+1r : f(x) = 0 and x is unstable}
so finally we get






Our goal is to show that there exists ε > 0 such that for big enough r
#{x ∈ P n+1r : f(x) = 0 and x is unstable} 6 q(1−ε) dimMr .
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Using the fact that m > rd−2r−2








where C is a constant that depends on n and d only.
Major Arcs : Low Indices
Notation 3.2.5. If D1, D2 are two effective divisors on P1, we use the notation






In particular, we have that
[X × Z]0,0 = 1, [X × Z]D1,0 = [X]OD1 and [X × Z]0,D2 = [Z]OD2 .
Proposition 3.2.6. LetD1, D2 be two effective divisors on P1. Assume that deg(D2) 6





eα,β = [X × Z]D1,D2 .
Proof. This is completely analogous to proposition 2.2.1. Write









By the assumptions on the degrees, the maps Pr → OD1∪D2(r) and Pm → OD2(m)
are surjective and so there is a surjective map
Y (D1, D2) −→ X(OD1)×An+1(OD1∩D2 ) Z(OD2)
which kernel has size q(n+1)((r+1−degD1)+(m+1−degD2)−degD1∩D2). The result follows.
This gives the main contribution to the size of the unstable locus.
Minor Arcs: High Indices
This is very similar to chapter 2. We need only apply theorem 1.1.6.
Proposition 3.2.7. Let δα,β be the dimension of the singular locus Sα,β consisting of
































∣∣∣∣∣ 6 Cr√qδ˜−r(n−5(d−1)) (3.3)
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Note that the description of Sα,β is very concrete. In particular it is well adapted to
computation as soon as we pick a particular hypersurface. For instance, in the case of
the Fermat hypersurface, we have (s, t) ∈ Sα,β if and only if for all (σ, τ) ∈ Pr × Pm
α(sd−1i σ) + β((d− 1)sd−2i tiσ) = 0 and β(sd−1i τ) = 0.
Generating Functions
We now prove the analogue of lemma 2.4.2.




(x, h) ∈ Rn+1e ×Rn+1e : f(x) ∈ (ts1) and ∇f(x) · h ∈ (ts2)
}
and its expected dimension is dime Ye,s1,s2 = 2(n+ 1)(e+ 1)− s1 − s2.























Furthermore, we remark that
(x, h) = (tiy, h) ∈ Y i,je,s1,s2 ⇐⇒ (y¯, h¯) ∈ Y 0,je−i,max{0,s1−di},max{0,s2−(d−1)i}
where the bar indicates the reduction mapRe → Re−i. Note that the kernel of this map






q(n+1)i#Y 0,je−i,max{0,s1−di},max{0,s2−(d−1)i} + q
(n+1)(e+1).
Now observe that since q is prime to d, the partials of f have no nontrivial common
zero in An+1. Let y ∈ Rn+1s such that yj /∈ (t). Then provided that s1 − di > 0 we
have
#{h ∈ Rn+1s : ∇f(x) · h ∈ (ts2)} = q(n+1)(s+1)−s2
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Similarly, if s1 − di 6 0 and i < e+ 1 then
n∑
j=0














q(n+1)(2e−i+1)−max{0,s2−(d−1)i}(qn+1 − 1) + q(n+1)(e+1)
and the lemma follows by dividing by q2(n+1)(e+1)−s1−s2 .
We now introduce some generating functions useful for the calculation.





aT1,T2 = [X × Z]D1,D2















Lemma 3.2.11. Let e1 and e2 be two nonnegative integers such that e2 6 m and



















Proof. We only prove the first equality, the second one is similar. Observe first that
if ind β 6 m
2
then there exists a unique divisor D2 of degree ind β that dominates β.






























bD1,S2 is a sum of exponential sums of the form
eα,β with α < D1 and ind β < e2 where each term occurs
#{(S2, T2) : degD2 6 e2, S2 < T2 and β < S2}









thereby proving the formula.
From here on, the conclusion is, yet again, very similar to chapter 2. By expanding
the function as an Euler product and computing the local terms, we find that
lim
e1,e2→∞
[X × Z]Re1×Re2 =
1
1− q2d−n−2 [X].
Since we don’t really need an estimate for the number of unstable points of the map-
ping space, but rather we are merely looking for an upper bound on its dimension, we
omit the details of the computation with the local terms. In light of (3.2), we have the
following conclusion
Theorem 3.2.12. Let k be a finite field andX ⊂ Pnk a smooth projective hypersurface
of degree d. Let Mr be the space of rational curves of degree r on X . Assume that












satisfies δβ < r(n − 5d + 7) when r  0. Then there exists ε > 0 such that the
dimension of the unstable vectors satisfies
dimM singr 6 q(1−ε) dimMr .
Proof. The major arcs are bounded by lemma 3.2.6. Working out the cutoff for δ˜ using
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(3.2) and proposition 3.2.7, we see that the conclusion holds whenever
δ˜ < r
n(n− 5d+ 6) + 3(d− 1)
n− 1 + C
where C depends only on n and d. In other words it suffices to show that
δ˜
r
< n− 5d+ 7− εn,d where εn,d = 2d− 4
n− 1
when r  0. When indα > r then we can use the fact that δ < 0 and the fact that
Sα,β∩{t = 0} = Sα to obtain the bound on δα,β (we need to require that the difference
n−d be greater here than in theorem 2.4.1) and when ind β > mwe can use the bound
on δβ in the theorem to get the desired bound for δα,β .
Observe that the condition on δβ is very similar to the original condition on δα in
theorem 2.4.1. In particular, for the Fermat equation, the trick used in lemma 2.5.1





This short section explains why when (2.3) holds, we can deduce the irreducibility of
the mapping space.
Proposition 4.1.1. Let k be a finite field of size q and X a smooth hypersurface of
degree d in Pnk . Assume that δ < 0 so that (2.3) holds. Then the mapping space
Mr(P1,X ) is irreducible of dimension r(n+ 1− d) + n− 1.
Proof. By looking at the proof of theorem 2.4.1, we see that lim
D→∞
[X ]OD is nonzero.
This implies thatMr(P1,X ) has the expected dimension. Furthermore, by a result of
Kollar [15, Theorem II.1.2/3] all irreducible components are of dimension r(n + 1 −
d) + n− 1 or bigger. So all irreducible components are of the expected dimension. In
addition, for all r  0, we have
[Mr(P1,X )] ∼ lim
D→∞




[Mr(P1,X )] = 1 so Mr(P1,X ) is irreducible according to the
Lang-Weil estimate [16].
In particular this holds for the examples seen in chapter 3. For cubic hypersurfaces
this was proven by Deland over the complex numbers [3] in the better range n > 9. In
general, the result was only known for general smooth hypersurfaces.
4.2 Rational Homotopy
It is natural to ask if the point counts we obtain are the result of a general mechanism
or if they are merely circumstancial. We fix a smooth hypersurface X of low degree
d in Pn. One can think of all the data as being defined over a finitely generated ring R
over which X is spread out in the usual way. In their simplest version, the estimates
we have are of the form
#Mr(P1,X )(Fq) ∼ cqdimeMr as r →∞.
There is a conjecture of Batyrev and Manin (see for instance [11, appendix F]) that pre-
dicts the growth of the number of points of specified height on some special varieties.
More precisely, the conjecture predicts that
{x ∈X (k) : ht(x) 6 N} ∼ cNa(logN)b as N →∞
where k is a global field, b, c are constants that depend only on X and k and a is a
constant that depends only onX . For a smooth projective hypersurface of low degree,
these estimates where shown to hold by Birch. While the Batyrev-Manin estimates
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deal with global fields, we can think of the above estimates as an analogue for function
fields. In particular, there should be a geometric reason for those estimates to hold
true.
Another case where the Batyrev-Manin estimates are known to hold both for global
fields and function fields is the case whereX = Pn. The global field case was proven
by Schenoel and the function field case was proven by Segal (see [18]). In fact, Segal’s
approach yields interesting corollaries. He considers the natural forgetful map
Mr(P1,X ) −→ Maps(S2,X (C)) = Ω2C
that sends an algebraic morphism to its topological (smooth) self. The space on the
right hand side is the topological space parametrizing smooth morphisms from the 2-
sphere into (the complex points of) X . He then showed that this map is a homology
equivalence in degrees up to γ(r), where γ(r) grows (at least linearly) with r. Loosely,
this means that the space of holomorphic functions approximates that of smooth func-
tions. This has the consequence that the cohomologyH i(Mr(P1,X )) stabilizes in the
range 0 < i < γ(r).
Taking our cue from Segal’s theorem, we explain how the Circle Method estimates
would follow from a stabilization property. In fact, the spaceMr(P1,X ) is quite big
and difficult to work with. A popular alternative is to consider the space of pointed
morphisms with specified curve class. More precisely, assume for simplicity that
H2(X ,Z) = Z, let β ∈ H2(X ,Z) and x be a closed point of X . Consider the
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space
M ∗β (X ) = {f ∈M (P1,X ) : f(0) = x and f∗[P1] = β}.
It is a quasi-projective scheme. Note that if x ∈ X (C) is very general then M ∗β is
smooth of the expected dimension (but not necessarily irreducible). For an arbitrary
point x the schemeM ∗β can be quite singular and even nonreduced. We also introduce
the topological version
Maps∗β(S
2,X ) = {f ∈ Maps(S2,X (C)) : f(0) = x and f∗[S2] = β}.
Assume the following:
(HL) There exists an integer γ(β) such that M ∗β is irreducible of expected dimen-
sion mβ , the codimension of the singular locus ofM ∗β is at least γ(β), the map
(M ∗β )
nonsing → M ∗β induces an isomorphism on cohomology in degree up to
γ(β), and the canonical map M ∗β → Maps∗β(S2,X ) induces an isomorphism
on rational homotopy types up to dimension γ(β), where “γ(β) grows with β”.





β ) = Hom(H
i(M ∗β ),Q(−mβ)) (4.1)
in the range 0 6 i 6 γ(β) for the (possibly singular) spaceM ∗β . Then by the Lefschetz
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trace formula, we have

























Let (Λ(V ), d) with V = {V p}p>1 be a minimal Sullivan model for X . In partic-
ular, pii(X ) ⊗ Q = Hom(V i,Q). SinceX is smooth and projective, it is formal and
we can compute V in terms of H∗(X ). We have
H∗(Maps∗β(S
2,X )) = Λ(W )


























det(1− qF |pii+2(X ))(−1)
i+1
.
In conclusion, since the minimal Sullivan model is quasi-isomorphic to the cohomol-
ogy, we have the following:
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Assume thatX satisfies condition (HL) above. Consider the quantity
ε(r) = ε(P1,X , q ; r) =
∣∣∣∣∣[Mr]− 11− q−1 ∏
x
(1− q−1x )[X ]κ(x)
∣∣∣∣∣ .
Then there exists a constant C depending on n and d and a positive constant γ de-
pending on the function γ(β) such that
ε(r) = O(Crq−γr) as r →∞.
This gives a geometric statement that would yield the point count estimates that we
proved earlier. In fact, the condition (HL) is clearly too strong, and we merely need
some isomorphism that establishes (4.1) to guarantee that both predictions agree.
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