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Abstract
In this paper, we show that both token and type based effects in lexical processing can 
result from a single, token-based, system, and therefore do not necessarily reflect different 
levels of processing. We report three Simple Recurrent Networks modeling Dutch past- 
tense formation. These networks show token-based frequency effects and type-based 
analogical effects closely matching the behavior of hum an participants when producing 
past-tense forms for both existing verbs and pseudo-verbs. The third network covers the 
full vocabulary of Dutch, without imposing predefined linguistic structure on the input 
or output words
KEYWORDS: Connectionist model, Past-tense formation, Simple Recurrent Networks, 
Type-based analogical effects, Token-based effects, Orthography, Final devoicing, Dutch, 
Accumulation of Expectations.
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Introduction
Dutch regular past-tenses are formed by adding de ( /d a /)  or te ( / ta /)  to the verbal 
stem. The choice of the allomorph depends on the last phoneme of the stem by a simple 
rule: Verb stems ending in an underlyingly unvoiced obstruent take te, while all other 
verbs take de. For instance, as the stem of the verb harken, /h arkan /, "to rake" is Æark/ 
ending in a unvoiced / k / ,  its singular past-tense form is harkte, /h a rk ta /, "raked". Sim­
ilarly, the verb zorgen, /zoryan/, "to care", with its stem /zory/, underlyingly ending in 
voiced / y / ,  has the singular past-tense form zorgde, /zoryda/, "cared".
Final devoicing introduces a complication to the rule of Dutch past-tense formation. 
In Dutch, all obstruents in word-final positions are realized as unvoiced (except before 
voiced plosives), independently of their underlying voice specification. This makes it 
impossible to infer the underlying voice specification of word-final obstruents from their 
acoustic realization. For example, due to final devoicing, the acoustic form [ík lait] could 
be the first person singular form of either the verb laden, /la :dan /, "to load", or laten, 
/la itan /, "to let". As a consequence, it is impossible to know which is the correct regular 
past-tense allomorph for a new or unknown Dutch obstruent-final verb, when the verb 
stem is presented auditorily without being followed by a vowel-initial suffix. Thus, the 
past-tense form of the pseudo-verb [dap] could either be dabde or dapte.
Ernestus and Baayen (2001,2003) investigated how speakers of Dutch decide which is 
the past-tense form for existing verbs and pseudo-verbs. They asked Dutch participants 
to write down the regular past-tense forms of existing Dutch verbs and pseudo-verbs. For 
example, after hearing the pseudo-verb [ík dap], participants had to write down ik dapte
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or ik dabde, depending on which underlying voice specification they attributed to the fi­
nal [p]. Similarly after hearing [ík dYp] ("I doubt"), participants had to write down its 
correct regular past-tense form ik dubde ("I doubted"). Ernestus and Baayen (2003) found 
that Dutch speakers based their interpretation of the final obstruent of pseudo-verbs on 
the phonologically similar existing words. In general, for pseudo-words, participants in­
terpret a final obstruent as voiced when the majority of the words in their lexicon with 
similar phonological properties end in a voiced obstruent, and they consider it to be un­
voiced in the opposite case. In the [ík dap] example, most participants opted for te, since 
most final bilabial plosives following short vowels in existing words are unvoiced. The 
proportion of the de responses to pseudo-words reflected very closely the proportion of 
similar words ending in voiced obstruents in the lexicon. Ernestus and Baayen describe 
this analogical effect as type-based, i.e., the proportion of de responses depends on the 
number of similar words ending in a voiced obstruent, independently of their frequen­
cies of occurrence. Existing Dutch verbs were also sensitive to this analogical effect. For 
instance, 43% of the participants produced ik dubte as the past tense form for [ík dYp], by 
analogy with the majority of existing forms in the lexicon such as hup, [hYp], stap, [stap], 
klap, [klap], stop, [stop], ... In addition to this type-based analogical effect, there was a 
token-based effect. High frequency past-tense forms were less sensitive to the analogical 
effect, producing fewer errors (Ernestus & Baayen, 2001).
The presence of both a type-based analogical effect and a token-based frequency effect 
can be interpreted as a reflection of two separate processing mechanisms. Some authors 
(e.g., Clahsen, 1999; Pinker, 1999; Pinker & Prince , 1994, 1998) propose a dual route
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system in which one route is a symbolic rule application mechanism that deals with the 
regular forms, and the other is an associative memory that stores the irregular forms. 
In such a model only the associative memory mechanism would be sensitive to token 
frequency effects. The mechanism in charge of the morphological generalizations (either 
rules or statistical analogies) has been argued to learn on the sole basis of type frequencies 
(e.g., Albright & Hayes, 2003; Bybee, 1995,2001). These theories predict the existence of a 
rule application or analogical mechanism operating on types, which would be in charge of 
producing the regular forms, in combination with a token frequency sensitive mechanism 
which would be used to store and retrieve the memorized forms.
In contrast to the predictions of the traditional dual route mechanism, token frequency 
effects have been shown to affect the processing of morphologically regular forms as well 
(e.g., Baayen, Dijkstra, & Schreuder, 1997; Baayen, Schreuder, De Jong, & Krott, 2002, 
Schreuder, De Jong, Krott, & Baayen, 1999). This finding questions the clean separation 
between type-based application of regularities, and token-based memory storage of ir­
regular forms. Additionally, Moscoso del Prado, Kostic, and Baayen (2003) report that 
an information-theoretical approach subsumes both type-based and token-based effects 
under a single measure of uncertainty. Although this measure is calculated on the ba­
sis of the token frequencies, it shows properties similar to those arising from type-based 
counts. Taken together, these two findings lead us to question the necessity of separating 
token sensitive and type sensitive mechanisms, indicating that both types of effects can 
be consequences of uncertainty in a purely token based approach.
Can token-based and type-based effects also arise as consequences of one single pro­
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cessing mechanism, in line with the so-called 'single route' theories of lexical processing 
(e.g., McClelland & Patterson, 2002a, Plunkett & Juola, 1999, Rumelhart & McClelland, 
1986)? In the present study, we address this question by modeling the experiments de­
scribed by Ernestus and Baayen (2001, 2003) using a single route model. Ernestus and 
Baayen (2003) already studied several, non-connectionist, single route models that ac­
count for the analogical type-based effect. None of these models accounts for the token 
frequency effects reported by Ernestus and Baayen (2001) for the existing verbs.
Although previous connectionist systems have proved capable of learning morpho­
logical generalizations on the basis of token frequencies (e.g., Rumelhart & McClelland, 
1986), these models have done so with restricted, very limited vocabularies, such as only 
monomorphemic or even monosyllabic stems. Additionally, most of the models have 
used training regimes in which words are not presented with their actual frequencies of 
occurrence, but on transformed frequency counts (e.g., the logarithm) that have the effect 
of mitigating the frequency differences between high and low frequency words. More­
over, most of these models use input-output templates, which impose predefined struc­
ture on their inputs, prescribing all the possible words in a language to conform to a given 
pattern (e.g., CCCVVCCC, etc.). These templates provide language-specific knowledge 
to the system, knowledge that ideally should be acquired from the input. Additionally, 
the templates require reclassifying and aligning the segments of the input words as onset 
consonants, vowels, or coda consonants, before presenting them to the system. All this 
built-in linguistic knowledge considerably oversimplifies the past-tense formation prob­
lem (Pinker & Ullman, 2002a).
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In the present study, we describe connectionist models that deal with the full verbal 
past-tense formation system of Dutch. We describe three connectionist models of Dutch 
past-tense formation and evaluate their performance by having them produce past-tense 
forms for the stimuli in the experiments by Ernestus and Baayen (2001,2003). Finally, we 
discuss the implications of the results of our models for theories of lexical processing.
Simulation 1
In the first simulation, we modeled Dutch past-tense formation with a Simple Recur­
rent Network (SRN; Elman, 1990, 1993). This network allows us to represent the input 
as a sequence of phonemes, without word length restrictions and without any built-in 
assumptions about syllable structure.
Figure 1 shows the basic architecture of the SRN that we used in our simulations. This 
network consists of an input layer of 15 units, each of which represents a binary phonetic 
feature, plus an additional 'end-of-word' bit for triggering the output, and an output layer 
of 26 units representing the letters of the alphabet. Between the input and output layers, 
there is a small hidden layer of 10 units. The outputs of all the units in the input layer 
are connected to the inputs of all units in the hidden layer, and the outputs of all units in 
the hidden layer are connected to the inputs of all units in the output layer. There is an 
additional context layer, which represents a copy of the hidden layer in the previous state 
in time. The outputs of the units in the context layer have all-to-all connections with the 
inputs of the units in the hidden layer. This single recurrent loop allows the network to 
maintain a memory of the activation of the hidden layer in the previous time steps (Elman 
1990,1993).
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INSERT FIGURE 1 APPROXIMATELY HERE
Presenting words phoneme by phoneme at the input simulates auditory input to the 
network. A word is represented by a sequence of phonemes presented at consecutive 
time steps. Each phoneme is presented by activating its corresponding phonetic features. 
Table 1 shows the phonetic features that we employed in our simulations. They distin­
guish between all Dutch phonemes, and take the phonology of Dutch into account. The 
feature matrix is similar to the one presented by Booij (1995) except that we replaced 
[coronal] by [alveolar] and [palatal] in order to be able to distinguish / s /  and / z /  from 
/ƒ /  and / j / .  We added the feature [tense] to express the difference in quality between 
long (tense) vowels and short (lax) vowels. Finally, we omitted the [aspiration] feature 
since / h / ,  the only phoneme for which it is positive, can be uniquely defined without it.
INSERT TABLE 1 APPROXIMATELY HERE
The network's output is also represented by a sequence, which in this case, is a se­
quence of letters. Although Dutch orthography is to a large extent transparent, with a 
quite regular grapheme to phoneme mapping, there are some irregularities making the 
orthographic transcription of one sound dependent on the following sounds. As a con­
sequence, it is impossible to synchronize the network's input with the network's output, 
that is, having the system output a letter right after the corresponding phoneme is pre­
sented at the input. We therefore chose to start producing the output only after the full 
input had been received, and we added an additional trigger bit signaling the end of 
the word to the input layer of phonetic features. Only after this trigger node has been 
activated, we began recording (and training) the network's output.
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A training regime aiming to reproduce the full letter sequence at the output would 
impose a tremendous amount of memory load on the network. Because of this memory 
load, SRN's do not perform well in reproducing full Dutch words one letter at a time, 
starting after having received the full input form (Stojanov, 2001). As our first investiga­
tion is concerned only with the interpretation of stem-final, neutral obstruents and the 
choice of the regular past-tense allomorph, we reduce the memory load by training our 
network to produce only the last letter of the verb stem and the two letters of its past- 
tense allomorph. In this way, the network needs to store only those characteristics of the 
words that are relevant for the interpretation of the final obstruent and the choice of the 
past-tense allomorph, which leads to a drastic reduction in task complexity.
A model of past-tense formation can only be realistic if its training input is similar to 
the input that hum an speakers receive. It therefore has to be exposed to past-tense forms 
such that each form is presented a number of times that is proportional to its frequency of 
occurrence. Hence, in Simulation 1a, we used a token-based training strategy. In contrast, 
in Simulation 1b, we used a type-based training regime; that is, all verbs were presented 
to the network an equal number of times, independently of their frequency of occurrence. 
These two simulations allow us to investigate in detail the effects of using type-based and 
token-based training regimes.
Method
Materials The phonemic representations for the words as available in CELEX (Baayen, 
Piepenbrock and Gulikers, 1995), determined the phonetic features activated in the input, 
according to Table 1. However, we made some systematic adjustments to the CELEX
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phonemic representations to make them more realistic phonetically. We doubled all pho­
netically long vowels in stressed positions: / a / ,  / e / ,  / o / ,  and / 0 /  in stressed syllables 
were substituted for [aa], [ee], [oo] and [0 0 ], respectively (cf., Rietveld, Kerkhoff and 
Gussenhoven, 1999). Moreover, we simulated the diphthongization of / e / ,  / 0 / ,  and / o /  
(Ernestus, 2000), by averaging the second part of the long vowel with [ ] in the case of 
/ e / ,  and with [w] in the cases of / o /  and /0 / .  However, when the long stressed vowels 
preceded an / r / ,  we did not average the final part of the vowel with the glide, as in this 
context the vowels tend more to end in a schwa.
We used all 121,529 Dutch forms present in the CELEX lexical database in a retraining 
phase. The purpose of this phase was to provide the networks with some basic infor­
mation about Dutch orthography before training it on the actual past-tense formation 
task. The orthographic output form of the word on which the network was trained was 
reduced to its last letter in this pre-training phase.
For the training phase itself, we used all 2,957 first person singular present-tense Dutch 
verb forms with regular past-tenses and a frequency greater than zero in CELEX. The 
outputs at this phase were the last letter of the verb stem followed by the two letters that 
form its regular past-tense allomorph (de or te).
Finally, for testing the networks, we used the 165 existing Dutch verbs from Ernestus 
and Baayen (2001) (which all had CELEX frequencies grater than zero and thus also ap­
peared in the training set), and the 145 pseudo-verbs from Ernestus and Baayen (2003).
Procedure We modeled the networks using the Light Efficient Network Simulator 
(LENS; Rohde, 1999). Training was done using the modified momentum descent algo­
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rithm described by Rohde and Plaut (1999), using cross-entropy as the error measure on 
normalized outputs. For the training, we used a learning rate of 0.04, and a momentum 
of 0.90.
In the pre-training phase, the words from the pre-training dataset were presented to 
both networks in a pseudo-randomized order, each word being presented to the networks 
a mean number of times that was equal to its logarithmic surface CELEX frequency. In 
total, the number of word tokens presented to the networks equaled the number of word 
types in the data set, that is, 121,529. This pre-training went on for 100 epochs: The 
networks were presented with 121,529 chosen word tokens for 100 times. During this pre­
training phase, the input and output weights to and from three of the ten hidden units 
were frozen, and thus were not affected by pre-training. In this way, we guaranteed that 
not all of the networks' memory would be used in learning Dutch orthography, leaving 
some space for the actual past-tense formation problem. The weights to and from the 
remaining seven units were adjusted on the basis of their orthographical outputs for the 
final letters of the words.
After the pre-training phase, the weights of all units in the hidden layer were released, 
allowing training to proceed in all of them during the training phase. Then, one network 
was trained with a type-based regime, and the other with a token-based regime. Both 
networks were trained to produce the last letter of the verb stem and the letters of the 
past-tense suffix for all the verbs in the training set. The networks received the first person 
singular present-tense forms of these verbs phoneme by phoneme, one at a time. The 
networks' weights were adjusted on the basis of their outputs for the stem-final segments
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and the past-tense allomorphs.
The network from Simulation 1a (token-based) was trained for eight epochs, in which 
examples were randomly chosen from the experimental list according to their frequen­
cies. After eight epochs, the training was stopped because further training seemed to 
impoverish the network's performance (over-training), as appeared from a small test set 
of zero-frequency verbs from the CELEX database (which were not present in the training 
set or in the experimental datasets). After training, the mean square error per output unit 
on the training set was 0.0043 (equivalent to plus or minus 6.56% of each unit's correct 
activation value).
The network from Simulation 1b (type-based) was trained for seven epochs, after 
which its performance on the verbs in the small testing set seemed to drop. In this Sim­
ulation, words were presented randomly according to a uniform probability distribution 
(all words were on average presented an equal number of times per epoch). After train­
ing, the mean square error per output unit on the training set was 0.0045 (equivalent to 
plus or minus 6.71% of each unit's correct activation value).
Testing proceeded in the same way in both networks. We presented the verbs from 
the two experimental datasets, introducing the first person singular present-tense form 
one phoneme at a time. Once the trigger bit had been activated, we started recording the 
activation of the output units in that time-step and the two following steps. These three 
time-steps corresponded to the last letter of the stem and the two letters of the past-tense 
suffix. For the first letter of the past-tense suffix, given that the output could only b e 't ' 
or 'd ', it was not necessary to record the activation at the nodes representing the letters
12
other th a n 't ' o r 'd ', which was zero in all cases. Note that the activations of th e 't ' a n d 'd ' 
nodes gave us an estimation of the probabilities of choosing between the de and te suffixes 
as estimated by the network.
Results and Discussion
We started our evaluation by attributing de as the network's response when the ac­
tivation of the 'd ' output node was greater than the activation of the 't ' output node, 
and te in the opposite cases. We compared these networks' choices with the majority 
choices of the participants in the experiments reported in Ernestus and Baayen (2001, 
2003). Both networks showed above chance agreement with the participants according to 
the k  statistic for inter-rater agreement (Guggenmoos-Holzman, 1996). The token-based 
model showed a coherence score with the participants' majority choices on the pseudo­
words of 79% ( k  = 0.50, S E  =  0.08, Z  =  6.44,p < 0.0001) and 78% on the existing words 
( k  = 0.51, SE =  0.07, Z =  7.28,p < 0.0001). The network that received a type-based train­
ing outperformed the one that received a token-based training on the pseudo-verbs. It 
showed a coherence score on pseudo-words of 91% ( k  = 0.76, SE =  0.08, Z =  9.14,p < 
0.0001) and of 78% on the existing words ( k  = 0.53, SE =  0.07, Z =  7.23,p < 0.0001).
The Spearman rank correlation coefficients between the activation of the netw orks''d ' 
output nodes and the proportion of de responses were very similar for the two networks, 
both for the pseudo-verbs (rs =  0.63, p < 0.0001 token-based, versus r s =  0.65, p < 0.0001 
type-based), and the existing Dutch verbs (rs =  0.70,p < 0.0001 token-based, versus 
rs =  0.69,p < 0.0001 type-based), indicating that the two networks provide an equally 
good fit to the participants' responses. We conclude that both training regimes result in
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similar performances in terms of reproducing the participants' behavior on the exper­
imental tasks, with a slight advantage on the pseudo-words for the network that was 
trained with a type-based training regime. Since both networks perform well on the 
pseudo-verbs, we can conclude analogical behavior, like the participants did.
When we investigated whether the networks also showed the purely token-based sur­
face frequency effects found by Ernestus and Baayen (2001) for the existing verbs, we 
obtained very different results. While the log frequency of a past-tense form correlated 
with the average number of non-standard responses produced by the participants for 
that form (rs =  —0.24,p =  0.0016), this correlation only reached significance in the token- 
based training regime (rs =  —0.30,p =  0.0002), and not in the type-based training regime 
(rs =  —0.08,p =  0.32).
These two models have a number of limitations. The type-based training is unnatural, 
as actual word frequencies are not uniformly distributed. In addition, both models un­
der performed in producing past-tenses for existing verbs: The average coherence score 
between a given participant's choice of past-tense allomorph and the allomorph chosen 
by the majority of the other participants was 90%, which is significantly above the per­
formance of both networks. This is probably due to the small memory of the networks, 
in which only three hidden units bear most of the burden of past-tense formation. This 
substantial limitation on representational space does not allow the networks to form in­
dividual lexical representations for existing verbs, and analogical generalizations at the 
same time. This also explains why the type-based training regime showed an astonishing 
performance on pseudo-words, indicating that it succeeded in capturing the analogical
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effects, while it had a paradoxically lower performance on producing the past-tenses of 
the words on which it had been trained.
The present type and token-based models are limited also in other respects. By train­
ing the models on producing the last letter of the stem followed by the past-tense allo- 
morph, we have iimplicitlyprovided the information that the last segment of the stem is 
crucial for the choice of the past-tense allomorph. This ssimplifiedthe task by inducing 
the networks to base their choice of past-tense allomorph primarily on the last letter of 
the stem, without taking other properties of the verbs into account.
In addition, the input to the models during training was restricted to singular regular 
past-tenses. The exclusion of the irregulars decreased memory load, but oversimplified 
the Dutch past-tense formation problem. At the same time, the exclusion of regular plural 
forms from the networks' training entailed that the networks had no aaccessto a potential 
natural source of information on past-tense formation. Dutch regular plural present-tense 
forms consist of the verb stem followed by the suffix en. The stem final obstruent before 
this suffix is not devoiced, and therefore it accurately predicts the aappropriate past-tense 
allomorph for all forms of that particular verb (when unvoiced the allomorph is te, oth­
erwise it is de). Given the strong degree of similarity between the singular and plural 
regular past-tense forms of the same verb (they only differ orthographically in the pres­
ence of the letter 'n ' at the end of the plural), the information about the plural facilitates 
formation of the past-tense for the singular.
We conclude that a more realistic model of Dutch past-tense formation requires a 
larger memory, that it should produce full verbal forms, and, finally, that it should also
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be trained to produce plural and irregular past-tenses as well.
Simulation 2
There are two possibilities for a network that is required to output full verbal forms. 
Either the output has to be sequential, which is problematic (Stojanov, 2001), or the full 
form has to be output in a single time-step. Some representational paradigms have been 
used for single time-step output. These paradigms use either templates (e.g., Plunkett & 
Juola, 1999) or 'wickelfeatures' (e.g., Rumelhart & McClelland, 1986). Templates include 
crucial information about word structure specific to a particular language, and require 
unrealistic preprocessing of the inputs by alignment, etc.. They also impose explicit con­
straints on word length, which makes them unsuitable for our task. Wickelfeatures have 
been claimed to represent strings of unlimited length but they are in fact incapable of 
representing unambiguously all strings in a language (Pinker & Prince, 1988).
We therefore made use of the 'Accumulation of Expectations' technique (AoE; Moscoso 
del Prado, Schreuder, & Baayen, 2003). This technique is inspired by the simulations de­
scribed by Elman (1990,1993), which show that, when an SRN is trained on predicting 
the next letter in a sequence, using a large enough corpus for training, it develops in its 
hidden layer a detailed representation of the orthography of the language. The AoE for 
a word is the activation of the hidden units of an SRN trained to predict the next letter 
in a sequence of letters, summed across the presentation of each letter of the word. This 
vector thus gives a distributed representation of the orthographic form of the word. The 
AoE technique allows us to create vectors representing the orthographical forms of Dutch 
words (and pseudo-words) of any length, implicitly incorporating the generalizations of
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In contrast to Simulation 1, the training input contained all first and third person 
present and past verbal forms, regulars or irregulars. We used a past-tense formation 
SRN very similar to the ones used in Simulation 1. The phonetic input layer remained 
exactly the same as in Simulation 1, using the same feature-based representations of the 
input together with the trigger bit. We extended the memory to 200 units in the hidden 
and context layers, as the model has to learn mappings for full words, including irregu­
lars. The output layer consisted of 50 units that represent the AoE of the input words.
INSERT FIGURE 2 APPROXIMATELY HERE
Figure 2 provides an outline of the complete model that was used in the present sim­
ulation. The model consisted of two parts: An AoE network, that was used to create flat 
orthographic representations for the words and pseudo-words (upper part of the figure), 
and a past-tense formation network similar to the one employed in Simulation 1. The rep­
resentations created by the AoE network were employed for evaluating the outputs of the 
past-tense formation network, that is, for training, testing, and interpreting the outputs 
of this network.
Method
Materials The AoE network was an SRN with 50 units in its hidden and context layers. 
The input and output layers consisted of 26 units, each of these corresponding to one let­
ter of the Dutch alphabet. We trained this network on predicting the next letter, using all 
297,690 Dutch words in CELEX as training set. The words were presented letter by letter,
the orthographical system of Dutch.
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and at each time-step the AoE network was trained on predicting the next letter in the 
word. After training the AoE network, we ran through it all Dutch words in the CELEX 
database, and we accumulated the activation vectors produced in the hidden layer af­
ter each phoneme. In this way, we obtain a vector of 50 numbers for each word, with 
values in the interval [0.0,1.0]. The past-tense formation network in this simulation was 
trained to produce these same vectors as its output orthographic representations. A more 
detailed description of this AoE network can be found in Moscoso del Prado, Schreuder, 
and Baayen (2003).
For the pre-training phase of the past-tense formation network, we used again all 
121,529 Dutch words from the CELEX lexical database with frequencies higher than zero. 
The phonological coding of the input words was the same as in Simulation 1. Outputs 
were coded using the AoE technique.
For the training phase of the past-tense formation network, we selected all 10,750 
present and past-tense, regular and irregular, Dutch first and third person verbal forms 
that appear in the CELEX database with a frequency higher than zero. The input con­
sisted of the phonological form corresponding to the present-tense forms. The coding 
of the inputs was done according to the method described in Simulation 1, with an ad­
ditional bit that was set to zero at the last phoneme when an identity mapping was the 
required task, in which case, the model performs a pure 'dictation' task. If the required 
output was the corresponding past-tense form, the bit was set to one.
Again, for testing the network, we used the 145 pseudo-verbs from Ernestus and 
Baayen (2003) and the 165 existing Dutch verbs from Ernestus and Baayen (2001). In-
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put and output were coded in the same manner as in the training phase.
Procedure We modeled the network using LENS. Training was done using the modi­
fied momentum descent algorithm (Rohde and Plaut, 1999), this time using cosine as our 
error measure. In all training phases, we used a learning rate of 0.04 and a momentum of 
0.90.
The network first went through a pre-training phase of 100 epochs. This phase was 
identical to the one in Simulation 1, except that the network was trained to produce the 
full orthographic forms, instead of just the last letter. Each item was presented a num ­
ber of times proportional to its logarithmic frequency. The input and output weights 
to and from one hundred of the two hundred hidden units were frozen, and thus were 
not affected by pre-training. Error was back-propagated after the presentation of the last 
phoneme of each word.
After the identity mapping pre-training phase, the weights of all units in the hidden 
layer were released, allowing training to proceed throughout the network. Training items 
were presented to the network in a random order a number of times that was directly 
proportional to the frequency of occurrence of the output form (present or past-tense). 
In this way we simulated the frequencies of production of present and past-tense forms. 
The network was trained for 2000 epochs. Training was stopped at this point because 
further training did not seem to improve performance, which was tested on the same set 
of zero-frequency verbs from Simulation 1. After training, the network's average cosine 
error on the training set was 0.0343 (±0.0254).
For testing, we presented the verbs from both experimental datasets, introducing the
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first person singular present-tense form (for both the pseudo-verbs and the existing verbs) 
one phoneme at a time. Once the output triggering bit had been activated, we recorded 
the activation of the output units in that time-step.
Results and Discussion
Once more, we evaluated our model by comparing the past-tense forms chosen by the 
majority of the participants with the preferred output of the model. Since the output of 
this network was a distributed AoE representation, instead of a localistic one, determining 
the preferred output of the network was more complicated than in Simulation 1. Using 
the AoE network described above, we created 50-element vectors for the two possible or­
thographic forms of the regular past-tense (ending in te or de) for each of the experimental 
items. For example, given the experimental stimulus [keit], the AoE network produced 
50-element vectors for the possible output strings keidde and keitte. Additionally, to inves­
tigate the effects of irregularization, we also created vectors for two irregular forms for 
each item, one ending in a voiced obstruent and the other ending in a unvoiced obstruent. 
The selection of these irregular past-tenses for the experimental items (that were either 
regular or non-existing verbs) was done by choosing the most likely vowel change pat­
tern for the final vowel and consonant clusters of the verb (or pseudo-verb) according to 
the majority of existing irregular verbs in CELEX. For instance, for the experimental item 
[feit], we created AoE vectors corresponding to the orthographical forms keet and keed, 
because the majority of existing irregular verbs that contain the diphthong / e i /  undergo 
the / e i /  to / e : /  vowel change. We calculated the cosine distance between the output of 
the past-tense formation network for each experimental item, and the corresponding reg­
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ular past-tenses ending in de and te as well as the two created irregular forms (which in 
most cases do not correspond to any existing Dutch word). Out of these four options, the 
form with the vector that had the smallest distance to the network's output was selected 
as the network's preferred choice.
In order to assess whether the network was indeed producing as its output one of 
these four possibilities, we also calculated the cosine distance between the output vector 
produced by the network for each experimental item (words and pseudo-words), and the 
orthographical vectors of all the 30,740 word forms in the CELEX database with a sur­
face frequency of at least one occurrence per million. The cosine distance between the 
network's output and the closest form among the four predefined choices was smaller 
(or equal in cases of existing verbs) than the distance to the closest existing word from 
CELEX in 85% of the existing words and 63% of the pseudo-words. The outputs for the 
remaining 15% of words and 37% of pseudo-words were marked by deviant spellings, of­
ten caused by ambiguity in Dutch phoneme to grapheme mappings (e.g., the diphthongs 
/ a u /  and / e i /  can be respectively spelled as au or ou, and ei or ij in Dutch). For some 
pseudo-words, the network produced intermediate representations between the different 
possibilities because these cases can only be resolved by memorizing the correct spelling 
for each word. Other errors involved small 'misperceptions', that is, pseudo-words were 
mistaken for similar-sounding existing words. For instance, when presented with [baus], 
the network produced the existing verb bouwde ("built"), instead of inflected versions of 
baus or bous. Finally, for a small proportion of the verbs, the network produced 'impossi­
ble' morphological forms, such as attaching te after a voiced consonant (e.g., bembte), or de
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after an unvoiced one (e.g., daantde). Interestingly, Ernestus and Baayen (2001) reported 
that participants also produced this type of errors.
The model chose an irregular past-tense for forty experimental items by changing the 
vowel without affixation of a past-tense allomorph. For instance, it created keed instead 
of keidde or keitte, as the past tense form of [ ], in analogy with existing Dutch verbs. 
Interestingly, although the training was token-based, and the irregular past-tenses were 
consequently more frequent than the regular ones, the network's preferred past-tense was 
irregular for only 25 out of 145 (14%) pseudo-verbs and 15 out of the 165 (9%) existing 
Dutch regular verbs, in line with percentages of irregularization reported in the literature 
(e.g., Albright and Hayes (2003) report 18.5% irregularization in two experiments on En­
glish pseudo-verbs). Some of the irregularizations are in fact correct as they correspond to 
existing homophonic irregular verbs (e.g., the network produced liet, the past-tense form 
of the verb laten, "to let", instead of laadde, the past-tense form of laden, "to load", upon 
presentation of [lait]). Irregularization occurred more often when the irregularized form 
was also an existing (usually unrelated) word. In Ernestus and Baayen's experiments par­
ticipants were explicitely instructed to produce regular past-tense forms in all cases. We 
therefore excluded these 40 irregularized items from the following analyses.
The comparison of the network's preferred choices ending in te or de with the par­
ticipants' majority choices gave significantly above chance coherence scores of 68% for 
the pseudo-verbs ( k  = 0.33, SE =  0.07, Z =  4.5,p < 0.0001) and 85% for the existing 
Dutch verbs ( k  = 0.70, SE =  0.08, Z =  8.6,p < 0.0001). Interestingly, the participants in 
Ernestus and Baayen's experiments showed similar average coherence scores with each
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other: 74%(±5%) for the pseudo-verbs, and 90%(±5%) for the existing verbs. The co­
herence scores of the participants did not differ significantly from the coherence scores 
showed by the network, neither for the pseudo-words (Z =  —1.20,p =  0.1151), nor for 
the existing verbs (Z =  — 1.00,p =  0.1587).
INSERT FIGURE 3 APPROXIMATELY HERE
We also calculated the correlations between the logits for the participants' responses, 
that is, the logarithmic ratio between the number of de responses and the number of te 
responses for a given verb, and an estimation of the logit values for the network outputs. 
We estimated the network logits using L =  log ^ , with dde being the cosine distance 
between the de form and the network output, and dte being the cosine distance between 
the te form and the network output. The Spearman rank correlations between the logits 
of the number of de and te responses produced by the participants, and the L values 
were r s =  0.50 for the pseudo-verbs and rs =  0.76 for the existing Dutch verbs (p < 
0.0001 in both cases). The correlation between the participants' logits and our estimated 
network logits is illustrated in Figure 3. The regression line shows that the network's 
outputs replicate the participants' behavior: A linear increase of the network's logits is 
proportional to the linear increase of the participants' logits.
The correlation between the network's estimated logits and the participants' logits 
suggests that our network is showing the type-based analogical effects described by Ernes­
tus and Baayen (2001,2003). Figure 4 provides a more detailed account of these analogical 
effects. The figure compares the estimated logit values produced by the network, with the 
logits of the participant responses to different groups of pseudo-words classified by type
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of final obstruent of the pseudo-verb (upper panel), type of segment preceding the final 
obstruent of the pseudo-verb (middle panel), and the quantity of the final vowel (lower 
panel). Note that the network replicates accurately the patterns showed by the partici­
pants, with only small differences of scaling.
INSERT FIGURE 4 APPROXIMATELY HERE
The network's error for each verb was estimated by the absolute value of the estimated 
network logit (|L|). This estimate represents how confident the network was in its choice 
of past tense. High values should correspond to few errors produced by the participants. 
The Spearman correlation between this error estimate and the number of errors produced 
by the participants for the existing verbs was rs =  —0.44 (p < 0.0001). This correlation 
shows that the network was replicating not only the participants' preferred choices, but 
also the participants' certainty about a particular choice. Finally the network showed 
higher confidence for the more frequent verbs (rs =  —0.55;p < 0.0001), thus replicating 
the token-based frequency effect in the participants' responses.
To explore the network's performance on irregulars verbs, we selected the 153 Dutch 
monomorphemic irregular verbs from the CELEX lexical database (excluding the verbs 
that could have more than one past-tense form), and we ran them through the network in 
their first person singular present-tense form, producing their-past tenses. We compared 
the output of the network with the AoE vectors corresponding to the correct irregular 
past-tense form, and with the two possible regularizations (using the te or de allomorphs) 
for each verb. In 88% percent of the cases, the distance between the output of the network 
and the correct irregular past-tense form was smaller than the distance to any of the two
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possible regularizations. Additionally, we found that the network's output distance to 
the chosen past-tense form, was in 85% of the cases smaller or equal than the distance to 
the closest existing Dutch word with a frequency of at least one occurrence per million.
This new model succeeds in capturing type-based analogical effects and token-based 
frequency effects in a single system with a token-based training regime. This shows that 
the combined presence of token-based and type-based effects does not necessarily im­
ply two different mechanisms. The network's performance is remarkable given that, in 
this simulation, the task was much more complicated than in Simulation 1, requiring 
the learning of the full Dutch phoneme to grapheme mappings and the whole past-tense 
formation system, including irregulars and plurals, with a still very limited amount of 
memory.
General Discussion
In this paper, we discussed three neural networks modeling past-tense formation in 
Dutch. The first two networks dealt only with regular past-tense formation in the singu­
lar, one receiving a type-based training, the other one a token-based training. The inputs 
for both models consisted of featural phonetic representations of verbal stems simulating 
auditory input. As outputs, the models produced the final letters of the verbal stems fol­
lowed by their past-tense allomorphs. The token-based model replicated the type and to­
ken based effects reported by Ernestus and Baayen (2001, 2003). The model that received 
a type-based training regime matched the experimental results for the pseudo-verbs in 
more detail, but it failed to replicate the token-based frequency effects for the existing 
verbs. In fact, both of the models showed a relatively low performance on modelling the
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participants' responses to existing verbs. We concluded that accurate modeling of past- 
tense formation is only possible when a not too small memory is available, allowing both 
for the storage of individual items, and for the formulation of generalizations.
The third model received only a token-based training regime. Its memory was much 
larger, and the training set contained both regular and irregular, and both singular and 
plural past-tense forms. Furthermore, the model not only chose a past-tense allomorph, 
but also provided full orthographic forms. This model displays the type-based analogical 
effect for both the existing verbs and the pseudo-verbs, together with the token-based 
frequency effect for the existing verbs, closely replicating hum ans' responses to those 
same items. We conclude that type and token based effects in morphological processing 
do not necessarily imply the existence of separate processing mechanisms. Type-based 
analogical effects can arise as a consequence of uncertainty in token-based probability 
distributions as it was proposed by Moscoso del Prado, Kostic, and Baayen (2003).
Our system contributes to the ongoing debate on single and dual route models for reg­
ular and irregular past-tense formation (for reviews see McClelland and Patterson, 2002a, 
2002b, Pinker and Ullman, 2002a, 2002b) by showing that both regulars and irregulars 
can be captured by a simple model trained on a realistic amount of different verbs ac­
cording to the best available estimates of their frequencies. Our system produced regular 
past-tense forms for the great majority of pseudo-verbs, showing a default rule for past- 
tense formation. At the same time, it produced irregular past-tenses for existing irregular 
verbs, and for only a few pseudo-verbs with strong analogical support for the irregular 
form. This shows that analogical processing does not exclude rule-like generalizations.
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Default rules, in the sense of Pinker (1999), can arise in an exemplar-based connectionist 
system.
As far as we know, this is the first model of past-tense formation that covers all verbs 
of a language, irrespective of their length, regularity, or morphological complexity. Pinker 
and Ullman (2002a, 2002b) argue that previous connectionist models of past tense forma­
tion (e.g., Plunkett & Juola, 1999, Plunkett & Marchman, 1993, Rumelhart & McClelland, 
1986) only succeed in this task because a great deal of linguistic knowledge was built into 
their systems, thus making them more similar to a symbolic model. In contrast, our third 
simulation succeeded in this task using only phonetic representations. It acquired the 
remaining structural knowledge by statistical generalizations over the phonological and 
orthographical sequences present in words, without making use of any implicit symbolic 
processing mechanism.
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Table 1: Phonetic features used for coding the input in the simulations.
Phoneme consonant sonorant continuant voicing nasal approximant labial coronal palatal dorsal lateral high mid back round tense
+ +
+ + +
+ +
+ + +
+ +
+ + +
+ + + + + +
+ + + + + +
+ + + + + +
+ + + + + + +
+ + + + + +
+ + +
+ + + +
+ + +
+ + + +
+ + + +
+ + + + +
+ + +
+ + + +
+ + + + + +
+ + +
+ + + + + +
+ + + + +
+ + + + + +
+ + + + + +
+ + + + + + +
+ + + + +
+ + + + + + + +
+ + + + + + +
+ + + + +
+ + + +
+ + + +
+ + + + + +
+ + + + + + +
+ + +
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Figure 1: Modular architecture of a Simple Recurrent Networks used in the simulations. 
The boxes correspond to layers of units. The solid arrows represent sets of trainable 'all- 
to-all' connections between the units in two layers. The dashed arrow stands a for fixed 
'one-to-one' not trainable connection between two layers. These connections have the 
function of copying the activation of the hidden units into the context units at every time 
step.
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Figure 2: Outline of the complete model used in Simulation 2. The upper half of the 
diagram represents the AoE network that created orthographic vectors corresponding to 
sequences of letters. These vectors were used for training and evaluating the performance 
of the past tense network depicted in the lower part of the diagram
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Figure 3: Comparison between the logit values of the proportion of de and te responses 
to pseudo-verbs by the participants in Ernestus and Baayen (2003), with the estimated 
logit values of the responses of the network in Simulation 2. The line represents a non- 
parametric regression (Cleveland, 1979).
35
Figure 4: Comparison between the standardized logit values of the proportion of de 
and the te responses to pseudo-verbs by the participants in Ernestus and Baayen (2003), 
with the standardized logit values of the responses of the network in Simulation 2. The 
pseudo-verbs are classified by type of final obstruent (upper panel), type of segment pre­
ceding the final obstruent (middle panel), and quantity of the final vowel (lower panel).
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