Introduction
The central limit theorem says that, provided an estimator fulfills certain weak conditions, then, for reasonable sample sizes, the sampling distribution of the estimator converges to normality. The theorem is the foundation of various statistical methods, including the bootstrap and the jackknife.
The theorem raises several questions: What constitutes a "large" sample size? Is it 10, 100, or 1,000 observations? Does the definition of "large" depend on the form of the distribution, e.g., normal vs. exponential distribution? Another question is how many moments of the distribution we should compare in order to claim "large" or convergence to the normal. Is it sufficient to rely on the mean and variance? Each additional required moment will increase the sample size.
Here we propose a framework to find out the reasonable size of a sample. The framework is based on the properties of Gini's mean difference (hereafter, GMD) decomposition. The GMD, introduced by Gini (1914 Gini ( , 1921 , is a variability measure. One of the derived measures is the Gini coefficient and asymmetric correlations associated with it. These correlations have a property that is crucial for our purposes: A necessary condition for two random variables to be exchangeable up to a linear transformation is the equality of the Gini correlation coefficients. This property of the Gini correlations can be used to test for convergence to normality, because if convergence to normality occurred then the Gini correlations should be equal.
The remainder of the paper is organized as follows. Section 2 explains the analytical framework. Section 3 presents two implementations. One uses simulated distributions of the normal, lognormal, uniform, and exponential type. The other uses household income data from the German Socio-Economic Panel (SOEP).
The framework
The GMD decomposition framework has been introduced in Wodon and Yitzhaki (2003) and in Yitzhaki and Wodon (2004) . The framework is frequently used in the measurement of inequality and taxation to understand how the distribution of income changes due to changes in one of its components (income sources). Gini 
where Γ is Gini's correlation between and , and Γ Γ , 1,2.
Our interest is in the terms, the difference between the two Gini correlations, because they indicate whether and belong to the same family. It can be shown (see Schechtman and Yitzhaki, 1987) that if , are exchangeable up to a linear transformation, then
This property of the Gini correlations can be used to test for convergence to normality, because if convergence to normality occurred then the Gini correlations, i.e., Γ and Γ should be equal and 0. The estimators of Γ and Γ are U-statistics and therefore their distribution converges to the normal and so is the distribution of (see Schechtman and Yitzhaki, 1987) .
Based on this reasoning, we suggest the following procedure (PROC1) to find out what is the reasonable size of a sample:
1. Select a random sample and split it in two subsamples, each of size m. For each subsample and the joint distribution, calculate the estimator of the parameter of interest.
2. Repeat step 1 many times, say m times. In sum, the basic idea of PROC1 is the following: a necessary condition for the approximation to the normal distribution to be reasonable is that the distribution of the average of estimator of observations will be of the same family. This test can rely on the decomposition of the GMD of a linear combination of random variables: The terms indicate whether the averages of the sample and of the subsamples belong to the same family of distributions. Since the distribution of averages from the sample converges to the normal "it is sufficient to verify that the distributions converge to the same family" (see Yitzhaki and Schechtman, 2013, p. 501) .
Based on PROC1, we suggest a slightly modified procedure that can be used in applied research to test if convergence to normality occurred. Consider a sample with observations. The test procedure PROC2 is as follows:
1. Split the sample in two random subsamples, each of size 2 ⁄ . For each subsample and the sample as a whole, calculate the estimator of the parameter of interest, e.g. the arithmetic mean. If the D-terms are not statistically different from zero, we cannot reject normality.
Implementations
This section summarizes our empirical findings. The first set of findings relies on PROC1
and simulated normal, lognormal, uniform, and exponential distributions. For each type of distribution, we have implemented PROC1 for sample sizes from 5 to 500, increasing 5 sample size in steps of 5. The second set of findings relies on 'real-life' data, i.e., a household income database.
Results from simulated distributions
The results from PROC1 and the simulated distributions are provided in Figure 1 with its 95% jackknife confidence interval.
All four graphs convey the same two results. First, converges to zero as sample size goes up. Second, the range of the confidence intervals is already rather small for sample sizes of about 100 observations. In sum, the results suggest that we cannot reject normality with high confidence for our simulation samples if sample size exceeds about 100 observations.
Results from a real-life income distribution
Results from PROC2 are based on the German net income distribution 1 derived from the 1984 -2012 , version 29, SOEP, 2013 10.5684/soep.v29 and simulated data.
Once the extreme is discarded, the confidence intervals contain the zero. 2 Our applications to real-life data thus illustrate the importance of outliers for having a sufficient sample size that converges to normality.
Concluding remarks
The aim of this note is to describe a procedure for testing whether convergence to normality has occurred. The procedure is based on the decomposition properties of Gini's mean difference that includes the decomposition of the variance as a special case.
