Algebras of operators in Banach spaces over the quaternion skew field
  and the octonion algebras by Ludkovsky, S. V.
ar
X
iv
:m
at
h/
06
03
02
5v
1 
 [m
ath
.O
A]
  1
 M
ar 
20
06
Algebras of operators in Banah spaes over the
quaternion skew field and the otonion algebra
S.V. Ludkovsky
27.03.2005
UDC 517.983 + 517.984
1 Introdution
The skew field of quaternions H and the algebra of otonions O are algebras over the real
field R, but they are not algebras over the omplex field C, sine eah embedding of C into
H or into O is not entral. Therefore, a researh of algebras of operators over H or O an
not be redued to algebras of operators over C. On the other hand, the developed below
theory of algebras of operators over H and O has many speifi features in omparison with
the general theory of algebras of operators over R due to the graded strutures of algebras
H and O. Moreover, the algebra of otonions an not be realized as the subalgebra of any
algebra of matries over R, sine the algebra of otonions is not assoiative. At the same
time the skew produt of the algebra of matries over C, known as the partiular ase of the
skew produt of algebras of operators, produes only algebras over C and an not give the
algebra H or O.
The results of this work an be used also for the development of nonommutative geom-
etry, superanalysis, quantum mehanis over H and O, and the theory of representations of
non loally ompat groups, for example, of the type of the group of diffeomorphisms and
the group of loops of quaternion or otonion manifolds (see [2, 15, 4, 9, 10℄). The wast ma-
jority of preeding works on superanalysis was devoted to superommutative superalgebras
of the type of Grassman algebra, but for the nonommutative superalgebras it was almost
undeveloped. The skew field of quaternions and the algebra of otonions serve as very im-
portant examples of superalgebras, whih are not superommutative, moreover, the algebra
of otonions is not assoiative. In the present work there are used results of the preeding
artiles of the author on this theme, in partiular, nonommutative integral over H and O
[11, 12, 13℄ serving as the analog of the integral of the Cauhy type known over C. As exam-
ples of quaternion or otonion unbounded operators serve differential operators, inluding
that of in the partial derivatives. They arise naturally, for example, the Klein-Gordon-Fok
equation may be written in the form (∂2/∂z2 + ∂2/∂z˜2)f = 0 on the spae of quaternion
loally (z, z˜)-analyti funtions f , where z is the quaternion variable, z˜ is the onjugated
variable, zz˜ = |z|2. The Dirak operator for the spin systems over H2 an be written in the
form
(
0 ∂/∂z
−∂/∂z˜ 0
)
, that is used in the theory of of spin manifolds [8℄, but eah spin manifold
an be embedded in the quaternion manifold [12℄.
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The skew field of quaternions H has the automorphism η of the order two η : z 7→ z˜,
where z˜ = w1 − wii − wjj − wkk, z = w1 + wii + wjj + wkk; w1, ..., wk ∈ R. There is the
norm in H suh that |z| = |zz˜|1/2, onsequently, z˜ = |z|2z−1.
The algebra K of otonions (otave, the Cayley algebra) is defined as the eight dimen-
sional algebra over R with he basis, for example,
(1) b3 := b := {1, i, j, k, l, il, jl, kl} suh that
(2) i2 = j2 = k2 = l2 = −1, ij = k, ji = −k, jk = i, kj = −i, ki = j, ik = −j, li = −il,
jl = −lj, kl = −lk;
(3) (α + βl)(γ + δl) = (αγ − δ˜β) + (δα + βγ˜)l
it is the law of multipliation in K for eah α, β, γ, δ ∈ H, ξ := α+βl ∈ K, η := γ+δl ∈ K,
z˜ := v − wi− xj − yk for quaternions z = v + wi+ xj + yk ∈ H with v, w, x, y ∈ R.
The algebra of otonions is neither ommutative, nor assoiative, sine (ij)l = kl, i(jl) =
−kl, but it is distributive and R1 is its entre. If ξ := α+ βl ∈ K, then
(4) ξ˜ := α˜− βl is alled the adjoint element for ξ, where α, β ∈ H. Then
(5) (ξη).˜ = η˜ξ˜, ξ˜ + η˜ = (ξ + η).˜ and ξξ˜ = |α|2 + |β|2,
where |α|2 = αα˜, suh that
(6) ξξ˜ =: |ξ|2 and |ξ| is the norm in K. Therefore,
(7) |ξη| = |ξ||η|,
onsequently, K does not ontain the divisors of zero (see also [7℄). The multipliation of
otonions satisfies the equations:
(8) (ξη)η = ξ(ηη),
(9) ξ(ξη) = (ξξ)η,
whih define the property of alternativity of algebras. In partiular, (ξξ)ξ = ξ(ξξ). Put
ξ˜ = 2a− ξ, where a = Re(ξ) := (ξ + ξ˜)/2 ∈ R. In view of the fat that R1 is the entre in
K and ξ˜ξ = ξξ˜ = |ξ|2, then from the equations (8, 9) by indution it follows, that for eah
ξ ∈ K and eah n-times produt, n ∈ N, ξ(ξ(...ξξ)...) = (...(ξξ)ξ...)ξ the result does not
depend on the order of brakets (the order of subsequent multipliations), onsequently, the
definition of ξn := ξ(ξ(...ξξ)...) does not depend on the order of brakets. This also shows
that ξmξn = ξnξm, ξmξ˜m = ξ˜mξn for eah n,m ∈ N and ξ ∈ K. Apart from the quaternions,
the otonion algebra an not be realized as a subalgebra of the algebra M8(R) of all 8 × 8-
matries over R, sine K is not assoiative, but M8(R) is assoiative. The nonommutative
nonassoiative algebra of otonions K is Z2-graded R-algebraK = K0+K1, where elements
K0 are even and elements inK1 are odd (see, for example, [7℄). There are natural embeddings
C →֒ K and H →֒ K, but neither K over C, nor K over H, nor H over C are algebras,
sine their entres are the following: Z(H) = Z(K) = R.
In this artile there are given the prinipal features of quaternion and otonion ases,
sine in one artile it is impossible to give suh broad theory over H or O, as the well
developed theory of operators over C [3, 6℄.
In the seond setion the are investigated unbounded, as well as bounded quasilinear
operators in the Hilbert spaes X over algebras K. At the same time the analog of the salar
produt in X is defined with values in the algebra K. There are defined and investigated
also graded operators of projetions and graded projetion valued measures. The linearity
of operators over the algebra K is already not worthwhile beause of the nonommutativity
of K, therefore there is introdued the notion of quasilinear operators. Further theorems
about spetral representations of projetion valued graded measures of normal quasilinear
operators, whih an be unbounded, are proved. At the same time graded projetion valued
measures in the general ase may be nonommutative and nonassoiative. Beause of the
nonommutativity of the skew field of quaternions and the algebra of otonions ommutative
algebras Z over them withdraw their importane, sine they an be only trivial ZK = Z =
2
{0}, moreover, over the algebra of otonions assoiativity loose its importane. Therefore,
in the seond setion there is introdued the notion of quasiommutative algebra over K
and for them it is proved the analog of the Gelfand-Mazur theorem. Moreover, there are
onsidered spetral deompositions of the unitary and self-adjoint operators, it is proved the
analog of the Stone theorem over the skew field of quaternions and the algebra of otonions
for the one parameter families of unitary operators.
In the third setion the are investigated C∗-algebras over K. For them there are proved
analogs of the theorems of Gelfand-Naimark-Segal, von Neuman, Kaplansky and so on.
There is studied the question about topologial and algebrai irreduibility of the ation of
a C∗-algebra of quasilinear operators in the Hilbert spae over K.
2 Theory of unbounded operators
1. Definitions and Notes. Let X be a vetor spae over the skew field of quaternions
H or the algebra of otonions O, that is, X is the additive group, and the multipliation of
the vetors v ∈ X on salars a, b ∈ H from the left and the right satisfies the axioms of the
assoiativity and distributivity, but in the ase of the otonion algebra O assoiativity is
replaed on the alternativity preserving the ditributivity, where the left distributivity means,
that (a + b)v = av + bv and a(v + w) = av + aw for eah a, b ∈ K, v, w ∈ X, K = H or
K = O, the right distributivity means that v(a + b) = va + vb and (v + w)a = va + wa
for eah a, b ∈ K, v, w ∈ X , assoiativity from the left means that a(bv) = (ab)v for eah
a, b ∈ H and v ∈ X , the assoiativity from the right means that (vb)a = v(ba) for eah
a, b ∈ H and v ∈ X , the alternativity from the left means that b(bv) = (b2)v for eah b ∈ O
and v ∈ X , the alternativity from the right means that (vb)b = v(b2) for eah b ∈ K and
v ∈ X .
If there exists the norm ‖v‖X =: ‖v‖ in X relative to whih X is omplete, where
‖av‖ = |a|K‖v‖, ‖vb‖ = |b|K‖v‖, ‖v + w‖ ≤ ‖v‖+ ‖w‖ for eah v, w ∈ X , a, b ∈ K, then X
is alled the Banah spae over K, where K = H or K = O. Then X has also the struture
of the Banah spae XR over R, sine K is the algebra over R of the dimension 4 for K = H
and 8 for K = O.
An operator T on the dense vetor subspae D(T ) in X with values in the Banah spae
Y over K is alled (K-)right linear, if T (va) = (T (v))a, T (v + w) = (T (v)) + (T (w)) for
eah a ∈ K and every v, w ∈ D(T ) and in addition T is R-linear on D(T )R. For the right
linear operator we also write Tv instead of T (v). If T is R-linear and T (av) = a(T (v)),
T (v + w) = (T (v)) + (T (w)) for eah a ∈ K, then T is alled (K-)left linear. For the left
linear operator we also write vT instead of T (v).
An operator T is alled (K-)linear, if it is left and right linear operator simultaneously.
(Nevertheless, av in the general ase is not equal va for v ∈ X and a ∈ K, also in the general
ase cz is not equal zc for z ∈ Y and c ∈ K, therefore, the linearity of an operator over K
differs from the linearity of an operator over ommutative fields R or C, that is, it is better
to avoid suh terminology of the linearity over K).
An operator T : D(T ) → R(T ) we all (K-)quasilinear, if it is additive T (v + w) =
T (v) + T (w) and R-homogeneous T (av) = aT (v) = T (va) for eah a ∈ R, v and w ∈ X ,
where R(T ) ⊂ Y means the region of values of the operator. For example, derivatives of
the quaternion holomorphi funtions are H-quasilinear (see [11℄).
Let Lq(X, Y ) (Lr(X, Y ); Ll(X, Y )) denote Banah spae of all bounded quasilinear opera-
tors T fromX into Y (right or left linear operators orrespondingly), ‖T‖ := supv 6=0 ‖Tv‖/‖v‖;
Lq(X) := Lq(X,X), Lr(X) := Lr(X,X) and Ll(X) := Ll(X,X). The resolvent set ρ(T ) of
3
a quasilinear operator T is defined as
ρ(T ) := {z ∈ K : there exists R(z;T ) ∈ Lq(X,D(T ))},
where R(z;T ) := Rz(T ) := (zI − T )−1, I deontes the unit operator on X , Iv = v for eah
v ∈ X , analogously for right or leftlinear operators, where D(T ) is dense in X . The spetrum
is defined as σ(T ) := K \ ρ(T ).
2. Lemma. For eah z1 and z2 ∈ ρ(T ):
(i) R(z2;T )− R(z1;T ) = R(z1;T )((z1 − z2)R(z2;T )) = (R(z1;T )(z1 − z2))R(z2;T ).
Proof. The algebra O is alternative, therefore, a−1(av) = v for eah a ∈ O with a 6= 0
and v ∈ X , sine a−1 = a˜/|a|, |a| ∈ R, Z(O) = R. If an operator A : X → X is invertible,
where A ∈ Lq(X,X), then there exists A−1 ∈ Lq(A(X), X). In partiular, if A(X) = X
for an invertible operator A, then A(X) and X are isomorphi as the K-vetor spaes. In
view of the fat that the vetor span over K for A(X) is the K-vetor subspae in X , then
A−1(Av) = v for eah v ∈ X , in partiular, for v = R(z, T )u, where u ∈ X , z ∈ ρ(T ).
Therefore, the following identities are satisfied: R(z1;T )((z1I − z2I)R(z2;T )) = (z1I −
T )−1((z1I−T − (z2I−T2))(z2I−T )−1) = (z2I−T )−1− (z1I−T )−1, sine the multipliation
in the skew field of quaternions H is assoiative, and the algebra O is alternative.
3. Lemma. If T is the losed quasilinear operator, then ρ(T ) is open in K and R(z;T )
is K-holomorphi on ρ(T ), where K = H or K = O.
Proof. Let z0 ∈ ρ(T ), then the operator R(z0;T ) is losed and by the losed graph
theorem it is bounded, sine it is defined everywhere. If z ∈ K and |z0−z| < ‖(z0I−T )−1‖−1,
then (zI − T ) = (z0I − T )(I − R(z0;T )(z0 − z)), moreover,
(i) R(z;T ) = {
∞∑
n=0
[R(z0;T )(z0 − z)]
n}R(z0;T ) ∈ Ls(X),
sine this series [R(z0;T )(z0−z)]nR(z0;T ) onverges relative to the norm topology in Ls(X).
In view of (i) R(z;T ) K is loally z-analyti, onsequently, holomorphi on ρ(T ) in aor-
dane with theorem 2.16 [11, 13℄.
4. Notes and Definitions. For a normed (or Banah) spae X over K its topologially
right adjoint spae X∗r is defined as onsisting of all funtionals f : X → K suh that f is R-
linear andK-right linear, where K = H orK = O. Analogously we put X∗q := Lq(X,K) and
X∗l := Ll(X,K), whereX
∗
q is the topologially quasi adjoint spae, X
∗
l is the topologially left
adjoint spae. Then X∗s is the Banah spae over K with the norm ‖f‖ := supx 6=0 |fx|/‖x‖.
If X and Y are normed (or Banah) spaes over K and T : X → Y belongs to Ls(X, Y ),
then T ∗ is defiend by the equation: (T ∗y∗)(x) := y∗ ◦ T (x) for eah y∗ ∈ Y ∗s , x ∈ X. Then
T ∗ ∈ Ll(Y
∗
r , X
∗
r ) for eah T ∈ Lr(X, Y ). If T ∈ Ll(X, Y ), then T
∗ ∈ Lr(Y
∗
l , X
∗
l ), sine
y∗ ◦ T (x) = xT ∗y∗ in the symmetrial notations, where x ∈ X . If T ∈ Lq(X, Y ), then
T ∗ ∈ Lq(Y ∗q , X
∗
q ).
Let Xˆ and Yˆ be images relative to the natural embeddings of X and Y in (X∗q )
∗
q and
(Y ∗q )
∗
q respetively. For eah T ∈ Ls(X, Y ) define Tˆ ∈ Ls(Xˆ, Yˆ ) by the equation Tˆ (xˆ) = yˆ,
where y = T (x). Eah funtion S defined on a domain (X∗q )
∗
q ⊃ dom(S) ⊃ Xˆ and suh that
S(xˆ) = T (xˆ) for eah xˆ ∈ Xˆ is alled the extension of T .
Put by the indution D(T n) := {x : x ∈ D(T n−1), T n−1(x) ∈ D(T )}, D(T∞) :=⋂∞
n=1D(T
n), where T 0 := I, T n(x) := T (T n−1(x)).
4.1. Theorem. Let Y be a K-vetor subspae in a K-vetor normed spae X, where
K = H or K = O. Then to eah K-quasilinear funtional g ∈ Y ∗q there orresponds f ∈ X
∗
q
suh that |f | = |g| and f(y) = g(y) for eah y ∈ Y .
4
Proof. If X is a R-vetor spae, then the statement of this theorem follows from the
Hahn-Banah theorem for p(x) := |g||x|. Remind, that the theorem of Hahn-Banah states,
that if a real valued funtion p on the real linear spae X satisfies the onditions: p(x+y) ≤
p(x) + p(y), p(ax) = ap(x) for eah x, y ∈ X , a ≥ 0, where g it is a real valued linear
funtional on the R-linear subspae Y in X suh that g(x) ≤ p(x) for eah x ∈ Y , then
there exists the real valued linear funtional f on the entire X suh that f(x) = g(x) for
eah x ∈ Y , moreover, f(x) ≤ p(x) for eah x ∈ X .
Consider now the general ase of the normed K-vetor spae X . Then the quasilinear
funtional g has the deomposition g(y) = g0(y) + g1(y)i1 + ... + gm(y)im for eah y ∈ Y ,
where g0(y), ..., gm(y) are real valued funtionals on Y , {i0, ..., im} denotes the set of the
standard generators of the algebra K, i0 = 1, m = 3 for H, m = 7 for O. Then for the
real numbers a, b ∈ R and arbitrary vetors x, y ∈ Y we get: gj(ax+ by) = agj(x) + bgj(y),
|gj(y)| ≤ |g(y)| ≤ |g||y|. There exists the deomposition of the spae X of the form X =
X0⊕X1i1⊕ ...⊕Xmim, where X0, ..., Xm are pairwise isomorphi real linear normed spaes.
Then from the beginning of the proof of this theorem it follows, that real valued linear
funtionals fj on X suh that |fj| ≤ |gj| for eah j = 0, 1, ..., m, fj(y) = gj(y) for eah
y ∈ Y . Then the quasilinear funtional f on X it is possible to presribe by the formula:
f(x) := f0(x) + f1(x)i1 + ... + fm(x)im. Let f(x) = r exp(Mt), where t ∈ R, 0 < r < ∞,
M ∈ K, Re(M) = 0 (see the polar deomposition of the elements z ∈ K in the Corollary
3.6 in [13℄). Then |f(x)| = exp(−tM)f(x) ≤ |g||x|, sine the algebra K is alternative,
onsequently, |f | ≤ |g|. On the other hand, sine f is the extension of g, then |f | ≥ |g|,
onsequently, |f | = |g|.
4.2. Lemma. Let Y be a K-vetor subspae of the K-vetor normed spae X, where
K = H or K = O, moreover, infy∈Y |y − x| = d > 0. Then there exists f ∈ X
∗
q suh that
f(x) = 1, |f | = 1/d, f(y) = 0 for eah y ∈ Y .
Proof. If x /∈ Y , then Kx = xK in view of the alternativity of the algebra K, on-
sequently, (Kx) ∩ Y = {0}, sine Y is the K-vetor spae. Then eah vetor z from the
K-vetor span Z := spanK(Y, {x}) is uniquely represented as: z = y + ax, where a ∈ K,
y ∈ Y . For z = y+ ax it is possible to give f(z) := a, then f is the K-quasilinear funtional
on Z. If a 6= 0, then |z| = |y + ax| = |a||a−1y + x| ≥ |a|d, onsequently, |f(z)| ≤ |z|/d,
|f | ≤ 1/d. Let yn ∈ Y be a sequene of vetors suh that limn→∞ |x− yn| = d, onsequently,
1 = f(x − yn) ≤ |f ||x − yn|, Therefore, d
−1 ≤ |f |, then |f | = 1/d. In view of Theorem 4.1
there exists the extension K-quasilinear funtional f on X .
4.3. Corollary. Let x be a vetor, not belonging to the losed K-vetor subpae Y of a
K-vetor normed spae X, where K = H or K = O. Then there exists f ∈ X∗q suh that
f(x) = 1, f(y) = 0 for eah y ∈ Y .
4.4. Corollary. For eah x 6= 0 in a K-vetor normed spae X, where K = H or
K = O, there exists g ∈ X∗q suh that |g| = 1, g(x) = |x|.
Proof. The appliation of Lemma 4.2 for Y = {0} gives the K-quasilinear funtional
g(y) := |x|f(y) for eah y ∈ X , where f ∈ X∗q with f(x) = 1.
4.5. Corollary. For eah x ∈ X in a K-vetor normed spae X, where K = H or
K = O, there exists |x| = supf∈S∗q |f(x)|, where S
∗
q is the losed sphere of the unit radius
with the entre at zero X∗q . If f(x) = f(y) for eah f ∈ X
∗
q , then x = y.
4.6. Lemma. A mapping T 7→ T ∗ is an isometri isomorphism of the spae Lq(X, Y )
into Lq(Y
∗
q , X
∗
q ), where X and Y are normed spaes over K = H or K = O.
Proof. If a K-quasilinear funtional f ◦ T is ontinuous, then T ∗ ◦ f ∗ ∈ X∗q , moreover,
the mapping T 7→ T ∗ is K-quasilinear. Due to Corollary 4.5 |T (x)| = sup|f |≤1 |f(T (x))|,
onsequently,
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|T ∗| = sup|f |≤1 |T
∗ ◦ f ∗| = sup|f |≤1,|x|≤1 |f(T (x))| =
sup|x|≤1 sup|f |≤1 |f(T (x))| = sup|x|≤1 |T (x)| = |T |,
therefore, T 7→ T ∗ is the isometri isomorphism from Lq(X, Y ) into Lq(Y
∗
q , X
∗
q ).
4.7. Lemma. Let X and Y be two K-vetor normed spaes, where K = H or K = O,
then an operator T ∗ adjoint to T ∈ Lq(X, Y ) is a ontinuous K-quasilinear operator from
Y ∗q into X
∗
q .
4.8. Lemma. Let X, Y , Z be K-vetor normed spaes, where K = H or K = O.
If T ∈ Lq(X, Y ), U ∈ Lq(Y, Z), then (UT )∗ = T ∗U∗, moreover, the operator I∗ for I ∈
Lq(X) := Lq(X,X) is the unit operator in Lq(X
∗
q ).
Proof. If f ∈ Z∗q , g ∈ X
∗
q , then ((UT )
∗ ◦ f)(x) = f(U(T (x))) = (U∗f)(T (x)) =
((T ∗U∗) ◦ f)(x), also I∗g = g ◦ I = g. Thus, the mapping T 7→ T ∗ of the ring Lq(X) into
the ring Lq(X
∗) is the antiisomorphism.
4.9. Lemma. If T ∈ Lq(X, Y ), where X and Y are K-vetor normed spaes, K = H
or K = O, then the repeated adjoint operator T ∗∗ : (X∗q )
∗
q → (Y
∗
q )
∗
q is the extension of a
K-quasilinear operator T .
Proof. Let x ∈ X , g ∈ Y ∗q , then (T
∗∗xˆ)g = xˆ(T ∗g) = (T ∗g)(x) = g(T (x)) = (Tˆ xˆ)(g).
4.10. Lemma. Let X and Y be two K-vetor normed spaes over K = H or K = O.
Then the following two onditions are equivalent:
(1) there exists the inverse operator T−1 ∈ Lq(Y,X) and T−1 is defined on the entire Y ;
(2) an adjoint operator T ∗ has an inverse operator (T ∗)−1 ∈ Lq(X∗q , Y
∗
q ) and (T
∗)−1 is
defined on the entire X∗q .
Proof. Let T−1 ∈ Lq(Y,X), then due to Lemma 4.8 there are satisfied the equations
(TT−1)∗ = (T−1)∗T ∗ = I on Y ∗q , and (T
−1T )∗ = T ∗(T−1)∗ is the unit operator on X∗q . Thus,
there exists (T ∗)−1 ∈ Lq(X
∗
q , Y
∗
q ) and (T
∗)−1 = (T−1)∗.
Vie versa, if there exists (T ∗)−1 ∈ Lq(X∗q , Y
∗
q ), then due to the proof just given above
there exists (T ∗∗)−1 ∈ Lq((Y ∗q )
∗
q , (X
∗
q )
∗
q). Thus, the mapping T
∗∗
is the homeomorphism. For
T ∈ Lq(X, Y ) we have
((b1f1 + b2f2) ◦ T )(x) = ((b1f1) ◦ T )(x) + ((b2f2) ◦ T )(x) b1(f1(T (x)) + b2(f2(T (x))
= (T ∗(b1f1))(x) + (T
∗(b2f2))(x) = b1(T
∗(f1)(x)) + b2(T
∗(f2(x))
for eah x ∈ X and eah b1, b2 ∈ K, f1, f2 ∈ Y ∗. Sine T ∗ has the inverse operator (T ∗)−1
defined on the entire X∗q , then T (X) is the K-vetor spae. Due to Lemma 4.9 T
∗∗
serves
as the extension of the operator T , onsequently, T is bijetive and T (X) is losed. If y ∈ Y
and y /∈ T (X), then due to Corollary 4.3 there exists g ∈ Y ∗q suh that g 6= 0, gT = T
∗g = 0.
But this ontradits to the bijetivity of the operator T ∗, that is, T (X) = Y .
5. Lemma. Let T ∈ Ls(X), then σ(T ∗) = (σ(T )).˜ and (R(λ, T ))∗ = R(λ∗, T ∗), where
λ∗I := (λI)∗, s ∈ {q, r, l}.
Proof. If S ∈ Ls(X, Y ) and there exists S
−1 ∈ Ls(Y,X), then S
∗ ∈ Lu(Y
∗
s , X
∗
s ) has the
inverse operator (S∗)−1 ∈ Lu(X∗s , Y
∗
s ) and (S
−1)∗ = (S∗)−1, where (s, u) ∈ {(q, q); (r, l); (l, r)}.
Then
(λI − T )∗y∗ = y∗ ◦ (λI − T ) = y∗ ◦ (λI)− y∗ ◦ T , onsequently,
(λ∗I − T ∗)[(λI − T )∗]−1 = I and (R(λ, T ))∗ = R(λ∗, T ∗).
6. Definition and Note. Denote by H(T ) the family of all holomorphi funtions f in
the variable z ∈ K on neighborhoods Vf for σ(T ), where T ∈ Ls(X), s ∈ {q, r, l}, K = H or
K = O, and for a quasilinear operator T letH∞(T ) be the family of all holomorphi funtions
on neighborhoods Uf , Uf ⊂ K, for σ(T ) and ∞ in the one point ompatifiation Kˆ of the
algebra K as the loally ompat topologial spae. Choose a marked point z0 ∈ σ(T ). For
eah M = x0i0 + ... + xmim ∈ K with |M | = 1 and Re(M) = 0, where x0, ..., xm ∈ R,
there exists a losed retifiable path η onsisting of the finite union of paths η(s) = z0 +
rp exp(2πsM) with s ∈ [ap, bp] ⊂ [0, 1] ⊂ R and segments of the straight lines {z ∈ K : z =
6
z0 + (rpt+ rp+1(1− t)) exp(2πbpM), t ∈ [0, 1]} joining them, moreover, η ⊂ U \ σ(T ), where
ap < bp and 0 < rp < ∞ for eah p = 1, ..., m, m ∈ N, bp = ap+1 for eah p = 1, ..., m − 1,
a1 = 0, bm = 1. Then there exists a retifiable losed path ψ homotopi to η and a
neighborhood U satisfying onditions of Theorem 3.9 [11℄ and suh that ψ ⊂ U \ σ(T ). For
T ∈ Lq(X) it is possible to define
(i) f(T ) := (2π)−1(
∫
ψ
f(ζ)R(ζ ;T )dζ)M−1,
where the onvergene is defined relative to the weak operator topology. This integral
depends on f, T and it is independent from U , ψ, η, γ, M . For an unbounded quasilinear
operator T let A := −R(a;T ) and Ψ : Kˆ → Kˆ, Ψ(z) := (z − a)−1, Ψ(∞) = 0, Ψ(a) = ∞,
where a ∈ ρ(T ). For f ∈ H∞(T ) we define f(T ) := φ(A), where φ ∈ H∞(A) is given by the
equation φ(z) := f(Ψ−1(z)).
7. Note. Consider the Banah spae X over the skew field of quaternions H as the
Banah spae XC over C, then
(i) XC = X1 ⊕X2j,
where X1 and X2 are Banah spaes over C suh that X1 is isomorphi with X2. The
omplex onjugation in C indues the omplex onjugation of vetors in Xm, where m = 1
or m = 2. Eah vetor x ∈ X we an write in the matrix form
(ii) x =
(
x1 x2
−x¯2 x¯1
)
,
where x1 ∈ X1 and x2 ∈ X2. Then eah quasilinear operator T we an write in the form
(iii) T =
(
T1 T2
−T¯2 T¯1
)
,
where T1 : X1 ⊃ D(T1) → Y1, T2 : X1 ⊃ D(T2) → Y2, T (x) = Tx for s ∈ {q, r}, T (x) = xT
for s = l.
(iv) T¯mx := Tmx¯, where m = 1 or m = 2.
In partiular, for the ommutator [ζI, T ] for ζ =
(
b 0
0 b¯
)
∈ H, where b ∈ C, the following
formula is aomplished:
(v) [ζI, T ] = 2(−1)1/2Im(b)
(
0 T2
−T¯2 0
)
, where Im(b) denotes the imaginary part of b,
2(−1)1/2Im(b) = (b− b¯).
8. Theorem. If f ∈ H∞(T ) over the algebra K = H or K = O, then f(T ) does not
depend on a ∈ ρ(T ) and
(i) f(T ) = f(∞)I + (2π)−1(
∫
ψ
f(λ)R(λ;T )dλ)M−1.
Proof. If a ∈ ρ(T ), then 0 6= b = (λ− a)−1 for λ 6= a and
(T − aI)(T − λI)−1 = (bI −A)−1b, therefore,
I + b−1(T − λI)−1 = b(bI −A)−1b− bI
and b ∈ ρ(A). If 0 6= b ∈ ρ(A), then A(bI −A)−1 = (T − λI)−1b−1 and λ ∈ ρ(T ). The point
b = 0 is in σ(A), sine A−1 = T − aI is unbounded. Let a /∈ V , then U = ψ−1(V ) ⊃ σ(A)
and U is open in Kˆ, but φ(z) := f(ψ−1(z)) ∈ H∞(U). Due to orollary 3.26 in [11℄ and 3.25
in [13℄ we get the formula (i).
9. Theorem. Let a, b, c, e ∈ K, f, g ∈ H∞(T ), where K = H or K = O. Then
(i) a(fc) + b(ge) ∈ H∞(T ) and a(fc)(T ) + b(ge)(T ) = (a(fc) + b(ge))(T );
(ii) fg ∈ H∞(T ) and f(T )g(T ) = (fg)(T );
(iii) If f is deomposable into a onverging series
f(z) =
∑
k
{(bk, z
k)}q(2m(k))
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in a neighborhood σ(T ), then
f(T ) =
∑
k
{(bk, T
k)}q(2m(k))
on D(T∞), where bk = (bk,1, ..., bk,m(k)),
{(bk, zk)}q(2m(k)) := {bk,1z
k1 ...bk,m(k)z
km(k)}q(2m(k)), bk,j ∈ K;
(iv) f ∈ H∞(T
∗) and f ∗(T ∗) = (f(T ))∗, where f ∗(z) := (f(z∗))∗, q(v) is a vetor
indiating on an order of the produt in {∗} in the nonassoiative ase of K = O, as in
2.1 [13℄, whih an be omitted in the assoiative ase of K = H.
Proof. (i). Take Vf ∩ Vg =: V and for it onstrut U , η and ψ as in 2.6. Then the first
statement follows from 2.6.(i).
(ii). Due to Theorem 3.28 [11℄ or Theorem 3.27 [13℄ funtion g˜(z˜) =: φ(z) belongs to
H∞(T ) and φ˜(z˜) = g(z), where z˜ = x0i0 − x1i1 − ... − xmim, z = x0i0 + x1i1 + ... + xmim,
x0, x1, ..., xm ∈ R, z ∈ Vg ⊂ K. Using φ(A), we onsider the ase of a bounded operator T .
Due to 2.6.(i):
(y˜∗(φ(T˜ )h˜)) = (2π)−1y∗(M
∫
ψ
(dζ˜R(ζ˜ , T )g(ζ˜))h),
where y˜∗(T˜ h˜) := (y∗(Th)).˜ and y˜∗h˜ := (y∗h).˜ for eah y∗ ∈ X∗q and h ∈ X . Therefore,
(y˜∗(φ(T˜ )h˜)).˜ = (2π)−1y∗(M
∫
ψ˜
(dζR(ζ, T )g(ζ))h), onsequently,
(φ(T˜ )).˜ = (2π)−1M(
∫
ψ˜
dζR(ζ, T )g(ζ)) = g(T ),
sine left and right integrals oinide in the spae of holomorphi funtions over K. The
funtion fg is holomorphi on V (see 2.1 and 2.12 [11, 13℄). There exist ψf and ψg as in
2.6 and ontained in U \ σ(T ), where U¯ ⊂ V . Due to the Fubini theorem there exists
(v) f(T )g(T ) = (2π)−2
∫
ψf
∫
ψg
(f(ζ1)R(ζ1;T )(dζ1))((dζ2)R(ζ2, T )g(ζ2)),
where ζ1 ∈ ψf and ζ2 ∈ ψg. There are satisfied the identities R(ζ ;T )dζ = dζLn(ζI − T ) and
(dζ)R(ζ ;T ) = dζLn(ζI−T ) for a hosen branh of Ln (see 3.7, 3.8 [11, 13℄), onsequently,
(R(ζ1;T )(dζ1))((dζ2)R(ζ2;T )) = dζ1(dζ2(Ln(ζ1I − T )Ln(ζ2I − T )))
= ((dζ1)R(ζ1;T ))(R(ζ2;T )dζ2). Due to Lemma 2.2:
(vi) R(a;T )R(b;T ) = [R(a;T )−R(b;T )](b− a)−1
+R(a;T )([R(b;T ), (b− a)I](b− a)−1),
(vii) [R(b;T ), (b− a)I] = R(b;T )([T, (b− a)I]R(b;T )),
sine [(bI − T ), (b − a)I] = −[T, (b − a)I], where a, b ∈ ρ(T ). Let, in partiular, ψf and
ψg be ontained in the plane R ⊕ iR in H, where i, j, k are the generators of H suh that
i2 = j2 = k2 = −1, ij = k, jk = i, ki = j. In the ase of K = O we an embed the
orresponding opy of H into O an the integral over O along a path then redues to the
integral over H along the path. In addition, it is possible to use the invariane of the integral
under the orresponding onditions relative to the hoie of homotopi paths (see Theorems
2.11 and 3.9 [13℄). It is neessary to note, that the operator T is uniquely defined by all its
restritions on subspaes XH over H in X under all possible embeddings of the skew field
of quaternions H as the subalgebra into the algebra of otonions O, where X = X0 ⊕X1l,
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X0 and X1 are Banah spaes over H isomorphi XH, l ∈ O \H suh that H ⊕Hl is the
algebra isomorphi with O, |l| = 1, l is the generator of the doubling proedure of H to O
up to an isomorphism of algebras. Indeed, for eah x ∈ X there exists XH with x ∈ XH.
Due to 2.7.(v) and 2.8.(vii):
(viii)
∫
ψf
∫
ψg
f(ζ1)R(ζ1;T )[R(ζ2;T ), (ζ2 − ζ1)I](ζ2 − ζ1)
−1dζ1dζ2g(ζ2) = 0,
sine a branh of the funtion Ln an be hosen along the entire axis j in H, due to the
argument priniple 3.30 [11℄ it orresponds to the residue c(ζ1− z)
−1(ζ2− z)
−1b(ζ2− ζ1)(ζ2−
z)−1(ζ2 − ζ1)−1. In the ase K = O in this equation we mean the restrition of T on all
possible XH. Then from (v, vi, viii) it follows:
(ix) f(T )g(T ) = (2π)−2
∫
ψf
∫
ψg
f(ζ1)[R(ζ1;T )− R(ζ2, T )](ζ2 − ζ1)
−1dζ1dζ2g(ζ2).
Choose ψg suh that |ψg(s) − z0| > |ψf(s) − z0| for eah s ∈ [0, 1]. From the additivity of
the integral along a path and the Fubini theorem:
(x) f(T )g(T ) = (2π)−2
∫
ψf
f(ζ1)R(ζ1;T )dζ1(
∫
ψg
(ζ2 − ζ1)
−1dζ2g(ζ2))
−(2π)−2
∫
ψg
(
∫
ψf
f(ζ1)dζ1R(ζ2, T )(ζ2 − ζ1)
−1)dζ2g(ζ2).
Due to Theorems 3.9, 3.24 [11℄ or 3.9, 3.28 [13℄ the seond integral on the right of (x) is equal
to zero, sine
∫
ψf
f(ζ1)dζ1R(ζ2;T )(ζ2 − ζ1)−1 = 0, but the first integral gives
f(T )g(T ) = (2π)−1(
∫
ψf
f(ζ1)R(ζ1;T )dζ1g(ζ1))M
−1
= (2π)−1(
∫
ψf
f(ζ)g(ζ)dLn(ζI − T ))M−1,
where ζ ∈ ψf .
(iii) follows from the appliation of (i, ii) by indution and the onvergene of the series
in the strong operator topology.
(iv). Due to Lemma 2.5 σ(T ∗) = (σ(T )).˜, Then f ∈ H∞(T ∗). In view of (f(T ))∗y∗ =
y∗ ◦ f(T ) for eah y∗ ∈ X∗q , then due to Lemma 2.5 R(ζ
∗;T ∗) = (R(ζ ;T ))∗, onsequently,
(f(T ))∗y∗ = (2π)−1(M−1)∗(
∫
ψ
(dζ∗)R(ζ∗;T ∗)((f(ζ))∗y∗)),
where (f(ζ))∗y∗ := y∗ ◦ f(ζ). If f(ζ) is represented by the series onverging int the ball:
f(ζ) =
∑
n
{(an, ζ
n)}q(2m(n)), then
f(ζ∗) =
∑
n
{an,1ζ
∗n1...an,m(n)ζ
∗nm(n)}q(2m(n)), onsequently,
[f(ζ∗)]∗ =
∑
n
{ζnm(n)a∗n,m(n)...ζ
n1a∗n,1}q′(2m(n)),
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where q′(v) orresponds to the order of the assoiated multipliation in the adjoint produt
in omparison with q(v), also
(f(T ))∗ = (2π)−1(M−1)∗
∫
ψ
(dζ∗)R(ζ∗;T ∗)f ∗(ζ∗) = f ∗(T ∗).
10. Theorem. Let an operator T be bounded, T ∈ Lq(X), where X is a Banah spae
over K = H or K = O, f ∈ H(T ), then f(σ(T )) = σ(f(T )).
Proof. Suppose, that b ∈ sp(T ), then Lq(X)(T − bI) or (T − bI)Lq(X) is the proper left
or right ideal in Lq(X). Let for the definiteness Lq(X)(T − bI) be the proper left ideal in
Lq(X). In aordane with 2.6(i):
f(T ) = (2π)−1(
∫
ψ
f(z)R(z;T )dz)M∗.
If K = O, then for a given b ∈ K hoose a opy of H embedded into O, suh that b ∈ H.
Using the invariane of the integral along a path for homotopi paths in ρ(T ) satisfying
onditions of the Theorem 3.9 in [13℄, it is possible to put ψ ⊂ H.
Due to formula 2.9(vii) for eah bounded T |XH there is satisfied the equality∫
ψ
f(z)[R(z;T ), (z − b)I]dz = 0,
hene also on the entire Banah spae X , where b ∈ ρ(T ). There are satisfied the identities:
[(zI − T )(z − b)]−1(T − bI) = [(z − b)−1(zI − T )−1][(T − zI) + (z − b)I] = −(z − b)−1 +
(z − b)−1((zI − T )−1(z − b)),
sine the algebra K is alternative, (vK)(x) = v(K(x)) for eah K ∈ Lq(X), v ∈ K, x ∈ X ,
also (vB−1) ◦ B(x) = vx for eah invertible operator B, for eah vetor x ∈ X and eah
v ∈ K. At the same time
(z−b)−1((zI−T )−1(z−b)) = (z−b)−1((z−b)(zI−T )−1)+(z−b)−1([(zI−T )−1, (z−b)I]),
but due to the alternativity of the algebra K there is the equality:
(z − b)−1((z − b)(zI − T )−1) = (zI − T )−1, onsequently,
(z − b)−1((zI − T )−1(z − b)) = (zI − T )−1 + (z − b)−1([(zI − T )−1, (z − b)I]), therefore,
[(zI − T )−1 − (z − b)−1] = [(zI − T )−1 − (z − b)−1I] + (z − b)−1([(zI − T )−1, (z − b)I]).
Then
[f(T )− f(I)] = (2π)−1(
∫
ψ
f(z)[(zI − T )−1 − (z − b)−1]dz)M∗
= ((
∫
ψ
f(z)[(zI − T )(z − b)]−1dz)(T − bI))M∗ ∈ Lq(X)(T − bI),
sine the integral along a path is left linear, but the integral of the term with the ommutator
is equal to zero, as in the proof 2.9, onsequently, f(b) ∈ sp(f(T )), that is, f(sp(T )) ⊂
sp(f(T )).
If b /∈ f(sp(T )), then (f(z) − b)−1 =: g(z) is holomorphi on an open neighborhood for
sp(T ). Due to Theorem 2.9 g(T ) is two sided inverse operator for f(T )− bI in Lq(X), sine
g(z)(f(z) − b) = 1 on an open neighborhood of the spetrum sp(T ). Thus, b /∈ sp(f(T )),
that is, sp(f(T )) ⊂ f(sp(T )). Therefore, sp(f(T )) = f(sp(T )).
11. Theorem. Let f ∈ H∞(T ), T ∈ Lq(X), X be a Banah spae over K = H or
K = O, f(U) is open for some open subset U ⊂ dom(f) ⊂ Hˆ, g ∈ H∞(T ) and f(U) ⊃ σ(T ),
dom(g) ⊃ f(U), then F := g ◦ f ∈ H(T ) and F (T ) = g(f(T ).
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Proof. By the supposition of this theorem the funtion g is holomorphi on an open
subset U1 ontaining sp(f(T )) and f is holomorphi on an open subset U2 ontaining sp(T ).
Due to Theorem 2.10 f(sp(T )) = sp(f(T )) ⊂ U1, suh that sp(T ) ⊂ f
−1(U1). Due to the
ontinuity of f , f−1(U1) ∩ U2 =: U is the open subset in K, on whih there is given the
holomorphi funtion g ◦ f , sp(T ) ⊂ U . Thus, g ◦ f ∈ H(T ). Choose retifiable losed paths
(that is, loops) ψ and ψg enompassing sp(T ) and sp(f(T )) respetively, where ψ ⊂ U ,
ψg ⊂ U2. Then for eah ζ ∈ ψg the funtion hζ := [ζ − f(z)]−1 is holomorphi on the
open subset V in K, where ψ ⊂ V ⊂ U and f(V ) ⊂ U1. Then due to Theorem 2.9
hζ(T ) = [zI − T ]−1 for eah ζ ∈ ψg. Therefore,
g(f(T )) = (2π)−1(
∫
ψg
f(ζ)[ζI − f(T )]−1dζ)M∗g = (2π)
−1(
∫
ψg
f(ζ)hζ(T )dζ)M
∗
g
= (2π)−1(
∫
ψg
(((2π)−1
∫
ψ
hζ(z)(zI − T )
−1dz)M∗)dζ)M∗g ,
where M,Mg ∈ K, |M | = |Mg| = 1, Re(M) = Re(Mg) = 0, M orresponds to the loop
ψ, also Mg orresponds to the loop ψg. Consider bounded T on all possible subspaes XH
embedded into X for all possible embeddings of H into O as the subalgebra. In partiular,
for K = H take XH = X . Using the homotopy of the loops while aomplishing onditions
of Theorem 3.9 [11, 13℄, it is possible to suppose ψ and ψg be ontained in the same opy of
the skew field of quaternions H. Choose M = Mg, then
g(f(T )) = (2π)−1(
∫
ψ
((2π)−1
∫
ψg
g(ζ)[ζ − f(z)]−1dζ)M∗)(zI − T )−1dz)M∗
= (2π)−1(
∫
ψ
(g ◦ f)(z)(zI − T )−1dz)M∗ = (g ◦ f)(T ),
sine the integral along paths is left and right linear. Due to arbitrariness of XH from this
the statement of this theorem follows in the ase of O also, sine the union of all opies of
the skew field of quaternions embedded into the algebra of otonions overs it as the set:⋃
θ θ(H) = O, where θ : H →֒ O are embeddings of H into O as subalgebras.
12. Definition and Note. Let A be a Banah spae and an algebra over K, where
K = H or K = O, with the unity e having properties: |e| = 1 and |xy| ≤ |x||y| for eah x
and y ∈ A, then A is alled the Banah algebra or the C-algebra over K. A Banah algebra
A we all quasiommutative, if there exists a ommutative algebra A0 over R, suh that
A is isomorphi with the algebra A0 ⊕A1i1 ⊕ ...⊕Amim, where the algebras A0,...,Am are
pairwise isomorphi over R, {i0, i1, ..., im} are standard generators of the algebra K, m = 3
for H, m = 7 for O.
Consider X over R: X = X0i0 ⊕ X1i1 ⊕ ... ⊕ Xmim, where X0, ..., Xm are pairwise
isomorphi Banah spaes over R. Then A = A0⊕A1i1⊕ ...⊕Amim, where A0, ..., Am are
algebras overR. MultiplyingA on S ∈ {i0, ..., im} we get automorphisms ofA, onsequently,
A0, ..., Am are pairwise isomorphi.
13. Definition and Note. A Banah algebra A over K = H or K = O is supplied with
the involution, when there exists the operation ∗ : A ∋ T 7→ T ∗ ∈ A, suh that (T ∗)∗ = T ,
(T +V )∗ = T ∗+V ∗, (TV )∗ = V ∗T ∗, (αT )∗ = T ∗α˜ for eah α ∈ K, where K = H or K = O.
An element x ∈ A is alled regular, if there exists x−1 ∈ A. In the ontrary ase it is
alled singular. Then the spetrum σ(x) for x is defined as the set of all z ∈ K, for whih
ze− x is singular, it spetral radius is the following |σ(x)| := supz∈σ(x) |z|. A resolvent set is
defined as
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ρ(x) := {z ∈ K : ze− x is regular}
and a resolvent is defined as R(z; x) := (ze− x)−1 for eah z ∈ ρ(x).
If it is given a Banah algebra A over K and its losed subalgebra B over K, then
the fatoralgebra A/B by the definition onsists of all elements, whih are lasses of oset
elements [x] := x+ B, where x ∈ A, S + V := {z : z = s+ v, s ∈ S, v ∈ V } for S, V ⊂ A. A
subalgebra B is alled left (right) ideal, if AB ⊂ B (BA ⊂ B respetively), if a subalgebra B
is simultaneously a left and right ideal, then B is alled a two sided ideal or ideal.
14. Lemma. A spetrum σ(x) of an element x ∈ A is a nonvoid ompat subset in K.
Its resolvent x(z) := R(z; x) is holomorphi on ρ(x), x(z) onverges to zero while |z| → ∞
and
x(z) − x(y) = x(z)(y − z)x(y) for eah y, z ∈ ρ(x).
Proof follows from the equalities ((ze − x)x(z))x(y) = x(y), x(z)(x(y)(ye− x)) = x(z),
(ze− x)((x(z)− x(y))(ye− x)) = (ye− x)− (ze− x) = (y − z)e, onsequently,
x(z) − x(y) = R(z; x)((y − z)R(y; x)) = x(z)((y − z)x(y)).
Therefore x(z) is ontinuous by z on ρ(x) and there exists (∂[x(z+y)x−1(y)]/∂z).h = −x(y)h
for eah h ∈ K. For eah marked point y the term x−1(y) is onstant on A, moreover,
(∂[x(z + y)x−1(y)]/∂z˜) = 0, onsequently, x(z) ∈ H(ρ(x)). The seond statement follows
from the onsideration of the omplexifiation C⊗A.
15. Theorem. Let B be a losed proper ideal over K in a quasiommutative Banah
algebra A over the algebra K = H or K = O. The fatoralgebra A/B is isometrially
isomorphi with K if and only if the ideal B is maximal.
Proof. The skew field of quaternions is produed from the field of omplex numbers by
the appliation of the proedure of doubling with the help of the generator j = i2, also the
algebra of otonions is produed by the appliation of the doubling proedure of the skew
field of quaternions with the help of the generator l = i4. Then the algebra A is isomorphi
to the diret sum A0⊕ i1A1⊕ ...⊕ imAm, where algebras A0,...,Am over the real field R are
pairwise isomorphi, {i0, i1, ..., im} are the standard generators of the algebra K. Then the
algebras A0,1 := A0⊕ i1A1 and B0,1 := B0⊕ i1B1 are ommutative over the field of omplex
numbers. Moreover, B0,1 is the ideal in A0,1, sine AK = KA = A and BK = KB = B.
Due to the theorem of the Gelfand-Mazur (see Theorem 1 in 11 of Chapter III [14℄) the
fatoralgebra A0,1/B0,1 is isomorphi with C if and only if a proper ideal B0,1 is maximal in
A0,1. On the other hand, A and B are produed from A0,1 and B0,1 respetively with the
help of the doubling proedure, one time in the ase of K = H and two times in the ase
of K = O, therefore the fatoralgebra A/B is isomorphi with K if and only if B is the
maximal proper ideal in A.
16. Definitions. A C∗-algebra A over K = H or K = O is a Banah algebra over K
with the involution ∗, suh that |x∗x| = |x|2 for eah x ∈ A.
A salar produt in a vetor spae X over H (that is, linear relative to the right and
left multipliations separately on salars from H) it is a biadditivite R-bilinear mapping
< ∗; ∗ >: X2 → H, suh that
(1) < x; x >= α0, where α0 ∈ R;
(2) < x; x >= 0 if and only if x = 0;
(3) < x; y >=< y; x >.˜ for eah x, y ∈ X ;
(4) < x+ z; y >=< x; y > + < z; y >;
(5) < xa; yb >= a˜ < x; y > b for eah x, y, z ∈ X , a, b ∈ H.
In the ase of a vetor spae X over O we onsider an O-valued funtion on X2 suh
that
(1′) < ζ, ζ >= a with a ≥ 0 and < ζ, ζ >= 0 if and only if ζ = 0,
(2′) < ζ, z + ξ >=< ζ, z > + < ζ, ξ >,
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(3′) < ζ + ξ, z >=< ζ, z > + < ξ, z >,
(4′) < αζ, z >= α < ζ, z >=< ζ, αz > for eah α ∈ R and < ζa, ζ >= a˜ < ζ, ζ > for
eah a ∈ O,
(5′) < ζ, z >.˜=< z, ζ > for eah ζ, ξ and z ∈ X .
While the representation of X in the form X = X0i0 ⊕X1ii ⊕ ...⊕Xmim, where m = 3
for H and m = 7 for O, X0, ..., Xm are pairwise isomorphi R-linear spaes, {i0, ..., im} is
the family of standard generators of the algebra K = H or K = O, i0 = 1, we shall suppose
naturally, that
(6) < xp, yq >∈ R and
(7) < xpip, yqiq >=< xp, yq > i
∗
piq for eah xp ∈ Xp, yq ∈ Xq, p, q ∈ {0, 1, 2, ..., m}.
If X is omplete relative to the norm topology
(8) |x| :=< x; x >1/2, then X is alled K Hilbert spae.
In partiular, for X = Kn we an take the anonial salar produt:
(9) < ζ ; z >:= (ζ, z) =
∑n
l=1
lζ˜ lz, where z = ( 1z, ..., nz), lz ∈ K.
17. Lemma. The Banah algebra Lq(X) on a Hilbert spae X over K = H or K = O
with the involution:
(1) < Tx; y >=:< x;T ∗y > for eah x, y ∈ X
is the C∗-algebra.
Proof. From Formula (1), Definitions 2.13 and 2.16 it follows the involutivity of the
algebra Lq(X), sine (bT )(x) := b(T (x)) and (Tb)(x) := (T (x))b for eah T ∈ Lq(X),
x ∈ X , b ∈ K, together with the Conditions 2.16(1 − 7) this gives (bT )∗ = T ∗b∗ due to the
deomposition T = T0⊕T1i1⊕ ...⊕ Tmim, Tj : X → Xj for eah j = 0, 1, ..., m. At the same
time < T ∗(T (x)), y >=< T (x), T (y) > for eah x, y ∈ X , in partiular, < T ∗(T (x)), x >=
‖T (x)‖2. Therefore,
‖T‖2 ≤ sup‖x‖=1 | < T
∗(T (x)), x > | ≤ sup‖x‖=1,‖y‖=1 | < T
∗(T (x)), y > |
= ‖T ∗T‖ ≤ ‖T ∗‖‖T‖
and analogous inequalities follow from the susbtitution of T on T ∗, that gives
‖T‖2 ≤ ‖T ∗‖‖T‖ and ‖T ∗‖2 ≤ ‖T‖‖T ∗‖,
onsequently, ‖T‖ = ‖T ∗‖ and ‖T ∗T‖ = ‖T‖2.
18. Lemma. If A is a quasiommutative C∗-algebra over K = H or K = O, then
|x2| = |x|2, |x| = |x∗| and I∗ = I, where I is the unit in A.
Proof. Eah vetor x ∈ A an be represented in the form: x = x0i0+ ...+xmim, xj ∈ Aj
for eah j = 0, 1, ..., m. Then x∗ = x∗0i0 − x
∗
1i1 − ... − x
∗
mim, sine (xjij)
∗ = (−1)κ(ij)xjij ,
where ij ∈ {i0, i1, ..., im} for eah j = 0, 1, ..., m, κ(i0) = 0, κ(ij) = 1 for j = 1, 2, ..., m.
Therefore, [x, x∗] = 0 and |x2j | = |xj |
2
. Then |x|2 = |x0|2 + |x1|2 + ... + |xm|2 and |x2|2 =
|(x2)∗x2| = |(x∗)2x2| = |(xx∗)(xx∗)| = |x|4, onsequently, |x2| = |x|2. In view of I = I0 there
is aomplished I∗ = I∗0 = I0 = I.
19. Definition. A homomorphism h : A → B of a C∗-algebra A into B over K = H
or K = O, preserving the involution: h(x∗) = (h(x))∗ is alled a ∗-homomorphism. If h is
a bijetive ∗-homomorphism A onto B, then h is alled the ∗-isomorphism, also A and B
are alled ∗-isomorphi. By σ(A) denote the strutural spae for A and it is alled also the
spetrum for A. The strutural spae is defined analogously to the omplex ase with the
help of Theorem 2.15 above.
20. Proposition. For a Hilbert spae X over H spaes Ll(X,H) and Lr(X,H)
are isomorphi with X, for a Banah spae X a spae Lq(X) is isomorphi with Ll(X
2),
Lq(H) = H
4
, there exists a bijetion between the family of quasilinear operators T on
D(T ) ⊂ X and the family of left linear operators V on D(V ) ⊂ X2.
Proof. For X there exists the deomposition X = Xe ⊕ Xjj, where X0 and Xj are
isomorphi Hilbert spaes overC, that is, z = z1+z2j for eah z ∈ X , where z1 ∈ Xe, z2 ∈ Xj .
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At the same time for T ∈ Lq(X, Y ) it is aomplished the deomposition T = Te⊕Tjj, where
Te : X → Ye, Tj : X → Yj, Y is a Hilbert spae over H. In view of T (z) = T (z1) + T (zjj),
there are equalities Te(z) = T1,1(z1)+T1,2(z2), Tj(z) = T2,1(z1)+T2,2(z2), where eah operator
Tb,c is defined on a omplex Hilbert spae Xc and takes the value in the omplex Hilbert spae
Xb for eah b, c ∈ {1, 2}. Then eah operator Tb,c due to its R-linearity an be represented
in the form of two operators Tb,c = Tb,c,1 + Tb,c,2, where Tb,c,1(x) is linear by x ∈ Xc, also
Tb,c,2(x) is onjugate linear by x ∈ Xc, that is, Tb,c,1(px + qy) = pTb,c,1(x) + qTb,c,1(y) and
Tb,c,2(px+ qy) = p¯Tb,c,2(x) + q¯Tb,c,2(y) for eah x, y ∈ Xc and p, q ∈ C, where p¯ denotes the
omplex onjugated number p ∈ C. Let Lq(X) ∋ α = αee + αii + αjj + αkk. In view of
SαS ∈ Lq(X) for eah S ∈ H, there exist quaternion onstants Sm,l,n, suh that
(1) αm(x)m =
∑
n Sm,1,nα(x)Sm,2,n for eah m ∈ {e, i, j, k},
where Sm,1,n = γm,nSm,2,n with γm,n = (−1)φ(m,n)/4 ∈ R, φ(m,n) ∈ {1, 2}, Sm,l,n ∈ Rn
for eah n ∈ {e, i, j, k} (see 3.7, 3.28 [11℄). Applying for x the deomposition from 2.12,
due to (1) we get 4× 4-blok form of operators over R and the isomorphism of Lq(X) with
Ll(X
2).
21. Note. For a Hilbert spae X over O it an be used the deompositionX = X1⊕X2l,
where X1 and X2 are two isomorphi Hilbert spaes over H, l is the generator of the doubling
proedure of the skew field H up to the algebra O, then eah operator T on X with values
in the Hilbert spae Y over O an be written in the form T (z) = T1(z) ⊕ T2(z)l for eah
z ∈ X , where T1 : X → Y1, T2 : X → Y2. At the same time Tp(z) = Tp,1(z1)+Tp,2(z2), where
Tp,q : Xq → Yp for eah p, q ∈ {1, 2}, z = z1 + z2l, z1 ∈ X1, z2 ∈ X2.
For a left linear operator T : D(T ) → X on a K-linear subspae D(T ) ⊂ X for a
Banah spae X over K = H or K = O a nonzero vetor x ∈ D(T ), satisfying the ondition
T (x) = λx for some λ ∈ K is alled the eigenvetor, also λ is alled the eigenvalue. Then
T (bx) = bT (x) = b(λx) for eah b ∈ K and left linear operator T , moreover, λI − T is not
injetive and λ ∈ σ(T ). The set of all eigenvalues is alled the point spetrum and it is
denoted by σp(T ). If λ is not an eigenvalue and if Range(λI − T ) := (λI − T )(D(T )) is
not dense in X , then we say that λ lies in the residue spetrum, whih is denoted by σr(T ).
Then the notions of the point σp(T ) and the residue σr(T ) spetra over H due to Proposition
2.20 an be spread on quasilinear operators.
Due to the Lebesgue theorem about deomposition of the measure: if µ is a Borel measure
onK, then µ is uniquelly representable in the form µ = µac+µsing+µp, where µac is absolutely
ontinuous relative to the Lebesgue measure, also µsing is a ontinuous (that is, without
atoms) measure and singular relative to the Lebesgue measure on K as the topologial spae
R
m+1
, µp is purely atomi (point) measure and singular relative to the Lebesgue measure.
An operator T in a Hilbert spae X over K = H or K = O is alled Hermitian, if
< Tx, y >=< x, Ty > for eah x and y from the domain of the definition D(T ) of the
operator T , where D(T ) ⊂ X . An operator T in X is alled symmetrial, if it is Hermitian
and D(T ) is dense in X . An operator T in X is alled selfadjoint, when D(T ) is dense in X
and T = T ∗ on D(T ).
22. Theorem. A quasiommutative C∗-algebra A over K = H or K = O is iso-
metrially ∗-isomorphi to the algebra C(Λ,K) of all ontinuous K-valued funtions on its
spetrum Λ.
The Proof follows from the fat, that the mapping x 7→ x(.) from A into C(Λ,K) is
the ∗-homomorphism, where x(M) is defined by the equality x+M = x(M) +M for eah
maximal ideal M. Let x(λ) = α0i0 + α1i1 + ... + αmim, then x∗(λ) = β0i0 + β1i1 + ... +
βmim, where α0, ..., βm ∈ R, i0 = 1, {i0, i1, ..., im} are standard generators of the algebra
K. There exists the deomposition for X := C(Λ,K) from 2.12 with X0 = C(Λ,R) and
xp =
∑
n Sp,1,nzSp,2,ni˜p for eah z ∈ K, where z = x0i0 + x1i1 + ... + xmim, xj ∈ R for
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eah j = 0, 1, ..., m (see Proposition 2.20). Therefore, it is appliable the Stone-Weiestrass
theorem for K-valued funtions. If λ1 6= λ2 are two maximal ideals in Λ, then y(λ1) 6= y(λ2)
for y ∈ λ1 \ λ2. Consequently, the algebra of funtions x(.) oinides with C(Λ,K).
22.1. Definitions. In the algebra Lq(X) on a Hilbert spae X over K = H or K = O
we onsider a base of neighborhoods of an operator A onsisting of sets of the form
V (A; x1, ..., xn; b) := {B ∈ Lq(X) : ‖(B − A)xj‖ < b, j = 1, 2, ..., m},
where x1, ..., xn ∈ X , b > 0. A topology, formed by suh base is alled the strong operator
topology.
We introdue also the the base of all neighborhoods
W (A; x1, ..., xn; y1, ..., yn; b) := {B ∈ Lq(X) : | < xj , (A− B)yj > | < b, j = 1, 2, ..., n},
a generated by it topology we all the weak operator topology, where x1, ..., xn, y1, ..., yn ∈ X ,
b > 0. This means that it is indued by funtionals wx,y(A) :=< x,A(y) >.
We reall, that a C∗-algebra over C is alled the von Neumann algebra, if it is ontained
in the algebra of C-linear bounded operators on a Hilbert spae over C, suh that this
algebra is losed relative to the weak operator topology and ontains the unit.
22.2. Theorem. Strong and weak losures of a R-onvex subset Y in Lq(X) for a
Hilbert spae X over K = H or K = O oinide.
Proof. In view of (A1a1 + A2a2)(y) = (A1(y))a1 + (A2(y))a2 for eah y ∈ X , where
A1, A2 ∈ Lq(X), a1, a2 ∈ K, then over H eah funtional wx,y(A) is right H-linear, that is
not in general aomplished over O. If an operator As is selfadjoint, xp ∈ X0, then
< xpip, As(y)is >=< xp, As(y) > i
∗
pis,
where {i0, i1, ..., im} are the standard generators of the algebra K, i0 = 1, X = x0 ⊕X1i1 ⊕
...⊕Xmim, where eah Xs is the Hilbert spae over R isomorphi with X0. Then
< x,A(y) >=
∑
p,s,q
< xp, As(yqiq) > i
∗
pis,
where it is used the deomposition A =
∑m
s=0Asis with the selfadjoint operators As on X
with values inXs, where X = X0⊕X1i1⊕...⊕Xmim, {i0, i1, ..., im} are standard generators of
the algebra K, X0, ..., Xm are pairwise isomorphi Hilbert spaes over K, also eah operator
As is selfadjoint, this means, that it ommutes with eah generator ip.
If an operator belongs to the strong operator losure of a subset Y , then it belongs to a
weak operator losure. Let now A belongs to the weak operator losure of Y . Take arbitrary
vetors x1, ..., xn, y1, ..., yn ∈ X. Consider the spae X⊕n := X⊕...⊕X , whih is equal to the
n-times diret sum of the spae X . Denote by B⊕n(y1, ..., yn) := (B(y1), ..., B(yn)) ∈ X⊗n,
B⊕n := B ⊕ ...⊕ B, where B ∈ Lq(X). Then the set Y
⊕n := {B⊕n : B ∈ Y } is onvex over
R in Lq(X
⊕). In view of the fat that A⊕ belongs to the weak operator losure, the operator
A⊕n(y1, ..., yn) belongs to the weak losure of Y
⊕n(y1, ..., yn). Due to the Hahn-Banah
theorem over R, also onsidering the underlying spaes over R, we get that A⊕n(y1, ..., yn)
belongs to the operator losure for Y ⊕n(y1, ..., yn) in X
⊕n
. Therefore, for eah b > 0 there
exists F ∈ Y , suh that ‖(F −A)xj‖ < b for eah j = 1, 2, ..., n. Thus, the weak and strong
operator losures for Y oinide.
22.3. Theorem. The unit ball in Lq(X) for a Hilbert spae X over K = H or K = O
is ompat in the weak operator topolog.
Proof. Due to 2.22.2 the image Bx,y of the unit ball B(Lq(X), 0, 1) under the mapping
wx,y(A) is the ball in K of the radius ‖x‖‖y‖. The family {wx,y : x, y ∈ X} distinguishes
points in Lq(X), therefore, the mapping
θ(A) :=
∏
x,y∈K,‖x‖=1,‖y‖=1
wx,y(A)
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is the homeomorphism on a subset in S :=
∏
x,y∈K,‖x‖=1,‖y‖=1Bx,y. The topologial spae S
is ompat due to the Tyhonoff theorem, sine eah ball Bx,y is ompat. In view of
< x,A(y) >=
∑
p,s,q
< xp, As(yqiq) > i
∗
pis,
also sine eah ontinuous R-bilinear form bp,s,q on Xp × Xqiq with values in Ri∗pis due to
Riesz representation theorem has the form bp,s,q(xp, yqiq) =< xp, As(yqiq) > i
∗
pis for some
bounded R-linear operator As on Xqiq. If b is the limit point for θ(B(Lq(X), 0, 1)), then
b(x, y) =
∑
p,s,q bp,s,q(xp, yqiq), where eah form bp,s,q is R-bilinear on Xp × Xqiq and takes
values in Ri∗pis, sine for eah t > 0 there exist Fs ∈ Lq(X), x1, x2 ∈ Xp, y1, y2 ∈ Xq, suh
that
|abp,s,q(xn, yk)− a < xn, Ts(ykiq) > | < t, |bp,s,q(xn, yk)− < xn, Ts(ykiq) > | < t,
|bp,s,q(ax1 + x2, yk)− < ax1 + x2, Ts(ykiq) > | < t,
|bp,s,q(xn, ay1 + y2)− < xn, Ts((ay1 + y2)iq) > | < t
for eah j = 1, 2; k = 1, 2, where a ∈ R. Then |bp,s,q(ax1 + x2, yk) − abp,s,q(x1, ykiq) −
bp,s,q(x2, yk)| < 3t and |bp,s,q(xj , ay1 + y2) − abp,s,q(xj , y1iq) − bp,s,q(xj, y2)| < 3t. In view of
arbitrariness of a small t > 0 eah bp,s,q is the R-bilinear mapping on Xp×Xqiq. Thus, there
exists A ∈ Lq(X), for whih b(x, y) =< x,A(y) >. Thus, θ(B(Lq(X), 0, 1)) is losed in S,
onsequently, θ(B(Lq(X), 0, 1)) is ompat.
22.4. Lemma. If {Sa : a ∈ Υ} is a monotonely inreasing net of selfadjoint operators
on a Hilbert spae X over K = H or K = O and Sa ≤ kI for eah a, where Sa ∈ Lq(X),
0 < k <∞, Υ is a nonvoid direted set, then {Sa : a ∈ Υ} onverges relative to the strong
operator topology to the selfadjoint operator S, moreover, S is the least upper bound for
{Sa : a ∈ Υ}.
Proof. Sine the onvergene of the net {Sa : a ∈ Υ} is equivalent to the onvergene of
the net {Sa : a ∈ Υ, a ≥ a0} for some a0 ∈ Υ, then without restrition of the generality it an
be supposed, that the net {Sa : a ≥ a0} is bounded from below, therefore −‖Sa0‖I ≤ Sa ≤ kI
and {Sa : a} is the bounded set of operators. Due to Theorem 2.22.3 there exists a subnet
{Sc : c} onverging in the weak operator topology to the operator S ∈ Lq(X). In view of
the fat that Sa is monotonely inreasing, that is, < Sax, x >≥< Scx, x > for eah a ≥ c
and x ∈ X , then S ≥ Sa for eah a. If a ≥ c, then 0 ≤ S − Sa ≤ S − Sc, and also
0 ≤< (S − Sa)x, x >= ‖(S − Sa)1/2x‖2 ≤< (S − Sc)x, x >
onverges to zero by c ∈ Υ for eah x ∈ X . Thus, {(S−Sa)1/2 : a} onverges relative to the
strong operator topology to zero, also due to ontinuity of the multipliation relative to the
strong operator topology on bounded subsets of operators, {(S − Sa) : a} also onverges to
zero. If F ≥ Sa for eah a, then < Fx, x >≥< Sx, x > for eah x ∈ X , sine < Sx, x >=
lima < Sax, x >, also < Fx, x >≥< Sax, x > for eah a. Thus, F ≥ S, that is, S is is the
least upper bound.
22.5. Lemma. If A is a bounded operator on a Hilbert spae X over K = H or
K = O, 0 ≤ A ≤ I, then {A1/n : n ∈ N} is the monotonely inreasing sequene of
operators, moreover, limn→∞A
1/n
is the projetion operator on the losure of the region of
values of the operator A.
Proof. Consider a C∗-algebra generated by operators A and I (see Theorem 2.22), then
{A1/n : n} is a monotonely inreasing sequene bounded from above by the unit operator I.
Due to Lemma 2.22.4 {A1/n : n} has the limit P relative to the strong operator topology,
where A1/n ≤ P for eah n. At the same time, P 2 is the limit of the sequene {A2/n : n},
whih is subsequene of the sequene {A1/n : n}, then P 2 = P , that is, P is the projetion
operator. To the algebra C(Λ,K) it an be applied the Stone-Weierstrass Theorem over K
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(see also 2.7 in [13℄), therefore A1/n is the limit in the strong operator topology of a family
of polynomials of A over K with a nozero onstant term. Therefore, A1/nx = 0, if Ax = 0,
onsequently, Px = 0. If Px = 0, then
0 =< Px, x >≥< A1/nx, x >= ‖A1/(2n)x‖2 ≥ 0,
that is, A1/(2n)x = 0, also then Ax = 0. Thus, A−1(0) = P−1(0), onsequently, P is the
projetion operator onto cl(Range(A)).
22.6. Note. Let X be a Hilbert spae over K = H or K = O, then there exists
an underlying Hilbert spae XR over R. The salar produt on X with values in K from
2.16 indues the salar produt (x, y) := Re < x, y > in XR with values in R. Then for
a K-vetor subspae Y in X it an be reated the orthogonal omplement Y ⊥ relative to
the salar produt (x, y). At the same time the equation Eˆe(y + z) = y for y ∈ Y , z ∈ Y
⊥
defines the R-linear operator Eˆe ating on a Hilbert spae X , that is, Eˆe is the projetion
on Y parallel to Y ⊥. Moreover, Eˆ2e = Eˆe,
(i) Y = {y : y = Eˆe(x), x ∈ X} = {y ∈ X : Eˆe(y) = y}, also
(ii) Y ⊥ = {z ∈ X : Eˆe(z) = 0}.
Mention, that (I− Eˆe) is the orthogonal projetion from X on Y
⊥
, sine (Y ⊥)⊥ = Y and
(I − Eˆe)(z + y) = z for eah z ∈ Y ⊥ and y ∈ Y . Consider the deomposition of a Hilbert
spae X = X0 ⊕ X1i1 ⊕ ... ⊕ Xmim over K, where {i0, i1, ..., im} is the family of standard
generators of the algebra K, i0 = 1, X0, ..., Xm are pairwise isomorphi Hilbert spaes over
R.
The family of operators Eˆ(a, ∗) ∈ Lq(X), a ∈ K we all the K-graded projetion operator
on X , if it satisfies onditions (1− 7) below:
(1) Eˆ(x) = Eˆe(x) for eah x ∈ X0, where
(2) Eˆ(x) := Eˆ(1, x) for eah x ∈ X ,
(3) Eˆ2e (x) = Eˆe(x) for eah x ∈ X ,
(4) Eˆ(s, x) = Eˆ(1, sx) for eah s ∈ K and x ∈ X0,
(5) Eˆ(sx) =: Eˆs(x) for eah s ∈ K and x ∈ X0,
(6) Eˆs(Eˆq(x)) = Eˆsq(x) for eah s, q ∈ {i0, ..., im} and x ∈ X0,
(7) Eˆ∗s = (−1)
κ(s)Eˆs on X0 for eah s ∈ {i0, ..., im}, where κ(s) = 2 for s = i0, κ(s) = 1
for s ∈ {i1, i2, ..., im}, Eˆ∗s denotes the adjoint operator.
22.7. Proposition. There exists a bijetive orrespondene (up to an isometrial
automorphism of the algebra K) between losed K-vetor subspaes Y of a Hilbert spae X
over K = H or K = O and K-graded projetion operators satisfying onditions 2.22.6(i, ii).
At the same time projetion operators Eˆe are nonnegative, also ‖E‖ = 1, if E 6= 0.
Proof. Let be given a losed K-vetor subspae Y in X , then there exists a bijetive
orrespondene between subspaes Y0 over R in X0 and projetion operators Eˆe in X0, whih
is established with the help of Relations 2.22.6(i, ii). On the other hand, between Y0 and Y
there exists a bijetive orrespondene. At the same time K-graded projetive operator on
X is uniquely haraterized by Relations 2.22.6(1− 7) by the way of setting Eˆe on X0. The
restrition Eˆe|X0 is the selfadjoint operator. Moreover, Eˆe(X0) = Y0 if and only if Eˆ(X) = Y ,
sine
Eˆ(x) =
∑m
p=0 Eˆ(ipxp),
where xp ∈ Xp, but X0, ..., Xm are pairwise isomorphi, also Eˆ(ipxp) = Eˆip(xp), Eˆ(a1 +
a2, x) = Eˆ(1, (a1 + a2)x) = Eˆ(1, a1x) + Eˆ(1, a2x) = Eˆ(a1, x) + Eˆ(a2, x) for eah a1, a2 ∈ K,
x ∈ X0.
From the relation Eˆs(Eˆs(x)) = Eˆs2(x) it follows, that Eˆ
2
s |X0 = −Eˆe|X0 = −Eˆ
2
e |X0 for
eah s = i1, i2, ..., im. Therefore, Eˆ
2(ipXp) ⊂ X0, but ipXp is the orthogonal to X0 subspae
relative to the salar produt (x, y), therefore, Eˆe(X0) is orthogonal to Eˆ(ipXp) relative
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to the salar produt (x, y), also due to 2.22.6(6) Eˆ(ipXp) is orthogonal to Eˆ(iqXq) for
eah p 6= q ∈ {i0, ..., im}. The spaes ipXp and iqXq are pairwise isomorphi over R,
onsequently, Eˆ(ipXp) and Eˆ(iqXq) are pairwise isomorphi over R and orthogonal relative
to salar produts (x, y). Then together with Eˆ2s |X0 = −Eˆe|X0 = −Eˆ
2
e |X0 this gives that
Eˆ(X) is the K-vetor spae. Moreover,
< Eˆip(xp), iqxq >= < Eˆ(ipxp), iqxq >= < xp, Eˆ
∗
ip(iqxq) >=
(−1)κ(ip) < xp, Eˆip(iqxq) >= (−1)
κ(ip) < xp, Eˆe(ipiqxq) >= < xp, Eˆip∗iq(xq) >=
< xp, Eˆe(i
∗
piqxq) >= < Eˆe(xp), i
∗
piqxq >
for eah p 6= q. Then ‖Eˆ‖ ≤ 1, on the other hand, ‖Eˆ|X0‖ = 1, for Eˆ 6= 0.
For eah x, y ∈ X due to Condition 2.22.6 the identities
< Eˆ(x), y >=
∑m
p,q=0 < Eˆ(ipxp), iqyq >=
∑m
p,q=0 < Eˆ(ipxp), yq > iq =∑m
p,q=0 < ipxp, Eˆ
∗(yq) > iq =
∑m
p,q=0 < ipxp, Eˆ
∗
e (yq) > iq =∑m
p,q=0 < xp, Eˆ(yq) > i
∗
piq =
∑m
p,q=0 < Eˆ(xp), yq > i
∗
piq
are aomplished, sine < xp, yp >∈ R. In view of Eˆ(Xp) = Y0 for eah p it follows, that
< Eˆ(x), y >= 0 if and only if yq ∈ Y ⊥0 for eah q. Thus, Y = Eˆ(X) = KY0, X = Y ⊕ Y
⊥
,
where Y ⊥ = KY ⊥0 , X0 = Y0 ⊕ Y
⊥
0 , that is, Y ∩ Y
⊥ = {0}. Thus, < Eˆ(x), y >= 0 for eah
x ∈ X if and only if y ∈ Y ⊥. Evidently the graded projetion operator is defined uniquely
up to a R-linear isometri automorphism of the algebra K.
22.8. Definitions. For a given family {Ya : a ∈ Υ} of losed K-vetor subspaes of a
Hilbert spae X over K = H or K = O there exists the greatest losed K-vetor subspae
∧aYa, whih is ontained in eah of Ya, also there exists the least losed K-vetor subspae
∨aYa, whih ontains eah subspae Ya, ∧aYa =
⋂
a Ya, ∨aYa = cl(
⋃
a Ya). Due to Proposition
2.22.7 the relation of partial ordering of K-vetor subspaes Ya in X indues the ordering of
the family of graded projetion operators aEˆ ≤ cEˆ if and only if Ya ⊂ Yc, moreover, there
exists the infimum ∧a aEˆa, also the supremum ∨a aEˆa in the family of graded projetion
operators. In partiular, Eˆ ∧ Fˆ and Eˆ ∨ Fˆ are alled the intersetion and the union of two
graded projetion operators Eˆ and Fˆ .
22.9. Proposition. If Eˆ and Fˆ are graded projetion operators from a Hilbert spae
X over K = H or K = O onto a losed K-vetor subspae Y and Z in X respetively, then
the following onditions are equivalent:
(1) Y ⊂ Z,
(2) Fˆ Eˆ oinides with Eˆ and with EˆFˆ (up to the isometri automorphism of the algebra
K),
(3) ‖Eˆ(x)‖ ≤ ‖Fˆ (x)‖ for eah x ∈ X,
(4) Eˆ ≤ Fˆ .
Proof. If Y ⊂ Z are two losed K-vetor subspaes in X , then Eˆ(x) ∈ Y ⊂ Z for
eah x ∈ X , therefore Fˆ (Eˆ(X)) = Eˆ(X), Fˆe(Eˆe(x0)) = Eˆe(x0) for eah x0 ∈ X0. On
the other hand, EˆFˆ = (Fˆ Eˆ)∗, but Eˆe|X0 is selfadjoint, onsequently, from (1) it follows
(2). If EˆFˆ oinides with Eˆ up to an isometri automorphism of the algebra K, then
‖Eˆ(x)‖ = ‖Eˆ(Fˆ (x))‖ ≤ ‖Fˆ (x)‖ for eah x ∈ X , sine ‖Eˆ‖ ≤ 1, therefore, from (2) it follows
(3). If (3) is satisfied, then from < Eˆ(x), x >=< Eˆ2(x), Eˆ(x) >= ‖Eˆ(x)‖2 (see 2.22.8) and
from the analogous identity < Fˆ (x), x >= ‖Fˆ (x)‖2 it follows (4). If Eˆ ≤ Fˆ , then from the
identity
< Eˆ(x), y >=
m∑
p,q=0
< Eˆ(xp), yq > i
∗
piq
for eah x, y ∈ X , where < Eˆ(xp), yq >∈ R it follows, that for eah y ∈ Y are satisfied the
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equalities
‖y‖2 =< Eˆ(y), y >≤ Fˆ (y), y >= ‖Fˆ (y)‖2 ≤ ‖y‖2,
whene ‖Fˆ (y)‖ = ‖y‖ and y ∈ Z, that is, from (4) it follows (1).
22.10. Corollary. Suppose that Eˆ and Fˆ are graded operator projetions from a Hilbert
spae X over K = H or K = O onto losed K-vetor subspaes Y and Z respetively, also
Eˆ ≤ Fˆ , then Fˆ − Eˆ are graded operator projetions from X onto Z ∧ Y ⊥.
Proof. The mapping Eˆ 7→ I − Eˆ inverses the ordering of graded operator projetions,
therefore,
∨a(I − aEˆ) = I − ∧a aEˆ, ∧(I − aEˆ) = I − ∨a aEˆ
for eah family { aEˆ : a ∈ Υ} of graded projetion operators. This gives relations ∨aY ⊥a =
(∧aYa)
⊥
, ∧aY
⊥
a = (∨aYa)
⊥
for eah family of K-vetor losed subspaes in X . For a K-
vetor subspaes A and B in X the orthogonalities relative to the salar produts (x, y) and
< x, y > oinide, sine KA = AK, KB = BK. In view of Y = Eˆ(X), Z = Fˆ (X), also due
to
< Eˆ(x), y >=
m∑
p,q=0
< Eˆ(xp), yq > i
∗
piq
for eah x, y ∈ X , where < Eˆ(xp), yq >∈ R, then < EˆFˆ (x), y >=< Fˆ (x), Eˆ(y) > for eah
x, y ∈ X , therefore, Y is orthogonal to Z if and only if EˆFˆ = 0. If it is aomplished the
latter equality, then Fˆ Eˆ = (EˆFˆ )∗ = 0, hene Eˆe|X0 and Fˆe|X0 ommute, moreover, their
produt is equal to zero, onsequently, Eˆ ∨ Fˆ = Eˆ + Fˆ , that is, Y ∨ Z = Y + Z.
22.11. Corollary. If Eˆ and Fˆ are graded operators of projetions from a Hilbert spae
X over K = H or K = O onto losed subspaes Y and Z in X respetively, also Eˆ ≤ Fˆ ,
then Fˆ − Eˆ are graded projetion operators from X on Z ∨ Y ⊥.
Proof. Due to Proposition 2.22.9 EˆFˆ = Fˆ Eˆ = Eˆ, then graded operator projetions
Fˆ (I − Eˆ), (I − Eˆ)Fˆ and Fˆ − Eˆ oinide up to an isometri automorphism of the algebra K,
then Fˆ−Eˆ is the graded operator of projetion Fˆ ∨(I−Eˆ) (up to an isometri automorphism
of the algebra K) from X on Z ∨ Y ⊥.
22.12. Proposition. If { aEˆ : a ∈ Υ} is an inreasing net of graded operators of
projetions from a Hilbert spae X over K = H or K = O, Eˆ = ∨ aEˆ, then Eˆ(x) =
lima aEˆ(x) for eah x ∈ X.
Proof. In view of the fat that { aEˆ(X) : a} is an inreasing net of losed subspaes in
X it follows, that
⋃
aEˆ(X) is the K-vetor subspae in X with the losure relative to the
norm equal to Eˆ(X). Suppose that x ∈ X and b > 0. In view of Eˆ(x) ∈ Eˆ(X) there exists
y ∈ aEˆ(X) for some a suh that ‖Eˆ(x)− y‖ < b. For c ≥ a the inequalities aEˆ ≤ cEˆ ≤ Eˆ,
y ∈ aEˆ(X) ⊂ cEˆ(X) ⊂ Eˆ(X) are aomplished. Thus,
‖Eˆ(x)− cEˆ(x)‖ = ‖Eˆ(Eˆ(x)− y)− cEˆ(Eˆ(x)− y)‖ ≤ ‖Eˆ − cEˆ‖‖Eˆ(x)− y‖ < b.
22.13. Corollary. If { aEˆ : a ∈ Υ} is a desending net of graded operators of proje-
tions from a Hilbert spae X over K = H or K = O, Eˆ = ∧ aEˆ, then Eˆ(x) = lima∈Υ aEˆ(x)
for eah x ∈ X.
The Proof follows by the way of the appliation of Proposition 2.22.12 to the inreasing
net {I − aEˆ : a ∈ Υ}.
22.14. Definition. If a family of graded operators of projetions { aEˆ : a ∈ Υ} satisfies
the relations aEˆ cEˆ = 0 for eah a 6= c ∈ Υ (that is equivalent to the orthogonality of
K-vetor subspaes aEˆ(X) and cEˆ(X)), then suh family is alled orthogonal.
22.15. Proposition. If it is given an orthogonal family of graded operators of proje-
tions { aEˆ : a ∈ Υ} ating on a Hilbert spae X over K = H or K = O, Eˆ := ∨ aEˆ, then
Eˆ(x) =
∑
aEˆ(x) for eah x ∈ X.
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Proof. For a finite family Υ this statement follows from Corollary 2.22.10 by the way
of mathematial indution by the number of elements in Υ. For an infinite Υ let G denotes
the family of all finite subsets in Υ. For eah G ∈ G onsider FG := {∨ aEˆ : a ∈ G}, then
FˆG = {
∑
aEˆ : a ∈ G} and FˆG is the inreasing family of graded projetion operators, where
G is direted by the inlusion of subsets from G, then Eˆ = ∨G∈GFˆG. Due to Proposition
2.22.12 the net FˆGx onverges to Eˆ(x) by the norm in X .
22.16. Definition. For an operator T ∈ Lq(X) for a Hilbert spae X over K = H
or K = O we define two subspaes kerK(T ) = cl(spanK{x ∈ X : T (x) = 0}) whih is the
kernel of the operator and [T (X)]K := cl(spanK{T (x) : x ∈ X}) whih is the spae of values
of the operator T , where beause of in general K-nonlinearity of the operator T there are
taken the K-vetor spans spanK(T
−1(0)) and spanK(T (X)) for T
−1(0) and T (X), where
cl(A) denotes the losure of a subset A in X . With these subspaes we assoiate two graded
operator projetions Nˆ(T ) and Rˆ(T ) from X on kerK(T ) and [T (X)]K respetively.
22.17. Proposition. If subspaes T−1(0) and T (X) are
K-vetor spaes, then kerK = T
−1(0), [T (X)]K = cl(T (X)), Rˆ(T ) = I − Nˆ(T ∗),
Nˆ(T ) = I − Rˆ(T ), Rˆ(T ∗T ) = Rˆ(T ∗), Nˆ(T ∗T ) = Nˆ(T ).
Proof. If a subspae S is a K-vetor spae, then spanKS = S, sine spanK(S) := {z ∈
X : z = a1(x1b1)+...+am(xmbm)+(c1y1)t1+...+(clyl)tl a1, ..., am, b1, ..., bm, c1, ..., cl, t1, ..., tl ∈
K, x1, ..., xm, y1, ..., yl ∈ X}. Therefore, [S]K = cl(S) = cl(spanK(S)), sine the losure
of the K-vetor subspae S in the Banah spae over K also is the K-vetor spae. If
the suppositions of this proposition are aomplished, then T−1(0) = kerK(T ) due to the
ontinuity of the operator T and [T (X)]K = cl(T (X)). Then {x ∈ X : T (x) = 0} =
{x ∈ X :< T (x), y >= 0 for eah y ∈ X} = {x ∈ X : < x, T ∗y >= 0 for eah y ∈ X}
= (T ∗(X))⊥ = [T ∗(X)]⊥, that is, T ∗(X) is the K-vetor subspae. From this it follows, that
Nˆ(T ) = I − Rˆ(T ∗). The substitution of T on T ∗ gives the equality Nˆ(T ∗) = I − Rˆ(T ) and
(T ∗)−1(0) = (T (X))⊥ also is theK-vetor subspae. In view of ‖T (x)‖2 =< T (x), T (x) >=<
T ∗(T (x)), x >, the equality T (x) = 0 is satisfied if and only if T ∗(T (x)) = 0, that is,
Nˆ(T ) = Nˆ(T ∗T ). Then from the proved above it follows, that Rˆ(T ∗T ) = I − Nˆ(T ∗T ) =
I − Nˆ(T ) = Rˆ(T ∗).
In partiular, for the selfadjoint element T ∈ Lq(X) it is aomplished the equality
Rˆ(T ) = I − Nˆ(T ).
22.18. Proposition. If Eˆ and Fˆ are graded operator projetions for a Hilbert spae
X over K = H or K = O, then Rˆ(Eˆ + Fˆ ) = Eˆ ∨ Fˆ , Rˆ(EˆFˆ ) = Eˆ − Eˆ ∧ (I − Fˆ ) up to the
isometri automorphism of the algebra K.
Proof. The subspaes Eˆ(X) and Fˆ (X), Eˆ−1(0) and Fˆ−1(0) are the K-vetor subspaes
in X (see Proposition 22.7). In view of ‖Eˆ(x)‖2 + ‖Fˆ (x)‖2 =< Eˆ(x), x > + < Fˆ (x), x >=<
(Eˆ + Fˆ )(x), x > for eah vetor x ∈ X , then (Eˆ + Fˆ )(x) = 0 if and only if Eˆ(x) = 0 and
Fˆ (x) = 0. Thus, Nˆ(Eˆ + Fˆ ) = Nˆ(Eˆ) ∧ Nˆ(Fˆ ) = (I − Eˆ) ∧ (I − Fˆ ), also due to Proposition
22.17 and 22.10 Rˆ(Eˆ+ Fˆ ) = I−(I−Eˆ)∧(I− Fˆ ) = Eˆ∨ Fˆ up to an isometri automorphism
of the algebra K, sine
< Eˆ(x), y >=
m∑
p,q=0
< Eˆ(xp), yq > i
∗
piq =
m∑
p,q=0
< xp, Eˆ(yq) > i
∗
piq =< x, Eˆ(y) >
for eah x, y ∈ X .
The graded operators of projetions I − Eˆ and Eˆ ∧ (I − Fˆ ) are mutually orthogonal.
If x ∈ X and Fˆ Eˆ = 0, then Eˆ(x) = (I − Fˆ )(Eˆ(x)) ∈ (Eˆ ∧ (I − Fˆ ))(X), therefore, x =
(I − Eˆ)(x) + Eˆ(x) ∈ (I − Eˆ + Eˆ ∧ (I − Fˆ ))(X). Eah vetor x ∈ (I − Eˆ + Eˆ ∧ (I − Fˆ ))(X)
an be expressed in the form y + z, where y = (I − Eˆ)(y), z = Eˆ(z) = (I − Fˆ )(z), then
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Fˆ (Eˆ(x)) = Fˆ (Eˆ(y))+Fˆ (Eˆ(z)) = Fˆ (Eˆ(y))+Fˆ (Eˆ(z)) = Fˆ (Eˆ((I−Eˆ)(y)))+Fˆ ((I−Fˆ )(z)) = 0.
Therefore, Nˆ(Fˆ Eˆ) = I − Eˆ + Eˆ ∧ (I − Fˆ ), that together with Proposition 22.17 gives
Rˆ(EˆFˆ ) = I − Nˆ(Fˆ Eˆ) = Eˆ − Eˆ ∧ (I − Fˆ ).
22.19. Proposition. If {ya : a ∈ Υ} is an orthonormal basis over K in a losed K-
vetor subspae Y of a Hilbert spae X over K = H or K = O, also Eˆ is a graded operator
of projetion from X onto Y , then
Eˆ(x) =
∑
a∈Υ
< x, ya > ya
for eah x ∈ X.
Proof. A Hilbert spae X has the deomposition X = X0 ⊕ X1i1 ⊕ ... ⊕ Xmim, where
X0, ..., Xm are pairwise isomorphi Hilbert spaes over R, {i0, i1, ..., im} is the family of
standard generators of the algebra K, i0 = 1, m = 3 for H, m = 7 for O. Due to the
known strutural theorem about Hilbert spaes over R the spae X0 is isomorphi with
the Hilbert spae l2(ω,R) over R with the orthonormed basis ej of the ardinality card(ω),
where the set ω an be taken as some ordinal due to the Kuratowski-Zorn lemma, j ∈ ω,
ej is the net of numbers {xi,j ∈ {0, 1} : i ∈ ω}, xj,j = 1, xi,j = 0 for eah i 6= j ∈ ω.
At the same time card(ω) = χ(X) is equal to the topologial harater X . Then X is
isomorphi with l2(ω,K), also in view of the fat that any orthonormed basis in Y an
be enlarged up to the orthonormal basis of the entire spae X , hene up to the isometri
isomorphism Y is isomorphi with the subspae l2(ν,K) for some ordinal ν suh that ν ≤ ω,
card(ν) = card(Υ). On the other hand, Kej = ejK for eah j, therefore, Eˆ(x) ∈ Y has the
deomposition
Eˆ(x) =
∑
a∈Υ
< Eˆ(x), ya > ya =
∑
a∈Υ
< x, Eˆ(ya) > ya =
∑
a∈Υ
< x, ya > ya.
22.20. Proposition. If H is a selfadjoint C∗-algebra of operators from Lq(X) ating
in a Hilbert spae X over K = H or K = O, also H is losed relative to the weak operator
topology, then the union and the intersetion of eah family of graded operators of projetions
for H belong to H. There exists a graded operator of projetion Pˆ ∈ H suh that it is greater,
then others graded operators of projetions in H and PˆA = APˆ = A for eah A ∈ H suh
that A−1(0) and A(X) are K-vetor subspaes in X.
Proof. Due to Proposition 22.17 Rˆ(T ∗T ) = Rˆ(T ∗), if T (X) and T−1(0) are K-vetor
subspaes in X and a graded operator of projetion for suh selfadjoint operator from H
belongs to H, onsequently, for eah suh operator T ∈ H, for whih T (X) and T−1(0) are
K-vetor subspaes in X . In partiular, for an arbitrary graded operator of projetion Eˆ
from H it an be taken as suh operator T = Eˆ. Due to Lemma 2.22.5 Rˆ(A) is the limit
relative to the strong operator topology (an hene relative to the weak operator topology
also) of the sequene A1/n, when 0 ≤ A ≤ I. If A ∈ H, then A1/n ∈ H, sine the C∗-algebra
is H losed relative to the operator norm. Thus, Rˆ(A) ∈ H, onsequently, Rˆ(T ) ∈ H for
eah T ∈ H, if T (X) and T−1(0) are K-vetor subspaes in X .
If Eˆ and Fˆ are graded operators of projetions, then Rˆ(Eˆ+Fˆ ) = Eˆ∨Fˆ due to Proposition
2.22.18. Thus, Eˆ ∨ Fˆ ∈ H, if Eˆ, Fˆ ∈ H. If { aEˆ : a ∈ Υ} is a family of graded operators
of projetions from H, then their finite unions belong to H and form an inreasing net of
bounded from above by the unit operator I. Due to Lemma 2.22.4 this net has the supremum,
whih is its limit relative to the strong operator topology. Thus, Eˆ ∈ H, Eˆ = ∨ aEˆ. Due to
2.22.10 applied to Pˆ (X), where Pˆ is the union of all graded operators of projetions from
H, ∧ aEˆ = Pˆ −∨a(Pˆ − aEˆ). Due to the preeding proof Pˆ ∈ H and ∧ aEˆ ∈ H. The Hilbert
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spae X has the deomposition X = X0 ⊕X1i1 ⊕ ...⊕Xmim, where X0, ..., Xm are pairwise
isomorphi Hilbert spaes over R, {i0, i1, ..., im} is the family of standard generators of the
algebra K, i0 = 1, m = 3 for H, m = 7 for O. In view of the fat that Pˆ ontains Rˆ(A) for
eah A ∈ H suh that A−1(0) and A(X) are K-vetor subspaes in X , then PˆA = A and
PˆA∗ = A∗, that is, PˆsAq = (−1)κ(s)κ(q)AqPˆs for eah s 6= q ∈ {i0, i1, ..., im} from the standard
set of generators of the algebra K, where κ(1) = 0, κ(ip) = 1 for eah p ≥ 1, PˆsAs = AsPˆs
for eah s ∈ {i0, ..., im}, Aip(xp) := A(xpip) and Pˆip(xp) := Pˆ (xpip) for eah xp ∈ Xp. Thus,
PˆA = APˆ = A.
23. Definition. Let X and Y be Hilbert spaes over K = H or K = O and B be
a σ-algebra of Borel subsets of the Hausdorff topologial spae Λ. We introdue onstants
Sv,p,n ∈ K suh that eah operator T ∈ Lq(X, Y ) has the deomposition:
(i) T (x) =
∑m
v=0 Tv(x)iv, moreover,
(ii) Tv(x)iv =
∑m
n=0 Sv,1,nT (x)Sv,2,n for eah x ∈ X , v = 0, ..., m,
where Sv,1,n = γv,nSv,2,n with γv,n ∈ R, Sv,l,n ∈ Rin for eah n = 0, 1, ..., m, where eah
operator Tv is defined on X and takes values in Yv, X = X0i0⊕X1i1⊕ ...⊕Xmim, X0, ..., Xm
are Hilbert pairwise isomorphi spae over R. These onstants arise from the identity:
(iii) z0 = (z + (2
r − 2)−1{−z +
∑2r−1
n=1 in(zi
∗
n)})/2,
(iv) zv = (−ziv + iv(2r − 2)−1{−z +
∑2r−1
n=1 in(zi
∗
n)})/2
for eah v = 1, 2, ..., 2r − 1 and z ∈ K, where z = z0i0 + z1i1 + ... + zmim, z0, ..., zm ∈ R,
r = 2 for H, r = 3 for O, m = 2r − 1.
Consider a mapping Eˆ defined on B × X2 and defining a unique X-projetion valued
spetral measure Eˆ suh that
(i) < Eˆ(δ)x; y >= µˆ(δ; x, y) is regular (nonommutative) K-valued measure for eah
x, y ∈ X , where δ ∈ B. By our definition this means that
(1) µˆ(δ; x, y) = µˆ(x, y).χδ and
(2) µˆ(x, y).f :=
∑
v,l,n
∫
Λ
Sv,1,nf(λ)Sv,2,ni˜vilµiv,il(dλ; x, y),
where χδ is the harateristi funtion for δ ∈ B, µiv,il is the regular realvalued measure,
q, n, l = 0, 1, ..., m, p = 1 or p = 2, f is an arbitrary K-valued funtion on Λ, whih is
µiv,il-integrable for eah v, l;
(3) (EˆS(δ))
∗ = (−1)κ(S)EˆS(δ), where (EˆS(δ).e)x := (EˆS(δ))x = (Eˆ(δ).S)x, S = ciq,
q = 0, 1, ..., m, c = const ∈ R, x ∈ X0;
(4) EˆbS = bEˆS for eah b ∈ R and eah pure vetor S = ciq;
(5) EˆS1S2(δ ∩ γ) = EˆS1(δ)EˆS2(γ) for eah pure K vetors S1 and S2 and every δ, γ ∈ B.
Though from (3, 4) it follows, that Eˆ(δ).λ = λ0Eˆi0(δ)+λ1Eˆi1(δ)+...+λmEˆim(δ) =: Eˆλ(δ),
but in the general ase it may happen that (Eˆ(δ).λ)x 6= (Eˆ(δ))λx, where λ0, ..., λm ∈ R.
24. Theorem. Eah quasiommutative C∗-algebra A ontained in Lq(X) for a Hilbert
spae X over K = H or K = O is isometrially ∗-equivalent to the algebra C(Λ,K), where
Λ is its spetrum. Moreover, eah isometri ∗-isomorphism f 7→ T (f) between C(Λ,K) and
A defines a unique X-projetion valued spetral measure Eˆ on B(Λ), suh that
(i) < Eˆ(δ)x; y >= µˆ(δ; x, y) is a regular K-valued measure for eah x, y ∈ X, where
δ ∈ B;
(ii) EˆS1(δ).T (S2f) = (−1)
κ(S1)κ(S2)T (S2EˆS1(δ).f) for eah f ∈ C(Λ,R), δ ∈ B and pure
vetors S1 6= S2 ∈ K, κ(1) := 0, κ(iv) = 1 when v = 1, 2, ..., n;
(iii) T (f) =
∫
Λ
Eˆ(dλ).f(λ) for eah f ∈ C(Λ,K), moreover, Eˆ is σ-additive in the
strong operator topology.
Proof. Mention at first that Λ is ompat. There exists the deomposition C(Λ,K) as
in 2.12, 18. Eah ψ ∈ C∗q (Λ,K) has the deomposition ψ(f) = ψ0(f)i0 + ψ1(f)i1 + ... +
ψm(f)im, where f ∈ C(Λ,K). Moreover, ψl(f) = ψl(f0i0) + ψl(f1i1) + ...+ ψl(fmim), where
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fv ∈ C(Λ,R), v, l = 0, 1, ..., m. Then
(1) ψ(f) =
∑
v,n,l
ψl(Sv,1,nfSv,2,n)il,
where v, n, l = 0, 1, ..., m. Due to the Riesz representation theorem IV.6.3 [3℄:
ψl(giv) =
∫
Λ
g(λ)µiv,il(dλ)
for eah g ∈ C(Λ,R), where µiv,il is the σ-additive realvalued measure. Aomplishing the
integration omponentwise of the matrix valued funtion gives
(2) ψ(f) =
∑
v,n,l
∫
Λ
Sv,1,nf(λ)Sv,2,ni˜vilµiv,il(dλ).
For ψ(f) :=< T (f)x; y > for eah f ∈ C(Λ,K) and marked points x, y ∈ X from (2) it
follows, that
(3) < T (f)x; y >=
∑
v,n,l
∫
Λ
Sv,1,nf(λ)Sv,2,ni˜vilµiv,il(dλ; x, y),
sine | < T (f)x; y > | ≤ |f ||x||y|, onsequently, µiv,il(δ; xa, yb) = aµiv,il(δ; x, y)b for eah
a, b ∈ R, moreover,
(4) sup
δ∈B
(
∑
l
|
∑
v
zvivµiv,il(δ; x, y)|
2)1/2 ≤ |z||x||y|
for eah z = z0i0 + z1i1 + ... + zmim ∈ K, sine |il| = 1.
From (3) it follows that µiv,il(δ; x, y) is R-bihomogeneous and biadditive by x, y. If
f(λ) ∈ Riv for µ-almost every λ ∈ Λ for some v = 0, 1, ..., m, then T (f) = T ((−1)κ(iv)f˜) =
(−1)κ(iv)T (f)∗, onsequently, < T (f)x; y >= (−1)κ(iv) < T (f)y; x >.˜. Therefore, µiv,il(δ; x, y) =
(−1)κ(iv)κ(il)µiv,il(δ; y, x) for eah v 6= l = 0, 1, ..., m, x, y ∈ X .
25. Definition. An operator T in a Hilbert spae X over K = H or K = O is
alled normal, if TT ∗ = T ∗T ; T is unitary, if TT ∗ = I and T ∗T = I; T is symmetrial, if
< Tx; y >=< x;Ty > for eah x, y ∈ D(T ), T is selfadjoint, if T ∗ = T . Further, for T ∗ it is
supposed that D(T ) is dense in X .
26. Lemma. An operator T ∈ Lq(X) for a Hilbert spae X over K = H or K = O
is normal if and only if a minimal (K-)subalgebra A in Lq(X) ontaining T and T ∗ is
quasiommutative.
Proof. Let T be normal, then in X = X0i0⊕X1i1⊕ ...⊕Xmim it an be presented in the
form T = T0i0+T1i1+ ...+Tmim, where Range(Tv) ⊂ Xv and Tv ∈ A for eah v = 0, 1, ..., m.
Therefore, < s(Ts)(x); s(Ts)(y) >=< s(T ∗s)(x); s(T ∗s)(y) > for eah s ∈ K ñ |s| = 1 and
Re(s) = 0, onsequently, (s(Ts))(s(Ts))∗ = (s(Ts))∗(s(Ts)). The spae X is isomorphi
with l2(υ,K), in whih < x; y >=
∑
b∈υ
bx˜ by, where υ is a set, x = { lx : lx ∈ K, l ∈ υ} ∈
l2(υ,K). Then in Lq(l2(υ,K)) it is aomplished T
∗ = T˜ , moreover, A¯∗ = A and B¯∗ = B.
Therefore, TT ∗ = T ∗T gives AA∗ = A∗A, also the automorphism j : X → X and the
equality (s(Ts))(s(Ts))∗ = (s(Ts))∗(s(Ts)) with s = θ, s = (iv + jw)/2 and s = (iv + iw)θ/2
for eah v < w ∈ {1, ..., m}, θ = exp(πi1/4) lead to the pairwise ommuting {T0, T1, ..., Tm}.
Vise versa, if A quasiommutative, then {Tv : v = 0, 1, ..., m} are pairwise ommuting,
onsequently, TT ∗ = T ∗T .
27. Lemma. Let T be a symmetrial operator and a ∈ K \ Re, where K = H or
K = O, then there exists R(a;T ) and |x| ≤ 2|R(a;T )x|/|a− a˜| for eah x ∈ D(T ). Let T
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be a losed operator, then the sets ρ(T ), σp(T ), σc(T ) and σr(T ) are not interseting and
their union is the entire K. For a selfadjoint quasilinear operator T there is the inlusion
σ(T ) ⊂ Re, moreover, R(a;T )∗ = R(a∗;T ).
The Proof is analogous to the omplex ase. Indeed, in the general ase for a quasilinear
operator (not neessarily symmetrial) for the deomposition of the omponents µiv,il(dλ; x, y)
of the projetion valued measure µˆ(x, y).f defined in 23 as the sum of the point (µiv,il)p, ab-
solutely ontinuous (µiv,il)ac and ontinuous singular (µiv,il)sing measures in aordane with
the Lebesgue theorem ited in 21 gives L2(K, µiv,il,K) = Hp,v,l ⊕ Hac,v,l ⊕ Hsing,v,l, where
Hp,v,l := L2(K, (µiv,il)p,K),Hac,v,l := L
2(K, (µiv,il)ac,K) andHsing,v,l := L
2(K, (µiv,il)sing,K).
At the same time for a symmetrial operator there is the inlusion σ(T ) ⊂ R and due to the
relations given in 23 for omponents of the projetion valued measure the supports of all
these measures for different v, l are onsistent and are ontained in R.
28. Theorem. For a selfadjoint quasilinear operator T there exists a uniquely defined
regular ountably additive selfadjoint spetral measure Eˆ on B(K), Eˆ|ρ(T ) = 0 suh that
(a) D(T ) := {x : x ∈ X ;
∫
σ(T )
< (Eˆ(dz).z2)x; x ><∞} and
(b) Tx = limn→∞
∫ n
−n
(Eˆ(dz).z)x, x ∈ D(T ).
Proof. Due to Proposition 2.20, Note 2.21 and Definition 2.16(5) the spae D(T ) is
K-vetor. Use the Lemma 2.27 and take a marked element q ∈ {i0, i1, ..., im}, then h(z) :=
(q − z)−1 is the homeomorphism of the sphere Sm := {z ∈ K : |z| = 1} and for A :=
(q − z)(R(z;T )(q − z)) + (q − z)I for eah z ∈ ρ(T ) \ {q} is aomplished the identity
(hI − R(q;T ))A = I. If z = q, then h = ∞, onsequently, h /∈ σ(R(q;T )). Let 0 6= h ∈
ρ(R(q;T )), then there exists B := R(q;T )A, where A := (hI−R(z;T ))−1, onsequently, B is
bijetive, R(B) = D(T ) and (zI−T )B = (z−q)I, that is, z ∈ ρ(T ). For h = 0 ∈ ρ(R(q;T ))
the operator R(q;T )−1 = (hI − T ) is bounded and is defined everywhere operator and this
ase is onsidered in Theorem 2.24. For eah δ ∈ B(K) put Eˆ(δ) := Eˆ1(h(δ)), where Eˆ1
is the deoposition of the unity for a normal operator R(q;T ), then the end of the proof is
analogous to Theorem XII.2.3 [3℄.
29. Note and Definition. A unique spetral measure, related with a selfadjoint
quasilinear operator T is alled a deomposition of the unity for T . For a K-valued Borel
funtion f defined Eˆ-almost everywhere on K f(T ) is defined by the relations:
D(f(T )) := {x : there exists limn fn(T )x},
where fn(z) := f(z) for |f(z)| ≤ n; fn(z) := 0 while |f(z)| > n; f(T )x := limn fn(T )x,
x ∈ D(f(T )), n ∈ N.
30. Theorem. Let Eˆ be a deomposition of the unity for a selfadjoint quasilinear oper-
ator T and f is from 2.29. Then f(T ) is a losed quasilinear operator with an everywhere
dense domain of its definition, moreover:
(a) D(f(T )) = {x :
∫∞
−∞
|f(z)|2 < Eˆ(dz)x; x ><∞};
(b) < f(T )x; y >=
∫∞
−∞
< Eˆ(dz).f(z)x; y >, x ∈ D(f(T ));
(c) |f(T )x|2 =
∫∞
−∞
|f(z)|2 < Eˆ(dz)x; x >, x ∈ D(f(T ));
(d) f(T )∗ = f˜(T );
(e) R(q;T ) =
∫∞
−∞
Eˆ(dz).(q − z), q ∈ ρ(T ).
Proof. Take fn from 2.29 and δn := {z : |f(z)| ≤ n}. Then |f(T )x|2 = limn |fn(T )x|2 =∫∞
−∞
|f(z)|2 < Eˆ(dz)x; x > for eah x ∈ D(f(T )), from this it follows (c), also the losedness
of f(T ) and (a) are verified analogously to the omplex ase. To the nonommutative mea-
sure µˆ given on the algebra Υ of subsets of the set S there orresponds a quasilinear operator
with values in K and due to Proposition 2.20 this measure is ompletely haraterized by
the R-valued measures µiv,il, suh that µiv,il(fv) = µˆ(fv )˜il for eah µˆ-integrable K-valued
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funtion f with omponents fv, where v, l = 0, 1, ..., m. Then it an be defined the variation
V (µˆ, U) := supWl⊂U
∑
l |µˆ(χWl)| by all finite disjoint systems {Wl} of subsets Wl ∈ Υ in
U with
⋃
lWl = U . If µˆ is bounded, then it is the quasilinear operator of the bounded
variation with V (µˆ,S) ≤ 22
m+2
supU∈Υ |µˆ(χU)|, moreover, V (µˆ, ∗) is additive on Υ. The
funtion f we all µˆ-measurable, if eah fv is µiv,il-measurable for eah v and l = 0, 1, ..., m.
The spae of all µˆ-measurable K-valued funtions f with V (µˆ, |f |p)1/p =: |f |p < ∞ we de-
note by Lp(µˆ) while 0 < p < ∞, also L∞(µˆ) is the spae of all f for whih there exists
|f |∞ := essV (µˆ,∗) − sup |f | < ∞. In details we write L
p(S,Υ, µˆ,K) instead of Lp(µˆ). A
subset W in S we all µ-zero-set, if V ∗(µˆ,W ) = 0, where V ∗ is the extension of the omplete
variation V by the formula V ∗(µˆ, A) := infΥ∋F⊃A V (µˆ, F ) for A ⊂ S. A nonommutative
measure λˆ on S we all an absolutely ontinuous relative to µˆ, if V ∗(λˆ, A) = 0 for eah
subset A ⊂ S with V ∗(µˆ, A) = 0. A measure µˆ we all positive, if eah µm,n is nonnegative
and
∑
m,n µm,n is positive. The using of omponents µm,n and the lassial Radon-Nikodym
theorem (see Theorems III.10.2,10.7 [3℄) leads to the following nonommutative variants.
(i). If (S,Υ, µˆ) is a spae with a σ-finite positive nonommutative K-valued measure µˆ,
also λˆ is an absolutely ontinuous relative to µˆ bounded nonommutative measure defined
on Υ, then there exists a unique f ∈ Lp(S,Υ, µˆ,K), suh that λˆ(U) = µˆ(fχU) for eah
U ∈ Υ, moreover, V (µˆ,S) = |f |1.
(ii). If (S,Υ, µˆ) is a spae with bounded nonommutative K-valued measure µˆ, also λˆ
is absolutely ontinuous relative to µˆ nonommutative measure defined on Υ, then there
exists a unique f ∈ L1(µˆ), suh that λˆ(U) = µˆ(fχU) for eah U ∈ Υ. Due to (ii) there
exists a Borel measurable funtion φ, suh that νˆ(δ) := µˆx,y(φχδ) =< Eˆ(φχδ)x; y > for eah
δ ∈ B(R). Due to (i) |φ(z)| = 1 νˆ-almost everywhere. Consider f 1(z) := |f(z)|φ(z), then
due to (a) D(f 1(T )) = D(f(T )) and < f 1(T )x; y >=
∫∞
−∞
|f(z)|νˆ(dz). Therefore,
< f(T )x; y >= lim
n
∫
δn
< Eˆ(dz).f(z)x; y >=
∫ ∞
−∞
< Eˆ(dz).f(z)x; y >
and from this it follows (b).
(d). From Eˆ∗S = (−1)
κ(S)EˆS for eah S = cs, 0 6= c ∈ R, s ∈ {i0, ..., im}, it follows, that
Eˆ.f˜ = Eˆ∗.f . Take x, y ∈ D(f˜(T )) = D(f(T )), then
< f˜(T )x; y >=
∫ ∞
−∞
< Eˆ(dz).f˜(z)x; y >=< x; f(T )y >,
onsequently, f˜(T ) ⊂ f(T )∗. If y ∈ D(f(T )∗), then for eah x ∈ X and t ∈ N: f˜t(T )y :=
Eˆ(δt).f(T )
∗y onverges to f(T )∗y for t→∞, onsequently, y ∈ D(f˜(T )). Due to Theorem
2.24 the statement (e) follows from the fat that tEˆ(δ) := Eˆ(δt ∩ δ) is the deomposition of
the unity for the bounded restrition T |Xt , where Xt := Eˆ(δt)X .
31. Theorem. A bounded normal operator T on a Hilbert spae over K = H or K = O
is unitary, Hermitian or positive if and only if σ(T ) is ontained in Sm := {z ∈ K : |z| = 1},
R or [0,∞) respetively.
Proof. Due to Theorem 2.24 the equality T ∗T = TT ∗ = I is equivalent to zz˜ = 1 for
eah z ∈ σ(T ). If σ(T ) ⊂ [0,∞), then < Tx; x >=
∫
σ(T )
< Eˆ(dz).zx; x >≥ 0 for eah
x ∈ X . The final part of the proof is analogous to the omplex ase, using the tehnique
given above.
32. Definition. A family {T (t) : 0 ≤ t ∈ R} of bounded quasilinear operators in a
vetor spae X over K = H or K = O is alled a strongly ontinuous semigroup, if
(i) T (t+ q) = T (t)T (q) for eah t, q ≥ 0;
(ii) T (0) = I;
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(iii) T (t)x is a ontinuous funtion by t ∈ [0,∞) for eah x ∈ X .
33. Theorem. For eah strongly ontinuous semigroup {U(t) : 0 ≤ t ∈ R} of a
unitary quasilinear operators in a Hilbert spae X over K = H or K = O there exists a
unique selfadjoint quasilinear operator B in X, suh that U(t) = exp(tMB), where M ∈ K,
|M | = 1, Re(M) = 0.
Proof. If {T (t) : 0 ≤ t} is a semigroup ontinuous in the unform topology (see
also the omplex ase in Theorem VIII.1.2 [3℄), then there exists a bounded operator A
on X suh that T (t) = exp(tA) for eah t ≥ 0. If Re(z) := (z + z˜)/2 > |A|, then
| exp(−t(zI − A))| ≤ exp(t(|A| − Re(z)) → 0 for t → ∞. For suh z ∈ K due to the
Lebesgue theorem: (zI − A)
∫∞
0
exp(−t(zI − A))dt = I, also by Lemma 2.3 there ex-
ists R(z;A) =
∫∞
0
exp(−t(zI − A))dt. For eah ǫ > 0 let Aǫx := (T (ǫ)x − x)/ǫ, where
x ∈ X , for whih there exists lim0<ǫ→0Aǫx, the set of all suh x we denote by D(A). Evi-
dently, D(A) is the K-vetor subspae in X . Take some infinitesimal quasilinear operator
Ax := lim0<ǫ→0Aǫx. Considering K as the Banah spae over R, we get the analogs of
Lemmas 3,4,7, Corollaries 5, 9 and Theorem 10 from VIII.1 [3℄, moreover, D(A) is dense
in X , also A is the losed quasilinear operator on D(A). Let w0 := limt→∞ ln(|T (t)|)/t
and z ∈ K with Re(z) > w0. For eah w0 < δ < Re(z) due to Corollary VIII.1.5 [3℄
there exists as onstant M > 0 suh that |T (t)| ≤ M exp(δt) for eah t ≥ 0. Then there
exists R(z)x :=
∫∞
0
exp(−t(zI − A))xdt for eah x ∈ X and Re(z) > w0, onsequently,
R(z)x ∈ D(A). Let Tz be a quasilinear operator orresponding to z−1A instead of T for A,
where 0 6= z ∈ K, moreover, D(A) = D(z−1A). Then
z−1A
∫ ∞
0
exp(−t(I − z−1A))xdt =
∫ ∞
0
exp(−t(I − z−1A)z−1Axdt,
onsequently, R(z)(zI −A)x = x for eah x ∈ D(A) and R(z) = R(z;A). Thus,
R(z;A)x =
∫ ∞
0
exp(−t(zI −A))xdt
for eah z ∈ ρ(A) and x ∈ X .
With the help of 2.7.(iii) for the quasilinear operator A there exists the quasilinear
operator B suh that A = MB, whereM ∈ K, |M | = 1, Re(M) = 0. In view of U(t)U(t)∗ =
U(t)∗U(t) = I, then A ommutes with A∗ and exp(t(A+A∗)) = I. From R(z;B)∗ = R(z˜, B)
it follows, that we an hoose B = B∗. If Eˆ is the deomposition of the unity for B and
V (t) := exp(MtB), then by Theorem 2.30
< V (t)x; y >=
∫ ∞
−∞
< Eˆ(dz). exp(Mtz)x; y >,
then due to the Fubini theorem∫ ∞
0
< V (t). exp(−bt)x; y > dt =
∫ ∞
0
∫ ∞
−∞
< Eˆ(dz). exp(−(b−Mz)t)x; y > dt
=
∫ ∞
−∞
< Eˆ(dz).(b−Mz)−1x; y >= R(b;MB)x; y >
for eah b ∈ K with Re(b) > 0. Therefore,
∫ ∞
0
< V (t). exp(−bt)x; y > dt =
∫ ∞
0
< U(t). exp(−bt)x; y > dt
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for Re(b) > 0. Due to Lemma V III.1.15 < V (t). exp(−ǫt)x; y >=< U(t). exp(−ǫt)x; y >
for eah t ≥ 0 and Re(b) > 0, onsequently, U(t) = V (t).
34. Notations. Let X be a K-vetor loally onvex spae. Consider left and right two
sided K-vetor spans of the family of vetors {va : a ∈ A}, where
spanl
K
{va : a ∈ A} := {z ∈ X : z =
∑
qa∈K;a∈A
qav
a};
spanr
K
{va : a ∈ A} := {z ∈ X : z =
∑
qa∈K;a∈A
vaqa};
spanK{v
a : a ∈ A} := {z ∈ X : z =
∑
qa,ra∈K;a∈A
{qav
ara}q(3)}.
35. Lemma. In the notation of 2.34 spanl
K
{va : a ∈ A} = spanr
K
{va : a ∈ A} =
spanK{va : a ∈ A}.
Proof. Due to the ontinuity of the addition and multipliation on salars of vetors
in X and using the onvergene of nets of vetors it is suffiient to prove the statement of
this lemma for a finite set A. Then the spae Y := spanK{va : a ∈ A} is finite dimensional
over K and evidently left and right K-vetor spans are ontained in it. Then in Y it an be
hosen a basis over K and eah vetor an be written in the form va = {va1 , ..., v
a
n}, where
n ∈ N, vas ∈ K. On the other hand, the algebraK is alternative, also X = X0i0⊕X1i1⊕ ...⊕
Xmim, where X0, ..., Xm are pairwise isomorphi R-linear loally onvex spaes. Therefore,
spanl
K
{va : a ∈ A} ∩ spanr
K
{va : a ∈ A} ⊃ spanK{va : a ∈ A}, that together with the
inlusion spanr
K
{va : a ∈ A} ∪ spanl
K
{va : a ∈ A} ⊂ spanK{va : a ∈ A} proved above leads
to the statement of this lemma.
36. Lemma. Let X be a Hilbert spae over K = H or K = O, also XR be the same
spae onsidered over the field R. A vetor x ∈ X is orthogonal to a K-vetor subspae Y in
X relative to the K-valued salar produt in X if and only if x is orthogonal to YR relative to
the salar produt in XR. The spae X is isomorphi to the standard Hilbert spae l2(α,K)
over K of onverging relative to the norm of sequenes or nets v = {va : a ∈ α} with the
salar produt < v;w >:=
∑
a v˜
awa, moreover, card(α)ℵ0 = w(X), where card(α) is the
ardinality of the set α, ℵ0 = card(N).
Proof. Due to Lemma 2.35 and by the transfinite indution in Y there exists a K-
linearly independent system of vetors {va : a ∈ A}, suh that spanr
K
{va : a ∈ A} is
everywhere dense in Y . In another words in Y there exists a Hamel basis over K. A vetor
x by the definition is orthogonal to Y if and only if < v; x >= 0 for eah v ∈ Y , that is
equivalent to < va; x >= 0 for eah a ∈ A. The spae X is isomorphi to the diret sum
X0 ⊕X1i1 ⊕ ...⊕Xmim, where X0, ..., Xm are the pairwise isomorphi Hilbert spaes over
R, also XR = X0⊕X1 ⊕ ...⊕Xm. The salar produt < x; y > in X then an be written in
the form
(i) < x; y >=
∑m
v,n=0 < xv; yn > i˜vin,
where < xv; yn >∈ R due to 2.16. Then the salar produt < x; y > in X indues the salar
produt
(ii) < x; y >R:=
∑m
v=0 < xv; yv >
in XR. Therefore, from the orthogonality of x to the subspae Y relative to < x; y > it
follows the orthogonality of x to the subspae YR relative to < x; y >R= (x, y). Due to
Lemma 2.35 from y ∈ Y it follows, that yviv ∈ Y for eah v = 0, 1, ..., m. Then from
< x; yv >R= 0 for eah y ∈ Y and v due to 2.16.(5) it follows, that < x; y >= 0 for eah
y ∈ Y . Then by the theorem about transfinite indution [16℄ in X there exists the orthogonal
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basis over K, in whih every vetor an be presented in the form of the onverging series
of left (or right) K-vetor ombinations of basi vetors. For eah x ∈ X due to the fat
that the spae X is normed it follows, that the base of neighborhoods of x is ountable,
also for the topologial density it is aomplished the equality d(X) = card(α)ℵ0, sine K is
separable, therefore, w(X) = d(X). From this it follows the last statement of this lemma.
37. Lemma. For eah quasilinear operator T in a Hilbert spae X over K = H or
K = O an adjoint operator T ∗ in X relative to the K-salar produt oinides with an
adjoint operator T ∗
R
in XR relative to the R-valued salar produt in XR.
Proof. Let D(T ) be the domain of the definition of the operator T , whih is dense in X .
Due to Formula 2.36.(i, ii) and the existene of the automorphisms z 7→ ziv in K for eah
v = 0, 1, ..., m it follows, that the ontinuities of < Tx; y > and < Tx; y >R by x ∈ D(T )
are equivalent, therefore, due to Lemma 2.35 the family of all y ∈ X , for whih < Tx; y > is
ontinuous by x ∈ D(T ) forms theK-linear subspae inX and it is also selfadjoint relative to
< Tx; y >R, that is the domain of the definition D(T ∗) of the operator T ∗. Then the adjoint
operator T ∗ is defined by the equality < Tx; y >=:< x;T ∗y >, also T ∗
R
is given by the way
of < Tx; y >R=< x;T
∗
R
y >R, where x ∈ D(T ), also y ∈ D(T
∗). Due to Formula 2.36.(i, ii)
< xv; (T
∗y)v >=< xv; (T
∗y)v >R for eah x ∈ D(T ), y ∈ D(T ∗) and v = 0, 1, ..., m. In
view of Proposition 2.20 and Lemma 2.35 D(T ) and D(T ∗) are K-vetor spaes, then an
automorphisms of the algebra K given above lead to T ∗ = T ∗
R
.
38. Definition. A bounded quasilinear operator P in a Hilbert spae X over K is
alled a partial R- (or K-) isometry, if there exists a losed R- (or K-) vetor subspae Y
suh that ‖Px‖ = ‖x‖ for x ∈ Y and P (Y ⊥
R
) = {0} (or P (Y ⊥) = {0}) respetively, where
Y ⊥ := {z ∈ X : < z; y >= 0 ∀y ∈ Y }, Y ⊥
R
:= {z ∈ XR : < z; y >R= 0 ∀y ∈ Y }.
39. Theorem. If T is a losed quasilinear operator in a Hilbert spae X over K, then
T = PA, where P is a partial R-isometry on XR with the initial domain cl(Range(T
∗)),
also A is a selfadjoint quasilinear operator suh that cl(Range(A)) = cl(Range(T ∗)). If T
is K-vetorial (that is, left or right K-linear), then P is a partial K-isometry.
Proof. Due to the spetral theorem 2.28 a selfadjoint quasilinear operator T is positive
if and only if its spetrum is ontained in σ(T ) ⊂ [0,∞) (see also Lemma XII.7.2 [3℄).
In the algebra K eah polynomial has a root (see Theorem 3.17 [13℄). Therefore, if T is
a positive selfadjoint quasilinear operator, then there exists a unique positive quasilinear
operator A, suh that A2 = T (see also Lemma XII.7.2 [3℄). Then there exists a positive
square root A of the operator T ∗T . At the same time A is right or left K-linear, if T is
right or left K-linear. Put SAx = Tx for eah x ∈ D(T ∗T ), also V let it be an isometri
extension of S on cl(Range(A)). The spae cl(Range(A)) is R-linear. If A in addition left
(or right) K-linear, then cl(Range(A)) is the K-vetor subspae due to Lemma 2.35. In
view of Lemma 2.36 there exists the perpendiular projetion Eˆ from X on cl(Range(A)),
moreover, Eˆ is right or left K-linear, if cl(Range(A)) is the K-vetor subspae. Then put
P = V Eˆ. From < Ax;Ax >=< Tx;Tx > for eah x ∈ D(T ∗T ) it follows that PAx = Tx
for eah x ∈ D(T ∗T ). The remainder of the proof an is aomplished analogously to the
proof of Theorem XII.7.7 [3℄ with the help of Lemmas 2.35-37.
40. Note and Definition. Apart from the ase of the field of omplex numbers C
nontrivial polynomials of quaternion or otonion variables an have roots , whih are not
points, but also losed submanifolds in K with the odimension over R from 0 up to m (see
[11, 13℄).
A losed subset λ ⊂ σ(T ) is alled an isolated subset of a spetrum, if there exists a
neighborhood U of a subset λ suh that σ(T ) ∩ U = λ. An isolated subset λ of a spetrum
σ(T ) is alled a pole of a spetrum (of an order p), if R(z;T ) has a zero on λ (of an order
p, that is, eah z ∈ λ is zero of an order 0 < p(z) ≤ p for R(z;T ) and maxz∈λ p(z) = p). A
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subset λ is lopen (losed and open simultaneously) in σ(T ) is alled the spetral set. Let η1
be a losed retifiable path in U , enompassing λ and not interseting with λ, haraterized
by a vetor M1 ∈ K, |M1| = 1, M1+ M˜1 = 0 (see Theorem 3.22 [11℄ and Theorem 3.21 [13℄),
denote by
(i) φn(z, T ) := (2π)
−1{
∫
η1
R(ζ ;T )((ζ − a)−1(z − a))n(ζ − a)−1dζ)M−11 },
where η1 ⊂ B(K, a, R) \ B(K, a, r), B(K, a, R) ⊂ U , λ ⊂ B(H, a, r), 0 < r < R < ∞. We
say that an index λ is equal to p if and only if there exists a vetor x ∈ X suh that
(ii) (zI − T )s1((v1Eˆ(δ(z);T )v2)...((zI − T )
sm(v2m−1Eˆ(δ(z);T )(x)))...) = 0
for eah z ∈ λ and eah 0 ≤ sn ∈ Z with s1 + ... + sm = p and eah v1, .., v2m−1, where
v1 = v1(δ, T ) ∈ K,...,v2m−1 = v2m−1(δ, T ) ∈ K, m ∈ N, δ := δ(z) ∋ z, δ(z) ∈ B(λ), also
Expression in (ii) is different from zero for some z ∈ λ and s1, ..., sm with s1+ ...+sm = p−1.
41. Theorem. A subset λ is a pole of an order p of a quasilinear operator T ∈ Lq(X)
for U = B(K, α, R′), 0 < R < R′ < ∞ in Definition 2.40, where 0 < r < ∞, if and only if
λ has an index p.
Proof. Choose with the help of the homotopiity relative to U \ λ losed paths (loops)
η1 and η2 homotopi to γ1 and γ2, moreover, infθ |η1(θ)| > supθ |η2(θ)|, where γ1 and γ2 are
hosen as in Theorem 3.22 [11℄ or as in Theorem 3.21 [13℄ (see also Theorem 3.9 there), θ ∈
[0, 1]. Due to these theorems the Loran deomposition overK of R(z;T ) in the neighborhood
B(K, a, R) \B(K, a, r) has the form
R(z;T ) =
∞∑
n=0
(φn(z, T ) + ψn(z, T )),
where φn is given by the Formula 2.40.(i), also
(i) ψn(z, T ) := (2π)
−1{
∫
η2
R(ζ ;T )(z − a)−1((ζ − a)(z − a)−1)ndζ)M−12 }.
If λ is a pole of order p, then φp = 0 and φp−1 6= 0, therefore, there exists x ∈ X suh that
(ii) φp(z)(z, T )x = 0 for eah z ∈ λ, also
(iii) φp−1(z, T )x 6= 0 for some z ∈ λ.
Analogous deompositions are true with the orresponding φn for the produt
f(T )(R(z;T )g(T )), where f and g are holomorphi funtions on a neighborhood of σ(T )
inK different from zero everywhere on λ. Eah funtion φn for R(z;T ) an be approximated
with any auray in the strong operator topology in the form of leftK-linear ombinations of
funtions from 2.40.(ii) due to Lemma 2.35 and Definition of the K integral along retifiable
paths, sine for |ξ| > sup |χ| the series R(ξ;Tχ) onverges uniformly in the norm operator
topology for the spetral set χ of the spetrum σ(T ), where Tχ = T |Xχ, Xχ := Eˆe(χ;T )X.
The variation of f and g gives that the index of λ is not less than p. Vise versa let be
satisfied Conditions (ii) for some n. The resolvent R(z;T )x is regular on K \B(K, a, r) and
x = (2π)−1{
∫
η
R(ζ ;T )xdζ}M−1(2π)−1{
∫
η2
R(ζ ;T )xdζ}M−12 ω(T )x,
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where ω(T ) is the funtion equal to 1 on a neighborhood of λ and equal to zero on K\U , η is
the orresponding losed retifiable path enompassing σ(T ) and haraterized by M ∈ K,
|M | = 1, M + M˜ = 0. Then due to 2.40.(ii) φp(z)(z, T )x = 0 for eah z ∈ λ.
42. Note. An isolated point λ of a spetrum σ(T ) for a normal quasilinear operator
T ∈ Lq(X) in a Hilbert spae X over K an be not having eigenvetors beause of the
nonommutativity of a projetion valued measure Eˆ apart from the ase of linear operators
on a Hilbert spae over C.
43. Examples. (1). Consider a Hilbert spae X := L2(B(K, 0, 1), ν,K) of all lasses
of ν measurable funtions on B(K, 0, 1) with the finite norm and the salar produt
(f, g) :=
∫
B(K,0,1)
f˜(z)g(z)ν(dz)
and the norm ‖f‖ := (f, f)1/2, where ν is the Lebesgue measure on R2
m+1
, whih indues
the measure on K suh that it is bounded on the ball of the unit radius in K with hte entre
at zero, f and g are measurable funtions with finite norms from B(K, 0, 1) into K, m = 3
for H, m = 7 for O.
Take on this Hilbert spae X the operator given by the following formula (Af)(x) =
xf(x). Then A does not have eigenvalues. If Af = bf for some b ∈ K, then f = 0
on B(K, 0, 1) \ {b}, onsequently, f = 0 ν-almost everywhere, that is f = 0 ∈ X . But,
spLq(X) = B(K, 0, 1). For the proof of the latter equality onsider the harateristi funtions
yn := χB(K,b,1/(2n)) of the balls B(K, b, 1/(2n)). Take xn := yn/[ν(B(K, b, 1/(2n)))]
1/2
. In
view of ν(B(K, z, r)) = (2π)2
m
r2
m+1
/[(2m+1)!!] (see, for example, 3 XI.4.2 in [5℄), where
m = 3 for H, m = 7 for O, then ‖xn‖ = 1 and for B(K, b, 1/(2n)) ⊂ B(K, 0, 1) the following
equality is aomplished
‖(A− bI)xn‖
2 =
∫
B(K,b,1/(2n))
|x− b|2ν(dx)/ν(B(K, b, 1/(2n))) = Cn−2,
where C = const > 0. If B = (A − bI)−1, then 1 = ‖xn‖ = ‖B(A − bI)xn‖ ≤ ‖B‖‖(A −
bI)xn‖ = ‖B‖C
1/2/n. Thus, ‖B‖ ≥ nC−1/2 for eah n = 1, 2, 3, ..., onsequently, B is
unbounded, that is, (A − bI) does not have a two sided inverse operator in Lq(X) and
inevitably B(K, 0, 1) ⊂ spLq(X)(A). If b /∈ B(K, 0, 1), then the funtion f = (x − b)
−1
for
|x| ≤ 1 is ontinuous on B(K, 0, 1). The multipliation on f in X is the bounded operator,
whih is two sided inverse to (A−bI): f(A−bI) = (A−bI)f = I. Therefore, b /∈ spLq(X)(A),
onsequently, spLq(X) = B(K, 0, 1).
(2). Let {en : n = 1, 2, 3, ...} be an orthonoramal basis in a separable Hilbert spae
X . Take the operator A suh that Aen = bnen, where bn ∈ K for eah n. If the sequene
{bn : n = 1, 2, 3, ..} is bounded, then ‖A‖ = supn |bn| and the operator A is normal. At the
same time spLq(X)(A) = cl{bn : n = 1, 2, 3, ...}, sine the spetrum of the operator is losed
in aordane with the general theorem. The operator A is selfadjoint if and only if bn ∈ R
for eah n. The unitarity of the operator A is equivalent to |bn| = 1 for eah n.
(3). Let (X, µˆ) be a σ-finite spae with a (nonommutative)K-valued measure. Consider
a µˆ-measurable funtion f with the finite norm ‖f‖L∞(X,µˆ,K) <∞, then define on the spae
L2(X, µˆ,K) =: X the multipliation operator Mf on the funtion f , that is, Mf (g) := fg.
This operator is bounded. Let a point b belongs to the µˆ-essential domain of the funtion
f : sp(f) := {z ∈ K : ‖µˆ‖(f−1(U)) > 0 for eah open subset U ⊂ K with z ∈ U}. Let
yn := χf−1(Un), where ‖µˆ‖(f
−1(Un)) = an > 0, where Un := {z ∈ K : |z − b| < 1/n}, put
xn := (an)
−1/2yn, onsequently, ‖xn‖ = 1, also
‖(Mf − bI)xn‖
2 =
∫
f−1(Un)
|f(z)− b|2yn(z)µˆ(dz)/an ≤ n
−2.
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Therefore, there exists limn→∞ ‖(Mf − bI)xn‖ = 0 and b ∈ spLq(X)(Mf ).
3 Algebras of operators
1. Definition. Let V be a ompat Hausdorff spae, also C(V,K) be a quasiommutative
algebra of all ontinuous bounded funtions f : V → K with the supremum norm ‖f‖ :=
supz∈V |f(z)| and with the pointwise multipliation, where K = H or K = O. A quasilinear
funtional p ∈ Lq(C(V,K),K) satisfying the ondition p(fg) = p(f)p(g) for eah f, g ∈
C(V,K) is alled multipliative.
2. Theorem. If J is a losed ideal in C(V,K), then there exists a losed subset S in
V suh that J is the ideal C(V,K)S of all funtions from C(V,K) equal to zero on S up to
an automorphism of the algebra K, where K = H or K = O. Vise versa, if S is a losed
subset in V , then C(V,K)S is a losed ideal in C(V,K). An ideal J in C(V,K) is maximal
if and only if the orresponding losed subset S = S(J) is a singleton.
Proof. The Banah algebra C(V,K) is nonommutative, moreover, it is nonassoiative
for K = O, where K = H or K = O. If f ∈ C(V,K), then f−1(0) is a losed subset
in V . Then the subset S :=
⋂
f∈J f
−1(0) is losed in V . If J = C(V,K), then S =
∅. If J is an ideal of the algebra C(V,K) and θ : K → K is an automorphism of the
algebra K suh that θ(R) = R, then J and J ◦ θ := {g = f ◦ θ : f ∈ J} are isomorphi
algebras. At the same time the group of generators {i0, i1, ..., im} generates an isomorphi
group {θ(i0), θ(i1), ..., θ(im)}, where m = 3 for H and m = 7 for O (in the latter ase the
group of generators is nonassoiative), i0 := 1, i1 := i, i2 := j, i3 := k, i4 := l, i5 = i1l,
i6 = i2l, i7 = i3l, where l is the generator of the doubling proedure while onstrution of
the algebra O of otonions from the skew field of quaternions H (see about generators of the
algebras H and O in [1, 7℄). On the other hand, if two ideals J1 and J2 are isomorphi, then
J1 ∩ C(V,R) and J2 ∩ C(V,R) are isomorphi algebras over R, also the extension of this
isomorphism on J1 and J2 indues an automorphism of the algebraK, sine for a ompat set
V all onstants from K belong to C(V,K), also J1 and J2 are algebras over K, that is, they
are linear spaes over K, also in them there is defined the multipliation of elements, whih
is distributive (assoiative in the partiular ase of the skew field K = H of quaternions).
Consider a funtion f ∈ C(V,K) whih is bounded on V and equal to zero on S, f |S = 0.
For eah ǫ > 0 the set Sf,ǫ := {z ∈ V : |f(z)| ≥ ǫ} is ompat and Sf,ǫ ∩ V = ∅. If
z ∈ Sf,ǫ, then there exists a funtion fz ∈ J suh that fz(z) 6= 0, onsequently, the funtion
f˜zfz is positive on some neighborhood Uz of the point z. Due to ompatness of the set
Sf,ǫ there exists a finite set of points z1, ..., zn suh that Sf,ǫ ⊂
⋃n
m=1 Uzm , onsequently,
hǫ :=
∑n
m=1 f˜zmfzm > 0 on Sf,ǫ and attains the minimum u on this ompat set at some
point t with hǫ(t) > 0. Then the equation wǫ(z) := max(hǫ(z), u) defines a ontinuous
funtion on V satisfying the inequalities wǫ(z) > 0 and wǫ(z) ≥ hǫ(z) ≥ 0 for eah z ∈ V .
In view of 1/wǫ ∈ C(V,K) and hǫ ∈ J let us take the funtion gǫ := hǫw−1ǫ . It satisfies the
onditions gǫ ∈ J and 0 ≤ gǫ(z) ≤ 1 for eah point z ∈ V , also gǫ(z) = 1 on Sf,ǫ. Then
fgǫ ∈ J and ‖f − fgǫ‖ ≤ ǫ, sine ‖1 − gǫ‖ ≤ 1 and 1 = gǫ(z) for eah z ∈ Sf,ǫ. In view of
the fat that the ideal J is losed, it follows that f ∈ J .
Eah ompat Hausdorff spae is normal. If S is a losed subset in V , also if z ∈ V \ S,
then due to the Tietze-Urysohn theorem (see Theorems 2.1.8, 3.1.7 and 3.1.9 in [16℄) about
extension of ontinuous funtions there exists a ontinuous funtion on V suh that f |S = 0
and f(z) = 1. Thus f ∈ J and f(z) 6= 0, onsequently, if J = C(V,K)T , then S(J) = T .
The last statement of this theorem follows now from the inlusion C(V,K)T ⊃ C(V,K)S,
if a losed set T is ontained in the losed subset S. Certainly, the ideals here are defined
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up to the automorphism of the algebra K, that gives isomorphisms of ideals.
3. Corollary. For eah nonzero ontinuous quasilinear multipliative funtional p on a
Banah algebra C(V,K) there exists a point z0 ∈ V suh that p(f) = f(z0) for eah funtion
f ∈ C(V,K) up to an automorphism of the algebra K, where K = H or K = O.
Proof. The Banah algebra C(V,K) has a deomposition into the diret sum: C(V,K) =
C(V,R) ⊕ i1C(V,R) ⊕ ... ⊕ imC(V,R), where {i0, i1, ..., im} are standard generators of the
algebra K, m = 3 for the skew field of quaternions H, m = 7 for the algebra of otonions O,
i0 := 1. i1 := i, i2 := j, i3 := k, i4 := l, i5 = i1l, i6 = i2l, i7 = i3l, where l is the generator of
the doubling proedure while onstrution ofO fromH. Then p(f) = p(f0)p(i0)+p(f1)p(i1)+
... + p(fm)p(im), where f = f0 + f1i1 + ... + fmim, f0, f1, ..., fm ∈ C(V,R), f ∈ C(V,K).
From the identities for generators and the multipliativity of the funtional p it follows, that
p(1) = p(12) = p(1)2 = 1, sine all onstants belong to the algebra C(V,K), p(i2q) = −1
for eah q = 1, 2, ..., m, p(ij) = −p(ji) = p(k) = p(i)p(j) = −p(j)p(i), p(jk) = −p(kj) =
p(i) = p(j)p(k) = −p(k)p(j), p(ki) = −p(ik) = p(j) = p(k)p(i) = −p(i)p(k), p(il) = −p(li),
p((il)i) = −p(i(il)) = −p(l) and so on, that is, p gives the automorphism of the algebra K.
The kernel M := p−1(0) of the funtional p is the proper maximal ideal in C(V,K). Let
f ∈ C(V,K), then f−p(f)1 ∈M . Due to Theorem 3.2 the idealM is haraterized uniquely
up to an automorphism of the algebra K by some point z0 ∈ V . Thus, f(z0) = p(f) for eah
f ∈ C(V,K) up to an isomorphism of the algebra and of the ideals relative to automorphisms
of the algebra K.
4. Theorem. A mapping φ of the algebra C(V,K) onto the algebra C(W,K) for ompat
Hausdorff spaes V and W is an isomorphism if and only if there exists a
homeomorphism g : V → W and an automorphism θ of the algebra K, suh that φ(f) =
θ ◦ f ◦ g for eah f ∈ C(V,K).
Proof. If there exists a homeomorphism g : V → W and an automorphism θ of the
algebra K suh that φ(f) = θ ◦ f ◦ g for eah f ∈ C(V,K), then from the quasilinearity
and multipliativity of θ it follows the quasilinearity and multipliativity of the mapping φ,
sine (f1f2) ◦ g(z) = f1(g(z))f2(g(z)) and (af1 + bf2) ◦ g(z) = af1(g(z)) + bf2(g(z)) for eah
f1, f2 ∈ C(V,K), a, b ∈ K and eah z ∈ V .
Let now φ be an algebrai isomorphism of the algebra C(V,K) onto the algebra C(W,K),
then for a maximal ideal M in C(W,K) its inverse image φ−1(M) is the maximal ideal in
C(V,K). In view of the fat that V and W are ompat, it follows that onstants from
K belong to these algebras C(V,K) and C(W,K), onsequently, the restrition of φ on the
subalgebra isomorphi with K in C(V,K) gives some automorphism θ of the algebra K suh
that θ−1◦φ =: φ1 is the identity mapping onK. If z ∈ W is a point orresponding toM , then
denote by q(z) a point in V orresponding to φ−11 (M). In view of the fat that eah maximal
ideal M0 in C(V,K) has the form φ
−1
1 (φ1(M0)) with the maximal ideal φ1(M0) in C(W,K),
then q : W → V is the uniquely defined mapping. In view of the fat that f − f(q(z))1 is
equal to zero at the point q(z) for eah funtion f ∈ C(V,K), then φ1(f − f(q(z))1) is equal
to zero at the point q(z). Sine a ompat Hausdorff spae is ompletely regular, then the
set of the form φ−1(U), where U is an open subset in K and f ∈ C(V,K), form a (sub)base
of the topology in V . From q−1(f−1(U)) = φ1(f)
−1(U) and the ontinuity of the funtion
φ1(f) : W → K for the ontinuous funtion f : V → K it follows, that the mapping q is
ontinuous, sine the inverse image q−1 of eah open subset of the subbase in V is an open
set of the subbase of the topology in W . Symmetrially q−1 is also ontinuous, therefore
q : W → V - is the homeomorphism.
5. Definitions. Let be given a spae C(V,R) of all ontinuous funtions from a Ty-
honoff topologial spae V into R, also let be given its subset P satisfying the following
properties:
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(i) if f and −f ∈ P, then f = 0;
(ii) if a > 0 is a positive onstant and f ∈ P, then af ∈ P;
(iii) if f, g ∈ P, then f + g ∈ P; so suh P is alled the one in C(V,R).
If X0 is a linear over R subspae in C(V,R) and P is a one in it, then in X0 there is
given a partial ordering f ≤ g if and only if g − f ∈ P. A onstant funtion I equal to 1
on V is alled the ordering unit in X0, if for eah f ∈ X0 there exists a onstant a > 0 suh
that −aI ≤ f ≤ aI.
Let X0 be a partially ordered subspae in C(V,R) with the ordering unit I, also p be a
quasilinear funtional on a K-linear subspae X in C(V,K) suh that X0 = X ∩C(V,R). If
a funtional p satisfies the following onditions:
(iv) p(f) ≥ 0 for eah f ∈ X0 with f ≥ 0;
(v) a bounded funtional p on K is an automorphism of the algebra K, if p 6= 0, then p
is alled positive; if in addition
(vi) p(I) = 1, then p is alled a state on X .
If p is an extreme point of a (onvex) family L(X) of states for X , then p is alled a pure
state on a K-linear (sub)spae X .
6. Theorem. A nonzero quasilinear funtional p on C(V,K), where K = H or K = O,
for a ompat Hausdorff topologial spae V is a pure state on C(V,K) if and only if it is
multipliative.
Proof. Consider at first a bounded funtional p0 of a funtional p on X0. Let p0 be
satisfying the property: for eah positive funtional q on X0 suh that q ≤ p there exists
a onstant a ≥ 0, for whih q = ap0. Suppose that p0 = aq1 + (1 − a)q2, where q1 and q2
are states on X0, 0 < a < 1. Then 0 ≤ aq1 ≤ p0, therefore, aq1 = bp0 for some onstant
b > 0. From p0(I) = q1(I) = 1 it follows, that a = b and q1 = p0. Analogously q2 = p0,
onsequently, p0 is the pure state.
If p0 is a pure state and 0 ≤ q ≤ p0 on X0, then 0 ≤ q(I) ≤ p0(I) = 1. In the ase
q(I) = 0 for eah f ∈ X0 are aomplished the inequalities 0 = q(−aI) ≤ q(f) ≤ q(aI) = 0
for some onstant a, onsequently, q(f) = 0 and q = 0. If q(I) = 1 = p0(I), then the
proof above shows, that the positive funtional p0 − q is equal to zero, that is, q = p0. If
0 < q(I) < 1, then q = (1 − b)q1 + bq2, where b = q(I), also q1 and q2 are states defined by
the equalities q1 = (1− b)−1(p0 − q), q2 = b−1q. In view of the fat that p0 is the pure state,
it follows that q2 = p0 and q = bp0. Thus, p0 is the pure state on X0 (without Condition
(v)) with the unit of the ordering I if and only if for eah positive funtional q on X0 suh
that q ≤ p0, there exists a onstant a ≥ 0, for whih q = ap0.
Due to Corollary 3.3 for a multipliative funtional p there exists a point z0 ∈ V and an
automorphism θ of the algebra K suh that p1(f) = f(z0) for eah funtion f ∈ C(V,K),
where p1 = θ ◦ p. Eah ontinuous funtion equal to zero at the point z0 is the linear
ombination of two nonnegative funtions equal to zero at the point z0. Therefore, from
0 < q ≤ p for some quasilinear funtional q on C(V,K), it follows, that q(f) = 0 for
f(z0) = 0. Thus, the funtionals q and p have the same subspaes of funtions in C(V,K),
on whih they are equal to zero. Therefore, there exists an automorphism θp,q of the algebra
K, for whih q = aθp,q ◦ p for some positive onstant a. Due to the first part of the proof p
is the pure state on C(V,K), sine p(I) = 1.
Suppose now, that p is the pure state on C(V,K). If 0 ≤ f ≤ 1 and q(g) = p(fg),
then q is the quasilinear funtional on C(V,K) suh that q ≤ p. Thus, q = ap for some
onstant a ≥ 0. If p(h) = 0, then p(fh) = q(h) = ap(h) = 0. In view of the fat that eah
g from C(V,K) is a K-linear ombination of funtions with nonnegative values between 0
and 1, then p(gh) = 0 for eah ontinuous funtion g ∈ C(V,K). Thus, the kernel of the
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funtional p is the maximal ideal in C(V,K). From p(I) = 1 it follows the multipliativity
of the funtional p.
7. Definition. Let V be a Tyhonoff topologial spae, also K = H or K = O. A
quasilinear funtional p on C(V,K) is alled Hermitian, if p(f˜) = (p(f)).˜ for eah ontinuous
funtion f ∈ C(V,K), also p(fiq) = p(f)p(iq) for eah ontinuous real valued funtion
f ∈ C(V,R) and the standard generator iq of the algebra K, q = 0, 1, ..., m, m = 3 for H,
m = 7 for O, where a number b ∈ O is onsidered also as the onstant funtion on V .
8. Proposition. A family P of Hermitian quasilinear funtionals p on C(V,K), having
the property p1(iq) = p2(iq) for eah p1, p2 ∈ P and eah q = 0, 1, ..., m, in the normed dual
spae generates a lattie.
Proof. For Hermitian funtionals p1 and p2 and a positive ontinuous funtion f ∈
C(V,K) we define
(i) (p1 ∨ p2)(f) := sup{p1(f1) + p2(f2) : f1, f2 ∈ C(V,K), 0 ≤ f1, 0 ≤ f2, f = f1 + f2}.
Then |p1(f1)+p2(f2)| ≤ ‖p1‖‖f1‖+‖p2‖‖f2‖ ≤ (‖p1‖+‖p2‖)‖f‖, onsequently, (p1∨p2)(f) is
finite. In view of f+0 = 0+f = f , we have p1 ≤ p1∨p2 and p2 ≤ p1∨p2. If q is a Hermitian
quasilinear funtional suh that p1 ≤ q and p2 ≤ q, then p1(f1)+p2(f2) ≤ q(f1)+q(f2) = q(f),
that is, p1 ∨ p2 ≤ q.
We show that p1 ∨ p2 is the R-linear on the one of positive elements. Consider now
nonnegative ontinuous funtions on V . Choose g1 and g2 suh that g = g1+ g2, also h1 and
h2 suh that h = h1 + h2, then g1 + h1 + g2 + h2 = g + h and
p1(g1 + h1) + p2(g2 + h2) = p1(g1) + p1(h1) + p2(g2) + p2(h2) ≤ (p1 ∨ p2)(g + h). Thus,
(ii) (p1 ∨ p2)(g) + (p1 ∨ p2)(h) ≤ (p1 ∨ p2)(g + h).
Let g+h = f1+f2 and p1(f1)+p2(f2) approximates (p1∨p2)(g+h). Use the deompositions
f1 = f11 + f12, f2 = f21 + f22 with f11 + f21 = g, f12 + f22 = h. This is possible, sine
f1 ≤ g + h, f11 ≤ g and f12 ≤ h, f2 = g + h− f1 = g − f11 + h− f12, putting f12 = g − f11
and f22 = h− f12. Therefore,
p1(f1) + p2(f2) = p1(f11) + p1(f12) + p2(f21) + p2(f22) ≤ (p1 ∨ p2)(g)+ (p1 ∨ p2)(h). Thus,
(iii) (p1 ∨ p2)(g + h) ≤ (p1 ∨ p2)(g) + (p1 ∨ p2)(h).
Then from the inequality (ii, iii) it follows the additivity of p1 ∨ p2 on the one of positive
funtions. If 0 < a, f1 + f2 = f and p1(f1) + p2(f2) approximates (p1 ∨ p2)(f), then
a(p1(f1) + p2(f2)) ≤ (p1 ∨ p2)(af), that is, a(p1 ∨ p2)(f) ≤ (p1 ∨ p2)(af), onsequently,
a−1(p1 ∨ p2)(af) ≤ (p1 ∨ p2)(a−1af) = (p1 ∨ p2)(f). Thus, a(p1 ∨ p2) = (p1 ∨ p2)(af).
Let now f ∈ C(V,R). Then there exist nonnegative ontinuous funtions f1 and f2 suh
that f = f1 − f2. Then define (p1 ∨ p2)(f) := (p1 ∨ p2)(f1) − (p1 ∨ p2)(f2). If f = g1 − g2
with nonnegative funtions g1 and g2, then f1 + g2 = g1 + f2, therefore, (p1 ∨ p2)(f1 + g2) =
(p1 ∨ p2)(f1) + (p1 ∨ p2)(g2) = (p1 ∨ p2)(g1+ f2) = (p1 ∨ p2)(g1) + (p1 ∨ p2)(f2), onsequently,
(p1 ∨ p2)(f1)− (p1 ∨ p2)(f2) = (p1 ∨ p2)(g1)− (p1 ∨ p2)(g2). Thus, (p1 ∨ p2) has the extension
onto C(V,R) uniquely. The additivity and positive homogeneousity (p1 ∨ p2) on the one of
nonnegative funtions give the additivity and real homogeneousity of the funtional (p1∨p2)
on C(V,R).
In view of p1(iq) = p2(iq) for eah q = 0, 1, ..., m and eah p1, p2 ∈ P , for arbitrary
ontinuous funtion f ∈ C(V,K) and p := p1 ∨ p2 put p(f) = p(f0)p(1) + p(f1)p(i1) +
...p(fm)p(im), where p(iq) := p1(iq) for eah q = 0, 1, ..., m, the funtion f is written in the
form f = f0 + f1i1 + ... + fmim with real ontinuous funtions f0, f1, ..., fm ∈ C(V,R) and
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standard generators {i0, i1, ..., im}, i0 = 1, m = 3 for H, m = 7 for O. From ps(f˜) = (ps(f)).˜
for s = 1 and s = 2 it follows, that p(f˜) = p(f0)− p(f1)p(i1)− ...− p(fm)p(im) = (p(f)).˜.
We define also p1 ∧ p2 := −((−p1) ∨ (−p2)). Therefore, p1 ∨ p2 and p1 ∧ p2 have finite
norms.
9. Proposition. If p is a bounded quasilinear funtional on C(V,K), p+ := p ∨ 0,
p− := −(p ∧ 0), then p = p+ − p−, p+ ∧ p− = 0 and ‖p‖ = ‖p+‖+ ‖p−‖ = p+(1) + p−(1).
Proof. For a positive ontinuous funtion f ∈ C(V,R) it is aomplished the equality:
p+(f) = sup{p(f1) : 0 ≤ f1 ≤ f, f1 ∈ C(V,R)},
−p−(f) = (p ∧ 0)(f) = −((−p) ∨ 0)(f) = − sup{−p(g) : 0 ≤ g ≤ f, g ∈ C(V,R)}
= inf{p(g) : 0 ≤ g ≤ f, g ∈ C(V,R) = inf{p(f − f1) : 0 ≤ f1 ≤ f, f1 ∈ C(V,R)}
= p(f)− sup{p(f1) : 0 ≤ f1 ≤ f, f1 ∈ C(V,R)} = p(f)− p
+(f).
Thus, p = p+−p−, sine 0(f) = 0 for eah f ∈ C(V,K), also putting p+(iq) = p−(iq) = p(iq)
for eah q = 0, 1, ..., m. For a nonnegative funtion f ∈ C(V,R)
(p+ ∧ p−)(f) = inf{p+(f1) + p−(f − f1) : 0 ≤ f1 ≤ f, f1 ∈ C(V,R)} = inf{p(f1) + p−(f) :
0 ≤ f1 ≤ f, f1 ∈ C(V,R)} = p−(f) + inf{p(f1) : 0 ≤ f1 ≤ f, f1 ∈ C(V,R)} = 0.
If v is a nonnegative quasilinear funtional and v(1) = 0, then v = 0, sine I is the unity
ordering. Therefore, ‖v‖ = v(1) = 0. If v(1) 6= 0, then v(1)−1v is the state on C(V,K) and
‖v(1)−1v‖ = 1, onsequently, ‖v‖ = v(1). Thus,
‖p‖ ≤ ‖p+‖ + ‖p−‖ = p+(1) + p−(1) = sup{p(f) : 0 ≤ f ≤ 1, f ∈ C(V,R)} − inf{p(g) :
0 ≤ g ≤ 1, g ∈ C(V,R)}.
For suitable f, g ∈ C(V,R) satisfying inequalities 0 ≤ f ≤ 1 and 0 ≤ g ≤ 1, p(f)− p(g)
approximates p+(1)+p−(1) and p(f)−p(g) ≤ ‖p‖‖f−g‖ ≤ ‖p‖. Therefore, p+(1)+p−(1) ≤
‖p‖ and this togehter with the inequalities gives: ‖p‖ = ‖p+‖+ ‖p−‖ = p+(1) + p−(1).
10. Theorem. If A is a losed relative to the norm subalgebra in C(V,K) for a
Hausdorff ompat topologial spae V , K = H or K = O, 1 ∈ A, f˜ ∈ A for eah funtion
f ∈ A, also for eah pair of different points z0, z1 ∈ V there exists a funtion f ∈ A suh
that f(z0) 6= f(z1), then A = C(V,K).
Proof. An algebra A has the deomposition A = A0 ⊕ A1i1 ⊕ ... ⊕ Amim, where A0 =
A ∩ C(V,R), i0, i1, ..., im are generators of the algebra K, Aq ⊂ C(V,R) for eah q. At the
same time the algebras Aq over R are ontained in C(V,R), also Aq is isomorphi with A0
for eah q = 1, ..., m, sine A is the algebra over K, in partiular, it is invariant relative to
the multipliation on eah 0 6= b ∈ K, where i0 = 1. This theorem is aomplished for the
algebra over R, that is, A0 = C(V,R), that omposes the ontext of the Stone-Weierstrass
theorem, onsequently, A = C(V,K).
11. Theorem. An element A of a Banah algebra C over K has a spetral radius r(A)
given by the formula: r(A) = limn→∞ ‖An‖1/n.
Proof. Due to Lemma 2.14 there is aomplished the inequality r(A) ≤ ‖A‖. If a ∈
sp(A), then due to Theorem 2.22 an ∈ sp(An), sine the skew field of quaternions H is
assoiative, also the algebra of otonions is alternative, therefore, |an| ≤ ‖An‖. Then
|a| ≤ lim‖An‖1/n and r(A) ≤ lim‖An‖1/n.
The funtion R(z;A) by the variable z is K-holomorphi on ρ(A). The power series or-
responding to R(z;A) diverges for |z| > (lim‖An‖1/n)−1. That is, if 0 ≤ a′ < lim‖An‖1/n,
then there exists a ∈ K, suh that a′ < |a|, for whih I − a−1A, hene A− aI also has not
an inverse element in C. Therefore, a ∈ sp(A) and a′ < r(A). In view of arbitrariness of a
nonnegative number a′ less than lim‖An‖1/n we have
lim‖An‖1/n ≤ r(A) ≤ lim‖An‖1/n.
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On the other hand, it is always aomplished the inequality lim‖An‖1/n ≤ lim‖An‖1/n,
onsequently, there exists r(A) = limn→∞ ‖An‖1/n.
12. Corollary. If A and B are ommuting elements in a Banah algebra C, then
r(AB) ≤ r(A)r(B) and r(A+B) ≤ r(A) + r(B).
Proof. Due to Theorem 3.11 rB(A) = rC(A), when A belongs to the Banah subalgebra
B in C. If A and B are ommuting elements of the algebra C, then due to Theorem 2.22 for
quasiommutative subalgebra B, generated by A and B, from
‖(AB)n‖ = ‖AnBn‖ ≤ ‖An‖‖Bn‖ and ‖(A+B)n‖ ≤
n∑
m=0
‖Am‖‖Bn−m‖
it follows the statement of this orollary.
13. Proposition. Let A be an element of a C∗-algebra C.
(i) If A is normal, then r(A) = ‖A‖.
(ii) If A is selfadjoint, then sp(A) is a ompat subset in R, also its spetrum ontains
at least one of the numbers −‖A‖ or ‖A‖.
(iii) If A is a unitary element in A, then ‖A‖ = 1 and sp(A) is a ompat subset in the
sphere {z ∈ K : |z| = 1}.
Proof. (i) For a selfadjoint operator B in C and a natural number n > 0 it is aom-
plished the equality ‖(B)2n‖ = ‖(Bn)∗Bn‖ = ‖Bn‖2. By indution by q we get ‖Bq‖ = ‖B‖q
for q = 2m, also due to Theorem 3.11 r(B) = limq→∞ ‖Bq‖1/q = ‖B‖. For a normal element
A and selfadjoint B = AA∗ from the preeding disussion, Corollary 3.12 and C∗ property
of the norm it follows, that
‖A2‖ = ‖A∗A‖ = r(A∗A) ≤ r(A∗)r(A) = r(A)2 ≤ ‖A‖2, onsequently, r(A) = ‖A‖.
(ii) for a selfadjoint element A in the algebra C and its spetrum sp(A) is ompat in
aordane with Lemma 2.14 and therefore ontains a salar with the absolute value r(A),
also r(A) = ‖A‖ due to Part (i) of this proposition. Therefore, it is suffiient to show that
sp(A) ⊂ R. Let t ∈ sp(A), t = a+Mb, where a, b ∈ R, M + M˜ = 0, |M | = 1, M ∈ K. Put
Bn = A− aI +MnbI, then M(n + 1)b = a+Mb − a +Mnb ∈ sp(Bn). At the same time
(n2 + 2n+ 1)b2 = |M(n+ 1)b|2 ≤ [r(Bn)]
2 ≤ ‖Bn‖
2 =
‖B∗nBn‖ = ‖(A− aI −MnbI)(A − aI +MnbI)‖
= ‖(A− aI)2 + n2b2I + AM −MA‖ ≤ ‖A− aI‖+ 2‖A‖+ n2b2,
sine B∗nBn is selfadjoint, (MA)
∗ = A∗M∗ = −AM , A∗M + M∗A = AM − MA. Thus,
(2n+ 1)b2 ≤ ‖A− aI‖2 + 2‖A‖ for eah n = 1, 2, ..., therefore, b = 0 and t = a ∈ R.
(iii) For a unitary operator due to property of the norm in the C∗-algebra we have:
‖A‖2 = ‖A∗A‖ = ‖I‖ = 1, Therefore, ‖A‖ = 1. If z ∈ sp(A), then a−1 ∈ sp(A−1) = sp(A∗),
onsequently, |a| ≤ ‖A‖ = 1, |a|−1 ≤ ‖A∗‖ = 1, Thus, |a| = 1.
14. Corollary. If A is a normal element in a C∗-algebra C and Ak = 0 for some positive
number k, then A = 0.
Proof. In view of An = 0 for n ≥ k, then from Proposition 3.13 it follows, that
‖A‖ = r(A) = lim
n→∞
‖An‖1/n = 0.
15. Theorem. If A is a selfadjoint element of a C∗-algebra C over K = H or K = O,
then there exists a unique ontinuous mapping f : C(sp(A),K)→ C suh that
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(i) f(A) has an elementary value, if f is a polynomial.
Moreover, if f, g ∈ C(sp(A),K), a, b ∈ K, then
(ii) ‖f(A)‖ = ‖f‖;
(iii) (af + bg)(A) = af(A) + bg(A);
(iv) (fg)(A) = f(A)g(A);
(v) f(A) is normal;
(vi) f˜(A) = [f(A)]∗, in partiular, f(A) is selfadjoint if and only if f(sp(A)) ⊂ R.
Proof. Due to Proposition 3.13 sp(A) is the ompat subset in R. Theorem 3.10 states
that the set of all polynomials with oeffiients in K (with all possible orders of onstants
and variables in eah term for H or O and possibly different orders of assoiated produts
in the ase O) is dense in C(sp(A),K). Consider a subalgebra A in C, generated by an
operator A, then due to Theorem 2.22 the element f(A) of the algebra C is normal, sine in
C(Λ,K) eah element z ommutes with its adjoint. Due to the same theorem there exists a
mapping f 7→ f(A), whih is isometri.
16. Note. Apart from the omplex ase in general from the nonommutativity of of the
algebra K the property f(A)B = Bf(A) for eah element B ∈ C ommuting with A is not
aomplished for arbitrary funtion f ∈ C(sp(A),K), sine bI is not neessarily ommuting
with B for eah b ∈ K.
17. Proposition. If A is a selfadjoint element of a C∗-algebra C, then the set {f(A) :
f ∈ C(sp(A),K)} is the least quasiommutative C∗-subalgebra C(A) in C ontaining A and
I, also eah element from C(A) is a limit of a sequene of polynomials of A, where K = H
or K = O.
Proof. Due to Theorems 2.22 and 3.15 the mapping C(sp(A),K) ∋ f 7→ f(A) ∈ C is
the isometri ∗-isomorphism, id(A) = A, where id(z) = z is the identity funtion on sp(A),
z ∈ sp(A). From the ompleteness of the metri spae C(sp(A),K) it follows, that its image
{f(A) : f ∈ C(sp(A),K)} is the omplete metri spae, onsequently, it is losed in C.
Thus, I, A ∈ C(A), eah element from C(A) is the limit of polynomials, but C(A) ontains
all polynomials of I, A.
18. Proposition. If C is a C∗-algebra over K, also E is a C∗-subalgebra in C, B ∈ E ,
where K = H or K = O, then spC(B) = spE(B).
Proof. If u ∈ spC(B), then uI − B has not an inverse in C, onsequently, uI − B has
not an inverse in E , therefore, u ∈ spE(B). Thus, spE(B) ⊂ spC(B).
For the proof of the reverse statement it is suffiient to verify, that if A ∈ E and A has
an inverse element A−1 in C, then A−1 ∈ E . Let at first B be selfadjoint, then in view of
0 /∈ spC(A), the equation f(t) = 1/t defines a ontinuous funtion on spC(A). In aordane
with Theorem 3.15 applied to C, there exists f(A) ∈ C. Due to Proposition 3.17 there exists
f(A) ∈ E . In view of tf(t) = 1 for eah t ∈ sp(A), then in aordane with Theorem 3.15
Af(A) = I, that is, A−1 = f(A) ∈ E .
Consider now not neessarily selfadjoint element A ∈ C, having an inverse element Y ∈ C.
Then A∗ ∈ E and it has an inverse element Y ∗ ∈ C. From the fat that the element AA∗ ∈ C
is selfadjoint and has the inverse element Y Y ∗ ∈ C, then due to the proof given above
Y Y ∗ ∈ E . Thus, A−1 = Y = (Y Y ∗)A∗ ∈ E .
19. Note. In aordane with Proposition 3.18 it an be omitted the index C or E
and it an be written simply sp(B) for the spetrum of the element B independently of the
ontaining it C∗-algebra.
20. Theorem. If A is a selfadjoint element of a C∗-algebra C over K, where K = H
or K = O, also f ∈ C(sp(A),K), then sp(f(A)) = {f(t) : t ∈ sp(A)}.
Proof. Due to Propositions 3.17 and 3.18 it an be onsidered the spetrum sp(f(A))
relative to the C∗-subalgebra C(A) in C. On the other hand, the mapping
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C(sp(A),K) ∋ f 7→ f(A) ∈ C(A) ⊂ C(sp(A),K)
is the isometri ∗-isomorphism, therefore, the spetrum of the element f(A) is suh that:
sp(f(A)) = {f(t) : t ∈ sp(A)}.
21. Theorem. Eah element A from a C∗-algebra C over K, where K = H or K = O,
is a finite linear ombination of unitary elements.
Proof. In view of the fat that the algebra C is also the vetor spae over K it follows,
that C is isomorphi with the diret sum C = C0i0 ⊕ C1i1 ⊕ ... ⊕ Cmim, where {i0, i1, ..., im}
are generators of the algebra K, also the linear spaes C0, C1, ..., Cm over R are pairvise
isomorphi. At the same time eah element Ap ∈ Cp is selfadjoint due to Theorem 2.22 and
Propositions 3.13, 3.17, where p = 0, 1, ..., m.
Thus, it is suffiient to onsider the ase, when an element A ∈ C is selfadjoint. The
renormalization A 7→ A/‖A‖ for A 6= 0 leads to the onsideration of the ase ‖A‖ ≤ 1. In
this ase sp(A) ⊂ [−1, 1] and it an be presribed a funtion f ∈ C(sp(A),K) by the formula
f(t) = t+M(1− t2)1/2, where M + M˜ = 0, |M | = 1, M ∈ K. In view of t = [f(t) + f˜(t)]/2,
f(t)f˜(t) = f˜(t)f(t) = 1 for eah t ∈ sp(A), then the operator f(A) =: U ∈ C satisfies the
equalities A = (U + U∗)/2, UU∗ = U∗U = I.
22. Theorem. Let C and E be C∗-algebras over K, where K = H or K = O, also
φ : C → E be a C∗-isomorphism. Then there are aomplished the following statements:
(i) sp(φ(A)) ⊂ sp(A) and ‖φ(A)‖ ≤ ‖A‖ for eah A ∈ C, in partiular, φ is ontinuous.
(ii) If A is a selfadjoint element in C and f ∈ C(sp(A),K), then φ(f(A)) = f(φ(A)).
(iii) If φ is a ∗-isomorphism, then ‖φ(A)‖ = ‖A‖ and sp(φ(A)) = sp(A) for eah A ∈ C,
also φ(A) is a C∗-subalgebra in E .
Proof. (i). If b /∈ sp(A), then bI − A has an inverse element Y ∈ C. In view of
φ(I) = I, bI − φ(A) has an inverse element φ(S) in E . Therefore, b /∈ sp(φ(A)), onse-
quently, sp(φ(A)) ⊂ sp(A). Due to Proposition 3.13 there are aomplished the equalities
‖A‖2 = ‖A∗A‖ = r(A∗A) and ‖φ(A)‖2 = ‖φ(A)∗φ(A)‖ = ‖φ(A∗A)‖ = r(φ(A∗A). In view of
sp(φ(A∗A)) ⊂ sp(A∗A), then r(φ(A∗A)) ≤ r(A∗A), therefore, ‖φ(A)‖ ≤ ‖A‖.
(ii). If {pn : n} is a sequene of polynomials, onverging to f uniformly on sp(A),
then due to (i) and also on sp(φA)), then there exist limn→∞ φ(pn(A)) = φ(f(A)) and
limn→∞ pn(φA) = f(φ(A)). Therefore, from φ(pn(A)) = pn(φ(A)) for eah n, sine φ is the
homomorphism, it follows Statement (ii).
(iii). For a selfadjoint element B from C due to Statement (i) it is aomplished the
inlusion sp(φ(B)) ⊂ sp(B). If these sets are different, then there exists a funtion 0 6= f ∈
C(sp(B),K) suh that f |sp(B) = 0. Due to Part (ii) of this theorem we get: f(B) 6= 0,
φ(f(B)) = f(φ(B)) = 0, that ontradits to the bijetivity of the isomorphism φ. Then
sp(φ(B)) = sp(B) and r(φ(B)) = r(B) for eah selfadjoint element B ∈ C. If A ∈ C and
B = A∗A, then due to the proof given above ‖A‖2 = r(A∗A) = r(φ(A∗A)) = ‖φ(A)‖2,
‖φ(A)‖ = ‖A‖. In view of the fat that C is omplete as the metri spae, also φ : C → E
is the isometry, then φ(C) is losed in E , it ontains the unitó, onsequently, it is the C∗-
subalgebra in E . Due to Proposition 3.18 the spetrum φ(A) in E is the same, as in φ(C),
also sp(A) = spφ(C)(φ(A)), sine φ : C → φ(C) is the isomorphism.
23. Theorem. If C and E are C∗-algebras over K, where K = H or K = O, also φ are
∗-homomorphisms from C into E , then φ(C) is the C∗-subalgebra in E .
Proof. In view of the fat that φ(C) is the ∗-subalgebra in E it is suffiient to prove that
φ(C) is losed in E . Consider B ∈ E and a sequene {An : n,An ∈ C} with limn→∞ ‖B −
φ(An)‖ = 0. Due to Theorem 3.21 it is suffiient to onsider the ase of selfadjoint operators
B,A1, A2, .... Without restrition of the generality it an be taken a subsequene and in
the same notation we suppose that ‖φ(An+1) − φ(An)‖ < 2−n, n = 1, 2, .... Let fn : R →
[−2−n, 2−n], suh that fn(t) = t while |t| ≤ 2−n. From Theorem 3.22 it follows, that
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φ(An+1)−φ(An) = fn(φ(An+1−An)) = φ(fn(An+1−An)). In view of ‖fn(An+1−An)‖ ≤ 2−n
the series A1 +
∑∞
n=1 fn(An+1 −An) onverges to the element A ∈ C, also due to ontinuity
of φ there exists
φ(A) = lim
m→∞
{φ(A1) +
m−1∑
n=1
φ(fn(An+1 − An))} =
lim
m→∞
{φ(A1) +
m−1∑
n=1
[φ(An+1)− φ(An)]} = lim
n→∞
φ(Am),
onsequently, B ∈ φ(C), that is, φ(C) is omplete and hene is the C∗-algebra.
24. Definition. An element A from a C∗-algebra C over K, where K = H or K = O,
is alled nonnegative, if A is selfadjoint and sp(A) ⊂ [0,∞) ⊂ R. Denote by C+ the set of
all nonnegative elements in C.
25. Lemma. If A is a selfadjoint element of a C∗-algebra C over K, where K = H or
K = O, b ∈ R, b ≥ ‖A‖, then A ∈ C+ if and only if ‖A− bI‖ ≤ b.
Proof. Due to Proposition 3.13 sp(A) ⊂ [−b, b] and also
‖A− bI‖ = r(A− bI) = sup
t∈sp(A)
|t− b| = sup
t∈sp(A)
(b− t).
Therefore, ‖A− bI‖ ≤ b if and only if sp(A) ⊂ [0,∞).
26. Theorem. Let C be a C∗-algebra over K, where K = H or K = O, then
(i) C+ is losed in C;
(ii) bA ∈ C+, if A ∈ C+ and b ∈ [0,∞);
(iii) A+B ∈ C+, if A,B ∈ C+;
(iv) AB ∈ C+, if A,B ∈ C+ also AB = BA;
(v) A = 0, if A ∈ C+ and −A ∈ C+.
Proof. (i). Due to Lemma 3.25 C+ = {A ∈ C : A = A∗ and ‖A − ‖A‖I‖ ≤ ‖A‖},
onsequently, C+ is losed in C.
(ii). If A ∈ C+ and b ∈ [0,∞), then bA is selfadjoint and sp(bA) = {bt : t ∈ sp(A)} ⊂
[0,∞).
(iii). Due to Lemma 3.25 ‖A − ‖A‖I‖ ≤ ‖A‖ and ‖B − ‖B‖I‖ ≤ ‖B‖. Therefore,
‖A+B − (‖A‖+ ‖B‖)I‖ ≤ ‖A‖+ ‖B‖ and from this Lemma for b = ‖A‖+ ‖B‖ it follows,
that A +B ∈ C+.
(iv). Eah element A,B,AB has the same spetrum in C as in the quasiommutative
C∗-subalgebra generated by {I, A,B}. Due to Theorem 3.20 sp(AB) ⊂ {st : s ∈ sp(A), t ∈
sp(B)} ⊂ [0,∞).
(v). If A,−A ∈ C+, then A is selfadjoint and sp(A) ⊂ [0,+∞)∩(−∞, 0] = {0}, therefore,
‖A‖ = r(A) = 0.
27. Proposition. Suppose that A is a selfadjoint element of a C∗-algebra C over K,
where K = H or K = O, also f ∈ C(sp(A),K), then
(i) f(A) ∈ C+ if and only if f(t) ≥ 0 for eah t ∈ sp(A);
(ii) ‖A‖I + sA ∈ C+ for s = 1 and s = −1;
(iii) A an be taken in the form A+−A−, where A+, A− ∈ C+ and A+A− = A−A+ = 0,
moreover, these onditions define A+ and A− uniquely, also ‖A‖ = max(‖A+‖, ‖A−‖).
Proof. (i). Due to Theorem 3.20 f(A) has the spetrum {f(t) : t ∈ sp(A)}, therefore, f
is nonnegative on sp(A), if f(A) ∈ C+. Vise versa, if f(t) ≥ 0 for eah t ∈ sp(A), then f(A)
is selfadjoint, sine sp(f(A)) ⊂ [0,∞).
(ii). A funtion f ∈ C(sp(A),K) given by the formula f(t) := ‖A‖+st takes nonnegative
values, then due to (i) f(A) ∈ C+, that is, ‖A‖I + sA ∈ C+.
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(iii). For the ontinuous funtion f(t) = t, f+(t) := max(t, 0), f−(t) := max(−t, 0)
there are aomplished equalities f = f+ − f−, f+f− = f−f+ = 0. Then A = A+ − A−,
A+A− = A−A+ = 0, where A+ = f+(A), A− = f−(A). In aordane with Part (i) the
elements A+ and A− belong to C+. From the equality ‖f‖ = max(‖f+‖, ‖f−‖) it follows,
that ‖A‖ = max(‖A+‖, ‖A−‖). For the proof of the uniquiness onsider the deomposition
A = B − C, where B,C ∈ C+ and BC = CB = 0, then An = Bn = (−C)n for eah
n = 1, 2, ..., therefore, p(A) = p(B) + p(−C), when p is a polynomial with zero onstant
term. There exists a sequene {pn : n} of polynomials, whih onverges to f+ uniformly on
sp(A) ∪ sp(B) ∪ sp(−C), moreover,
f+(A) = lim
n→∞
pn(A) = lim
n→∞
[pn(B) + pn(−C)] = f
+(B)− f+(−C).
In view of f+(B) = B, f−(−C) = 0, then B = f+(A) = A+, C = B −A = A+ − A = A−.
28. Corollary. If A ∈ C, where C is a C∗-algebra over K = H or K = O, then A is a
K-linear ombination of at most, than 2p terms from C+, where p = 4 for H and p = 8 for
O.
Proof. Due to 3.21 A is a K-linear ombination of at most, than p selfadjoint ele-
ments from C, also due to Proposition 3.27 eah selfadjoint element is the differene of two
nonnegative elements.
29. Lemma. If C is a C∗-algebra over K = H or K = O, A ∈ C, −A∗A ∈ C+, then
A = 0.
Proof. An element A has a deomposition in the form of the sum A =
∑m
s=0 isAs,
where {i0, i1, ..., im} are generators of the algebra K, eah As is a selfadjoint element from
C for eah s (see 3.21). From sp(As) ⊂ R it follows, that sp(A2s) ⊂ [0,∞). In view of
the fat that AA∗ is selfadjoint, it follows that sp(AA∗) ⊂ R. Due to Conditions of this
lemma and Definition 3.24 sp(−A∗A) ⊂ [0,∞). If b 6= 0 and b ∈ sp(A∗A), then b ∈ R,
also R is the entre of the algebra K, then A∗A − bI and, onsequently, b−1A∗A − I is
noninvertible. Show that I − A∗A is invertible if and only if I − AA∗ is invertible. Let
(I − A∗A) be invertible. Verify that then (I − AA∗) is invertible: (I − A∗A)[A∗((I −
A∗A)−1A) + I] = A∗((I − A∗A)−1A) + I − (A∗A)(A∗(I − A∗A)−1A) − A∗A. Then due
to the alternativity of the algebra K and Theorem 2.22 it is aomplished the equality
(I −A∗A)[A∗((I −A∗A)−1A) + I] = A∗[(I −A∗A)−1 − (AA∗)(I −AA∗)−1]A+ I −A∗A = I
and the analogous equality is aomplished for the right multipliation on (I −A∗A).
Thus, sp(−AA∗) ⊂ sp(−A∗A) ∪ {0} ⊂ [0,∞), that is, the element −AA∗ is nonneg-
ative. Then A∗A = (A0 −
∑m
s=1 isAs)(A0 +
∑m
p=1 isAs), sine to eah As there orre-
sponds a selfadjoint funtion fs = f˜s from C(sp(A),K) due to Theorem 2.22. Therefore
A∗A + AA∗ = 2
∑m
s=0A
2
s, onsequently, A
∗A = 2
∑m
s=0A
2
s + (−AA
∗), where all terms in
the right part of the equality are nonnegative. Thus, A∗A and (−A∗A) are nonnegative,
therefore, A∗A = 0 due to Theorem 3.26. Thus, ‖A‖2 = ‖A∗A‖ = 0, onsequently, A = 0.
30. Theorem. If C is a C∗-algebra over K = H or K = O, then the following onditions
are equivalent:
(i) A ∈ C+;
(ii) A = H2 for some H ∈ C+;
(iii) A = B∗B for some B ∈ C. At the same time under satisfation of these onditions
H is unique. If X is a Hilbert spae over K, also C is a subalgebra in Lq(X), then these
onditions are equivalent to the following ondition:
(iv) < Ax, x >≥ 0 for eah x ∈ X.
Proof. In the algebra K eah polynomial has a root (see Theorem 3.17 in [13℄). If
A ∈ C+, then the equation f(t) = t1/2 defines a nonnegative ontinuous funtion f on
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sp(A) ⊂ [0,∞). For H = f(A) it is evident that H ∈ C+ and H2 = A due to Theorem 2.22.
That is, from (i) it follows (ii), also from (ii) it follows (iii).
Suppose that A = B∗B, where B ∈ C. From selfadjointness of A it follows, that A =
A+ − A− in aordane with Proposition 3.27. Let C := BA−, then C∗C = (A−B∗)(BA−).
From Theorem 2.22 applied to the C∗ subalgebra generated by B, using C(sp(B),K) and
the alternativity of the algebra K, we get, that C∗C = A−(A+−A−)A− = −(A−)3. In view
of A− ∈ C+ and (A−)3 has the spetrum {t3 : t ∈ sp(A−)}, then −C∗C = (A−)3 ∈ C+. Due
to Lemma 3.29 C = 0, onsequently, A− = 0 in aordane with orollary 3.14, sine A− is
selfadjoint. Thus, A = A+ ∈ C+, hene from (iii) it follows (i).
Verify now the uniquiness of H in (ii) for A ∈ C+. Let G ∈ C+, G2 = A, also H = f(A)
(see above). There exists a sequene of polynomials pn, onverging to f on sp(A). Put
qn(t) = pn(t
2). From sp(A) = sp(G2) = {t2 : t ∈ sp(G)} it follows, that limn→∞ qn(t) =
limn→∞ pn(t
2) = f(t2) = t uniformly on sp(G), onsequently,
G = lim
n→∞
qn(G) = lim
n→∞
pn(G
2) = lim
n→∞
pn(A) = f(A) = H,
that is, H is unique.
If C is a subalgebra in Lq(X), then C+ = C ∩ (Lq(X))+. Therefore, for the proof of the
equivalene of (i) and (iv) it is suffiient to onsider C = Lq(X). Then the statement about
equivalene follows from the fat that, if A ∈ Lq(X), then < Ax, x >≥ 0 for eah x ∈ X if
and only if A = A∗ and sp(A) ⊂ [0,∞) (see Lemma 2.17 and Theorem 2.31).
31. Note. An element H in Theorem 3.30 is alled a nonnegative root from A ∈ C+ and
it is denoted by A1/2. An analogous proedure an be applied for produing elements Ab for
others real values b > 0 with the help of the funtion fb(t) := t
b
, moreover, for an invertible
A it an be taken arbitrary b ∈ R with f0(t) := 1, suh that AbAc = Ac+b for eah b, c ∈ R
for an invertible A ∈ C+.
A linear over R subspae Ch of all Hermitian elements of a C∗-algebra C is losed in C,
onsequently, it is the Banah spae. At the same time Ch is partially ordered by the relation
A ≤ B if and only if B − A ∈ C+. Then C+ = {A ∈ Ch : A ≥ 0}.
32. Definitions and Notations. Let M ⊂ C, suh that M∗ = M, that is, M is a
selfadjoint algebra, alsoM is linear over K (that is, has the struture of a vetor spae over
K) with I ∈ M, where K = H or K = O. By M+ we denote M∩ C+. Due to Corollary
3.28 eah element from M is a K-linear ombination of elements from M+.
A funtional ρ : M → K we all Hermitian, if ρ ∈ Lq(M,K) and ρ = ρ∗, that is,
ρ(A∗) = (ρ(A)).˜.
A funtional ρ ∈ Lq(M,K) we all nonnegative, if ρ(A) ≥ 0 for eah A ∈ M+. If also
ρ(I) = 1, then a nonnegative funtional is alled a state.
Eah funtional ρ ∈ Lq(M,K) we write in the form: ρ(A) =
∑
s∈{i0,i1,...,im}
sρs(A), where
ρs(A) ∈ R for eah A ∈ M and eah s ∈ {i0, i1, ..., im}, {i0, i1, ..., im} is the set of standard
generators of the algebra K. Put also ρbs(A) := bρs(A) for eah b ∈ R.
33. Lemma. Let M and K be the same as in 3.32.
(i). If ρ ∈ Ll(M,K), then ρs(A) = ρqs(qA) for eah s, q ∈ {i0, ..., im}, A ∈M.
(ii). If ρ ∈ Lr(M,K), then ρs(A) = ρsq(Aq) for eah s, q ∈ {i0, ..., im}, A ∈M.
(iii). If a funtional ρ ∈ Lq(M,K) is Hermitian, then ρs(A) = 0 for eah A = A∗ ∈M
and eah s ∈ {i1, i2, ...im}.
Proof. (i, ii). Let ρ ∈ Ll(M,K), Then ρ(aA) = aρ(A) for eah a ∈ K and A ∈ M. In
partiular, while a ∈ {i0, i1, ..., im} we get ρ(aA) =
∑
q∈{i0,...,im}
qρq(aA) =
∑
s∈{i0,...,im}
asρs(A),
onsequently, ρas(aA) = ρs(A) for eah s ∈ {i0, ..., im}. In the ase Lr the proof is analogous.
(iii). From the Hermitiity of a funtional it follows the equality
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ρ(A) = ρi0(Ai0) +
∑
s∈{i1,...,im}
sρs(As) = ρ(A
∗) = ρi0(Ai0)−
∑
s∈{i1,...,im}
sρs(As)
for eah A = A∗, onsequently, ρs(A) = 0 for eah s ∈ {i1, ..., im}.
34. Lemma. If ρ ∈ Ll(M,K) or ρ ∈ Lr(M,K), then ‖ρ‖ ≤ (p)1/2‖ρe‖, where p = 4
for K = H and p = 8 for K = O. If in addition a funtional ρ is Hermitian, then
‖ρ‖ = ‖ρe‖ = sup{ρ(A) : A = A
∗ ∈M}.
Proof. Due to Lemma 3.33 ρs(A) = ρe(sA) for ρ ∈ Ll(M,K) or ρs(A) = ρs(As) for ρ ∈
Lr(M,K) for eah A ∈ M. Therefore, ‖ρs‖ = ‖ρe‖ for eah s ∈ {i0, ..., im}, where ‖ρ‖ :=
sup06=A∈M |ρ(A)|/‖A‖, but |ρ(A)|
2 =
∑
s∈{i0,...,im}
ρ2s(A) ≤ pmaxs ρ
2
s(A). If a funtional ρ
is Hermitian, then ρs(A) = 0 for eah A = A
∗
and eah s ∈ {i1, ..., im}, onsequently,
|ρ(A)| = |ρe(A)| for A = A∗. It remains to prove, that ‖ρ‖ = sup{ρ(A) : A = A∗ ∈ M}.
For eah ǫ > 0 there exists A ∈M with ‖A‖ = 1, suh that |ρ(A)| > ‖ρ‖− ǫ. For a suitable
number b ∈ K with |b| = 1 we get: ‖ρ‖ − ǫ < ‖ρ‖ = ρ(bA) = (ρ(bA)).˜ = ρ((bA)∗). Take
the real part Re(bA) =: (bA)0 of the element bA, then |Re(bA)| ≤ 1 and ρ((bA)0) > ‖ρ‖− ǫ.
Thus, ‖ρ‖ ≤ sup{ρ(A) : A = A∗ ∈M, ‖A‖ ≤ 1}, the inverse inequality is evident.
35. Lemma. If a funtional ρ is nonnegative, then ρ is Hermitian.
Proof. If a funtional ρ is nonnegative, also A = A∗ ∈ M, then ρ(‖A‖I + cA) ≥ 0 for
c = 1 and c = −1, sine ‖A‖I + cA ∈ M+, also ρ(A) ∈ R, sine ρ(A) = [ρ(‖A‖I + A) +
ρ(‖A‖I − A)]/2, onsequently, ρ is the Hermitian funtional.
36. Note. A real vetor spae Mh onsisting of all selfadjoint elements from M is
a partially ordered vetor spae with a positive one M+ and the unit ordering I. If a
funtional ρ belongs to Ll(M,K) or Lr(M,K), then it is Hermitian if and only if ρ|Mh is
R-linear, also eah R-linear funtional onMh has a unique extension up to a Hermitian left
or right K-linear funtional on M with the help of relations of Lemma 3.33.
All nonnegative left (or right) K-linear funtionals on M form a one Pl (or Pr respe-
tively) in the real vetor spae, onsisting of all Hermitian funtionals from Ll(M,K) or
Lr(M,K) respetively. At the same time Ps ∩ (−Ps) = {0}, where s = l or s = r, sine M
is the K-linear span of the setM+. The set of all Hermitian funtionals is partially ordered:
ρ1 ≤ ρ2 if and only if ρ2 − ρ1 ∈ Ps, where s = l or s = r.
If X is a Hilbert spae over K, then for x ∈ X the formula wx(A) :=< x,A(x) > defines
the right K-linear funtional wx ∈ Lr(M,K) on the K-linear subspae M in Lq(X). At
the same time wx(I) = ‖x‖2, onsequently, wx is nonnegative. A funtional wx is a state, if
‖x‖ = 1.
It is neessary to note, that if ρ ∈ Ll(M,K)∩Lr(M,K) or A ∈ Ll(M,N )∩Lr(M,N ),
then it does not mean a K-linearity of a funtional ρ or an operator A in the same sense,
that as in the usual ase of the ommutative field of omplex numbers C due to Lemma
3.33, sine M is a K-linear span of the one M+ of nonnegative elements, where M and
N are algebras over K. Indeed, the equality ρ(a(bx)) = aρ(bx) = aρ(xb) = aρ(x)b is not
guaranteed, as well as ρ(a(bx)) = (ab)ρ(x) for arbitrary elements a, b ∈ K and a vetor x.
By a right or left K-linear funtional or operator over K we shall mean a funtional or an
operator A, whih is simultaneously right or left K-linear, for example, the operator A on
l2(K) suh that A(ej) =
∑
i aj,iei with real oeffiients aj,i, where {ej : j = 1, 2, ...} is the
standard orthonormal basis of a separable Hilbert spae over K, ej = (0, ..., 0, 1, 0, ...) with
the unity on the j-th plae and others oordinate equal to zero.
If C is a C∗-subalgebra in Lq(X), also M is a selfadjoint subalgebra in C, I ∈ M, then
wx|M is a nonnegative funtional on M. States of an algebra M arising by this way from
the unit vetors in X are alled vetor states of the algebra M.
Due to Lemma 3.33 the family of funtionals belonging to Ll(M,K) ∩ Lr(M,K) is
nonvoid and is haraterized by the onditions ρs(Asis) = ρs(isAs) = isρ1(As) for eah
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s ∈ {0, 1, ..., m}, where A =
∑m
s=0Asis is the selfadjoint deomposition of the element
A ∈M, As ∈M0 for eah s ∈ {0, 1, ..., m}, ρ1(As) ∈ R, A∗s = As.
37. Proposition. If ρ is a nonnegative right or left K-linear funtional on a C∗-algebra
C over K, then |ρ(B∗A)|2 ≤ ρ(A∗A)ρ(B∗B) for eah A,B ∈ C.
Proof. If A ∈ C, then A∗A ∈ C+, onsequently, ρ(A∗A) ≥ 0. The equation <
A,B >:= ρ(A∗B) for eah A,B ∈ C defines the salar produt (may be without Property
(2) from 2.16). Then the statement of this proposition follows from the Cauhy-Shwarz-
Bunyakovskii inequality for the salar produt < A,B > on C. That is, it remains to prove
the Cauhy-Shwarz-Bunyakovskii inequality for a vetor spae X over K with a funtion
< x, y >, satisfying Conditions 2.16(1,3-7) for eah x, y ∈ X .
From Conditions 2.16(1,3-7) it follows, that < x, y >=
∑
p,q < xp, yq > i
∗
piq. Therefore,
due to the alternativity of the algebraK, it is aomplished the identity< xa, xa >=< x, x >
for eah x ∈ X and a ∈ K with |a| = 1. On the other hand, for given x, y ∈ X there exists
a ∈ K with |a| = 1, suh that < xa, y >= | < x, y > | ∈ [0,∞). Then without a restrition
of the generality we an suppose, that < x, y >≥ 0. If < x, y >= 0, then the inequality
| < x, y > |2 ≤< x, x >< y, y > is trivial. Consider the ase < x, y >> 0 and the funtion
f(b) :=< xb + y, xb + y >, where b ∈ R. Due to Properties 2.16(1,3-7) f(b) = b2 < x, x >
+2b < x, y > + < y, y > for < x, y >∈ R. In view of < z, z >≥ 0 for eah z ∈ X , then this
funtion f is nonnegative for eah real numbers b if and only if a disriminant is nonpositive,
that is, < x, y >2 − < x, x >< y, y >≤ 0. Thus, | < x, y > |2 ≤< x, x >< y, y > for eah
x, y ∈ X .
38. Theorem. If M is a selfadjoint subspae over K in a C∗-algebra C and I ∈ M,
where K = H or K = O, then a left or right K-linear funtional ρ is nonnegative if and
only if ρ is bounded and ‖ρ‖ = ρ(I).
Proof. Suppose at first, that ρ is nonnegative, onsequently, it is Hermitian. Due to
the right or left K-linearity of the funtional there exists a ∈ K suh that aρ(A) ≥ 0 and
let H = Re(aA) := (aA)0 ∈ C0. Then ‖H‖ ≤ ‖A‖, H ≤ ‖H‖I ≤ ‖A‖I, ‖A‖ρ(I)− ρ(H) =
ρ(‖A‖I − H) ≥ 0, therefore, |ρ(A)| = ρ(aA) = (ρ(aA)).˜ = ρ(A∗a˜) = ρ((aA + A∗a˜)/2) =
ρ(H) ≤ ρ(I)‖A‖. This shows, that ρ is bounded and ‖ρ‖ ≤ ρ(I), also the inverse inequality
is evident.
Vise versa suppose that ρ is bounded and ‖ρ‖ = ρ(I). It is suffiient to onsider the
ase, in whih ‖ρ‖ = ρ(I) = 1. For A ∈ M+ onsider ρ(A) = a + Mb, where a, b ∈ R,
M + M˜ = 0, M ∈ K, |M | = 1. It is neessary to verify, that a ≥ 0 and b = 0. For a small
positive number c there is the inlusion: sp(I − cA) = {1 − ct : t ∈ sp(A)} ⊂ [0, 1], sine
sp(A) ⊂ [0,∞), Therefore, ‖I−cA‖ = r(I−cA) ≤ 1, onsequently, 1−ca ≤ |1−c(a+Mb)| =
|ρ(I − cA)| ≤ 1, Thus, a ≥ 0. Consider Bn := A − aI + MnbI for eah natural number
n = 1, 2, ..., then ‖Bn‖
2 = ‖B∗nBn‖ = ‖(A−aI)
2+n2b2I‖ ≤ ‖A−aI‖2+n2b2, onsequently,
(n2 + 2n+ 1)b2 = |ρ(Bn)|2 ≤ ‖A− aI‖2 + n2b2, n = 1, 2, ..., thus, b = 0.
39. Note. Due to Theorem 3.38 right and left K-linear states ρ form a set L(M)
ontained in the sphere of the unit radius with the entre at zero in the dual spaeM⋆ of all
right and left K-linear funtionals. At the same time M⋆ is the R-linear spae. The base
of the weak ∗ topology in M⋆ form subsets of the form
Wc(η;A1, ..., An) := {|ρ(Ap)− η(Ap)| < c, p = 1, ..., n},
where c > 0, η ∈ M⋆. Relative to the weak ∗ topology L(M) is the ompat topologial
Tyhonoff spae, moreover, it is R-onvex, sine
L(M) = {ρ ∈M⋆ : ρ(I) = 1, ρ(A) ≥ 0 ∀A ∈M+},
also B(K, 0, 1)ω0 is ompat in the Tyhonoff produt topology, where B(K, z, r) is the ball
in K of the radius r with the entre at z, ω0 is the first ountable ordinal.
40. Theorem. If C is a C∗-algebra over K = H or K = O, M is a selfadjoint subspae
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over K in C with the unit I ∈ M. If A ∈ M, a ∈ sp(A), then there exists a right and left
K-linear state ρ on M suh that ρ(A) = a.
Proof. For eah b, c, q ∈ K there are aomplished inlusions: ab + c ∈ sp(Ab + cI),
qa + c ∈ sp(qA + cI), onsequently, |ab + c| ≤ ‖Ab + cI‖, |qa + c| ≤ ‖qA + cI‖. Then
equations ρ0(Ab + cI) = ab + c and ρ0(qA + cI) = qa + c uniquely define a right and left
K-linear funtional ρ0 on K-vetor subspae Y over K, generated by vetors of the form
{qA + cI, Ab + cI : b, c, q ∈ K}, ρ0(A) = a, ρ0(I) = 1, ‖ρ0‖ = 1. Due to Lemma 3.33 and
Note 3.36 the funtional ρ00 onM0 is uniquely reonstruted from the right and left K-linear
funtional ρ0 on M. On the other hand, the funtional ρ00 is realvalued and R-linear on
R-linear spae Y0, by the Hahn-Banah theorem the funtional ρ
0
0 has the extension from
Y0 up to the R-linear funtional ρ0 onM0, onsequently, the desired right and left K-linear
state ρ on M exists.
41. Theorem. Let C be a C∗-algebra over K = H or K = O with the unit I ∈ C, also
M be a selfadjoint subspae in C, I ∈M, A ∈M.
(i). If ρ(A) = 0 for eah right and left K-linear state ρ on M, then A = 0.
(ii). If ρ(A) ∈ R for eah right or left K-linear state ρ on M, then A = A∗.
(iii). If ρ(A) ≥ 0 for eah right or left K-linear state ρ on M, then A ∈M+.
(iv). If A is a normal element from M, then there exists suh right and left K-linear
state ρ on M, that |ρ(A)| = ‖A‖.
Proof. (i). Due to Theorem 3.40, sp(A) = {0}, if A is selfadjoint and ρ(A) = 0 for eah
state ρ onM. For an arbitrary A we an use the deomposition A =
∑m
s=0Asis, where eah
element As is selfadjoint. Then ρ(A) =
∑m
s=0 ρ(As)is and ρ(As) ∈ R for eah s, but then
ρ(As) = 0 for eah s. Also due to the beginning of the proof As = 0 for eah s, onsequently,
A = 0.
(ii). If ρ(A) ∈ R for eah state ρ on M, then ρ(A − A∗) = ρ(A) − (ρ(A)).˜ = 0, that is,
A− A∗ = 0.
(iii). If ρ(A) ≥ 0 for eah state ρ on M, then A is selfadjoint due to Part (ii), also
sp(A) ⊂ R+ in aordane with Theorem 3.40, therefore, A ∈M+.
(iv). If A is normal, then r(A) = ‖A‖, therefore, sp(A) ∋ a with |a| = ‖A‖, where a ∈ K.
Due to Theorem 3.40 a = ρ(A) for some state ρ on M, also then |ρ(A)| = ‖A‖.
42. Notations. For a subset Y in a dual spae M⋆ (whih is linear over R) we denote
by coR(Y ) := {z = ax + by : a + b = 1, 0 ≤ a ≤ 1, 0 ≤ b ≤ 1, x, y ∈ Y } the losed hull over
R for Y .
43. Lemma. Suppose that C is a C∗-algebra over K = H or K = O, also let M
be selfadjoint over K subspae in C with I ∈ M, L(M) be a set of all states on M. If
‖H‖ = sup{|ρ(H)| : ρ ∈ L(M)} for eah selfadjoint H ∈M, then coR[(L(M) ∪−L(M)] it
is the family of all Hermitian right and left K-linear funtionals from the dual spae M⋆.
Proof. For eah K-linear Hermitian funtional ρ it is aomplished the equality:
ρ((bA)∗) = ρ(A∗b˜) = ρ(A∗)b˜ = (ρ(A)).˜b˜ = (bρ(A)).˜
for eah A ∈ M and b ∈ K. In view of the additivity of ρ its Hermitiity is preserved
under taking K-linear ombinations of elements from M, also Hermitian funtionals form
the R-linear spae, moreover, eah Hermitian right and left K-linear funtional is uniquely
reonstruted from its part ρ0 in the deomposition (see Lemma 3.33 and Note 3.36). The
set of all Hermitian funtionals in the unit ball with the entre at zero inM⋆ is onvex over
R, it is weakly ∗ losed and ontains in itself (L(M) ∪ −L(M), therefore, it ontains also
coR[(L(M) ∪ −L(M)].
Suppose that there exists a Hermitian right and leftK-linear funtional ρ0 /∈ coR[(L(M)∪
−L(M)] ñ ‖ρ0‖ ≤ 1. Apply the Hahn-Banah theorem to the real parts ρ0 of Hermitian
funtionals ρ, then weakly ontinuous right and left K-linear funtionals on M⋆ arise from
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elements belonging to M, sine it is suffiient to onsider for suh funtionals M⋆0 and
M0. There exist A ∈ M and b ∈ R, for whih Reρ0(A) > b, also Reρ(A) < b for ρ ∈
coR[(L(M) ∪ −L(M)]. For eah Hermitian K-linear funtional ρ and the real part H of
the element A ∈ M it is aomplished: ρ(H) = [ρ(A) + ρ(A∗)]/2 = Reρ(A), therefore,
ρ0(A) > b, ρ(H) ≤ b for ρ ∈ coR[(L(M) ∪ −L(M)]. Thus, |ρ(H)| ≤ b for ρ ∈ L(M) and
b < ρ0(H) ≤ ‖H‖ = sup{|ρ(H)| : ρ ∈ L(M)} ≤ b, that leads to the ontradition.
44. Lemma. Let be given a C∗-algebra C over K = H or K = O, let also M be a
K-vetor subspae in C, then M is selfadjoint.
Proof. In view of the fat that M is the vetor spae over K it follows that it has
the deomposition into the diret sum M =
∑m
p=0Mpip, where Mp and Mq are pairwise
isomorphi spaes over R for different p and q, {i0, ..., im} is the set of standard generators of
the algebra K. At the same time A ∈ M an be deomposed into the sum A =
∑m
p=0Apip,
where eah element Ap is Hermitian. Due to Theorem 3.22(ii) the subalgebra over K,
generated by the element Ap is isomorphi with C(sp(Ap),K), moreover, sp(Ap) ⊂ R.
But eah real valued funtion fs on sp(Ap) ommutes with iq for eah q, onsequently, Ap
ommutes with all generators iq. In view of A
∗ = A0 −
∑m
p=1 ipAp = A0 −
∑m
p=1Apip, then
A∗ = (m− 1)−1{−A+
∑m
p=1 ip(Ai
∗
p)}, where m = 3 for H and m = 7 for O.
45. Theorem. If C is a C∗-algebra over K = H or K = O,M is a K-vetor subspae in
C, I ∈M, then eah Hermitian right and left K-linear funtional ρ on M an be expressed
in the form ρ = ρ+−ρ−, where ρ+ and ρ− are nonnegative right and left K-linear funtionals
on M and ‖ρ‖ = ‖ρ+‖+ ‖ρ−‖. If M = C, then these onditions define ρ+ and ρ− uniquely.
Proof. Without any restrition of the generality suppose that ‖ρ‖ = 1. Due to Lemma
3.44 the set M is selfadjoint, that is, A∗ ∈ M for eah A ∈ M. Due to Theorem 3.41
‖A‖ = sup{|η(A)| : η ∈ L(M)} for eah A = A∗ ∈ M, sine ‖η‖ = 1 for eah η ∈
L(M). In aordane with Lemma 3.43 ρ ∈ coR[(L(M) ∪ −L(M)]. On the other hand,
the subset F := {aξ − bη : ξ, η ∈ L(M), a, b ∈ [0,∞), a + b = 1} is onvex and it is
ontained in coR[(L(M) ∪ −L(M)], moreover, F ⊃ [(L(M) ∪ −L(M)]. Moreover, F
is weakly ∗ ompat, sine it is the ontinuous image for [L(M)]2 × [0, 1] relative to the
mapping (η, ξ, a) 7→ aη − (1 − a)ξ ∈ M⋆. Therefore, F = coR[(L(M) ∪ −L(M)]. Thus,
ρ = aη − bξ for some η, ξ ∈ L(M), a, b ∈ [0, 1], a + b = 1. Then take ρ+ = aη and ρ− = bξ,
onsequently, ‖ρ+‖+ ‖ρ−‖ = a+ b = 1 = ‖ρ‖.
Let now M = C. Prove the uniquiness of the deomposition ρ = η − ξ = η′ − ξ′ with
nonnegative right and left K-linear funtionals. For a given ǫ > 0 hoose a selfadjoint
element H ∈ C, for whih ρ(H) > ‖ρ‖ − ǫ2/2 and let B = (I − H)/2. Then 0 ≤ B ≤ I,
η(I)+ξ(I) = ‖η‖+‖ξ‖ = ‖ρ‖ < ρ(H)+ǫ2/2 = η(H)−ξ(H)+ǫ2/2, η(I−H)+ν(I−H) < ǫ2/2,
η(B) + ξ(I − B) < ǫ2/4. In view of the fat that funtionals η and ξ are nonnegative,
also B, I − B ∈ C+, then 0 ≤ η(B) < ǫ2/4 and 0 ≤ ξ(I − B) < ǫ2/4. For A ∈ C the
Cauhy-Shwarz-Bunyakovskii inequality (see 3.37) gives |η(BA)|2 = |η(B1/2(B1/2A))|2 ≤
η(B)η((A∗B1/2)(B1/2A)) ≤ ǫ2‖A‖2/4, as well as |ξ((I − B)A)|2 =≤ ξ(I − B)ξ((A∗(I −
B)1/2)((I − B)1/2A)) ≤ ǫ2‖A‖2/4. From these inequalities and analogous arguments for η′
and ξ′ we get: |η(BA)| ≤ ǫ‖A‖/2, |η′(BA)| ≤ ǫ‖A‖/2, |ξ((I − B)A)| ≤ ǫ‖A‖/2, |ξ′((I −
B)A)| ≤ ǫ‖A‖/2. From η − η′ = ξ − ξ′ it follows, that η(A) − η′(A) = η(BA) − η′(BA) +
ξ((I −B)A)− ξ′((I −B)A) and therefore |η(A)− η′(A)| < 2ǫ‖A‖. Due to the arbitrariness
of ǫ > 0 from this it follows, that η = η′, also then and ξ = ξ′.
46. Corollary. If C is a C∗-algebra over K = H or K = O, M is a K-vetor subspae
in M, I ∈ M, then eah bounded quasilinear funtional is a K-linear ombination of at
most n states on M, where n = 8 for H, n = 16 for O.
Proof. Eah bounded quasilinear funtional ρ onM has the form ρ =
∑m
p=0 ρpip, where
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ρp(A) ∈ R and ρp(A∗) = ρp(A) for eah A ∈ M and p = 0, 1, ..., m. but due to Theorem
3.45 eah funtional ρp is a real linear ombination of two states on M.
47. Note. In view of the fat that the spae of states L(M) is onvex over R and it
is weakly ∗ ompat, then by the Krein-Milman theorem (M) oinides with the losure of
the onvex over R hull coR(P(M)) of the set P(M) of all its extreme points. Elements
from P(M) are alled pure states forM, also a weak ∗ losure cl(P(M)) is alled the spae
of pure states for M. In the general ase P(M) is not losed in M⋆ and the spae of pure
states has states, whih are not pure.
48. Theorem. Suppose that C is a C∗-algebra over K = H or K = O with the unit
I ∈ C, M is a K-vetor subspae in C, I ∈M, A ∈M.
(i). If ρ(A) = 0 for eah pure state ρ on M, then A = 0.
(ii). If ρ(A) ∈ R for eah pure state ρ for M, then A = 0.
(iii). If ρ(A) ≥ 0 for eah pure state ρ for M, then A ∈M+.
(iv). If A is a normal element, then there exists a pure state ρ0 suh that |ρ0(A)| = ‖A‖.
Proof. Statements (i− iii) follow from Theorem 3.41, sine eah state is a weak ∗ limit
of onvex ombinations of pure states. Due to Lemma 3.44 the set M is selfadjoint. Let
now A be a normal element, then by Theorem 3.41 there exists a onstant b ∈ K and a
state η for M suh that η(A) = b, |b| = ‖A‖. Let now Tˆ be a weak ∗ ontinuous right or
left K-linear funtional on M⋆ suh that ρ(T ) =: Tˆ (ρ), a ∈ K, |a| = 1 and at the same
time η(aA) = |b| = ‖A‖. It is known that, if X is a nonvoid ompat subset in a loally
onvex over R spae Y , also ρ0 is a ontinuous R-linear funtional on Y , then there exists
an extreme point x0 in X suh that ρ0(x) ≤ ρ0(x0) for eah x ∈ X . Therefore, there exists
ρ0 ∈ P(M) suh that
‖A‖ ≥ |ρ0(A)| ≥ Re(aA).ˆ(ρ0) ≥ sup{Re(aA).ˆ(ρ) : ρ ∈ L(M)}
≥ Re(aA).ˆ(η) = Re[η(aA)] = ‖A‖.
49. Theorem. If C is a C∗-algebra over K = H or K = O, I ∈ C, M is a K-linear
subspae in C, L0 ⊂ L(M), then the following four onditions are equivalent:
(i). If A ∈M and ρ(A) ≥ 0 for eah ρ ∈ L0, then A ∈M+.
(ii). ‖H‖ = sup{|ρ(H)| : ρ ∈ L0} for eah selfadjoint element H in M.
(iii). coR(L0) = L(M).
(iv). P(M) is ontained in a weak ∗ losure cl(L0) in M⋆.
Proof. Due to Lemma 3.44 the setM is selfadjoint. If H = H∗ ∈ M, then we define b ≤
‖H‖ by the formula b = sup{|ρ(H)| : ρ ∈ L0} and mention that ρ(bI + cH) = b+ cρ(H) ≥ 0
for c = 1 and c = −1 and for eah ρ ∈ L0. If this is satisfied, than bI + cH ∈ M+,
−bI ≤ H ≤ bI, onsequently, ‖H‖ ≤ b, therefore, b = ‖H‖, that is, from (i) it follows (ii).
Due to Lemma 3.43 and Theorem 3.45 from (ii) it follows (iii), also from Theorem 3.48 it
follows the impliation (iv) =⇒ (i).
50. Corollary. If H is a selfadjoint operator ating on a Hilbert spae X over K = H
or K = O, then ‖H‖ = sup{| < Hx, x > | : x ∈ X, ‖x‖ = 1}. If M is a K-vetor subspae
in Lq(X) ontaining I and L0 is a set of all vetor states on M, then P(M) ⊂ cl(L0) and
L(M) = coR(L0).
Proof. Due to Lemma 2.44 the set M is selfadjoint. If A ∈ M and ρ(A) ≥ 0 for eah
ρ ∈ L0, then < Ax, x >≥ 0 for eah x ∈ X and thus, A ∈ M+ = M∩ Lq(X)+ due to
Theorem 3.30. Then in aordane with Theorem 3.49 coR(L0) = L(M), P(M) ⊂ cl(L0)
and
‖H‖ = sup{|ρ(H)| : ρ ∈ L0} = sup{| < Hx, x > | : x ∈ X, ‖x‖ = 1}
for eah selfadjoint element H from M.
51. Definitions and notes. Let a C∗-algebra C be given, also X be a Hilbert spae
over K = H or K = O. Then a ∗-homomorphism φ : C → Lq(X) is alled a representation
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of a C∗-algebra on a Hilbert spae X . If in addition a ∗-homomorphism φ is bijetive, that
is, it is a ∗-isomorphism, then it is alled an exat representation.
Due to our onvention about ∗-homomorphisms φ(I) = I preserves the unit of the
algebra, therefore, from Theorem 3.22 it follows, that ‖φ(A)‖ ≤ ‖A‖ for eah A ∈ C,
onsequently, φ is ontinuous, ‖φ(A)‖ = ‖A‖, if φ is the exat representation. In general
onsider the set {A ∈ C : φ(A) = 0}, whih is the losed two sided ideal in C, that is alled
the kernel of the representation φ. If there exists a vetor x ∈ X suh that the K-vetor
spae φ(C)x := {B(x) : B = φ(A), A ∈ C} is dense in X , then the representation φ is alled
yli, also x is alled the yli vetor (or the generating vetor) for φ.
From the definition of the ∗-homomorphism φ it follows, that φ ∈ Lr(C, Lq(X)) ∩
Ll(C, Lq(X)). For a subset V in X we denote by [V ] the least losed K-vetor subspae
in X ontaining V .
As an example onsider a Banah spae Lp((S,F , µˆ),K) of all
µ-measurable funtions f : S → K with the finite norm ‖f‖p < ∞, where S is a set, F
is a σ-algebra of its subsets, µˆ is a σ-finite measure (whih may be nonommutative or
nonassoiative, see 2.23) on (S,F) with values in K, 1 ≤ p ≤ ∞,
‖f‖pp :=
∑
m,l
∫
S
|fm(x)|
p|µm,l|(dx)
for 1 ≤ p <∞, |µm,l| denotes the variation of real valued measure µm,l,
‖f‖∞ := max
m,l
ess− sup
|µm,l|
|fm(x)|.
As a C∗-algebra we take L∞((S,F , µˆ),K) with the pointwise multipliation of funtions and
with the involution indued by the operation of the onjugation in the algebra K. As the
Hilbert spae X we also take L2((S,F , µˆ),K), supposing that
(f, q) :=
∑
m,l
f˜m(x)qm(x)|µm,l|(dx).
Then eah funtion f ∈ L∞((S,F , µˆ),K) generates the operatorMf ∈ Lq(X) of the multipli-
ation on the funtion f ,Mf(g) := f(x)g(x) for eah g ∈ X , x ∈ S. Thus, the representation
f 7→ Mf is exat.
52. Proposition. If ρ is a right and left K-linear state of a C∗-algebra C over K = H
or K = O, then the set Lρ := {A ∈ C : ρ(A∗A) = 0} is the losed ideal in C, also
ρ(B∗A) = 0 for eah A ∈ Lρ and B ∈ C. At the same time there exists a salar produt
< A+ Lρ, B + Lρ >= ρ(B
∗A) on the quotient spae C/Lρ.
Proof. From the proof of Proposition 3.37 it follows, that it an be taken an internal
produt < A,B >0:= ρ(A
∗B) for eah A,B ∈ C, moreover, Lρ = {A ∈ C :< A,A >0=
0}, sine the funtional ρ is positive, and hene it is Hermitian. Then Lρ is the K-linear
subspae in C and the equation < A + Lρ, B + Lρ >=< A,B >0= ρ(A∗B) defines the
salar produt on C/Lρ. If A ∈ Lρ, B ∈ C, then due to the analog of the Cauhy-Shwarz-
Bunyakovskii inequality whih was proved in 3.37 over K (instead of C) |ρ(B∗A)|2 ≤
ρ(B∗B)ρ(A∗A) = 0, onsequently, ρ(B∗A) = 0. The element B∗B is selfadjoint, therefore,
in aordane with Theorems 2.22 and 2.31 it ommutes with eah generator ip of the algebra
K. Eah element A ∈ C has the deomposition A =
∑
p ipAp, where eah Ap is selfadjoint,
then ((B∗B)A)∗A = (BA)∗(BA) due to the alternativity of the algebra K, onsequently,
ρ((BA)∗(BA)) = ρ(((B∗B)A)∗A) = 0 for A ∈ Lρ and B ∈ C, that is, BA ∈ Lρ. Thus, Lρ is
the losed left ideal in C, sine the funtional ρ is ontinuous.
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We all Lρ the left kernel of the funtional ρ.
53. Theorem. If ρ is a left and right K-linear state of a C∗-algebra C over K = H or
K = O, then there exists a yli left and right K-linear representation πρ of the algebra
C on a Hilbert spae X over K, also there exists the unit yli vetor xρ for πρ, suh that
ρ = wxρ ◦ πρ, that is, ρ(A) =< πρ(A)xρ, xρ > for eah A ∈ C.
Proof. Consider the kernel Lρ = ρ−1(0) of the funtional ρ, then C/Lρ is the preHilbert
spae over K relative to the internal produt < A + Lρ, B + Lρ >= ρ(B∗A), A,B ∈ C due
to Proposition 3.52. Its ompletion is the Hilbert spae X = Xρ. In view of the fat that
X is the vetor spae over K, it follows that for eah vetor x ∈ X there exists a vetor
x0 ∈ X0, suh that the sets Kx and xK and Kx0 and x0K oinide, moreover, ax0 = x0a
for eah a ∈ K, where X = X0 ⊕ i1X1 ⊕ ... ⊕ imXm, X0, ..., Xm are Hilbert spaes over R,
Xp is isomorphi with X0 for eah p, m = 3 for H, m = 7 for O. Therefore, without loss of
generality it an be taken xρ ∈ X0.
If A,B1, B2 ∈ C and B1+Lρ = B2+Lρ, then B1−B2 ∈ Lρ and AB1−AB2 ∈ Lρ, sine Lρ
is the left ideal in C. Then the equation π(A)(B+Lρ) = AB+Lρ defines the unique operator
π(A) ating on the preHilbert spae C/Lρ, moreover, π(a1A1 + a2A2) = a1π(A1) + a2π(A2),
that is, π(A) is left K-linear by A, π(A)(B1b1 + B2b2) = π(A)(B1b1) + π(A)(B2b2) for eah
a1, a2, b1, b2 ∈ K, A1, A2, B1, B2 ∈ C, that is, π(A)B by the variable B is right K-linear
in the ase K = H and it is right K-alternative in the ase of K = O. It an be used
the deomposition C = C0 ⊕ i1C1 ⊕ ... ⊕ imCm, where eah element G ∈ Cp is selfadjoint
for eah p = 0, 1, ..., m, suh that G ommutes with eah generator iq of the algebra K
(see also the proof of Proposition 3.52). Due to the alternativity of the algebra O it is
aomplished the equality ρ(C∗C) = 0 for C := A(Bb)−(AB)b for eah A,B ∈ C and b ∈ O,
onsequently, A(Bb) − (AB)b ∈ Lρ, that is, π(A)B indues the right O-linear operator by
B on X over O, as well as over H. Consider now three arbitrary elements A,B, F ∈ C
and put C = (AB)F − A(BF ), then due to the alternativity of the algebra O and the
aforementioned deomposition of the algebra C it is aomplished the identity ρ(C∗C) = 0,
that is, C ∈ Lρ. In the ase of the algebra C over the skew field H from the assoiativity
of the skew field H of quaternions it follows, that C = 0. Thus, for K = H and K = O
the element A indues the multipliative operator π(A) on X , that is, π(AB) = π(A)π(B),
sine (AB)F −A(BF ) ∈ Lρ. It an be applied this also to C = (AB)∗F −B∗(A∗F ) for the
algebra C over O, then < πρ(A)(B + Lρ), C + Lρ >=< AB + Lρ, C + Lρ >= ρ((AB)
∗C) =
ρ(B∗(A∗C)) =< B + Lρ, AC + Lρ >=< B + Lρ, πρ(A∗)(C + Lρ) > due to Proposition
3.37. For the algebra C over H we onsider the zero element C = 0 and the identity
< πρ(A)(B + Lρ), C + Lρ >=< B + Lρ, πρ(A∗)(C + Lρ) > is aomplished in this ase also.
Thus, π(A∗) = (π(A))∗ on X .
Then ‖A‖2I − A∗A = ‖A∗A‖I − A∗A ∈ C+, onsequently, B∗((‖A‖2I − A∗A)B) ∈
C+, therefore, ‖A‖2‖B + Lρ‖2 − ‖π(A)(B + Lρ‖2 = ‖A‖2ρ(B∗B) − ρ(B∗((A∗A)B)) =
ρ(B∗((‖A‖2I − A∗A)B)) ≥ 0 for eah A,B ∈ C, onsequently, π(A) is bounded, with
‖π(A)‖ ≤ ‖A‖ and π(A) an be extended by the ontinuity up to the bounded right
K-linear operator π(A) ating on X . In view of π(I) = I on C/Lρ, it follows, that
πρ(I) = I on Xρ. Thus, the representation πρ is left and right K-linear on X , that is,
π(a1A1+a2A2)x = a1(π(A1)x)+a2(π(A2)x), π(A1a1+A2a2)x = ((π(A1)a1)x)+((π(A2)a2)x)
for eah A1, A2 ∈ C, a1, a2 ∈ K, x ∈ X. Consider xρ := I + Lρ, evidently, that xρ ∈ X0.
Then πρ(A)xρ = πρ(A)(I+Lρ) = A+Lρ, where A ∈ C, onsequently, πρ(C)xρ is everywhere
dense in X , that is, the vetor xρ is yli. At the same time πρ(A1a1 + A2a2)(I + Lρ) =
A1a1+Lρ+A2a2+Lρ = π(A1)(I +Lρ)a1+π(A2)(I +Lρ)a2 for eah a1, a2 ∈ K, A1, A2 ∈ C.
Moreover, < πρ(A)xρ, xρ >=< A + Lρ, I + Lρ >= ρ(A), where A ∈ C, in partiular,
‖xρ‖2 = ρ(1) = 1. Thus, the representation πρ is left and right K-linear. In view of xρ ∈ X0,
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it folows, that the omposition wxρ ◦ πρ is left and right K-linear.
The given above onstrution is the nonommutative nonassoiative analog for the C∗-
algebra over K = H and K = O of the onstrution used by Gelfand, Naimark and Segal
in the partiular ase of a C∗-algebra over the ommutative assoiative field of omplex
numbers.
54. Proposition. Suppose that ρ is a right and left K-linear state of a C∗-algebra C over
K = H or K = O, also πis a (right and left K-linear) yli representation of a C∗-algebra
C on a Hilbert spae X over K, suh that ρ = wx ◦ π for some yli vetor x for π. If
Xρ, πρ and xρ are a Hilbert spae over K, a yli representation and the unit yli vetor
obtained from ρ by the way of the onstrution of the proof of Theorem 3.53, then there
exists a right and left K-linear isomorphism U from Xρ onto X suh that x = U(πρ(A)U
∗)
for eah A ∈ C.
Proof. For eah element A ∈ C there are aomplished the equalities
‖π(A)x‖2 =< π(A)x, π(A)x >=< π(A∗A)x, x >= ρ(A∗A)
=< πρ(A
∗A)xρ, xρ >= ‖πρ(A)xρ‖
2.
If A,B ∈ C and πρ(A)xρ = πρ(B)xρ, then π(A)x = π(B)x. Then the equation U0πρ(A)xρ =
π(A)x for eah A ∈ C defines a norm preserving operator U0 from πρ(C)xρ onto π(C)x, whih
is left and right K-linear, sine without restrition of the generality it an be hosen x ∈ X0
and xρ ∈ (Xρ)0, for whih bx = xb and bxρ = xρb for eah b ∈ K. In view of [πρ(C)xρ] = Xρ
and [π(C)x] = X , where [S] denotes the losure of the K-linear span of a subset S in the
orresponding K-vetor topologial spae, then U0 has an extension by the ontinuity up to
the isomorphism U from Xρ on X , also Uxρ = U0(πρ(I)xρ) = π(I)x = x. For A,B ∈ C it is
aomplished the equality:
U(πρ(A)πρ(B))xρ = U(πρ(AB)xρ) = π(AB)x = π(A)(π(B)x) = π(A)(U(πρ(B)xρ)).
In view of the fat that the set of vetors of the form πρ(B)xρ with arbitrary B ∈ C forms the
everywhere dense subset in Xρ, then Uπρ(A) = π(A)U , onsequently, π(A) = U(πρ(A)U
∗).
55. Note and Definition. Representations φ and ψ (right and left K-linear) for a
C∗-algebra C on Hilbert spaes X and Y are alled unitary equivalent, if there exists an
isomorphism U from X onto Y suh that ψ(A) = U(φ(A)U∗) for eah A ∈ C.
If ρ is a right and left K-linear state of a C∗-algebra C, π is a (right and left K-linear)
yli representation for C, ρ = wx ◦ π for some unit yli vetor x for π, then from
Proposition 3.54 it follows, that π is equivalent with πρ obtained from ρ by the way of the
onstrution from the proof of Theorem 3.53. Moreover, an isomorphism U an be hosen
suh that Uxρ = x.
56. Corollary. If x is a unit vetor in a Hilbert spae X over K = H or K =
O, C is a C∗-subalgebra in Lq(X), also ρ is a vetor state wx|C with x ∈ X0, then the
representation πρ obtained from ρ by the way of the ontrution of 3.53 is equivalent to the
representation A 7→ A|[Cx] for C on a Hilbert spae [Cx]. The isomorphism U : Xρ → [Cx],
whih aomplishes this equivalene an be hosen suh that Uxρ = x.
Proof. It follows from Proposition 3.54, sine x is the unit yli vetor for the repre-
sentation π : A 7→ A|[Cx], where ρ = wx ◦ π.
57. Proposition. If A is a nonzero element of a C∗-algebra C over K = H or K = O,
then there exists a pure state ρ for C, suh that πρ(A) 6= 0, where πρ is a representation
obtained from ρ by the way of the onstrution from 3.53.
Proof. Due to Theorem 3.48 there exists a pure state ρ for C, suh that ρ(A) 6= 0, that
is equivalent to: < πρ(A)xρ, xρ > 6= 0, from whih it follows, that πρ(A) 6= 0.
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58. Notations. Let C be a C∗-algebra overK = H or K = O, {Xb : b ∈ B} is a family
of Hilbert spaes, also φb is a representation of a C
∗
-algebra C on a Hilbert spae Xb, b ∈ B,
suh that the diret sum
⊕
b∈B φb(A) is the bounded linear operator ating on the Hilbert
spae
⊕
b∈BXb. The mapping φ : A 7→
⊕
b φb(A) is the representation for C on
⊕
bXb. We
all φ the diret sum of the family {φb : b ∈ B} of representations for C, also we denote
φ =
⊕
b φb.
59. Theorem. Eah C∗-algebra over K = H or K = O has an exat representation.
Proof. Consider any family L0 of right and left K-linear states of a C∗-algebra C
ontaining all pure right and left K-linear states. Put φ :=
⊕
{πρ : ρ ∈ L0}, where πρ
is a state obtained from ρ by the onstrution of the proof of Theorem 3.53. If A ∈ C,
also φ(A) = 0, then πρ(A) = 0 for eah ρ ∈ L0, sine φ(A) =
⊕
ρ πρ(A), in partiular,
πρ(A) = 0 for eah pure state ρ of the C
∗
-algebra C, moreover, A = 0 due to Proposition
3.57, onsequently, φ is the exat representation for C.
60. Note. If φ is an exat representation of a C∗-algebra C over K = H or K = O on a
Hilbert spae X over K, then φ is isometrial, also φ(C) is the C∗-subalgebra in Lq(X) due
to Theorem 3.22.
Let L be the family of all right and left K-linear states of the C∗-algebra C. For L0 = L
it an be obtained the exat representation F :=
⊕
ρ∈C πρ, whih we all the universal
representation for C. For η ∈ L there exists a vetor xη in Xη suh that η = wxη ◦ πη and
‖xη‖ = 1, that is, η = wy ◦ F , where y =
⊕
ρ∈C yρ, yη = xη, yρ = 0 for ρ 6= η. In view of the
fat that the mapping η 7→ η ◦F−1 transfers L = L(C) into L(F (C)), where F (C) ⊂ Lq(XF ),
XF :=
⊕
ρ∈LXρ, then eah right and left K-linear state for F (C) is a vetor state.
61. Corollary. If C is a C∗-algebra over K = H or K = O, A ∈ C+, B ∈ C, then
B∗(AB) ∈ C+.
Proof. Due to Theorem 3.59 and Note 3.60, also due to Theorem 3.30 there ex-
ists A1/2 ∈ C+, suh that B∗(AB) = (A1/2B)∗(A1/2B), sine < B∗(A(B(x))), x >=<
A(B(x)), B(x) >=< Ay, y >≥ 0, where y = B(x) ∈ X, also C is onsidered as a subal-
gebra in Lq(X) for a Hilbert spae X over K, x ∈ X .
62. Proposition. Let A and B be selfadjoint elements in a C∗-algebra C.
(i). If −B ≤ A ≤ B, then ‖A‖ ≤ ‖B‖.
(ii). If 0 ≤ A ≤ B, then A1/2 ≤ B1/2.
(iii). If 0 ≤ A ≤ B and A is invertible, then B is invertible and B−1 ≤ A−1.
Proof. In the algebra K eah polynomial has roots (see Theorem 3.17 [13℄). (i) follows
from inequality −‖B‖I ≤ −B ≤ A ≤ B ≤ ‖B‖I.
(ii, iii). If 0 ≤ A ≤ B and A is invertible, then A ≥ bI for some b > 0, sine sp(A) ⊂
[a,∞), where a > 0 if and only if 0 /∈ sp(A), that is, A is invertible. At the same time
0 ≤ B−1/2(AB−1/2) ≤ B−1/2(BB−1/2) = I, also ‖B−1/2(AB−1/2)‖ ≤ 1 due to (i). Thus,
(iv) ‖A1/2B−1/2‖ = ‖(A1/2B−1/2)∗(A1/2B−1/2)‖1/2 = ‖B−1/2(AB−1/2)‖1/2 ≤ 1,
onsequently, A1/2(B−1A1/2) ≤ I, also A1/2 ≤ B1/4IB1/4 = B1/2. That is, statements (ii, iii)
are proved for invertible element A. In the general ase for A,B ∈ C with 0 ≤ A ≤ B it is
aomplished the inequality A+ bI ≤ B + bI and A+ bI is invertible for eah b > 0. Then
(v) (A+ bI)1/2 ≤ (B + bI)1/2.
Take G ∈ C+ and fb ∈ C(sp(G),K) by the formula fb(t) := (t+ b)1/2, then fb(G) ∈ C+ and
(fb(G))
2 = G+ bI. Thus, (G+ bI)1/2 = fb(G), sine limb→0 fb(t) = t
1/2
onverges uniformly
on sp(G), then limb→0 ‖(G+ bI)1/2 −G1/2‖ = 0. Thus, due to Theorem 3.26 the limit while
b onverges to zero gives due to (v) that A1/2 ≤ B1/2.
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63. Proposition. If G is a losed left ideal in a C∗-algebra C, then eah element S ∈ G
an be expressed in the form S = AB with A ∈ C and B ∈ G ∩ C+.
Proof. If F ∈ G ∩ C+, then F 1/2 ∈ G ∩ C+, sine G ontains all p(K) for eah K ∈ G
and eah polynomial p with the zero onstant term. There exists a sequene of polynomials
{pn(t) : n ∈ N} onverging uniformly to t1/2 on sp(F ) due to the Stone-Weierstrass theorem
(see also 2.7 in [13℄). In view of the fat that G is the losed ideal, then
F 1/2 = lim
n
pn(F ) ∈ G.
For S ∈ G, let H = (S∗S)1/2 and B = H1/2, then S∗S ∈ G ∩ C+, thus, H,B ∈ G ∩ C+. Take
the elements An = S(I/n+H)
−1/2
, then S = An(I/n+H)
1/2
, sine H ommutes with eah
generator ip of the algebra K, also the algebra K is alternative. Therefore,
‖Am − An‖ = ‖S[(I/m+H)−1/2 − (I/n+H)−1/2]‖ =
‖[(I/m+H)−1/2− (I/n+H)−1/2]S∗][S[(I/m+H)−1/2− (I/n+H)−1/2]‖1/2 = ‖[(I/m+
H)−1/2 − (I/n+H)−1/2](H2[(I/m+H)−1/2 − (I/n+H)−1/2]‖1/2
= ‖[fm,n(H)]2‖1/2 = ‖fm,n(H)‖
due to Theorem 2.22 for the algebra generated by S∗S, also due to Corollary 3.46, where fm,n
is the ontinuous funtion on (0,∞) desribed by the formula fm,n(t) = t[(m−1 + t)−1/2 −
(n−1 + t)−1/2]. Thus,
‖Am −An‖ = sup{|fm,n(t)| : t ∈ sp(H)}, moreover, limmin(m,n)→∞fm,n(t) = 0
onverges uniformly on sp(H), that is, {An : n ∈ N} is the Cauhy sequene in C. For
A = limnAn it gives S = AH
1/2 = AB.
64. Corollary. Eah losed two sided ideal G in a C∗-algebra C over K = H or K = O
is selfadjoint. A losed two sided ideal S in G is a two sided ideal in C.
Proof. Due to the losedness of the left ideal in C eah element S ∈ G has the form
S = AB, where A ∈ C, also B = (S∗S)1/4 ∈ G ∩ C+ due to Proposition 3.63. In view of the
fat that G is also the right ideal in C, then G is selfadjoint.
Let S ∈ S, then S ∈ G, also sine S is the left ideal in G, then S∗S ∈ S ∩ C+. Then, as
in the proof of Proposition 3.63, S ∩C+ ontains the square root of eah its term. Therefore,
B1/2 = (S∗S)1/8 ∈ S. If F ∈ C, then F (AB1/2) and B1/2F ∈ G, sine B1/2 ∈ G, also G is
a two sided ideal in C. In view of the fat that S is the left ideal in C, also B1/2 ∈ S, then
FS = F (AB) = F (A(B1/2B1/2)) ∈ S, that is, S is the left ideal in C. Thus, AB1/2 ∈ S, also
sine S is the right ideal in G, then SF = A(BF ) = A((B1/2B1/2)F ) ∈ S. This proves that
S is the two sided ideal in C.
65. Lemma. Suppose that G is a losed C∗-subalgebra (not neessarily with the unit)
in a C∗-algebra C, and let Υ := {B ∈ G ∩ C+ : ‖B‖ < 1}.
(i). If B1, B2 ∈ Υ, then there exists an element B ∈ Υ suh that B1 ≤ B and B2 ≤ B.
(ii). If F ∈ G and b > 0, then there exists an element J ∈ Υ suh that from B ∈ Υ and
B ≥ J it follows, that ‖F − FJ‖ < b.
Proof. (i). For given B1, B2 ∈ Υ there exists b > 0 suh that ‖(1 + b)Bj‖ ≤ 1 for
j = 1 and j = 2. For eah n ∈ N := {1, 2, 3, ...} and eah 0 ≤ t ≤ 1 it is aomplished the
inequality t ≤ t1/n, thus, (1+b)Bj ≤ [(1+b)Bj ]1/n. When n has the form 2q for some q ∈ N,
then a repeated appliation of Proposition 3.62 leads to the inequality [(1+b)(B1+B2)]
1/n ≥
[(1+b)Bj ]
1/n ≥ (1+b)Bj . Then B1 ≤ B and B2 ≤ B, where B = (1+b)−1[(1+b)(B1+B2)]1/n
for n = 2q. Thus, (1 + b)(B1 + B2) ∈ G, 0 ≤ (1 + b)(B1 + B2) ≤ 2I, also the funtion t1/n
is the uniform limit on the segment [0, 2] of polynomials without onstant terms. In view
of the fat that G is losed, then B ∈ G, moreover, 0 ≤ B ≤ (1 + b)−121/nI. When n is
suffiiently large, then (1 + b)−121/n < 1, hene B ∈ Υ.
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(ii). For a given F ∈ G and b > 0, let F = aQ, where a > ‖F‖, suh that Q ∈ G
and ‖Q‖ < 1. Take J = (Q∗Q)1/n in Υ, where n is suffiienly large, that to satisfy the
inequality t(1 − t)1/n < b2a−2 for eah 0 ≤ t ≤ 1. If B ∈ Υ and B ≥ J , then ‖F − FB‖ =
a‖Q(I − B)‖ = a‖Q((I − B)2Q∗)‖1/2, sine B ≥ 0, also the algebra K is alternative, C has
the embedding into Lq(X) for some Hilbert spae X over K due to Theorem 3.59. Then
0 ≤ I − B ≤ I − J ≤ I, thus, 0 ≤ (I − B)2 ≤ I − B ≤ I − J = I − (Q∗Q)1/n, suh that
0 ≤ Q((I −B)2Q∗) ≤ Q([I − (Q∗Q)1/n]Q∗), onsequently,
‖Q((I − B)2Q∗)‖ ≤ ‖Q([I − (Q∗Q)1/n]Q∗)‖ = r(Q([I − (Q∗Q)1/n]Q∗)) =
= r(Q∗Q[I − (Q∗Q)1/n]) ≤ sup{t(1− t1/n) : 0 ≤ t ≤ 1} < b2a−2
due to Propositions 3.13, 3.62 and Theorem 3.20, sine sp(Q∗Q) ⊂ [0, 1]. Therefore, ‖F −
FB‖ = a‖Q((I − B)2Q∗)‖1/2 < b.
66. Definition. For a losed subset S in a C∗-algebra C over K = H or K = O we say
that a net {Fv : v ∈ V } of selfadjoint elements Fv ∈ S is the inreasing right approximation
of the unit for S, if
limv∈V ‖A−AFv‖ = 0
for eah A ∈ S, moreover, 0 ≤ Fv ≤ Fu ≤ I for eah v ≤ u ∈ V , where V is a direted set.
Analogously left inreasing and two sided approximations of the unit are defined.
67. Proposition. A losed left ideal in a C∗-algebra C over K = H or K = O has
an inreasing right approximation of the unit, also a losed C∗-subalgebra has an inreasing
two sided approximation of the unit.
Proof. Let G be a losed C∗-subalgebra in C. The set Υ from Lemma 3.65 is direted in
the usual way by partial ordering on selfadjoint elements from C. Take FB = B for B ∈ Υ,
then we take an inreasing net in the ball of the unit radius with the entre at zero in G.
Due to Lemma 3.65 limB∈Υ ‖A−AFB‖ = 0 for eah A ∈ G, also sine G is selfadjoint, then
lim
B∈Υ
‖A− FbA‖ = lim
B∈Υ
‖A∗ − A∗FB‖ = 0.
Thus, {FB : B ∈ Υ} is an inreasing two sided approximation of the unit.
Let now S be a losed left ideal in C. For the losed right ideal S∗ := {A∗ : A ∈ S} we
get S∩S∗, whih is the losed C∗-subalgebra in C, that ontains all selfadjoint elements from
S. Due to the proof given above S ∩ S∗ has an inreasing two sided approximation of the
unit {Fv : v ∈ V }. Due to Proposition 3.63 eah element A ∈ S has the from A = BG with
B ∈ S and G ∈ S ∩C+ ⊂ S ∩S∗. In view of ‖A−AFv‖ = ‖B(G−GFv)‖ ≤ ‖B‖‖G−GFv‖,
then {Fv : v ∈ V } is the inreasing right approximation of the unit for S.
68. Theorem. If a quasiommutative algebra A is ontained in Lq(X) for a Hilbert
spae X over K = H or K = O, also A ontains the unit I, it is losed relative to the
weak operator topology, then A is isometrially ∗-isomorphi with the algebra C(S,K) for a
totally disonneted ompat Hausdorff spae S.
Proof. Due to Theorem 2.22 A is isometrially ∗-isomorphi with the algebra C(S,K),
where S is a ompat Hausdorff topologial spae. This isomorphism gives the ordering of
the set of selfadjoint operators from A by the way of the pointwise ordering on the set of
real valued ontinuous funtions on S. Eah inreasing net {fa : a ∈ Υ} from C(S,K),
whih is bounded by the onstant w, there orresponds an inreasing net { aA : a ∈ Υ} of
selfadjoint operators from A, bounded from above by the operator wI. Due to Lemma 2.22.4
{ aA : a ∈ Υ} has a supremum A in A. There exists a funtion f ∈ C(S,K) orresponding
to the operator A, moreover, f = supa∈Υ fa, f(t) ≤ w for eah t ∈ S. For the family Ω of
all finite subsets from the direted set Υ and eah ω ∈ Ω the funtion maxa∈ω fa belongs to
C(S,K), moreover, w ≥ maxa∈ω fa.
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Thus, S is haraterized by the onditions, that eah bounded from above (below) net
{fa : a ∈ Υ} ⊂ C(S,R) ⊂ C(S,K) has supa∈Υ fa ∈ C(S,R) (infa∈Υ fa ∈ C(S,R) respe-
tively). Let U be an open subset in S, clS(U) be its losure in S. Consider the family of
all funtions G ⊂ C(S,R) suh that 0 ≤ f ≤ 1 on S and f(t) = 0 for eah t ∈ S \ clS(U)
and eah f ∈ G. Let f0 := sup{f : f ∈ G}. Then f0(t) ≤ 1 for eah point t ∈ S. If t ∈ U ,
then there exists a funtion f ∈ G suh that f(t) = 1, onsequently, f0(t) = 1 for eah point
t ∈ U , also this means that for eah point t ∈ clS(U) due to the ontinuity of the funtion f0.
If otherwise t ∈ S \ clS(U), then there exists a funtion g ∈ C(S,R) suh that 0 ≤ g ≤ 1 on
S, g(t) = 0 for eah t ∈ S \ clS(U), g(t) = 1 for eah t ∈ clS(U). That is, g = sup{f : f ∈ G}
and f0 ≤ g. Thus, f0(t) = 1 on clS(U) and f0(t) = 0 on S \ clS(U). Due to the ontinuity
of the funtion f0 the set clS(U) is open, onsequently, S is totally disonneted.
69. Definitions. Let F ⊂ Lq(X) for a Hilbert spae X over K = H or K = O. If two
operators A and B belong to Lq(X), then we denote by {A,B} the minimal subalgebra over
K in Lq(X), ontaining A and B. The subalgebra
F⋆ := {A ∈ Lq(X), {A,B} is quasiommutative for eah B ∈ F}
we all superommutant over K for a family (or a subalgebra) F .
Let N be a C∗-algebra of operators from Lq(X) on a Hilbert spae X over K = H or
K = O, moreover, I ∈ N , N is losed in the weak operator topology. If the entre Z(N )
onsists of RI, then we say that N is the fator.
For example, Lq(X) is the fator.
70. Theorem. If C is a selfadjoint C∗-subalgebra in the algebra Lq(X) for a Hilbert
spae X over K = H or K = O, I ∈ C, then the losure of a C∗-algebra C relative to the
strong and weak operator topologies oinide with (C⋆)⋆.
Proof. At first we mention that C⋆ is losed relative to the weak operator topology,
onsequently, (C⋆)⋆ also is losed relative to the weak operator topology. Due to Theorem
2.22.2 the strong and weak losures of a R-onvex subset Y in Lq(X) for a Hilbert spae X
over K = H or K = O oinide. In view of the fat that C is the R-onvex set, it follows
that the losures of C relative to the weak and strong operator topologies oinide. We
prove that (C⋆)⋆ is the strong operator losure of the C∗-algebra C. In view of C ⊂ (C⋆)⋆,
also (C⋆)⋆ is losed relative to the strong and weak operator topologies, then the losure of
the C∗-algebra C relative to the strong operator topology is ontained in (C⋆)⋆.
Let T ∈ (C⋆)⋆ and vetors x1, ..., xn ∈ C be given. We find an operator T0 ∈ C suh that
‖((T −T0)(xj)‖ < 1 for eah j = 1, ..., n. Let X⊕n := X ⊕ ...⊕X denotes the n times diret
sum of n opies of the Hilbert spae X over K. For an operator F ∈ Lq(X) we denote
F⊕n := F ⊕ ...⊕F . Then there exists a selfadjoint C∗-algebra C⊕n := {F⊕n : F ∈ C}. Then
a K-vetor spae [C(x⊕n)] := clX⊕n(C(x
⊕n)) is invariant relative to C⊕n, sine C(x⊕n) is a
K-vetor subspae in X⊕n due to Corollary 46. In view of Proposition 2.22.20 there exists
a graded operator of projetion Eˆ⊕n ∈ C⊕n suh that it is the greatest, than others graded
operators of projetions in C⊕n and Eˆ⊕nA⊕n = A⊕nEˆ⊕n = A⊕n for eah A⊕n ∈ C⊕n suh
that (A⊕n)−1(0) and A⊕n(X⊕n) are K-vetor subspaes in X⊕n. Thus, Eˆ⊕n ∈ (C⊕n)⋆, sine
Eˆ⊕n0 ommutes with eah A
⊕n
0 for A0 ∈ C0.
We mention that T⊕n(x⊕n) = (T (x))⊕n for eah x ∈ X . Then ((C⊕n)⋆)0 onsists of all
operators of the form F =
⊕n
i,j=1 Fi,j, Fi,j ∈ C
⋆
0 , Fi,j : X
i → Xj0 , where X
i
is isomorphi
with X as a Hilbert spae over K for eah i = 1, ..., n, X = X0 ⊕ X1i1 ⊕ ... ⊕ Xmim.
Therefore, (((C⊕n)⋆)⋆)0 onsists of all operators F =
⊕n
i,j=1 Fi,j, Fi,j ∈ (C
⋆)⋆0, Fi,j : X
i → Xj0 ,
Fi,j = 0 for eah i 6= j = 1, ..., n, Fi,i = F1,1 for eah i = 1, ..., n. Then if T ∈ (C⋆)⋆,
then T⊕n ∈ ((C⊕n)⋆)⋆. From this it follows, that Eˆ⊕nT⊕n = T⊕nEˆ⊕n, if (T⊕n)−1(0) and
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T⊕n(X⊕n) are K-vetor spaes. That is, the range of values of the operator Eˆ⊕n is invariant
relative to the ation of the operator Tˆ⊕n. In view of the fat that C⊕n(x⊕n) is dense in
clX⊕n(C
⊕n(x⊕n)) it follows, that there exists an operator T0 ∈ C suh that ‖((T−T0)(xj)‖ < 1
for eah j = 1, ..., n, sine T ⊕n(x⊕n) belongs to the region of values of the operator Eˆ⊕n,
also x⊕n = (Ix1, ..., Ixn) ∈ Eˆ⊕n(Xˆ⊕n).
71. Proposition. Eah ontinuous K-valued funtion on K for K = H or K = O while
an extension on a bounded subset of normal operators from Lq(X) is ontinuous relative to
the strong operator topology on a Hilbert spae X over K.
Proof. In the general ase the set of bounded operators is ontained in the ball
B(Lq(X), 0, r) of the radius r > 0 in Lq(X) with the entre at zero. Let 0T be a normal
operator in this ball, b > 0, x1, ..., xn ∈ X . If ‖f(T ) − f( 0T )(x/‖x‖)‖ < b/‖x‖, then
‖f(T ) − f( 0T )(x)‖ < b. That is, it an be supposed that ‖x‖ = 1. Due to the Stone-
Weierstrass theorem (see also 2.7 [13℄) there exists a polynomial g by the variable z, suh
that ‖f − g‖C(B(K,0,r),K) < b/3. The multipliation on bounded subsets of operators and the
operation of taking adjoints are ontinuous on a bounded set of normal operators. Therefore,
there exists y1, ..., ym ∈ X, v > 0, suh that ‖(g(T )− g( 0T ))x‖ < b/3 for a marked vetor
x ∈ X , if ‖(T − 0T )yj‖ < b, T is normal, ‖T‖ ≤ r. Further these arguings an be prolonged
for x = x1, ..., xm by the way of the mathematial indution. In this ase
‖(f(T )− f( 0T ))x‖ ≤ ‖(f(T )− g(T ))x‖ +‖(g(T )− g( 0T )x‖
+‖(g( 0T )− f( 0T )‖+ b/3 ≤ 2‖f − g‖C(B(K,0,r),K) + b/3 < b.
For the onlusion, that ‖f(T )− g(T )‖ and ‖f( 0T )− g( 0T )‖ are majorized by the way of
‖f−g‖C(B(K,0,r),K) in the preeding inequalities it an be done the transition to the funtional
representation of a quasiommutative algebra generated by T and T ∗ in aordane with The-
orem 2.22. This representation is aomplished on sp(T ), moreover, to T there orresponds
the variable z, also to T ∗ there orresponds z∗. Sine this representation is the isometry,
then ‖f(T )−g(T )‖ = ‖f−g‖C(sp(T ),K) and analogously ‖f( 0T )−g( 0T )‖ = ‖f−g‖C(sp(T ),K).
72. Note. For a selfadjoint operator T ∈ Lq(X) for a Hilbert spae X over K = H or
K = O and eah M ∈ K with |M | = 1 and Re(M) = 0 there exists the operator
UM(T ) := (T −MI)(T +MI)
−1.
In the partiular ase of K = C and M = i this onstrution is known as the Cayley
transformation.
73. Proposition. The transformation T 7→ UM(T ) from 72 is ontinuous relative to
the strong operator topology on the subset of all selfadjoint operators in Lq(X), moreover,
the operator UM(T ) is unitary for eah selfadjoint operator T from Lq(X) and eah M ∈ K,
|M | = 1, Re(M) = 0.
Proof. Due to Lemma 2.27 sp(T ) ⊂ R, also due to Theorem 2.22 the algebra, generated
by the operator T is isometrially isomorphi with C(sp(T ),K). Then the operator UM(T )
is orretly defined and belongs to Lq(X). In view of the alternativity of the algebra K and
the funtional representation it follows, that
UM (T )UM(T )
∗ = ((T −MI)(T +MI)−1)((T −MI)−1(T +MI))
= (T −MI)((T 2 + I)−1(T +MI)) = (T 2 + I)(T 2 + I)−1 = I
and analogously UM (T )
∗UM(T ) = I. Moreover, there are aomplished relations
(T +MI)((UM (T )− UM(A))(A +MI)) = 2M(T −A)
for eah selfadjoint operators A, T from Lq(X) (see also the proof of Lemma 44). Then
‖(UM(T )− UM(A))x‖ = 2‖(T +MI)−1((T − A)(A+MI)−1(x))‖
≤ 2‖(T −A)((A +MI)−1(x))‖ ≤ 2‖T −A‖‖x‖,
sine < x, y >=
∑
p,q < xp, yq > i
∗
piq, also ‖(T + MI)
−1‖ ≤ 1 due to the funtional
representation of the algebra, generated by the operator T .
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74. Theorem. If f is a ontinuous R-valued funtion on R and there exists the limit
lim|x|→∞ f(x) = 0, then f is ontinuous relative to the strong operator topology on the set
of selfadjoint operators from Lq(X) for a Hilbert spae X over K = H or K = O.
Proof. Let g(z) = f(−(z − 1)−1((z + 1)M)) for z 6= 1 and |z| = 1, where M ∈
K, |M | = 1, Re(M) = 0. Put g(1) = 0, then the funtion g is ontinuous on the set
∂B(K, 0, 1) = S(K, 0, 1) := {z : z ∈ K; |z| = 1}, moreover, g(S(K, 0, 1)) ⊂ R. In view of
(U∗M (T ) + I)(UM(T )− I) = UM(T )− UM(T
∗) = −(U∗M(T )− I)(UM(T ) + I), then
T ∗ = (M(U∗M (T ) + I))(U
∗
M(T )− I)
−1 = −(UM (T )− I)−1((UM(T ) + I)M) = T ,
sine M∗ = −M . Then g(UM(T )) = f(T ) for eah selfadjoint operator T . In view of the
fat that the funtion g is ontinuous on S(K, 0, 1) it follows, that it gives a funtion on a
bounded set of unitary operators, whih is ontinuous relative to the strong operator topology
in aordane with Proposition 71. Sine f is the omposition of the transformations UM(T )
and g, also due to Proposition 73 the funtion f is ontinuous relative to the strong operator
topology.
75. Theorem. If C is a selfadjoint C∗-algebra of operators ontained in Lq(X) for a
Hilbert spae X over K = H or K = O, then for eah T ∈ B(cls(C), 0, 1) from the ball of
the unit radius with the entre at zero in cls(C) (the losure of the C∗-algebra C in Lq(X)
relative to the strong operator topology) it is aomplished the inlusion T ∈ cls(B(C, 0, 1)).
If an operator T is selfadjoint in B(cls(C), 0, 1), then T belongs to the strong operator losure
of the set of selfadjoint operators from B(C, 0, 1).
Proof. If a selfadjoint operator T belongs to cls(C), also {Fa : a ∈ Υ} is a net of operators
onverging in C to T relative to the weak operator topology, then the net {Fa + F ∗a : a ∈
Υ} onsists of selfadjoint operators and also onverges to T relative to the weak operator
topology. In view of the fat that the set C is onvex over R, then due to Theorem 2.22.2
T belongs to cls(C).
Let an operator T be selfadjoint and belongs to B(cls(C), 0, 1), also the net of selfadjoint
operators {Fa : a ∈ Υ} from C onverges to T relative to the strong operator topology.
Take the funtion f(t) = t on [−1, 1] ⊂ R and f(t) = 1/t for |t| > 1, where t ∈ R, then
lim|t|→∞ f(t) = 0. The funtion f generates the funtion g from the proof of Theorem 74.
Therefore, the net f(Fa) onverges relative to the strong operator topology to f(T ), where
eah Fa is selfadjoint. Then f(T ) = T , that is, T belongs to the strong operator losure of
the set of selfadjoint elements in B(cl(C, 0, 1), where the losure cl(A) of a subset A in Lq(X)
is taken relative to the topology of the operator norm. On the other hand, eah selfadjoint
element from B(cl(C, 0, 1) is the limit relative to the topology of the operator norm, hene
also relative to the strong operator topology of selfadjoint elements from B(C, 0, 1).
76. Corollary. If C ⊂ Lq(X) is a selfadjoint C∗-subalgebra of operators ating
on a Hilbert spae X over K = H or K = O, also T is a nonnegative operator from
B(cls(C), 0, 1), then T belongs to the strong operator losure for B(C+, 0, 1).
Proof. In view of T ≥ 0 there exists the equality T = G2 for a selfadjoint operatorG from
B(cls(C), 0, 1). Due to Theorem 75 G belongs to the strong operator losure of selfadjoint
operators from B(C, 0, 1). From the ontinuity of the multipliation on B(C, 0, 1) relative to
the strong operator topology it follows, that G2 belongs to the strong operator losure of the
family of operators F 2 for eah selfadjoint operator from B(C, 0, 1), but F 2 ∈ B(C+, 0, 1).
77. Corollary. If C ⊂ Lq(X) is a C∗-subalgebra of operators ating on a Hilbert spae
X over K = H or K = O, U is a unitary operator from cls(C), then U belongs to the losure
relative to the strong operator topology of the set of unitary operators from C.
Proof. Due to Theorem 2.33 U = exp(MT ) for some selfadjoint operator T , M ∈ K,
|M | = 1, Re(M) = 0. In aordane with Theorem 75 T is the limit relative to the strong
operator topology of the net {Fa : a ∈ Υ} of selfadjoint operators from B(C, 0, ‖T‖), where
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Υ is a direted set. From the ontinuity of the funtion R ∋ t 7→ exp(Mt) ∈ K it follows,
that {exp(MFa) : a ∈ Υ} onverges to exp(MF ) relative to the strong operator topology.
78. Definition. A family G from Lq(X) for a Hilbert spae X over K = H or K = O
ats topologially irreduibly on X , when {0} and X are the unique losed subspaes in X
invariant relative to the ation of G.
79. Theorem. If G is a selfadjoint family ontained in Lq(X) for a Hilbert spae X
over K = H or K = O, then G ats topologially irreduibly on X if and only if G⋆ = K,
that is equivalent to the ondition (G⋆)⋆ = Lq(X).
Proof. If G⋆ = K, then (G⋆)⋆ = Lq(X). If (G⋆)⋆ = Lq(X), then ((G⋆)⋆)⋆ = K. On
the other hand, G ⊂ (G⋆)⋆, therefore, ((G⋆)⋆)⋆ ⊂ G⋆, but G⋆0 ommutes with ((G
⋆)⋆)⋆0, onse-
quently, G⋆ ⊂ ((G⋆)⋆)⋆. Thus, G⋆ = ((G⋆)⋆)⋆.
For a selfadjoint family G of operators from Lq(X) the C∗-algebra G⋆ is losed relative to
the weak operator topology and ontains the unit operator I. Due to Theorem 2.24 G⋆ = K
if and only if eah graded operator of the projetion from G⋆ is either zero 0, or the unit I.
In view of the fat that the family G is selfadjoint it follows, that the graded operator of the
projetion Eˆ belongs to G⋆ if and only if its region of values Eˆ(X) is invariant relative to G
(see Proposition 2.22.7). Thus, G ats topologially irreduibly on X if and only if G⋆ = K.
80. Lemma. If {x1, ..., xn} are orthonormal vetors in a Hilbert spae X over K = H
or K = O with the salar produt < ∗, ∗ > from Definition 2.16, z1, ..., zn ∈ B(X, 0, r),
0 < r < ∞, then there exists an operator F ∈ Lq(X) suh that ‖F‖ ≤ (2n)1/2r and
Fxj = zj for eah j = 1, ..., n. If Axj = zj for some selfadjoint operator A, then F an be
hosen selfadjoint.
Proof. Let Eˆ be a graded operator of a projetion from X on spanK{x1, ..., xn}, whih
exists due to Proposition 2.22.7. Put
T (x) :=
n∑
j=1
< Eˆ(x), xj > zj, then TEˆ = T and
‖T (x)‖ ≤ r(
n∑
j=1
| < Eˆ(x), x > |2)1/2(
n∑
j=1
1)1/2 ≤ n1/2r‖Eˆ(x)‖ ≤ n1/2r‖x‖.
Thus, ‖T‖ ≤ n1/2r.
If Axj = zj for some selfadjoint operator A, then EˆT = Eˆ(AEˆ) = (EˆA)Eˆ due to
Proposition 2.22.9, onsequently, EˆT is selfadjoint. Consider an operator F = T + T ∗(I −
Eˆ) = EˆT +(I−Eˆ)T +T ∗(I−Eˆ) and Fxj = Txj = zj. In view of T (I−Eˆ) = 0 = (I−Eˆ)T ∗,
then
‖FF ∗‖ = ‖F‖2 = ‖FF ∗ + F ∗((I − Eˆ)F )‖ ≤ 2‖FF ∗‖ = 2‖F‖2 ≤ 2nr2,
sine T (I − Eˆ) = T − TEˆ = 0, also (I − Eˆ)2 = (I − Eˆ).
81. Theorem. If a C∗-algebra C ats topologially irreduibly on a Hilbert spae X
over K = H or K = O, {y1, ..., yn} is a subset of vetors in X, {x1, ..., xn} is a K-linearly
independent set of vetors in X, then there exists an operator F ∈ C suh that Fxj = yj
for eah j = 1, ..., n. If Bxj = yj for some selfadjoint operator B, then F an be hosen
selfadjoint.
Proof. Consider the K-vetor span spanK{x1, ..., xn}, then in this K-vetor subspae
it an be hosen an orthonormal basis relative to the salar produt < ∗, ∗ >. Therefore,
without restrition of the generality we suppose, that vetors x1, ..., xn are orthonormal.
Take operators 0G ∈ Lq(X) suh that 0Gxj = yj for eah j = 1, ..., n. In view of cls(C) =
(C⋆)⋆ = Lq(X) in aordane with Theorem 79, then there exists 0S ∈ C, suh that
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‖ 0Gxj − 0Sxj‖ = ‖ 0Sxj − yj‖ ≤ [2(2n)]−1.
Due to Lemma 80 there exists an operator 1G ∈ Lq(X) suh that 1Gxj = yj− 0Sxj for eah
j, moreover, ‖ 1G‖ ≤ 1/2. The operator 0S an be hosen selfadjoint, if the operator 0G is
selfadjoint, sine the family of all selfadjoint operators is dense relative to the strong operator
topology in cls(C). In this ase in aordane with Lemma 79 the operator 1G an be taken
selfadjoint. Due to Theorem 75 there exists the operator 1S ∈ C suh that ‖ 1S‖ ≤ 1/2 and
‖ 1Sxj − 1Gxj‖ ≤ [4(2n)1/2]−1, moreover, 1S is selfadjoint, if 0G is selfadjoint.
Suppose that it is onstruted an operator kG suh that ‖ kG‖ ≤ 2−k,
kGxj = yj − 0Sxj − 1Sxj − ...− k−1Sxj ,
operator kG is selfadjoint, if 0G is selfadjoint. Choose kS in C, suh that
‖ kS‖ ≤ 2
−k
, also ‖ kSxj − kGxj‖ ≤ [2
k+1(2n)1/2]−1
with the help of Theorem 75, where kS is selfadjoint, if kG is selfadjoint. Due to Lemma
80 there exists k+1G with ‖ k+1G‖ ≤ 2−(k+1)S and k+1Gxj = yj− 0Sxj − ...− kSxj , where
the operator k+1G is selfadjoint, if kS is selfadjoint. Then the series
∑∞
k=0 kS onbverges
relative to the operator norm to the operator S ∈ C, moreover, the operator S is selfadjoint,
if 0G is selfadjoint, also
yj − Sxj = yj −
∞∑
k=0
kSxj = lim
k→∞
(yj − 0Sxj − ...− kSxj) = lim
k
k+1Gxj = 0.
82. Corollary. If a C∗-subalgebra C in Lq(X) ats topologially irreduibly on a Hilbert
spae X over K = H or K = O, then it ats algebraially irreduibly on X.
Thus, for a C∗-subalgebra in Lq(X) it an be not distinguished the topologial and the
algebrai irreduibility of its ation on X .
83. Theorem. If a C∗-subalgebra C in Lq(X) ats topologially irreduibly on a
Hilbert spae X over K = H or K = O, also if a unitary operator V on X is suh
that V x1 = y1,...,V xn = yn. Then there exists a selfadjoint operator S on X suh that
Ux1 = y1,....,Uxn = yn, where U = exp(MS), M ∈ K, |M | = 1, Re(M) = 0.
Proof. If x ∈ X , x 6= 0, then there exists a ∈ K, a 6= 0, suh that ax ∈ X0, where
X = X0 ⊕ X1i1 ⊕ ... ⊕ Xmim, X0, ..., Xm are pairwise isomorphi Hilbert spaes over R,
{i0, i1, ..., im} is the set of standard generators of the algebra K. Then for an arbitrary set
of K-linearly independent vetors x1, ..., xm ∈ X there exist onstants a1, ..., an ∈ K, |a1| =
... = |an| = 1, for whih z1 := a1x1, ..., zn := anxn ∈ X0. But the Hilbert spae an be also
onsidered over the field of real numbers and the restrition of the salar produt < x, y >
from X on X0 gives the salar produt (x, y) on X0. Then the Shmidt proedure of the
orthogonalization an be applied on X0 to vetors z1, ..., zn. This gives the orthonormalized
system of vetors q1, ..., qn ∈ X , for whih there exists the operator S ∈ Lq(X) suh that
S(xj) = qj for eah j = 1, ..., n. In view of the fat that n an be in the general ase taken
arbitrary, then by the transfinite indution in X there exists the orthonormal basis.
Without restrition of the generality {x1, ..., xn} is an orthonormal set of vetors in
X . The same an be supposed about {y1, ..., yn}, sine the operator V is unitary, <
V (x), V (z) >=< x, z > for eah x, z ∈ X . Denote by {x1, ..., xm} and {y1, ..., ym} the
extension of the families {x1, ..., xn} and {y1, ..., yn} respetively up to the orthonormed
bases of the spae spanK{x1, ..., xn; y1, ..., yn}. Then it an be presribed the operator U on
spanK{x1, ..., xn; y1, ..., yn} by the formula Uxj = yj for eah j.
It an be taken another orthonormed basis suh that Uxj = cjxj for eah j with |cj| = 1
due to Theorems 2.28 and 2.33, moreover, U = exp(MT ) for some selfadjoint operator
T ∈ Lq(X), M ∈ K, |M | = 1, Re(M) = 0. Due to Theorem 81 this operator T an be taken
in C suh that Txj = ajxj for eah j, where aj ∈ R, exp(Maj) = cj. In view of the fat
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that U is the limit of polynomials by T relative to the norm topology, then U ∈ C, sine C
in aordane with Definition 2.16 is the Banah algebra, that is, omplete relative to the
topology of the operator norm.
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