This paper presents criteria for the adequacy of languages to represent interaction mechanisms. It then uses these criteria to analyse the adequacy of UML. We focus on the interaction mechanisms provided by Web Services technology and by CORBA for request/response, callback, polling and (multicast) message passing.
Introduction
Middlewares are defined to make the lives of developers easier, by providing re-usable implementations of advanced interaction mechanisms. Examples of such mechanisms are: remote procedure calls, transactions, publish/subscribe mechanisms, negotiations and long-running business-to-business interactions. Similarly, design languages could make the lives of designers easier, by providing re-usable design concepts that represent these advanced interaction mechanisms. Such design concepts help to: -simplify designs, by providing a single concept, or a small collection of concepts to represent an advanced interaction mechanism;
-transform designs to implementations, by providing abstract (platform independent) concepts of which the transformation to (various) middlewares is clear; and -analyse the correctness of the design in early stages of the design process.
To be able to analyse the correctness of a design the design concepts must properly reflect the relevant properties of the represented interaction mechanisms. In contrast, if concepts do not reflect the properties of their middleware counterparts faithfully, this may lead to wrong conclusions during analysis. For example, the concept of reliable message passing does not behave like message passing middleware, in which message passing is typically unreliable. This may cause designers to conclude wrongly that a message will always be received by the receiving side and therewith that the implemented business transaction will be successfully completed. This leads to problems if the concept is used in designs in which reliability is an issue (such as the design of a banking system).
The first goal of this paper is to present and motivate the criteria for adequacy of advanced interaction design concepts (and design concepts in general) and to show how these criteria can be checked. The second goal of the paper is to evaluate the adequacy of UML for representing advanced interaction mechanisms, based on the criteria.
To motivate the criteria for adequacy of design concepts, we analyse the role that design concepts play in the design process.
To analyse the adequacy of UML for representing advanced interaction mechanisms, we analyse interaction mechanisms implemented in existing middleware and the concepts that UML 2.0 [19, 20] provides to represent interaction mechanisms. To capture their properties precisely, we define both the interaction mechanism and the concepts using Coloured Petri Nets. Subsequently, we evaluate the adequacy of the design concepts from UML 2.0 for representing the analysed interaction mechanisms, based on the criteria that are the result of the first step.
We focus on the mechanisms that CORBA [22] and Web Services [29] provide for request/response, callback, polling and (multicast) message passing.
This paper is further structured as follows. Section 2 explains the basic properties of a design process and motivates the criteria that design concepts in the design process should meet. Sections 3 and 4 analyse interaction mechanisms in Web Services and CORBA respectively, and model them in terms of Coloured Petri Nets. Section 5 analyses the UML 2.0 model elements to represent interactions and models them in Coloured Petri Nets. Section 6 evaluates if and how the interaction mechanisms from sections 3 and 4 can be represented using UML 2.0. Section 7 presents related work and section 8 discusses our conclusions and future work.
Criteria for design concepts
We derive the criteria for design concepts from the role that design concepts play in a design process. Figure 1 illustrates a typical design process. During a design process we gradually transform a set of requirements into a design that is detailed enough to be implemented. The process starts out with an initial design, which is a rough sketch of the properties of the implementation, taking only the most important requirements into account. We refine this design by taking more requirements into account. Based on these requirements we decide on other properties of the implementation. However, properties that we already decided on should not be violated. We say that a design is at a lower level of abstraction than another design if it considers more implementation properties. We say that it is at a higher level of abstraction if it considers less implementation properties. 
Concepts Requirements

Figure 1. Interaction concepts and design
We can construct a design at each level of abstraction by composing instances of available design concepts. A design concept is an abstraction of some common and essential properties of the implementation. Hence, design concepts determine which implementation properties we can represent and how well we can represent them. Therefore, design concepts must:
1. be expressive enough to represent the properties that we consider relevant at the level of abstraction at which we want to use them;
2. represent these properties in a suitable manner (i.e.: allow a designer to represent properties in a manner that is easy to use and understand);
3. be platform independent in the sense that they do not favour some design decisions over others;
4. be faithful to the implementations that they are meant to represent (i.e. do not cause a designer to represent an implementation in a way that the implementation does not behave).
Expressiveness of design concepts
To decide if a set of concepts is expressive enough, we must answer the question which properties are 'relevant' at a certain level of abstraction. For a part this is up to the designer to decide. However, 'best design practices' exist that suggest that certain properties are used at a certain level of abstraction. Hence, we can look for these best practices to discover relevant properties. We consider two forms of recording best design practices: design patterns and middleware implementation constructs.
In the terminology that we use here, a design pattern is a well-known set of properties that satisfies a given requirement. The ability of a set of design concepts to represent such patterns, or compositions of properties, is often used as a criterion for the expressiveness of a language.
A design process is executed with the goal of eventually implementing the design. Therefore, at least in theory, a level of abstraction exists at which the design can be mapped onto an implementation. Design concepts at this level of abstraction can be mapped automatically onto implementation constructs. Such a level of abstraction may only exist in theory, because a design may never actually be constructed at this level. The design process may end at a level of abstraction at which refinement is still needed to construct an implementation. However, even if this is the case, there always is a (refinement) relation between the concepts at the lowest level of abstraction that is actually used and the implementation constructs.
Suitability of design concepts
A set of concepts is suitable for representing some property if that property can be represented using one concept or a small composition of concepts. In contrast, we say that a set of concepts is unsuitable for representing a property if a composition of a large number of concepts is needed to represent that property.
Such a set of concepts is unsuitable, because it leads to the problem of designs becoming unnecessarily complex, even to the extent that they become impossible to understand.
As an example consider a set of design concepts that only supports message passing as an interaction concept.
In this case, if a designer wants to represent an advanced interaction, such as a polling interaction, the designer has to represent that interaction using a composition of message passing concept instances. Moreover, the designer has to use this representation for each polling interaction. This yields unnecessarily large designs that become hard to understand because of their size.
To have a more suitable sets of design concepts, a design language can allow for the definition of composite concepts. A composite concept is a concept that consists of other concepts [24] . Using composite concepts, we can introduce a single concept to represent a composition of a large number of other concepts. Hence, making the set of concepts more suitable.
Platform independence of design concepts
A set of design concepts is platform independent (at a certain level of platform independence) if it does not force the designer to make design decisions that he does not (yet) want to make. A set of design concepts can force a designer to make certain design decisions, by:
1. limiting design choice;
2. encouraging a certain design decision, while discouraging another;
3. forcing the designer to make a design decisions in combination.
We say that a set of concepts limits the design choice of a designer, if there is no concept that represents or can be refined into a certain pattern or implementation construct. Such a set of concepts limits design choice, [21] .
We say that a set of concepts encourages a designer to make certain design choices if representing some design patterns or implementation constructs is more easy than representing others. We claim that design concepts should be neutral with respect to what the designer wants to represent. Of course this is only possible to a certain extent; design patterns and implementation constructs that are more involved are typically harder to represent as well. This is a problem of the design patterns and implementation constructs themselves, not a problem of the design concepts that represent them.
We say that a set of design concepts forces a designer to make certain design choices in combination if the designer, by using some concepts to represent some properties, necessarily has to specify other properties as well, while he did not want to commit to these properties yet.
We argued in previous papers that different levels of platform independence can be distinguished, depending on the choices that have been made with respect to the target platform [2] . For example, at some level of platform independence, the designer may want to specify that an interaction is implemented using a publish/subscribe mechanism, but not yet the specific middleware that will be used. However, at a higher level of abstraction, the designer may want to specify that a multicast message passing interaction is required, but not yet the mechanism that will be used to provide that interaction (e.g. publish/subscribe can be used, but also a multicast mechanism in which the message sender specifies the set of desired recipients).
Faithfulness of design concepts
We say that a design concept is faithful, if it behaves like the implementation construct onto which it is mapped or the design pattern that it represents. In case a design concept is related to an implementation construct or design pattern by refinement, it must behave as an abstraction (the inverse of refinement) of that construct or pattern.
Although a designer may not always have a mapping in mind, design concepts can be suggestive with respect to their potential mapping. For example, a design concept representing a remote operation call suggests that it is mapped onto an implementation construct that has a similar behavioural pattern (i.e. a request is sent in one direction after which a response can be sent in the other direction). Moreover, some mapping must be possible for a design concept, but we will show below that this is not always the case.
We say that a concept is unfaithful to a mapping if it does not behave according to the implementation construct or design pattern to which it is related. A problem associated with this mismatch is that, if a concept is unfaithful to its mapping, analysis of a design that uses the concept leads to wrong conclusions about the implementation. For example, if a message-passing concept assumes that communication is reliable, while the implementation construct onto which it is mapped implements unreliable communication, then the designer can draw incorrect conclusions of whether a message arrives at the receiver or not. If a concept is unfaithful to a mapping, the problem can be solved either by changing the behaviour of the concept or by changing the mapping.
We say that a concept is unfaithful to any mapping if it is impossible to construct a mapping onto an implementation construct that behaves according to the concept. This problem exists for concepts that represent reliable message passing, because it has been shown that reliable message passing cannot be implemented [16] .
In this paper we check faithfulness of UML 2.0 concepts to middleware implementation constructs in CORBA and Web Services, by constructing formal models of implementation constructs and the UML using Coloured
Petri Nets. Subsequently, we employ the formal notion of refinement that we developed in previous work [7, 25] to check the relation between the concepts and the constructs.
Web services interaction mechanisms
Web Services technology provides various mechanism for interaction between software entities. We focus on the following mechanisms:
-one-to-one message passing communication; -multicast message passing, based on publish/subscribe (WS-Notification [12] ).
We represent the externally observable behaviour of each of these mechanisms, as it is observed by the entities that use them to interact with each other, abstracting from their bindings to concrete protocols.
One-to-one message passing
In one-to-one message passing mechanisms, we distinguish a service requester, which sends a request, a service provider, which receives a request and performs the service being requested. Web Sevices technology implements this mechanism using a one-way operation. transition represents the reception of a request at the provider-side. 'REQPAR' represents the request parameter that the designer can specify freely. 'ADDR' is an abstract type that represents the address at which the server is located.
At the requester-side, a requester sends a request with the address of the server ('t_id'). At the provider-side, the request is received by the service provider. The address at which the request is received must match the provider's address, which is stored on the place with the initial marking '1`prv1id'. The transport layer transports the request from the requester-side to the provider-side, but may lose the request because of communication failure. 
Synchronous request/response
In synchronous request/response communication, the service requester waits for a response or exception message from the service provider after sending a request. Web Services technology implements this mechanism using a request-response operation. At the requester-side, the requester adds its own address ('addr') and an id ('c_id') to the request message, so that the provider knows where to direct the corresponding response or exception. At the provider-side, after receiving a request message, the provider sends a response or exception in return. At the requester-side, the requester sends the service provider a one-way request with which it passes an address ('r_id') at which it expects the response.
At the provider-side, after receiving a request, the provider sends a response as usual. However, because the requester passes the address of the callback handler as the address to which the response will be sent, the response arrives at the callback handler. Also, instead of sending a response or an exception as part of the operation in which the request was defined, the callback handler provides an operation for receiving a response ('rcv_rsp'). If the callback handler expects that an exception may arrive, it must also provide an operation for receiving the exception ('rcv_exc'). WS-Polling specifies how a service retrieves a response from a service provider. The poll must be associated with a message identifier ('m_id') that correlates the response to a preceding request (with the same identifier). Figure 5 presents a Coloured Petri Net that represent the observable behaviour of the polling mechanism. At the requester-side, the requester sends a poll request to the provider at which a response is expected to be available. The poll request carries message id ('m_id') of the request for which the response must be retrieved.
At the provider-side, the provider can return: the response desired by the requester ('snd_rsp') or a message indicating that the desired response is not available yet ('snd_na'). 
Multicast message passing
In multicast message passing, one party can send messages to many others.
Web Services technology provides a multicast message passing mechanism through the WS-notification service, which is based on the publish/subscribe mechanism. In such a mechanism, a producer publishes notification messages ('NMSG') on a certain topic ('TOPIC'). These messages are obtained by all consumers that are subscribed to the topic. We focus on the mechanism that uses a 'broker' as an intermediary between the producers and the consumers. Producers can sent notification messages to the broker ('snd_nfy'), which the broker then passes to consumers ('rcv_nfy'). Figure 6 represents the behaviour of the notification producers and consumers and of the broker that is the intermediary between them. A producer makes a message available to the broker by putting it on the place denoted as 'PI' (for producer interface). The broker maintains a list of consumer subscriptions to topics. This list is on the place coloured 'ADDRxTOPICList'. The broker then produces a message for each consumer that is subscribed to the topic of the producer's message. It puts these messages on the place denoted as 'CI' (for consumer interface), where the appropriate consumers can obtain it. Notification Broker PI 1`[(cns1id,"topic1"),(cns2id,"topic1"),(newsub,"topic1"), (cns1id,"topic2"),(cns2id,"topic2"),(newsub,"topic2")] 
CORBA interaction mechanisms
CORBA specifies re-usable mechanisms for interaction between software entities. We focus on the mechanisms that it provides for:
-synchronous request/response communication;
-asynchronous request/response communication, based on callback;
-asynchronous request/response communication, based on polling;
-one-to-one message passing (also called oneway operations in CORBA);
-multicast message passing, based on publish/subscribe (also called the Notification Service in CORBA).
We represent the externally observable behaviour of each of these mechanisms, as it is observed by the entities that use them to interact, abstracting from how the middleware implements these mechanisms.
Synchronous request/response
In request/response communication, we distinguish a client, which sends a request and receives a response, and a server, which receives a request and sends a response. A response can either be a normal response or an exception that notifies the client that some exceptional situation has occurred. Exceptions can either be returned by the server (in which case we call it a user exception), notifying the client that the server could not process the request, or by the middleware (in which case we call it a system exception), notifying the client that a problem occurred in the communication. In case a system exception occurs, the middleware notifies the client whether the server completed processing (got to the point where it returns a response). For that purpose the middleware returns a 'yes', 'no' or a 'maybe'. The 'maybe' represents that it cannot be sure. 'C_NO' representing that the server did not complete processing; 'C_YES' representing that the server did complete processing; 'C_MAYBE' representing that the client cannot be sure if the server completed processing; or 'C_USR' representing that the server returned a user exception.
At the client-side, a client sends a request, which is associated with an id ('c_id') and an address at which the server can be located ('t_id'). The client's request is either sent ('req_tr') to the server as a request ('REQ') message or an exception is returned to the client ('clt_exc_no'), notifying the client that the request could not be sent. The request message is annotated with the client's address, to which the response can be directed by the server. Once the request is sent, the client-side waits for a response or exception message from the server.
The reception of a response or exception results in an internal event that represents: the reception of a response ('rsp'); the reception of a server-side system exception ('svr_exc_no'); the occurrence of a client-side system exception upon receiving the response or exception ('exc_yes'); or the reception of a server-side user exception ('exc_usr'). If a response or exception was not received within some timeout, the client-side middleware generates an exception ('exc_may'). This exception disables the reception of a response or exception for the request/reponse invocation.
At the server-side, a request message is received by the server. The address to which the message is targeted must match the server's address. If the message could not be processed an exception is generated ('exc_no') and returned to the client. Otherwise, the request is delivered to the server, which either responds with a response or with an user exception.
(Multiple) clients and servers can be connected by connecting the 'client-side' and 'server-side' parts from figure 7 to the same 'transport'. The transport is unreliable and may deliver messages in a different order than the order in which they were sent (the CORBA specification explicitly states that "end-to-end ordering guarantees cannot be made" [22] (page 22-55)). In CORBA, for asynchronous Request/Response mechanisms, nothing changes at the server-side. At the clientside, using the callback mechanism, the client sends a request with which it passes an address at which it expects the response. At this address a reply-handler must be active that receives the response. After the client has sent the request, it can continue processing. Sending the request may cause a system exception at the clientside. Figure 8 presents a Coloured Petri Net that represent the observable behaviour at the client-side and the reply-handler side. The Petri Net is similar to the Petri Net from figure 7, but split-up into a client and a replyhandler part. When sending a request, the client side passes the address of the reply-handler ('r_id') as the address where the response should be directed. The client-side middleware then notifies the client whether the request was sent ('snd_req_succ') or not ('rcv_exc'). 'maybe' exceptions are not handled for callback.
(Multiple) clients, reply-handlers and servers can be connected by connecting the 'client-side' and 'replyhandler' parts from figure 8 and the 'server-side' part from figure 7 to the same 'transport'. Replyhandler-side middleware Figure 8 . CORBA callback
Asynchronous request/response: polling
At the client-side, using the polling mechanism, the client sends a request, upon which it receives an instance of an abstract data type that it can poll for the response. Figure 9 presents a Coloured Petri Net that represents the observable behaviour at the client-side. The figure shows that after the client sends a request, the client-side middleware notifies the client whether the request was sent ('snd_req_succ') or not ('rcv_exc_req'). With a success notification, the client is returned an identifier ('c_id') with which it can poll ('poll') for the response.
If the client polls for a response, it can receive: a notification ('poll_timeout') that the response could not be obtained within a timeout period; a notification ('poll_noobject') that the reponse was already obtained by the client; a notification ('rcv_rsp') carrying the response; or a notification ('rcv_exc_rsp') carrying an exception. 
One-to-one message passing
In one-to-one message passing mechanisms, one party can send messages to another.
In CORBA, this mechanism is implemented using 'oneway' request/response communication. For this mechanism, nothing changes in the server represented in figure 7 . However, the server will not send a response upon receiving a request for 'oneway' communication. At the client side, mechanisms for dealing with responses and exceptions that occur after the request was sent, can be removed.
Multicast message passing
Like Web Services technology, CORBA implements multicast message passing using a publish/subscribe mechanism. However, where Web Services technology only supports a 'push' strategy, CORBA supports both a 'push' and a 'pull' strategy, such that publishers can either 'push' messages to the broker themselves, or the broker can continuously 'pull' messages from the publisher. Similarly, subscribers can 'pull' messages from the broker themselves, or have the broker 'push' messages to them as soon as they are available. Figure 10 represents the behaviour of the publishers and subscribers in CORBA. A publisher can either 'push' an event to a channel. After this the publisher can either receive an exception ('rcv_exc'), representing that there was an exception sending the event to the channel, or a response ('rcv_rsp'), representing that the event was successfully delivered to the channel. A 'pull' can also be initiated by the channel. After this the publisher can respond by sending the event to the channel ('snd_rsp'), or by indicating that an event cannot be sent to the channel ('snd_exc'). Even if an event is sent by the publisher, the event may be lost on its way to the channel.
Similarly, the channel can initiate a 'push' on the subscriber. After this the subscriber can respond by indicating that he received the event ('snd_rsp'), or by indicating that he does not want to receive the event ('snd_exc'). Also, the client can try to 'pull' an event from the channel. This can result in a notification from the channel that no events could be pulled ('rcv_exc'), or a notification with the pulled event ('rcv_rsp'). 
UML interaction concepts
This section represents the behaviour of the UML concepts that we can use to represent: request/response and one-to-one message passing. UML also has a mechanism for broadcast message passing. However, we do not consider this mechanism, because broadcast is not addressed by the middlewares that we investigated (only multicast is).
The UML 2.0 provides two different ways to represent request/response and one-to-one message passing: by signal passing and by operation call. An operation call can be either asynchronous or synchronous.
The UML defines the properties of the communication medium that transports the requests, responses and messages as a semantic variation point. These properties include transmission delays, loss of requests, reordering and duplication. In this paper we choose an unreliable medium that does not preserve ordering, because those properties are common properties for communication mechanisms underlying the request/response and message passing mechanisms.
Signal passing
Sending a signal can only be done asynchronously. Figure 11 Receiver side Figure 11 . Sending, transmitting and receiving a signal Figure 11 also presents a Coloured Petri Net that represents the behaviour of receiving a signal. To receive the signal, the receiver executes an AcceptEventSignal. The 'AcceptEvent' transition represents this action. This action waits for the occurrence of an event. In this case, the action waits for a signal reception event that meets the receiver's identity. The receiver's identity is stored on the place with the initial marking 'oid1'. When a matched event is detected, the action completes and produces outputs describing the occurrence of the event and the values carried by the signal 'par'. Figure 12 presents a Coloured Petri Net that represents the behaviour of calling an asynchronous operation. To make an asynchronous operation call, a sender executes a CallOperationAction with attribute isSynchronous sets false. The 'CallOperation' transition represents this action. This action creates a 'CALL' message that contains an indication whether the call is synchronous 'sync', the input parameters supplied by the sender 'par' and the receiver's identity 'oid'. The action then sends the message to the receiver through some transport medium and completes immediately. Figure 12 also presents a Coloured Petri Net that represents the behaviour of receiving an asynchronous operation call. To accept an asynchronous operation call, the receiver executes an AcceptEventAction. The 'AcceptEvent' transition represents this action. This action waits for the occurrence of an event. In this case, the action waits for an asynchronous call reception event that meets the receiver's identity. The identity is stored on the place with the initial marking 'oid1'. This action cannot be used to receive a synchronous operation call. When a matched event is detected, the action completes and produces outputs describing the occurrence of the event and the values carried by the message 'par'. Figure 13 presents a Coloured Petri Net that represents the behaviour of calling a synchronous operation. To make a synchronous operation call, a sender executes a CallOperationAction with attribute isSynchronous sets true to make the action waits for a reply or an exception after sending a request. The 'CallOperation_snd', 'CallOperation_rcv' and 'CallOperation_exc' transitions represent this action. The 'CallOperation_snd' transition handles the sending of a request message, while the 'CallOperation_rcv' and 'CallOperation_exc' handle the reception of a reply and an exception message respectively. This CallOperationAction creates a 'CALL' message that contains an information 'REQ' to indicate that the message is a request, the identity of the call 'cid', an indication whether the call is synchronous 'sync', the input parameters supplied by the sender 'par', the receiver's identity 'roid' and the sender's identity 'soid'. The action sends the request to the receiver through some transport medium and then waits for a reply or an exception from the receiver. To correlate a reply or an exception message with a request message, the identity of the call 'cid' is stored. The 'AcceptCall' transition represents this action. This action waits for the occurrence of a synchronous call reception event that meets the receiver's identity. The identity is stored on the place with the initial marking 'oid1'. When a matched event is detected, the action completes and produces outputs describing the occurrence of the event, the values carried by the message 'par' and information necessary for returning a reply to the sender.
Asynchronous Operation Call
Synchronous Operation Call
This action can also be used to receive an asynchronous operation call, but no corresponding reply or exception can be sent for this operation call.
To send a reply, the receiver executes a ReplyAction. The 'Reply' transition represents this action. This action receives input parameters 'par' and, by using information provided from its corresponding request, this action creates a reply message to be sent to the sender. An information 'RSP' is used to indicate that the call message is a reply.
If the execution of the called operation raises an exception, an exception message is transmitted back to the caller. The 'send exception' transition represents the sending of the exception message to the caller. It should be noted that the UML 2.0 does not specify how exception messages are transmitted to the caller. Thus the transition does not correspond to any action in the UML 2.0. Figure 13 presents also the behaviour of receiving a reply. After sending a request message, the CallOperationAction waits for a reply reception event that meets the request sender's identity and a call identity 'cid'. The sender's identity is stored on the place with the initial marking 'oid3'. When a matched event is detected, the action completes and produces outputs describing the occurrence of the event and the values carried by the message 'par'. When an exception message is received, it raises an exception in the execution of the CallOperationAction.
Representing interactions in UML
In this section we discuss the adequacy of UML for representing the interaction mechanisms analysed above.
To analyze the faithfulness of the UML model elements with respect to the interaction mechanisms, we check if the UML model elements are a correct abstraction of the model elements. To perform this check we use the Petri nets from the previous sections and the refinement theory that we explained in [7, 25] . Although [7] provides algorithms for checking refinement directly on Petri nets, we explain the refinement checks using the execution traces of the Petri nets, because explaining the algorithms for checking refinement is out of the scope of this paper.
Representing request/response
We represent request/response interactions, using the UML synchronous operation call that communicates through an unreliable medium that does not preserve ordering. The models for that interaction are presented in section 5.3. We claim that this is the suggested mapping from the UML synchronous operation call onto the We can solve the unfaithfulness problem by modelling a timeout mechanism that detects message loss after a certain timeout [24] . However, explicitly modelling this mechanism limits the suitability, because it requires that the mechanism is modelled for each interaction, causing a design that contains many of these operation calls to become extensive. It also limits the platform independence of UML, because it reveals implementation details about how communication failures are detected, namely by a time-out mechanism. However, communication failures may be detected in other ways. For example, by notifications that a generated by the communication mechanism.
Representing callback
To represent callback we use a composition of asynchronous UML operations, one that represents the request and one for each possible response and exception. The request has to carry the address of the object that will handle the response. We consider this way of representing the callback mechanism suitable, because only a small collection of UML concepts is needed to represent the callback mechanism. This way of representing can limit faithfulness, because it allows the trace: 'Call Operation(…, server)', 'Accept Event', 'Call Operation(…, client)', 'Accept Event', 'Call Operation(…, client)', 'Accept Event', …. This trace could be useful, for example, for a client to announce its address to the server and for the server to subsequently stream a video to the client. However, the trace cannot be performed by the CORBA nor by the Web Services callback mechanism. Hence, to allow for a faithful mapping, the behaviour of the server in the UML model must be restricted, such that it does not perform this trace.
Also, we claim that this representation limits platform independence, because:
1. user exceptions and responses cannot be declared as such, but have to be specified as asynchronous operation calls, meaning that in UML we encourage an implementation onto multiple asynchronous operation calls and discourage an implementation onto a middleware's callback mechanism; and 2. it requires the server-side to be aware that it is being called using a callback operation, while in the CORBA implementation this is not necessary.
To solve problem 1 we can stereotype the operations. However, then we do not have a 'pure' UML model.
Representing polling
We represent the remote polling mechanism in UML by a UML synchronous operation call. The operation call must have an additional parameter to specify the 'id' of the response for which we are polling. We cannot distinguish this representation of remote polling from a regular remote operation call, unless we use a stereotype. Hence, it limits platform independence.
To represent local polling we need to model an intermediary object that takes care of sending requests to the server and subsequently allowing the client to poll for responses, returning them to the client as they become available.
We claim that, similar to the callback mechanism, this representation limits platform independence. However, the problem with the polling mechanism is more serious, because the designer has to make choices regarding the implementation of the intermediary object. These choices do not necessarily reflect the choices that are made by Web Services or CORBA. Hence, there may be a mismatch between the implementation and the design. The choices that we made to represent the polling mechanism are that:
1. the intermediary object exists locally at the client side and invokes the server that is remote; 2. the intermediary object sends a request to and receives a response from the server by performing synchronous call; and 3. the intermediary object implements some threading mechanism to allow the client to continue processing, while it processes the synchronous request/response to the server.
Another drawback of this solution is that the call from the client does not address the server, but the intermediary object. We can construct a solution in which the client directly addresses the server and the intermediary object only handles the response. However, this solution has the drawback that the client must obtain both the address of the intermediary object and the address of the server object. Also it has the drawback that the server has to change, because it has to obtain requests from the client and send responses to the intermediary object.
Moreover, modelling a complete mechanism causes the model to expand, leading to unsuitability of the resulting model. The benefit of modelling a complete mechanism is that (provided the modelling language is expressive enough) it can be modelled to be completely faithful to the mechanisms that it represents.
Representing one-to-one message passing
We can represent one-to-one message passing in UML by the UML asynchronous operation call. However, this representation is unfaithful to mechanisms that notify the client of communication failures.
Representing multicast message passing
UML has no single concept to represent multicast message passing. Therefore, to represent the multicast mechanism, we must introduce an intermediary object that deals with the pushing and pulling of messages to and from the publishers and subscribers.
We claim that this representation limits platform independence, because it forces the designer to make implementation choices regarding the implementation of the multicast mechanism. These choices include that the mechanism is implemented using a centralized intermediary object and threading mechanisms employed in the intermediary object. Moreover, we argued that modelling a complete mechanism leads to unsuitability.
Conclusion and Discussion
We can conclude that UML can represent all the interaction mechanisms that we discussed. We consider UML suitable for representing synchronous request response, callback and one-to-one message passing, if the mapping from UML elements to interaction mechanisms that we explained above is used. We also consider UML platform independent with respect to synchronous request response and one-to-one message passing in CORBA and Web Services, because it maps equally well to both. We claim that UML is not platform independent with respect to callback, because it cannot distinguish a callback operation from two asynchronous operations. Hence, favouring a mapping onto two remote operation calls rather than on the callback mechanisms provided by the middleware. Also, UML requires the server to be aware that it is processing a callback, while CORBA does not require this. Also, we claim that UML is unfaithful with respect to representing system exceptions, because it does not consider them. One could argue that system exceptions have to be considered at a lower level of abstraction than the level at which UML should be used. However, this means that at the level at which UML is used, communication failure is not detected at all, making UML unsuitable for modelling reliable systems.
One can choose to increase the faithfulness of the UML elements, by explicitly modelling the mechanisms to detect communication failure. However, this would limit the level of suitability (because it means that more modelling elements must be used to represent each interaction) and platform independence (because the mechanism to detect communication failure represents design choice).
We consider UML unsuitable for representing polling and one-to-many message passing, because the interaction mechanisms to perform polling and one-to-many message passing must be modelled explicitly in UML; UML has no model elements that can be used to represent such interactions. Since modelling the mechanisms means revealing implementation details, this also restricts the level of platform independence. 
Related work
There is a long history of research towards concepts to represent interactions at various stages in a design process. Interaction concepts have been studied in the area of reference models (such as [14, 15] ), design languages (such as [6, 8, 10, 13, 19, 20, 25, 27] ) and architectural description languages (such as [1, 17] ). Our work aims to contribute to these areas by evaluating and improving the concepts that are defined in these areas.
More recently, interaction patterns are being studied [3, 11, 26] . Interaction patterns represent frequently occurring compositions of interactions, mainly in the context of business interaction. The project in which the work presented in this paper is embedded, aims to contribute to this area by defining the implementation relation between these business interactions and interactions that can support them in existing middleware.
Platform specific languages (typically UML profiles) exist to graphically represent Web Services and CORBA interactions. The CORBA profile for UML [23] is an example of such a language. Our work complements this work, because we do not aim to define a graphical notation to represent interactions, but to define concepts that define the behaviour of those interactions precisely. Languages that represent the behaviour of Web Services or CORBA based applications include [4, 9] . However, this work focuses on the behaviour in which interactions are used, while we focus on the behaviour of the interactions themselves.
Conclusions and future work
In this paper we provided criteria for adequate interaction design concepts. We also provided an in depth analysis of the interaction mechanisms implemented by Web Services and CORBA and the UML 2.0 model elements for representing these interaction mechanisms.
Based on the criteria and the analysis of UML and the interaction mechanisms, we evaluated the adequacy of UML for representing these mechanisms. From this evaluation, we conclude that UML is unfaithful with respect to the representation of communication failure and unsuitable for representing polling and message passing mechanisms. This means that UML is not adequate for the design of reliable systems and for systems that use interactions other than synchronous request/response, callback and one-to-one message passing.
In the context of the project in which this work is embedded, we aim to define concepts that are adequate for representing advanced interaction mechanisms (such as one-to-many message passing, transactions and negotiation) and reliable systems. In this paper we focused on design at the lowest level of abstraction before choosing a particular middleware platform (Web Services or CORBA). In future work we will also consider higher levels of abstraction and middleware platforms and develop concepts for those levels. Also, we will develop concepts to represent other aspects of interaction mechanisms, such as: threading mechanisms and creation and destruction of bindings between communicating parties (e.g. event channel subscriptions).
