This paper addresses the problem of routing and scheduling parallel I/O operations to minimize the time required to transfer data between processors and I/O devices. In particular, 2-dimensional Mesh is considered in which routing is performed using wormhole switching, and I/O nodes are placed on the periphery of the mesh. Within this context, two kinds of scheduling mechanisms are studied. In the rst, packets may be blocked temporarily in the network: an algorithm is presented that allocates routes based on minimizing tra c congestion on the interconnection network. In the second, a scheduling algorithm which ensures that no packet will blocked along its route is presented. This paper discusses the complexity of these problems, proposes and evaluates several heuristic algorithms, and experimentally compares the performance of blocking and non-blocking routing techniques.
Introduction
The time required for I/O operations is known to often severely limit the performance of a parallel computer system 1]. While some general hardware and software solutions have been suggested for alleviating the I/O bottleneck 1, 8] , we focus on the speci c problem of scheduling parallel I/O operations to minimize the time to transfer data between processors and I/O resources { an important sub-problem that we believe has received scant attention 4, 5] . More precisely, the following question is addressed in this paper: given processors with varying (non-uniform) This research was supported in part by NSF grant CCR-9209345 amounts of data to be transferred to (or from) a group of disks, how should the transfers be scheduled and routed to complete these I/O operations in minimum time?
Speci cally, we study the I/O transfer problem on a wormhole-routed mesh-connected machine in which I/O nodes are placed along portions of the mesh periphery, an I/O organization exempli ed in Intel's Delta and Paragon systems 1]. Since disk accesses are controlled by designated I/O nodes attached to the periphery, we only consider transfers between processors and I/O nodes. In our model, de ned formally in the next section, each processor (i; j) in the mesh has a data packet consisting of w ij;k equal-sized its 1 ; the packet must be written into the k th I/O node using wormhole routing (the read problem is analogous). In wormhole routing 3], the header it governs the route of the packet and the other its follow in a pipelined fashion.
Communication links in the mesh must be shared by the various I/O transfers. We consider two transfer modes { Blocking and Non-blocking. In the blocking scheme, the header it of a packet tries to start moving as soon as the packet is ready for transmission. However, when there are link contentions, (the its of the) packets are blocked and will start moving again when the link is available. The blocking and movement is taken care of by the underlying architecture. In the non-blocking scheme, release times for packets are determined by the scheduling algorithm to ensure that no packet is blocked while being transferred. We show that suitable problem formulations for both modes are NP-complete. We propose three simple heuristic on-line adaptive algorithms for the blocking mode and propose a heuristic for computing an o -line, non-blocking schedule. Extensive experimental results suggest that our heuristics compare favorably with more traditional routing schemes like the XY (one-turn) routing algorithm.
In both of the scheduling modes described above, we assume that a global snapshot of the desired I/O tra c is available o -line to the routing algorithms. In the context of I/O scheduling, this assumption is indeed justi able in many applications. For example, many Single-Program-Multiple-Data (SPMD) parallel programs can be viewed as operating in three distinct synchronized phases: (1) load data and programs, (2) compute-communicate cycles and (3) output data. All processors are explicitly synchronized at the beginnings and ends of phases (1) and (3), and thus the entire tra c matrix is known after each synchronization point. During phase (2), I/O may be required for \out-of-core" applications where processor memory is not su cient and thus accesses have to be made to the disks to read and write data. There is an implicit synchronization, in the sense that this process will take place at approximately the same time in all processors -i.e., all processors have to access the I/O node at this step and once again it is reasonable to assume that the entire tra c matrix (of I/O transfers) is known at this time.
Some aspects of scheduling parallel I/O operations have been studied extensively by Jain et al in 4, 5] .
In 4] they discuss the problem of scheduling I/O on a bus based multiprocessor system. While our work is similar in spirit, there are many signi cant di erences. First, ours is a mesh-based architecture. Second, they consider a dedicated link between processors and I/O nodes and thus the added complexity of routing is not present in their formulation. Third, packet sizes are assumed to be equal. In our case, links are shared by processors and packets originating at the processors would be of di erent sizes. Problems concerning communication between processors in a large parallel machine have received signi cant attention in the literature, for example, broadcasting, multicasting, permutation routing, all-to-all communication, adaptive and deadlock-free routing 6, 9]. Typically, past studies have considered unit size messages with an emphasis on store-and-forward routing regimes, or point-topoint wormhole routing. In contrast, we allow messages of varying size and study wormhole routing to perform I/O between processors and peripheral I/O resources. Our problem formulation is also related to prior work on scheduling le transfers 2, 7] , although the details are quite di erent since we consider a spe- transfer between a disk attached to an I/O node (k; n) and a mesh processor (i; j) is treated as a transfer between the two processors on the mesh. A write request is formulated as follows: processor (i; j) must transfer w ij;k 0 its of data to I/O node k, for 1 i; j n; 1 k m (a read request is formulated similarly). We only consider writes in this paper, because the analysis of reads is similar.
A path, P = (l 1 ; l 2 ; :::; l k ), between processors (u 0 ; v 0 )) and (u k ; v k ), is a sequence of k links from processor (u 0 ; v 0 ) to (u k ; v k ). A route between a source processor (i; j) and a destination I/O node at location (k; n) is simply a path P from (i; j) to (k; n). We denote by A, an assignment of routes to packets, such that every packet traverses exactly one route from its source processor to destination I/O node. The assignment can done o -line (and is thereafter xed), or can be done on-line, depending on local routing decisions made at each processor. Under a given route assignment, we say that the packet at source processor (i; j) uses intermediate link l if and only if l is on the path P assigned to the packet. Thus the packet at (i; j) contributes w ij;k amount of tra c (in its) to every link it uses; the link congestion for link l is the net tra c contribution to l due to all paths that use l. A transmission schedule, T , de nes the starting time to a packet, i.e. the time when the header of the packet starts moving towards its destination.
In the blocking I/O transfer mode, every packet tries to start moving as soon as it is ready for transmission at the processor or at the I/O node (hence T (i; j) = 0). During each time step along its route (which may be computed o -line or on-line), the header of the packet either moves or gets delayed because of a contending packet. Contention occurs when more than one packet wants to use the same link at the same time. Once the header is blocked, the entire packet remains blocked (i.e. all the channels currently being used by the packet remain blocked) until the header can start moving again. In the blocking mode, the problem of resolving con icts is arbitrated by the architecture.
Clearly, if blocking is admissible, then the maximum link congestion is a lower bound on the time taken to complete all transfers. Hence, we model our problem as one of nding a route assignment that minimizing the maximum link congestion in the mesh. This is further justi ed by the fact that the link congestion is also implicitly related to the number of link con icts which result in delayed messages. The optimal assignment is the one which has the minimum congestion among all feasible assignments. We state the following theorem which can be proved by a straightforward reduction from the set partition problem. Theorem 2.1 Finding an optimal, o -line assignment of routes with minimum congestion is NP-hard.
In the non-blocking transfer mode, we have to determine, o -line, both an assignment of routes and a transmission schedule based on the global knowledge of the packet sizes and their origin and destination information. The routing strategy and the schedule together, must guarantee that a packet will never get blocked once it starts, i.e. a packet may only be delayed from the time it is ready for transmission until the time it actually starts moving.
As before, let A denote an o -line assignment of routes to packets. For simplicity, we only consider shortest-path routes in the network. Given A, let T denote a feasible schedule as described above. For each packet initially at processor (i; j) and destined for I/O node at (k; n), we de ne D ij;k =j k ? i j +n?j, which is essentially the shortest distance from the processor to the disk. Let r i;j denote the release time, which is the earliest time the packet could start moving without getting blocked en route or causing others to block. Then, we seek a combination of A and a feasible T such that max (i;j) D ij;k + w ij;k + T (i; j)
is minimized. This quantity, called the length of the non-blocking schedule, can be interpreted as follows.
It is the latest time by which every packet in the network would have been transferred successfully to its destination disk without being blocked en route. Unfortunately, under a shortest-path routing assignment, the following negative result can be proved and we omit the proof for brevity.
Theorem 2.2 The problem of nding a minimum length non-blocking schedule is NP-hard.
Routing Algorithms for Blocking Transfer Model
Given the intractability of the o -line problem of nding routes with minimum overall link congestion, we consider adaptive, on-line routing algorithms for the blocking transfer problem. We propose and study three adaptive, on-line routing algorithms for the blocking mode: Least Cost Neighbor-Node (LCNN) routing, Least Cost Neighbor-Link (LCNL) routing and Greedy routing. In all of these schemes, when a packet header it reaches a node, the next link to be traversed by the header is determined on-line, based on purely`local' information such as the sizes of packets at neighboring processors, the congestion on neighbor links, or the earliest availability of neighbor links. All of these routing schemes are minimal routing schemes, since the packets always take the links in the direction of the destination and never away from it. In the complete paper, we establish the deadlockfreedom of each the three schemes (using the channel dependency graph), and experimentally compare the performance of these schemes. We believe our results will best apply to applications which generate highly non-uniform I/O access patterns, such as those found in parallel databases and certain scienti c computations.
We compare our proposed schemes with a couple of well-known wormhole routing strategies, viz. XYrouting and random routing. All the schemes below can be described in terms of the routing strategy used for the header of a generic packet starting at (i; j) and destined for I/O node (k; n). Since all the schemes route along shortest paths, it follows that there are two possibilities at any intermediate stage. In the rst case, the header may be resident at a processor in row k (or column n) and must then traverse the remaining links along the row (or column). In this case, the next link is forced by the shortest path requirement. In the second possibility (i 6 = k and j 6 = n), there are two choices for the next node`in the direction of the destination disk', that will move the header closer to its destination. Such intermediate processors along a route are called choice points. The strategies di er in how they route the header to one of the choice points. Proof: The proof from the preceding lemma may be extended by partitioning the network into two subnetworks where each sub-network satis es the previous lemma.
Non-Blocking Transfer Model
Recall that for the non-blocking transfer mode, both an assignment of routes A and a transfer schedule T are to be determined. We consider XY routing for the assignment of routes. This is motivated by the e cient solution to the special case of the I/O routing problem in a linear array. In the full paper, we provide an algorithm that produces a schedule of optimal length in polynomial time.
For the two-dimensional mesh, consider the packet originating at processor (i; j). Recall that w ij;k is the number of its in the packet at processor (i; j) destined for I/O node (k; n), and the initial distance to the node is given by D i;j =j k ? i j +n ? j. De ne r i;j to be the release time of the packet, which is initially equal to zero. Release time is the earliest time a packet could start moving without getting blocked en route or causing others to block. The problem of nding schedules for the packets is transformed to the problem of constructing a sequence of weighted bipartite graphs and nding a maximum weight matching in each of them. Let G = (U; V ) be the weighted bipartite graph constructed from the routing problem. The vertices U = fu i : 1 i ng and V = fv j : 1 j ng denote the columns and the rows of the mesh. There is an edge corresponding to every packet as follows. Consider a packet as described above, with w ij;k its originating at processor (i; j) and destined for disk (I/O node) (k; n). The initial distance from the packet origin to its destination is D i;j =j k ? i j +n ? j and its release time is r i;j .
Corresponding to this, as yet unscheduled, packet is an edge from vertex u i to the vertex v j . The edge has a positive weight T max ?(r i;j +d ij;k ), where T max is a su ciently large constant. A maximum weight matching in the above graph corresponds to independent X-Y routes of packets which could move simultaneously without collision. The algorithm sketched below attempts to construct a schedule by successively updating release times of packets, so that every packet is eventually started, and no two packets ever experience channel contention.
Brie y, the algorithm computes a sequence of weighted, bipartite graphs as described above. In each round of the algorithm, we try to schedule, in parallel, as many independent packets from the current graph as possible, while maximizing the weights of the selected packets. This is done by nding a maximum weight matching in the current graph G; by de nition, the edges chosen correspond to packets with independent XY routes and hence, these packets can be scheduled simultaneously without the possibility of con ict. The weight function favors packets with lower (r i;j + D i;j ) value during any round, an idea that is motivated by the linear array routing algorithm mentioned earlier (details in full paper). At the end of a round, the matched edges are deleted, and the r i;j values for the remaining unscheduled packets (and hence, the corresponding edge weights) are suitably updated. This process repeats until the graph contains no more edges.
It is not di cult to see that the schedule constructed by the algorithm is non-blocking. Moreover, maximum weight matchings in bipartite graphs can be computed e ciently, and during any round, an update for an unscheduled packet depends on no more than two packets scheduled during the round (details in the full paper).
Experimental Observations
The routing algorithms proposed in this paper were experimentally evaluated through extensive simulation; the simulation incorporates many architectural features described in 9]. The complete paper will include a detailed description of the simulator, simulation parameters, the experiments, and the data sets used in the experiments. We now brie y summarize a few of the measurement parameters, and present some of the results of our experiments. CNG is the maximum link congestion and ST is the schedule time. The results tabulated represent the values averaged over 100 runs for each problem instance of mesh size and number of disks. The two tables shown present the results for 32 32 mesh under two allocation schemes of I/O nodes to processors. Table 1 shows results for an approximately uniform distribution of the load among the I/O nodes. Table 2 As the results indicate, the three routing heuristics result in lower congestion than the X-Y routing scheme for non-uniform load distribution. The greedy routing scheme gives the lowest congestion in all runs, with up to 50% reduction in congestion over X-Y (Table 1). However, the schedule time (which depends on more than congestion alone) is lower when X-Y routing is used. This also suggests that the metric of congestion alone will not accurately model the I/O transfer completion time. In our problem model, the total congestion along a link can be independent of the total number of con icts in the network. For example, a large packet traversing across a link results in a higher congestion but there may be no con icts for the link if no other message is routed through the link. Conversely, a number of small sized packets may get routed through common links thereby resulting in lower congestion but a higher number of link conicts. The non-blocking scheduling (Non Blk) gives much lower completion time than any of the blocking schemes. For example it gives up to 50% improvement over the X-Y routing scheme (Table 2) . However, the improvements are smaller when the load across the I/O nodes is evenly distributed (Table 1 ).
Conclusions
This paper studied the problem of routing and scheduling of parallel I/O operations in a wormholerouted mesh network of processors under two transfer modes, blocking and non-blocking. We analyzed the complexity of the general problem, proposed heuristics and provided an experimental evaluation of the heuristics. The advantage, in terms of reduced schedule (transfer) time, of o -line non-blocking scheduling is demonstrated through the experiments. The three routing schemes (for blocking mode) are seen to signi cantly decrease congestion over the X-Y routing scheme although they do not reduce the schedule time. We believe our results will best apply to applications which generate highly non-uniform I/O access patterns, such as those found in parallel databases and certain scienti c computations.
