Abstract-The problem of blind demodulation of multiuser information symbols in a high-rate code-division multiple-access (CDMA) network in the presence of both multiple-access interference (MAI) and intersymbol interference (ISI) is considered. The dispersive CDMA channel is first cast into a multipleinput multiple-output (MIMO) signal model framework. By applying the theory of blind MIMO channel identification and equalization, it is then shown that under certain conditions the multiuser information symbols can be recovered without any prior knowledge of the channel or the users' signature waveforms (including the desired user's signature waveform), although the algorithmic complexity of such an approach is prohibitively high. However, in practice, the signature waveform of the user of interest is always available at the receiver. It is shown that by incorporating this knowledge, the impulse response of each user's dispersive channel can be identified using a subspace method. It is further shown that based on the identified signal subspace parameters and the channel response, two linear detectors that are capable of suppressing both MAI and ISI, i.e., a zeroforcing detector and a minimum-mean-square-errror (MMSE) detector, can be constructed in closed form, at almost no extra computational cost. Data detection can then be furnished by applying these linear detectors (obtained blindly) to the received signal. The major contribution of this paper is the development of these subspace-based blind techniques for joint suppression of MAI and ISI in the dispersive CDMA channels.
I. INTRODUCTION
T HERE is currently a significant interest in the design of wireless code-division multiple-access (CDMA) networks that would give users access to data rates on the order of 1-10's of megabits per second [3] , [12] , or even higher asynchronous transfer mode (ATM)-compatible rates for wireless multimedia applications [10] . Due to bandwidth constraints, it is anticipated that for high-rate wireless data applications, the processing gain may be an order of magnitude lower than that in the voice communications [3] . In the design and analysis of the low-rate CDMA systems, the presence of intersymbol interference (ISI) due to the multipath nature of the wireless channels is often neglected [14] . However, for the high-rate CDMA systems, the ISI is no longer negligible and, in fact, together with the multiple-access interference (MAI) which is inherent to any nonorthogonal CDMA system, constitutes the major impediment to the overall system performance. In this paper, we develop blind techniques for joint channel equalization and multiuser detection in such dispersive CDMA channels.
It has been demonstrated that multiuser detection provides very substantial performance gains over detection techniques conventionally used in multiple-access channels. Recently, blind techniques for adapting the linear multiuser detectors have been proposed [5] , [19] , [22] . These blind techniques essentially allow one to use a linear multiuser detector for a given user with no knowledge beyond that required for implementation of the conventional detector for that user. That is, the informational complexity of these detectors is identical to that of the conventional detector, while the performance of the blind multiuser detector is substantially better. The blind method in [5] for adapting the linear minimum-meansquare-error (MMSE) detector is based on minimizing the output energy of a linear filter subject to a constraint. That work was extented in [19] to incorporate the multipath effect. The blind approach proposed in [22] is based on the signal subspace tracking technique and can blindly adapt both the decorrelating (i.e., zero-forcing) detector and the linear MMSE detector. It has been shown that a major limitation of the minimum output energy (MOE) approach to blind multiuser detection is that there is a saturation effect in the steady state, which causes a significant performance gap between the converged blind MOE detector and the true MMSE detector [5] , [13] . In the subspace-based blind approach, however, the linear detectors are constructed in closed form once the signal subspace components are computed, and it is seen in [22] that the subspace-based detector outperforms the blind MOE detector in the steady state.
The method in [22] is targeted primarily at the low-rate CDMA systems, e.g., single-path channels or frequencyselective multipath channels with negligible ISI. In this paper, we extend that work and develop subspace-based blind techniques to combat both MAI and ISI in the highrate dispersive CDMA systems. Several recent works have addressed the use of the subspace-based MUSIC-type of methods for parameter estimation in CDMA systems, such as delay and channel estimation [1] , [17] . The major contribution of this work is the development of blind techniques for blind joint suppression of MAI and ISI in dispersive CDMA channels.
In this paper, the communication channels are assumed to be slowly varying, such that they remain constant for a certain number of symbol intervals. The signal processing techniques developed here process the received signal in a block-byblock fashion and therefore incur a larger delay compared with the symbol-by-symbol processing methods. Hence, the scenarios considered here are delay-insensitive CDMA communication applications in slowly varying channels, such as indoor wireless data communications.
The rest of the paper is organized as follows. In Section II, we introduce the dispersive CDMA channel model, and cast it into a multiple-input multiple-output (MIMO) signal model framework. In Section III, by applying the theory of blind MIMO channel identification and equalization, we show that under certain conditions, the multiuser information symbols can be recovered without any prior knowledge of the channel response and the users' signature waveforms, although the algorithmic complexity of such an approach is prohibitively high. In Section IV, we develop subspace-based blind channel estimation techniques for both the forward link and the reverse link, which exploit the knowledge of the signature waveform of the desired user available at the receiver. In Section V, we further show that based on the identified signal subspace parameters and the channel response, a linear zero-forcing detector and a linear MMSE detector for joint suppression of MAI and ISI can be constructed in closed-form, with almost no extra computational overhead. In Section VI, several related issues, including initial delay estimation, signal subspace rank estimation, and robustness against channel estimation errors, are discussed. In Section VII, we provide some simulation examples to demonstrate the performance of the proposed blind channel equalization and multiuser detection techniques. Section VIII contains the conclusion.
II. SIGNAL MODELS

A. Dispersive CDMA Channel Model
Consider a -user binary communication system, employing normalized modulation waveforms and signaling through their respective dispersive channels with additive white Gaussian noise. The transmitted signal due to the th user is given by (1) where denotes the information symbol interval and , , and denote, respectively, the amplitude, symbol stream, and delay of the th user
In the directsequence spread-spectrum (DS/SS) multiple-access format, the user signaling waveforms are of the form (2) where is the processing gain, is a signature sequence of 1's assigned to the th user, and is a normalized chip waveform of duration .
The th user's signal propagates through a dispersive channel with complex impulse response . At the receiver, the received signal due to the th user is then given by (3) where denotes convolution, and (4) The total received signal at the receiver is the superposition of the data signals of the users plus the additive white Gaussian noise, given by (5) where is a zero mean complex white Gaussian noise with power spectral density .
The signal model given by (3)- (5) represents a dispersive asynchronous CDMA channel, which is typical for the reverse channel (i.e., mobile to base station) of a CDMA network. The forward channel (i.e., base station to mobile) of a CDMA network is a special case of this model, where the data signals of the users are synchronous, i.e., and they propagate through a single dispersive channel, i.e., .
B. Discrete-Time MIMO Model
We proceed to develop a discrete-time MIMO signal model for the dispersive CDMA channel, which is key to developing the blind equalization and multiuser detection algorithms for dispersive CDMA channels in the subsequent sections.
Suppose that in (4) has finite support of length , i.e., it is zero outside the interval . At the receiver, the received signal is first filtered by a chipmatched filter and then sampled at the chip rate. The resulting discrete-time signal component due to the th user at the th chip period of the th symbol interval is then (6) (7) where in (6), we denote (8) and in (7) we denote for (9) (10)
In (10), is the composite signal waveform of the th user, resulting from the convolution of the original spreading sequence with the total channel response . The received discrete-time signal during the th chip period of the th symbol interval is then given by (11) The MIMO model (14) and (15) for the dispersive CDMA channel is illustrated in Fig. 1 . We still need to specify the values of and First, in order to achieve blind identifiability, the Sylvester matrix should have full column rank, which necessitates that it be a "tall" matrix, i.e., . Therefore, should satisfy (18) As will be shown later [cf. (26)], another necessary condition that should satisfy is
The number of samples should chosen such that the data symbol matrix has full row rank [cf. (C3) in Proposition 1], which necessitates that it be a "wide" matrix, i.e., i.e.,
III. BLIND MULTIUSER DETECTION WITHOUT USING SPREADING SIGNATURES
The basic problem here is to estimate the transmitted multiuser information symbols from the received data . From the data formulation in the previous section, it is seen that this problem is equivalent to separating multiple signals in a finite-impulse-response (FIR)-MIMO channel. The problem of blind MIMO channel identification and equalization arises in array signal processing, and has received considerable recent interest [6] , [7] , [18] , [21] . In this section, by applying the theory of blind MIMO channel identification and equalization, we show that under certain conditions it is possible to recover the multiuser information symbols without knowing the channel response and the users' signature waveforms. The results in this section are mainly of theoretical interest, due to the high complexity of the algorithm for separating an instantaneous linear mixture of finite alphabet signals. Moreover, in practice, the signature waveform of the desired user is always available at the receiver, and this information can be exploited to develop more efficient and powerful blind interference suppression algorithms, as will be discussed in the subsequent sections.
A. Blind Identifiability
Let be the -transform of For now we assume that there is no noise and consider the issue of identifying the channel response directly from the data matrix in (16) . The following result, found in [7] , states that under certain conditions the total channel response can be identified up to a nonsingular ambiguity matrix.
Proposition 1: [7] Suppose that the following conditions are satisfied:
(C1) is of full column rank; (C2) is of full column rank for all ; (C3) (C4) has full row rank. Then if there are a Sylvester matrix and a matrix with the same dimensions as and , respectively, such that then (21) where is a nonsingular matrix and are the filter coefficient matrices associated with Now suppose that the channel has been identified up to a nonsingular ambiguity matrix, i.e., we have obtained where for some nonsingular matrix where denotes the Kronecker matrix product and denotes an identity matrix. Using (14), we have (22) where denotes the pseudomatrix inverse and is a vector of the form where is a vector. Denote and Then (22) indicates that, at this point, we have identified the multiuser data symbols up to an ambiguity factor , i.e., Given the fact that the data symbols belong to a finite alphabet, e.g., , they are identifiable with sufficient data samples [25] . We can obtain by solving the following optimization problem: (23) where the elements of are constrained to be 1. This is a nonlinear separable optimization problem with mixed integer and continuous variables. It is proven in [4] that this optimization can be carried out in two steps. First, (23) is minimized with respect to , which is unconstrained minimization, then, substituting the solution back into (23) and minimizing with respect to by enumeration. It is clear that the complexity of this procedure is exponential in ( ), which is certainly prohibitive. Notice that several iterative algorithms have been proposed in [18] to solve such problems of separating an instantaneous linear mixture of finite alphabet signals. However, our simulations indicate that these algorithms fail to provide satisfactory performance, at least for this particular application (e.g., the probability of error is well above 10% even in the noise-free case.).
We next outline briefly a subspace method for computing the MIMO channel estimate up to a nonsingular ambiguity matrix factor as in (21) .
B. Subspace Method for Channel Identification
The following subspace algorithm for MIMO FIR channel identification is an extension of the algorithm in [11] to multiple signals [20] . Let be a basis of the left null space of Since is of full row rank, we have
Since it is assumed that has full column rank and has full row rank, both equal to , it then follows that the also has rank and therefore its left null space has dimension Now partition the matrix as 
If the matrix is tall, i.e., [Note that this condition gives rise to the second condition that the smoothing factor should satisfy in (19) .], then its right null space specifies up to a right nonsingular matrix factor , i.e.,
IV. BLIND CHANNEL ESTIMATION BASED
ON USER SPREADING SIGNATURES It is seen from the previous section that without the knowledge of the users' spreading waveforms, the composite signature waveforms of all users can be identified only up to a nonsingular ambiguity matrix factor. To further resolve this ambiguity, the finite alphabet property of the input data has to be exploited, and the corresponding algorithm is prohibitively expensive. Furthermore, the practical utility of such an approach is probably restricted to noncooperative applications such as eavesdropping. For any conventional CDMA communication applications, the signature waveform of the desired user is always available at the receiver. Specifically, in the forward channel, the receiver at the mobile unit has the knowledge of its own spreading signature, whereas, in the reverse channel, the receiver at the base station has the knowledge of all users' spreading signatures. In this section, we show that by incorporating the knowledge of users' signature waveforms, it is possible to determine uniquely the impulse response of each user's dispersive channel through a subspace method. Note that the channel estimate (and thus the composite signature waveform estimate) obtained through a blind method always has an arbitrary phase ambiguity, which can be easily resolved by differentially encoding and decoding the information data.
A. Spectral Decomposition
Consider the autocorrelation matrix of the received signal
Since the additive noise is assumed to be white and independent of the signals, from (15) we get (27) where we have used the assumption that each user's information symbols are independently identically distributed (i.i.d.), and the symbol streams of different users are independent, therefore (recall that It is also assumed that the Sylvester matrix has full column rank In [7] it is shown that has full column if the conditions (C1)-(C3) in Proposition 1 hold. 
B. Forward Link Channel Estimation
In the forward link the signals of all users are synchronous and propagate through the same dispersive channel. We assume that the receiver at the mobile unit has synchronized with the base station transmitter, i.e., We also assume that the total channel response defined in (8) 
Therefore is the right null vector of the matrix Furthermore, under certain conditions specified by the following result, the right null vector of the matrix uniquely determines the channel response vector up to a multiplicative constant.
Proposition 2: Suppose that in addition to the four conditions (C1)-(C4), as in Proposition 1, the following condition also holds.
(C5) The matrix has full column rank. Then if there is a vector such that , then where is a scalar constant.
Proof: Since conditions (C1)-(C4) hold, by Proposition 1, we have Now by assumption (C5), we must have and Thus, Next we consider computing the channel response vector at the th mobile unit. Assume a general case in which the th user has the knowledge of the signature sequences of some users whose index form a set with Since in practice only the sample estimate is available, we choose to solve (26) in the least squares sense. This leads to the following minimization problem:
where Therefore, is given by the eigenvector corresponding to the smallest eigenvalue of
C. Reverse Link Channel Estimation
We now consider the reverse link scenario in which the base station estimates the channel response of each reverse link. Assume that the impulse response of the physical channel for the th user is zero outside the interval Since , and has support only on the interval , using (4) we obtain the total channel response as It is demonstrated in the previous section that the dispersive channel of the desired user can be estimated based on the spectral decomposition of the autocorrelation matrix of the received signal. In this section, we consider further constructing two forms of linear detectors for joint suppression of both MAI and ISI, based on the identified signal subspace parameters and the channel response.
Consider the problem of detecting the th user's information symbols from the received signal A linear detector for this purpose is in terms of a correlator followed by a hard limiter, such that the is demodulated according to the following rule: Recall from Section IV-A that the diagonal matrix Define
Let the singular value decomposition (SVD) of the matrix be
where the matrix has for all , and
The numbers are the positive square roots of the eigenvalues of and, hence, are uniquely determined. The columns of the matrix are the orthonormal eigenvectors of and the columns of the matrix are the orthonormal eigenvectors of
The following result can be found in [22] .
Lemma 1:
The diagonal matrix is given by (43) where the is the transpose of in which the positive singular values of are replaced by their reciprocals, and is a unitary matrix consisting of the eigenvectors of as in (28).
In what follows we derive two forms of linear detectors for joint suppression of MAI and ISI in dispersive CDMA channels, namely, the linear zero-forcing detector and the linear MMSE detector.
A. Linear Zero-Forcing Detector
The linear zero-forcing detector for detecting the th bit of the th user has the form of (37) with the weight vector such that, in the absence of noise, both the MAI and the ISI are completely eliminated at the correlator output.
Proposition 3: A linear zero-forcing detector for detecting the th user's data bit from the received signal is given by (44) where and are defined in (28).
Proof: By definition (41)
In the absence of noise, using (44) and (14), we have (45) where the second equality follows from (28), the third equality follows from (42) and (43), and the fourth equality follows from the following facts:
Therefore, completely eliminates the MAI and the ISI, and it is indeed a zero-forcing filter.
B. Linear MMSE Detector
The linear MMSE detector for detecting the th bit of the th user has the form of (37) Proof: Let be a -vector of all zeros except for the th entry, which is unity. Using (12) and (15) where the second to last equality follows from (28) and the last equality follows from the fact that and therefore Remark: The two linear detectors given by (44) and (46) can be interpreted as follows. First the received signal is projected onto the signal subspace to get a -vector
The desired user's composite signature waveform is also projected onto the signal subspace to obtain
The projection of a linear detector in the signal subspace is then a signal such that the data bit is demodulated as According to (44) and (46), the projection of the linear zero-forcing detector and that of the linear MMSE detector in the signal subspace are given, respectively, by . . .
Note that as the two linear detectors become identical.
C. Near-Far Resistance
A commonly used performance measure for a multiuser detector is the asymptotic multiuser efficiency (AME) [8] , defined as , which measures the exponential decay rate of the error probability as the background noise approaches zero. A related performance measure, the near-far resistance, is the infimum of AME as the interferers' energies are allowed to vary
The near-far resistance of the linear detectors derived in the previous section is given by the following result.
Proposition 5:
The near-far resistance of the zero-forcing detector in (44) and that of the linear MMSE detector in (46) is given by Proof: Since as the two linear detectors become identical, they have the same AME and near-far resistance. Hence, it suffices to find the near-far resistance of the zeroforcing detector in (44). By Proposition 3 the output of contains only the useful signal and the ambient Gaussian noise. The amplitude of the useful signal at the output is ; the variance of the noise is where
where the second equality follows from the facts that and (42); the third equality follows from (43); the fourth equality follows from the facts that and ; and the sixth equality follows from (42). The probability of error is then given by It then follows that VI. DISCUSSION
A. Initial Delay Estimation
So far we have assumed that the receiver has estimated the delay of the user of interest within a chip interval. Next we consider how to estimate this timing information Since takes values from the set , we propose the following minimization procedure for initial delay estimation:
where as in Section IV-C, for a given , is the submatrix of starting from the th column. The rationale for using (51) to estimate the delay as follows. For the right hypothesis of , the minimized cost function will be close to zero, whereas, for the other hypothesis, the cost is higher.
Next we consider a special case of (51) where the signals are asynchronous and there is no multipath, i.e., we consider delay estimation in an asynchronous CDMA system. In [9] , a blind adaptive technique for joint acquisition and demodulation is proposed, which is based on the MOE blind multiuser detection approach. In the subspace-based blind approach, the user delay estimate can also be obtained once the subspace components of the received signal covariance matrix are computed. Define and In our framework, for this case the physical channel impulse response is given by Assuming the chip waveform is rectangular, then from (4) and (8) 
B. Signal Subspace Rank Estimation
In the previous discussion, we have assumed that the dimension of the signal subspace is known to the receiver. Alternatively, it can also be estimated based on the eigenvalues of the sample covariance matrix. Let be the eigenvalues of the sample covariance matrix . Information theoretic criteria such as the Akaike information criterion (AIC) or minimum description length (MDL) criterion can be used to estimate the rank of the signal subspace [23] . They are defined as follows: (56) (57) where (58) The estimate of the rank is given by the value that minimizes the corresponding quantity.
C. Robustness Against Channel Estimation Errors
The expressions for the linear zero-forcing detector (44) and the linear MMSE detector (46) derived in the previous section are based on the true signal subspace parameters and the true composite signature waveform of the desired user
In practice, these exact quantities are replaced by their respective sample estimates. In the high signal-to-noise region, the performance of the two exact linear detectors tends to be the same. However, as will be illustrated by the simulation examples in the next section, when the two linear detectors are constructed from the sample estimates of the signal subspace parameters and the estimated composite signature waveform, the linear MMSE detector considerably outperforms the linear zero-forcing detector. The reason is that the form of the linear MMSE detector in (46) is more robust against the channel estimation error. To see this, we write the estimated composite waveform of the desired user as (59) where is the estimation error vector. Replacing the true composite waveform in (44) and (46) by the estimated one , we obtain the two estimated linear detectors, given, respectively, by
Comparing (60) and (61) it is clear that the composite signature mismatch causes more error on the zero-forcing detector than on the MMSE detector An alternative way to see that in (46) is more robust to the mismatched composite signature than in (44) is as follows. Consider constructing the linear MMSE detector in the presence of mismatch. To alleviate the detrimental effects caused by the mismatch, the norm of the linear detector should be constrained [5] , i.e., the optimization problem can be formulated as Using the method of Lagrange multipliers, this can be solved as follows: (62) where is a positive number. Therefore, we see that in order to make the detector robust against the mismatch, the diagonal matrix should be perturbed by a positive number. However, it is seen from (44) that in the linear zero-forcing detector, the diagonal matrix is perturbed by a negative number, which is just the opposite of the way toward robustness. Therefore, it can be inferred that the linear zero-forcing detector is not robust under channel estimation error or composite signature mismatch.
VII. SIMULATION EXAMPLES
In this section, we provide some simulation examples to demonstrate the performance of the blind channel equalization and multiuser detection algorithms developed in this paper. The simulated CDMA system has a processing gain with randomly generated spreading sequences. In each example, samples are used for estimating the channel response and the linear multiuser detectors. The desired user is user 1. The performance measure plotted here is the probability of bit error versus the desired user's signal-tonoise ratio (SNR), (SNR is defined as ) averaged over 500 independent runs.
A. Example 1: Synchronous/Asynchronous Nondispersive CDMA System
We first illustrate the performance of the subspace-based blind multiuser detectors in nondispersive CDMA channels. Two cases of system load are simulated: and For each case, both the perfect power control situation (i.e., all users have equal powers) and a near-far situation (i.e., each interfering user is 10 dB stronger than the user of interest) are simulated. The simulated performance in the synchronous channel is plotted in Fig. 2 . The performance in the asynchronous channel is plotted in Fig. 3 , where a random delay is assigned to each user The performance of the conventional matched-filter is also plotted in the figures. As expected, the matched-filter is near-far limited and it performs poorly even in the case of perfect power control since the signature sequences are not optimized, whereas the blind linear detectors are near-far resistant, though they have the same informational complexity as the matched-filter (i.e., they only assume the knowledge of the desired user's signature waveform). Moreover, shown in Fig. 2 is the performance of the detectors using either the true delay or the estimated delay. It is seen that there is almost no performance loss when the user delay is not known to the receiver. Therefore, the delay estimate provided by the algorithm is accurate even in a severe near-far situation. As a comparison, in Fig. 4 , the performance of the exact zero-forcing detector which assumes perfect knowledge of all user's signature waveforms, delays, and channel gains, under the same respective conditions as in Figs. 2 and 3 , is plotted. (Note that the performance of the exact linear MMSE detector is similar, especially in the high SNR region). We next consider a dispersive channel with multipath delay spread of one symbol interval. The complex channel gains are generated according to the complex Gaussian distribution with zero means and unit variances, and normalized with respect to the zero-delay component, i.e., Again a five-user system and a ten-user system are considered, and, for each case, both the perfect power control situation (i.e., all users have equal powers) and a near-far situation (i.e., each interfering user is 10 dB stronger than the user of interest) are simulated. The performance in the synchronous channel is plotted in Fig. 5 , and the performance in the asynchronous channel is plotted in Fig. 6 . The performance of the conventional matched-filter which is matched to the true composite signal waveform is also plotted in the figures. It is seen that the blind linear detectors are near-far resistant in the presence of both MAI and ISI. Again as a comparison, in Fig. 7 the performance of the exact zero-forcing detector which assumes perfect knowledge of all user's signature waveforms, delays, and channel gains, under the same respective conditions as in Figs. 5 and 6, is plotted.
VIII. CONCLUSION
In this paper, we have considered the problem of blind detection of the multiuser information symbols in a dispersive CDMA network where the ISI together with the MAI constitute a major impediment to the system performance. We have first cast the dispersive CDMA channel model into a MIMO signal model framework. By applying the theory of blind MIMO channel identification and equalization, we have shown that it is possible to recover the multiuser information symbols without any prior knowledge of the channel or the users' signature waveforms, although the computational complexity of such an approach is prohibitive. However, in practice, the signature waveform of the desired user is always known to the receiver. We have developed subspace-based techniques for blindly estimating the channel response for both the forward link and the reverse link. We have also considered initial delay estimation within the framework of subspace approach. Furthermore, we have shown that based on the estimated signal subspace components and the identified channel response, a linear zero-forcing detector and a linear MMSE detector can be constructed in closed form, at almost no extra computational cost. Data detection can thus be furnished by applying these linear detectors (obtained blindly) to the received signal. It is observed that the linear MMSE detector is more robust against the composite signature waveform mismatch caused by the channel estimation error. Finally it is worth noting that it is possible to replace the batch eigenvalue decomposition by the computationally more efficient adaptive subspace tracking algorithms [2] , [15] , [16] , [24] , which update the subspace components as increasingly more columns of are taken into account.
