Abstract Extracellular electric fields existing throughout the living brain affect the neural coding and information processing via ephaptic transmission, independent of synapses. A two-compartment whole field effect model (WFEM) of pyramidal neurons embedded within a resistive array which simulates the extracellular medium i.e. ephapse is developed to study the effects of electric field on neuronal behaviors. We derive the two linearized filed effect models (LFEM-1 and LFEM-2) from WFEM at the stable resting state. Through matching these simplified models to the subthreshold membrane response in experiments of the resting pyramidal cells exposed to applied electric fields, we not only verify our proposed model's validity but also found the key parameters which dominate subthreshold frequency response characteristic. Moreover, we find and give its underlying biophysical mechanism that the unsymmetrical properties of active ion channels results in the very different low-frequency response of somatic and dendritic compartments. Following, WFEM is used to investigate both direct-current (DC) and alternating-current field effect on the neural firing patterns by bifurcation analyses. We present that DC electric field could modulate neuronal excitability, with the positive field improving the excitability, the modest negative field suppressing the excitability, but interestingly, the larger negative field reexciting the neuron back into spiking behavior. The neuron exposed to the sinusoidal electric field exhibits abundant firing patterns sensitive to the input frequency and intensity. In addition, the electrical properties of ephapse can modulate the efficacy of field effect. Our simulated results are qualitatively in line with the relevant experimental results and can explain some experimental phenomena. Furthermore, they are helpful to provide the predictions which can be tested in future experiments.
Introduction
The effects of extremely low frequency (ELF) environmental electromagnetic field on human health have gained much attention. Exposed to environmental electromagnetic field, neural electrical activities in brain are affected by the induced electric fields both from internal and external environments (Partsvania et al. 2008; Rubin and Terman 2004; Bernhardt 1979) . It is believed that ELF electromagnetic field has a potential regulatory role both in normal and pathological brain states (Radman et al. 2007; Schaefer et al. 2006; Marshall et al. 2006; Francis et al. 2003; Jefferys et al. 2003; de Ruyter et al. 1997; Yi et al. 2013) , and specifically, the fields are effective for the therapy of neurological diseases including epilepsy, Parkinson's disease (PD) and depression (Sandrini et al. 2011; Daskalakis et al. 2008; Bikson et al. 2004; Klimesch et al. 2003; Durand and Bikson 2001; Eichwald and Kaiser 1995) . Transcranial magnetic stimulation (TMS) is a new noninvasive and painless therapy for epilepsy and depression, which can enhance cognitive performance by influencing the dynamics of alpha desynchronization (Klimesch et al. 2003; Casarotto et al. 2010; Martin et al. 2009 ). Deep brain stimulation (DBS) has provided remarkable therapeutic benefits for otherwise treatment-resistant movement and affective disorders such as chronic pain, Parkinson's disease, tremor and dystonia (Kringelbach et al. 2007; Gildenberg 2005; Krishnamurthi et al. 2012 ). Also many previous experimental studies have revealed that electric field modulation can improve the cerebral cortex neurons oversynchronous firing, suppress the epileptiform activity and affect neuronal excitability (Bikson et al. 2004; Durand and Bikson 2001; Durand 2003; Ghai et al. 2000; Gluckman et al. 1996) . These pioneering experiments demonstrated that the neural excitability can be modulated in some extent by the extracellular electric field induced by either applied electromagnetic fields or endogenous electric activities. Thus, it is significant to study the dynamics of neurons in the presence of electric fields.
From the microscopic electrical point of view, brain is a complex volume conductor constituted by numerous cells filled with conductive medium. The exogenous and endogenous induced electric fields are added in neurons and alter the internal activities via extracellular medium. The interaction of electrical activity via the electrical properties of extracellular medium, independent of the synapse, is named ''ephaptic transmission'' or field effect, that is to say, ephaptic transmission is the interaction process between extracellular and intracellular electrical signals (Anastassiou et al. 2011; Dudek et al. 1998; Jefferys 1995) . The synaptic transmission, as the dominant communication among neurons, has been widely researched and the ephaptic transmission is commonly ignored in most researches (Du et al. 2012; Wang and Zhang 2007; Meng et al. 2013; Gerstner and Kistler 2002) . However, some evidences indicate that electric field effects may induce the epileptiform activity propagating in granule cells and pyramidal cells of the hippocampus after active chemical synaptic transmission has been blocked (Schweitzer et al. 1992; Yaari et al. 1983; Macvicar and Dudek 1981) . Under certain conditions an action potential can be induced in an inactive axon by a nearby one (Holt and Koch 1999) . For example, the Mauthner cells (M-cells) are a pair of big and easily identifiable neurons (one for each half of the body) located in the rhombomere 4 of the hindbrain in teleost fish that are responsible for a very fast escape reflex (a so-called C-start response). The C-start escape behavior initiated by the rapid inhibition of one M-cell has been demonstrated to be related to a specialized region called the axon cap in M-cell, with an extracellular volume resistivity that is approximately ninefold greater than the surrounding medium, which results the very strong ephaptic coupling between the M-cell and the inhibitory interneuron (Furukawa and Furshpan 1963) . However, the mechanisms of ephaptic transmission are still unclear and how much the electric field is sufficient to modulate activity of individual neurons ephaptically has not been easy to address because of the difficulty of testing apart ephaptic effects from synaptic ones.
Therefore, modeling electric field effect of neurons is particularly significant to study those mechanisms. Although the simplified single-compartment models of neurons are often used to investigate their dynamics exposed to applied electric field stimulus which are simply regarded as the current directly injected into the soma or a potential fluctuation on the cell membrane (Njap et al. 2012; Schutt and Claussen 2012; Yu et al. 2013) , some major effects of extracellular electric fields such as spatial polarization in pyramidal neurons could not be reflected by these models (Durand 2003) , where ephaptic transmission has never been considered and extracellular space is assumed to be isopotential. To simulate this spatial polarization of neuron exposed to extracellular electric field, the minimal individual neuronal unit must have at least two spatially separated compartments. Several researchers have developed neuron dynamic model in which the conductive extracellular medium was considered, to study the effects of applied electric fields on neuronal synchronization and spike timing (Anastassiou et al. 2010; Park et al. 2005) . However, there so far have less detailed researches about the dynamical mechanism of neuronal activities under the ephaptic transmission. Thus, we focus on ephaptic transmission to study extracellular field effects on neural activities with respect to firing patterns detailedly and systematacially in a twocompartment model embedded in a resistive array.
Pyramidal cells are distributed parallelly in hippocampal CA3 region that is beneficial for the electric field modulation. We use the parallel orientation of the external electric field with the somato-dendritic axis in our two-compartment resistive array model. The resistive characteristic is an important feature of our model which represents the conductive extracellular medium in which the neurons are embedded. Therefore, an applied electric potential parallel to somato-dendritic axis simulates electrodes placed on the brain for the application of electric fields and for the measurement of extracellular local differential voltages.
The organization of the paper is arranged as following. In ''Methods and models'' section, a two-compartment hippocampal pyramidal neuron model in the presence of electric field is constructed under the ephaptic transmission and its analysis and validation is shown with different frequency extracellular electric fields. Simulation results and the dynamic analysis are given in ''Extracellular DC electric field effects with three different important electronic parameters'' and ''Extracellular AC electric field effects'' sections under direct-current (DC) and alternatingcurrent (AC) extracellular electric field respectively. Neuronal firing properties are studied in a variety of three important electronic parameters in the presence of DC electric field. The sensitivity of neuronal firing patterns to extracellular AC electric field frequency and amplitude is investigated. The neuronal sensitivity for the electric field, modulating by the ephapse, is also analyzed. Finally, we make some discussion on effects of electric field on neural tissue under ephaptic transmission.
Methods and models
Model of the field effect on a two-compartment neuron Because the individual pyramidal cells are aligned such that adjacent cells have parallel dendrites, which favor interaction with fields aligned along the collective soma-to-dendritic axes, the spatially uniform electric fields were applied to hippocampal slices with varying frequencies and amplitudes by passing current between two large parallel AgAgCl electrodes submerged in the artificial cerebrospinal fluid (ACSF) in most field effect experiments. (Durand 2003; Ghai et al. 2000; Reato et al. 2010; Deans et al. 2007 ). The schematic diagram of the uniform electric field with the orientation parallel to the somatic-dentritic axis of a single pyramidal cell is shown in Fig. 1a . Neurons are important for information processing in the brain. However, such integrative processes do not occur in a vacuum. Instead, neurons are located in a conductive extracellular medium i.e. the ephapse. As shown in Fig. 1a , the extracellular electric field alters the neural activities by the current flow inside and outside the cell between the anode and cathode, which induces spatial polarization in neurons (Durand and Bikson 2001; Durand 2003; Park et al. 2005; Tranchina and Nicholson 1986) , and therefore, the minimal individual neuronal unit must have at least two spatially separated compartments. We therefore chose the two-compartment Pinsky-Rinzel (PR) model neuron, which consists of a dendrite and a soma compartment separated by a coupling conductance g c (Pinsky and Rinzel 1994) . Considering the conductive properties of the extracellular medium which can be described as a resistance array under the electric field with the lower frequency (\300 Hz), we established an equivalent model of the electric fields effect (Fig. 1a) on a two-compartment single neuron embedded within a resistive array consisting of R TD , R DS out , and R SG to model the ephapse, as shown in Fig. 1b . It would be noted that the Fig. 1 The two-compartment electric field effects model under the ephaptic transmission. a The schematic diagram of a single hippocampal pyramidal neuron in uniform electric field generated by two wire electrodes. An anode is located close to the apical dendrites and the cathode close to the soma and basilar dendrites. Current enters the apical dendrites, generating membrane hyperpolarization, and leaves the cell in the somatic and basilar region, generating membrane depolarization. With the conversion of cathode and anode, the current direction is reversed, generating hyperpolarization in the soma and depolarization in the apical dendrites respectively. b An equivalent model of the electric fields effect on a two-compartment single neuron embedded within a resistive array modeling the extracellular medium i.e. the ephaptic transmission. Here we define the three currents i 1 , i 2 and I DS in with the reference positive direction shown in this figure, which are detailed described and used in ''Appendix'' Cogn Neurodyn (2014) 8:177-197 179 applied externally electric field is modeled by imposing an extracellular voltage difference V between the top and the ground in Fig. 1b . Furthermore, we assume that the orientation of the extracellular electric field is parallel to the somatic-dendritic axis for the current research. To facilitate the following description, here we give the abbreviation ''WFEM'' for whole field effect model of a two-compartment pyramidal cell, which are detailed presented in ''Appendix''. After the construction of the ephaptic transmission model, we investigate neuronal dynamics in terms of neuronal firing properties by modulating the applied potential difference V and adjusting three electronic parameters including the coupling conductance g c , the reversal potential of potassium ion V K and the extracellular resistance R DS out . Numerical simulations are performed in a standard procedure: a 4th order Runge-Kutta algorithm with a fixed integration time step in MATLAB.
Corresponding relation of the extracellular voltage difference V and applied externally electric field E Our resistive array model can be supposed to be a morphologic model of a hippocampal pyramidal cell placed between two uniform field-generating Ag-AgCl parallel plate electrodes. According to the distance of about 5 mm between the two electrodes in some experiments (Reato et al. 2010; Deans et al. 2007) , we can get the ratio among the extracellular resistances in the normal condition of homogeneous medium in Table 1 in terms of the whole length of about 200 lm for a single pyramidal cell, where r is the ratio of R DS out /R DS in with the standard value 0.1 in ''Appendix'' and R in DS ¼ 1=ðA Ã g c Þwith the total membrane area A about 6 9 10 -6 cm 2 (Park et al. 2005) . Therefore, in the present model, the relation of electric potential difference V and applied field intensity E between the two parallel electrodes in Fig. 1a can be described as
where d = 5 mm is the distance of two parallel wire electrodes. This linear relation should provide an intuition as to the effective strength of the field on a single-neuron level. To facilitate the description of our proposed model in Fig. 1 , in following paper, we use the equivalent voltage difference V between the two parallel electrodes to represent the applied electric field intensity. When the voltage difference V varies from -600 to 600 mV, the corresponding electric field changes in the range of -120 to 120 (mV/mm). The strength of the electric field is comparable to fields applied in cells by extracellular electrodes in the brain slices experiments (Chan et al. 1988; Chan and Nicholson 1986; Bawin et al. 1984; Jefferys 1981 The extracellular field effect model should be tested and verified through comparisons with other theoretical models and experimental data. As the validity of PR model has been evaluated by Pinsky and Rinzel (1994) in their studies, the extracellular field effect under the ephaptic transmission is the major consideration in this section. Recent researches implicate that the generation of action potentials is heavily dependent on the dynamic activity of the subthreshold membrane potential i.e. the biological physical mechanism of nerve excitability (Xie et al. 2004) . Deans et al. (2007) Fig . 2 The steady DC component of the induced voltage ( " V out DS ) response to the applied extracellular electric field is plotted in different extracellular resistances R DS out = 8,000, 10,000, 12,000 (KX). The voltage difference V varying from -600 to 600 mV correspond to the range of electric field magnitudes E 2 ½À120 mV=mm; 120 mV=mm Table 1 The extracellular resistance values (Park et al. 2005) Resistances In their experiments, field-induced changes in membrane potential are measured to characterize the passive electrical properties of the neurons. Here, we explore the passive electrical properties of the neurons in our ephaptic model by studying the subthreshold response of membrane potential to the applied electric field at the resting state. Applying various frequency electric fields, the changes of the membrane potential are discussed. To achieve the silent state neuron, the transmembrane potential is normally set to be -80 to -70 mV in experiments. To simulate the experiment condition, according to the reference potential -60 mV used in our proposed twocompartment field effect model in ''Appendix'', the resting potential in our model should be hold as -20 to -10 mV which exactly corresponds to -80 to -70 mV. It is obvious that all of the ion channel activation variables exhibit a very small value, but instead the ion channel inactivation variable value approximates to one in Fig. 3 . For the research of the membrane potential subthreshold oscillation, we set the injected currents I d = -1 lA/cm 2 into the dendrite to keep somatic and dendritic membrane potentials resting at about -10 mV. In the following, we will study the subthreshold response of a pyramidal cell at the resting state according to the following three field effect models including WFEM including nonlinear active ion channels (Eqs. 8-10 in ''Appendix'') and the two linearized models deduced from the WFEM.
The linearized field effect model by eliminating the active ion channels (K ? , Na ? and Ca 2? ): LFEM-1
Due to the ion channels almost have no activity in the resting state, firstly we ignore the active ion channels in our model and only consider the passive properties of membrane. Then the linearized model LFEM-1 of WFEM can be acquired by only remaining the passive leakage conductance, just described as the following
To unify the unit, the extracellular resistances are converted to the form of conductance. So V DS out could be expressed by
From the expressions (2) and (3), we can get the transfer function of the linear system with the extracellular electric field as input and the change of the somatic membrane as output, by the simplification and Laplace transform. The transfer function can be shown as following:
From the system transfer function, we can find that it is equivalent to a first-order system by a pole-zero cancellation. This may be explained for the symmetry of the two compartments in circuits. Thus, it is in line with the characteristic of first-order system, which is amplitude attenuation with increasing frequency (Fig. 4c, black line) . The amplitude-frequency characteristic can be modulated by a time constant s and here s = C m /[g L ? 100g c / (25 ? 24r)] (C m is the membrane capacitance and g L is the leaking conductance). We expected that the inputoutput frequency response characteristic of LFEM-1 (in Eq. 2) could match the reported experimental data in rat hippocampus (Reato et al. 2010; Deans et al. 2007 ). However, no matter how to adjust these key parameters, the peak point cannot be obtained in this linearized model while there exists a peak one at approximate 7 Hz in the amplitude-frequency curve in the corresponding experiments (Reato et al. 2010; Deans et al. 2007 ), which may be the result of the excessive linearized processing by eliminating all the active ion channels in LFEM-1. In fact, although the active ion channels are not fully activated by subthreshold electric field during the resting state, their elaborate activities could affect the input-output response characteristic of a cell.
The linearized field effect model in the vicinity of the resting state (considering all linearized active ion channels including K ? , Na ? and Ca 2? ): LFEM-2
As the above analysis, we do not excessively ignore the effect of the subthreshold activities of the active ion channels in WFEM in ''Appendix''. So we simply the two-compartment field effect model (Eqs. 8-10 in ''Appendix'') by linearizing the active ion channels near the stable equilibrium point (i.e. resting state). The equilibrium point is given by the vector EP in ''Appendix''. Then the linearized field effect model LFEM-2 with all the linearized ion channels including K ? , Na ? and Ca 2? , shown in Fig. 4a , is an eight-order linear system which could be achieved in the following form of state space.
Here, x is state variable, including eight state variables, V s , V d , h, n, s, c, q, Ca respectively. The input variable u is the extracellular electric field V and the output variable y is the change of the somatic membrane DV s . A denotes the Jacobian matrix, B is input matrix, C is output matrix, and D is feedforward matrix. The values of matrixes are given in ''Appendix''. The numerical results are simulated by MATLAB. Thus, the system transfer function could be obtained by the following formula ( Fig. 4b ): 
In this case, it is a high order system and its characteristics are very similar to the experimental data. A better match to experimental data could be observed by the parameters regulation. With the original parameters, the low-pass characteristics are exhibited indistinctly in Fig. 4c with red line, in which amplitude decays slowly with increasing frequency. However, some model parameters could be adjusted to match the experimental data better where there is a peak at the frequency about 7 Hz in amplitude-frequency response characteristic (Reato et al. 2010; Deans et al. 2007 ). There are three key parameters, membrane capacitance C m , coupling conductance g c , and the ratio r of R DS out /R DS in . In the process of parameters adjustment, we find that C m and g c primarily affect the peak frequency and r mainly affect the decay rate of the amplitude. Then the above linearized field effect model help us to obtain the key parameters which dominate the subthreshold frequency response characteristic. Moreover, we can adjust these key parameters to match experimental data of the subthreshold electric field effect.
The whole two-compartment electric field effect model (considering all nonlinear active ion channels including K ? , Na ? and Ca 2? ): WFEM Following, we will numerically simulate the input-output frequency response characteristic of WFEM with the adjusted key parameters matching the corresponding experimental data, just as presented in Fig. 5 . The somatic subthreshold membrane oscillations responding to the applied electric field are shown in Fig. 5c , where the responsive frequency is in agreement with the electric field frequency. As a function of the applied AC electric field intensity, the somatic membrane potential reveals a approximately linear relationship over the whole range of applied electric field intensity used here with five frequencies from 10 to 100 Hz (see Fig. 5a ). Figure 5b suggests that the membrane potential changes in every millivolt applied electric field (normalized membrane potential changes) vary with frequency in a non-monotonic way, and there is a maximum value at a low frequency about 7 Hz, and then the normalized values decay gradually with the increasing frequency. Compared with Fig. 4b , it can be found that the input-output frequency response characteristic of WFEM matches very well with both LFEM-2 and the corresponding experimental data in (Reato et al. 2010; Deans et al. 2007 ).
Difference of subthreshold response properties of the soma with the dendrite and its biophysical mechanism
We have discussed the subthreshold frequency response characteristic of soma compartment of pyramidal cell exposed to electric field. In fact, the band-pass phenomenon reflects the neuron's intrinsic property-frequency preference, which has been observed in not only soma but also dendrites of single neurons in response to synaptic inputs. Then, how the applied extracellular electric field affects the response property of the dendritic membrane potential? Similar to the somatic analysis above, we compare the subthreshold frequency response characteristic of dendrite with that of the soma in the vicinity of stable resting state. As seen from Fig. 6 , the frequency response characteristics for soma and dendrite in LFEM-1 are exactly the same curve owing to the symmetrical passive properties of soma and dendrite. And LFEM-2 has the almost same high frequency somatic and dendritic responses with LFEM-1 except for the main differences in the low frequency band (\20 Hz), which suggests that LFEM-1, the simplest linearized one of WFEM, can be used to predict the frequency bandwidth and high frequency gain of the subthreshold response of cell in the vicinity of the stable resting state. As described in Eq. (2) in ''The linearized field effect model by eliminating the active ion channels (K ? , Na ? and Ca 2? ): LFEM-1'' section, the key parameters i.e. the membrane capacitance C m and the ratio r between R DS out /R DS in can adjust the frequency bandwidth and the response gain, respectively. Here, we give the simulated results for adjustment of C m shown in the red (C m = 5) and blue (C m = 3) lines respectively in Fig. 6 , where if C m tiny decreasing, the bandwidth will increase significant, which can be directly understood from the band-pass biophysical properties of cell. And with the increased r which biophysically means the enhanced sensitivity of cell for extracellular electric field (seen in Fig. 2 ), the membrane response gain will increase (here is not shown). Moreover, the biophysical mechanism of those high frequency response properties is that the active ion channels difficultly response to the high frequency membrane fluctuations owing to their intrinsic hysteresis properties (the relatively slow dynamics with large time constant), which make the two models i.e. LFEM1 and LFEM2 can be equivalent for the high frequency bands. However, the active ion channels can relative strongly response to lower frequency stimulus, which enable the active ion channels to involve in shaping the cellular input-output response properties in low-frequency band. As the result of the diverse ion channels with the unsymmetrical intrinsic properties in somatic and dendritic compartments, their membrane response characteristics will diverge from each other for the lower frequency stimulus, just as shown in Fig. 6 . There are the excitatory Na channel and inhibitory KDR channel in somatic membrane while the excitatory Ca channel and inhibitory KAHP and KC channels in dendritic membrane. Because the activity of the short-term calcium-dependent KC current are far weaker than that of the longterm calcium-dependent KAHP current during the resting state (seen in the parameters in ''Appendix''), we can only consider Ca channel and KAHP channel in dendritic membrane. In addition, the Na channel in soma has the weaker activities than the KDR channel while the Ca channel in dendrite has the stronger activities than KAHP channel during the cellular resting state. Owing to these rather unsymmetrical subthreshold competition between excitatory and inhibitory currents in these two compartments, compared with LFEM-1 without the active ion channels, the somatic response curve of LFEM-2 in the low-frequency band drops down while the dendritic one upturns. Once the activities of both excitatory and inhibitory ion channels decay with the gradually increased frequency, the response competition of two compartments gradually tend to equivalent and then the two separated response curves will move close to each other, eventually almost overlapping on that of LFEM-1.
Next, we change the key dynamical parameters of these ion channels including maximum conductance (g Na , g KDR , g Ca , and g KAHP ) and time-constants of KDR and KAHP channels (s KDR and s KAHP ) to verify the above biophysical mechanism. From the results shown in Fig. 7a , b, same as we expected, increasing excitatory conductance both in soma and in dendrite could enhance their respective response in the low-frequency bands while increasing inhibitory conductance could weaken them. Furthermore, it can be seen in Figs. 7a, b and 6 that all the peak frequency in soma is a bit larger than that in the dendrite, which can be biophysically explained as the results of the very different time scale of inhibitory channels' dynamics in soma (KDR) and dendrite (KAHP). The fast KDR channel could induce the even stronger inhibition with the gradually increasing frequency than the slow KAHP channel and then the peak point in soma will reach at the higher frequency. Just as presented in Fig. 7c , changing the two time-constants can fine-tune the peak frequency of response curve in the low frequency band and in fact this adjustment could not realize the arbitrary assignment of peak frequency which is largely restricted by the band-width of the frequency response.
In a word, LFEM-1, the simplest linearized electric field model of WFEM, can be used to analyse and predict the bandwidth and high-frequency gain of the subthreshold response of neuron exposed to the applied electric field at the stable resting state. With the subthreshold response matching WFEM very well not only in high-frequency bands but also in low-frequency ones, LFEM-2, as the moderate linearized electric field model of WFEM, can be utilized to analyse and predict the subthreshold response properties specially in low-frequency bands sophisticatedly modulated by the subthreshold active excitatory and inhibitory ion channels. Subthreshold response analyses of LFEM-1, LFEM-2 and WFEM have the two important purposes: on the one hand, the frequency response characteristic matching to the experimental results of subthreshold electric fields can demonstrate the validity of our proposed electric field effect model; on the other hand, they help us to achieve the key parameters which dominate the subthreshold response properties and can be adjusted or estimated to build the more realistic electric field model from the experimental data. Because LFEM-1 and LFEM-2 are suitable for studying the subthreshold electric field effect on single cell at the stable resting state rather than neuronal firing properties. Next, we will use WFEM in Eqs. (8-10) in ''Appendix'' to discuss the abundant firing properties of the hippocampal pyramidal cell exposed to the applied DC and AC electric fields. To facilitate description, if not specially specified, the model discussed in the following sections refers to WFEM with the standard parameters in ''Appendix''. Because the generation of action potential is located in the somatic-axonal area of cell, the firing patterns in following sections are referred to the somatic compartment of pyramidal cell.
Extracellular DC electric field effects with three different important electronic parameters
The states and outputs of a system are dependent on its structure and parameters. Here the structure of our proposed field effect model is deterministic, so the variation of parameters will play a critical role in the system. Based on the standard parameter values (Tables 2, 3 , 4 in ''Appendix''), the firing patterns of the hippocampal pyramidal neuron exposed to the applied DC electric fields are studied over a large range of three significant electronic parameter values including the coupling conductance (coupling strength) g c , the reversal potential of potassium ion V K and the extracellular resistance between dendrite and soma R DS out .
Coupling conductance g c
The coupling conductance g c is the only channel of the internal interactions between the soma and dendrite. Furthermore, a reasonable coupling conductance is required for the model to reflect the hippocampal pyramidal neuron authentically. When the coupling conductance varies, time courses of somatic membrane potential V s and the phase plane between the somatic potential V s and dendritic potential V d in different electric fields are shown in Fig. 8a . The firing patterns are described by the different colors with two parameters changing in large ranges in Fig. 8b . In this section, in order to reveal the rich bursting of the hippocampal pyramidal neuron, the reversal potential of potassium ion is set to V K = -15 mV. It is obvious to find that there is a no firing region with the applied field V near -300 mV separating the firing region as two parts in Fig. 8b . When g c \ 4, bursting is the dominant firing pattern with the applied electric field strengths used here, specially, in the presence of negative field. For 4 \ g c \ 9, the neuron exhibits various firing patterns with the increase of the applied field strength. In this range of g c , the periodic spiking and bursting are nested within each other. With 9 \ g c \ 10, the bursting pattern disappears, and only the periodic spiking pattern is divided into two parts by the no firing region. From the phase plane diagrams in Fig. 8a , it is found that the phase diagrams between the somatic and dendritic membrane potential are close to a line gradually with the coupling conductance increasing, that is to say, the synchronization of the two compartments enhances in the higher coupling conductance. From the above, we can draw a conclusion that when the coupling conductance g c = 2.1, two compartments of the neuron have a certain correlation rather than completely synchronization or no relation. In this case, the phase plane contains more information and the neuron has more complex dynamical behaviour that is in line with the actual characteristics of the hippocampal pyramidal neuron.
From negative to positive field, there are two Hopf bifurcation points (green in Fig. 8c ). Both of the Hopf bifurcation points correspond to subcritical Hopf bifurcation with the emergence of an unstable limit cycle. In this cases, the neuron generates a regular sequence of spikes ( Fig. 8c for V = -500 mV, V = 100 mV and V = 500 mV). The bursting and spiking states are not distinction in the bifurcation diagram, which lead to an identical unstable limit cycle. The blue points refer to stable equilibrium points and the somatic membrane potential reaches a fixed point (Fig. 8c for V = -300 mV). While the negative field was known as inhibitory field, Gluckman's group discovered that larger negative field could alert two neurons from silence back to synchronization (Park et al. 2005 ). This may be explained that due to dendritic activation, the inward current reverses its direction from dendrite-to-soma during initial field application to soma-to-dendrite. This effect is perfectly verified in Figs. 8b-d and 9b-d. This phenomenon is never found in the single-compartment neuron model and this further suggests that our two-compartment electric field model is more close to the actual neuron.
Reversal potential of potassium ion V K
Another important parameter, the reversal potential of potassium ion V K , will be examined for the response properties of the neuron in different electric field strengths. Researches indicate that the reversal potential of potassium ion is dependent on the concentration of extracellular potassium ion ([K ? ] o ) directly by the following formula (Ullah and Schiff 2009): (Mcbain et al. 1990 ). Therefore, we investigate the response of the neuron to different values of V K for studying the influence of [K ? ] o on the neuronal dynamics. To analyze the effects of V K on the neuron firing patterns in Fig. 9a , we can find that with the V K increasing (absolute value), the neuron firing pattern moves from bursting to periodic spiking undergoing a bifurcation. As the V K further increase, even there are two bifurcation points by moving bursting to periodic spiking and then to resting state in the presence of low negative electric field or in the absence of electric field. Figure 9b summarizes the neuron firing behavior on a two-parameter grid of V and V K . It is easy to obtain that the negative electric field is not always supposed to suppress neuronal activity, but could excite neuronal behavior when it reaches a certain level. The bifurcation diagram in Fig. 9c shows the transition process of the firing pattern as the applied field increasing in a large range with the parameter V K = -38.56 mV.
The robustness of the neuronal firing properties for large changes of V K and a wide range of g c are confirmed by the 3-parameters diagrams in Fig. 10 . The neuronal firing properties are observed for different values of g c in V K -V planes, shown in Fig. 10a . No firing region (blue) remains the same in different g c , however, as g c increasing the periodic spiking region gets smaller in the beginning and then becomes larger. These results are different from the bifurcation diagrams of g c -V obtained for different V K in Fig. 10b . The no firing region changes not only its location but also its size rather than remains unchanged. With V K negatively increasing, the applied external electric field to maintain the resting state alters from the positive polarity to the negative one, accompanied by the size of parameters space (V -g c ) first decreases and then increases. Firing regions including bursting ones and periodic spiking ones shrink with V K negatively increasing, specially the bursting ones gradually vanishing, and only no firing and periodic spiking regions remain when V K is negative larger.
Extracellular resistance R DS out
Different from other neural computational models, the extracellular field effect model under the ephaptic transmission has an important resistive characteristic for taking account of the electric resistance property of the extracellular medium. Specially, the extracellular resistance between dendrite and soma R DS out is significant element for the modulation in the neuron electric activities ephaptically. As we know from the above study, the modest negative electric field can suppress the neuronal excitability. In order to examine the modulation of ephapse in extracellular field effects, we analyze the sensitivity of neuronal firing to the extracellular electric field intensity in different extracellular resistances R DS out . Here, we define the threshold of inhibitory electric field intensity as the critical value which makes the neuron transmit from firing state to resting one. And the threshold of inhibitory electric intensity versus the extracellular resistance (R DS out ) is shown in Fig. 11a . It is observed that as the extracellular resistance R DS out increases, a lower intensity of negative electric field is required to suppress the neuronal firing. That is to say, the sensitivity of the hippocampal pyramidal cell to inhibitory electric field increases with the extracellular resistance R DS out . Figure 11b shows that the extracellular resistance (R DS out ) modulates the neuron firing rate with different intensities of the electric field. Both of them suggest that the electric field effects on the neuron are reinforced with the increase of R DS out . The results can be explained from Fig. 2 that the DC component of the induced voltage " V out DS along the dendritic-to-soma axis will increase with R DS out , which results in the enhanced sensitivity of the neuron to the applied extracellular electric field.
The above simulation results coincide with the hippocampal slices experiments about the suppression of epileptiform activity (Durand 2003; Yaari et al. 1983; Shuai et al. 2003) . It has been reported in either the low calcium conditions or high potassium ones that the extracellular potassium concentration can all be notably elevated, which may induce not only the hyperexcitability of cell but also the enhanced sensitivity of cell to the extracellular electric field intensity. Here, the underlying mechanisms can be explained the following: On the one hand, enhanced extracellular potassium concentration make the V K positively increase (referring to Eq. 7), which in turn lead to more depolarization of the membrane so that the firing states are still maintained for even stronger inhibitory electric field. On the other hand, since increasing extracellular potassium concentration increases cell swelling and in turn decreases the extracellular volume space as well as the cross-sectional area of the extracellular medium which is reciprocally related to the extracellular resistance R DS out (Park et al. 2005) , R DS out increases with elevated extracellular potassium concentration and then the sensitivity of cell to the extracellular electric field is enhanced.
In some studies, it is observed that an active neuron can produce a depolarization on the membrane of adjacent inactive neuron (Weiss and Faber 2010) . These effects are dramatic in the case of the high extracellular resistance, as the current flows along an alternative parallel pathway. In the teleost M-cell system, this could occur in a specialized region called the axon cap, with an extracellular volume resistivity that is approximately ninefold greater than the surrounding medium Faber 1975, 2005) . And these effects may be amplified at the network level, especially, in the tissue with parallel layered structure, such as the pyramidal cell in hippocampus.
Overall, the electric field effects on a single hippocampal pyramidal neuron are closely related to the intercellular electronic properties (the coupling conductance between soma and dendrite and the reversal potential of potassium ion) and the extracellular electronic properties (the electric properties of the extracellular medium and the electric field intensity).
Extracellular AC electric field effects

Frequency effects on neuronal firing pattern
The rhythmical behaviors are the most basic activities of our brain, and all the neurons are influenced by the endogenous Fig. 11 The neuronal sensitivity to the extracellular resistance R DS out with V K = -15 mV. a The electric field threshold for suppressing the neuronal excitability in different R DS out . b The neuron firing rate versus R DS out in three electric field intensities V = 100 mV, V = 200 mV, V = 300 mV respectively Cogn Neurodyn (2014) 8:177-197 189 and external electric field. Therefore, it is a critical issue that what the effects of the electric field on neuronal firing rhythm are. In our ephaptic model, the electric field modulates the neuronal electric activities through the neural tissue equivalent to a resistive array. In order to investigate the effects on the neuron firing rhythm with different frequency extracellular fields, we apply a sinusoidal electric field to the pyramidal neuron with the form of V = A sin (2pft). In this section, the spiking phase lock is mainly concerned, so the reversal potential of potassium ion is set to the standard value V K = -38.56 mV. In order to systemically and globally study the extracellular electric field frequency modulating the neuronal firing rhythm, we analyze the interspike interval (ISI) bifurcation and the average firing rate of the somatic membrane potential sequences in different frequencies. The ISI bifurcation diagrams are shown in Fig. 12a, b as the electric field frequency varying from f = 0 Hz to f = 50 Hz with A = 150 mV and A = 300 mV respectively. It is found that when the frequency increases gradually, the neuron firing patterns move from bursting to periodic spiking, and then to chaos alternation. Among these abundant firing patterns, we can find that the 1:1 synchronously periodic spiking phase locking pattern has the widest frequency band and frequency bands of other periodic spiking phase locking patterns between the two chaotic spiking patterns decrease progressively with the increase of frequency. Compare the two ISI bifurcation diagram, it can be found that the stronger electric field will activate the wider frequency bands with stable spike-field coherence and the narrower frequency bands with chaos spiking patterns between phase-locking patterns. And an amplitude threshold of electric field increasing with the input frequency is required to obtain the spiking-field coherence. When spike-field coherence is obtained, as we know, the spiking signals will best contain the frequency components of the applied electric field. Therefore, our simulated results indicate that the weak electric field information cannot be better coded in the spikes by the pyramidal cell. However, in this paper, owing to facilitate the analysis of electric field effect on a single cell, we do not consider the complex synaptic background activities like in vivo. In fact, the synaptic background activities could facilitate spike-field coherence and transmission of the even weak electric field signal via modulate the spiking time to amplify the weak electric field effect in neural network (Radman et al. 2007; Anastassiou et al. 2011; Reato et al. 2010) . Here, we do not discuss the synaptic background activities which go beyond the concerning contents in this paper. Figure 12c , d are the local enlargement of the bifurcation diagrams of ISI sequences in the low frequency band in Fig. 12a, b respectively. The points A-C are bifurcation points from one bursting pattern to another. And there exist the transition states between the adjacent two bursting patterns (average locking firing rate n:1, n is the integer Fig. 12 The ISI bifurcation diagram versus the electric field frequency in two amplitudes. a A = 150 mV, b A = 300 mV, c and d are the local enlargement of a and b respectively greater than 1), as shown in the red boxes. These transition patterns present that there always have the different spiking numbers in each burst i.e. either n -1 or n from n -1:1 bursting pattern to n:1 bursting one (not give the detailed graph here). It can be found that there are more transition states with a wider frequency bands in the presence of weaker electric field while there are less transition states with a narrower frequency bands in the presence of stronger electric field.
The average firing rate of the somatic membrane potential sequences is defined as the ratio of the number of firing destiny in electric field cycles to the number of electric field cycles with the expression as: q ¼ p q . Where p represents the number of the action potential generated in the electric field cycles, q represents the number of the electric field cycles. As the definition, the phase locking ratios mentioned above equal to the average firing rate (Shoji and Lee 2000) .
The average firing rate diagrams with different frequencies in two amplitudes of electric field A = 150 mV and A = 300 mV are shown in left and right panels of Fig. 13 respectively. Figure 13c -f is the partial enlarged details. From Fig. 13 , we can find that the neuronal average firing rate decreases with the field frequency increasing and the decline is particularly remarkable in ultralow frequency band. In two amplitudes of electric field, there are more and longer steps in the average firing rate diagram with the higher amplitude. This is in accordance with the bifurcation diagrams in Fig. 12 corresponding to the phase locking frequency bands. The transition states are more clearly observed between the phase locking firing patterns in Fig. 13c , e than in Fig. 13d , f. These also verify the high amplitude stimulus activating the larger frequency bands by reducing the transition states. In general, there are affluent phase locking spiking patterns with the effects of the sinusoidal electric field under the ephaptic transmission. Furthermore, a very small change in the frequency can arouse considerable transition in neuronal firing state, specially, in the low frequency bands.
Amplitude effects on neuronal firing pattern From the above study, it is believed that the extracellular electric field amplitude can regulate the neuron firing rhythm in a certain extent. The ISI bifurcation and the average firing rate versus different electric field amplitudes will be investigated with two field frequencies f = 1 Hz and f = 5 Hz. From the ISI bifurcation diagrams in Fig. 14 and the phase locking states in Fig. 15 , it can be found that neuronal firing patterns change from the alteration of chaos and p:q(p, q = 1, p \ q) phase locking to 1:1 synchronously spiking, then to the alteration of transition state and p:1(p C 2) bursting. Compared (a) and (b) in Figs. 14 and 15, furthermore, it can be found that each stable spike-field coherent pattern can maintain within the narrower range of the applied electric field intensity in (a) than in (b). For example, 1:1 stable phase locking pattern can only maintain over the change of about less 50 mV for 1 Hz input frequency but maintain over the change of about more than 300 mV for 5 Hz one. This leads to over the same range of the electric field amplitude, there should exist the more abundant spike-field coherent patterns for the lower input frequency. In the other word, these simulated results suggest that the pyramidal cells are more sensitive to the low frequency electric fields than high frequency ones, which is easy to understand from the fact that filter characteristic of the neuron makes the high frequency response for the same electric field intensity often weaker than the low frequency one.
To analyze the concrete phase locking patterns in different electric field amplitudes, the average firing rate is studied with two frequencies f = 1 Hz and f = 5 Hz in Fig. 15 . The average firing rate rises like stairs with the increase of the amplitude. In the same amplitude range, more phase locking patterns are observed in the low frequency. It indicates that larger amplitude range is required to activate more neuronal firing properties in the high frequency field. These results again demonstrate that the neuronal firing is more sensitive to the low frequency field. As a result, there are more abundant phase locking patterns as Fig. 15a shown. With sufficient amplitude, the neuron can exhibit some phase locking patterns in low frequency, however, it still loses most of the rich phase locking.
To investigate the effect of the electric field on neuronal firing pattern more systematically, firing patterns based on the average firing rate in the two-parameter space of The extracellular resistance affects not only the DC electric field threshold, but also could have profound effects on the neuron firing rhythm in the presence of sinusoidal electric field. With different extracellular resistance values, the average firing rates have been studied in sinusoidal electric field to explore the effects of ephaptic interactions on neuronal activities. When the amplitude is fixed in A = 300 mV, the step-curves of the average rate are shown in Fig. 17a as a function of the frequency in different extracellular resistance values. It is obvious that as the resistance increase, a higher frequency is required to achieve a special phase locking state such as 2:1 and 1:1 phase locking state, and the special states possess wider frequency bands. This indicates that the change of extracellular medium property could affect the neuronal sensitivity to the electric field frequency. That is to say, with the same frequency electric field, the neuron firing rhythm may obviously vary from different extracellular environment. These conclusions coincide with the results, that slow (\8 Hz) fluctuations of the extracellular field could change the course of neuron membrane potentials by ephaptic coupling, obtained in Anastassiou's experiment (Anastassiou et al. 2011) .
From Fig. 17b , it demonstrates that with the extracellular resistance increasing, the neuron is more sensitive to the electric field amplitude. In other words, the neuron membrane potentials exhibit more abundant phase locking patterns with the larger extracellular resistance in certain amplitude range. Overall, the larger extracellular resistance could raise the neuronal average firing rate to some extent and enhance the neuronal sensitivity to the extracellular field effect. In other words, extracellular environment can modulates the ephaptic interaction effect on neurons by increasing the extracellular resistance value.
Discussion
The focus of our study is to investigate the responses of the neuronal membrane potential to the extracellular applied electric field under the ephaptic transmission in a more biologically plausible model. Although ephaptic transmission does not have a major effect in neural communication system, as a new mode of coordination within the brain, ephaptic transmission separated from the usual neuronsynapse channels contributes on many levels during brain processing (Radman et al. 2007; Anastassiou et al. 2011; Jefferys 1995; Deans et al. 2007; Chan and Nicholson 1986; Traub et al. 1985) . Under DC electric field, we can find that the concentration of extracellular potassium ion Cogn Neurodyn (2014) 8:177-197 193 and the extracellular resistance can alert the neuron from silence to firing. The result reveals that the efficacy of the fields at modulating neural activity is dependent on ephapse transmission. This is consistent with the results of the low-calcium hippocampal slices experiments that as a result of cell swelling, the increased extracellular resistance enhances electric fields effects (Durand 2003; Yaari et al. 1983) . In most of DC electric field models, as inhibitory electric fields, negative electric fields always suppress neuronal excitability (Durand 2003; Gluckman et al. 1996; Duong and Chang 1998) . However, it is interesting that while positive electric fields can promote neuronal excitability, the larger negative also can excite the neuron in our model. This can be explained from the two-compartment model by noting that due to dendritic activation, the inward current reverses its direction from dendrite-to-soma during initial field application to soma-to-dendrite. Moreover such results never appear in those electric fields modeled by direct stimulation via input currents. However, chaotic phenomenon could be generated in DC current stimulation that could not occur in the presence of DC electric field in our model (not shown in the paper). More of differences and deviations between voltage electric field effects and direct current stimulation effects can be further studied in the future. The electric field effects on neurons in our ephaptic transmission model could also be investigated detailedly and systematacially in the background of synapse.
As discussed in Fig. 16 in ''Amplitude effects on neuronal firing pattern'' section, neuronal firing patterns is sensitive to both the frequency and amplitude of the applied electric field. Particularly, for low frequency stimulus, even small change of electric field strength could induce the transition of the firing patterns, which means that neuronal firing activity is more sensitive to the low frequency fields. Furthermore, the critical value of electric field intensity that is needed to achieve the stable phase locking patterns for the low frequency band is far less than that for the high frequency one. Just seen in Fig. 16 , it seems that this critical value is descending with the decreasing input frequency. In fact, this descending tendency cannot last forever. It is interesting that more simulations about the even lower frequency (\1 Hz) electric field (here these graphs do not list in this paper) suggest that the critical electric field intensity to achieve the stable phase locking patterns will increase with the decreasing input frequency (\1 Hz). And there exist a globally most sensitive point (about 1 Hz) to obtain spike-field coherence for the whole frequency band, which is very similar to phase-locking results (Figs. 4, 8 in Yang et al. 2012 ) even though these points are different quantitatively. The underlying mechanism may involve the resonant properties of individual neurons having the preferred frequency. The pyramidal neuron usually has the low natural spiking frequency which is about 1 Hz without exerting extracellular electric field in our simulations. This natural frequency makes the neuron most easily achieve the stable spike-field coherence (i.e. most sensitive) for the electric field with the frequency around its preferred one.
The effects of ephaptic transmission on neuronal spikefield coherence are prominent in the presence of AC electric field. It suggests that ephaptic transmission have played a constructive role in applied electric field modulating the neural activities during brain processing.
For purpose of exploring ephaptic transmission mechanism clearly, ephaptic interactions are separated from others in the model and electric field effects are investigated under the ephaptic transmission in a lager range which is under physiological conditions. The fields in our model are comparable to fields applied in cells by extracellular electrodes in the brain slices experiments (Chan et al. 1988; Chan and Nicholson 1986; Bawin et al. 1984; Jefferys 1981) . The weak extracellular fields cannot trigger any additional action potentials. However, it did induce substantial shifts in the spike timing that is important for memory information (Radman et al. 2007; Reato et al. 2010) . Furthermore, the weak field effects may be amplified for certain structure and conditions, such as neural network and the M-cell axon cap with a high resistivity (Korn and Faber 1975; Weiss et al. 2008) . The strong extracellular fields can entrain neural firing, for instance, during the violent seizures of epilepsy, portions of the brain generate very strong electrics fields (Netoff and Schiff 2002; Traynelis and Dingledine 1988) . Larger scale network framework research will be required in order to replicate biological effects more accurately. Field effects exert across a large population of laminar neurons is amplified and overlapped by network interactions between the affected neurons network architectures (Francis et al. 2003; Deans et al. 2007; Fujisawa et al. 2004; Purpura and Mcmurtry 1965) . The hippocampal CA3 pyramidal neurons with parallel laminar structure are very conductive to electric field modulation. The exquisite sensitivity of neurons to weak electric fields would be observed in this network, and ephaptic transmission may have a more important role in neuronal network than is generally appreciated. This study may contribute to the prediction of ephaptic interactions in neural system in experiments and also be potentially helpful in the development and application of electromagnetic stimulation technique for the treatment of neural diseases.
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V s and V d are the somatic and dendritic membrane potentials. The somatic compartment contains leakage current I sLeak , sodium current I Na and delayed rectifier potassium current I KDR , and generates fast spiking. The dendritic compartment possesses leakage current I dLeak , calcium current I Ca , potassium after hyperpolarization current I KAHP , calcium activated potassium current I KC , synaptic currents I syn , and can produce slow voltage oscillations. I DS in is the current flowing between the two chambers of the neuron and I s (I d ) is the injected currents into the soma (dendrite). p = somatic area/total membrane area expresses the asymmetry between the areas of the two compartments. The two compartments are electrically connected with a coupling conductance g c . The values of model parameters are shown in Tables 2 and 3 . Special values of the variable parameters are only used in some cases with the corresponding declarations in the context.
According to the Kirchhoff current law in the equivalent circuit (Fig. 1b) , we can get the following equations:
So the V DS out and I DS in will be shown as:
The kinetic equations for the gating variables of different ionic channels (h, n, s, c, q) take the form: 
The argument U equals V s when y = h, n; V d when y = s, c; Ca when y = q. The details for a y and b y are shown in Table 4 
The weighting functions for the two synaptic conductances (NMDA and AMPA) are governed by the following differential equations: 
where H(x) = 1 if x C 0 and 0 otherwise. We set S, W = 0 in our simulation to separate the chemical synapse. 
