Abstract -In this paper, a new algorithm is proposed for computing weights fusion of fixed-interval Kalman smoothers in the linear minimum variance sense. The QR decomposition of matrix is presented for the weights for discrete time-varying linear stochastic control systems with multiple sensors and correlated noises. Theoretical predictions and numerical evidences indicate that the algorithm of QR decomposition of matrix to value the weights fusion fixed-interval Kalman smoothers can save dramatically the memory and alleviate considerably the computational burden, but don't loss any numerical precision.
the variance matrix of the process noise instead of the variance matrix itself. Kalman [3] raise filtering kalman algorithm in the time domain, it use Riccati equation to establish equation of state , using recursive filtering algorithm does not require a lot of storage, conform to the development of the electronic computer, military and space technology to overcome the shortcomings of the wiener filtering method has been widely used. Literature [4] gives a fusion criterion weighted by scalars for systems with multiple sensors. But the assumption for the state estimation errors between any two uncorrelated sensors doesn't accord with the general case. So [4] only get a sub-optimal information fusion filter. Distributed fusion filter requires each subsystem with the same dimension of the observation matrix in the [5] .This makes it has limitations in the application, In practical applications, due to the system model is unknown, and maybe change with time-varying, Also, because of the different types and the observation position of the respective sensors, the system model describing the target of the respective sensors may also be different, Thus, either a single model of the system is sometimes difficult to describe the state of the actual motion of the system. Kim [6] and Chen et al. [7] give the optimal fusion filter for systems with multiple sensors based on the maximum likelihood estimation, respectively, and assume the process noise to be independent of the measurement noises.But its derivation requirements .Assuming the estimated error is based on normal distribution. Weighting by matrices need to calculate the inverse matrix, the large amount of calculation .
This article use the QR decomposition method, the matrix inverse calculation problem is solved to some extent, promote the weighted matrix algorithm optimization. Distributed multi-sensor information fusion has high reliability, viability and short decision-making time and cause of widespread concern, and has been extensively studied. Kalman filter is mainly used for the integration of low-level real-time dynamic multi-sensor redundant data. This method is recursive, the statistical properties of the measurement model to determine statistical significance optimal integration and data estimated. If the system has a linear dynamic model and system sensor error Gaussian white noise model, the Kalman filter for the fusion of data provide only statistical significance optimal estimation. Kalman filter recursive features make the system does not require a lot of data storage and computing. However, a single Kalman filter statistics on the combination of multi-sensor system, there are many serious problems EKF'S advantages: the error of the linear extent of the International Conference on Computer, Networks and Communication Engineering (ICCNCE 2013) instability of data processing or system model can effectively overcome the fusion process the impact. the overall physical laws better understood.
Research method
In this paper, three distributed optimal weighted fusion fixed-interval Kalman smoothers with a three-layer fusion structure are given for discrete time-varying linear stochastic control systems with multiple sensors and correlated noises based on three optimal matrices weighted fusion algorithms in the linear minimum variance sense. this will be smaller computational higher accuracy than direct matrix weight, The third chapter is divided into three parts, the first part: the basic formula assumes the second part of the matrix weighting method QR the matrix de-composition wears fusion, the third part of the simulation comparison. The simulation example in a tracking system with three-sensors is shown in Section 5 where local, distributed fusion and centralized smoothers are compared. Finally, the conclusion is drawn. 
Results and Analysis

A . Preliminaries
Consider the discrete time-varying linear stochastic control system with L sensors，Target state model and measurement model are described below： Target state model and measurement model are described below.
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B . QR Decompose Definition
If n × n real non-singular matrix A can be decomposed into the orthogonal matrix Q and the real non-singular upper triangular matrix R, ie A = QR, we claimed that the decomposition of the matrix A QR decomposition; thus A is m*n column matrix of full rank, if A = QR, where Q is the m*n matrix QTQ = E (Q is the orthogonal matrix of columns), R is a non singular upper triangular matrix of the matrix A, also known as QR decomposition.
C . Fusion process
Based on the local smoothers and cross-covariance matrices , one has the following distributed fusion fixed -interval smoothers in the linear minimum variance sense. with multiple sensors has the optimal weighted fusion fixed interval Kalman smoothers,
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The variance of the matrix weighting optimal fusion smoother is computed by ( )
The fixed-interval smoothing error variance matrix is given by
where covariance matrices where ( | ) ij P t N i, j =1,2,..., L are computed by (12) and (13)..
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The application of QR decomposition in weight matrix :
QR decomposition of the covariance matrix: 
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Conclusion
Consider the tracking system with five-sensors: The use of the QR decomposition method, the matrix inverse calculation problem is solved to some extent, promote the weighted matrix algorithm optimization. There is a certain sense in the engineering application.
