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Recent advances in nanofluidics have allowed exploration of ion transport down to molecular scale
confinement, yet artificial porins are still far from reaching the advanced functionalities of biological
ion machinery. Achieving single ion transport that is tuneable by an external gate – the ionic
analogue of electronic Coulomb blockade (CB) – would open new avenues in this quest. However,
an understanding of ionic CB beyond the electronic analogy is still lacking. Here we show that
the many-body dynamics of ions in a charged nanochannel result in a quantised and strongly non-
linear ionic transport, in full agreement with molecular simulations. We find that ionic CB occurs
when, upon sufficient confinement, oppositely charged ions form ’Bjerrum pairs’, and the conduction
proceeds through a mechanism reminiscent of Onsager’s Wien effect. Our findings open the way
to novel nanofluidic functionalities, such as an ionic-CB-based ion pump inspired by its electronic
counterpart.
Ionic transport is key to numerous processes, from
neurotransmission to ultrafiltration [1–4]. Over the last
decade, it has been extensively investigated in biologi-
cal systems, evidencing advanced functionalities such as
high selectivity, ionic pumping, and electrical or mechan-
ical gating [5–7]. However, it is only recently that exper-
imental progress in nanoscience has allowed fabrication
of artificial pores with controlled material properties and
(1D or 2D) geometries. These new systems have reached
unprecedented nanometre and even angström scale con-
finements [8–11], yet they are still far from exhibiting the
same functions as biological ionic machines.
At these scales, the ion transport is usually described
by the Poisson-Nernst-Planck (PNP) framework [2],
which couples ion diffusive dynamics to electric inter-
actions. Although it may account for non-linear (e.g.
diode-type) effects – [2], the PNP framework is intrin-
sically continuum and mean field. Building bio-inspired
functions, however, may require to control transport at
the single ion level, which is out of reach of a mean-field
description. Single charge transport actually echoes the
canonical Coulomb blockade (CB) phenomenon, which
was thoroughly explored in nanoelectronics. CB is typi-
cally observed in a single electron transistor: under fixed
bias, the current between source and drain peaks at quan-
tised values of the gating voltage [12]. The origins of this
effect stem from the many-body Coulomb interactions
between the electrons and from the discreteness of the
charge carriers [13]. Similar physical ingredients are at
play in a nanoscale channel filled with a salt solution (Fig.
1a): ions also interact via coulombic forces, and a vari-
able surface charge on the channel walls can play the role
of the gating voltage. One may therefore expect to ob-
serve an “ionic Coulomb blockade”, namely peaks in the
ionic conductance of a nanochannel at quantised values
of its surface charge. It is thus of interest that molecu-
lar dynamics simulations [14–17] and experiments [18–20]
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have shown what might be indirect signatures of ionic CB
(though in the absence of a gating voltage), and conduc-
tance gating by a surface charge has been demonstrated
in simulations of a biological ion channel model [21, 22].
These observations remain surprising since ionic systems
in water at room temperature have specific features con-
trasting with electronic systems which may preclude the
occurrence of ionic CB. Beyond the absence of quan-
tum effects, the fact that ions are of both signs – while
electrons are only negative – results in Debye screening,
which is expected to drastically weaken the many body
interaction; it remains unclear under which conditions
these aspects may suppress ionic transport quantisation.
Although pioneering analytical efforts have translated
the results established for electrons [13] to the ionic
case [22–24], a general theory for ionic CB, incorporating
the unique features of ionic systems in contrast to their
electronic counterparts, is still lacking. We develop such
a theory in this paper.
MODEL DEFINITION AND NUMERICAL
RESULTS
Our theory is based on a simple but general model
of a nanochannel which confines ions in one dimension
(Fig. 1a). The channel has radius R and length Lº R,
as opposed to nanopores of length L ∼ R. It is filled
with water, which under confinement exhibits a priori
an anisotropic dielectric permittivity Ô [25, 26], and it
is embedded in a membrane with low permittivity Ôm
(whenever needed, we use Ôm = 2). Under such condi-
tions (see Fig. 1b), the electric field lines produced by an
ion stay confined inside the channel over a characteristic
length ξ [27]. This leads to a stronger Coulomb interac-
tion than in the bulk solution, which is well described by
the exponential potential
V (x) = kBT
ξ
xT
e−|x|/ξ. (1)
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FIG. 1. Brownian dynamics simulations of ionic Coulomb blockade in a nanochannel. a. Sketch of ions confined
in a gated nanochannel. The tuneable surface charge Q acts as a gate; it is equivalent to a voltage applied to an electrode
which is capacitively coupled to the channel. b. Setting for the brownian dynamics simulations: the ions have quasi-1D
Coulomb interactions, with the electric field confined in the channel over a characteristic length ξ. c. The ionic current through
the channel, at fixed applied electric field (E = 1 kBT/e/nm), show peaks at discrete values of the surface charge. d. The
neutralising charge N(Q) – the total positive charge that screens the negative surface charge – increases in steps as a function
of Q. The dashed line shows the mean-field prediction obtained from the equilibrium solution of the PNP equations (see SI,
Sec. 1.5), which is in complete disagreement with the simulations. e. Ionic current as a function of the applied electric field at
fixed surface charge (Q = −1.7). A strongly non-linear behaviour is observed. The parameters are xT = 0.09 nm, ξ = 3.5 nm,
and salt concentration ρ0 = 0.44 M. Error bars represent the standard deviation of the mean.
This introduces a thermal length xT [28], which is the
typical distance between two opposite charges confined
in the channel. We detail in the supplementary infor-
mation (SI, Sec. 3) how the parameters ξ and xT are
related to the channel geometry and to the various di-
electric constants. If the permittivity of confined water
is assumed to be the same as in the bulk, one has ξ ≈ 7R
and xT = R2/2üB , where üB = 0.7 nm is the Bjerrum
length in bulk water. We shall use these relations in the
following, keeping in mind that taking into account the
anisotropic permittivity would result in a stronger inter-
action for a given confinement.
A charge is imposed on the confining surface and acts
as a gate on the system; here we reduce the surface charge
to a point-like charge Q. The ions interact between them-
selves and with the surface charge through the potential
given in Eq. (1); depending on conditions, an electric field
E may be applied along the channel.
Before developing an analytical theory, we confirm
using (grand canonical) brownian dynamics simula-
tions [29] that our simplified model displays the ionic
CB phenomenology. Details of the simulations are given
in the SI, Sec. 4: the measured quantities are the ionic
current and the neutralising charge N(Q), defined as the
total positive charge that screens the negative charge Q.
Figures 1c and 1d show typical simulation results. Re-
markably, we do observe signatures of ionic CB: namely,
the neutralising charge N(Q) is “quantised”, as it in-
creases in discrete steps as a function of Q – this can
be considered an equilibrium signature of ionic CB –,
and under an external electric field, the current peaks
at discrete values of Q. We thus recover the same phe-
nomenology as in simulations of nanopores [21, 22], al-
though in our general setting we do not assume electro-
3static coupling between the channel entrances and the
surface charge. Furthermore, our simulations reveal a
very non-linear current-voltage characteristic (Fig. 1e),
with the conductance at low voltages being suppressed
with respect to the one expected from Ohm’s law. Inter-
estingly, the I − V characteristic for our ionic CB sys-
tem differs from its electronic counterpart, where several
steps in current versus applied voltage are observed be-
fore reaching Ohm’s law [12].
FRACTIONAL WIEN EFFECT THEORY
We now develop an analytical theory in order to un-
derstand this counterintuitive behaviour. The vision of
Coulomb blockade in terms of energy barriers which has
been developed for electrons in quantum dots [13], and
adapted to ions in nanopores [22] cannot apply here as
we consider a 1D nanochannel of arbitrary length. More-
over, the phenomenon at stake is clearly out of reach for
the mean-field PNP equations [1, 2]. The PNP result
for the neutralising charge is derived in the SI (Sec. 1.5)
and is shown in Fig. 1d: a perfectly linear behaviour for
N(Q) versus the surface charge Q is obtained, in contrast
to the simulation results. Thus, the theoretical descrip-
tion of ionic CB requires to exactly solve the underlying
many-body problem.
To this end, we first compute the grand-canonical par-
tition function of the confined electrolyte in the presence
of the gating charge Q and interacting with the pair-
wise potential of Eq. (1); the chemical potential is µ and
the temperature T (we set kBT = 1). The system under
consideration closely resembles a 1D Coulomb gas model,
which can be solved using a functional integral technique
as in [30–32], which we extend to incorporate an arbitrary
gating charge density q(x). An exhaustive calculation re-
ported in the SI (Sec. 1.2) yields the partition function
as
Ξ =
∫
dφ0dφLe−xT (φ
2
0+φ
2
L)/4ξP(φL, L|φ0), (2)
where the propagator P(φ, x|φ0) solves
∂P
∂x
= 1
xT
∂2P
∂φ2
+
(
iqφ− xT4ξ2φ
2 + 2z
L
cosφ
)
P (3)
with initial condition P(φ, 0|φ0) = δ(φ−φ0), and z = eβµ
the fugacity.
This result allows to unveil the unconventional be-
haviour of the ionic system. As a first indication, the
equation of state of the confined ionic gas can be exactly
derived in the limit zT ≡ z xT /L ¹ 1, corresponding
to strong electrostatic interactions (with our simulation
settings, zT = 0.02), yielding
P = 12ρkBT ×
(
1 +O(z2T )
)
, (4)
where P is the pressure and ρ is the salt density (see
SI Sec. 1.10). Thus, when the interactions are strong
enough, the ionic gas of density ρ behaves as an ideal
gas of density ρ/2. Hence, in the channel, ions of op-
posite charge are actually bound together in the form
of Bjerrum pairs, as confirmed by direct observation in
the simulations (supplementary movie S1). The confined
salt behaves accordingly as a weak electrolyte. We will
now demonstrate that this crucial characteristic, missed
by mean-field theory, is the key to explaining both the
conductance gating and the strongly non-linear response
under an electric field, as highlighted in Fig. 1.
Let us first sketch a qualitative picture. In a weak elec-
trolyte, the conduction should proceed through the sec-
ond Wien effect, which was famously explained by On-
sager [33, 34]. In Onsager’s picture, tightly bound ion
pairs cannot move under the effect of an electric field,
and current can only flow when an ion pair dissociates
(Fig. 2a). This picture applies to our system, except for
the presence of the gating charge Q, which acts as a "de-
fect” and affects the dissociation process of ion pairs. If
Q is an integer, all the ions are tightly bound at low
enough E and the conductance is vanishing. Now if Q
has a fractional part, it still binds an integer number of
ions, so that one of those ions may be less strongly bound
than the others (for example if a charge Q = −1.5 binds
two positive ions). This weakly bound ion may then dis-
sociate from the surface charge under the effect of the
external electric field, resulting in non-zero conductance.
This qualitative picture is confirmed by direct observa-
tion in the simulations (supplementary movie S1). Inter-
estingly, once a pair dissociates, conduction occurs via
a Grotthus-like mechanism, with the free ion exchang-
ing between Bjerrum pairs. Altogether, the conduction
is due to ions dissociating not from their opposite charge
counterparts, but from the fractional surface charge: we
thus name this new mechanism "fractional Wien effect".
In addition to the surface charge gating, the fractional
Wien effect picture allows to understand the non-linear
current voltage characteristics. Indeed, at low electric
fields, the conduction is due to the dissociation of frac-
tional ion-surface charge pairs, whose dissociation rate
depends on the electric field, thus the conductance ac-
quires an electric field dependence. But, at sufficiently
high electric fields, the Bjerrum pairs that are present in
the bulk of the channel will also start dissociating, result-
ing in the standard (“bulk”) Wien effect that was studied
by Onsager. This results in another non-linearity in the
I − V curve, before a collapse onto Ohm’s law once all
the pairs have been dissociated.
We now develop an out-of-equilibrium framework to
quantify the fractional Wien picture that has emerged.
As a first step, the exact solution (2) for the partition
function Ξ allows to compute the probability of the sys-
tem containing a fractional ion-surface charge pair, or
equivalently the average neutralising charge N(Q). In
the limit of an infinite channel and a point-like surface
charge, we obtain N(Q) = −(xT /ξ)(∂ log Ξ/∂Q)−Q and
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FIG. 2. Analytical theory for the fractional Wien effect mechanism of ionic Coulomb blockade. a. Schematic
representation of Onsager’s Wien effect and of the fractional Wien effect. Both correspond to non-linearities in the current-
voltage characteristic due to the electric field dependence of the dissociation rate of ion pairs. b. Schematic setting for the
study of out-of-equilibrium Bjerrum pair dynamics. The main ingredient is the computation of the mean escape time of an ion
from the potential created by an effective charge q. c. Neutralising charge N(Q) as a function of surface charge. d. Positive
ion current, at fixed applied electric field (E = 1 kBT/e/nm), as a function of surface charge. e. Current-voltage characteristic
at fixed surface charge, corresponding to a conductance peak (Q = −1.7). Inset: zoom on the small applied electric field region.
In panels c, d and e, dots are simulations results, while the solid line is the theoretical prediction from Eq.(8) and Eq. (5). The
Wien effect theory shows quantitative agreement with simulations. Error bars represent the standard deviation of the mean.
a lengthy calculation reported in the SI, Sec. 1.9, yields
an analytical expression, which can be written in the
form:
N(Q) =
∑
ij aiaj(j − i)e−
ξ
2xT
(Q−(i−j))2∑
ij aiaje
− ξ2xT (Q−(i−j))
2
−Q ; (5)
see SI Eq. (S35) for an exact expression. The coefficients
ai are obtained as series expansions in zT ≡ z xT /L (a
few terms are sufficient in the limit of interest zT ¹ 1).
The prediction in Eq. (5) is plotted in Fig. 2c: it accounts
for a quantised neutralising charge, and the agreement
with simulations is excellent. Assuming strong enough
interactions, one may adopt a “two-state” perspective:
the surface charge Q may bind either åQæ or åQæ + 1
counterions (å.æ denoting the floor function); in the latter
case, a fractional ion-surface charge pair is formed. The
probability of the system containing this weakly bound
pair is accordingly p(Q) = N(Q)− åQæ.
In a second step, we study the out-of-equilibrium dy-
namics of a Bjerrum pair. We consider a single ion bound
to an effective charge q (see Fig. 2b). Its probability dis-
tribution P (x, t) is governed by the Fokker-Planck equa-
tion
∂tP = D∂x (P∂x [−qV (x)− Ex]) +D∂2xP, (6)
with D the diffusion coefficient, E the applied elec-
tric field and V (x) the pairwise interaction potential in
Eq. (1). Solving Eq. (6) with an absorbing boundary
condition (see Fig. 2b) yields the mean escape time for
the bound ion (see SI Sec. 2.1 and Ref. [35]):
τ(q, E) = 1
D
∫ +∞
−∞
∫ ξ log qExT
max(0,x)
eq(V (x)−V (y))+E(x−y)dydx.
(7)
For a bulk ion pair the effective charge q is 1, and the
average lifetime of the pair is actually τ(1, E)/2 since
both ions are mobile; for a fractional ion-surface charge
pair, q = Q − åQæ. In the SI (Sec. 2.2), we derive the
relation between the lifetime of the ion pairs and the
number of free charge carriers. Combining this result
with the probability p(Q) of finding a weakly bound pair
in the system yields an expression for the positive ion
current I+(E) accounting for both the fractional and the
bulk Wien effect:
I+(E) = (N(Q)− åQæ)IQ−åQæ(E) + I+bulk(E), (8)
with Iq(E) = (L/(DE) + τ(q, E))−1 and I+bulk(E) =
1
2τ(1,E)
(√
1 + 2ρDEτ(1, E)− 1
)
. These analytical pre-
dictions for the current (Eq. (8)), are plotted in Fig. 2d-
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FIG. 3. Conditions for observation of ionic Coulomb blockade. a. Neutralising charge N(Q) as a function of the surface
charge Q, as obtained from brownian dynamics simulations (dots), and the full theoretical prediction from Eq. (S32) (solid line),
at different salt concentration values. CB steps disappear as the salt concentration is increased. The parameters are chosen
here as xT = 0.18 nm and ξ = 7 nm. b. "Phase diagram" for Coulomb blockade. The colour scale shows, as an assessment of
the “strength” of ionic CB, the steepness of the steps in the neutralising charge N(Q). It is defined as 1− 1/maximum slope of
a step and varies between 0 (no CB) to 1 (full CB). The axes correspond to the channel radius (in terms of the dimensionless
quantity xT /ξ = R2/2üBξ) and to the dimensionless bulk salt concentration ρ0ξ3. On the right panel, the fraction of ion pairs
in the channel is plotted as a function of xT /ξ, at bulk concentration 0.1 M. Ion pairing is a prerequisite for ionic Coulomb
blockade, i.e. CB occurs when the salt behaves as a weak electrolyte.
e: they reproduce quantitatively the simulations results.
Our result accounts both for the CB oscillations – en-
hanced conductance at quantised values of surface charge
– and for the “blockade” of ionic transport in the form
of the strongly nonlinear current voltage relation at low
applied field. The theory fully validates the fractional
Wien mechanism, highlighting that this effect originates
in an interplay between many-body dynamics of ion pairs
and Coulomb gas statistics.
PHASE DIAGRAM
Having now established a theoretical framework for
ionic CB that is quantitatively validated against molec-
ular simulations, we may use it to obtain insight into the
conditions under which one may expect ionic CB. Fig.
3a shows the prediction for the neutralising charge N(Q)
at increasing salt concentration values: strikingly, the
CB steps disappear at high salt concentration as a result
of Debye screening, again in full agreement with simu-
lations. This is a crucial specificity of our ionic system
with respect to its electronic counterpart. Going further,
we build a phase-diagram which displays the parame-
ter space where ionic CB occurs (that is where N(Q)
versus Q displays steps), in terms of dimensionless ion
density and channel size, see Fig. 3b. Ionic CB indeed
disappears above a critical salt concentration for a given
channel size (or xT ); Debye screening thus does prevent
Coulomb blockade, though only at rather high salt con-
centration values (typically, more than 2 M for a 1 nm
channel). Conversely, at a given salt concentration, a
small enough xT (strong enough interactions) is required
for ionic CB to occur. In the limit zT ¹ 1, the slope of a
step is given by (dN/dQ)max = ξ/(4xT )+O(z4T ) (SI Sec.
1.9). Therefore a necessary condition for observing steps
is ξ/xT & 4, i.e. the Coulomb interaction between two
ions should be greater than ∼ 4 kBT . Concretely, this
corresponds to nanochannel sizes R . 3.5üB ∼ 2.5 nm for
monovalent ions. For multivalent ions with valency p, the
Bjerrum length increases as p2 and this modifies accord-
ingly the condition on the channel size. Thus, our theory
demonstrates that ionic CB can actually be expected in
channels that are much larger than previously considered
biological nanopores [21, 22] of radius R ∼ 0.3 nm. Fi-
nally, the right panel of Fig. 3b shows the fraction of
Bjerrum pairs as predicted by our theory (SI Sec. 1.11):
it decreases with increasing xT , in line with the disap-
pearance of CB steps, highlighting once more that ionic
CB and Bjerrum pairing are intimately related.
ION PUMP
Our modelling of Coulomb blockade opens the way
to the design of new functionalities in nanofluidic sys-
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FIG. 4. Coulomb-blockade-based ion pump. a.
Schematic of the ion pump inspired by its electronic counter-
part; time dependence of the variable surface charges Qi(t).
The 125 variable charges are placed every 5 nm, and periodic
boundary conditions are used. b. Positive ion current result-
ing from the pump operation (with no applied electric field),
at xT = 0.1 nm (CB regime), and xT = 2 nm (no CB), as
obtained from brownian dynamics, as a function of the pump
amplitude ∆Q. The current is normalised by I(1 ion), which
is the current resulting from one ion moving at a velocity 5
nm/10 ns. Error bars represent the standard deviation of the
mean.
tems. Beyond gated transport itself, one may also har-
ness the control over single ions allowed by CB to de-
velop ion pumping functionalities. Single electron pumps
have been obtained by associating two CB devices in se-
ries, with their gate voltages oscillating out of phase [36].
Fig. 4a shows an analogous ionic system, a nanochan-
nel with variable surface charges placed along its length.
We confirm using brownian dynamics simulations that
such a device is capable of pumping activity. Upon ap-
propriate modulation of the surface charges, and in the
absence of applied electric field, there is indeed trans-
port of ions along the channel; the modulation ampli-
tude ∆Q allows to precisely control the discrete number
of ions being transported (Fig. 4b). But most impor-
tantly, the simulations highlight that the pumping fully
relies on the system operating in the CB regime. Indeed,
the pumping current is almost 0 at large xT (weak in-
teractions, no CB), while it is significant only at small
xT (strong interactions, CB regime; see inset of Fig. 4b).
This proof-of-concept confirms the importance of ionic
CB as a building block for artificial devices mimicking
biological functions; we leave for future work the thor-
ough investigation of such devices.
CONCLUSIONS
Thanks to a many-body framework for the non-
equilibrium ion dynamics – far beyond the mean field
approximation –, we unveil the subtle physical mecha-
nisms underlying the ionic equivalent of Coulomb block-
ade in a general nanochannel geometry. We highlight
that, in stark contrast to its electronic counterpart, ionic
CB in a nanochannel relies on the Bjerrum pairing of ions
and a fractional Wien-effect mechanism. Building on this
fundamental result, we are able to provide a theoreti-
cal benchmark for the experimental realisation of ionic
CB, establishing prerequisite conditions in terms of con-
finement and salt concentration, as summarised in the
phase diagram in Fig. 3b. Ionic CB requires nanomet-
ric confinement for monovalent ions but this condition is
strongly mitigated for multi-valent species. These esti-
mates are actually impacted by the dielectric properties
of water in strong confinement: while we propose a way to
account for the anisotropic permittivity of confined wa-
ter [25, 26], additional insight from simulations or exper-
iments is needed to precisely evaluate the interactions at
such scales. Finally, beyond the one-dimensional systems
considered here, the recently developed two-dimensional
ion channels based on van der Waals heterostructures
could also exhibit Coulomb-blockade-like behaviour, with
the weaker 2D interactions potentially compensated by
the very low permittivity observed in these channels [26].
The exploration of ionic CB in these systems is already
within reach, opening exciting perspectives for the devel-
opment of advanced ionic machinery.
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1 Equilibrium properties: Coulomb gas theory
Our computation is inspired by the original solution of the 1D Coulomb gas model by Lenard and Ed-
wards [1], and subsequent studies by Demery, Dean and coworkers [2, 3, 4, 5], as well as Shklovskii and
coworkers [6, 7].
1.1 Model definition
We consider a one-dimensional lattice with sites 1, . . . ,M as a model for the nanochannel of radius R and
length L. Each lattice site i carries a spin Si, which takes the values {0, 1,−1}, corresponding respectively
to no ion, a positive ion, or a negative ion occupying the site. We model the surface charge distribution as
an extra fixed charge qi added at each lattice site. The spins interact with the Hamiltonian
H({Si}) = ξ2xT
M∑
i,j=1
(Si + qi)(Sj + qj)e−|i−j|/ξ ≡ 12xT (S + q)
TC(S + q), (1)
where we have taken kBT = 1. The system is in contact with a particle reservoir with bulk density ρ0. Here
the parameters ξ and xT are dimensionless, expressed in number of lattice sites. Their relationship to the
geometrical parameters is discussed in section 3 of this Supplementary Information.
1.2 General solution
The grand partition function is given by
Ξ =
∑
S1,...,SM
z
∑
i
|Si|e−
1
2xT
(S+q)TC(S+q)
, (2)
with z = ρ0piR2L/M the fugacity. The matrix C can be analytically inverted:
C−1 = 12ξ sinh(1/ξ) ·

e1/ξ −1 0 0 . . . 0 0
−1 2 cosh(1/ξ) −1 0 . . . 0 0
... . . . . . . . . .
...
...
... . . . . . . . . .
...
...
... . . . . . . . . .
...
0 0 . . . 0 −1 2 cosh(1/ξ) −1
0 0 . . . . . . 0 −1 e1/ξ

. (3)
Hence we can carry out a Hubbard-Stratonovich transformation, that is rewrite the partition function as a
gaussian integral, introducing the integration variable φ:
Ξ =
√
xMT
(2pi)Mdet(C) ·
∑
S1,...,SM
z
∑
i
|Si|
∫
dφe−
xT
2 φ
TC−1φ+i(S+q)Tφ, (4)
with det(C) = e1/ξ2 sinh(1/ξ) ·
[
ξ(1− e−2/ξ)]M . After performing the sum over the spins, which is now decoupled,
we obtain
Ξ =
√
xMT
(2pi)Mdet(C) ·
∫
dφ1 . . . dφM
M∏
j=1
(1 + 2z cosφj)
M∏
j=1
eiqjφj . . .
. . . exp
− xT4ξ sinh(1/ξ)
M−1∑
j=1
(φj+1 − φj)2 + 2(cosh(1/ξ)− 1)
M−1∑
j=2
φ2j + (e1/ξ − 1)(φ21 + φ2M )
 .
(5)
We now take a continuum limit of the lattice model. We call a the physical lattice spacing and let ξ˜ = aξ,
x˜T = axT and z˜ = Mz. We then let a → 0 and M → ∞ while keeping the physical length of the system
L = aM constant. We then drop the tilde sign to lighten the notation and obtain
Ξ =
∫
dφ(0)e−xTφ(0)
2/4ξ
∫
[dφ]e−S[φ]
∫
dφ(L)e−xTφ(L)
2/4ξ (6)
1
with
S[φ] =
∫ L
0
dx
[
xT
4
(
dφ
dx
)2
+ xT4ξ2φ(x)
2 − iq(x)φ(x)− 2z
L
cosφ(x)
]
≡
∫ L
0
L(φ, φ˙). (7)
q(x) is the one-dimensional density corresponding to the surface charge, and we have changed the notation
to z ≡ piR2Lρ0. At this point ξ and xT have the dimension of length. The path integral measure is defined
as
[dφ] = lim
a→0
M→∞
L=aM
 M∏
j=1
√
xT
4piadφj
 . (8)
We now define the propagator P (φ, x|φ0, 0), or simply P (φ, x), as
P (φ, x) =
∫
dφ(x)δ(φ(x)− φ)
∫
[dφ]e−
∫ x
0
L(φ,φ˙)
∫
dφ(0)δ(φ(0)− φ0). (9)
Considering an infinitesimal displacement ∆x,
P (φ, x) =
√
xT
4pi∆x
∫
d(∆φ)P (φ−∆φ, x−∆x) . . .
. . . exp
(
−
∫ x
x−∆x
dx′
[
xT
4
(
∆φ
∆x
)2
+ xT4ξ2φ
2 − iq(x)φ− 2z
L
cosφ
])
.
(10)
Expanding the propagator as P (φ−∆φ, x−∆x) = P (φ, x)−∆x∂P/∂x−∆φ∂P/∂φ+ (1/2)(∆φ2)∂2P/∂φ2,
and carrying out the gaussian integrals, we obtain
P (φ, x) =
(
P (φ, x)−∆x∂P
∂x
+O(∆x2)
)(
1−∆x
[
xT
4ξ2φ
2 − iq(x)φ− 2z
L
cosφ
]
+O(∆x2)
)
+ ∆x
xT
∂2P
∂x2
(1 +O(∆x)).
(11)
P (φ, x) thus solves the partial differential equation
∂P
∂x
= 1
xT
∂2P
∂φ2
+
(
iqφ− xT4ξ2φ
2 + 2z
L
cosφ
)
P, (12)
with initial condition P (φ, 0) = δ(φ− φ0) which is the equivalent of a SchrÃ¶dinger equation for the path
integral representation (6). The partition function can thus be computed as
Ξ =
∫
dφ(L)e−xTφ
2/4ξP (φ,L|f0), (13)
where P (φ,L|f0) is the solution of (12) with initial condition P (φ, 0) = f0(φ) ≡ e−xTφ2/4ξ, which can be
easily obtained by finite difference numerical integration.
1.3 Observables
In the lattice model, the probability to find, say, a positive ion at position k, can be computed by replacing
a factor (1 + 2z cosφk) by zeiφk :
〈ρ+k 〉 =
1
Ξ
∫
dφ1 . . . dφM
∏
j Ó=k
(1 + 2z cosφj)zeiφk
M∏
j=1
eiqφj . . .
. . . exp
− xT4ξ sinh(1/ξ)
M−1∑
j=1
(φj+1 − φj)2 + 2(cosh(1/ξ)− 1)
M−1∑
j=2
φ2j + (e1/ξ − 1)(φ21 + φ2M )
 .
(14)
Thus, taking the continuum limit, one can compute the average positive ion density by inserting the operator
zeiφ at position x:
〈ρ+(x)〉 = 1Ξ
∫
dφ(0)dφ(x)dφ(L)e−xTφ(0)
2/4ξP (φ(x), x|φ(0), 0)zeiφ(x)P (φ(L), L|φ(x), x)e−xTφ(L)2/4ξ, (15)
2
which can again be obtained by finite differences. Let us now compute the electrostatic potential Φ at a
lattice point j0. One has
∂Ξ
∂qj0
=
∑
S1,...,SM
[
− 1
xT
∑
i
(Si + qi)Cij0
]
z
∑
i
|Si|e−H({Si})
=
∑
S1,...,SM
[
− ξ
xT
∑
i
(Si + qi)e−|i−j0|
]
z
∑
i
|Si|e−H({Si}) ≡ −〈Φj0〉 · Ξ
(16)
Now looking at eq. (5), differentiating Ξ with respect to qj0 corresponds to inserting a factor iφj0 , thus in
the continuum limit the electrostatic potential is computed by inserting an operator −iφ:
〈Φ(x)〉 = 1Ξ
∫
dφ(0)dφ(x)dφ(L)e−xTφ(0)
2/4ξP (φ(x), x|φ(0), 0)(−iφ(x))P (φ(L), L|φ(x), x)e−xTφ(L)2/4ξ.
(17)
1.4 Effect of ion valence
So far we have only considered monovalent ions. Ions of valence p could be taken into account by having
the spins Si take the values {p, 0,−p} instead of {1, 0,−1}. The action (7) then becomes
S[φ] =
∫ L
0
dx
[
xT
4
(
dφ
dx
)2
+ xT4ξ2φ(x)
2 − iq(x)φ(x)− 2z
L
cos pφ(x)
]
, (18)
or, after a change of variable,
S[φ] =
∫ L
0
dx
[
(xT /p2)
4
(
dφ
dx
)2
+ (xT /q
2)
4ξ2 φ(x)
2 − i(q(x)/p)φ(x)− 2z
L
cosφ(x)
]
. (19)
Thus any property for ions of valence p will be the same as for ions with valence 1, with p2 times stronger
interactions and p times smaller surface charge.
1.5 Mean-field approximation
The mean-field version of the Coulomb gas model is obtained by taking a saddle point approximation in
path integral (6). Minimising the action (7) with respect to the function φ(x), we obtain a differential
equation for φ(x):
xT
2
d2φ
dx2 =
xT
2ξ2φ− iq +
2z
L
sinφ. (20)
Following the argument in section 1.3, we identify the dimensionless electrical potential as Φ = −iφ. Thus
Φ satisfies (
d2
dx2 −
1
ξ2
)
Φ = − 2q
xT
+ 4z
LxT
sinh Φ. (21)
Now using xT = R2/(2üB) = 2piÔ0ÔwR2/e2 (we still take kBT = 1) and z = ρ0piR2L, we obtain(
d2
dx2 −
1
ξ2
)
Φ(x) = − q(x)
ÔwÔ0
+ 2ρ0
ÔwÔ0
sinh Φ(x). (22)
This the equivalent of the Poisson-Boltzmann equation (that is, the Poisson-Nernst-Planck equations at
equilibrium) for our system. The dashed black line in Fig. 1d of the main text corresponds to the numerical
solution of eq. (22). It could have also been derived in the standard way from the Boltzmann distribution
of ions in the electrostatic potential Φ, which solves the modified Poisson equation (d2/dx2 − 1/ξ2)Φ =
−ρc/(ÔwÔ0), with ρc the charge density. The Green’s function of this modified Poisson’s equation is precisely
the pairwise potential in eq. (1) of the main text.
3
1.6 Self-energy
An ion confined in the channel creates an electric field E(x) such that |E(x)| = e−|x|/ξ/xT . Thus, it has an
electrostatic self-energy
Es = piR2
∫
dx Ô2E(x)
2 = piR2 Ô2x2T
ξ = ξ2xT
. (23)
One can check that this self-energy is taken into account in the hamiltonian (1): each particle contributes
ξ
2xT to the system’s energy.
1.7 Fourier space and thermodynamic limit
In practice, equation (12), is most easily solved in Fourier space. We define
P˜ (k, x) = 1√
2pi
∫
dφe−ikφP (φ, x). (24)
Then P˜ (k, x) satisfies
∂P˜
∂x
= − k
2
xT
P˜ − q ∂P˜
∂k
+ xT4ξ2
∂2P˜
∂k2
+ z
L
[
P˜ (k + 1, x) + P˜ (k − 1, x)] , (25)
or, defining x˜ ≡ x/xT (and L˜ ≡ L/xT ),
∂P˜
∂x˜
= −k2P˜ − qxT ∂P˜
∂k
+ x
2
T
4ξ2
∂2P˜
∂k2
+ zT
[
P˜ (k + 1, x˜) + P˜ (k − 1, x˜)] . (26)
qxT is the number of surface charges per length xT , and zT = ρ0piR2xT is the number of ions per length
xT if the density in the channel was the same as in the reservoir.
The term proportional to ∂P˜ /∂k in eq. (26) is an advection term: it induces a drift in k space, by an
amount which equals the total surface charge Q. We assume from now on that the distribution q(x) is
reduced to a point: q(x) = Qδ(x− L/2), or, after the change of variable, q(x˜) = (Q/xT )δ(x˜− L˜/2). Then,
the effect of the advection term is an infinitely fast shift by an amount Q, that is the action of an operator
SQ : f Ô→ (g : k Ô→ f(k −Q)). (27)
Let us also define the operator T such that
[T (P˜ )](k) = −k2P˜ + x
2
T
4ξ2
∂2P˜
∂k2
+ zT
[
P˜ (k + 1, x˜) + P˜ (k − 1, x˜)] , (28)
which plays the role of a functional transfer matrix. Recalling eq. (13), the partition function then reads
Ξ = 〈f0|e L˜2 T SQe L˜2 T |f0〉 (29)
with f0(k) = e−ξk
2/xT and 〈f(k)|g(k)〉 ≡ ∫ dkf∗(k)g(k).
Now in the limit L→∞, we may consider the largest eigenvalue λ of the operator T , and the associated
eigenfunction χ:
[T (χ)](k) = λχ(k). (30)
Then, up to an exponentially small correction,
Ξ = |〈f0|χ〉|2〈χ(k)|χ(k −Q)〉eλL˜. (31)
1.8 Observables in the thermodynamic limit
The insertion of eiφ in direct space is the equivalent of a unit shift in Fourier space. Hence the ion density
at a point x˜ (assuming for simplicity x˜ < L˜/2) is given by
〈ρ±(x˜)〉 = zT 〈χ(k −Q)|[e
−(L˜/2−x˜)T · χ(k ∓ 1)]〉
〈χ(k −Q)|[e−(L˜/2−x˜)T · χ(k)]〉 , (32)
4
in ions per length xT . The function χ can be computed by finite difference integration of eq. (26): in
practice, we start from the initial condition P˜ (k, 0) = f0(k) and carry out the integration until convergence
to the eigenfunction. Further numerical integration allows to compute [e−(L˜/2−x˜)T · χ(k)]. We define the
neutralising charge N(Q) as the average charge in the interval [L/2− 1.25 nm;L/2 + 1.25 nm], which can
thus be computed by integration of the density obtained from eq. (32). The plots of N(Q) versus Q obtained
in such a way were used to obtain the data in figure 3. In an uncharged channel (or far away from the
surface charge), eq. (32) is reduced to
〈ρbulk± 〉 = zT
〈χ(k)|χ(k ∓ 1)〉
〈χ(k)|χ(k)〉 , (33)
Insertion of −iφ(x) in direct space corresponds to differentiating with respect to q(x) in Fourier space.
Hence, in particular, the potential at x = L/2 can be computed as
〈Φ(L/2)〉 = −〈χ(k)|χ
′(k −Q)〉
〈χ(k)|χ(k −Q)〉 . (34)
In the Coulomb blockade regime, the N(Q) ions are closely bound to the surface charge. Since an ion creates
in its immediate vicinity a potential ξ/xT , [N(Q) + Q](ξ/xT ) = 〈Φ(L/2)〉, and therefore the neutralising
charge is
N(Q) = −Q− xT
ξ
〈χ(k)|χ′(k −Q)〉
〈χ(k)|χ(k −Q)〉 . (35)
1.9 Strong coupling approximation
Strong interactions correspond to low values of xT and, if ρ0 is not too large, then the condition zT ¹ 1 holds.
For instance, in our simulations, xT = 0.09 nm, and for a channel of radius R = 0.5 nm, zT = 0.042 × ρ0
(in M). Thus, for describing our system in the Coulomb blockade regime, it is reasonable to consider only
the first terms in the expansion of observables in powers of zT . To obtain such an expansion, we first need
to compute the function χ. Equation (26) without the diffusion term,
∂P˜
∂x˜
= −k2P˜ + zT
[
P˜ (k + 1, x˜) + P˜ (k − 1, x˜)] , (36)
is actually the Fourier-transformed Mathieu equation, and methods for computing the Fourier coefficients
of its highest periodic eigenfunction χ0 are known from the mathematical literature [8] (see Appendix):
χ0(k) =
1
2
[
a0δ(k) +
∑
i>0
ai(δ(k − i) + δ(k + i))
]
(37)
with
a0 = 2 (38)
a1 = 2zT − 72z
3
T +
116
9 z
5
T +O(z7T ) (39)
a2 =
1
2z
2
T −
10
9 z
4
T +O(z6T ) (40)
a3 =
1
18z
3
T −
13
96z
5
T +O(z7T ) (41)
a4 =
1
288z
4
T +O(z6T ) (42)
ap>4 = O(zpT ) (43)
The function χ0(k) is represented by an ensemble of discrete peaks at integer values of k. The effect of the
diffusion term in eq. (26) will be to spread these discrete peaks over a non-zero width. In practice, keeping
the diffusion term and taking zT = 0, equation (26) becomes
∂P˜
∂x˜
= −k2P˜ + x
2
T
4ξ2
∂2P˜
∂k2
, (44)
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Figure S1: a. Function χ(k), as computed by finite differences from equation (26), and analytically from
equation (46), with zT = 0.012 (xT = 0.9Å and ρ0 = 0.28 M). b. Neutralising charge N(Q), as computed
by finite differences from equation (32), and analytically from equation (47), with zT = 0.012 (xT = 0.9Å
and ρ0 = 0.28 M).
which is solved by
P˜ (k, x˜) = e−
x2
T
4ξ2 x˜e−ξk
2/xT . (45)
Thus one may heuristically assume that if the width
√
xT /ξ of solution (45) is much smaller than 1, an
eigenfunction of the operator T will be well approximated by a set gaussian peaks centred on integer values
of k. The highest eigenfunction χ will then be given by
χ(k) = e−ξk
2/xT + 12
∑
i∈Z∗
a|i|e−ξ(k−i)
2/xT . (46)
This analytical approximation is actually in good agreement with the numerical result obtain from finite
differences, as shown in figure S1.
We can now use equation (35) to obtain an analytical expression for the neutralising charge. After
computing the gaussian integrals,
N(Q) =
∑
ij aiaj(j − i)e−
ξ
2xT
(Q−(i−j))2∑
ij aiaje
− ξ2xT (Q−(i−j))
2
−Q . (47)
Figure S1 shows the neutralising charge obtained by numerical integration from equation (32) and the
analytical result from equation (47). They are in very good agreement, especially for Q . 1, since for larger
values of Q higher orders in zT are involved. The first step (N(Q), Q ≤ 1) has the simple form
N1(Q) =
1
1 + 12zT e
− ξxT (Q− 12 )
. (48)
The maximum slope is attained at
Qmax =
1
2 −
xT
ξ
log(2zT ) (49)
and the corresponding slope is
dN
dQ
∣∣∣∣
Qmax
= ξ4xT
+O(z4T ), (50)
so that steps are apparent when xT ≥ ξ/4 as stated in the main text. Equation (49) shows that the steps are
shifted to the right with respect to the half-integer values of Q by an amount that varies as the logarithm of
the salt concentration. We thus recover on rigorous grounds the logarithmic dependence that was suggested
in ref. [9].
6
1.10 Equation of state
The pressure of the Coulomb gas is defined as
P = −∂F
∂L
, (51)
with F the free energy. The total number N of ions can be obtained by deriving the free energy with respect
to the chemical potential µ (which is the same for positive and negative ions). Given that z = eµ,
N = −z ∂F
∂z
. (52)
Thus, the density is related to the pressure by
ρ = ∂N
∂L
= z ∂P
∂z
. (53)
Now the total ion density can be computed from eq. (33), and using eq. (46) for the function χ(k) in the
strong coupling approximation, we obtain
ρ = 2zT
〈χ(k)|χ(k − 1)〉
〈χ(k)|χ(k)〉 = 2zT
∑
ij a|i−1|a|j|e
− ξ2xT (i−j)
2
∑
ij a|i|a|j|e
− ξ2xT (i−j)
2
, (54)
the lengths being now expressed in units of xT . The above sums can be considerably simplified if we may
neglect the terms with i Ó= j. The order p in zT to which such an approximation is valid is given by
zpT ∼ e−
ξ
2xT , i.e. p ∼ ξ2xT log(1/zT ) . (55)
With the parameter values corresponding to our simulations, we obtain p ∼ 4.4. We therefore neglect the
terms with i Ó= j and expand the coefficients ai up to order z4T . We obtain:
ρ = 4z2T − 14z4T +O(z6T ) (56)
and
P = ρ2
(
1 + 74z
4
T +O(z6T )
)
. (57)
Thus up to order z4T we obtain the same equation of state as was derived for the ideal Coulomb gas (ξ →∞)
in ref. [5]. It demonstrates that, in the strong coupling limit, the Coulomb gas of density ρ behaves as an
ideal gas of density ρ/2: the positive and negative ions are associated in tightly bound pairs, that is the salt
behaves as a weak electrolyte.
1.11 Paired fraction
Since the ions in the Coulomb gas associate in tightly bound pairs, we may be interested in estimating
the fraction of paired ions for a given set of parameters. We may only give a qualitative estimate, since
it depends on the way we define an ion pair. Consider a negative test charge placed at x = x0 in a
homogeneous Coulomb gas (Q = 0). If it is in a paired state, then there is a positive charge that we assume
to be uniformly distributed in an interval [x0−xT ;x0 +xT ]. (At this point, we may have chosen any interval
[x0− λxT , x0 + λxT ], with λ of order 1, which would give a quantitatively different result). The test charge
therefore feels a potential
Φpaired =
1
xT
∫ xT
0
ξ
xT
e−x/ξ =
(
ξ
xT
)2
(1− e−xT /ξ) ≡ ξ
xT
f(xT ). (58)
If the test charge is unpaired, then it feels a potential Φunpaired created by a negative charge uniformly
distributed in an interval [x0 − δ, x0 + δ], with δ = 1/(2ρ−), ρ− being the negative ion density:
Φunpaired =
ξ
xT
f(δ) (59)
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Now the average potential at the location of the test charge can be computed from eq. (34):
Φ(x0) = −〈χ(k)|χ
′(k + 1)〉
〈χ(k)|χ(k + 1)〉 . (60)
From the above considerations, if we denote np the fraction of paired ions, this potential may also be
expressed as
Φ(x0) =
ξ
xT
(npf(xT ) + (1− np)f(δ)− 1). (61)
We thus obtain the paired fraction as
np =
((xT /ξ)Φ(0)− 1)− f(δ)
f(xT )− f(δ) . (62)
Eq. (62) was used to compute the data in figure 3b of the main text.
Appendix
In this appendix, we provide a method for deriving the series expansions of the coefficients ai (eqs. (39)–(43)),
following ref. [8]. We are looking for a solution of eq. (36),
∂P˜
∂x˜
= −k2P˜ + zT
[
P˜ (k + 1, x˜) + P˜ (k − 1, x˜)] , (63)
in the form
P˜ (k, x˜) = eλx˜
∑
i≥0
1
2ai(δ(k − i) + δ(k + i)). (64)
Substituting this ansatz into eq. (36) we find the set of equations λa0/2− zTa1 = 0−(λ+ 1)a1 + zTa0 + zTa2 = 0−(λ+ k2)ak + zT (ak+1 + ak−1) = 0,∀k > 1 (65)
We now define Λk ≡ (λ+ k2)/zT . Successively rearranging the equations of system (65), we obtain
Λ0 =
2a1
a0
= 2
Λ1 − a2
a1
= 2
Λ1 − 1
Λ2 − a3
a2
= ... (66)
This yields a closed equation for the Λk’s in the form of a continued fraction:
0 = Λ0 − 2
Λ1 − 1
Λ2 − 1
Λ3 − 1Λ4 − ...
. (67)
We can now perturbatively solve eq. (67) in the limit of small zT . Starting at order 2, we have to solve
Λ0 − 2/Λ1 = 0, which yields two solutions for λ: λ1 = 2z2T +O(z4T ) and λ2 = −1− 2z2T +O(z4T ). Since we
are looking for the largest eigenvalue λ we pick only the first solution. Having fixed the coefficient at order
2, we obtain only one solution for λ at the next orders. Iterating the procedure, we obtain the expansion
λ = 2z2T −
7
2z
4
T +
116
9 z
6
T −
68687
1152 z
8
T +
123707
400 z
10
T +O(z12T ), (68)
in agreement with ref. [5]. Knowing the expansion of λ to arbitrary order, we can solve the system (65)
truncated at the nth equation to obtain the coefficients ai to the nth order in zT , yielding eqs. (39)–(43).
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2 Bjerrum pair dynamics and fractional Wien effect
The aim of this section is to provide a theory of non-equilibrium ion transport that accounts for the ionic
Coulomb blockade phenomenology. From the equilibrium Coulomb gas theory and from the simulations we
know that in the Coulomb blockade regime the salt behaves as a weak electrolyte, where the positive and
negative ions are strongly correlated as they from tightly bound pairs. However, it is reasonable to assume
that the globally neutral ion pairs are largely uncorrelated. Hence we will study the dynamics of a single
ion pair, and then incorporate the statistics of the Coulomb gas in order to describe the fractional Wien
effect. We recall that we use units such that kBT = 1 and e = 1.
2.1 Lifetime of an ion pair
We consider a mobile ion of charge +1, with diffusion coefficient D in one dimension, interacting with a
fixed charge −q placed at x = 0, under the effect of an electric field E. The two point charges interact with
the pairwise potential given by eq. (1) of the main text: V (x) = ξxT e
−|x|/ξ. We wish to compute the average
time τ(q, E) the mobile ion takes to escape from the confining potential −qV (x)−Ex, if placed initially at
x = 0. We follow the well-known method described for example in [10]. The probability distribution P (x, t)
of the mobile ion is governed by the Fokker-Planck equation
∂tP = D∂x (P∂x [−qV (x)− Ex]) +D∂2xP, (69)
with initial condition P (x, 0) = δ(x). We consider the ion has escaped once it has crossed the potential
barrier on the right, the crossing point δ being defined by ddx (qV (x)− Ex)|x=δ = 0, that is
δ(q, E) = ξ log
(
q
ExT
)
. (70)
Therefore we place an absorbing boundary condition at x = δ as schematically depicted in figure 2b of the
main text.
The probability that the ion has already escaped at time t is 1 − ∫ P (x, t)dx. Thus, the probability
density for escaping at time t is − ∫ ∂tP (x, t)dx, so the average time it takes to escape is
τ(q, E) =
∫ ∞
0
t
(
−
∫ +∞
−∞
∂tP (x, t)dx
)
dt, (71)
or, after integration by parts,
τ(q, E) =
∫ +∞
−∞
dx
∫ ∞
0
dtP (x, t). (72)
We now define the time-integrated probability densityG(x) =
∫∞
0 P (x, t)dt, which solves the time-integrated
version of eq. (69):
−δ(x) = D∂x (G∂x [−qV (x)− Ex]) +D∂2xG. (73)
We solve eq. (73) enforcing:
• The absorbing boundary condition G(δ) = 0.
• G(x→ −∞) = 0.
• The continuity of G at x = 0, G(0+) = G(0−).
• The discontinuity of ∂xG as imposed by the δ function: ∂xG|0+−∂xG|0−−qG(0)(∂xV |0+−∂xV |0−) =
−1/D.
We find a solution
G(x) = 1
D
∫ δ
max(0,x)
eq(V (x)−V (y))+E(x−y)dy, (74)
hence the mean escape time
τ(q, E) =
∫ +∞
−∞
G(x)dx = 1
D
∫ +∞
−∞
∫ ξ log qExT
max(0,x)
eq(V (x)−V (y))+E(x−y)dydx. (75)
If we are considering a mobile ion coupled to an effective surface charge q, then the average lifetime of such
a pair is indeed τ(q, E). But our computation also applies to a bulk ion pair: one should take q = 1 and
replace the diffusion coefficient D by 2D since both ions are mobile. Therefore the average lifetime of a
bulk ion pair is τ(1, E)/2.
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2.2 From pair lifetime to ionic current
We shall separately consider the current resulting from ions dissociating from the fractional surface charge
and from bulk ion pairs breaking apart.
The contribution from the surface charge dominates the ionic current at low electric fields, when bulk
ion pairs do not dissociate. When all the bulk ions are paired, an ion that dissociates from the surface
charge moves unhindered at a velocity DE, dragged by the electric field, through the periodic boundary
condition, until it comes back to bind to the surface charge, after a time tf = L/(DE). We assume that the
Grotthus-like exchange does not significantly affect tf . Thus, an ion bound to an effective surface charge
q is actually free for a fraction tf/(tf + τ(q, E)) of the time, during which it contributes I0 = 1/tf to the
ionic current, so the resulting average current is
Iq(E) =
tf
tf + τ(q, E)
I0. (76)
At larger electric fields, when the bulk ion pairs start to dissociate, the contribution of the single ion
that may be released by the surface charge becomes negligible. Let N be the total number of positive ions
and Nf the average number of free positive ions. When a bulk pair dissociates, the two free ions which are
released travel in opposite directions, each producing a current I0, until they encounter a free ion of the
opposite sign, which occurs on average after a time tf/(2Nf ). Thus Nf solves the self-consistent equation
Nf
N
= tf/Nf
tf/Nf + τ(1, E)
, (77)
from which we find Nf and the resulting positive ion current,
I+bulk(E) = NfI0 =
tf
2τ(1, E)
(√
1 + 4Nτ(1, E)
tf
− 1
)
I0. (78)
2.3 Coulomb gas statistics and effective charge
We now discuss the value of the effective charge q. In the Coulomb blockade regime a surface charge Q can
bind either åQæ counterions with probability 1−p(Q) or åQæ+1 counterions with probability p(Q). In the first
case, all the counterions feel an effective charge which is larger than 1, so that the contribution to the current
from their dissociation is negligible with respect to the contribution of bulk ion pairs. In the second case,
however, there is a counterion which feels a charge q = Q−åQæ < 1 and may therefore have a non-negligible
contribution to the current. The average number of counterions is N(Q) = (1− p(Q))åQæ+ p(Q)(åQæ+ 1),
hence p(Q) = N(Q) − åQæ, with N(Q) known from the equilibrium Coulomb gas theory (eq. (47)). If we
admit that the current values can be averaged with the grand canonical probabilities of the corresponding
numbers of counterions, we obtain an expression for the total positive ion current in the whole electric field
range:
I+(E) = (N(Q)− åQæ)IQ−åQæ(E) + I+bulk(E). (79)
The result given by this equation is plotted in figure 2 of the main text.
2.4 Discussion
The first theory of the Wien effect was famously established by Onsager in 1934 [11]. However, it ap-
plies to the case of a three-dimensional electrolyte, interacting with a 1/r Coulomb potential. With our
one-dimensional electrolyte and effective potential V (x), we could not exactly follow Onsager’s approach.
Onsager computes the normalised two-point function g(r) = 〈ρ+(r)ρ−(0)〉/(〈ρ+〉〈ρ−〉), which solves the
Fokker-Planck equation
∇ · (g∇[−V (r)− Ex]) +∇2g = 0. (80)
If V (r) is a real Coulomb potential, it solves ∇2V = 0, and thus a constant function is a solution of (80).
Solutions of (80) can then be decomposed as a sum of a constant function, which corresponds to dissociated
ion pairs, and a function which goes to 0 at infinity, which corresponds to tightly bound pairs. Onsager
shows that the probability currents corresponding to these two solutions give access respectively to the
association and dissociation rates of ion pairs. However, our one-dimensional effective potential V (x) does
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not solve ∂2xV = 0, hence no such decomposition is possible. The 1D solution of (80) satisfying g(±∞) = 1
is
gE(x) = EeV (x)+Ex
∫ +∞
x
e−V (y)−Eydy, (81)
but it does not give a straightforward access to the average number of ion pairs. One may resort to the
drastic approximation used by Liu [12, 13], which amounts to assimilating a ratio of integrals of g to a ratio
of values at x = 0 at small electric fields. In this approximation the relative increase in the number Nf of
free ions when applying an electric field E is given by
Nf (E)
Nf (0)
=
√
g0(0)
gE(0) =
(
E
∫ +∞
0
e−V (y)−Eydy
)−1/2
. (82)
Unfortunately this result does not agree well with simulations, nor with our escape rate theory.
Even if the technical difficulties related to an Onsager-type approach could be overcome, it would not take
into account correlations between ion pairs. While these correlations are negligible in three dimensions, they
are important in one dimension: two unpaired ions of opposite sign will necessarily encounter each other.
The escape rate approach, on the contrary, does allow to take such correlations into account: for instance,
they are introduced by eq. (77). In three dimensions, escape rate approaches have been attempted [14], but
they could only proceed through strong approximations, and the end results thus poorly compared with
Onsager’s theory and with simulations [13].
3 Coulomb interaction in confinement
In this section we derive the expression of the pairwise interaction potential in eq. (1) of the main text,
and relate its parameters ξ and xT to the radius R of the channel. The exponential form of eq. (1),
V (x) = ξxT e
−ξ/xT , accounts for a quasi-1D Coulomb interaction. It has been proposed in 2005 by Teber [15],
for a model system where a nanochannel of radius R (and length L º R) is filled with water of high
dielectric permittivity, and is embedded in a membrane of much lower permittivity. Teber assumes for the
confined water the same dielectric permittivity as for the bulk water, Ôw = 80. We know, however, that this
assumption may not hold: in strong confinement, the dielectric permittivity of water becomes anisotropic
and its value Ô⊥ in the confined direction may be very different from its value Ô‖ along the direction that
is not confined [16, 17]. Here we compute exactly the electrostatic potential in the anisotropic permittivity
case and discuss the effect of the anisotropy on the parameters ξ and xT 1.
We consider the nanochannel of radius R in cylindrical coordinates (r, z). We denote Ô the dielectric
permittivity tensor. We place a point charge q at (r, z) = (0, 0) and solve the Poisson equation for the
electrostatic potential Φ, which reads
∇ (Ô · ∇Φ) = − q
Ô0
δ(r)δ(z)
2pir . (83)
The tensor Ô is diagonal in cylindrical coordiantes,
Ô =
 Ôr 0 00 Ôθ 0
0 0 Ôz
 . (84)
Inside the channel (r < R), the permittivity is that of water and therefore Ôr = Ôθ = Ô⊥ and Ôz = Ô‖.
Outside the channel, we assume an isotropic permittivity Ôm, so that Ôr = Ôθ = Ôz = Ôm.
We may expand eq. (83) as
Ôr∂
2
rΦ +
Ôr
r
∂rΦ + Ôz∂2zΦ = −
q
Ô0
δ(r)δ(z)
2pir . (85)
We now define the Fourier-transformed potential Φ˜(r, k) by
Φ(r, z) = 12pi2
∫ ∞
0
dk Φ˜(k, r) cos(kz), (86)
1The computation is inspired by Cihan Ayaz, “Tensorial Electrostatics in Planar and Cylindrical Geometry”, Bachelorarbeit
with Roland Netz, Freie Universität Berlin, Fachbereich Physik (2016)
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and eq. (85) in Fourier space reads
∂2r Φ˜ +
1
r
∂rΦ˜−
(
k
√
Ôz
Ôr
)2
Φ˜ = − q
Ô0Ôr
δ(r)
r
. (87)
We look for solutions of (87) separately in the regions r < R and r > R. The solutions are given by:
r < R : Φ˜<(k, r) = AI0
(
kr
√
Ô‖/Ô⊥
)
+BK0
(
kr
√
Ô‖/Ô⊥
)
r > R : Φ˜>(k, r) = CI0(kr) +DK0(kr)
(88)
where A,B,C,D are four constants and I0 and K0 are the modified Bessel functions. Since I0 diverges at
infinity, we immediately set C = 0. We now determine the boundary conditions at r = 0 and r = R. The
continuity of the potential at r = R implies
AI0
(
kR
√
Ô‖/Ô⊥
)
+BK0
(
kR
√
Ô‖/Ô⊥
)
= DK0(kR). (89)
To determine the condition on the electric field at r = 0, we integrate eq. (87) over an interval [r = −λ; r = λ]:∫ λ
−λ
dr (r∂2r + ∂r)Φ˜<(k, r)−
(
k
√
Ô‖/Ô⊥
)2 ∫ λ
−λ
dr rΦ˜<(k, r) = − q
Ô0Ô⊥
∫ λ
−λ
δ(r)dr. (90)
Recalling that (r∂2r + ∂r) = ∂r(r∂r) and letting λ go to 0, we obtain the condition
lim
r→0
[
r∂rΦ˜<(k, r)
]
= − q
Ô0Ô⊥
. (91)
Applying the same procedure at r = R, we obtain
Ô⊥ ∂rΦ˜<
∣∣
r=R = Ôm ∂rΦ˜>
∣∣
r=R . (92)
In terms of the solution (88), the condition (91) reads
k
√
Ô‖
Ô⊥
·B · lim
r→0
[
rK1
(
kr
√
Ô‖
Ô⊥
)]
= q
Ô0Ô⊥
, (93)
and since K1(x) ∼
x→0
1/x, this yields
B = q
Ô0Ô⊥
. (94)
Similarly, the condition (92) implies
√
Ô⊥Ô‖ ·
[
AI1
(
kR
√
Ô‖/Ô⊥
)
−BK1
(
kR
√
Ô‖/Ô⊥
)]
= −ÔmDK1(kR). (95)
Solving together eqs. (89), (94) and (95) yields the constants A,B,C and the expression for the Fourier-
transformed potential inside the channel:
Φ˜<(k, r) =
√
Ô⊥Ô‖K1
(
kR
√
Ô‖/Ô⊥
)
K0(kR)− ÔmK1(kR)K0
(
kR
√
Ô‖/Ô⊥
)
√
Ô⊥Ô‖K0
(
kR
√
Ô‖/Ô⊥
)
I1(kR) + ÔmK1
(
kR
√
Ô‖/Ô⊥
)
I0(kR)
· qI0
(
kr
√
Ô‖/Ô⊥
)
Ô0Ô⊥
. . .
+ q
Ô0Ô⊥
·K0
(
kr
√
Ô‖/Ô⊥
)
.
(96)
Setting Ô‖ = Ô⊥ one recovers eq. (2) of ref. [15]. We may now follow ref. [15] in identifying the first term
in eq. (96) as the contribution of the images charges in the confining medium and the second term as the
usual 1/r Coulomb potential. Indeed, upon reverse Fourier transformation, it yields a contribution
Φ0(r, z) =
q
4piÔ0
√
(zÔ⊥)2 + (r√Ô‖Ô⊥)2
, (97)
which dominates the potential Φ(r, z) at short distances r ¹ R. Thus, interestingly, it is the radial
permittivity that matters for the short-range interaction along the longitudinal direction.
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Figure S2: Electrostatic potential along the channel axis z as computed from eq (96), for R = 1 nm,
Ôm = 2, Ô‖ = 80 and a range of values of Ô⊥.
Now at distances r º R, one needs only to consider the contribution of small wavelengths k (such that
kR¹ 1) in eq. (86). We set κ ≡ kR and expand the denominator of eq. (96) at small κ. We obtain:
√
Ô⊥Ô‖K0
(
κ
√
Ô‖/Ô⊥
)
I1(κ) + ÔmK1
(
κ
√
Ô‖/Ô⊥
)
I0(κ) =
Ôm
κ
√
Ô⊥
Ô‖
[
1 + κ
2
4ÔmÔ⊥
(
Ôm(Ô⊥ − Ô‖) + 2γÔ‖(Ôm − Ô⊥) + 2Ô‖(Ôm − Ô⊥) log
(
κ
2
√
Ô‖
Ô⊥
))
+ o(κ2)
]
,
(98)
where γ is Euler’s gamma constant. In order to be able to compute the reverse Fourier transform, Teber
proposes to introduce a characteristic length ξ such that the term in brackets in eq. (98) may be simplified
as 1 + (κξ/R)2. Enforcing that the bracket should equal 2 when κ = R/ξ, one obtains an implicit equation
for ξ, which reads in our anisotropic permittivity case
ξ2
R2
= 14ÔmÔ⊥
[
Ôm(Ô⊥ − Ô‖) + 2Ô‖(Ôm − Ô⊥)
(
γ − log
(
2ξ
R
√
Ô⊥
Ô‖
))]
. (99)
Setting Ô⊥ = Ô‖ = Ôw and assuming Ôm ¹ Ôw , one recovers
ξ2
R2
= Ôw2Ôm
[
log
(
2ξ
R
− γ
)]
, (100)
which is eq. (7) of ref. [15]. Provided that the above approximation scheme holds in the anisotropic
permittivity case, one obtains the potential along the z direction as
Φ(0, z) = Φ0(0, z) +
q
2pi2Ô0R
√
Ô‖
ÔmÔ⊥
√
Ô⊥
∫ +∞
0
dκκ ·
√
Ô⊥Ô‖K1
(
κ
√
Ô‖/Ô⊥
)
K0(κ)− ÔmK0
(
κ
√
Ô‖/Ô⊥
)
K1(κ)
1 + (κξ/R)2 .
(101)
Teber identifies the length ξ as the point of transition between a 1D-like linear Coulomb potential and a
1/r tail. He thereby approximates the potential as
Φ(0, z) = ξ
xT
e−|z|/ξ, (102)
where xT ≈ R2/(2üB), with üB is the Bjerrum length for an isotropic water permittivity Ôw. In the case
of a not too strongly anisotropic permittivity, one may use our eq. (99) to compute a corrected value of ξ.
However, if the permittivity is strongly anisotropic there is no solution to eq. (99). Hence one may not use
the exponential approximation directly: qualitatively, it is the short-range 1/r term in the potential that
dominates over the 1D term that comes from the image charges. One may then use the exact expression (96)
to estimate the parameters ξ and xT that would suitably describe the shape of the potential. Figure S2
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shows the exact result for the potential Φ(z, 0), for R = 1 nm, Ôm = 2, Ô‖ = 80 and a range of values of
Ô⊥. Qualitatively, the potential along the channel axis is stronger for lower values of Ô⊥, thus we always
underestimate the Coulomb interaction strength by setting the dielectric permittivity of water to its bulk
value.
4 Simulation methods
4.1 Brownian dynamics
Our 1D brownian dynamics simulations are carried out using the LAMMPS software [18]. The simulation
system consists of N+ positive ions and N− negative ions, in a one-dimensional box of length L with periodic
boundary conditions. An immobile point charge Q is placed at x = L/2 to model the surface charge. We
typically use N− = 100, N+ = 100 + n with 0 ≤ n ≤ 3, and L = 12.5 µm, unless stated otherwise. We only
simulate the motion of ions (the solvent is implicit), and the ion positions at timestep i+ 1 are determined
from the positions at timestep i by solving a Euler-discretised overdamped Langevin equation:
xi+1 = xi −∆t eD
kBT
∂xΦ|x=xi + ηi
√
2D∆t, (103)
where Φ is the electrostatic potential and ηi a gaussian random variable of 0 mean and unit variance. We
use a timestep ∆t = 5 ps, diffusion coefficient D = 10−9 m2 · s−1 and temperature T = 298 K. The
potential Φ acting on the ion i takes into account the interaction with the ions j Ó= i with the pairwise
potential V (x) = ξxT e
−|x|/ξ, the interaction with the surface charge Q with the same pairwise potential,
and the contribution −Ex from the applied electric field E. Unless stated otherwise, we used the values
xT = 0.9 Å and ξ = 3.5 nm, which physically correspond to divalent ions confined in a channel of diameter
1 nm. With these values of the parameters, the ion density we imposed in the channel (200 ions per 12.5
µm) corresponds to a salt concentration c = 0.44 M in the reservoirs, as determined from eq. (33). In each
simulation run, we measured the neutralising charge N(Q) as the average number of positive ions in the
interval [L/2− 1.25 nm, L/2 + 1.25 nm], and the positive and negative ion currents:
I± =
〈
±e
L
∑
± ions
xi+1 − xi
∆t
〉
dynamics
(104)
The ions were initially randomly distributed in the simulation box. The simulations lasted for 5 × 108
timesteps, with the first 107 timesteps left for equilibration. Error bars represent the standard deviation of
the sampled observable, corrected by its correlation time.
4.2 Grand canonical averaging
Our simulations aim to account for a channel connecting two reservoirs, therefore the number of ions in the
system should be able to fluctuate, the chemical potential µ of the reservoirs being fixed. At equilibrium,
we can account for these fluctuations by carrying out simulations at a fixed number of ions (N+, N−) and
then averaging the observables obtained for different (N+, N−) with the grand canonical probabilities of
having (N+, N−) ions in the channel. We assume that we may extend this approach out of equilibrium and
carry out the same type of averaging for the observables N(Q) and I± even when the system is driven by
an electric field.
We must now determine how many different values of (N+, N−) should be taken into account. In
the absence of surface charge, the system tries to maintain electroneutrality, N+ = N−. Departing from
electroneutrality by a unit charge has an energy cost which is approximately the dielectric self-energy of the
unit charge: Es = ξ/(2xT ) = 19.6 kBT with our simulation settings (see section 1.6). Thus, the probability
of observing a non-neutral state is negligible and the only allowed fluctuations are those that keep the system
neutral, that is fluctuations in the number of ion pairs. In the CB regime, the ion pairs behave essentially
as ideal gas particles, thus the fluctuations in their number become gaussian in the thermodynamic limit,
with variance ∆N2 ∼ N . Hence, when there is no surface charge, the grand canonical averaging takes care
of itself thanks to the equivalence of ensembles, and we may carry out simulations with a fixed number
N = 100 of ion pairs. At N = 100 we are not well into the thermodynamic limit, but we do not expect
small fluctuations in the number of ion pairs to significantly affect the observables of interest.
Now in the presence of a surface charge Q, the system tries to get as close to electroneutrality as possible,
meaning that N+ = N− + åQæ or N+ = N− + åQæ + 1. If Q is close to a half-integer, these two values of
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Figure S3: a. Free energy difference ∆F = F (åQæ + 1) − F (åQæ), as a function of surface charge
Q, as obtained from the brownian dynamics simulations by the thermodynamic integration method. b.
Probability p(Q) of the channel containing N+ = N−+ åQæ+ 1 positive ions as a function of Q, as obtained
from the simulation results for ∆F (using eq. (105)), and from the Coulomb gas theory.
N+ may have very similar probabilities, while other values of N+ are essentially forbidden, since breaking
the quasi-electroneutrality has an energy cost which is again at least Es = 19.6 kBT . This means that the
fluctuations in N+ and N− are not gaussian, whatever the system size, so that there is no equivalence of
ensembles in the thermodynamic limit. One should therefore carry out separate simulations for the two
allowed values of N+.
Let us denote p(Q) the probability of the channel containing N+ = N− + åQæ + 1 positive ions, as in
section 2.3. It is given by
p(Q) = e
−F (åQæ+1)
e−F (åQæ+1) + e−F (åQæ) ≡
1
1 + e∆F (Q) , (105)
where F (q) is a shorthand for F (N− + q,N−), the free energy at fixed particle numbers (N− + q,N−).
We determined the free energy difference ∆F from brownian dynamics simulations by a thermodynamic
integration method [19]. Consider a system containing N+ positive ions, N− negative ions and an extra
particle of charge λe. Let F (λ) be the free energy of such a system. The derivative of the free energy with
respect to λ can be computed as
∂F (λ)
∂λ
=
∫
d{xi}(∂E({xi}, λ)/∂λ)e−E({xi},λ)∫
d{xi}e−E({xi},λ) =
〈
∂E({xi}, λ)
∂λ
〉
λ
, (106)
where 〈·〉λ denotes averaging over the dynamics with a given value of λ. The energy E({xi}, λ) can be
decomposed as
E({xi}, λ) = E({xi}, 0) + λ · [E({xi}, 1)− E({xi}, 0)]. (107)
Here we did not take into account the dielectric self-energy of the extra particle, which is proportional to λ2,
but it can be added a posteriori in the free energy difference. Precisely, ∆F = Es + F (λ = 1)− F (λ = 0),
hence
∆F = Es +
∫ 1
0
dλ∂F (λ)
∂λ
= Es +
∫ 1
0
dλ 〈E({xi}, 1)− E({xi}, 0)〉λ (108)
This expression suggests a numerical scheme for computing ∆F . Simulations are carried out at a
range of values of λ between 0 and 1. For each simulation one computes the average of the quantity
E({xi}, 1)−E({xi}, 0). Concretely, this means that every few timesteps, we set λ to 1, compute the energy,
then set λ to 0, compute the energy, take the difference between the two, then return λ to its original value
and continue the dynamics. We then numerically compute the integral in eq. (108) to obtain ∆F . We
implemented this numerical scheme for a range of values of Q. For each value of Q we sampled 20 values of
λ, and each 5×108-timestep-long simulation was repeated 5 times, since the exploration of the configuration
space is slower in the absence of driving by an electric field.
15
bSurface charge Q Surface charge Q
0 1 2 3
Po
sit
ive
 io
n 
cu
rre
nt
 (f
A)
0
5
10
15
20
25
a
0 1 2 3
Ne
ut
ra
lis
ing
 ch
ar
ge
 N
(Q
)
0
1
2
3
Average
Figure S4: a. Positive ion current as a function of surface charge, as obtained from brownian dynamics
simulations, for each of the two allowed values of N+, and the resulting grand-canonical average. b.
Neutralising charge N(Q) as a function of surface charge, as obtained from brownian dynamics simulations,
for each of the two allowed values of N+, and the resulting grand-canonical average.
Figure S3 shows the results we obtained for ∆F as a function of Q, and the resulting probability p(Q),
with parameters xT = 0.9 Å, ξ = 3.5 nm, and L = 1.25 µm (a line density of 80 ions/µm). The simulation
results for p(Q) can be compared with the Coulomb gas theory. In the CB regime, any unpaired positive ions
are most likely to be closely bound to the surface charge, hence it does not matter whether to consider the
number of positive ions in the whole system or in the vicinity of the surface charge. Thus, as in section 2.3,
p(Q) = N(Q)−åQæ, with N(Q) given for example by eq. (35). Panel b shows that this analytical result is in
excellent agreement with simulations. Thus, to carry out the grand canonical averaging in non-equilibrium
simulations, we used the p(Q) given by the Coulomb gas theory.
In order to give an idea of the effect of grand-canonical averaging, figure S4 shows the neutralising charge
N(Q) and the positive ion current I+ obtained with each of the two allowed values of N+, and the resulting
average.
4.3 Ion pump
We carried out a proof-of-concept simulation of a device that functions as an ion pump. The device consists
of a nanochannel connected to not one, but several gating electrodes, which may induce time dependent
surface charges on the channel walls. Its operating principle is shown in figure 4a of the main text, and
recalled in figure S5. The variable charges are placed every 5 nm along the channel. At a given point in
time, all the charges are set to 0, except one which takes the value −∆Q. Every 10 ns, the charge −∆Q
is moved to the next site, 5 nm further along the channel. We used a channel of length L = 625 nm with
periodic boundary conditions. Intuitively, this displacement of a negative surface charge should result in
the dragging of a positive ion along the channel. In figure 4b of the main text, we show the ionic current
normalised by I(1 ion), the current that would result from the perfect pumping of a single ion, that is an
ion moving at a velocity of 5 nm per 10 ns. It appears that the interactions need to be strong enough (that
is xT low enough) for the pumping current to be close to the theoretical maximum. We carried out further
simulations at fixed amplitude ∆Q = 1, and a range of values of xT , whose results are shown in figure S5b.
We observe that the pumping current drops down to 0 at large values of xT , and this decrease correlates
well with step steepness obtained from the Coulomb gas theory at a given value of xT . This highlights that
the operation of the ion pump relies on the system being in the CB regime.
For the simulation in figure S5b, with pumping amplitude ∆Q = 1, we used a fixed number of particles:
N− = 100 and N+ = 101. For the simulation in figure 4b of the main text, with xT = 0.1 nm, we used
the same type of grand-canonical averaging as described in section 3.2. With xT = 2 nm, setting either
N+ = N− + åQæ or N+ = N− + åQæ+ 1 does not alter the result.
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Figure S5: a. Schematic of the ion pump and time dependence of the variable surface charges Qi(t). b.
Positive ion current in the ion pump (blue circles), at fixed pumping amplitude ∆Q = 1, as a function the
thermal length xT . The pumping current drops down to 0 for large values of xT (weak interactions), and
correlates well with the CB step steepness obtained from the Coulomb gas theory (red line).
5 Movie legend
Movie S1: Fractional Wien effect as observed in simulations. The movie shows 20 ns of a brownian
dynamics simulation as described in section 3. The trajectories of positive ions (red spheres) and negative
ions (blue spheres) are shown in the vicinity of the surface charge carried by the one-dimensional "channel",
which is schematically depicted for clarity. The surface charge, set to Q = −1.5, initially binds two positive
ions. Note that the other ions form tightly bound pairs. Starting at 0:06, a positive ion, pointed by a
red arrow, unbinds from the surface charge and moves to the right under the effect of the electric field.
When it encounters an ion pair, the free positive ion is exchanged through a Grotthus-like mechanism, so
that another ion, still pointed by the red arrow, keeps moving the right, thus producing an electric current.
Parameters for the simulation are xT = 3.6 Å, ξ = 3.5 nm, E = 0.2 kBT/nm and a line density of 80
ions/µm. The ion trajectories are smoothed over 100 timesteps and visualised using VMD [21].
References
[1] Edwards, S. F. & Lenard, A. Exact Statistical Mechanics of a One-Dimensional System with Coulomb
Forces. II. The Method of Functional Integration. Journal of Mathematical Physics 3, 778–792 (1962).
[2] Démery, V., Monsarrat, R., Dean, D. S. & Podgornik, R. Phase diagram of a bulk 1d lattice Coulomb
gas. EPL (Europhysics Letters) 113, 18008 (2016).
[3] Démery, V., Dean, D. S., Hammant, T. C., Horgan, R. R. & Podgornik, R. The one-dimensional
Coulomb lattice fluid capacitor. The Journal of Chemical Physics 137, 064901 (2012).
[4] Démery, V., Dean, D. S., Hammant, T. C., Horgan, R. R. & Podgornik, R. Overscreening in a 1D
lattice Coulomb gas model of ionic liquids. EPL (Europhysics Letters) 97, 28004 (2012).
[5] Dean, D. S., Horgan, R. R. & Sentenac, D. Boundary Effects in the One-Dimensional Coulomb Gas.
Journal of Statistical Physics 90, 899–926 (1998).
[6] Zhang, J., Kamenev, A. & Shklovskii, B. I. Ion exchange phase transitions in water-filled channels with
charged walls. Physical Review E 73, 051205 (2006).
[7] Kamenev, A., Zhang, J., Larkin, A. I. & Shklovskii, B. I. Transport in one-dimensional Coulomb gases:
From ion channels to nanopores. Physica A: Statistical Mechanics and its Applications 359, 129–161
(2006).
17
[8] Abramowitz, M. & Stegun, I. Handbook of Mathematical Functions (Dover Publications, 1964).
[9] Kaufman, I. K. et al. Ionic Coulomb blockade and anomalous mole fraction effect in the NaChBac
bacterial ion channel and its charge-varied mutants. EPJ Nonlinear Biomedical Physics 5, 4 (2017).
[10] Redner, S. A Guide to First Passage Problems (Cambridge University Press, 2001).
[11] Onsager, L. Deviations from Ohm’s Law in Weak Electrolytes. The Journal of Chemical Physics 2,
599–615 (1934).
[12] Liu, C.-T. The effect of screening of the ionic atmosphere on the theory of the Wien effect in weak
electrolytes. Ph.D. thesis, Yale (1965).
[13] Kaiser, V. The Wien Effect in Electric and Magnetic Coulomb systems - from Electrolytes to Spin Ice.
Ph.D. thesis, ENS Lyon (2014). URL https://tel.archives-ouvertes.fr/tel-01138460.
[14] McIlroy, D. K. & Mason, D. P. Wien dissociation in very low intensity electric fields. J. Chem. Soc.,
Faraday Trans. 2 72, 590–596 (1976).
[15] Teber, S. Translocation energy of ions in nano-channels of cell membranes. Journal of Statistical
Mechanics: Theory and Experiment 2005, P07001 (2005).
[16] Schlaich, A., Knapp, E. W. & Netz, R. R. Water Dielectric Effects in Planar Confinement. Physical
Review Letters 117, 048001 (2016).
[17] Fumagalli, L. et al. Anomalously low dielectric constant of confined water. Science 360, 1339–1342
(2018).
[18] Plimpton, S. Fast Parallel Algorithms for Short-Range Molecular Dynamics. Journal of Computational
Physics 117, 1–19 (1995).
[19] Frenkel, D. & Smit, B. Understanding Molecular Simulation (Academic Press, 1996).
[20] Radha, B. et al. Molecular transport through capillaries made with atomic-scale precision. Nature 538,
222–225 (2016).
[21] Humphrey, W., Dalke, A. & Schulten, K. VMD - Visual Molecular Dynamics. Journal of Molecular
Graphics 14.1, 33–38 (1996).
18
