Abstract-Many rate-adaptive MAC protocols have been proposed in the past for wireless local area networks (LANs) to enhance the throughput based on channel information. Most of these protocols are receiver based and employ the RTS/CTS collision avoidance handshake specified in the IEEE 802.11 standard. However, these protocols have not considered the possibility of bursty transmission of fragments in the corresponding rate adaptation schemes. In this article, a rate-adaptive protocol with dynamic fragmentation is proposed to enhance the throughput based on fragment transmission bursts and channel information. Instead of using one fragmentation threshold in the IEEE 802.11 standard, we propose to use multiple thresholds for different data rates so more data can be transmitted at higher data rates when the channel is good. In our proposed scheme, whenever the rate for the next transmission is chosen based on the channel information from the previous fragment transmission, a new fragment is then generated using the fragment threshold for the new rate. In this way, the channel condition can be more effectively used to squeeze more bits into the medium. We evaluate this scheme under a time-correlated fading channel model and show that the proposed scheme achieves much higher throughput than other rate-adaptive protocols.
I. INTRODUCTION
A TYPICAL wireless communication link in a wireless local area network (LAN) is time varying. It is challenging to more effectively design transmission schemes based on the channel condition. Many adaptive transmission schemes to enhance the throughput performance have been proposed in the literature. Many of these schemes vary the data rate, transmission power, and packet length. One of the popular schemes is based on rate adaptation. This scheme includes an adaptive transmission method that employs different modulation and coding schemes to adjust the data rate based on the channel condition in terms of the signal-to-noise ratio (SNR). The basic idea is to employ a higher-level modulation scheme when a higher SNR is detected as long as the target error rate is satisfied. The target error rate can be characterized by the bit error rate (BER), symbol error rate (SER), or packet error rate (PER), specified by a designer. For the receiver-based rate adaptation schemes, the receiver usually carries out the channel estimation and rate selection, and the selected rate is then fed back to the transmitter. Many rate adaptation schemes for 2.5G and 3G wireless cellular networks using centralized TDMA-based MAC protocols have been proposed in [1] - [7] . In addition, the power control schemes considering power saving and rate adaptation have been proposed in [6] and [7] . All these schemes work at the base station in a centralized fashion. However, to our best knowledge, only a few MAC protocols with rate adaptation have been proposed for distributed wireless LANs. In [9] , the auto rate fallback (ARF) protocol is proposed. In ARF, the sender selects the rate based on the packet transmission failure rate. Whenever transmission failures occur, a lower rate will be chosen. The performance of this scheme with threshold selection for fallback is evaluated in [10] . In [18] , a similar scheme is also designed based on the time-out of the acknowledgment (ACK) frame. In [11] and [12] , the authors use the RTS/CTS collision avoidance handshaking to exchange channel information and then select the rate accordingly. Specifically, in the receiver-based auto rate (RBAR) MAC protocol proposed in [11] , channel estimation and rate selection are carried out by the receiver based on the RTS transmission, and the selected rate is sent back to the sender in the MAC header of the CTS packet. To enhance transmission reliability of the MAC header, a cyclic redundancy check (CRC) code is added to the MAC header in RBAR. A two-step scheme is proposed to update the network allocation vector (NAV), which is a critical component in the virtual carrier sensing in IEEE 802.11 MAC. More details about this scheme are given in Section II. It has been shown that RBAR achieves better throughput performance than ARF because rate adaptation based on channel estimation can better cope with the time-varying nature of the channel than ARF does.
With ARF and RBAR, the sizes of transmitted packets vary and hence all nodes may have different channel access times. This may aggravate the unfairness issue in time. Therefore, in the opportunistic auto rate (OAR) protocol proposed in [13] , the authors suggest to allow a sender to use a high data rate to transmit more packets for the duration in which the sender has acquired the channel access right.
In the IEEE 802.11 standard, when a MAC service data unit (MSDU) generated by the logical link control (LLC) layer is larger than the fragmentation threshold, the MSDU is fragmented into smaller-size MAC protocol data units (MPDUs).
For many applications, the size of MSDU is often so large that fragmentation is indeed necessary. In [18] , a frame prediction scheme is proposed. This scheme predicts the optimal frame size for the next transmission according to the BER under the expected channel quality. However, fragmentation and rate adaptation are not considered in that paper. In [15] and [16] , the authors develop a scheme to choose the optimal fragment size based on channel information, such as the achievable data rate and goodput. Therein, although each MSDU can be fragmented according to the channel information, the size of MPDUs remains unchanged during the MSDU transmission, and the transmission scheme is still static in nature although certain optimization is performed. Moreover, in the schemes proposed in [14] - [16] , the mechanism for exchanging the channel information is not clearly elaborated. Other fragmentation schemes without rate adaptation are proposed in [17] - [19] . The fragmentation threshold is halved for each transmission failure during the transmission bursts in [17] , whereas in [18] , it is doubled for each successful transmission and halved for each transmission failure. In [19] , the fragmentation size is tuned to allow a fragment to fit in a dwell time in the frequency hopping communication system.
In this article, we propose a new receiver-based MAC protocol based on dynamic fragmentation. The proposed protocol is similar to RBAR and OAR. However, instead of allowing the transmission of multiple packets with a high data rate, we allow a larger MPDU size to reduce the overhead caused by the transmission of multiple fragments when the channel condition is good. In addition, we adapt the fragment size during the MSDU transmission period based on channel condition information obtained from preceding fragment transmission. In addition, a fragment is generated on the fly from the remaining MSDU only when a fragment is ready for transmission, in contrast with the one-time fragmentation for MSDU used in other protocols (e.g., IEEE 802.11 MAC). The rest of this article is organized as follows. Section II reviews the MAC protocol and fragmentation process of IEEE 802.11 MAC and some known rate adaptation schemes pertinent to this article. The proposed scheme is presented in Section III. Section IV describes the simulation environment under which the performance of the proposed scheme is evaluated. In Section V, we provide the conclusions.
II. BACKGROUND

A. Overview
The DCF mode in IEEE 802.11 MAC is called carrier sense multiple access/collision avoidance (CSMA/CA), which is widely used in wireless LANs. In CSMA/CA, a node having a frame to transmit senses the channel for a distributed inter-frame space (DIFS) idle time to check whether the channel is idle. If the channel is busy, the node defers the transmission until the channel is idle. When the channel is idle during a DIFS idle time, the node chooses its random backoff time and continues to sense the channel during the chosen time period. The backoff timer decrements the chosen time as time goes on. If the channel remains idle when the backoff timer reaches zero, the node sends an RTS frame and the intended receiving node sends a CTS frame back to the sender after a short inter-frame space (SIFS) idle time. Because the RTS and CTS frames contain information about the duration of the incoming data transmission, other nodes overhearing the RTS or CTS packet defer their transmissions for the duration defined by the network allocation vector (NAV). This is the known virtual carrier sensing, which prevents collision during data transmission. After receiving the CTS, the sender transmits a data fragment and the receiver sends an ACK back to the sender after a SIFS idle time. The timing of the protocol used in DCF consists of cycles starting from the DIFS idle period and ending with the ACK.
B. Fragmentation in IEEE 802.11
Fragmentation is the process of dividing a long frame into short frames. Fig. 1 illustrates the fragmentation process in IEEE 802.11 MAC [8] . When an MSDU is passed down from the LLC layer, if the size of the MSDU is greater than the fragmentation threshold aFragmentationThreshold, it is divided into smaller fragments. Each fragment, namely an MPDU, becomes a MAC layer frame with a MAC header. Then, a physical layer convergence protocol (PLCP) header and a preamble are added to the MPDU. The resulting frame is called a PLCP protocol data unit (PPDU), which is the frame transmitted by the physical layer over the air. Fragmentation can be used to improve the transmission reliability in hostile wireless environments because the probability of successful transmission increases as the size of MPDU decreases. Usually, in IEEE 802.11 wireless LANs, an MSDU is fragmented into equal-size MPDUs, except for the last one before the transmission attempt. These MPDUs are put into the buffer at the transceiver, and none of them will be refragmented further. All fragments are sent independently, each of which is separately acknowledged. Once a sender contends for and seizes the medium, it will continue to send fragments with SIFS-size gaps between the ACK reception and the start of the subsequent fragment transmission until either all the fragments of the MSDU have been sent or an ACK is not received. When the transmission of a fragment fails, the contention process begins after a DIFS idle time period. The remaining fragments are transmitted when the node seizes the channel again through the contention process. The transmission process for the fragments of an MSDU is called a fragment burst. Because the header of each MAC frame contains the information that defines the duration of the next transmission, the nodes that overhear the header update the NAV value for the next fragment transmission.
C. Proposed Rate-Adaptive Protocols for IEEE 802.11 MAC DCF Mode
The MAC protocols proposed in [11] - [13] use the RTS/CTS frames to exchange the selected data rate during the data transmission period. The receiver uses RTS to carry out channel estimation and rate selection. The selected rate is then fed back to the sender via CTS. The RTS and CTS packets are exchanged at the base rate to ensure all nodes in the radio range can receive them without error. The performance evaluation of these protocols only considers the case when the MSDU size is less than aFragmentationThreshold (i.e., each node has only one fragment to send in its respective fragment burst). Because all MPDUs are of the same size when using the fragmentation scheme as described previously, the size of a data PPDU varies according to the selected rate so the duration of data transmission varies as shown in Fig. 1 . Therefore, because of the variable duration of the data transmission, the duration value in the RTS frame is not the same as the actual transmission duration of the data frame. This causes a NAV update problem for nodes overhearing the RTS and MPDUs. Thus, a two-step process is proposed in the RBAR protocol for NAV update. When the nodes overhearing the CTS packet update the NAV value with the duration calculated from the selected rate, the other nodes overhearing the RTS packet update the NAV value with a tentative duration, which is the duration for transmitting the MPDU at the lowest rate. When the nodes overhearing the RTS packet hear the MPDU, the NAV value is updated to the duration calculated from the rate in the PLCP header of the MPDU.
III. PROPOSED PROTOCOL
A. Fragmentation Scheme
In this article, we propose a new dynamic fragmentation scheme to enhance throughput under time-varying wireless environment. The proposed scheme contains the following key changes comparing to IEEE802.11 MAC:
• The transmission durations of all fragments, except the last fragment, in the physical layer are set to be the same regardless of the data rate; • Different aFragmentationThresholds for different rates are used based on the channel condition (i.e., a rate-based fragmentation thresholding [RFT] scheme is employed); • A new fragment is generated from the fragmentation process only when the rate is decided for the next fragment transmission, resulting in dynamic fragmentation (DF). In IEEE 802.11, with a single aFragmentationThreshold, the sizes of fragments are equal regardless of the channel condition. Therefore, the channel access time for a fragment varies with respect to the selected physical layer data rate. It is generally assumed that the channel remains unchanged during the transmission of a fragment at the base rate. Thus, more data frames can in fact be transmitted when a higher rate is used in the same duration provided that the SNR is high enough to support the higher rate. Due to this observation, the OAR protocol in [13] proposes a multipacket transmission scheme. However, multipacket transmission has a higher overhead because of the additional MAC headers, PHY headers, preambles in data and ACK, and SIFS idle times. To overcome the shortcoming of multipacket transmission, we fix the time duration of all data transmission except for the last fragment. To better understand the mechanism, we show the protocol timelines for the RBAR scheme and our dynamic fragmentation scheme in Fig. 2 . To generate fragments with the same time duration in a physical layer, the number of bits in a fragment should be varied based on the selected rate. Thus, it is necessary to have different aFragmentationThresholds for different data rates. When the sender receives the selected rate from the receiver, the next fragment is then generated from the fragmentation process according to the aFragmentationThreshold for that rate. Thus, the fragmentation threshold at rate R is
where Threshold B is the aFragmentationThreshold at the base rate B and its unit is bit. At rate R, to transmit the same amount of information contained in an MPDU in the dynamic fragmentation scheme, the additional overhead in the single aFragmentationThreshold (Threshold B ) scheme is
where T pre , T PHY hdr , T MAC hdr , and T ACK are time durations of the preamble, PHY header, MAC header, and ACK frame; and T SIFS is the SIFS idle time. In (2), R/B indicates the number of data MPDUs that are needed in the single aFragmentationThreshold scheme to transmit the same amount of data as one MPDU in our fragmentation scheme. From (2), we observe that higher data rate requires larger overhead.
In the fragmentation process in IEEE 802.11 MAC, an MSDU is fragmented into equal-size fragments, which remain unchanged until all fragments in the burst are transmitted. If the channel quality is constant during the transmission of the fragment burst, the target PER can be met. However, this is not guaranteed in a wireless LAN because of two reasons. The first reason is that different fragments of the burst experience different levels of channel quality because of the time-varying nature of the wireless channel. The second reason is that after the transmission of a fragment fails, the sender contends for the channel again to transmit remaining fragments; thus, the channel quality is not guaranteed to be the same as that at the time when the previous fragment is transmitted. To achieve the target PER, both the data rate and a fragment size should vary according to the changing channel condition. Moreover, to better match the varying channel condition, instead of generating all fragments before transmitting the first fragment, each fragment should be generated at the time when the rate is chosen for the next transmission. As a result, the fragments in a burst may not be of the same size. Fig. 3 illustrates the proposed dynamic fragmentation scheme. When the transmission of a fragment fails, the size of the retransmitted fragment may not be the same as that of the originally transmitted fragment because the channel condition may have changed. When the fragment number of the most recently received fragment is the same as that of the already received fragment, the receiver discards the old fragment. Hence, the MSDU size is reduced only when a fragment is transmitted successfully (i.e., the sender receives the ACK from the receiver).
B. Rate-Adaptive MAC Protocol for Fragment Burst
With fragment burst transmission and rate adaptation for each fragment, data and ACK frames also participate in the rate adaptation process in the same way as do the RTS/CTS frames. To support the rate adaptation process of a fragment burst, the physical layer header is modified as shown in Fig. 4 . The service field in the PLCP header is divided into two 4-bit subfields, namely the current rate and next rate subfields. The current rate subfield indicates the data rate of the current frame, whereas the next rate subfield indicates the selected data rate for the next incoming data frame. The values of two subfields in PLCP headers for RTS and data frames are the same. After a sender sends a RTS frame at the base rate, a receiver estimates the channel and sends back a CTS frame to the sender with the selected rate stored in the next rate subfield. The sender modulates the fragment with the rate and sends a data frame to the receiver. After receiving the frame, the receiver predicts the channel condition for the next data frame and sends an ACK frame to the sender with the selected rate.
C. NAV Update
In the proposed dynamic fragmentation scheme, the NAV update process is simpler than that in the RBAR protocol as described in Section II. Fig. 5 explains the NAV update process in the proposed protocol. Because the durations of all fragments in a fragment burst, except for the last fragment, are the same regardless of the data rate, an overhearing node can update the NAV value to the predefined duration when the More Fragments bit in the MAC header is set to 1. For the last fragment whose More Fragments bit is set to 0, the two-step process for NAV update proposed in the RBAR applies. At first, an overhearing node updates the NAV value with the duration of the normal data frame. This is called a tentative update as shown in Fig. 5 . When the last fragment and ACK frame are received, the NAV value is changed to the duration value in the MAC header because the duration values of the MAC headers in the last fragment and the ACK frame indicate the duration of the current transmission.
IV. PERFORMANCE EVALUATION
A. Wireless Channel Model
To reflect the fact that the surrounding environmental clutter may be significantly different for each pair of communication stations with the same distance separation, we use the log-normal shadowing channel model [21] . The path loss PL at distance d is
where d 0 is the close-in reference distance, n is the path loss exponent, and X σ is a zero-mean Gaussian distributed random variable (in dB) with standard deviation σ (in dB). We set n to 2.56 and σ to 7.67 according to the result of measurements for a wideband microcell model [21] . To estimate PL(d 0 ), we use the Friis free space equation
where P t and P r are the transmit and receive power, G t and G r are the antenna gains of the transmitter and receiver, λ is the carrier wavelength, and L is the system loss factor, which is set to 1 in our simulation. Most of the simulation parameters are drawn from the data sheet of Cisco 350 client adapter [23] (e.g., the output power, antenna gain). Finally, the long-term SNR is
where N is the noise power, which is set to −95 dBm from [10] .
In (5), PG is the spread spectrum processing gain given by
where C is the number of chips per symbol and B is the number of bits per symbol. We assume the signal formats in IEEE 802.11b are employed. The numbers of chips per symbol are 11 chips for 1 and 2 Mbps and 8 chips for 5.5 and 11 Mbps. From [26] , the PGs for 1, 2, 5.5, and 11 Mbps are 10.4, 7.4, 3, and 0 dB, respectively. For 11 Mbps, because 8 information bits are encoded into an 8-chip sequence, there is no spreading. We evaluate the performance of the proposed scheme in a timecorrelated fading channel. The received SNR L is varied by the Ricean fading gain α, which is generated according to the modified Clack and Gans fading model [20] . The Ricean fading gain α is obtained from a complex Gaussian random variable with mean K/(K + 1) and variance 1/(2(K + 1)), where K ≥ 0 is the Ricean parameter, defined as the ratio of direct-to-diffuse power in the received signal. Under this model, the SNR of the received signal is
The time-varying nature of the wireless channel is described by the Doppler spread and coherence time, which are inversely proportional to one another. In our simulations, we consider the effect of the node speed on the change of the Doppler spread and coherence time. All nodes are assumed to move with the same speed. The maximum node speed in our simulation is 7 m/s. Fig. 6 shows the instances of data frame transmissions of one node over the time-correlated Ricean fading channel described previously. In our simulator, a precomputed data set for fading gains is used as suggested in [20] . Each fading gain in the set is applied to (7) for constant time duration defined in [20] . Once a node accesses the channel, the starting point on the data set is randomly chosen. Whenever the constant time duration is passed, the next fading gain from the set is applied to the channel. For the channel condition estimation and prediction in our simulations, we use the SNR measured at the end of the reception of RTS and data frames for the next fragment transmission. In practice, more practical prediction and tracking algorithms are needed (e.g., the adaptive long-range prediction scheme in [24] and [31] ). The performance of the proposed scheme in the presence of prediction errors is also evaluated.
B. Network Setting
We assume all nodes are uniformly distributed in space and within the radio range of each other so the hidden and exposed terminal problems are not considered. The maximum distance between any two nodes is limited to 300 m, which is the maximum effective transmission range as simulated in [12] . For simplicity, we assume the PHY and MAC headers of all types of frames are modulated at the base rate and always reliably received. Because the control frames such as RTS, CTS, and ACK frames are much shorter than data frames, no transmission failure of these frames are considered in the simulation. The parameters used in this simulation studies are shown in Table I . The choice of these parameters is based on the IEEE 802.11b DSSS standards.
To demonstrate the ability of the proposed protocol to adapt to the changing channel condition, we assume the system adapts the data rate by properly choosing one from a set of modulation schemes according to the channel condition. The set of modulation schemes used in this simulation studies are DBPSK, DQPSK, 5.5 complementary code keying (CCK), and 11 CCK as defined in the standard [30] . One of the modulation schemes is chosen so a target PER can be achieved at the current channel SNR level. For simplicity, we refer to the PPDU as a packet in this section commonly used in a physical layer research community.
The base data rate is set to 1 Mbps and the aFragmentationThreshold at the base rate is set to 800 octets [25] . Thus, the number of symbols, N , in an MPDU, except for the last one, is set to 6400. However, the symbol rates according to the modulation type are different. The symbol rate for 1 and 2 Mbps is 1 million symbols per second (MSps), and that for 5.5 and 11 Mbps is 1.375 MSps as shown in [26] and [27] . As a consequence, the values of N s are 6 400 for 1 and 2 Mbps and 8800 for 5.5 and 11 Mbps. The SER equations for determining the SNR are found over an additive white Gaussian channel in [21] . Because our simulations are performed over the slow-fading channel scenario, the channel slowly changes within a packet. Therefore, we can assume the symbol errors within a packet are approximately independent and use the SERs over the additive white Gaussian channel. For DBPSK,
where E s /N 0 is the SNR per symbol. The approximated SER for DQPSK found in [29] is given by
The CCK is a variation of M-ary biorthogonal keying (MBOK) modulation [26] , [28] . From [22] , the SER is
where X = (2E s )/(N 0 ), and M is 4 for 5.5 Mbps and 8 for 11 Mbps. Based on the independent symbol error approximation, the PER is related to the SER by
where N is the number of symbols in a data packet. We set the target PER to 8% according to the IEEE 802.11 standard [8] .
By consulting the SER performance curves calculated from (8) to (10) in Fig. 7 , the SNR ranges for the corresponding modulation schemes that the target SER is satisfied are, respectively,
where SNR i is the SNR threshold for the data rate i to meet the target SER. The i is replaced by 2 or 5.5 or 11 in equation (12) . The SNR ranges for the conventional fragmentation scheme described in Section II are different from those of the proposed dynamic fragmentation scheme. Although the target SERs are the same for all data rates in our fragmentation scheme, the target SERs at different data rates for the conventional fragmentation scheme are different because the number of symbols in a data packet changes for different data rates so different SNR ranges are needed to meet the same target FER requirement. Thus, two sets of SNR ranges are used for the two fragmentation schemes. According to the IEEE 802.11 standard, the maximum MSDU size is 2304 octets. However, because we consider the case of bulky data traffic where an IP packet can be as large as 64 000 octets, we simulate with a larger maximum MSDU size than the maximum MSDU size in IEEE 802.11. Thus, we assume the MSDU size is uniformly distributed over the range from 2304 octets to 6000 octets at each node. In addition, we assume the MSDUs at any node are always available. In the IEEE 802.11 standard, the value of dot11MAXTransmitMSDULifetime is 512 ms for the 2304-maximum MSDU size. Because our simulation uses MSDU sizes larger than 2304 octets, dot11MAXTransmitMSDULifetime increase in proportion to the rate of 6000 octets and 2304 octets. Thus, dot11MAXTransmit-MSDULifetime is set to 1.3 s. The station long retry time (SLRC) is set to 7. All simulations are performed for 300 s simulation time. We compare the performance achieved by three different configurations:
• Case 1: rate-based fragmentation thresholding with the proposed dynamic fragmentation scheme (RFT-DF); • Case 2: rate-based fragmentation thresholding with the conventional fragmentation scheme (RFT-CF); • Case 3: single fragmentation threshold with the conventional fragmentation scheme (SFT-CF). Fig. 8 shows the throughputs obtained by these three configurations with Ricean parameter K = 2 and 4 m/s node speed as the number of nodes increases from 10 to 130 with step size 30. From Fig. 8 , we observe that the throughput of RTF-DF is up to 22% higher than that of SFT-CF and 30.6% higher than that of RTF-CF. Moreover, we observe that increasing the number of nodes from 10 to 130 causes 3.7% degradation in throughput. The idle time caused by one collision is the sum of the backoff time, RTS/CTS transmission time, one SIFS, and one DIFS. This idle time duration is small compared with the lost time caused by data packet errors. In addition, in the fragment burst transmission, the channel access time of a node is longer than that of a single data packet transmission because once the node gains channel access it transmits several fragments without any further contention. Thus, the effect of [ Fig. 9 (e)] collisions due to the larger number of nodes on the throughput is small. In the simulation, we observe that only 6.7% of the total simulation time in RFT-DF with 130 nodes is caused by contention. A detailed evaluation of the performance differences among three configurations [Figs. 9(a) and (b)] is presented in Fig. 9 . Fig. 9(a) shows the average [Figs. 9(c) and (d)] numbers of packets per MSDU for the three configurations. The number of packets in SFT-CF is about three times of that in RFT-DF. The time overheads relative to RFT-DF are shown in Fig. 9(b) . The time overhead relative to RFT-DF is defined as
C. Impact of Number of Nodes
where TO and TO RFT−DF are time overheads of the other configuration and RFT-DF, respectively. The time overheads are caused by backoff time, RTS/CTS/ACK frame transmissions, DIFS/SIFS idle times, preamble, and MAC and PHY headers. The time overhead of SFT-CF is much higher, around 32%, than that of RFT-DF. However, the PER of RFT-DF is higher than that of SFT-CF as shown in Fig. 9(c) . Although the SNR threshold is chosen to meet the target PER, RFT-DF has higher FER than SFT-CF has because the large packet size in RFT-DF has a higher probability of experiencing channel change within the packet transmission. Fig. 9(d) shows the average MAC service time. We define MAC service time as the time duration for successful transmission of one MSDU (i.e., the time from the MSDU is ready for transmission to the MSDU is acknowledged for a successful transmission). Contrary to time overhead, the MAC service time includes transmission times of packets, elapsed times caused by packet errors, and waiting times caused by transmissions from the other nodes. We notice that although waiting times account for around 80% of the average MAC service time, they do not affect to the calculation of the throughput. The MAC service time of SFT-CF is about 5% higher than that of RFT-DF. Comparing to the result for time overhead, the difference between RFT-DF and SFT-CF is less significant in terms of MAC service time. This is because the elapsed time caused by packet errors in RFT-DF is larger than that of SFT-CF. In addition, because the waiting times account for a large portion of the average MAC service time, the effect of the time overhead difference on the MAC service time reduces. Finally, the average MSDU dropping rates are shown in Fig. 9 (e). The factors affecting MSDU dropping are dot11MAXTransmitMSDULifetime and SLRC. However, we observe that dot11MAXTransmitMSDULifetime is a main factor affecting MSDU dropping. The difference between RFT-DF and SFT-CF in terms of the average MSDU dropping rates is less significant, similar to the difference between the MAC service time. We observe that a dropped MSDU has more packet errors than does a successfully transmitted MSDU. In addition, a transmission failure leads to additional waiting and idle times to access the channel. These times become longer as the number of nodes increases. Thus, the MSDU dropping rates for the three configurations increase significantly with increasing the number of nodes. 
D. Impact of Ricean Parameter
Fig . 10 shows the performance of the three configurations described previously under different fading environments with 40 nodes and 4 m/s node speed. The Ricean parameter, K, indicates the strength of the line of the sight component of the received signal. For K = 0, the channel has no line-of-sight (LOS) component, corresponding to the worst-case scenario, which is referred to as Rayleigh fading. As K increases, the strength of the LOS component increases. Therefore, the performances of the three configurations improve with increasing K values. From Fig. 10 , we observe that the throughput of RFT-DF is up to 21.8% higher than that of SFT-CF at K = 10 and 42.8% higher than that of RFT-CF at K = 0. For K is bigger than 4, the performance gain of RFT-CF is up to 13.6% higher than that of SFT-CF. As the error rate of the prefragmented MPDUs reduces in the channel with the higher value of K, the gain due to the overhead difference overcomes the loss due to the packet errors.
E. Impact of Node Speed
We vary the speed of nodes but assume that no node is out of the radio range. As the speed of nodes increases, the coherence time of the channel reduces. This implies that the channel changes faster. Fig. 11 shows the performance of the three configurations for seven different speeds ranging from 1 m/s (pedestrian speed) to 7 m/s. The number of nodes is 40, and the Ricean parameter is K = 2. From Fig. 11 , we observe that the throughput of RFT-DF is 25.2% higher than that of SFT-CF at 1 m/s node speed. The performances of RFT-DF and RFT-CF degrade faster than that of SFT-CF as the node speed increases. This can be explained as follows. As the node speed increases, the channel coherence time is shorter, hence the probability that the channel condition changes in the middle of a packet transmission is higher in the fragmentation scheme with rate-based fragmentation thresholding than in that with a single fragmentation threshold. However, the performance of RFT-DF is still 18.7% higher than that of SFT-CF at 7 m/s node speed. In addition, we notice that when the node speed is less than 3 m/s, the performance of RFT-CF is better than that of SFT-CF. When the nodes move at low speeds, the channel changes slowly enough that it remains constant during one MSDU transmission. At higher speeds, MPDUs fragmented previously in RFT-CF cannot cope with the channel change.
F. Impact of the Maximum MSDU Size
We also vary the maximum MSDU size from 3000 octets to 10 000 octets with a step size of 1000 octets and observe changes in the performance. According to the maximum MSDU size, dot11MAXTransmitMSDULifetime is set to the corresponding value. The number of nodes is 40, the Ricean parameter is K = 2, and the node speed is 4 m/s. From Fig. 12 , we observe that the throughput of RFT-DF is around 21.6% higher than that of SFT-CF. The performance gains of RFT-DF and SFT-CF increase with increasing maximum MSDU size. However, the performance of RFT-CF decreases at large MSDU sizes because the number of prefragmented MPDUs increases with larger MSDU. This makes RFT-CF harder to cope with the channel change.
G. Impact of the Channel Prediction Error
In this section, we evaluate the performance effects by inaccuracy in the channel prediction process. The predicted channel gain, α, can be written as
where α is a true channel gain and e is an additive prediction error, which is assumed to be a white and zero mean complex Gaussian random variable [31] , [32] . From studies of the prediction algorithms in [24] and [31] - [33] , the prediction error reduces as SNR increases. In this simulation, the channel prediction error variance is defined by
where γ, referred to as predictor efficiency, indicates the performance of the channel predictor, namely. In the simulation, we vary the predictor efficiency from 0 to 5 dB. The value of 5 dB corresponds to the worst scenario. The number of nodes is 40, the Ricean parameter is K = 2, and the node speed is 4 m/s. From Fig. 13 , we observe that the throughput of RTF-DF is up to 25.8% higher than that of SFT-CF and 24.7% higher than that of RTF-CF. Here, even with the inaccurate channel prediction, the proposed scheme still achieves higher performance gain than the other schemes do.
V. CONCLUSION
In this article, we propose a new rate-adaptive MAC protocol with dynamic fragmentation. The major innovation is the use of multiple fragmentation thresholds for different rates to generate a new fragment from a (remaining) MSDU only after the rate for the next transmission is selected. With this scheme, the nodes with good channels can transmit more data than the ones with bad channel. In addition, the use of constant fragment transmission duration in the physical layer simplifies the process of NAV update in our rate-adaptive system. Our results show that the proposed dynamic fragmentation scheme achieves throughput gain from 14.4% to 29% over the conventional fragmentation scheme used in the IEEE 802.11 MAC protocol. 
