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Abstract
An iterative method is presented which constructs for an unbounded region G with m holes and su*ciently smooth
boundary a circular region H and a conformal mapping  from H to G. With the usual normalization both H and 
are uniquely determined by G. With a few modi-cations the method can also be applied to a bounded region G with
m holes. The canonical region H is then the unit disc with m circular holes. The proposed method also determines the
centers and radii of the boundary circles of H and requires, at each iterative step, the solution of a Riemann–Hilbert (RH)
problem, which has a unique solution. Numerically, the RH problem can be treated e*ciently by the method of successive
conjugation using the fast Fourier transform (FFT). The iteration for the solution of the RH problem converges linearly.
The conformal mapping method converges quadratically. The results of some test calculations exemplify the performance
of the method. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
An unbounded region G with m holes is conformally equivalent to an unbounded region H which
is bounded by m circles. Such an H will be called a circular region. When the conformal mapping
 from H to G is normalized by the condition near in-nity
(z) = z +O(1=z); (1)
then the circular region H as well as the conformal mapping are uniquely determined by the
region G.
Because the circular region is not known in advance it seems to be more natural to determine
the inverse mapping −1. Then one can work on the -xed region G and the circular region H is
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simply the image of G under the mapping −1. All methods described in Gaier’s book [5] are of
this kind. Most methods calculate the mapping to slit regions (see e.g. the books [2,5,6], or the
recent papers [1,4,9,10,12,14]). Only the elegant method of Koebe [8] calculates the mapping of a
multiply connected region to a circular region, as a combination of mappings of simply connected
regions to the exterior of circles.
Only very recently, methods have been developed which calculate directly the mapping from H
to G. DeLillo et al. [3] use a Fornberg-type method, while Klonowska and Prosnak [7] propose a
projection method and show how the circle parameters can be calculated in a very natural way.
In this paper we carry over the fast methods for simply and doubly connected domains [16,17,11,18]
to multiply connected regions. We deal with bounded and unbounded regions separately since each
needs a somewhat diLerent treatment.
The plan of the paper is as follows. In Section 2 we -x the notation and quote some results
about conformal mapping. In Section 3 we give -rst some heuristic motivation and then present in a
compact form the formulas for the iterative step needed for unbounded and for bounded regions. The
main computational task in this approach is the solution of an RH problem of a special form which
can be interpreted as a generalization of conjugation. This problem has been treated in an earlier
paper [21], where we proved in particular that it always has a unique solution, and that this solution
can be calculated iteratively by a method of successive conjugation. In Section 4 we prove local
quadratic convergence of the iterative method for regions G with three times Lipschitz continuously
diLerentiable boundary curves. Finally, in Section 5 we demonstrate the performance of the method
by presenting several test calculations.
One must not be discouraged by the fact that convergence is proved only under rather restrictive
smoothness conditions on the boundary curves. We conjecture that these requirements are needed only
for technical reasons in order to make this method of proof applicable. The iterative method requires
only that the boundary curves are diLerentiable with Hoelder continuous derivatives. Numerical
experiments lend support to the conjecture that the method converges also for such rather rough
boundaries. Example 4 in Section 5 illustrates this fact.
But one must keep in mind that the achievable accuracy depends on the smoothness of the
boundary. For analytic curves the numerical error decreases exponentially with the number n of
gridpoints. For Hoelder continuously diLerentiable boundaries the accuracy improves only as a power
n−	 with the exponent 	 depending on the smoothness (see [17]).
2. Notation and auxiliary results
In this section we -x the notations and list several general results that are needed for our work
in subsequent sections.
We consider regions of the following kind:
Unbounded regions G, of connectivity m¿1, whose boundaries consist of m curves 
;  =
1; : : : ; m. The boundary curves are parametrized by complex 2-periodic functions (s). The orien-
tation is clockwise, so that the region is to the left of the curves.
Bounded regions G, of connectivity m+1¿1, whose boundaries consist of m+1 curves 
; =
0; 1; : : : ; m. The outer boundary curve 
0 is oriented counterclockwise, the inner boundaries 
; =
1; : : : ; m, are oriented clockwise, so that also in this case the region is to the left of the curves.
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The parameter functions  are assumed to be diLerentiable with Hoelder continuous derivatives
˙(s) = 0. The derivatives can be represented in the form
˙(s) = r(s) exp(i(s)) (2)
with Hoelder continuous real functions r ¿ 0 and .
The boundary C of an unbounded circular region H consists of m circles C with centers z and
radii R. The circles are parametrized by the functions
(t) = z + Re−it : (3)
The inner boundaries of a bounded circular region are parametrized as in (3) but the outer circle
has positive orientation:
0(t) = z0 + R0eit : (4)
The following theorem is well known:
Theorem 1. (a) For an unbounded region G with m holes there exists an unbounded circular region
H and a conformal mapping  : H → G. Both, H and  are uniquely determined by the region
G when the normalization condition (1) near ∞ is imposed.
(b) For a bounded region G with m holes there exists a bounded circular region H and a
conformal mapping  : H → G. Both, H and ; are uniquely determined by the region G when
the normalization conditions are imposed:
1. The outer boundary C0 of H is the unit circle.
2.  interpolates 0 at three =xed points of the outer boundary, i.e.,
(0(tj)) = 0(sj) (5)
for prescribed parameter values 06t1 ¡t2 ¡t3 ¡ 2 and s1 ¡s2 ¡s3 ¡s1 + 2.
The conformal mapping  is completely described by its boundary values. Here and in what
follows, we denote the boundary values F((t)), of an analytic function F in H , on the circle C,
by F|. These are 2-periodic functions of t. With the aforementioned parametrizations the boundary
correspondence
| = (S(t));  = 1; : : : ; m; (6)
is described by the parameter mapping functions S(t). These functions have the property that
S(t)− t is 2-periodic. For bounded regions (6) also holds for  = 0.
A real or complex 2-periodic function f(t) is in L2 when |f|2 is integrable over the interval
[0; 2]. The norm ‖f‖2 is the square-root of the integral. The function f is in the Sobolev space
W when it is completely continuous and the derivative f′ is in L2. W is a Banach space with the
norm ‖f‖W := ‖f‖2 + ‖f′‖2.
A function F which is analytic at ∞ has a Laurent series representation F(z)=b0+b1=z+b2=z2 · · · :
The residue at in-nity is de-ned as (note the minus sign!)
Res∞ F :=− b1: (7)
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All functions g which are analytic outside the unit disc, have L2 boundary values and vanish at
∞, form a linear space A, which can be interpreted as a closed linear subspace of L2.
A function  analytic in the unbounded circular region H , vanishing at ∞ and with L2 boundary
values can be represented by Cauchy’s integral formula. This gives the representation
 (z) =
m∑
=1
g
(
z − z
R
)
; (8)
where g ∈ A and z, R are the circle parameters. This representation has derivatives of all orders
with respect to all parameters g; z, and R. The boundary values are
 | = g(e−it) +
∑
!=
g!
(
 − z!
R!
)
: (9)
This representation has also derivatives of all orders. The -rst derivative is
D( |) =Dg(e−it) +
∑
!=
Dg!
(
 − z!
R!
)
+
∑
!=
g′!
(
 − z!
R!
)(
Dz + DRe−it − Dz!
R!
−  − z!
R2!
DR!
)
: (10)
When the derivative of g on the unit circle exists, one can include the term !=  in the last sum,
since for this case the second factor vanishes. After rearranging the terms we get the equation
D( |) = (D )| + ( ′)|D (11)
with a function D analytic in H . This equation, though intuitively clear, must be treated with some
care. It holds true as it stands, when the function  has derivatives also at the boundary. But when
the boundary values of  are only in L2, one must use (10), in which the “rough” part of ( ′)|
does not occur. One might expect, that the derivative ( ′)| reduces the diLerentiability. But this is
not the case. With the same argument one can conclude that D( |) has the same smoothness as
(D )|. The term ( ′)| in (11) does not reduce the smoothness.
3. The iterative method
3.1. Motivation
The boundary correspondence (6) can be interpreted as an equation which determines the confor-
mal mapping , the centers z and the radii R of the circles, and the parameter mapping functions
S.
We solve the boundary correspondence equation (6) by a Newton-type iterative method. When
only approximations ; z; R; S to the conformal mapping, the circles and the parameter mapping
functions are available, one can try to change these approximations so that the boundary correspon-
dence equation (6) is satis-ed at least to -rst order. Then the necessary changes #; #z; #R; #S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are connected by the linear equation
| + #| + ′|(#z + #Re
±it) =  + ˙#S (12)
which is a linearized version of (6). The derivative of the left-hand side of (6) has been calculated
using (11). The functions  and ˙ are evaluated for the parameters S(t). Here and in what follows,
the upper sign is for  = 0 and the lower sign is for  = 1; : : : ; m.
Since #S are real functions, they can be eliminated from Eq. (12) and a boundary value problem
Im
 |
˙
= Im

˙
− Im 
′
|(#z + #Re
±it)
˙
=:   (13)
for the analytic function  :=+ # remains. The function  must satisfy the same normalization
condition (1) or (5) as . Eq. (13) constitutes a so-called Riemann–Hilbert (RH) problem. Such
problems have been investigated on multiply connected regions by Vekua [15].
The properties of the above RH problem depend on the winding numbers of the derivatives ˙.
For unbounded regions all 
 have negative orientation and each ˙ has winding number −1. It
follows from the results of Vekua [15] that problem (13) has a solution if and only if the right-hand
sides   satisfy 3m constraints. The solution is unique. The 3m constraints give 3m linear equations
for the 3m (real) parameters #z; #R on the right-hand side of (13).
For bounded regions, 
0 has positive orientation and the winding number of ˙0 is +1. In this
case the RH problem has a solution if and only if the right-hand sides   satisfy 3m− 3 constraints.
The solution is unique. The 3m− 3 constraints give 3m− 3 linear equations for the 3m parameters
#z; #R; = 1; : : : ; m. (Observe that #z0 = 0 and #R0 = 0, since C0 is supposed to be the unit circle
in view of the -rst normalization condition of Theorem 1.) The interpolatory conditions (5) provide
3 more real equations. Therefore, also in this case the number of equations equals the number of
free parameters.
In the treatment of the RH problem on the multiply connected circular region H we follow as
closely as possible the procedure on the disc and on the annulus [16,18,11].
First, an analytic function Y is determined such that ±ie±it exp(Y|) has the same argument as ˙
up to a constant 	. With a positive proportionality factor ew the following equation holds:
1
ei	 ˙
=∓i e
w
r
e∓it
exp(Y|)
: (14)
In order to simplify the problem we replace in (12) and (13) ˙ by e
i	 ˙. This has the advantage
that an RH problem for the analytic function ' := =exp(Y ) of the special form
Re(e∓it'|) =∓( (15)
remains. The factor is equal to e∓it on each of the circles C. We will see in Section 4 that this
simpli-cation does not destroy the convergence properties.
The right-hand side of (15)
( :=
r
ew
Im

ei	 ˙
− Im
(
r
ew
′|
ei	 ˙
(#z + #Re±it)
)
(16)
124 R. Wegmann / Journal of Computational and Applied Mathematics 130 (2001) 119–138
still contains the factors ′| in front of the shifts of the circle parameters. Using arguments from
[11] one can get rid of this derivative in the following way.
DiLerentiation of the boundary correspondence equation (6) with respect to t gives
′|
′
 = ˙S
′
: (17)
We replace ˙ in (17), using (14), and obtain
′|
exp(Y|)
=
S ′r
ewRei	
: (18)
This means that the analytic function '0 :=′=exp(Y ) is a solution of the homogeneous RH-problem
Im(ei	'0|) = 0. (Note that the function '0 is also required to be analytic at ∞.) This problem has
a nontrivial solution only if the numbers ei	 are all equal up to the sign [15, p. 257]. The solution
is then '0 = constant, and by suitable normalization of Y this constant can be made positive. It thus
follows that
B′ = exp(Y ) (19)
with a constant B¿ 0. Using this and (14) we get
r
ew
′|
ei	 ˙
=∓ 
′
|
exp(Y|)
ie∓it =∓ ie
∓it
B
: (20)
Therefore, the factor in front of the circle shift in (16) can be replaced quite simply by ∓ie∓it =B.
Eq. (20) holds exactly only at the solution, but we apply it already during the iteration. This has
the decisive advantage that the RH problem (15) has the special form discussed in [21]. We take
from [21] that a unique solution exists, and that it can be calculated e*ciently by the method of
“successive conjugation”. Therefore, the method which we are going to present in the following, is
feasible.
For an unbounded region one can impose the condition Y (∞)=0. Since ′(∞)=1, this implies that
exp(Y )=′ and B=1 in (19). For bounded regions there is no such normalization. One must admit
values B = 1, which can be calculated by integrating the equation B|′||= |exp(Y|)| over the circle
C. Since | parametrizes 
 the diLerential of arclength on 
 is R|′|| dt. Therefore, the integral
over |′|| is simply the length L(
) of the curve 
 divided by R. Using |exp(Y|)|=exp(w) we
get -nally that
B=
R
∫ 2
0 e
w dt
L(
)
(21)
independent of .
Now, the RH problem is solved and the necessary changes can be calculated from (12). We give
the complete formulas in compact form in the next subsections.
3.2. Unbounded regions
We assume that the functions S are Hoelder continuous. Then the functions
v(t) := (S(t)) + t +

2
(22)
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are Hoelder continuous and 2-periodic. There are uniquely de-ned Hoelder continuous functions
w, real numbers 	 and an analytic function Y in H which has boundary values
Y| = w + iv + i	 (23)
and vanishes at in-nity. This is Vekua’s “problem D” [15, p. 261]. The Y; w and 	 satisfy
Eq. (14). With the w and 	 the auxiliary complex functions
F :=
r
ei	ew

˙
= exp(−w − i − i	) (24)
are calculated. The imaginary part of F is the -rst term on the right-hand side of (16). Then an
analytic function ' in H , complex numbers a, real numbers , and real functions g are determined
such that
eit'| + aeit + , = Im F + ig: (25)
The function ' is required to behave near in-nity like
'(z) = z +O
(
1
z
)
: (26)
This problem is discussed in detail in [21]. We know from [21] that (25) has a unique solution
'; a, and ,. The function ' is a solution of the RH problem (15).
With the numbers a; , and the functions g the necessary changes in S; z and R are calculated
by the formulas
#S =−e
w
r
(g + ReF);
#z = a − Res∞ Y; #R = ,:
(27)
These formulas give an approximate solution of the linearized boundary correspondence equation
(12). They are explained by the heuristic arguments of Section 3.1 and will be rigorously justi-ed
by the convergence proof of Section 4. The convergence proof will also explain why the residue of
Y in (27) is necessary.
Based on (27) one can devise an iterative method: When in the kth step functions S (k) and circle
parameters z(k) and R
(k)
 are given, insert these values into formulas (22), etc., and calculate a shift
according to (27). Then change the data
S (k+1) = S
(k)
 + #S; z
(k+1)
 = z
(k)
 + #z; R
(k+1)
 = R
(k)
 + #R (28)
and perform the next step.
3.3. Bounded regions
Recall that there are m + 1 boundary components of G and H , labeled by  = 0; 1; : : : ; m. The
outer boundary corresponds to =0. It has a diLerent orientation and must be treated separately. In
the following formulas the upper sign is for  = 0, the lower sign for  = 1; : : : ; m.
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In order to satisfy the -rst normalization condition of Theorem 1 we assume that z0 = 0 and
R0 =1, i.e., the outer boundary of H is already the unit circle. The interpolatory conditions (5) give
restrictions
S0(tj) = sj for j = 1; 2; 3 (29)
on the function S0.
When the functions S are Hoelder continuous, then the functions
v(t) := (S(t))∓ t ∓ 2 (30)
are Hoelder continuous and 2-periodic. There are Hoelder continuous functions w, real numbers
	, and an analytic function Y in H which has boundary values
Y| = w + iv + i	: (31)
The function Y is uniquely de-ned up to an additive complex constant. We single out a unique
solution by the constraints
	0 = 0; w0(0) = 0: (32)
Eq. (31) is Vekua’s “problem D” [15, p. 261]. With the w and 	 so determined, we calculate the
auxiliary complex functions
F :=
r
ei	ew

˙
= exp(−w − i − i	): (33)
We then determine an analytic function ' in H , complex numbers a, real numbers , and real
functions g such that for  = 1; : : : ; m
eit'| + aeit + , = Im F + ig (34)
and for  = 0
e−it'|0 =−Im F0 − ig0: (35)
The function ' is required to satisfy at the outer boundary the interpolation constraints
Im (e−itj'(eitj)) =
r0(S0(tj))
exp(w0(tj))
(sj − S0(tj)) + ReF0(tj) (36)
for j=1; 2; 3. This problem is discussed in detail in [21]. Condition (35) is quite analogous to (34)
with
a0 = 0; ,0 = 0: (37)
It is shown in [21] that the free parameters on the outer circle must be speci-ed as in (37) and
interpolatory conditions of kind (36) must be added in order to make the solution of the RH problem
unique.
Let L0 be the length of the curve 
0 and put
B=
∫ 2
0 e
w0 dt
L0
: (38)
This is the same as de-ned in (21) for  = 0. We have used R0 = 1 from the normalization of
Theorem 1.
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With the numbers a; , and B and the functions g so determined, the necessary changes in S; z,
and R can be calculated by the formulas
#S =−e
w
r
(g + ReF); #z = B a; #R = B,: (39)
De-nition (37) implies that the outer circle remains unchanged. These formulas give an approx-
imate solution of the linearized boundary correspondence equation (12). They will be justi-ed by
the convergence proof of Section 4.
4. Convergence
We follow the method of proof of [20] and prove that the iteration converges in the Sobolev
norm whenever the boundary of the target region G is su*ciently smooth.
For the description of the functions S it is convenient to introduce the set W ∗ of functions f of
form f(t)=g(t)+ t with g ∈ W . This set inherits the metric of W , and expressions like ‖f1−f2‖W
are well de-ned for f1; f2 ∈ W ∗. We assume that the parameter mapping functions S are all in W ∗,
we let W be the Banach space W := (W × C× R)m and de-ne W ∗ in the same way but with W ∗
instead of W . The state of the iteration is described by the functions S and by the circle parameters
z; R. We interpret this triplet as a point S ∈W ∗.
The solutions of the conjugation problems (23), (25), (31) and (34) are in W , provided the
right-hand sides v and F are in W . Since this is satis-ed whenever the functions  are three times
diLerentiable and the S are in W ∗, it follows that #S is in W . Therefore, iteration (28) can be
described by
S (k+1) = S (k) + A(S (k)) (40)
with a nonlinear operator A which calculates from S ∈W ∗ the changes A(S)= (#S; #z; #R) ∈W
according to (27) or (39).
Theorem 2. Let H˜ be the circular region corresponding to G and let the conformal mapping ˜
from H˜ to G be described by S˜ ∈W ∗. Assume that all  are three times di@erentiable; and that
the third derivatives are Lipschitz continuous.
Then there exists an .0 ¿ 0 such that for all ‖S0 − S˜‖¡.0 the sequence Sk de=ned by (40)
converges to S˜ as k →∞. Convergence is locally quadratic; i.e.; there exist positive constants .1
and M such that for ‖Sk − S˜‖¡.1 the next iterate satis=es
‖Sk+1 − S˜‖¡M‖Sk − S˜‖2: (41)
Proof. The proof uses the theorem of Ostrowski on stationary iteration processes. We consider -rst
the case of an unbounded region.
(1) We show that S˜ is a stationary point. For S˜ the boundary correspondence Eq. (6) is satis-ed.
DiLerentiation with respect to t yields
R˜˜
′
| = ie
it ˙S˜
′
: (42)
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The argument
arg ˜
′
| =  + t + =2 = v (mod 2) (43)
is a 2 periodic function on each C. Since ˜
′ = 0 in H˜ and ˜′(z)=1+O(1=z2) near∞ and log(˜′) is
univalent on each boundary circle of H˜ , the logarithm Y := log(˜
′
) is de-ned as a univalent function
in H˜ and behaves like O(1=z2) near in-nity. This implies that the residue Res∞ Y =0. This function
Y solves (23) with 	 = 0 (mod 2). Using
ew = |˜′||= rS˜
′
=R˜ (44)
and (42), the functions F can be transformed to
F =
r
ei	ew

˙
=
R˜
S˜
′
˙
= ieit
˜|
˜
′
|
: (45)
Therefore, the solution of the general conjugation (25) is given by
' =
˜
˜
′ ; , = 0; a = 0; g =−ReF: (46)
Normalization (1) ensures that the function ' = ˜=˜
′
has near ∞ the correct behavior prescribed
by (26). Insertion of (46) into (27) yields
#S = 0; #R = 0; #z = 0; (47)
i.e., S˜ is a stationary point of the iteration.
(2) We calculate the derivative of A at S˜ with respect to S .
Let DS; Dz; DR ∈ W × C× R be the components of a change in S . Then the changes of Y; w
and 	 are determined by the equation
DY| + Y ′|(Dz + DRe
−it) = Dw + iDv + iD	: (48)
Here we need the smoothness properties of the functions  to ensure that the mapping S →  ◦S
as a mapping from W ∗ to W is FrSechet diLerentiable (see [20, Lemma 3]). Therefore, the diLerential
Dv in (48) makes sense.
The analytic function DY is subject to the normalization
DY (∞) = 0: (49)
With the derivative
DF = re−wDS − F(Dw + iDv + iD	); (50)
we get in the general conjugation
eitD'| + eit'′|(Dz + DRe
−it) + Daeit + D, = ImDF + iDg (51)
with an analytic function D' normalized by
D'(∞) = 0: (52)
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The derivative of A at S˜ is described by the formulas:
D#S =−e
w
r
(Dg + ReDF);
D#z = Da − Res∞DY; D#R = D,:
(53)
We insert (48) into (50), and replace F and Y ′ using (45) and Y ′= ˜
′′
=˜
′
. This gives the equation:
DF = re−wDS − ieit ˜|
˜
′
|
DY| − ieit
˜|˜
′′
|
˜
′2
|
(Dz + DRe−it): (54)
It follows from (46) that '′ = 1− ˜˜′′=˜′ 2. We insert this into (51) and get
eitD'| + eit(Dz + DRe−it)− eit
˜|˜
′′
|
˜
′2
|
(Dz + DRe−it) + Daeit + D, = ImDF + iDg:
(55)
We rearrange this equation, add on both sides eit˜|DY|=˜
′
| and distribute Res∞DY to get
eit

D'| + ˜|
˜
′
|
DY| + Res∞DY

+ eit(Dz + Da − Res∞DY ) + DR + D,
=eit
˜|˜
′′
|
˜
′2
|
(Dz + DRe−it) + ImDF + eit
˜|
˜
′
|
DY| + iDg: (56)
It follows from (54) that
ImDF =−Re

eit ˜|
˜
′
|
DY|

− Re

eit ˜|˜
′′
|
˜
′2
|
(Dz + DRe−it)

 : (57)
After inserting (57) into (56), the real parts on the right-hand side of (56) cancel. It remains a
general conjugation problem
eit | + beit + 0 = i1 (58)
for the analytic function  :=D'+ ˜DY=˜
′
+Res∞DY with zero real part on the right-hand side.
Since ˜(z)=˜
′
(z) = z + O(1=z) near in-nity the function ˜ DY=˜
′
approaches the value −Res∞DY
as z → ∞. This together with normalization (52) implies that  vanishes at ∞. Since the general
conjugation problem has a unique solution, the solution of (58) must be zero. This implies for the
left-hand side of (56)
D' =− ˜
˜
′DY − Res∞DY;
Da − Res∞DY =−Dz; D, =−DR:
(59)
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Since the imaginary part of the right-hand side of (56) vanishes, Dg can be calculated from
Dg =−Im

eit ˜|
˜
′
|
DY|

− Im

eit ˜|˜
′′
|
˜
′2
|
(Dz + e−itDR)

 : (60)
We insert this into (54) and get
ReDF = re−wDS − Dg (61)
which, after insertion into (53), gives
D#S =−e
w
r
(Dg + ReDF) =−DS: (62)
The derivatives of the circle parameters are obtained from (59) and (53):
D#z =−Dz; D#R =−DR: (63)
This means that the derivative DA at the stationary point S˜ is equal to −I , the negative identity
operator I . Since the iteration is described in (40) by the operator A1 = I + A, the derivative DA1
of the iteration operator A1 at the stationary point S˜ is the zero operator. The conclusions of the
theorem follow now from Ostrowski’s theorem (see, e.g., [13, p. 303]).
(3) The proof for bounded regions is along the same lines with a few modi-cations. First we
show that S˜ is a stationary point.
For S˜ the boundary correspondence equation (6) is satis-ed. DiLerentiation with respect to t
yields:
R˜˜
′
| =∓ie∓it ˙S˜
′
: (64)
The argument
arg ˜
′
| =  ∓ t ∓ =2 = v (mod 2) (65)
is a 2-periodic function on each C. Since ˜
′ = 0 in H˜ and arg ˜′ is univalent on the boundary
curves, the logarithm Y := log(˜
′
) is de-ned as a univalent analytic function in H˜ . The solution of
(31) and (32) is of the form Y = log(˜
′
) + ! with a real number ! and 	 = 0 (mod 2). Using
ew = e!|˜′||= e!rS˜
′
=R˜ (66)
and (64), the functions F can be transformed to
F =
r
ei	ew

˙
=
R˜
e!S˜
′
˙
=∓ie∓it ˜|
e!˜
′
|
: (67)
Therefore, the solution of the general conjugation (35) is given by
' =
˜
e!˜
′ ; , = 0; a = 0; g =−ReF: (68)
This function ' satis-es also the interpolation conditions (36). Insertion of (68) into (39) yields
#S = 0; #R = 0; #z = 0; (69)
i.e., S˜ is a stationary point of the iteration.
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(4) We calculate the derivative of A at S˜ with respect to S . Let DS; Dz; DR ∈ W ×C×R be
the components of a change in S . The outer circle remains -xed: Dz0 = 0; DR0 = 0. The changes
of Y; w and 	 are determined by the equation
DY| + Y ′|(Dz + DRe
±it) = Dw + iDv + iD	 (70)
and the constraints D	0 = 0 and Dw0(0) = 0.
The derivative DF is as in (50). With this we get in the general conjugation
e∓itD'| + e∓it'′|(Dz + DRe
±it) + Dae∓it + D, =∓ImDF ∓ iDg (71)
with Da0 = 0; D,0 = 0 and an analytic function D' subject to the interpolation conditions
Im (e−itjD'(eitj)) =− r0(S0(tj))
exp(w0(tj))
DS0(tj) + ReDF0(tj) (72)
for j = 1; 2; 3. The derivative of A at S˜ is described by the formulas:
D#S =−e
w
r
(Dg + ReDF);
D#z = BDa; D#R = BD,
(73)
with B=e!. We insert (70) into (50), and replace F and Y ′ using (67) and Y ′= ˜
′′
=˜
′
. This gives
the equation:
DF = re−wDS ± ie∓ite−! ˜|
˜
′
|
DY| ± ie∓ite−!
˜|˜
′′
|
˜
′2
|
(Dz + DRe±it): (74)
It follows from (68) that '′ = e−!(1− ˜˜′′=˜′2). We insert this into (71) and get
e∓itD'| + e−!e∓it(Dz + DRe±it)− e−!e∓it
˜|˜
′′
|
˜
′2
|
(Dz + DRe±it)
+Dae∓it + D, =∓ImDF ∓ iDg: (75)
We rearrange this equation and add on both sides e−!e∓it˜|DY|=′| to get
e∓it

D'| + e−! ˜|
˜
′
|
DY|

+ e∓it(e−!Dz + Da) + e−!DR + D,
=e−!e∓it
˜|˜
′′
|
˜
′2
|
(Dz + DRe±it)∓ ImDF + e−!e∓it ˜|
˜
′
|
DY| ∓ iDg: (76)
It follows from (74) that
ImDF =±Re

e−!e∓it ˜|
˜
′
|
DY|

± Re

e−!e∓it ˜|˜
′′
|
˜
′2
|
(Dz + DRe±it)

 : (77)
After inserting (77) into (76), the real parts on the right-hand side of (76) cancel. It remains a
general conjugation problem
e∓it | + be∓it + 0 = i1 (78)
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for the analytic function  :=D'+e−!˜DY=˜
′
with zero real part on the right-hand side and b0=0,
00 = 0. We derive the interpolation conditions
Im(e−itj (eitj)) = 0 (79)
for j=1; 2; 3. We have used (72) to get the values for the D' part of  . The second part e−!˜DY=˜
′
is transformed using (67) and (50).
The general conjugation problem has a unique solution for each right-hand side. Therefore, the
solution of (78) must be zero. This implies for the left-hand side of (76)
D' =− ˜
e!˜
′DY; Da =−e−!Dz; D, =−e−!DR: (80)
Since the imaginary part of the right-hand side of (76) vanishes, Dg can be calculated as
Dg =±e−! Im

e∓it ˜|
˜
′
|
DY|

± e−! Im

e∓it ˜|˜
′′
|
˜
′2
|
(Dz + e±itDR)

 : (81)
By inserting this into (74) we get that
ReDF = re−wDS − Dg (82)
and hence, from (73), that
D#S =−e
w
r
(Dg + ReDF) =−DS: (83)
The derivatives of the circle parameters are obtained from (80) and (73):
D#z =−Dz; D#R =−DR: (84)
This means that the derivative DA at the stationary point S˜ is equal to −I . As for unbounded
regions this implies locally quadratic convergence.
5. Numerical examples
The Riemann–Hilbert problem can be solved numerically by the method of successive conjugation
[21]. On the circle C there are n grid points. Each function is represented on these grid points,
the Fourier transform is evaluated with the full grid, and the Laurent coe*cients of all functions are
calculated as far as the necessary information is available. When this straightforward discretization
is applied, the method shows the same eLect of initial convergence and -nal divergence which was
observed already for simply connected regions [16]. It has been demonstrated in [20] that one can
enforce convergence of the numerical method by smoothing the shifts #S. A suitable smoothing
procedure is as follows: calculate the functions #S by (27). Then interpolate each periodic function
by a trigonometric polynomial of degree n=2
#S =
n=2∑
j=0
cj cos(jt) + dj sin(jt) (85)
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Fig. 1. The -rst example: On the left-hand side the circular regions at the start (solid) and at the end of the iteration
(dotted) are drawn. The right-hand side shows the image points on the boundary of G of the grid points on the circles
C. The point for t=0 is marked on each curve: by a cross for the start, and by a quadrangle for the end of the iteration.
and throw away the sin(jt) and cos(jt) terms with j¿N, where N ¡n=2 is a suitably chosen
number, i.e., replace #S by
#Ssmooth :=
N∑
j=0
cj cos(jt) + dj sin(jt) (86)
in iteration (28). This smoothing is successful also in the multiply connected case.
Finally we present three examples. The boundaries of the -rst three regions G consist of ellipses.
These examples are calculated with n = 32 gridpoints on each circle.
Example 1. The boundary of G consists of three well-separated ellipses (Fig. 1). The changes in
each iteration are shown in Fig. 2. The theoretical rates of convergence for the conjugations have been
calculated by the method described in [21]. They are q0=1:67 ·10−2 and q1=1:35 ·10−4, respectively.
Therefore, each conjugation requires 9 iterations, and each general conjugation 6 iterations to get
an accuracy of 10−15. The main iteration converges quadratically and reaches the -nal state after 6
iterations.
Example 2. A region bounded by four ellipses which are closer together (Fig. 3). This makes the
successive conjugation process to converge slower (Fig. 4). The theoretical rates are q0 = 0:239 and
q1 = 1:27 · 10−2, respectively. Each conjugation needs 20 iterations, and each general conjugation 9
iterations to reach the -nal state. The main iteration reaches the goal again in only 6 iterations.
Multiply connected bounded regions are not very popular among conformal mappers. Though it
is conceivable, that most of the known mapping methods can be adapted to bounded regions, there
are few if any examples in the literature. The bounded case is appreciably more di*cult and, in any
case, the outer boundary requires a nonnegligible amount of extra work.
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Fig. 2. The changes in each iterative step for conjugation (crosses), for general conjugation (stars) and for the main
iteration (diamonds). The solid lines are the curves Cqkl with the theoretical convergence rates ql calculated for the -nal
circular region.
Fig. 3. The same as Fig. 1 for the second example.
Example 3. An elliptical region with two elliptical holes (Fig. 5). This example is numerically
di*cult, since “crowding” occurs. The images of equidistant points on the boundary circles are
very unevenly distributed on the ellipses. One of the inner circles approaches the outer circle. This
leads to a slowly converging conjugation process. Fig. 6 shows, that the discrete method converges
quadratically in the -rst steps, but afterwards converges only linearly. This eLect has been explained
for simply connected regions in [19].
While graphical representations of mappings of unbounded regions are somewhat boring, since the
mapping approaches the identity far away from the boundary curves, mappings for bounded regions
are more interesting as Fig. 7 demonstrates.
Example 4. We consider an unbounded region G whose boundary consists of sportgrounds. The
boundary curves, composed of semicircles and straight line segments, have a Lipschitz continuous
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Fig. 4. The same as Fig. 2 for the second example.
Fig. 5. The same as Fig. 1 for the third example. The points where  is prescribed by normalization (5) are marked by
triangles.
Fig. 6. The same as Fig. 2 for the third example.
derivative, but a discontinuous curvature. We started the iteration from circles with radii 1 around
the centers of the sportgrounds.
Although the smoothness requirements of the convergence theorem are not satis-ed, the method
converges very well. Successive conjugation converges with the rates q0 =0:104 and q1 =5:24 ·10−3,
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Fig. 7. For the third example the image of a rectangular grid in H with grid size 0.05.
Fig. 8. The same as Fig. 1 for the fourth example.
respectively. The example is calculated with n = 128 grid points on each curve. Fig. 8 shows the
circular region H and the boundary correspondence of the mapping function. “Crowding” occurs
also in this example: the points are considerably more densely distributed along the circular parts
of the boundary than on the straight segments. Fig. 9 shows the image of a rectangular grid in H
under the conformal mapping.
For simply connected regions with analytic boundary the achievable accuracy decreases exponen-
tially with the number of grid points. But for boundaries with k Hoelder continuous derivatives the
numerical error decreases only with a negative power of n. As soon as the achievable accuracy is
attained, the convergence switches from quadratic to linear (see [17]). It can be seen in Fig. 10 that
the method for multiply connected regions exhibits a similar behavior.
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Fig. 9. For the fourth example the image of a rectangular grid in H with grid size 0.15.
Fig. 10. The same as Fig. 2 for the fourth example.
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