In this paper, we present a novel approach for video anomaly detection in crowded and complicated scenes. The proposed approach detects anomalies based on a hierarchical activity pattern discovery framework comprehensively considering both global and local spatio-temporal contexts. The discovery is a coarse-to-fine learning process with unsupervised ways for automatically constructing normal activity patterns at different levels. An unified anomaly energy function is designed based on these discovered activity patterns to identify the abnormal level of an input motion pattern. We demonstrate the efficiency of the proposed method on the UCSD anomaly detection datasets (Ped1 and Ped2) and compare the performance with existing work.
INTRODUCTION
Video anomaly detection has become an important research aspect in the area of intelligent visual surveillance due to the growing security needs. Many researchers have been focusing on this area in recent years. However, the uncertainty of the abnormal activity description and the complexity of the scenes make the anomaly detection a challenging problem.
For detecting anomaly, one category of popular approaches in the literature is the tracking-based methods [1] [2] [3] . The main idea of such methods is to analyze and model normal trajectories collected by tracking individual moving objects in the video, then to detect anomalous object motions whose trajectories are deviating from the normal model. These methods can obtain promising results under the less cluttered scenes with only a few people, but in dense crowds, to achieve robust tracking is a quite difficult task because of serious occlusion problems, which heavily degrades the performance of the anomaly detection.
To avoid the aforementioned limitations, the other category of methods address the problem by learning activity patterns from lowlevel visual features. Andrade et al. model crowd scenes with Hidden Markov Models combined with spectral clustering for detecting unusual events [4] . Mehran et al. propose to model the crowd activity patterns for the anomaly detection using a "social force" model based on optical flow feature representation [5] . Kim et al. use a mixture dynamic texture model to detect spatial and temporal anomalies through a joint modeling of appearance and dynamics of the scene [6] . However, these methods model activity patterns only considering the local context or global context, which leads to the lack of global information or local location relationship for the simultaneous perception of both local and global abnormal motion pattern.
In this paper, we aim to detect anomalies comprehensively considering both global and local spatio-temporal contexts. A hierarchical framework of learning activity pattern is proposed to achieve this task. Under the global context, we discover atomic activity patterns from low-level optical flow features, and the distributions of the atomic activity patterns are modeled for higher-level activity representation. Then salient activity patterns are discovered under the local context. The two layers of discovery both adopt unsupervised ways without any priori knowledge of the anomaly. Finally, we design an unified abnormal energy function to detect global and local pattern anomalies. The overview of our proposed approach is illustrated in Fig. 1 .
HIERARCHICAL ACTIVITY DISCOVERY

Feature Representation
For anomaly detection, we first extract features in the video. For a video frame with a resolution of w × h, it is divided into nonoverlapping cells with a size of L × L. In the paper, an effective motion feature represented by the direction and magnitude of the optical flow is used as a low-level feature for the underlying motion pattern description. The optical flow field is calculated at every pixel position using the algorithm proposed by Liu et al. [7] . To obtain a joint representation of motion direction and speed, for any cell c{i, j}(i ∈ {1, ..., w/L}, j ∈ {1, ..., h/L}), a 8-dimension motion feature vector is extracted through the accumulation of the optical flow magnitude of every pixel corresponding to 8 different direction intervals in this cell, as shown in Fig. 1 (a) .
Discovery of atomic activities in global context
For all training video frames, cell-based motion feature vectors are extracted from every cell position with the method presented in Subsection 2.1. These feature vectors represent low-level motion pat- terns, which are used to discover atomic activity patterns globally using unsupervised learning. The atomic activity is a basic unit of activity patterns. We choose the K-means algorithm to group all normalized feature vectors into k clusters with centers {g1, ..., g k }.
These clusters stand for global and normal atomic activities which occur within the training video frequently.
To model each atomic activity, the non-parametric kernel density estimation is used to generate smooth probability density function. Due to the high dimensional curse, we estimate the distribution of each cluster by using distances of points in the cluster to the center instead of 8-dimensional feature vectors. Given a collection of feature vectors {I1, ..., In} from cluster i, let xj = E(Ij, gi) denote the Euclidean distance between a feature vector Ij and the center gi, then the probability of a newly observed value x can be estimated using a Parzen window density estimation approach with a Gaussian kernel [8] as follows:
where h > 0 is the bandwidth corresponding to the Gaussian kernel.
Discovery of salient activities in local context
Since activity patterns are highly related to the location, a normal activity pattern in an area can be anomalous in another area. For example, a people walking on the sideway is a normal activity while walking on the lawn can be deem as anomalous. So we propose to discover salient activities considering from local spatio-temporal context. For a motion feature I, a procedure of pattern mapping is performed. We calculate a membership degree vector s(I) with the k probability distributions { P d1 , ..., P dk }, s(I) = [ P d1 (E(I, g1)), ..., P dk (E(I, g k ))]. s(I) can be considered as a higher-level activity representation upon global atomic activity patterns and we call it an activity histogram. For a cell c{i, j}, take into account the high similarity of activity patterns between adjacent cells, a set of activity histograms Si,j = {s1, ..., s5N } is obtained from not only itself but also its four neighbor cells within all N training frames. The goal is to learn M salient activity patterns Hi,j = {h1, ..., hM } from Si,j. Hi,j need to represent Si,j sparsely (M 5N ) and compactly (with the maximum similarity to the original set). Moreover, since the number of salient activity patterns at various cell positions may distinctly vary from each other, for example, in a sky region and in a sidewalk region. So it needs to determine the value of M adaptively during learning salient activity patterns at each cell position.
To satisfy these requirements, the hierarchical clustering technique is used as the basic framework for handling this local discovery task. For hierarchical clustering, the choice of dissimilarity metric is the key aspect for the learning performance. To consider the spatial correlation of the global atomic activities, we introduce the Earth Mover's Distance (EMD) for the distance measure of two activity histograms. The EMD is an efficient cross-bin dissimilarity measure method with high robustness for the histogram comparison, which has been successfully applied in image retrieval [9] and visual tracking [10] . For two activity histograms p and q which are normalized to unit mass, the EMD between them can be obtained through Let x k denote k th dimensional value of points in cluster i, and
Return: A set of local salient activity patterns {h1, ..., hM }
UNIFIED ENERGY FUNCTION FOR ANOMALY DETECTION
The anomaly detection in the paper is a cell-based binary classification problem. The possible anomaly cases includes: global pattern anomaly (i.e. a motion pattern with low similarity to the global atomic activity patterns), local pattern anomaly and the cooccurrence of global and local pattern anomaly. We decide whether an anomaly occurs within a cell c{i, j} through a combination of two-layer dissimilarity measure evaluated from the test motion pattern compared with the discovered global and local activity patterns, respectively.
To detect global pattern anomaly in cell{i, j}, we first calculate the posterior probability of each global atomic activity pattern gi for a given motion vector I with the Bayes' rule as follows:
, i = 1, 2, ..., k, where the priori probability of P (gi) is represented by the ratio of the number of the samples in cluster i to the number of all training samples, and the likelihood P (I|gi) is calculated with Equation (1) by P (I|gi) = P d (E (I, gi) ). Based on these, we can obtain a global atomic activity pattern i which produces the maximum probability for the motion vector I, i.e. i = arg max i P (gi|I). Then the level of global pattern anomaly for the cell can be given by
.
For local pattern anomaly, let Al(I) denote the dissimilarity of the activity histogram s(I) with the local salient activity patterns {h1, ..., hM } corresponding to cell c{i, j}, and αm denote the ratio of the number of samples in the cluster m to the number of samples in the training set Si,j. Given a weight vector {α1, ..., αM }, Al is calculated with Equation (3).
where EMD{a, b} denotes the earth mover's distance measure between histogram a and histogram b. Then Al can be treated as the level of local pattern anomaly. Finally, we design an unified energy function for the anomaly detection task. Since the bigger the value Ag is, the higher probability the global pattern anomaly occurs with, while the bigger value Al is, the higher probability local pattern anomaly occurs with. Hence, an estimation of abnormal energy for a cell can be given with the form of the product by Ag * Al. To consider the spatial-temporal correlation of the motion pattern, we measure the final abnormal energy of the cell by an average estimation within a 3D spatial-temporal volume which contains the cell and its adjacent four cells as well as the same regions of the previews and the next T frames. Then the abnormal energy function are designed as follows:
Here, the value of T is set to 1 in our algorithm. Then for a given anomaly energy threshold A θ , if A(I) > A θ , this cell is classified as an abnormal region.
PERFORMANCE EVALUATION
To evaluate the performance of the proposed approach, we carry out anomaly detection experiments with the public available UCSD anomaly detection dataset [12] . This dataset consists of two subsets (Ped1 and Ped2), which are captured under two different scenes with anomalies including bikers, vehicles, skateboarders and people walking on the lawn. The anomalies occur at multiple different locations in some of frames. The image sizes of Ped1 and Ped2 are 238×158 and 360×240, respectively. Ped1 has 34 image sequences for training and 16 for testing and Ped2 has 16 image sequences for training and 12 for testing. The test set in Ped1 has about 3400 anomalous frames and 5500 normal frames, while in Ped2 about 1652 anomalous frames and 346 normal frames. According to the image resolutions, the cell size for Ped1 and Ped2 is set to 10 × 10 and 15 × 15, respectively. Then the grid matrix sizes of images for them are both 24 × 16. For discovering the global atomic activity patterns, the number of patterns k is set to 40. The proposed algorithm is implemented with Matlab. The code of optical flow calculation is written in C++ and mexed to be called in Matlab for improving the computational efficiency [7] . We test the algorithm on Ped1 and Ped2 datasets, and Figure 3 shows examples of our anomaly detection results. Quantitative evaluation results. Given an abnormal energy map of each test frame, the anomaly regions are detected via a predefined threshold value. We conduct anomaly detection experiments with different threshold values based on a frame-level groundtruth. For each testing image, the groundtruth annotation uses a binary flag to represent whether one or more anomalies are present. Then two ROC curves are produced over Ped1 and Ped2 datasets, as shown in Fig. 2 (a) and (b) . Fig. 2 (c) shows the Equal Error Rate (EER) of our algorithm. For performance comparison, we choose four stateof-the-art methods including the Mixture Dynamic Texture (MDT) [12] , the Mixture of Optical Flow (MPPCA) [6] , the social force [5] and the social force with MPPCA [12] . The quantitative results of these four methods are obtained from the paper [12] . From Fig. 2 , we can note that our algorithm outperforms all other four methods at the equal error rate on both Ped1 and Ped2 datasets. We also calculate the Area Under Curve (AUC) (i.e. the area under ROC) shown in Table 1 . The average AUC of our algorithm on the two test datasets is 86.8%, which is 4.4% higher than 82.4% of the MDT, the best one of four approaches for comparison.
Computational efficiency. The speed performance of the algorithm is an important aspect for practical application consideration. Under a standard PC platform with 3 GHz CPU and 2 GB memory, the processing time of our algorithm is 5 seconds per frame under the Matlab environment (i.e 12 frames per minute), while the processing time of the MDT approach is 25 seconds per frame (i.e 2.4 frames per minute). In the proposed algorithm, since the main time and storage overhead is from the offline phase for the hierarchical discoveries of activity patterns, so we can perform faster during the online test phase. We are also able to improve the test speed further by only calculating and analyzing the moving pixels in the test frame with the dynamic background substraction scheme.
Analysis. The experiments demonstrate the anomaly detection performance of the proposed algorithm. Our approach can achieve not only high frame-level anomaly detection rate, but also accurate anomaly localization as illustrated in Fig. 3 . That is because for each cell location within spatio-temporal context, the algorithm discovers normal activity patterns from different levels, which are further combined for detecting anomalous activity patterns. In addition, from the low-level global atomic activity (8-dimensional vector) to the higherlevel salient activity pattern (40-dimensional vector), it is a dimension raising process that can help to improve the discrimination for anomalous patterns and realize fine-grained anomaly detection at lo- cal locations. However, there are also 'miss' (True Negative) cases occur in our detection results. For example, as shown in Fig. 3 , a man pushing a shopping cart and a man walking with a bicycle slowly are classified as normal activities. Because our algorithm is based on motion feature described with optical flow, which cannot distinguish them from the normal pedestrian activity patterns.
CONCLUSION
In this paper, we have presented a video anomaly detection approach suitable for crowded and complicated scenes. A hierarchical framework of activity pattern discovery was proposed with the comprehensive consideration of global and local spatio-temporal contexts, which can learn normal atomic activities and salient activities automatically and unsupervisedly. An unified energy function based on the discovery framework was designed to perform anomaly detection at different levels. Experiments on the published UCSD anomaly detection datasets have showed that the proposed method can detect and locate various anomalies effectively and the detection results are better than four comparison algorithms: social force, MDT, MPPCA and social force with MPPCA.
