We present a class of linear programming approximations for constrained optimization problems. In the case of mixed-integer polynomial optimization problems, if the intersection graph of the constraints has bounded tree-width our construction yields a class of linear size formulations that attain any desired tolerance. As a result, we obtain an approximation scheme for the "AC-OPF" problem on graphs with bounded tree-width. We also describe a more general construction for pure binary optimization problems where individual constraints are available through a membership oracle; if the intersection graph for the constraints has bounded treewidth our construction is of linear size and exact. This improves on a number of results in the literature, both from the perspective of formulation size and generality.
Introduction
A fundamental paradigm in the solution of integer programming and combinatorial optimization problems is the use of extended, or lifted, formulations, which rely on the binary nature of the variables and on the structure of the constraints to generate higher-dimensional convex relaxations with provably strong attributes.
In this paper we consider both pure binary and mixed-integer polynomial optimization problems. We develop a reformulation operator which relies on the combinatorial structure of the constraints to produce linear programming approximations which attain provable bounds. A graph-theoretic parameter, the tree-width, is used to parameterize the computational effort involved in the approximation. Although our results focus on integer and mixed-integer problems, we extend previous work on exploiting structured sparsity, by Laurent [Laurent, 2010] , Lasserre Lasserre [2006] , Waki, Kim, Kojima and Muramatsu Waki et al. [2006] in the continuous polynomial optimization setting, as well as similar work concerning pure integer programs by Wainwright and Jordan Wainwright and Jordan [2004] and Bienstock andÖzbay Bienstock andÖzbay [2004] .
Our first result concerns a broad class of linear objective optimization problems, with binary variables, that we will term general binary optimization problems, or GB for short.
Problem GB (i) Variables are indexed by a set V. Write n . = |V|.
(ii) There are m constraints. For 1 ≤ i ≤ m, constraint i is characterized by a subset K[i] ⊆ V and a set S i ⊆ {0, 1} K[i] . Set S i is implicitly given by a membership oracle, that is to say a mechanism that upon input y ∈ {0, 1} K[i] , thruthfully reports whether y ∈ S i .
(iii) The problem is to minimize a linear function c T x, over x ∈ {0, 1} V , and subject to the constraint that for 1 ≤ i ≤ m the projection of x to R K[i] is contained in S i .
Any linear-objective, binary optimization problem whose constraints are explicitly stated can be recast in the form GB; e.g., each set S i could be described by a system of algebraic equations in the variables x j for j ∈ K [i] . However the membership oracle framework extends beyond such special cases.
Theorem 1 Let P be an instance of problem GB. Given a tree-decomposition of width ω of the intersection graph for the constraints, there is an exact linear programming formulation for problem P with O(2 ω n) variables and constraints, with {0, 1, −1}-valued constraint coefficients.
Note that the size of the formulation in this theorem is independent of the number constraints. To explain this statement we need to define two concepts: intersection graph and tree-decomposition.
The intersection graph of a system of constraints is a fundamental concept introduced in Fulkerson and Gross [1965] and extended here:
Definition 2 The intersection graph of a system of constraints is the undirected graph which has a vertex for each variable and an edge for each pair of variables that appear explicitly in any common constraint. In the case of a problem of type GB, a variable x j "appears explicitly" in a constraint i if j ∈ K [i] . For brevity, we will sometimes view the x j as the vertices of the graph, rather than the indices j.
Example 3 Given the system of five constraints
(1) 3x 2 1 − log 2 (1 + x 2 ) ≥ 0, (2) − 2x The intersection graph has vertices {1, 2, 3, 4, 5} and edges {1, 2}, {2, 3}, {3, 4}, {4, 1} and {3, 5}.
Note that e.g. K[5] = {3, 5} and S 5 consists of the tuples (y 3 = 1, y 5 = 0) and (y 3 = 1, y 5 = 1).
Next we review the concept of tree-decomposition.
Definition 4 Let G be an undirected graph. A tree-decomposition Robertson and Seymour [1984] , Robertson and Seymour [1986] of G is a pair (T, Q) where T is a tree and Q = {Q t : t ∈ V (T )} is a family of subsets of V (G) such that (i) For all v ∈ V (G), the set {t ∈ V (T ) : v ∈ Q t } forms a subtree T v of T , and
(ii) For each {u, v} ∈ E(G) there is a t ∈ V (T ) such that {u, v} ⊆ Q t , i.e. t ∈ T u ∩ T v .
The width of the decomposition is max {|Q t | : t ∈ V (T )} − 1. The tree-width of G is the minimum width of a tree-decomposition of G. See Example 5.
Example 5 (Tree-decomposition) Consider the intersection graph G arising in Example 3. See Figure 1 (a). A tree-decomposition with tree T is shown in Figure 1 (b)-(c). We next turn to mixed-integer polynomial optimization problems. We will prove:
Theorem 6 Let P be a linear objective mixed-integer optimization problem over n (bounded) variables and where every constraint is a polynomial inequality with sum of degrees ≤ π. Given a tree-decomposition of width ω of the intersection graph for the constraints, and 0 < < 1, there is a linear programming formulation of size O π ω n −ω−1 log −1 that solves P within feasibility and optimality tolerance .
Below we will provide an extended statement for this result, as well as a precise definition of 'tolerance'. However, the statement in Theorem 6 is indicative of the fact that as → 0 we converge to the optimal solution, and the computational workload grows proportional to O( −ω−1 log −1 ). Moreover, we will prove Theorem 7 Unless P=NP, no polynomial time algorithm for mixed-integer polynomial optimization exists that improves on the dependence on given by Theorem 6.
Our next set of results concern graphical mixed-integer polynomial optimization problems. A problem in this family has a linear objective, bounded variables, and is polynomially constrained, and there is an underlying graph, G, such that each variable is associated with a vertex and for each constraint there is a vertex v so that all variables explicitly appearing the constraint are associated with v or a neighbor of v.
Example 8 . Consider the polynomial optimization problem with constraints
Here, variables x 1 and x 2 are associated with vertex a of the graph in Figure 2 , and variables x 3 , x 4 , x 5 and x 6 are associated with vertices b, c, d and e, respectively. The first and second constraints are associated with the neighborhood of vertex a, the third is associated with vertex b and the fourth with vertex c. This problem family includes, as a special case, the well-known "AC-OPF" problem and mixedinteger extensions. We will prove:
Theorem 9 Let P be a graphical mixed-integer polynomial optimization problem over a graph G, with n variables and where every constraint is a polynomial inequality of sum of degrees ≤ π. Suppose that there are at most K variables associated with any vertex of G. Given a tree-decomposition of width ω of the graph G, and 0 < < 1, there is a linear programming formulation of size O((π/ ) O(Kω) n log −1 ) that solves P within feasibility and optimality tolerance .
We stress that in Theorem 9 the tree-decomposition is of the underlying graph G, and not of the intersection graph of the problem, which in general will have larger tree-width. See Figure 2 where G has tree-width 2 whereas the intersection graph has tree-width 3 (due to the clique arising from the third constraint). Thus a direct application of Theorem 6 does not yield Theorem 9. As a consequence of Theorem 9, we obtain a polynomial-size, -tolerant formulation for the AC-OPF problem (where π ≤ 2n and K = O(1)) and mixed-integer extensions, when the tree-width of the underlying network is bounded by a constant.
Organization of the paper
In Section 2 we will present a detailed analysis of the pure binary problems addressed by Theorem 1 and a proof of this result. Mixed-integer polynomial optimization problems and a proof of Theorem 6 are covered in section 3. Finally, graphical mixed-integer polynomial optimization problems and Theorem 9 are addressed in Section 4.
Pure binary problems
Here we consider Theorem 1 of the Introduction. We will provide additional background, survey previous results, and state and prove an expanded version of Theorem 1. First we begin with some examples for problem GB.
Example 10 (Linear binary integer programming). Let A be an m × n matrix, and consider a problem min{c T x : Ax ≥ b, x ∈ {0, 1} n }. To view this problem as a special case of GB, we set for
In this special case, problem GB can be addressed by a variety of methods. Of particular interest in this paper are the reformulation or lifting methods of Lovász and Schrijver, and Sherali and Adams.
Next we consider a more complex example, chosen to highlight the general nature of the problem.
Example 11 Let d, n, p be positive integers. Consider a constrained semidefinite program over binary variables of the form
Here S + d is the set of d × d positive-semidefinite matrices, M 1 , . . . , M n are symmetric d × d matrices, and b and c are vectors. Constraint (2e) states that the first column of matrix X k is identical to the last column of matrix X k−1 . We obtain an instance of problem GB with m = 2n − 1, as follows. First, for each 1 ≤ k ≤ n we let K[k] be the set of triples (i, j, k) with 1 ≤ i, j ≤ n, and S k to be the set of binary values X k i,j that satisfy (2b)-(2d). Next, for each 2 ≤ k ≤ n we let K[n + k − 1] be the set of all triples (i, 1, k − 1) and all triples (i, d, k) and S n+k−1 to be the set of binary values (indexed by
In the case of this example, a direct application of standard integer programming methods appears difficult. Moreover, we stress that the sets S i in problem GB are completely generic and that the membership oracle perspective can prove useful (see the discussion in Section 2.0.2, below).
We can now state the main result we will prove in this section, which implies Theorem 1. Recall that as per Definition 2, given a problem instance I of GB, the intersection graph for I has a vertex for each j ∈ V, and an edge {j, k} whenever there exists 1 ≤ i ≤ m such that {j, k} ⊆ K [i] , that is to say, j and k appear in a common constraint (ii) in problem GB.
Theorem 12 Given an instance I of GB, let (T, Q) be a tree-decomposition of the intersection graph of I. Then there is an exact (continuous) linear programming reformulation LP (I) for instance I with O( t 2 |Qt| ) variables and constraints, the same objective vector c and constraints with {0, 1, −1}-valued coefficients.
As a corollary, if the width of (T, Q) is ω, the formulation has O(2 ω n) variables and constraints. Hence for each fixed ω the formulation has linear size.
The "corollary" statement follows because if an n-vertex graph has a tree-decomposition of width d, say, then it has one with the same width and where in addition the tree has at most n vertices (see Remarks 15 and 16, below). We will prove Theorem 12 below, however first we discuss implications of this result.
Example 13 (Example 11, continued). Here we will set
The intersection graph of the problem will have
A tree-decomposition (T, Q) of the intersection graph, of width O(d 2 ), is obtained as follows. Here, T is path with vertices The methodology used to obtain Theorem 12 is best seen as an example of the use of extended, or "lifted" formulations for 0/1 integer programs to obtain provable guarantees. The classical examples in this vein are the reformulation-linearization technique of Sherali and Adams Sherali and Adams [1990] , the cones of matrices method Lovász and Schrijver [1991] , the lift-and-project method of Balas et al. [1993] , and the moment relaxation methodology of Lasserre [2001] . Laurent [2001] presents a unifying analysis; another comparison is provided in Au and Tunçel [2013] .
In addition to these 'generic' operators, extended formulations are often found in combinatorial optimization settings, with the reformulation exploiting the specific nature of a problem. See Conforti et al. [2010] . An analysis of the impact of semidefiniteness is presented in Goemans and Tunçel [2001] . More broadly, the general theory of disjunctive programming underlies this family of reformulation methods, see Balas [1975] . Our method is most closely related to the subset algebra method developed in Bienstock and Zuckerberg [2005] and the PhD thesis Zuckerberg [2009] , and to the use of the Sherali-Adams reformulation in the context of packing integer programs in Bienstock andÖzbay [2004] .
Reduction to the linear case
Consider an instance I of GB. An apparently simpler alternative to the general approach we follow would be to construct, for 1 ≤ i ≤ m, the polyhedron
Thus we can write P i as the projection onto 
subject to:
Since GB includes linear integer programs as a special case, we can apply Theorem 12 directly to formulation (3). Using this approach, the intersection graph will be the standard intersection graph arising from the constraint matrix in (3b), i.e. the graph with vertex-set V and an edge {j, k} whenever j and k appear with nonzero coefficients in a common row of the matrix. By construction this graph is a subgraph of the intersection graph of instance I and thus its tree-width is at most ω. Thus, applying Theorem 12 directly to (3) rather than to GB would apparently yield a smaller formulation, and one may question the utility of relying on the general form GB. However, this analysis ignores the size of formulation (3). For d ≥ 1 large enough there exist examples of 0/1-polytopes in R d with at least
facets (up to constants). See Bárány and Pór [2001] , Gatzouras et al. [2005] , Kortenkamp et al. [1997] . Using this observation, one can construct examples of problem GB where each of the matrices A i has more than ω ω/4 inequalities. This dependence on ω is strictly larger than that in Theorem 12.
Example 14 Choose d ≥ 2 large enough so that there is a 0/1-polyhedron P ⊆ R d with more than (cd/ log d) d/4 facets for some c. Let P be given by the system Ax ≥ b, where
). Choose N ≥ 1, and consider the system of inequalities over binary variables
Constraint (4a) indicates that this system includes N copies of polyhedron P , with each copy described using a different coordinate system. Constraint (4b) states that the first d/2 coordinates take equal value across all such systems. Any linear program over (4) is can be viewed as an example of problem PB with m = 2N − 1;
i is a copy of the set of binary points contained in P (i.e. the extreme points of P ).
The intersection graph of this instance of P B will be the union of N cliques (one for each set of variables x i ) plus the set of edges {x
A tree-decomposition (T, Q) of this graph, of width d − 1, is as follows: T has vertices u(0), as well as u(i) and
Thus, ω = d and Theorem 12 states that any linear objective problem over constraints (4) can be solved as a continuous LP with O(2 d dN ) variables and constraints. In contrast, system (4) has more than (cd/ log d) d/4 N constraints.
In particular, formulation (3) may be exponentially larger than the linear program LP (I) stated in Theorem 12.
Comparison with the Sherali-Adams approach
In the case that problem GB is a linear integer program (or was converted into one by means of the linearization above) it could be addressed using the Sherali-Adams (or Lasserre, or variants of the Lovász-Schrijver) reformulation operator, at level ω + 1. It can be shown that this will also yield a polynomial-size LP reformulation for fixed ω (e.g., see Bienstock andÖzbay [2004] ). However, the number of variables and constraints in the resulting formulations will grow as n ω+1 and m n ω+1 , respectively, rather than the 2 ω n dependence in Theorem 12, which relies on a different, linear programming reformulation operator described below in Section 2.1. In fact the 2 ω n estimate can be conservative compared with the bound t 2 |Qt| given in the statement of Theorem 12. For example, if a single set Q t has size ω + 1 while all other sets have size O(1), then the bound provided by the Theorem is O(2 ω + n).
Relationship of Theorem 12 to prior work
Previous work has produced results that are related to Theorem 12. Bienstock andÖzbay (2004) consider packing binary integer programs, i.e. problems of the form
where A ≥ 0 and integral and b is integral. Given a valid inequality αx ≥ β for the feasible region, its associated graph has a vertex j whenever α j = 0 and an edge {j, k} whenever a ij = 0 and a ik = 0 for some row i. The following is proved in Bienstock andÖzbay [2004] :
Theorem A. [Bienstock andÖzbay, 2004 ] Given a problem (5), and ω ≥ 1, the Sherali-Adams reformulation at level-ω implies every valid inequality whose associated graph has tree-width ≤ ω − 1. If A is 0/1-valued, the same property holds when the associated graph has tree-width ≤ ω.
Corollary B. Given a graph G with tree-width ≤ ω, the Sherali-Adams reformulation of the vertex packing linear program {x
has O(ωn ω+2 ) variables and constraints, is exact. (2004) consider binary polynomial optimization problems of the form
Wainwright and Jordan
Here, for 1 ≤ i ≤ M ,
with a ih = 0 and m ih (x) a monomial for each h ∈ s(i). Given a problem (6) one can define the intersection graph as we did above, i.e. the graph with vertices 1 ≤ j ≤ n and an edge {j, j } if there is an index i (1 ≤ i ≤ M ) such that x j appears in at least one monomial m ih (x), and x j also appears in at least one monomial m ih (x) (possibly different monomials).
Theorem C. [Wainwright and Jordan, 2004] Consider an instance of problem (6) where the treewidth of the intersection graph is ≤ ω. Then the level-ω Sherali-Adams or Lasserre reformulation of (6) is exact, and as a consequence there is an LP formulation for (6) with O(n ω+2 ) variables and O(n ω+2 M ) constraints.
Laurent (2010) provides a comprehensive survey of results on polynomial optimization and related topics. Section 8 of Laurent [2010] builds on the work in Laurent (2001 ) Laurent [2001 , which provides a common framework for the Sherali-Adams, Lovász-Schrijver and Lasserre reformulation operators. This framework is used to show the following results. First, the vertex packing problem on a graph with n vertices and tree-width ≤ ω has a formulation of size O(2 ω n); which is stronger than Corollary B. Second, a stronger result than Theorem C is obtained:
Theorem D. [Laurent, 2010] Consider an instance of problem (6) where the tree-width of the intersection graph is ≤ ω. Then there is an LP formulation for problem (6) with O(2 ω n) variables and O(2 ω M ) constraints.
A comparison between Theorems C and D, and Theorem 12 can be made as follows. Any polynomial optimization problem (6) can be reduced to an equivalent instance of problem GB by setting m = M , and using, for 1 ≤ i ≤ m each constraint g i (x) ≥ 0 to constitute a constraint (ii) in problem GB, with the set K[i] defined as the set of variables that appear in g i (x) and S i defined as the projection onto K[i] of {x ∈ R n : g i (x) ≥ 0}. If we apply the construction in Theorem 12 to this instance of problem GB, we will obtain an LP formulation for (6) with O(2 ω n) variables and constraints. This bound improves on the size of the formulations obtained by applying Theorems C and D, especially when M is large 1 . In Section 2.0.2 we have already described a class of examples where that is the case. In the polynomial optimization setting we can make a stronger observation:
This observation implies that for d ≥ 1 there are at least 2 2 d polynomials that are distinct already on {0, 1} d ; and as a result for ω ≥ 0 one can construct instances of problem (6) where the intersection graph has tree-width ω, and yet
with all constraints nontrivially distinct.
In summary, thus, Theorem 12 provides both a more general construction than that in previous work, and it also produces a smaller formulation. It is worth noting that the proofs of Theorems A, C, D and 12 all include a common ingredient. We will return to this point later.
It is worth pointing out that there is a vast literature on polynomial-time algorithms for combinatorial problems on graphs with small tree-width, through appropriately developed dynamic programming algorithms. See Brown et al. [1989] , Arnborg et al. [1987] , Bern et al. [1987] , Bodlaender [1988] ; also see Bienstock and Langston [1995] . From a broader perspective, stressing the connection with constraint programming, see Hooker [2000] . This broader perspective is important given the generic setting of our Theorem 12. One of the earliest works we are aware of is Bertele and Brioschi [1972] where the terminology "nonserial dynamic programming" was introduced to denote algorithms that take advantage of tree-decompositions of small width. The above algorithms for combinatorial problems on small tree-width graphs make use of this idea. For an earlier graphtheoretic perspective, see Halin [1976] . Finally, note that constant tree-width can be recognized in linear time Bodlaender [1996] .
A different result which nevertheless appears related is obtained in Cunningham and Geelen [2007] . They consider an optimization problem of the form min{c T x : Ax = b, x ∈ Z n + }. They show that if either A ≥ 0 or if bounds are imposed on the variables, the optimization problem can be solved in polynomial time if the matroid M (A) has bounded branch-width (a parameter related to tree-width in the case of graphs). It appears difficult to provide a direct comparison between this result and those cited above.
We will provide an additional review, focused on continuous optimization problems, in Section 3.0.2.
Proof of Theorem 12
Consider an instance I of problem GB. Let Γ = Γ[I] be the corresponding intersection graph, and (T, Q) be a tree-decomposition of Γ of width ω. We begin with some general remarks.
Remark 15 Suppose that (T ,Q) is a tree-decomposition of a graphḠ. Then for any clique K ofḠ there exists t ∈ V(T ) with K ⊆Q t .
As a result, for 1 ≤ i ≤ m there exists t ∈ V (T ) with
Remark 16 Without loss of generality, |V (T )| ≤ n. To see this, note that the tree-decomposition (T, Q) gives rise to a chordal supergraph H of Γ. Since H is chordal, there exists a vertex u whose neighbors (in H) induce a clique. The claim follows by induction applied to the graph H − u, using Remark 15 and noting that a tree-decomposition of H is also a tree-decomposition of Γ.
Example 18 (Examples 3 and 5, continued). Refer to Figure 1 . Consider vertex t of T . We have that Q t = {3, 5}, and (5) is the only constraint i with K[i] ⊆ Q t . As in Example 3 we then have that v ∈ {0, 1}
Qt is Q t -feasible iff v 3 = 1. The set Ω t consists of the pairs ({3}, ∅), ({5}, ∅), ({3}, {5}), ({5}, {3}), ({3, 5}, ∅), (∅, {3, 5}) and (∅, {3}). The last pair arises because Q t ∩ Q p = {3}.
We next construct the formulation LP (I). The variables are as follows:
• A variable λ t v , for each t ∈ V (T ) and each vector v ∈ F t . The formulation is given by:
We will show below that (a) LP-GB is a relaxation of GB and (b) the relaxation is exact and that the polyhedron defined by (8b)-(8c) is integral. We stress that the formulation (8) depends on the tree-decomposition (T, Q) and is thus not directly obtained from the formulation for problem GB.
Example 19 (Example 18, continued). Consider vertex t of the tree T in Figure 1 . As discussed in Remark 20 (f.1) When (Y, N ) partition Q t ∩ Q t for some edge {t, t } then variable X[Y, N ] will appear in the constraint (8b) arising from t and also that corresponding to t . This implies an equation involving the λ t and the λ t . (f.2) The sum on the right-hand side of constraint (8b) could be empty. This will be the case if for any v ∈ {0, 1}
Qt with v j = 1 for all j ∈ Y and v j = 0 for all j ∈ N there exists 1 ≤ i ≤ m with First we show that LP-GB is a relaxation for GB, in a strong sense.
Lemma 21 Letx be a feasible solution to I.
(ii) As a corollary j∈V c jX [{j}, ∅] = c Tx .
Proof
Qt be the restriction ofx to Q t , i.e.ṽ(t) j =x j for each j ∈ Q t . Sincex is feasible for I,ṽ(t) ∈ F t . Then we setλ t v(t) = 1 andλ t v = 0 for every vector v ∈ F t with v =ṽ(t). By construction for every t ∈ V (T ) and (Y, N ) ∈ Ω t we haveX[Y, N ] = 1 iffṽ(t) j = 1 for all j ∈ Y andṽ(t) j = 0 for all j ∈ N ; in other words (8b) is satisfied.
(ii) This follows from (i).
As a consequence of Lemma 21, Theorem 12 will follow if we can prove that the constraint matrix in (8) defines an integral polyhedron. This will be done in Lemma 25 given below. In what follows, we will view T as rooted, i.e. all edges are directed so that T contains a directed path from an arbitrarily chosen leaf vertex r (the root of T ) to each other vertex. If (v, u) is an edge thus directed, then we say that v is the parent of u and u is a child of v.
Definition 22 A rooted subtreeT is a subtree of T , such that there exists a vertex u ofT so that T contains a directed path from u to every other vertex ofT . We then say thatT is rooted at u.
Definition 23
LetT be a rooted subtree of T . (a) We denote by Ω(T ) the set t∈T Ω t . (b) We denote by V(T ) the set {j ∈ V : j ∈ Q t for some t ∈T }.
Below we will prove the following result:
Theorem 24 Let (X,λ) be a feasible solution to the LP-GB problem (8). Then for every rooted subtreeT there is a family of vectors
and reals 0 < µ k,T ≤ 1, (k = 1, 2, . . . , n(T )) satisfying the following properties:
As a result, for each 1 ≤ k ≤ n(T ) and j ∈ V(T ), x
(c)
The family of vectors p k,T and reals µ k,T will be called a decomposition of (X,λ) overT .
Pending a proof of Theorem 24, we can show that the polyhedron defined by the constraints in LP-GB is integral.
Lemma 25
The polyhedron defined by (8b)- (8c) is integral and problems GB and LP-GB have the same value.
Proof. Let (X,λ) be a feasible solution to LP-GB. We apply Theorem 24 withT = T obtaining a family of vectors p k ∈ {0, 1} Ω(r) , vectors x k ∈ {0, 1} V and reals µ k , for 1 ≤ k ≤ n(r), satisfying conditions (a)-(d) of the theorem. By (a), each vector x k is feasible for I. By (d), the vectorX is a convex combination of the vectors p k . This completes the proof, using Remark 20 (f.3) to handle the λ t variables. This result completes the proof of Theorem 12, pending Theorem 24 (tackled in the next Section).
Proof of Theorem 24
Assume we have a feasible solution (X,λ) to (8). The proof of Theorem 24 will be done by induction on the size ofT . First we handle the base case.
Lemma 26 IfT consists of a single vertex u there is a decomposition of (X,λ) overT .
Proof. We have that Ω(T ) = Ω u (see Definition 23). By (8c) we have v∈Fuλ u v = 1. Let n(T ) > 0 be the number of elements v ∈ F u withλ u v > 0 and denote these vectors by {w(1), . . . , w(n(T ))}.
for each pair (Y, N ) ∈ Ω u . Now we will verify that conditions (a)-(d) of Theorem 24 hold. Clearly (a)-(c) hold by construction. To see that (d) holds, note that (X,λ) satisfies (8b), i.e.,
which is condition (e), as desired.
Next we prove the general inductive step needed to establish Theorem 24. This will be done by extending a technique from Bienstock andÖzbay [2004] . A similar technique was also used in Wainwright and Jordan [2004] (where it is described as related to the "junction tree theorem" Lauritzen [1996] ) and also in Laurent and Varvitsiotis [2014] (where a related result due to Lasserre Lasserre [2006] is mentioned). From our perspective, the common techniques in Bienstock andÖzbay [2004] , Wainwright and Jordan [2004] and Laurent and Varvitsiotis [2014] are related to the concept of nonserial dynamic programming introduced in 1972 in Bertele and Brioschi [1972] .
Thus, consider a vertex u of T and a subtreeT rooted at u with more than one vertex. Let v be a child of u. We will apply induction by partitioningT into two subtrees: the subtree L consisting of v and all its descendants inT , and the subtree H =T − L. Consider a decomposition of (X,λ) over L given by the vectors p k,L ∈ {0, 1} Ω(L) and the positive reals µ k,L for k = 1, 2, . . . , n(L), and a decomposition of (X,λ) over H given by the vectors p k,H ∈ {0, 1} Ω(H) and the positive reals µ k,H for k = 1, 2, . . . , n(H).
Denote by P the set of partitions of Q u ∩ Q v into two sets. Thus, by Definition 17, for each (α, β) ∈ P we have a variable X [α, β] . Note that Ω(T ) = Ω(H) ∪ Ω(L). We construct a family of vectors and reals satisfying (a)-(d) Theorem 24 forT , as follows. For each (α, β) ∈ P such thatX[α, β] > 0, and each pair i, h such that For any vertex t inT and (Y, N ) ∈ Ω t :
Further, we set
To argue that this construction is valid we note that sinceX[α, β] > 0, pairs of indices i, h as listed above must exist, by (d) of the inductive assumption applied to H and L. Furthermore, we have γ
Now we will prove that the q ih and the γ ih provide a decomposition of (X,λ) overT . Let i and h be given. Since the restriction of p i,L (and p h,H ) to L (resp., H) satisfy (a) and (b) of the inductive assumption, so will q ih . Thus, there remains to prove (c) and (d).
First, consider (d). Let (Y, N ) ∈ Ω(T ), say (Y, N ) ∈ Ω(H). We claim that
This equation holds because in any nonzero term in either expression we must have
. Now the right-hand side of (9a) equals
by the inductive assumption (d) applied to subtree L. The expression in (10b) equals
But by inductive property (b) applied to subtree H, given 1 ≤ h ≤ n(H) we have that p h,H [α, β] = 1 for exactly one partition (α, β) ∈ P, and so expression (11a) equals
In summary, 
Mixed-integer polynomial optimization problems
In this section we consider mixed-integer polynomial optimization problems and prove a result (Theorem 30, below) that implies Theorem 6 given in the introduction. Later, in Section 4, we will introduce a special class of polynomial optimization problems, which we term graphical. We will then show how to modify any instance I of a graphical polynomial optimization problem into an equivalent instance I so that an application of Theorem 30 to I yields Theorem 9 stated above. This implication will then be used in the context of the AC-OPF problem (Theorems 38, 39 and 42).
To formally describe the problems of interest, let V be a finite set partitioned as V = V R ∪ V Z , and consider a mixed-integer polynomial optimization problem of the form (PO):
where for 0 ≤ i ≤ m, f i (x) is a polynomial, i.e. it has the form
where each I(i) is a finite set, the a i,k are rationals and π i,k (x) is a monomial in x:
where T (i, k) ⊆ V and each p(i, j, k) ∈ Z + . We will also use the following notation:
Any mixed-integer polynomial optimization problem where the feasible region is compact can be reduced to the form (13) by appropriately translating and scaling variables.
Assumption 27 In what follows we will assume, without loss of generality, that f 0 (x) is a linear function. This assumption is justified because if any of the monomials π 0,k (x) is nonlinear, we can replace it with a new variable m 0,k while adding the constraint m 0,k = π 0,k (x) (which implies 0 ≤ m 0,k ≤ 1). With these modifications in place, the objective function for PO now takes the form, after appropriately redefining V
In what follows we will assume that such modifications have been made and that the objective for PO is of the form (15) rather than (13a).
Definition 28 Given a problem instance of problem PO, let its intersection graph be the undirected graph with vertex-set V and where for 1 ≤ i ≤ m the set k∈I(i) T (i, k) induces a clique.
Definition 29 Consider a problem instance of problem PO.
(a) Given > 0, a vector x ∈ R V is scaled-feasible for PO if
We will prove, as a consequence of Theorem 12, the following result:
Theorem 30 (c) Given an optimal solution y * to LP 2 (I), we can construct a vector x * ∈ [0, 1] V such that:
1. x * is scaled-feasible for PO, and (17a)
Remark 31 Conditions (b) and (17b) indicate that the vector x * in (c) is approximately optimal for PO, while (17a) states that it is approximately feasible. Condition (a) states that the formulation LP 2 (I) is of pseudopolynomial size.
We will prove Theorem 30 in Section 3.0.3.
Relationship of Theorem 30 to prior work
Theorems 30 and 12 leverage the structure of the intersection graph of a problem so as to obtain compact formulations. It is worth noting that when the width ω is small such structure implies sparsity (because a graph with N vertices and tree-width ≤ ω has O(ωN ) edges) but the converse is not true -sparse graphs can have arbitrarily large tree-width.
In the pure continuous case of Theorem 30 prior work has focused on exploiting "sparsity" interpreted in a different manner. Lasserre [2006] considers polynomial optimization problems
under certain assumptions.
(1) There is a finite family of subsets I k , k = 1, . . . , p with p k=1 I k = {1, . . . , n}. This family has the property that for each polynomial g i (x) there is an index 1 ≤ k ≤ p such that g i (x) only involves variables x j for j ∈ I k .
(2) Second, f (x) has the structure f (x) = p k=1 f k (x) where each polynomial f k only involves variables from the set I k .
(3) Third, for 1 ≤ k ≤ p − 1 there exists s ≤ k such that
(4) Finally, the feasible region is assumed to be contained in a compact set in R n .
Define κ . = max{κ 1 , κ 2 } where κ 1 is the largest number of variables in a monomial appearing in f (x), and κ 2 is the maximum number of variables appearing in any constraint g i (x) ≥ 0. Assuming conditions (1)- (3) These results are related to those in Waki et al. [2006] , also see Grimm et al. [2007] and Section 8 of Laurent [2010] . However Lasserre [2006] additionally shows that there is convergence, i.e. as r → +∞ the value of the semidefinite relaxation in Lasserre [2006] converges to that of problem (18). In comparison with our results, we can make some remarks.
(i) First, a problem of the form (18) can be recast into one with linear objective, without increasing the complexity estimate, by adding constraints used to represent each monomial in f (x).
(ii) Second, condition (3) may not always be attained for a problem of the form (18). Here Lasserre [2006] suggests a procedure for enlarging the sets I k so that (3) is attained. Together with (i), it can be shown that this procedure renders problem (18) into one in which the intersection graph (in our terminology) has tree-width ≤ κ.
(iii) It may be possible to argue that under appropriate conditions the semidefinite relaxation in Lasserre [2006] proves exact for finite r; in such cases it would be of interest to understand the rate of growth of r as a function of problem parameters. Further we note that under the bit model of computing exact solutions to semidefinite programs are not computable.
(iv) In summary, thus, we expect that the ( -approximate) linear programming formulation in Theorem 30 will in general be smaller than the semidefinite programming formulation obtained from Lasserre [2006] .
Proof of Theorem 30
To prove the theorem we will rely on a technique used in Glover [1975] ; also see Bienstock [2007] and Dash et al. [2007] , Gupte et al. [2013] and citations therein. Suppose that 0 ≤ r ≤ 1. Then we can approximate r as a sum of inverse powers of 2. Let 0 < γ < 1 and L = L(γ) .
Next we reformulate problem PO as a problem of type GB. As per Assumption 27 the objective is of the form (15). Recall that
and consider the following formulation:
Remark. This formulation replaces, in PO, each continuous variable x j with a sum of powers of two, using the binary variables z j,h in order to effect the approximation (19).
Lemma 32
(a) Supposex is feasible for GB. Then there is a vectorz feasible for GB(γ) and with objective value at most c Tx + δ(γ) c 1 .
(b) Conversely, ifẑ is feasible for GB(γ) then, writingx j = L h=1 2 −hẑ j,h for each j ∈ V, we have thatx is scaled-δ(γ)-feasible for PO and has objective value j∈V c j L h=1 2 −hẑ j,h .
Proof. (a) For j ∈ V choose binary valuesz j,h so as to attain the approximation in (19). Then for each 1 ≤ i ≤ m and k ∈ I(i) we have
where we use the fact that
Thusz is feasible for GB(γ) and the second assertion is similarly proved. (b) Follows by construction. We can now complete the proof of Theorem 30. Given an instance of problem PO together with a tree-decomposition of its intersection graph, of width ω, we consider formulation GB(γ) for γ = P −1 * . As an instance of GB, the formulation has at most |V|L(γ) variables and its intersection graph has width at most ωL(γ). Suppose we apply, to this instance of GB, Theorem 12. We obtain a continuous linear programming reformulation for GB(γ), the following properties:
• The reformulation is exact.
• The number of variables and constraints in the reformulation is, for < 1/2,
In view of Lemma 32 the proof of Theorem 30 is complete.
Can the dependence on be improved upon?
A reader may wonder why or if "exact" feasibility (or optimality) for PO cannot be guaranteed. From a trivial perspective, we point out that there exist simple instances of PO (in fact convex, quadratically constrained problems) where all feasible solutions have irrational coordinates. Should that be the case, if any algorithm outputs an explicit numerical solution in finite time, such a solution will be infeasible. One can, instead, attempt to output solutions that are approximately feasible. This is the case in our result above. Moreover, one can of course select the value of so as to reduce the feasibility and optimality errors. Theorem 30 indicates the resulting tradeoff in terms of running time. From a more fundamental perspective we have that uless P = NP no polynomial-time algorithm that improves on the formulation in Theorem 30 exists. Here, "polynomial time" means that the running time depends polynomially on log −1 .
Graphical mixed-integer polynomial optimization problems
The next problem class we consider are graphical polynomial optimization problems. Here we will present a proof of Theorem 9 in the introduction. We will rely on the following formal definition.
Definition 33 (Graphical mixed-integer polynomial optimization problem) (G.1) We are given an undirected, simple graph H.
(G.2) For each vertex v we have a finite set J(v), and for j ∈ J(v) there is a variable x j ∈ R.
(G.3) For each j ∈ V the set {v ∈ V (H) : j ∈ J(v)} induces a connected subgraph of H.
(G.4) We denote by x the vector of all variables x j for j ∈ v∈V (H) J(v). For each v ∈ V (H) and each u ∈ δ(v) we denote by x v,u the subvector of x restricted to x j for j ∈ J(v) ∪ J(u).
(G.5) For each vertex v, k = 1, . . . , N (v) and each u ∈ δ(v) we have a family of polynomials
(G.6) The family J = {J(v) : v ∈ V (H)} is termed the index set of the problem, and we set
For c ∈ R V we obtain the problem
Clearly each instance of GPO is a special case of problem PO. As was the case for PO, that the more general problem class where the objective is nonlinear, of the form
where each f v,u is a polynomial, can be reduced to the linear objective form (21) by adding new variables and extending the sets J(v). This is done by replacing (22) with min v∈V (H) k(v), and adding the constraints:
, where k(v) is a new variable which is added to the set J(v).
A direct application of Theorem 30 to GPO problems will not yield the strongest result one can obtain. The reason for this shortfall is that even if the underlying graph G for an instance of problem GPO has small tree-width, the intersection graph arising from that instance may have much larger tree-width if some constraints (21b) have many terms (which requires that G has vertices of high degree).
Example 34 Consider the following optimization problem:
x 1 + 2x 2 + 3x 3 + 4x 4 + 5x 5 + 6x 6 + 7x 7 + 8x 8 + 18x 9 + 18x 10 = 36 (23c)
There are several ways to represent this problem as an instance of GPO where the underlying graph is a tree. For example this can be attained by using the tree with vertex-set {v 0 , v 1 , . . . , v 10 , u 1 , . . . u 10 } and edges {v 0 , v i } and {v i , u i } for 1 ≤ i ≤ 10 and such that J(v 0 ) = ∅, and J(v i ) = {x i } and J(u i ) = {y i } for 1 ≤ i ≤ 10. In this case constraint (23c) is of the form (21b) with v = v 0 . Thus the tree-width of the underlying graph is 1, yet the intersection graph of problem (23) has a clique of size 10 and so its tree-width is ≥ 9.
To circumvent this difficulty we will now show how to convert any instance of GPO into an equivalent instance over a graph of bounded degree, while increasing tree-width by at most a constant factor. This will be done in Lemma 36 and Theorem 38. Finally in Theorem 39 we will prove a stronger version of Theorem 9.
Definition 35 Let G be an undirected graph. A simplification of G is a graphḠ with the following properties:
(1) The maximum degree of a vertex ofḠ is at most 3.
(2) V (Ḡ) is partitioned into a family sets {S(v) : v ∈ V (G)} such that each set S(v) induces a tree inḠ, and (3) For each edge e = {v, u} ∈ E(G) there is an edge {v(e), u(e)} ∈ E(Ḡ), termed a pendant edge, such that v(e) and u(e) are leaves of the trees induced by S(v) and S(u), respectively. Thus, contracting every set S(v) into a single vertex yields a graph isomorphic to G.
Lemma 36 Let G be an undirected graph and (T, Q) a tree-decomposition of G of width ω. Then there is a simplificationḠ of G and a tree-decomposition (T ,Q) ofḠ of width at most 2ω + 1.
Proof. We first modify (T, Q) in a sequence of steps.
Step 1. For any edge e = {u, v} ∈ E(G), choose an arbitrary t ∈ V (T ) with e ∈ Q t . Then we modify T by adding to T a new vertex, t e and the edge {t e , t}. Further, we set Q t e = {u, v}.
Step 2. Without loss of generality, every vertex of T has degree at most 3. To attain this condition, consider any t ∈ V (T ) with δ T (t) = {s 1 , . . . , s d } (say) where d > 3. Then we alter T by replacing t with two vertices adjacent vertices t 1 and t 2 , such that t 1 is also adjacent to s 1 and s 2 and t 2 is adjacent to s 3 , . . . , s d . Finally, we set Q t 1 = Q t 2 = Q t . Continuing inductively we will attain the desired condition.
Step 3. We modify T by subdividing each edge {t, t } ∈ E(T ) by introducing a new vertex r = r(t, t ). We set Q r = Q t ∩ Q t . We will refer to each original vertex of T as a blue vertex and to each new vertex r(t, t ) as a red vertex. Denote the new tree byT . Then (T , Q) is a treedecomposition of G satisfying the properties set in Steps 1 and 2.
Step 4. We modify the sets Q t , obtaining setsQ t , as follows:
(i) For each blue vertex, t and each v ∈ Q t , we add a new vertex, v(t) to Q t , and to each set Q r where r is a red neighbor of t.
(ii) For each v ∈ v(G), we remove v from all sets Q t with v ∈ Q t .
Moreover, we construct the graphĜ where
and E(Ĝ) is constructed as follows.
(a) First, for any v ∈ V (G) we will have the edge {v(t), v(t )} whenever r(t, t ) is a vertex ofT .
(b) Second, for any vertex of T of the form t e constructed in Step 1, if e = {u, v} (say) then we add toĜ the edge {u(t e ), v(t e )}.
Claim 1.Ĝ is a simplification of G. To see this, consider any vertex v ∈ G. By construction, the set of vertices N (v) . = { s ∈ V (T ) : v(t) ∈Q s for some blue t} is a subtree ofT and so is connected. Moreover by rule (a) above this subtree is isomorphic to the subgraph ofQ induced by the set of vertices {v(t) : t blue}. Together with rule (b), this fact guarantees that contracting every set N (v) into a single vertex yields a graph isomorphic to G. Finally since we assumed thatT has maximum degree at most three, the same also holds forĜ. This concludes the proof of Claim 1.
Claim 2. The width of (T ,Q) is at most 2ω + 1. This fact follows when we observe that t is a blue vertex ofT , then |Q t | = |Q t , while for a red vertex r = r(t, t ) we have |Q r | ≤ |Q t | + |Q t |.
Claims 1 and 2 yield complete the proof.
Notation 37 Given a polynomial P , its coefficient norm, denoted by P , is the sum of absolute values of coefficients in P .
Theorem 38 Suppose we have an instance I of GPO on a graph G, using index set J and together with a tree-decomposition (T, Q) of G width ω. LetḠ be a simplification of G and (T ,Q) a treedecomposition ofḠ of width ≤ 2ω + 1. Then in polynomial time we can construct an equivalent instance I of GPO, such that (a) I uses an index setJ withJ
of I is a sum of polynomials q v,u,k,h appearing in constraints of
Proof. First, we apply Lemma 36 to obtain the simplificationḠ of G with tree-decomposition (T ,Q). Fix a given vertex v ∈ V (G) and 1 ≤ k ≤ N (v), and consider the constraint (21b) of GPO. We will next show to to modify (24) so as to obtain an equivalent system on graphḠ. Let T (v) be the subgraph ofḠ induced by S(v) together will all pendant edges {v e , u e }. Then by (2) and (3) of Definition 35 T (v) is a tree, with degrees at most 3, and each pendant edge {v(e), u(e)} in T (v) is such that u(e) is a leaf of T (v).
Let us view T (v) as rooted, with root r = r(v). Write
in other words, the sum coefficients of all polynomials p v,u,k such that u e is below i (and we omit the dependence on v and k for convenience).
To obtain a system equivalent to (24)we begin by adding, for each each edge {i, j} ∈ E(T (v)) two new variables w + {i,j} and w − {i,j} , and imposing
Next we constrain the new variables by writing an equation for each vertex i of T (v). Suppose first that i = r and is also not a leaf, with children j, k and parent h. Then we impose:
If any of j, k or h do not exist then the corresponding term in (27) is omitted. On the other hand, if i is a leaf, then there is a pendant edge {v(e), u(e)} with i = v(e). we write the constraint
Finally, let the root r have children j and k. Then we write
where as before if r only has one child we omit the second term.
We claim that (26)- (29) is equivalent to (24). First we will show that if x satisfies (24) with 0 ≤ x j ≤ 1 for all j then we can construct the vectors w + , w − so that (26)- (29) hold. To do so define for any edge {i, j} ∈ E(T (v)) (with i the parent of j, say)
By definition of σ j we can always choose w + {i,j} and w − {i,j} so that (26) holds. Moreover, if {i, j} is a pendant edge {v(e), u(e)} then (30) is identical to (28). Consider a non-leaf vertex i = r, with children j and k. Then by construction,
and so (27) holds. Finally, by (30), the left-hand side of (29) equals the left-hand side of (24); hence (29) holds as well. Conversely, suppose we are given a solution x, w + , w − to (26)- (29) with 0 ≤ x j ≤ 1 for all j. Then adding (27)- (29) yields (24), as desired. In summary, by transforming every inequality (24) into (27)- (29) we obtain from an instance I of GPO an equivalent instance I of PO. But we can argue that this is in fact an instance of GPO, as follows. Note that by Definition 35 (1), V (Ḡ) = ∪ v∈V (G) S(v). Let v ∈ V (G) and i ∈ S(v), with parent k, say (ignored when i is the root r(v)). Then when i is not incident with a pendant edge we setJ
where k + and k − are associated with w + {i,k} and w − {i,k} ), resp. And if i is incident with the pendant leaf {v(e), u(e)}, then we setJ
where k + and k − are as above and d + and d − are associated with w + {v(e),u(e)} and w − {v(e),u(e)} , respectively. This definition of the index set captures the structure of constraints (27)-(29). Moreover, the setsJ(i) have at most four more members than the corresponding sets J(i). Hence (a) holds.
To prove (b), note that at any non-leaf vertex i of T (v), the coefficient norm of the corresponding constraint (28), (27) or (29) is at most 2σ i (using (31). Using that the fact that T (v) has by construction deg G (v) leaves and the definition (25) we obtain (b), as desired.
Main result
We can now state and prove our main result on graphical mixed-integer problems.
Theorem 39 Suppose we have an instance I of GPO on a graph G with a tree-decomposition of width ω. Let P * be the largest sum of (polynomial) degrees in any one of the terms p v,u,k appearing in one of the constraints of I. Let 0 < < 1/2. Then there is a linear program LP 3 (I) : min{ĉ T y : Ay ≥b} such that:
(a) The number of variables and constraints is O((P * / ) O(ωJ * ) |V| log −1 ).
(b) Given a feasible solution x to I, there is a feasible solution y to LP 3 (I) withĉ T y ≤ c T x+ c 1 .
(c) Given an optimal solutionŷ to LP 3 (I), we can construct a vectorx ∈ [0, 1] V such that:
Here, for v ∈ V (G) and 1 ≤ k ≤ N (v) we write p v,k . = u∈δ(v) p v,u,k .
Thus the theorem states thatx in (b) is scaled--feasible for each constraint, as well as approximately optimal as per (a), (32a). The proof will be broken up into several steps. First, we construct an equivalent instance I of GPO on a graphḠ using Theorem 38. We will next argue that there is a tree-decomposition (T ,Q) of the intersection graph of I such that the application of Theorem 30 to I and (T ,Q) yields Theorem 39. Let (T ,Q) be a decomposition ofḠ. Consider the family of sets {Q t : t ∈ V (T )} defined by the following rule, where for v ∈ V (Ḡ) we write N (v) = J(v) u∈δḠ(v) J(u):
for each t ∈ V (T ), setQ t = v∈Qt N (v).
Then we obtain :
Proposition 40 (T ,Q) is a tree-decomposition of the intersection graph of I .
Proof. Let j ∈ V. First we need to prove that the set {t ∈ V (T ) : j ∈Q t } induces a subtree ofT . For v ∈ V (Ḡ) letT v = {t ∈ V (T ) : v ∈Q t }, and define ν(j) . = {v ∈ V (Ḡ) : j ∈ J(v)}, and X(j) . = {t ∈ V (T ) :Q t ∩ ν(j) = ∅} = v∈ν(j)
By (G.3) of Definition 33, ν(j) induces a connected subgraph ofḠ. Since (T ,Q) is a tree-decomposition ofḠ, it follows that X(j) induces a connected subtree ofT . Moreover, if for some t ∈ V (T ) we have j ∈Q t , then either t ∈ X(j) or there exists v ∈Q t and u ∈ δḠ(v) such that j ∈ J(u). In the second case, since (T ,Q) is a tree-decomposition ofḠ, there is a vertex t ∈ V (T u ) ∩ V (T v ). Then t ∈ X(j), and, moreover, each vertex t in the path between t and t is contained inT v and hence j ∈Q t . Thus, indeed the set {t ∈ V (T ) : j ∈Q t } induces a subtree ofT .
To complete the proof that (T ,Q) is a tree-decomposition of the intersection graph of I we also need to show that the set of variables that appear in any given constraint of I appear in some set Q t . But since I is an instance of GPO, the set of variables that appear in any given constraint of I are a subset of N (v) for some v ∈Ḡ.
Proposition 41
The width of (T ,Q) is at most O(ωJ * ).
Proof. By construction, for any t ∈T we have
We can now complete the proof of Theorem 39. Suppose we apply Theorem 30 to the pair I , (T ,Q). We claim that this yields (a)-(c) of Theorem 39. Conditions (b) and (c) are clear, and so we just need to show that (a) holds. To do so, note that the quantity P * as in Definition 29 (b) is the largest sum of (polynomial) degrees in any of the constraints of the PO formulation. Meanwhile, P * in the statement of Theorem 39, is the largest sum of degrees in any one of the terms p v,u,k appearing in one of the constraints of I. But sinceḠ has degree at most three, it follows that P * = O(P * ). In view of Propositions 40, 41 we conclude that (a) indeed holds.
This concludes the proof of Theorem 39.
The quadratic case, and the AC-OPF problem
A graphical quadratic optimization problem is a graphical (mixed-integer) polynomial optimization problem where each polynomial p v,e (x e ) is quadratic. These problems include, as a special case, the AC-OPF problem in rectangular coordinates, which has the following general structure.
• We are given an undirected graph G with vertex-set V (G) and edge-set E(G), possibly including parallel edges. For each v ∈ V (G) we have two variables, denoted e v and f v 2 .
• For each vertex v and every edge {v, u} we are given two quadratics on the four variables e v , e u , f v , f u , denoted by p (v,u) (e v , e u , f v , f u ) and q (v,u) (e v , e u , f v , f u ) 3 .
• For each vertex v we have a one-variable quadratic C v (x), and six (finite) rationals, M • For each edge {u, v} we have a finite rational U max {u,v} . The problem can then be stated as:
(AC-OPF): min
