Abstract. Let M be a connected, noncompact, complete Riemannian manifold, consider the operator L = + rV for some V 2 C 2 (M) with exp V ] integrable w.r.t. the Riemannian volume element. This paper studies the existence of the spectral gap of L. As a consequence of the main result, let be the distance function from a point o, then the spectral gap exists provided lim !1 sup L < 0 while the spectral gap does not exist if o is a pole and lim !1 inf L 0:
We say the spectral gap of L exists if 1 > 0: From now on, we assume that L is regular in the sense that C 1 of the distance function square, which naturally refers to the negativity of Hess V along the radial direction.
On the other hand, we know that the spectral gap may exist if the distance function itself is exponential integrable. For instance, let M = 0; 1) and L = d 2 dr 2 ? c d dr ; c > 0, then (see 4; Example 2.8]) 1 = c 2 =4 > 0: From this we may guess that the existence of spectral gap, unlike the logarithmic Sobolev inequality, essentially depends on the rst order radialdirection derivative of V rather than the second order derivative. This observation is now supported by Corollary 1.4 in the paper.
Our study is based on the fact that 1 > 0 is equivalent to inf ess (?L) > 0, where ess (?L) denotes the essential spectrum of ?L (with Neumann boundary condition if @M 6 = ;). To see this one need only to show that 0 is an eigenvalue with multiplicity 1, equivalently, for any f 2 L 2 ( ) with Lf = 0 and fj @M = 0 ( where denotes the inward unit normal vector eld of @M when it is nonempty), one has f is constant. This is a consequence of a result in Sturm 10] . Here and in what follows, the point x runs over M. 
where L is understood in distribution sense in the case that cut(o) 6 = ;. Then, under the condition we have lim r!1 c (r) > 0:
2) The proof of Corollary 1.4 (2) is based on the following upper bound estimate (c.f. 9; Proposition 2.13]):
This estimate can be proved by taking the test function f n = exp "( ^n)=2] and then letting n ! 1, refer to the proof of Theorem 3.2 below.
The proofs of the above results are given in the next section, and along the same line, the spectral gap of elliptic operators on R d is studied in section 3.
Proofs
Proof of Theorem 2.1. We prove (1.2) and (1.3) respectively.
a) The proof of (1.2) is modi ed from Thomas 10] which studies the upper bound of the spectral gap for discrete systems. Since g 1 (") is increasing in " while g 2 (") is decreasing in ", the above in mum is attained at " 0 = c (r)=2 + (R)(1 ? (B R ))= (B R ) (R)= (B R ) + c (r)=2 + 1=(R ? r) 2 which solves g 1 (") = g 2 ("): Then (jrfj) g 1 (" 0 ) = g 2 (" 0 ) which is equal to the right-hand side of (2.1). for some constant c > 0. Therefore By (1.7), we have 1 = 0: Remark. 1) According to the above proof, the function in Corollary 1.4 (2) can be replaced by the distance from any bounded regular domain such that the outward-pointing normal exponential map on the boundary induces a di eomorphism. See e.g. Kumura 8] for some discussions on such manifolds. Obviously, if a I for some constant > 0, then 1 (a; V ) 1 (I; V ). From this one may transform the present setting to the manifold case. But this comparison only works for the case a is uniformly positively de nite, and it will lead to some loss if a is very di erent from I, see e.g. Examples 3.1 and 3.2 below. Hence, it should be worthy to study L directly as in previous sections.
De ne The main result in this section is the following. Next, the following examples shows that Theorem 3.1 can be better than comparing a with a constant matrix. On the other hand, one has (r) = (1 + r 2 ) ; (r) = Therefore, 1 " 2 =4 since m is arbitrary.
