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Abstract
We consider a quasilinear integrodifferential system in non-normal form. Such a system is a gener-
alization of a phase-field model with memory and includes, as a particular case, the system describing
the combustion of a material with memory. In this paper, we study both the direct and the inverse
problems. Our fundamental tools are: the theory of analytic semigroups, optimal regularity results
and fixed point arguments.
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1. Introduction
In the last twenty years we have seen to proliferate several papers and books related to
phase-field models. Such models consist of a system of equations describing the evolution
of the temperature u and the phase-field v, where v may stand for the local proportion of
one of the two phases in a three-dimensional body Ω . Among the many important problems
which have been proposed and solved in this area, we mention the fixed and free boundary
problems, [3–9] and the recent papers [1,2,14], in which phase-field models with memory
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problems in which the only unknowns are u and v.
If we consider phase-field models with memory, the thermal memory is taken into ac-
count modifying the Fourier’s heat conduction law by introducing a memory convolution
kernel, denoted in the sequel by h, that takes memory effects into account. Unfortunately,
h cannot be measured directly, since, to determine h, additional measurements on the
temperature are required, so that we have to face the problem to determine u, v and h si-
multaneously. In other words we have to solve an identification problem. The first attempt,
in the case of semilinear system has been done by the author in [10]. Here we conclude
the study of this problem considering the quasilinear version of the system which, from
the physical point of view, is the most general case, because the heat diffusion coefficient
depends on the temperature.
The system we introduce in the following contains also, as particular cases, the systems
of combustion of a material with memory and the population dynamics which involve con-
volution kernels not directly measurable (see [11–13,15]). In the applications in Section 2,
we give some details of the phase-field model with memory. Referring ourselves to it, we
consider the following general system. If A is a strongly elliptic linear differential opera-
tor, we consider a quasilinear integrodifferential system in non-normal form of type (for
(t, x) ∈ [0, T ] ×Ω)
α11Dtu(t, x)+ α12Dtv(t, x) = a
(
u(t, x), v(t, x)
)
A(x)u(t, x)
+
t∫
0
h(t − s)a(u(s, x), v(s, x))A(x)u(s, x) ds
+ f0
(
u(t, x), v(t, x)
)+ f1(t, x), (1.1)
α21Dtu(t, x)+ α22Dtv(t, x)
= b(u(t, x), v(t, x))A(x)v(t, x) + g0(u(t, x), v(t, x))+ g1(t, x), (1.2)
u(0, x) = u0(x), v(0, x) = v0(x), x ∈ Ω, (1.3)
d11(x)u(t, x) + d12(x)Dνu(t, x) = 0, (t, x) ∈ (0, T ] × ∂Ω, (1.4)
d21(x)v(t, x) + d22(x)Dνv(t, x) = 0, (t, x) ∈ (0, T ] × ∂Ω, (1.5)
where Ω , here and in the sequel, is an open bounded set in Rn with boundary of class C2.
We assume that u0, v0 :Ω → R; dij : ∂Ω → R for i, j = 1,2 and f1, g1 : [0, T ] × Ω →
R; f0, g0 : R × R → R; a, b : R × R → R+ are known functions. We denote by Dν the
outward unit normal vector to ∂Ω . The function h : [0, T ] → R is given in the case of the
direct problem, but it will be unknown in the identification problem. In this case, we will
determine the convolution kernel h, as well as u and v giving additional conditions, on the
temperature u represented by∫
Ω
φ(x)u(t, x) dx = m(t), ∀t ∈ [0, T ], (1.6)
where φ :Ω → R depends on the device used to measure the temperature and m : [0, T ] →
R is the result of the measurements. So φ and m have to be considered given func-
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M := {αij }i,j=1,2 is assumed to be non-singular. Denoting by ζij the coefficients of the
inverse matrix M−1 := {ζij }i,j=1,2, we require that ζ11 > 0 and ζ22 > 0, so we can rewrite
the system (1.1)–(1.2) in normal form:
Dtu(t, x) = γ1
(
u(t, x), v(t, x)
)
A(x)u(t, x) + γ2
(
u(t, x), v(t, x)
)
A(x)v(t, x)
+
t∫
0
h(t − s)γ1
(
u(s, x), v(s, x)
)
A(x)u(s, x) ds
+ γ5
(
u(t, x), v(t, x)
)+ f (t, x), (1.7)
Dtv(t, x) = γ4
(
u(t, x), v(t, x)
)
A(x)v(t, x) + γ3
(
u(t, x), v(t, x)
)
A(x)u(t, x)
+
t∫
0
h(t − s)γ3
(
u(s, x), v(s, x)
)
A(x)u(s, x) ds
+ γ6
(
u(t, x), v(t, x)
)+ g(t, x), (1.8)
where we have set, for every (t, x) ∈ [0, T ] ×Ω
γ1
(
u(t, x), v(t, x)
) := ζ11a(u(t, x), v(t, x)),
γ2
(
u(t, x), v(t, x)
) := ζ12b(u(t, x), v(t, x)), (1.9)
γ3
(
u(t, x), v(t, x)
) := ζ21a(u(t, x), v(t, x)),
γ4
(
u(t, x), v(t, x)
) := ζ22b(u(t, x), v(t, x)), (1.10)
γ5
(
u(t, x), v(t, x)
) := ζ11f0(u(t, x), v(t, x))+ ζ12g0(u(t, x), v(t, x)), (1.11)
γ6
(
u(t, x), v(t, x)
) := ζ21f0(u(t, x), v(t, x))+ ζ22g0(u(t, x), v(t, x)), (1.12)
f (t, x) := ζ11f1(t, x) + ζ12g1(t, x), g(t, x) := ζ21f1(t, x)+ ζ22g1(t, x). (1.13)
Working in the framework of Hölder spaces, we apply analytic semigroup theory, so that
we reformulate problem (1.6)–(1.8) and (1.3)–(1.5) in a more general framework, relating
it to a Banach algebra X.
So we consider three functions u : [0, T ] → X, v : [0, T ] → X and h : [0, T ] → R satis-
fying the system
u′(t) = γ1
(
u(t), v(t)
)
Au(t)+ γ2
(
u(t), v(t)
)
Av(t)
+
t∫
0
h(t − s)γ1
(
u(s), v(s)
)
Au(s) ds
+ γ5
(
u(t), v(t)
)+ f (t), t ∈ [0, T ], (1.14)
v′(t) = γ4
(
u(t), v(t)
)
Av(t)+ γ3
(
u(t), v(t)
)
Au(t)
+
t∫
h(t − s)γ3
(
u(s), v(s)
)
Au(s) ds0
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(
u(t), v(t)
)+ g(t), t ∈ [0, T ], (1.15)
u(0) = u0, v(0) = v0, (1.16)
Φ
(
u(t)
)= m(t), t ∈ [0, T ], (1.17)
where A :D(A) ⊂ X → X is a linear closed operator and Φ is a given bounded func-
tional on X. Assume that u0, v0 belong to X, while m : [0, T ] → R is a known function.
Moreover, f,g : [0, T ] → X are given functions and γj :X ×X → X are known nonlinear
operators defined by
γ1
(
u(t), v(t)
) := ζ11a(u(t), v(t)), γ2(u(t), v(t)) := ζ12b(u(t), v(t)), (1.18)
γ3
(
u(t), v(t)
) := ζ21a(u(t), v(t)), γ4(u(t), v(t)) := ζ22b(u(t), v(t)), (1.19)
γ5
(
u(t), v(t)
) := ζ11f0(u(t), v(t))+ ζ12g0(u(t), v(t)), (1.20)
γ6
(
u(t), v(t)
) := ζ21f0(u(t), v(t))+ ζ22g0(u(t), v(t)), (1.21)
f (t) := ζ11f1(t)+ ζ12g1(t), g(t) := ζ21f1(t)+ ζ22g1(t) (1.22)
for t ∈ [0, T ]. The known functions γj (j = 1, . . . ,6) satisfy suitable regularity conditions
to be specified in Section 2. In the sequel we will study the following problems:
Problem 1.1 (Direct Abstract Problem (DAP)). Given h, determine two continuous func-
tions u : [0, T ] → X, v : [0, T ] → X satisfying Eqs. (1.14)–(1.16).
Problem 1.2 (Inverse Abstract Problem (IAP)). Determine three continuous functions
u : [0, T ] → X, v : [0, T ] → X, h : [0, T ] → R satisfying Eqs. (1.14)–(1.17).
Remark 1.1. In the sequel we will always assume, without loss of generality, that operator
A−1 belongs to L(X).
We point out that, just for the sake of simplicity in the notations, we have set the same
operator A in Eqs. (1.1) and (1.2). The theorems proved in the sequel hold true if we replace
A by different operators Aj with the same domains D(Aj ) =D(A), for j = 1, . . . ,6 and
assuming that the operators multiplied by the functions γ1 and γ4 are the generators of
analytic semigroups.
2. Notation and main results
In this section we define the function spaces in which we formulate our results and we
recall some properties of analytic semigroups. We write explicitly the regularity assump-
tions on the non-linear functions γj defined in (1.18)–(1.21) and finally we state the main
results.
2.1. The functional setting
Let X be a Banach algebra with norm ‖ · ‖ and let T > 0. We denote by C([0, T ];X)
the space of continuous functions on [0, T ] with values in X equipped with the sup-norm.
For β ∈ (0,1) we define
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([0, T ];X)= {u ∈ C([0, T ];X): |u|β,T ,X = sup
0s<tT
‖u(t)− u(s)‖
(t − s)β < ∞
}
(2.1)
and we endow it with the norm
‖u‖β,T ,X = ‖u‖0,T ,X + |u|β,T ,X, (2.2)
where ‖u‖0,T ,X = ‖u‖C([0,T ];X). Let X and Y be Banach spaces, then by L(X,Y ) we
denote the space of all bounded linear operators from X into Y equipped with the sup-
norm. We also set L(X) := L(X,X).
Definition 2.1. Let A :D(A) ⊂ X → X be a linear operator, possibly with D(A) 	= X.
Denote by ρ(A) its resolvent set. Then operator A is said to be sectorial if there exist
constants µ ∈ R, θ ∈]π/2,π[, M > 0 such that:
(i) ρ(A) ⊃ Σθ,µ := {λ ∈ C: |arg(λ−µ)| < θ};
(ii) ‖(λ−µ)(λI −A)−1‖L(X) M for any λ ∈ Σθ,µ.
The fact that the resolvent set of A is not void implies that A is closed, so that D(A)
endowed with the graph norm becomes a Banach space.
According to Definition 2.1, it is possible to define the semigroup {etA}t0, of bounded
linear operators in L(X), so that t → etA is an analytic function from (0,∞) to L(X)
satisfying for k ∈ N0 the relations
dk
dtk
etA = AketA, t > 0, (2.3)
and AetAx = etAAx, for all x ∈D(A) and t  0. Moreover, there exist positive constants
Mk , for k ∈ N0 such that∥∥tkAketA∥∥L(X) Mk, t > 0. (2.4)
The main properties of the semigroup etA are deduced by its definition in term of the
Dunford integral
etAx = 1
2πi
∫
γr,η+µ
etλR(λ,A)x dλ, t > 0, x ∈ X, (2.5)
where R(λ,A) := (λI − A)−1 is the resolvent operator, and, for r > 0, η ∈]π/2,π[, the
curve γr,η := {λ ∈ C: | argλ| = η, |λ|  r} ∪ {λ ∈ C: | argλ|  η, |λ| = r} is orientated
counterclockwise and µ is the number appearing in Definition 2.1. For more details see
[16,17]. Let us define the family of interpolation spaces (see [20]) DA(β,∞), β ∈ (0,1),
between D(A) and X by
DA(β,∞) =
{
x ∈ X: |x|DA(β,∞) := sup
t>0
t1−β
∥∥AetAx∥∥< ∞}, (2.6)
with the norm
‖x‖D (β,∞) = ‖x‖ + |x|D (β,∞).A A
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DA(1 + β,∞) =
{
x ∈D(A): Ax ∈DA(β,∞)
}
, (2.7)
DA(1 + β,∞) turn out to be Banach spaces when equipped with the norms
‖x‖DA(1+β,∞) =
1∑
j=0
∥∥Ajx∥∥+ |x|DA(β,∞). (2.8)
2.2. Assumptions on the data
We make the following assumptions for β ∈ (0,1):
H1 u0, v0,w(0), z(0) ∈D(A);
H2 w1(u0, v0), z1(u0, v0) ∈DA(β,∞);
H3 Φ ∈ L(X;R), with Φ[u0] = m(0) and Φ[u′(0)] = m′(0);
H4 Φ[γ1(u0, v0)Au0] 	= 0, m ∈ C2+β([0, T ];R);
H5 f,g ∈ C2+β([0, T ];X); where w(0), z(0), w1(u0, v0) and z1(u0, v0) are defined in
(3.14), (3.15), (3.18), (3.19), respectively;
H6 suppose that γj (j = 1, . . . ,6) are given nonlinear operators with γj :Y × Y → Y
when Y = X or Y = D(A). We set for simplicity Y × Y = Y 2 and we suppose that
γj ∈ C2(Y 2;Y), and their derivatives up to the second order are uniformly Lipschitz
continuous in every bounded subset of Y 2. In other words there exists a function
Λ : R+ × R+ → R+, which is continuous and nondecreasing in each of its arguments,
such that (for i = u,v; j = 1, . . . ,6)∥∥γj (u, v)∥∥Y + ∥∥Diγj (u, v)∥∥L(Y 2,Y ) + ∥∥D2i γj (u, v)∥∥L(Y 2,L(Y 2,Y ))
Λ
(‖u‖Y ,‖v‖Y ), (2.9)∥∥γj (u2, v2)− γj (u1, v1)∥∥Y + ∥∥Diγj (u2, v2)−Diγj (u1, v1)∥∥L(Y 2,Y )
+ ∥∥D2i γj (u2, v2)−D2i γj (u1, v1)∥∥L(Y 2,L(Y 2,Y ))
Λ
( 2∑
=1
‖u‖Y ,
2∑
=1
‖v‖Y
)(‖u2 − u1‖Y + ‖v2 − v1‖Y ). (2.10)
Remark 2.1. We note that, to satisfy H1 and H2, it is sufficient to require u0, v0 ∈DA(1 +
β,∞).
We can now state our main results for both the direct and the inverse abstract problems
(DAP), (IAP). In Sections 3 and 4 we state and prove the preliminary results required to
prove our main results, which will be proved in Sections 5 and 6.
2.3. The main abstract results
Theorem 2.1 (Existence, uniqueness and continuous dependence for (DAP)). Let as-
sumptions H1, H2 and H5, H6 hold, and let h ∈ Cβ([0, T ];R). Then there exists
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[C2+β([0, τ1];X) ∩ C1+β([0, τ1];D(A))] × [C2+β([0, τ1];X) ∩ C1+β([0, τ1];D(A))].
Moreover, the unique solution (u, v) continuously depends on the convolution kernel h,
i.e., for every (u2, v2, h2), (u1, v1, h1) ∈ [C2+β([0, τ1];X) ∩ C1+β([0, τ1];D(A))] ×
[C2+β([0, τ1];X)∩C1+β([0, τ1];D(A))] ×Cβ([0, τ1];R) we have
‖u2 − u1‖0,τ1,X + ‖v2 − v1‖0,τ1,X  τ 1−β1 C(β, τ1)‖h2 − h1‖β,τ1,R, (2.11)
where C(β, τ1) is defined in (5.10).
Proof. It is a consequence of Theorems 3.2 and 5.1. 
Remark 2.2. We have shown the continuous dependence of the solution (u, v) from the
convolution kernel h, because estimate (2.11) is of fundamental importance to prove the
existence and the uniqueness results for the inverse abstract problem (IAP). Just for sake
of simplicity we have not given the statement and the proof of the continuous dependence
result on the initial data u0 and v0 which can be shown with long and tedious calculations.
Theorem 2.2 (Existence and uniqueness for (IAP)). Let assumptions H1–H6 hold. Then
there exists T2 ∈ (0, T ], with T2  T1, such that for any τ2 ∈ (0, T2) (IAP) has a unique so-
lution (u, v,h) ∈ [C2+β([0, τ2];X) ∩ C1+β([0, τ2];D(A))] × [C2+β([0, τ2];X) ∩
C1+β([0, τ2];D(A))] ×Cβ([0, τ2];R).
Proof. It is an easy consequence of Theorems 3.2 and 6.2. 
2.4. An application of the abstract results
We now apply Theorems 2.1 and 2.2 in the case X is the space of continuous functions.
More precisely, let Ω be an open bounded set in Rn with boundary of class C2 and let
ah,k, bh, c ∈ C2(Ω;R) be given functions satisfying, for some constant µ > 0, the condi-
tion
n∑
h,k=1
ah,k(x)ξhξk  µ|ξ |2, ∀x ∈ Ω, ∀ξ ∈ Rn. (2.12)
Define then the uniformly elliptic linear differential operator
A(x,Dx) =
n∑
h,k=1
ah,k(x)DxhDxk +
n∑
h=1
bh(x)Dxh + c(x)I. (2.13)
We choose
X = C(Ω) (2.14)
as our reference Banach space. In view of the application to the phase-field model and to
the system of combustion, we choose the Neumann homogeneous boundary conditions.
So, the domain of A is
D(A) = {u ∈ C(Ω): Au ∈ C(Ω), Dν˜u = 0 on ∂Ω}, (2.15)
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with components
∑n
h=1 νh(x)ah,k(x) (k = 1, . . . , n), νh denoting the outward normal unit
vector related to ∂Ω). Moreover, in [16] it is proved that the operator defined in (2.13)
whose domain is (2.15) is sectorial in C(Ω). Then, we recall the following characteriza-
tions concerning the interpolation spaces related to A (see [16]), for β 	= 1/2:
DA(β,∞) = C2β(Ω) if β ∈ (0,1/2), (2.16a)
DA(β,∞) = C2βν˜ (Ω) if β ∈ (1/2,1), (2.16b)
where
C
2β
ν˜
(Ω) = {u ∈ C2β(Ω): Dν˜u = 0 on ∂Ω}. (2.17)
Finally, we can define the set of admissible data consisting of all those functions satis-
fying the following assumptions, for β ∈ (0,1/2):
K1 a, b ∈ C3(R2,R2), f0, g0 ∈ C2+β([0, T ];C(Ω)), f1, g1 ∈ C2+β([0, T ] ×Ω);
K2 u0, v0 ∈ C4+2β(Ω);
K3 Dνu0 = Dνv0 = DνAu0 = DνAv0 = 0 on ∂Ω ;
K4 d11 = d21 = 0, d12 = d22 = 1;
K5 φ ∈ L1(Ω), m ∈ C2+β([0, T ]);
K6
∫
Ω
φ(x)Au0(x) dx 	= 0,
∫
Ω
φ(x)u0(x) dx = m(0),
∫
Ω
φ(x)u′(0, x) dx = m′(0).
Remark 2.3. We observe that we have chosen β ∈ (0,1/2) just to avoid non-natural bound-
ary conditions on the data that are required by the interpolation space in (2.17) if we take
β ∈ (1/2,1).
Theorem 2.3 (Existence and uniqueness for the direct problem (1.1)–(1.5)). Let assump-
tions K1–K4 hold for β ∈ (0,1/2). Suppose that h ∈ Cβ([0, T ];R). Then there exists
T1 ∈ (0, T ] such that for any τ1 ∈ (0, T1) the initial-boundary problem (1.1)–(1.5) (of Neu-
mann kind) has a unique solution (u, v) ∈ [C2+β([0, τ1];C(Ω))∩C1+β([0, τ1];D(A))]×
[C2+β([0, τ1];C(Ω)) ∩C1+β([0, τ1];D(A))].
Moreover the unique solution (u, v) continuously depends on the convolution kernel h,
i.e., for every (u2, v2, h2), (u1, v1, h1) ∈ [C2+β([0, τ1];C(Ω)) ∩ C1+β([0, τ1];D(A))] ×
[C2+β([0, τ1];C(Ω)) ∩C1+β([0, τ1];D(A))] ×Cβ([0, τ1];R) we have
‖u2 − u1‖β,τ1,C(Ω) + ‖v2 − v1‖β,τ1,C(Ω)  τ
1−β
1 C(β, τ1)‖h2 − h1‖β,τ1,R (2.18)
where C(β, τ1) is defined in (5.10).
Proof. This is an easy consequence of Theorem 2.1 and of the above considerations. 
Theorem 2.4 (Existence and uniqueness for the inverse problem (1.1)–(1.6)). Let as-
sumptions K1–K6 hold for β ∈ (0,1/2). Then there exists T2 ∈ (0, T ], with T2 
T1, such that for any τ2 ∈ (0, T2) the inverse problem (1.1)–(1.6) has a unique solu-
tion (u, v,h) ∈ [C2+β([0, τ2];C(Ω)) ∩ C1+β([0, τ2];D(A))] × [C2+β([0, τ2];C(Ω)) ∩
C1+β([0, τ2];D(A))] ×Cβ([0, τ2];R).
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Remark 2.4. We can apply our abstract results in the case of Lebesgue spaces when we
choose
X = Lp(Ω), p ∈ (n,+∞), (2.19)
as our reference Banach space. Consequently, in this case we choose
D(Ap) =
{
u ∈ W 2,p(Ω): Dν˜u = 0 on ∂Ω
}
, Apu = Au (2.20)
as domains of the linear differential operator Ap where ν˜ is the conormal outward unit
vector related to ∂Ω . Moreover, in [19] it is proved that the operator defined in (2.13)
whose domain is (2.20) is sectorial in Lp(Ω).
We also recall the following characterizations concerning the interpolation spaces re-
lated to Ap (see [20]), where β 	= 1/(2p) and p ∈ (n,+∞):
DA(β,p) = W 2β,p(Ω) if β ∈
(
0,1/(2p)
)
, (2.21a)
DA(β,p) = W 2β,pν˜ (Ω) if β ∈
(
1/(2p),1
) (2.21b)
where
W
2β,p
ν˜
(Ω) = {u ∈ W 2β,p(Ω): Dν˜u = 0 on ∂Ω}. (2.22)
Modifying in a suitable way the conditions K1–K6 we can apply the abstract results to
Lebesgue spaces and get theorems analogous to Theorems 2.3 and 2.4.
2.5. Some models
In this subsection we present just two physical examples which are included in the
system we have studied.
The most important one is the phase-field model. Besides it we present the system of
combustion of materials with memory. Since our main results, i.e., Theorems 2.1 and 2.2,
are obtained in an abstract setting, we point out that it is not necessary to consider elliptic
operators of order two (see (2.13)), but our theory includes the case of elliptic operators A
of order 2m with m ∈ N under general boundary conditions.
A phase-field model. The phase-field problems that motivate the present paper, have been
derived in [1,2,11] to which we refer the reader for more details. A classical phase-field
model with memory consists of two integrodifferential equations governing the dynamics
of the solid–liquid phase transitions represented by the temperature u and the phase-field
v. The function v may stand for the local proportion of one of the two phases in a three-
dimensional body Ω . The equations are
Dt
[
u(t, x) + v(t, x)]= h0(u(t, x), v(t, x))∆u(t, x)
+
t∫
h(t − s)h0
(
u(t, x), v(t, x)
)
∆u(s, x) ds + f (t, x),0
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Dtv(t, x) = h1(x)∆v(t, x) − v3(t, x) + v(t, x) + u(t, x),
(t, x) ∈ (0, T ] ×Ω. (2.24)
We associate to system (2.23)–(2.24) the natural initial-boundary conditions
u(0, x) = u0(x), v(0, x) = v0(x), x ∈ Ω, (2.25)
h0
(
u(t, x), v(t, x)
)
Dνu(t, x)+ h ∗Dνu(t, x) = 0,
Dνv(t, x) = 0, (t, x) ∈ (0, T ] × ∂Ω, (2.26)
where ∗ stands for the convolution, i.e., u∗v(t, x) := ∫ t0 u(t−s, x)v(s, x) ds. The terms u0,
v0 :Ω → R, h0, h1 : R × R → R+ and f : [0, T ] × Ω → R are known functions with h0 >
0, h1 > 0. In the inverse problem, the additional information on the temperature is given
by (1.6). From the boundary condition h0(u(t, x), v(t, x))Dνu(t, x) + h ∗ Dνu(t, x) = 0
it is easy to obtain Dνu(t, x) = 0 so that the theory developed above can be applied. For
more details about the model, see [10].
Combustion of materials with memory. The equations governing the evolution of the tem-
perature u and the density v during the combustion of a material with memory are
Dtu(t, x) = d1
(
u(t, x), v(t, x)
)
∆u(t, x)
+
t∫
0
h(t − s)d1
(
u(s, x), v(s, x)
)
∆u(s, x) ds + f (u(t, x), v(t, x)),
(t, x) ∈ [0, T ] ×Ω, (2.27)
Dtv(t, x) = d2
(
u(t, x), v(t, x)
)
∆v(t, x) + g(u(t, x), v(t, x)),
(t, x) ∈ [0, T ] ×Ω, (2.28)
u(0, x) = u0(x), v(0, x) = v0(x), x ∈ Ω, (2.29)
Dνu(t, x) = Dνv(t, x) = 0, (t, x) ∈ [0, T ] × ∂Ω. (2.30)
Here f,g : R×R → R, d1, d2 : R×R → R+, u0 :Ω → R, v0 :Ω → R are given functions.
If the reaction is irreversible, the function f = −g is given by f (u, v) = vηr(u), and
the real number η > 0 is called order reaction. According to the Arrhenius kinetics, the
function r is given by r(u) = exp(γ − γ /u) where γ := E/R is the Arrhenius number,
E and R denoting the activation energy and the gas constant, respectively. In the inverse
problem, the additional information on the temperature is given by (1.6).
For more details about the model, see [11].
The case of operators of order 2m. Even though from physical reasons the case of op-
erators of order two is the most important one, from the mathematical point of view also
the general case of operators of order 2m is interesting. More precisely, we consider the
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form
A(x,D) :=
∑
|α|2m
Aα(x)D
α, x ∈ Ω, (2.31)
with the general boundary operators
Bj (x,D) :=
∑
|γ |mj
Bj,γ (x)D
γ , x ∈ ∂Ω, j = 1, . . . ,m, (2.32)
where here α and γ are multiindex. Assuming suitable regularity conditions on the coef-
ficients Aα , Bj,γ for |α|  2m, |γ |  mj for j = 1,2, . . . ,m and the usual requirements
as in [19], the operator defined in (2.31) with conditions (2.32) generates an analytic semi-
group in C(Ω) or in Lp(Ω). For the case
X = C(Ω) (2.33)
the domain of A is
D(A) = {u ∈ C(Ω): A(x,D)u ∈ C(Ω) with Bj (x,D)u = 0, x ∈ ∂Ω,
j = 1, . . . ,m}, (2.34)
and the interpolation spaces are, for β ∈ (0,1/(2m))
DA(β,∞) =
{
u ∈ C2mβ(Ω) with Bj (x,D)u = 0, x ∈ ∂Ω, j = 1, . . . ,m
}
. (2.35)
For more details see also [16]. So, with the above considerations, we can apply the abstract
results to the case of operators of order 2m.
3. An equivalent fixed point system
This section is devoted to the proof that problem (IAP) in Section 1 is equivalent to
a suitable fixed point system. The main result of this section is Theorem 3.2, which is
based on the fundamental Theorem 3.1 in the framework on Hölder continuous functions.
Theorem 3.2 can be considered the most important result of this paper since it gives the
suitable compatibility and regularity conditions on the data (cf. H1–H6 in Section 2) that
make the (IAP) well posed. We consider the Cauchy problem
u′(t) = Au(t)+ f (t), t ∈ [0, T ], (3.1)
u(0) = u0. (3.2)
Theorem 3.1 (Strict unique solution in Hölder space and optimal regularity). Let
A :D(A) ⊂ X → X be the infinitesimal generator of the analytic semigroups etA. We
define (etA ∗ f )(t) := ∫ t0 e(t−s)Af (s) ds for t ∈ [0, T ]. Then, for β ∈ (0,1), the following
results hold:
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(3.1)–(3.2) admits a unique solution u ∈ C1+β([0, T ];X)∩Cβ([0, T ];D(A)) satisfy-
ing the estimate
‖u‖β,T ,X + ‖u′‖β,T ,X + ‖Au‖β,T ,X
 C(β)
(
1 + T β)[‖f ‖β,T ,X + ‖Au0‖ + ∥∥Au0 + f (0)∥∥DA(β,∞)] (3.3)
where C(β) is a positive constant independent of T ,
(ii) the following estimates hold for any f ∈ Cβ([0, T ];X) and u0 ∈DA(1 + β,∞):∥∥AetAu0∥∥β,T ,X  c1(β,T )‖u0‖DA(1+β,∞), (3.4)∥∥etA ∗ f ∥∥
β,T ,X
 c2(β,T )T 1−β‖f ‖0,T ,X, (3.5)∥∥A(etA ∗ f )∥∥
β,T ,X
 c3(β)
(
1 + T β)|f |β,T ,X, if f (0) = 0, (3.6)
where cj (j = 1,2,3) are positive functions depending continuously on the arguments
pointed out.
Moreover the solution can be represented by the constant variations formula
u(t) = etAu0 +
t∫
0
e(t−s)Af (s) ds, t ∈ [0, T ]. (3.7)
Proof. It is in [18]. 
We are now in the position to reformulate (IAP) in terms of an equivalent fixed point
system.
Theorem 3.2. Let A be a sectorial operator, suppose that the data satisfy assumptions
H1–H6 and set β ∈ (0,1). Let (u, v,h) ∈ [C2+β([0, T ];X) ∩ C1+β([0, T ];D(A))] ×
[C2+β([0, T ];X)∩C1+β([0, T ];D(A))]×Cβ([0, T ];R) be a solution of (IAP). Then the
triplet (U,V, h), where U = γ1(u0, v0)Au′, V = γ4(u0, v0)Av′, belongs to Cβ([0, T ];X)×
Cβ([0, T ];X) × Cβ([0, T ];R) and solves problem (3.32), (3.33), (3.36) (see the sequel).
Conversely, if (U,V, h) ∈ Cβ([0, T ];X) × Cβ([0, T ];X) × Cβ([0, T ];R) is a solution of
problem (3.32), (3.33), (3.36), then the triplet (u, v,h), with γ1(u0, v0) > 0, γ4(u0, v0) > 0,
where u(t) = u0 + 1 ∗ [γ1(u0, v0)A]−1U(t), v(t) = v0 + 1 ∗ [γ4(u0, v0)A]−1V(t), belongs
to [C2+β([0, T ];X)∩C1+β([0, T ];D(A))]× [C2+β([0, T ];X)∩C1+β([0, T ];D(A))]×
Cβ([0, T ];R) and solves (IAP).
Proof. Let u,v ∈ [C2+β([0, T ];X) ∩ C1+β([0, T ];D(A))] and h ∈ Cβ([0, T ];R) be a
solution of problem (IAP), and differentiating Eqs. (1.14)–(1.15) with respect to the time,
we get (for t ∈ [0, T ]):
u′′(t) = [Duγ1(u(t), v(t))u′(t)+Dvγ1(u(t), v(t))v′(t)]Au(t)
+ γ1
(
u(t), v(t)
)
Au′(t)+ [Duγ2(u(t), v(t))u′(t)+Dvγ2(u(t), v(t))v′(t)]
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(
u(t), v(t)
)
Av′(t)+ h(t)γ1(u0, v0)Au0
+
t∫
0
h(t − s){[Duγ1(u(s), v(s))u′(s) +Dvγ1(u(s), v(s))v′(s)]Au(s)
+ γ1
(
u(s), v(s)
)
Au′(s)
}
ds +Duγ5
(
u(t), v(t)
)
u′(t)
+Dvγ5
(
u(t), v(t)
)
v′(t) + f ′(t), (3.8)
v′′(t) = [Duγ4(u(t), v(t))u′(t)+Dvγ4(u(t), v(t))v′(t)]Av(t)+ γ4(u(t), v(t))
×Av′(t)+ [Duγ3(u(t), v(t))u′(t)+Dvγ3(u(t), v(t))v′(t)]Au(t)
+ γ3
(
u(t), v(t)
)
Au′(t)+ h(t)γ3(u0, v0)Au0
+
t∫
0
h(t − s){[Duγ3(u(s), v(s))u′(s) +Dvγ3(u(s), v(s))v′(s)]Au(s)
+ γ3
(
u(s), v(s)
)
Au′(s)
}
ds +Duγ6
(
u(t), v(t)
)
u′(t)
+Dvγ6
(
u(t), v(t)
)
v′(t) + g′(t). (3.9)
Define the new unknowns
u′(t) := w(t), u(t) = u0 + 1 ∗w(t), (3.10)
v′(t) := z(t), v(t) = v0 + 1 ∗ z(t), (3.11)
so that (3.8)–(3.9) become, adding and subtracting the terms γ1(u0, v0)Aw(t) in (3.8) and
γ4(u0, v0)Az(t) in (3.9), respectively,
w′(t) = γ1(u0, v0)Aw(t)+
[
Duγ1
(
u0 + 1 ∗w(t), v0 + 1 ∗ z(t)
)
w(t)
+Dvγ1
(
u0 + 1 ∗w(t), v0 + 1 ∗ z(t)
)
z(t)
]
A
[
u0 + 1 ∗w(t)
]
+ [γ1(u0 + 1 ∗w(t), v0 + 1 ∗ z(t))− γ1(u0, v0)]Aw(t)
+ [Duγ2(u0 + 1 ∗w(t), v0 + 1 ∗ z(t))w(t)
+Dvγ2
(
u0 + 1 ∗w(t), v0 + 1 ∗ z(t)
)
z(t)
]
A
[
v0 + 1 ∗ z(t)
]
+ γ2
(
u0 + 1 ∗w(t), v0 + 1 ∗ z(t)
)
Az(t) + h(t)γ1(u0, v0)Au0
+
t∫
0
h(t − s){[Duγ1(u0 + 1 ∗w(s), v0 + 1 ∗ z(s))w(s)
+Dvγ1
(
u0 + 1 ∗w(s), v0 + 1 ∗ z(s)
)
z(s)
]
A
[
u0 + 1 ∗w(s)
]
+ γ1
(
u0 + 1 ∗w(s), v0 + 1 ∗ z(s)
)
Aw(s)
}
ds
+Duγ5
(
u0 + 1 ∗w(t), v0 + 1 ∗ z(t)
)
w(t)
+Dvγ5
(
u0 + 1 ∗w(t), v0 + 1 ∗ z(t)
)
z(t) + f ′(t), (3.12)
z′(t) = γ4(u0, v0)Az(t) +
[
Duγ4
(
u0 + 1 ∗w(t), v0 + 1 ∗ z(t)
)
w(t)
+Dvγ4
(
u0 + 1 ∗w(t), v0 + 1 ∗ z(t)
)
z(t)
]
A
[
v0 + 1 ∗ z(t)
]
F. Colombo / J. Math. Anal. Appl. 311 (2005) 40–68 53+ [γ4(u0 + 1 ∗w(t), v0 + 1 ∗ z(t))− γ4(u0, v0)]Az(t)
+ [Duγ3(u0 + 1 ∗w(t), v0 + 1 ∗ z(t))w(t)
+Dvγ3
(
u0 + 1 ∗w(t), v0 + 1 ∗ z(t)
)
z(t)
]
A
[
u0 + 1 ∗w(t)
]
+ γ3
(
u0 + 1 ∗w(t), v0 + 1 ∗ z(t)
)
Aw(t)+ h(t)γ3(u0, v0)Au0
+
t∫
0
h(t − s){[Duγ3(u0 + 1 ∗w(s), v0 + 1 ∗ z(s))w(s)
+Dvγ3
(
u0 + 1 ∗w(s), v0 + 1 ∗ z(s)
)
z(s)
]
A
[
u0 + 1 ∗w(s)
]
+ γ3
(
u0 + 1 ∗w(s), v0 + 1 ∗ z(s)
)
Aw(s)
}
ds
+Duγ6
(
u0 + 1 ∗w(t), v0 + 1 ∗ z(t)
)
w(t)
+Dvγ6
(
u0 + 1 ∗w(t), v0 + 1 ∗ z(t)
)
z(t) + g′(t) (3.13)
with the initial data:
w(0) = γ1(u0, v0)Au0 + γ2(u0, v0)Av0 + γ5(u0, v0)+ f (0), (3.14)
z(0) = γ4(u0, v0)Av0 + γ3(u0, v0)Au0 + γ6(u0, v0)+ g(0). (3.15)
We use condition H4 and we apply operator Φ to Eq. (3.12) and by the position
χ := [Φl[γ1(u0, v0)Au0]]−1 (3.16)
we get
h(t) = χ
{
m′′(t)−Φ
[[
Duγ1
(
u0 + 1 ∗w(t), v0 + 1 ∗ z(t)
)
w(t)
+Dvγ1
(
u0 + 1 ∗w(t), v0 + 1 ∗ z(t)
)
z(t)
]
A
[
u0 + 1 ∗w(t)
]
+ γ1
(
u0 + 1 ∗w(t), v0 + 1 ∗ z(t)
)
Aw(t)
+ [Duγ2(u0 + 1 ∗w(t), v0 + 1 ∗ z(t))w(t)
+Dvγ2
(
u0 + 1 ∗w(t), v0 + 1 ∗ z(t)
)
z(t)
]
A
[
v0 + 1 ∗ z(t)
]
+ γ2
(
u0 + 1 ∗w(t), v0 + 1 ∗ z(t)
)
Az(t)
+
t∫
0
h(t − s)([Duγ1(u0 + 1 ∗w(s), v0 + 1 ∗ z(s))w(s)
+Dvγ1
(
u0 + 1 ∗w(s), v0 + 1 ∗ z(s)
)
z(s)
]
A
[
u0 + 1 ∗w(s)
]
+ γ1
(
u0 + 1 ∗w(s), v0 + 1 ∗ z(s)
)
Aw(s)
)
ds
+Duγ5
(
u0 + 1 ∗w(t), v0 + 1 ∗ z(t)
)
w(t)
+Dvγ5
(
u0 + 1 ∗w(t), v0 + 1 ∗ z(t)
)
z(t) + f ′(t)
]}
. (3.17)
To apply Theorem 3.1 to system (3.12)–(3.13) we assume that w(0) ∈ D(A) and z(0) ∈
D(B) (cf. H1), where w(0), z(0) are defined in (3.14), (3.15), respectively, and defining
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[
Duγ1(u0, v0)w(0)+Dvγ1(u0, v0)z0
]
Au0 + γ1(u0, v0)Aw(0)
+ [Duγ2(u0, v0)w(0)+Dvγ2(u0, v0)z0]Av0 + γ2(u0, v0)Az(0)
+ h(0)γ1(u0, v0)Au0 +Duγ5(u0, v0)w(0)
+Dvγ5(u0, v0)z(0) + f ′(0), (3.18)
z1(u0, v0) :=
[
Duγ4(u0, v0)w(0)+Dvγ4(u0, v0)z0
]
Av0 + γ4(u0, v0)Az(0)
+ [Duγ3(u0, v0)w(0)+Dvγ3(u0, v0)z0]Au0 + γ3(u0, v0)Aw(0)
+ h(0)γ3(u0, v0)Au0 +Duγ6(u0, v0)w(0)
+Dvγ6(u0, v0)z(0) + g′(0), (3.19)
where the term h(0) can be determined in term of the data setting t = 0 in (3.17), in fact
h(0) = χ{m′′(0)−Φ([Duγ1(u0, v0)w(0)+Dvγ1(u0, v0)z(0)]Au0
+ γ1(u0, v0)Aw(0)+
[
Duγ2(u0, v0)w(0) +Dvγ2(u0, v0)z(0)
]
Av0
+ γ2(u0, v0)Az(0) +Duγ5(u0, v0)w(0)+Dvγ5(u0, v0)z(0) + f ′(0)
)}
,
(3.20)
we assume (see condition H2)
w1(u0, v0), z1(u0, v0) ∈DA(β,∞). (3.21)
We now observe that, according to Theorem 3.1, the Cauchy problem (3.12)–(3.15) is
equivalent to two nonlinear Volterra equations of the second kind for w and z. Apply-
ing operator γ1(u0, v0)A to both hand sides of the integral equation for w and applying
operator γ4(u0, v0)A to both sides hand of the integral equation for z we get, respectively,
γ1(u0, v0)Aw(t) = γ1(u0, v0)Aetγ1(u0,v0)Aw(0)+ γ1(u0, v0)A
×
t∫
0
e(t−s)γ1(u0,v0)Af ′(s) ds + γ1(u0, v0)A
×
t∫
0
e(t−s)γ1(u0,v0)A
{[
Duγ1
(
u0 + 1 ∗w(s), v0 + 1 ∗ z(s)
)
w(s)
+Dvγ1
(
u0 + 1 ∗w(s), v0 + 1 ∗ z(s)
)
z(s)
]
A
[
u0 + 1 ∗w(s)
]
+ [γ1(u0 + 1 ∗w(s), v0 + 1 ∗ z(s))− γ1(u0, v0)]Aw(s)
+ [Duγ2(u0 + 1 ∗w(s), v0 + 1 ∗ z(s))w(s)
+Dvγ2
(
u0 + 1 ∗w(s), v0 + 1 ∗ z(s)
)
z(s)
]
A
[
v0 + 1 ∗ z(s)
]
+ γ2
(
u0 + 1 ∗w(s), v0 + 1 ∗ z(s)
)
Az(s)
}
ds
+ γ1(u0, v0)A
t∫
0
e(t−s)γ1(u0,v0)A
{
h(s)γ1(u0, v0)Au0
+
s∫
h(s − σ)([Duγ1(u0 + 1 ∗w(σ), v0 + 1 ∗ z(σ ))w(σ)0
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(
u0 + 1 ∗w(σ), v0 + 1 ∗ z(σ )
)
z(σ )
]
A
[
u0 + 1 ∗w(σ)
]
+ γ1
(
u0 + 1 ∗w(σ), v0 + 1 ∗ z(σ )
)
Aw(σ)
)
dσ
+Duγ5
(
u0 + 1 ∗w(s), v0 + 1 ∗ z(s)
)
w(s)
+Dvγ5
(
u0 + 1 ∗w(s), v0 + 1 ∗ z(s)
)
z(s)
}
ds, (3.22)
γ4(u0, v0)Az(t) = γ4(u0, v0)Aetγ4(u0,v0)Az(0) + γ4(u0, v0)A
×
t∫
0
e(t−s)γ4(u0,v0)Ag′(s) ds + γ4(u0, v0)A
×
t∫
0
e(t−s)γ4(u0,v0)A
{[
Duγ4
(
u0 + 1 ∗w(s), v0 + 1 ∗ z(s)
)
w(s)
+Dvγ4
(
u0 + 1 ∗w(s), v0 + 1 ∗ z(s)
)
z(s)
]
A
[
v0 + 1 ∗ z(s)
]
+ [γ4(u0 + 1 ∗w(s), v0 + 1 ∗ z(s))
− γ4(u0, v0)
]
Az(s) + [Duγ3(u0 + 1 ∗w(s), v0 + 1 ∗ z(s))w(s)
+Dvγ3
(
u0 + 1 ∗w(s), v0 + 1 ∗ z(s)
)
z(s)
]
A
[
u0 + 1 ∗w(s)
]
+ γ3
(
u0 + 1 ∗w(s), v0 + 1 ∗ z(s)
)
Aw(s)
+ h(s)γ3(u0, v0)Au0
}
ds + γ4(u0, v0)A
t∫
0
e(t−s)γ4(u0,v0)A
×
{ s∫
0
h(s − σ)([Duγ3(u0 + 1 ∗w(σ), v0 + 1 ∗ z(σ ))w(σ)
+Dvγ3
(
u0 + 1 ∗w(σ), v0 + 1 ∗ z(σ )
)
z(σ )
]
A
[
u0 + 1 ∗w(σ)
]
+ γ3
(
u0 + 1 ∗w(σ), v0 + 1 ∗ z(σ )
)
Aw(σ)
)
dσ
+Duγ6
(
u0 + 1 ∗w(s), v0 + 1 ∗ z(s)
)
w(s)
+Dvγ6
(
u0 + 1 ∗w(s), v0 + 1 ∗ z(t)
)
z(s)
}
ds. (3.23)
We now set, for (U,V) ∈ Cβ([0, T ];X)×Cβ([0, T ];X), the positions
U(t) := γ1(u0, v0)Aw(t), w(t) =
[
γ1(u0, v0)A
]−1U(t), (3.24)
V(t) := γ4(u0, v0)Az(t), z(t) =
[
γ4(u0, v0)A
]−1V(t). (3.25)
To write the equivalent fixed point system in a more convenient way, we define the opera-
tors
Ak := γk(u0, v0)A, Kij [u0, v0]A−1 := Diγj (u0, v0)A−1 (3.26)k k
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t∫
0
e(t−s)AkU(s) ds, L˜k[f ](t) :=
t∫
0
Ake
(t−s)Akf (s) ds, (3.27)
Sij [U,V](t) = Diγj
(
u0 + 1 ∗A−11 U(t), v0 + 1 ∗A−14 V(t)
)−Diγj (u0, v0) (3.28)
(for i = 0, u, v; k = 1,2,3,4; j = 1, . . . ,6) where D0 is the identity operator. By the well
known formula
A
t∫
0
e(t−s)Af (s) ds =
t∫
0
Ae(t−s)Af (s) ds, ∀f ∈ L1([0, T ];DA(β,∞)), (3.29)
the operators L˜k[f ] in (3.27) are well defined. Let us introduce the functions
U0(t) := A1etA1w(0)+L1[f ′](t), (3.30)
V0(t) := A4etA4z(0) +L4[g′](t). (3.31)
We can now rewrite our identification problem (3.12), (3.13), (3.17), in terms of the oper-
ators (3.26)–(3.28) in the following fixed-point form:
U = U0 +N1(U,V, h)
:= U0 + L˜1[hA1u0] +L1
(
Su1[U,V]UA
(
u0 + 1 ∗A−11 U
))
+L1
(Ku1A−11 UA(u0 + 1 ∗A−11 U))+L1(Sv1[U,V]VA(u0 + 1 ∗A−11 U))
+L1
(Kv1A−14 VA(u0 + 1 ∗A−11 U))+L1(S01[U,V]AA−11 U)
+L1
(
Su2[U,V]UA
(
v0 + 1 ∗A−14 V
))+L1(Ku2A−11 UA(v0 + 1 ∗A−14 V))
+L1
(
Sv2[U,V]VA
(
v0 + 1 ∗A−14 V
))+L1(Kv2A−14 VA(v0 + 1 ∗A−14 V))
+L1
(
S02[U,V]AA−14 V
)+L1(K02AA−14 V)
+L1
(
h ∗ Su1[U,V]UA
(
u0 + 1 ∗A−11 U
))
+L1
(
h ∗Ku1A−11 UA
(
u0 + 1 ∗A−11 U
))
+L1
(
h ∗ Sv1[U,V]VA
(
u0 + 1 ∗A−11 U
))
+L1
(
h ∗Kv1A−14 VA
(
u0 + 1 ∗A−11 U
))+L1(h ∗ S01[U,V]AA−11 U)
+L1
(
h ∗K01[U,V]AA−11 U
)+L1(Su5[U,V]A−11 U)
+L1
(Ku5A−11 U)+L1(Sv5[U,V]A−14 V)+L1(Kv5A−14 V), (3.32)
V = V0 +N2(U,V, h)
:= V0 + L˜4[hA3u0] +L4
(
Su4[U,V]UA
(
v0 + 1 ∗A−14 V
))
+L4
(Ku4A−11 UA(v0 + 1 ∗A−14 V))+L4(Sv4[U,V]VA(v0 + 1 ∗A−14 V))
+L4
(Kv4A−14 VA(v0 + 1 ∗A−14 V))+L4(S04[U,V]AA−14 V)
+L4
(
Su3[U,V]UA
(
u0 + 1 ∗A−11 U
))+L4(Ku3A−11 UA(u0 + 1 ∗A−11 U))
+L4
(
Sv3[U,V]VA
(
u0 + 1 ∗A−1U
))+L4(Kv3A−1VA(u0 + 1 ∗A−1U))1 4 1
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(
S03[U,V]AA−11 U
)+L4(K02AA−11 U)
+L4
(
h ∗ Su3[U,V]UA
(
u0 + 1 ∗A−11 U
))
+L4
(
h ∗Ku3A−11 UA
(
u0 + 1 ∗A−11 U
))
+L4
(
h ∗ Sv3[U,V]VA
(
u0 + 1 ∗A−11 U
))
+L4
(
h ∗Kv3A−14 VA
(
u0 + 1 ∗A−11 U
))
+L4
(
h ∗ S03[U,V]AA−11 U
)+L4(h ∗K03[U,V]AA−11 U)
+L4
(
Su6[U,V]A−11 U
)+L4(Ku6A−11 U)
+L4
(
Sv6[U,V]A−14 V
)+L4(Kv6A−14 V), (3.33)
and
h(t) = χ{m′′(t) −Φ{L1[f ′] + Su1[U,V]UA(u0 + 1 ∗A−11 U)
+Ku1A−11 UA
(
u0 + 1 ∗A−11 U
)+ Sv1[U,V]VA(u0 + 1 ∗A−11 U)
+Kv1A−14 VA
(
u0 + 1 ∗A−11 U
)+ S01[U,V]AA−11 U
+ Su2[U,V]UA
(
v0 + 1 ∗A−14 V
)+Ku2A−11 UA(v0 + 1 ∗A−14 V)
+ Sv2[U,V]VA
(
v0 + 1 ∗A−14 V
)+Kv2A−14 VA(v0 + 1 ∗A−14 V)
+ S02[U,V]AA−14 V +K02AA−14 V + h ∗ Su1[U,V]UA
(
u0 + 1 ∗A−11 U
)
+ h ∗Ku1A−11 UA
(
u0 + 1 ∗A−11 U
)+ h ∗ Sv1[U,V]VA(u0 + 1 ∗A−11 U)
+ h ∗Kv1A−14 VA
(
u0 + 1 ∗A−11 U
)+ h ∗ S01[U,V]AA−11 U
+ h ∗K01[U,V]AA−11 U + Su5[U,V]A−11 U +Ku5A−11 U
+ Sv5[U,V]A−14 V +Kv5A−14 V
}}
. (3.34)
Finally, we observe that operators of type Ku2A−11 UA(v0) in (3.34) are not contractions.
To get contracting operators we replace the right-hand sides of (3.32)–(3.33) in (3.34), with
the position
h0(t) := χ
{
m′′(t)−Φ[L1f ′(t)+Ku1A−11 U0Au0 +Kv1A−14 V0Au0
+Ku2A−11 U0Av0 +Kv2A−14 V0Av0 +K02AA−14 V0
+Ku5A−11 U0 +Kv5A−14 V0
]}
, (3.35)
and we get the fixed point equation for the convolution kernel h
h = h0 +N3(U,V, h)
:= −Φ{Su1[U,V]UA(u0 + 1 ∗A−11 U)+Ku1A−11 N1(U,V, h)Au0
+Ku1A−11 U
(
1 ∗AA−11 U
)+ Sv1[U,V]VA(u0 + 1 ∗A−11 U)
+Kv1A−14 N2(U,V, h)Au0 +Kv1A−14 V
(
1 ∗AA−11 U
)+ S01[U,V]AA−11 U
+ Su2[U,V]UA
(
v0 + 1 ∗A−14 V
)+Ku2A−11 N1(U,V, h)Av0
+Ku2A−1U
(
1 ∗AA−1V)+ Sv2[U,V]VA(v0 + 1 ∗A−1V)1 4 4
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(
1 ∗AA−14 V
)+ S02[U,V]AA−14 V
+K02AA−14 N2(U,V, h) + h ∗ Su1[U,V]UA
(
u0 + 1 ∗A−11 U
)
+ h ∗Ku1A−11 UA
(
u0 + 1 ∗A−11 U
)+ h ∗ Sv1[U,V]VA(u0 + 1 ∗A−11 U)
+ h ∗Kv1A−14 VA
(
u0 + 1 ∗A−11 U
)+ h ∗ S01[U,V]AA−11 U
+ h ∗K01[U,V]AA−11 U + Su5[U,V]A−11 U +Ku5A−11 N2(U,V, h)
+ Sv5[U,V]A−14 V +Kv5A−14 N2(U,V, h)
}
. (3.36)
The fixed point system (3.32), (3.33) and (3.36) is equivalent to problem (IAP) and this
completes the proof. 
4. Preliminary lemmas
We now give some technical lemmas that are of crucial importance in the proofs of
the main results of Section 2. In fact, using those lemmas, we will be able to apply the
Contraction Principle to the equivalent fixed point system of Theorem 3.2 and prove the
main results for the (DAP) and for the (IAP) (see Section 6). In the sequel the symbol C
denotes positive and continuous functions of their argument. The following lemma is well
known:
Lemma 4.1. Let X be a Banach space, β ∈ (0,1) and T > 0. Let h ∈ Cβ([0, T ];R),
U ∈ Cβ([0, T ];X). Then hU belongs to Cβ([0, T ];X) and satisfies the estimate
‖hU‖β,T ,X  ‖h‖β,T ,R‖U‖β,T ,X. (4.1)
Lemma 4.2. Let X be a Banach space, β ∈ (0,1) and T > 0. The convolution opera-
tor ∗ defined by U ∗ h := ∫ t0 U(t − s)h(s) ds, maps Cβ([0, T ];X) × C([0, T ];R) into
Cβ([0, T ];X) and satisfies the following estimates:
‖U ∗ h‖β,T ,X  T 1−βC(T )‖U‖β,T ;X‖h‖0,T ;R. (4.2)
Proof. It is trivial and it is left to the reader. 
Lemma 4.3. Let X be a Banach space, β ∈ (0,1) and T > 0. Let L˜k (k = 1, . . . ,4) be
the operators defined in (3.27). If h ∈ C([0, T ];R) and y ∈ DA(β + ε,∞), for any ε ∈
(0,1 − β), then the following estimates hold:∥∥L˜k[hy]∥∥β,T ,X  T εC(β,T )‖h‖0,T ,R‖y‖DA(β+ε,∞). (4.3)
Proof. We consider the estimates, for k = 1, . . . ,4:
∥∥L˜k[hy](t)∥∥ ‖h‖0,T ,R t∫
0
s−1+β+εs1−β−ε
∥∥AesAy∥∥ds
 tβ+εC(β, ε)‖h‖0,T ,R‖y‖D (β+ε,∞),A
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We now consider the inequalities∥∥L˜k[hy](t2)− L˜k[hy](t1)∥∥
=
∥∥∥∥∥
t1∫
0
h(s)Ae(t1−s)Ay ds −
t2∫
0
h(s)Ae(t2−s)Ay ds
∥∥∥∥∥

∥∥∥∥∥
t2∫
0
h(s) ds
( t1−s∫
t2−s
A2eτAy dτ
)∥∥∥∥∥+
∥∥∥∥∥
t1∫
t2
h(s)Ae(t1−s)Ay ds
∥∥∥∥∥
 C(β, ε)‖h‖0,T ,R‖y‖DA(β+ε,∞)
[
(t1 − t2)β+ε − tβ+ε1 + tβ+ε2 + tβ+ε1 − tβ+ε2
]
 C(β, ε)‖h‖0,T ,R‖y‖DA(β+ε,∞)(t1 − t2)β+ε,
from which deduce∣∣L˜k[hy]∣∣β,T ,X  T εC(β, ε)‖h‖0,T ,R‖y‖DA(β+ε,∞). (4.5)
To obtain (4.3) we add (4.4) and (4.5). 
We recall that in the sequel we will always assume that A−1 ∈ L(X). Moreover, in
Lemma 4.3 appears the hypothesis γ1(u0, v0)Au0 ∈DA(β + ε,∞) for some ε ∈ (0,1−β)
that will be never mentioned in the sequel because it is satisfied by virtue of condition H1.
Lemma 4.4. Let X be a Banach space, β ∈ (0,1) and T > 0. Let KijA−1k and L˜k
(i = 0, u, v; k = 1, . . . ,4; j = 1, . . . ,6) be the operators defined in (3.26) and (3.27),
respectively. Suppose estimates (2.9) and (2.10) hold. Then operators L˜k[KijA−1k ]
map Cβ([0, T ];X) into Cβ([0, T ];X) and satisfy the following estimates for any U ∈
Cβ([0, T ];X) and u0, v0 ∈D(A):∥∥L˜k[Kij (u0, v0)A−1k U]∥∥β,T ,X  T 1−βC(T )‖U‖β,T ,X. (4.6)
Proof. It follows immediately from Theorem 3.1 and from the fact that, thanks to assump-
tion H6,Kij (u0, v0), ∀i, j , belong toD(A), so that the linear operator Ak(Kij (u0, v0))A−1k
is bounded from X into itself. 
Lemma 4.5. Let X be a Banach space, β ∈ (0,1) and T > 0. Let Lk (k = 1, . . . ,4) be the
operators defined in (3.27). Then operators Lk[h ∗ U] map C([0, T ];R) × Cβ([0, T ];X)
into Cβ([0, T ];X) and satisfy the following estimates for any (h,U) ∈ Cβ([0, T ];R) ×
C([0, T ];X):∥∥Lk[h ∗ U]∥∥β,T ,X  T 1−βC(β,T )‖h‖β,T ,R‖U‖0,T ,X. (4.7)
Proof. It is a consequence of Lemma 4.2 and Theorem 3.1 since h ∗ U(0) = 0. 
60 F. Colombo / J. Math. Anal. Appl. 311 (2005) 40–68Lemma 4.6. Let X be a Banach space, β ∈ (0,1) and T > 0. Let Lk and Sij (i = 0, u, v;
k = 1, . . . ,4; j = 1, . . . ,6) be the operators defined in (3.27) and (3.28), respectively.
Suppose estimates (2.9) and (2.10) hold. Then Sij and Lk[Sij ] map Cβ([0, T ];X)2 into
Cβ([0, T ];W) and satisfy the following estimates for any U,V ∈ C([0, T ];X):∥∥Sij (U,V)∥∥β,T ,W + ∥∥Lk[Sij (U,V)]∣∣β,T ,W
 T 1−βC
(‖U‖0,T ,X,‖V‖0,T ,X, T ), (4.8)
where W = X if i = 0 and W = L(X) if i = u,v.
Proof. We limit ourselves to considering the case W = X, i.e., when i = 0, since the case
W = L(X) is analogous.
Step 1. We use H6 to estimate S0j (U,V) in the norm of C([0, T ];X):∥∥S0j (U,V)(t)∥∥X = ∥∥γj (u0 + 1 ∗A−11 U(t), v0 + 1 ∗A−14 V(t))− γj (u0, v0)∥∥X
 C
(‖u0‖ + ∥∥1 ∗A−11 U(t)∥∥,‖v0‖ + ∥∥1 ∗A−14 V(t)∥∥)
× [∥∥1 ∗A−11 U(t)∥∥+ ∥∥1 ∗A−14 V(t)∥∥]
 tC
(‖U‖0,T ,X,‖V‖0,T ,X, T )(‖U‖0,T ,X + ‖V‖0,T ,X) (4.9)
from which we obviously get the estimate:∥∥S0j (U,V)∥∥0,T ,X  T C1(‖w‖0,T ,X,‖z‖0,T ,X, T ). (4.10)
Step 2. We estimate S0j (U,V) in the seminorms of Cβ([0, T ];X); taking advantage of
estimates in H6, we get∥∥S0j (U,V)(t1)− S0j (U,V)(t2)∥∥X

∥∥γj (u0 + 1 ∗A−11 U(t1), v0 + 1 ∗A−14 V(t1))
− γj
(
u0 + 1 ∗A−11 U(t2), ρ0 + 1 ∗A−14 V(t2)
)∥∥
X
C3
(‖U‖0,T ,X,‖V‖0,T ,X, T )
( t1∫
t2
∥∥U(τ )∥∥dτ + t1∫
t2
∥∥V(τ )∥∥dτ). (4.11)
Hence, we immediately get∣∣S0j (U,V)∣∣β,T ,X  T 1−βC(‖U‖0,T ,X,‖V‖0,T ,X, T ). (4.12)
Adding (4.10) and (4.12), we get (4.8) for the term ‖S0j (U,V)‖β,T ,X . The estimates for
the terms ‖Lk[S0j (U,V)]‖β,T ,X are consequence of Theorem 3.1 since S0j (U,V)(0) = 0.
So (4.8) is proved. 
Lemma 4.7. Let X be a Banach space, β ∈ (0,1) and T > 0. Let Sij and Lk (i = 0, u, v;
k = 1, . . . ,4; j = 1, . . . ,6) be the operators defined in (3.27) and (3.28), respectively.
Let assumptions (2.9), (2.10) hold. Then the following estimates hold for any set of four
elements U1,U2,V1,V2 ∈ Cβ([0, T ];X):
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 T 1−βC
( 2∑
=1
‖U‖0,T ,X,
2∑
=1
‖V‖0,T ,X, T
)
× (‖U2 − U1‖0,T ,X + ‖V2 − V1‖0,T ,X), (4.13)
where W = X if i = 0 and W = L(X) if i = u,v.
Proof. Reasoning as in Lemma 4.6, we limit ourselves to considering the case W = X,
i.e., when i = 0, since the case W = L(X) is analogous.
Step 1. We estimate the increments S0j (U2,V2)−S0j (U1,V1) in the C([0, T ];X) norm:∥∥S0j (U2,V2)− Sij (U1,V1)∥∥0,T ,X
 C
( 2∑
=1
‖U‖0,T ,X,
2∑
=1
‖V‖0,T ,X
)
× sup
t∈[0,T ]
{∥∥1 ∗A−11 [U2(t)− U1(t)]∥∥+ ∥∥1 ∗A−14 [V2(t)− V1(t)]∥∥}
 T C
( 2∑
=1
‖U‖0,T ,X,
2∑
=1
‖V‖0,T ,X, T
)
× (‖U2 − U1‖0,T ,X + ‖V2 − V1‖0,T ,X). (4.14)
Step 2. To get the estimates for the seminorms, we use assumption H6. We introduce
the auxiliary function:
h(τ) := (1 − τ)t2 + τ t1, τ ∈ [0,1]. (4.15)
We consider the following chain of inequalities:∣∣S0j (U2,V2)− Sij (U1,V1)∣∣β,T ,X
= sup
0t1<t2T
(t1 − t2)−β
∥∥∥∥∥
1∫
0
Dτ
[
S0j
(U2(h(τ)),V2(h(τ)))
− S0j
(U1(h(τ)),V1(h(τ)))]dτ
∥∥∥∥∥L(X)
 sup
0t1<t2T
(t1 − t2)1−β
∥∥∥∥∥
1∫
0
{
DuS0j
(U2(h(τ)),V2(h(τ)))A−11 U2(h(τ))
−DuS0j
(U1(h(τ)),V1(h(τ)))A−11 U1(h(τ))
+DvS0j
(U2(h(τ)),V2(h(τ)))A−14 V2(h(τ))
−DvS0j
(U1(h(τ)),V1(h(τ)))A−14 V1(h(τ))}dτ
∥∥∥∥∥L(X)
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0t2<t1T
(t1 − t2)1−β
1∫
0
{∥∥[DuS0j (U2(h(τ)),V2(h(τ)))
−DuS0j
(U1(h(τ)),V1(h(τ)))]∥∥L(X)
× ∥∥A−11 U2(h(τ))∥∥+ ∥∥DuS0j (U1(h(τ)),V1(h(τ)))∥∥L(X)
× ∥∥A−11 [U2(h(τ))− U1(h(τ))]∥∥
+ ∥∥DvS0j (U2(h(τ)),V2(h(τ)))−DvS0j (U1(h(τ)),V1(h(τ))∥∥L(X)
× ∥∥A−14 V2(h(τ))∥∥+ ∥∥DvS0j (U1(h(τ)),V1(h(τ)))∥∥L(X)
× ∥∥A−14 [V2(h(τ))− V1(h(τ))]∥∥}dτ
 T 1−β
{
C
( 2∑
=1
‖U‖0,T ,X,
2∑
=1
‖V‖0,T ,X
)∥∥A−11 ∥∥L(X)‖U2‖0,T ,X
× (∥∥1 ∗A−11 (U2 − U1)∥∥0,T ,X + ∥∥1 ∗A−14 (V2 − V1)∥∥0,T ,X)
+C
( 2∑
=1
‖U‖0,T ,X,
2∑
=1
‖V‖0,T ,X
)∥∥A−11 ∥∥L(X)‖U2 − U1‖0,T ,X
+C
( 2∑
=1
‖U‖0,T ,X,
2∑
=1
‖V‖0,T ,X
)∥∥A−14 ∥∥L(X)‖V2‖0,T ,X
× (∥∥1 ∗A−11 (U2 − U1)∥∥0,T ,X + ∥∥1 ∗A−14 (V2 − V1)∥∥0,T ,X)
+C
( 2∑
=1
‖U‖0,T ,X,
2∑
=1
‖V‖0,T ,X
)∥∥A−14 ∥∥L(X)‖V2 − V1‖0,T ,X
}
 T 1−βC
( 2∑
=1
‖U‖0,T ,X,
2∑
=1
‖V‖0,T ,X, T
)
× (‖U2 − U1‖0,T ,X + ‖V2 − V1‖0,T ,X), (4.16)
from (4.14) and (4.16) we easily deduce (4.13) for the term S0j (U2,V2) − S0j (U1,V1).
The estimate for Lk[S0j (U2,V2) − S0j (U1,V1)] follows immediately from Theorem 3.1
and the estimate of S0j (U2,V2)− S0j (U1,V1). 
5. The direct abstract problem (DAP)
Since we have transformed the (DAP) and also the (IAP) into an equivalent fixed point
system and we have estimated the operators appearing in Volterra integral equations in the
previous Section 4, we are now in the position to prove our main results. Our results follow
by the Contraction Principle. We point out that the continuous dependence estimate (5.1)
is indispensable in the proof related to the inverse problem of Section 6.
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assumptions H1, H2, H5, H6 hold, and let h ∈ Cβ([0, T ];R). Then there exists T1 ∈ (0, T ]
such that for any τ1 ∈ (0, T1) the system (3.32), (3.33) has a unique solution (U,V) ∈
[C1+β([0, τ1];X) ∩ Cβ([0, τ1];D(A))] × [C1+β([0, τ1];X) ∩ Cβ([0, τ1];D(A))]. More-
over the unique solution (U,V) continuously depends on the convolution kernel h,
i.e., for every (U2,V2, h2), (U1,V1, h1) ∈ [C1+β([0, τ1];X) ∩ Cβ([0, τ1];D(A))] ×
[C1+β([0, τ1];X)∩Cβ([0, τ1];D(A))] ×Cβ([0, τ1];R) we have
‖U2 − U1‖β,τ1,X + ‖V2 − V1‖β,τ1,X  τ 1−β1 C(β, τ1)‖h2 − h1‖β,τ1,R (5.1)
where C(β, τ1) is defined in (5.10).
Proof. The proof is based on fixed point arguments. Let us define the operator
Nh(U,V) :=
(N1(U,V, h);N2(U,V, h)) (5.2)
where N1(U,V, h) and N2(U,V, h) are defined in (3.32), (3.33), respectively. Introduce
the complete metric spaces for v ∈ R+ and (β ∈ (0,1))
Y (ρ,β) := {(U,V) ∈ Y(β): ∥∥(U,V)∥∥
Y(β)
 ρ, U(0) = U0, V(0) = V0
}
, (5.3)
where Y(β) are the Banach spaces
Y(β) := Cβ([0, T ];X)×Cβ([0, T ];X), (5.4)
with the norms∥∥(U,V)∥∥
Y(β)
= ‖U‖β,T ,X + ‖V‖β,T ,X. (5.5)
Fix u0, v0 and hj (j = 1,2) and choose ρ such that (since U0 = U0(u0, v0), V0 =
V0(u0, v0)),
‖U0‖β,T ,X + ‖V0‖β,T ,X  ρ/2, ‖hj‖β,T ,R  ρ. (5.6)
For any (U2,V2), (U1,V1) ∈ Y(ρ,β) from the lemmas of Section 4, we can make the fol-
lowing claim, whose proof is at the end of this section.
Claim 5.1. We suppose that the hypotheses of Theorem 5.1 hold. Let us denote by Ci,j
(i, j = 1,2) positive constants continuously depending on the arguments pointed out. Then
we have the estimates:∥∥Nj (U2,V2, h2)−Nj (U1,V1, h1)∥∥β,T ,X

∥∥Nj (U2,V2, h2)−Nj (U1,V1, h2)∥∥β,T ,X
+ ∥∥Nj (U1,V1, h2)−Nj (U1,V1, h1)∥∥β,T ,X
 T 1−βC1j (T ,ρ)
(‖U2 − U1‖β,T ,X + ‖V2 − V1‖β,T ,X)
+ T 1−βC2j (T ,ρ)‖h2 − h1‖β,T ,R. (5.7)
Summing on j inequalities (5.7) we get
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 T 1−β
[
C11(T ,ρ)+C12(T ,ρ)
](‖U2 − U1‖β,T ,X + ‖V2 − V1‖β,T ,X)
+ T 1−β[C21(T ,ρ)+C22(T ,ρ)]‖h2 − h1‖β,T ,R (5.8)
and let us choose T∗ to satisfy
T
1−β∗
[
C11(T∗, ρ)+C12(T∗, ρ)
]
 1/2. (5.9)
For such T∗ from (5.8) we get (5.1) with
C(β,T ) := 2(C21(T ,ρ)+C22(T ,ρ)). (5.10)
Let us prove the existence and uniqueness of the solution. Consider the estimate (5.7) for
h1 = h2 = h. For T∗ the mapNh defined in (5.2) is a 1/2 contraction. Let us prove thatNh
maps Y(ρ,β) into itself. From the lemmas of Section 4, by some calculation, we deduce
the estimates∥∥U0 +N1(U,V, h)∥∥β,T ,X + ∥∥V0 +N2(U,V, h)∥∥β,T ,X
 ‖U0‖β,T ,X +
∥∥N1(U,V, h)∥∥β,T ,X + ‖V0‖β,T ,X + ∥∥N2(U,V, h)∥∥β,T ,X
 ρ/2 + T 1−β[K1(T ,ρ)+K2(T ,ρ)] (5.11)
where Ki (i = 1,2) denote positive constants continuously depending on the arguments
pointed out. From (5.11) we get∥∥Nh(U,V)∥∥β,T ,X  ρ/2 + T 1−β[K1(T ,ρ)+K2(T ,ρ)] (5.12)
we now choose T+ such that
T
1−β
+
[
K1(T+, ρ)+K2(T+, ρ)
]
 ρ/2. (5.13)
Set now
T1 = min{T+, T∗} (5.14)
by the Contraction Principle we get the statement. 
Finally we prove the claim.
Proof of Claim 5.1. We estimate operator N1. By its definition we get the inequalities:∥∥N1(U2,V2, h2)−N1(U1,V1, h1)∥∥β,T ,X

∥∥N1(U2,V2, h2)−N1(U1,V1, h2)∥∥β,T ,X
+ ∥∥N1(U1,V1, h2)−N1(U1,V1, h1)∥∥β,T ,X

∥∥L1(Su1[U2,V2]U2A(u0 + 1 ∗A−11 U2))
−L1
(
Su1[U1,V1]U1A
(
u0 + 1 ∗A−11 U1
))∥∥
β,T ,X
+ ∥∥L1(Ku1A−11 U2A(u0 + 1 ∗A−11 U2))
−L1
(Ku1A−1U1A(u0 + 1 ∗A−1U1))∥∥1 1 β,T ,X
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−L1
(
Sv1[U1,V1]V1A
(
u0 + 1 ∗A−11 U1
))∥∥
β,T ,X
+ ∥∥L1(Kv1A−14 V2A(u0 + 1 ∗A−11 U2))
−L1
(Kv1A−14 V1A(u0 + 1 ∗A−11 U1))∥∥β,T ,X
+ ∥∥L1(S01[U2,V2]AA−11 U2)−L1(S01[U1,V1]AA−11 U1)∥∥β,T ,X
+ ∥∥L1(Su2[U2,V2]UA(v0 + 1 ∗A−14 V2))
−L1
(
Su2[U1,V1]UA
(
v0 + 1 ∗A−14 V1
))∥∥
β,T ,X
+ ∥∥L1(Ku2A−11 U2A(v0 + 1 ∗A−14 V2))
−L1
(Ku2A−11 U1A(v0 + 1 ∗A−14 V1))∥∥β,T ,X
+ ∥∥L1(Sv2[U2,V2]V2A(v0 + 1 ∗A−14 V2))
−L1
(
Sv2[U1,V1]V1A
(
v0 + 1 ∗A−14 V1
))∥∥
β,T ,X
+ ∥∥L1(Kv2A−14 V2A(v0 + 1 ∗A−14 V2))
−L1
(Kv2A−14 V1A(v0 + 1 ∗A−14 V1))∥∥β,T ,X
+ ∥∥L1(S02[U2,V2]AA−14 V2)−L1(S02[U1,V1]AA−14 V1)∥∥β,T ,X
+ ∥∥L1(K02AA−14 (V2 − V1))∥∥β,T ,X
+ ∥∥L1(h2 ∗ Su1[U,V]UA(u0 + 1 ∗A−11 U))
−L1
(
h2 ∗ Su1[U,V]UA
(
u0 + 1 ∗A−11 U
))∥∥
β,T ,X
+ ∥∥L1(h2 ∗Ku1A−11 U2A(u0 + 1 ∗A−11 U2))
−L1
(
h2 ∗Ku1A−11 U1A
(
u0 + 1 ∗A−11 U1
))∥∥
β,T ,X
+ ∥∥L1(h2 ∗ Sv1[U2,V2]V2A(u0 + 1 ∗A−11 U2))
−L1
(
h2 ∗ Sv1[U1,V1]V1A
(
u0 + 1 ∗A−11 U1
))∥∥
β,T ,X
+ ∥∥L1(h2 ∗Kv1A−14 V2A(u0 + 1 ∗A−11 U2))
−L1
(
h2 ∗Kv1A−14 V1A
(
u0 + 1 ∗A−11 U1
))∥∥
β,T ,X
+ ∥∥L1(h2 ∗ S01[U2,V2]AA−11 U2)−L1(h2 ∗ S01[U1,V1]AA−11 U1)∥∥β,T ,X
+ ∥∥L1(h2 ∗K01[U2,V2]AA−11 U2)−L1(h2 ∗K01[U1,V1]AA−11 U1)∥∥β,T ,X
+ ∥∥L1(Su5[U2,V2]A−11 U2)−L1(Su5[U1,V1]A−11 U1)∥∥β,T ,X
+ ∥∥L1(Ku5A−11 (U2 − U1))∥∥β,T ,X
+ ∥∥L1(Sv5[U2,V2]A−14 V2)−L1(Sv5[U1,V1]A−14 V1)∥∥β,T ,X
+ ∥∥L1(Kv5A−14 (V2 − V1))∥∥β,T ,X + ∥∥L˜1[(h2 − h1)A1u0]∥∥β,T ,X
+ ∥∥L1((h2 − h1) ∗ Su1[U1,V1]U1A(u0 + 1 ∗A−1U1))∥∥1 β,T ,X
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+ ∥∥L1((h2 − h1) ∗ Sv1[U1,V1]V1A(u0 + 1 ∗A−11 U1))∥∥β,T ,X
+ ∥∥L1((h2 − h1) ∗Kv1A−14 V1A(u0 + 1 ∗A−11 U1))∥∥β,T ,X
+ ∥∥L1((h2 − h1) ∗ S01[U1,V1]AA−11 U1)∥∥β,T ,X
+ ∥∥L1((h2 − h1) ∗K01[U1,V1]AA−11 U1)∥∥β,T ,X.
Since all the operators in estimates above are multilinear in the arguments hj , Uj and Vj ,
thanks to the preliminary lemmas of Section 4 we get∥∥N1(U2,V2, h2)−N1(U1,V1, h1)∥∥β,T ,X
 T 1−βC11(T ,ρ)
(‖U2 − U1‖β,T ,X + ‖V2 − V1‖β,T ,X)
+ T 1−βC21(T ,ρ)‖h2 − h1‖β,T ,R.
For operator N2 we can repeat the same argument to get the estimate∥∥N2(U2,V2, h2)−N2(U1,V1, h1)∥∥β,T ,X
 T 1−βC12(T ,ρ)
(‖U2 − U1‖β,T ,X + ‖V2 − V1‖β,T ,X)
+ T 1−βC22(T ,ρ)‖h2 − h1‖β,T ,R
and this concludes the proof. 
6. The inverse abstract problem (IAP)
We can now prove the most important result related to the quasilinear system we have
introduced in Section 1, i.e., the (IAP). The proof is based on the equivalence result of
Section 3, the preliminary estimates of Section 4 and Theorem 5.1 in Section 5. We recall
that the direct problem can be formulated and solved with less regularity on the data, but
if we do not formulate the (DAP) in the way that has been done in the previous Section 3,
then we are not able to study the (IAP).
Observe that thanks to Theorem 5.1 we can define the operator W that to any h asso-
ciates the unique solution (U,V) of problem (3.32), (3.33). Symbolically we can write
W(h) = (W1(h),W2(h))= (U,V), (6.1)
whereW :Cβ([0, T ];R) → Cβ([0, T ];X)×Cβ([0, T ];X). From Theorem 5.1 we imme-
diately get:
Lemma 6.1. Let the hypotheses of Theorem 5.1 hold and let h,h1, h2 ∈ Cβ([0, T ];R),
β ∈ (0,1). Then the following estimates:∥∥W1(h)∥∥β,T ,X + ∥∥W2(h)∥∥β,T ,X  T 1−βC1(T ,‖h‖β,T ,R), (6.2)∥∥W1(h2)−W1(h1)∥∥β,T ,X + ∥∥W2(h2)−W2(h1)∥∥β,T ,X
 T 1−βC2
(
T ,‖h1‖β,T ,R,‖h2‖β,T ,R
)‖h2 − h1‖β,T ,X (6.3)
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(0, T1), and T1 is defined in (5.14).
So we can state the following:
Theorem 6.1 (Existence and uniqueness for the inverse problem (3.32), (3.33) and (3.36)).
Let assumptions H1–H6 hold. Then there exists T2 ∈ (0, T ], with T2  T1, such that for any
τ2 ∈ (0, T2) the inverse problem (3.32), (3.33) and (3.36) has a unique solution (U,V, h) ∈
[C1+β([0, τ2];X) ∩ Cβ([0, τ2];D(A))] × [C1+β([0, τ2];X) ∩ Cβ([0, τ2];D(A))] ×
Cβ([0, τ2];R).
Proof. In order to apply the Banach fixed point theorem we replace (6.1) in Eq. (3.36) to
get:
h(t) = h0(t) +N3
(
W1(h),W2(h),h
)
. (6.4)
Then we define the complete metric space
Zρ :=
{
h ∈ Cβ([0, T ];R), ‖h‖β,T ;R  ρ} (ρ ∈ R+). (6.5)
Moreover, we choose ρ to satisfy the inequality
‖h0‖β,T ,R  ρ/2, (6.6)
where the function h0 is defined in (3.35). By virtue of the lemmas in Section 4, Theo-
rem 3.1 and H1–H2 the function h0 belongs to Zρ . So that, after some calculation, we
get ∥∥h0(t)+N3(W1(h),W2(h),h)∥∥β,T ,R

∥∥h0(t)∥∥β,T ,R + ∥∥N3(W1(h),W2(h),h)∥∥β,T ,R  ρ/2 + q1(σ,T )T 1−β, (6.7)
where q1(σ,T ) is a continuous function of its arguments for T ∈ (0, T1).
The fact that N3(W1(h),W2(h),h) is a contraction follows from the lemmas in Sec-
tion 4 and from Lemma 6.2. By some calculations, as in the proof of Claim 5.1, we get the
estimate∥∥N3(W1(h2),W2(h2), h2)−N3(W1(h1),W2(h1), h1)∥∥β,T ,R
 q2(σ,T )T 1−β‖h2 − h1‖β,T ,R, (6.8)
where q2(σ,T ) is a continuous function of its arguments for T ∈ (0, T1). We choose T01
and T02 to satisfy inequalities
q1(σ,T01)T
1−β
01  ρ/2, q2(σ,T02)T
1−β
02 < 1 (6.9)
where q1 and q2 are defined in (6.7) and (6.8), respectively. So that if we take
T2 := min{T1, T01, T02} (6.10)
where T1 is defined in (5.14), we have that N3(W1(h),W2(h),h) has a unique fixed point
for all τ2 ∈ (0, T2) and this completes the proof. 
68 F. Colombo / J. Math. Anal. Appl. 311 (2005) 40–68Remark 6.1. It is possible to prove that the unique solution of the direct and of the inverse
problems continuously depend on the data u0, v0, φ,m. All the information to give such
proofs are in the lemmas of Section 4. Just for the sake of brevity we omit the relative
statements and proofs.
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