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2 Dyadic A1 weights and equimeasurable
rearrangement of functions
E. Nikolidakis
Abstract: We prove that the decreasing rearrangement of a dyadic A1-weight w with
dyadic A1 constant
[
w
]T
1
= c with respect to a tree T of homogeneity k, on a non-
atomic probability space, is a usual A1 weight on (0, 1] with A1-constant [w
∗]1 not more
than kc − k + 1. We prove also that the result is sharp, when one considers all such
weights w.
Keywords: Dyadic, weight, rearrangement.
1. Introduction
The theory of Muckenhoupt weights has been proved to be an important tool in
analysis due to their self-improving properties (see [2, 3, 8]).
One class of special interest is A1(J, c) where J is an interval on R and c a constant
c ≥ 1. Then A1(J, c) is defined as the class of all non-negative locally integrable
functions w defined on J , such that for every subinterval I ⊆ J we have that
1
|I|
∫
I
w(y)dy ≤ c ess inf
x∈I
w(x) (1.1)
where | · | is the Lesbesgue measure on R.
In [1] it is proved that if w ∈ A1(J, c) then w
∗ ∈ A1((0, |J |], c), where w
∗ is the
non-increasing rearrangement of w. That is w ∈ A1(J, c) gives that
1
t
∫ t
0
w∗(y)dy ≤ cw∗(t), (1.2)
for every t ∈ (0, |J |].
Here for a w : J → R+, w∗ stands for
w∗(t) = sup
e⊆J
|e|≥t
inf
x∈e
w(x), for any t ∈ (0, |J |].
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The fact mentioned above helps (as one can see in [1]) in the determination of all p
such that p > 1 and w ∈ RHJp (c
′) for some 1 ≤ c′ < +∞ whenever w ∈ A1(J, c), where
by RHJp (c
′) we mean the class of all weights w defined on J which satisfy a reverse
Holder inequality with constant c′ upon all the subintervals I ⊆ J . One can also see
related problems for estimates for the range of p in higher dimensions in [4] and [5].
In this paper we are interested for the opposite dyadic case. A way of studying
dyadic A1 weights is by using the respective dyadic maximal operator.
More precisely, a locally integrable non-negative function w on Rn is called a dyadic
A1 weight if it satisfies the following condition
1
|Q|
∫
Q
w(y)dy ≤ c ess inf
x∈I
w(x), (1.3)
for every dyadic cube on Rn.
This condition is equivalent to the inequality
Mdw(x) ≤ cw(x), (1.4)
for almost all x ∈ Rn. Here Md is the dyadic maximal operator defined by
Mdw(x) = sup
{
1
|Q|
∫
Q
w(y)dy : x ∈ Q, Q ⊂ Rn is a dyadic cube
}
. (1.5)
The smallest c ≥ 1 for which (1.3) (equivalently (1.4)) holds is called the dyadic A1
constant of w and is denoted by
[
w
]d
1
.
Let us now fix a dyadic cubeQ on Rn. A natural problem that arises is the behaviour
of (w/Q)∗ : (0, |Q|] → R+ when one knows that
[
w
]d
1
= c. It turns out that (w/Q)∗
is a usual A1 weight on (0, |Q|] with constant not more than 2
nc− 2n + 1.
More precisely we will prove the following
Theorem 1. Let w be a dyadic A1 weight on R
n with dyadic A1 constant
[
w
]d
1
= c.
Let Q be a fixed dyadic cube on Rn. Then the following inequality is satisfied
1
t
∫ t
0
(w/Q)∗(y)dy ≤ (2nc− 2n + 1)(w/Q)∗(t), (1.6)
for every t ∈ (0, |Q|].
Moreover the last inequality is sharp when one considers all dyadic A1 weights with[
w
]d
1
= c. 
We remark that by using a standard dilation argument it suffices to prove (1.6)
for Q = [0, 1]n and for all functions w defined only on [0, 1]n and satisfying the A1
2
condition only for dyadic cubes contained in [0, 1]n. Actually, we will work on more
general non-atomic probability spaces (X,µ) equipped with a structure T similar to
the dyadic one. (We give the precise definition in the next section).
The paper is organized as follows:
In Section 2. we give some tools needed for the proof of Theorem 1. These are
obtained from [6] and [7].
In Section 3 we give the proof of Theorem 1 in it’s general form (as Theorem 2)
and mention two applications of it.
2. Preliminaries
We fix a non-atomic probability space (X,µ) and a positive integer k ≥ 2.
We give the following
Definition 1. A set of measurable subsets of X will be called a tree of homogeneity k
if
i) For every I ∈ T there corresponds a subset C(I) ⊆ T containing exactly k pair-
wise disjoint subsets of I such that I = ∪C(I) and each element of C(I) has
measure (1/k)µ(I).
ii) T =
⋃
m≥0
T(m) where T(0) = {X} and T(m+1) =
⋃
I∈T(m)
C(I).
iii) The tree T differentiates L1(X,µ), that is if ϕ ∈ L1(X,µ) then for µ almost all
x ∈ X and every sequence (Ik)k∈N such that x ∈ Ik, Ik ∈ T and µ(Ik) → 0 we
have that
ϕ(x) = lim
k → +∞
1
µ(Ik)
∫
Ik
ϕdµ. 
It is clear that each family T(m) consists of k
m pairwise disjoint sets, each having
measure k−m, whose union is X.
Moreover, if I, J ∈ T and I ∩ J is non empty then I ⊆ J or J ⊆ I.
For this family T we define the associated maximal operator MT by
MT ϕ(x) = sup
{
1
µ(I)
∫
I
|ϕ|dµ : x ∈ I ∈ T
}
, (2.1)
for any ϕ ∈ L1(X,µ) and we will say that a non-negative integrable function w is an
A1 weight with respect to T if
MT ϕ(x) ≤ Cϕ(x), (2.2)
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for almost every x ∈ X. The smallest constant C for which (2.2) holds will be called
the A1 constant of w with respect to T and will be denoted by
[
w
]T
1
.
We give now the following:
Definition 2. Every non-constant function w of the form w =
∑
P∈T(m)
λP ξP , for a
specific m > 0, and for positive λP , will be called a T -step function. (ξP denotes the
characteristic function of P ). 
It is then clear that every T -step function is an A1 weight with respect to T . Let
δ = 1/
[
w
]T
1
, 0 < δ < 1 and for any I ∈ T write AvI(w) =
1
µ(I)
∫
I
wdµ.
Now for every x ∈ X, let Iw(x) denote the largest element of the set {I ∈ T : x ∈ I
and MT w(x) = AvI(w)} (which is non-empty since AvJ(w) = AvP (w) for every P ∈
T(m) and J ⊆ P ).
Next for any I ∈ T we define the set
AI = A(w, I) = {x ∈ X : Iw(x) = I}
and let S = Sw denote the set of all I ∈ T such that AI is non-empty. It is clear that
each such AI is a union of certain P from T(m) and moreover
MT w =
∑
I∈S
AvI(w)ξAI .
We also define the correspondence I → I∗ with respect to S as follows: I∗ is the
smallest element of {J ∈ Sw : I  J}. This is defined for every I ∈ S that is not
maximal with respect to ⊆.
We recall parts of two Lemmas from [6].
Lemma 1. For all I ∈ T we have I ∈ S, if and only if, AvQ(w) < AvI(w) whenever
I ⊆ Q ∈ T , I 6= Q. In particular X ∈ S and so I → I∗ is defined for all I ∈ S such
that I 6= X. 
Lemma 2. Let I ∈ S. Then, if J ∈ S is such that
J∗ = I then yI < yJ ≤ (k − (k − 1)δ)yI . 
3. Main theorem and proof
In this section we will prove the following.
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Theorem 2. Let T be a tree of homogeneity k ≥ 2 on the probability non-atomic space
(X,µ), and let w be A1 weight with respect to T with A1-constant
[
w
]T
1
= c. Then if
one considers w∗ : (0, 1] → R+ we have that 1t
t∫
0
w∗(y)dy ≤ (kc − k + 1)w∗(t), for
every t ∈ (0, 1], where as usual w∗ is defined by w∗(t) = sup
e⊆x
µ(e)≥t
inf
x∈e
w(x), t ∈ (0, 1].
Moreover the constant appearing in the right of the last inequality is sharp, if one
considers all A1 weights with respect to T with constant
[
w
]T
1
= c. 
Proof. We suppose for the beginning that w is a T -step function. Fix t ∈ (0, 1] and
consider the set
Et = {x ∈ X : MT w(x) > cw
∗(t)}
= {MT w > cλ}, where λ = w
∗(t).
Then Et is a measurable subset of X. We first assume that µ(Et) > 0.
We consider the family of all those I ∈ T maximal under the condition AvI(w) > cλ,
and denote it by (Ij)j . Then (Ij)j is pairwise disjoint and Et = ∪Ij.
Additionally for every j and I ∈ T such that I ) Ij we have that
1
µ(I)
∫
I
wdµ =
AvI(w) ≤ cλ because of the maximality of Ij.
In view of Lemma 1 this gives Ij ∈ Sw = S, for every j.
For every Ij consider I
∗
j ∈ S. Then by Lemma 2, yIj ≤ [k − (k − 1)δ]yI∗j , where
δ = 1/c and of course yI∗j ≤ cλ. So, we have that
yIj ≤ [k − (k − 1)δ]cλ = (kc− k + 1)λ, for every j.
This gives
∫
Ij
wdµ ≤ (kc− k + 1)λµ(Ij)⇒
∫
Et
wdµ ≤ (kc− k + 1)λµ(Et)
⇒
1
µ(Et)
∫
Et
wdµ ≤ (kc − k + 1)λ. (3.1)
Since MT w ≤ cw on X, and Et = {MT w > cλ} we obviously have Et ⊆ {w > λ} =
{w > w∗(t)}.
There exist now E∗t ⊆ (0, 1] Lesbesgue measurable such that |E
∗
t | = µ(Et) =: t1,
and such that
∫
E∗t
w∗(y)dy =
∫
Et
wdµ. Obviously we can arrange everything in a way
such that E∗t ⊆ {w
∗ > w∗(t)} ⊆ (0, t). As a result t1 ≤ t.
Since now T differentiates L1(X,µ) we have that almost every element of the set
{w > cλ} ⊆ X belongs to Et.
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Since µ(Et) > 0 we have that µ({w > cλ}) > 0.
Let now t2 be such that
w∗(t) > λc for every t ∈ (0, t2) and w
∗(t) ≤ cλ, for every t ∈ (t2, 1).
Then, we can arrange everything (by deleting suitable sets of Lesbesgue measure zero)
in a way that E∗t = (0, t2) ∪ At, where At is a Lesbesgue measurable subset of (t2, t)
and |At| = t1− t2 (Of course t2 = |(0, t2)| = |{w
∗ > λc}| = µ({w > λc}) ≤ µ({MT w >
λc}) = µ(Et) =: t1).
We will prove the following
1
µ(Et)
∫
Et
wdµ ≥
1
t
∫ t
0
w∗(y)dy, (3.2)
(3.2) is equivalent to
1
t1
∫
E∗t
w∗(y)dy ≥
1
t
∫ t
0
w∗(y)dy ⇔ t
∫ t2
0
w∗(y)dy + t
∫
At
w∗(y)dy
≥ t1
∫ t2
0
w∗(y)dy + t1
∫ t
t2
w∗(y)dy
⇔ (t− t1)
∫ t2
0
w∗(y)dy + t
∫
At
w∗(y)dy
≥ t1
∫ t
t2
w∗(y)dy, (3.3)
We define Γt = (t2, t)rAt. (3.3) then becomes
(t− t1)
∫ t2
0
w∗(y)dy + (t− t1)
∫
At
w∗(y)dy ≥ t1
∫
Γt
w∗(y)dy
⇔ (t− t1)
∫
E∗t
w∗(y)dy ≥ t1
∫
Γt
w∗(y)dy. (3.4)
But of course ∫
E∗t
w∗(y)dy =
∫
Et
wdµ > µ(Et) · cλ = cλ · t1,
in view of the known weak type inequality for MT , namely:
µ({MT ϕ > λ}) <
1
λ
∫
{MT ϕ>λ}
ϕ.
So, if we prove that
∫
Γt
w∗(y)dy ≤ cλ(t− t1), (3.5)
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we complete the proof of (3.2). But (3.5) is obvious since w∗(y) ≤ cλ on (t2, t), Γt ⊆
(t2, t) and
|Γt| = |(t2, t)r (At)| = (t− t2)− |At| = t− t1.
We have thus proved for every w T -step function and t such that µ({MT w > c ·
w∗(t)}) > 0, that
1
t
∫ t
0
w∗(y)dy ≤ (kc− k + 1)w∗(t). (3.6)
If t is such that µ({MT w > cw
∗(t)}) = 0 then obviously MT w(x) ≤ cw
∗(t), for almost
all x ∈ X, so since T differentiates L1(X,µ): w(y) ≤ cw∗(t) for almost all y ∈ X. This
obviously give (3.6) since c ≤ kc− k + 1.
Additionally if w is in general an A1-weight with respect to T , then an approxima-
tion argument by T -simple A1-weights gives the result for w.
More precisely one can easily see, that if w is a A1 weight with respect to T ,
with A1-constant
[
w
]T
1
= c then there exist a sequence of T -simple functions (wn)n
increasing as n increases, and such that wn ≤ w and
[
w
]T
1
= cn ≤ c with wn → w
and cn → c as n → +∞.
In order to finish the proof of Theorem 2 we just need to prove the sharpness of the
result. We do it right now:
Fix k ≥ 2. We suppose that we are given a tree T of homogeneity k, and consider
T(2). Then
T(2) = {P1, . . . , Pk, Pk+1, . . . , P2k, . . . , Pk2−k+1, . . . , Pk2} where
T(1) =
{ k⋃
i=1
Pi,
2k⋃
i=k+1
Pi, . . . ,
k2⋃
i=k2−k+1
Pi
}
= {I1, I2, . . . , Ik}.
We have that µ(Pi) =
1
k2
, ∀ i.
Suppose δ > 0 be such that δ < 1
k2
, and consider for any such δ a set Aδ of measure
µ(Aδ) = δ such that Aδ ⊆ P1 ((X,µ) is non atomic). Let c ≥ 1 and α, ǫ < 0. Let
ϕ = ϕδ be the function defined as follows:
ϕ/Aδ := α
ϕ/I1 rAδ := ǫ
ϕ/Pk+1 := α, ϕ/I2 r Pk+1 := ǫ
ϕ/P2k+1 := α, ϕ/I3 r P2k+1 := ǫ
· · ·
ϕ/Pk2−k+1 := α, ϕ/Ik r Pk2−k+1 := ǫ
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It is easy to see that ϕ = ϕδ is a A1 weight with A1 constant
cδ =
[
w
]T
1
=
AvI1(ϕ)
ǫ
=
k
ǫ
∫
I
ϕdµ =
k
ǫ
[
aδ +
(
1
k
− δ
)
ǫ
]
.
Then cδ → c, as δ → 1/k
2− iff: α, ǫ are chosen such that kc − k + 1 = αǫ . (Given
k, c). Let us choose α, ǫ be such as mentioned just before, with ǫ < α.
Then ϕ∗δ(1/k) = ǫ, so ϕ
∗
δ(1/k)(kc − k + 1) = α, while k
∫ 1/k
0 ϕ
∗
δ(y)dy tends to α,
while δ → 1/k2
−
.
By this we end the proof of Theorem 2. 
Theorem 1 of Section 1 is an immediate Corollary of Theorem 2.
Additionally the following are consequences of Theorem 2.
Corollary 1. Let w be an A1 weight with respect to the tree T of homogeneity (k ≥ 2)
on (X,µ) with
[
w
]T
1
= c. Then if one considers ((0, 1], | · |) equipped with the usual
k-adic tree Tk, where | · | is the Lesbesgue measure on (0, 1]. Then
[
w∗
]Tk
1
≤ kc− k + 1
and this result is sharp.
Proof. Obvious, according to the function ϕδ constructed at the end of Theo-
rem 2. 
Corollary 2. Let w be A1-weight on R
n as described in Section 1. Then w∗ : (0,+∞) →
R+ has the following property:
1
t
∫ t
0
w∗(y)dy ≤ (kc− k + 1)w∗(t), for every t ∈ (0,+∞)
and the last inequality is sharp. 
Proof. We expand Rn as a union of an increasing sequence (Qj)j of dyadic cubes, and
use Theorem 2 in any of these. 
References
[1] B. Bojarski, C. Sbordone and I. Wik, The Muckenhoupt Class A1(R), Studia Math.
101 (2) (1992) 155-163.
[2] R. Coifman and C. Fefferman, Weighted norm inequalities for maximal functions
and singular integrals, Studia Math. 51 (1974) 241-250.
[3] F. W. Gehring, The Lp integrability of the partial derivatives of a quasiconformal
mapping, Acta Math. 130 (1973) 265-277.
8
[4] J. Kinnunen, Sharp results on reverse Ho¨lder inequalities, Ann. Acad. Sci. Fenn.
Ser A I Math. Diss 95 (1994) 1-34.
[5] J. Kinunnen, A stability result on Muckenhoupt weights, Publ. Math. 42 (1998)
153-163.
[6] A. Melas, A sharp Lp inequality for dyadic A1 weights in R
n, Bull. London Math.
Soc. 37 (2005) 919-926.
[7] A. Melas, The Bellman functions of dyadic-like maximal operators and related
inequalities, Adv. in Math. 192 (2005) 310-340.
[8] B. Muckenhoupt, Weighted norm inequalities for the Hardy-Littlewood maximal
function. Trans. Amer. Math. Soc. 165 (1972) 207-226.
Eleftherios Nikolidakis
Department of Mathematics
University of Crete,
Heraclion 71409,
Crete, Greece
E-mail address: lefteris@math.uoc.gr
9
