, "Multiorgan segmentation using distance-aware adversarial networks," J. Med. Imag. 6(1), 014001 (2019), doi: 10.1117/1.JMI.6.1.014001. Abstract. Segmentation of organs at risk (OAR) in computed tomography (CT) is of vital importance in radiotherapy treatment. This task is time consuming and for some organs, it is very challenging due to low-intensity contrast in CT. We propose a framework to perform the automatic segmentation of multiple OAR: esophagus, heart, trachea, and aorta. Different from previous works using deep learning techniques, we make use of global localization information, based on an original distance map that yields not only the localization of each organ, but also the spatial relationship between them. Instead of segmenting directly the organs, we first generate the localization map by minimizing a reconstruction error within an adversarial framework. This map that includes localization information of all organs is then used to guide the segmentation task in a fully convolutional setting. Experimental results show encouraging performance on CT scans of 60 patients totaling 11,084 slices in comparison with other state-of-the-art methods.
Multiorgan segmentation using distance-aware adversarial networks Roger Computed tomography (CT) is the standard imaging technique used in radiotherapy, a treatment of choice for cancer. The first step for radiotherapy is to identify the target volumes to be treated and the healthy organs to be protected, which are called organs at risk (OAR) . In this paper, we focus on the segmentation of thoracic OAR, namely the aorta, heart, trachea, and esophagus, in CT images. As manual segmentation of the OAR is a tedious task and prone to expert variability, automated segmentation would be particularly valuable. These organs have variable shape and size as shown in Fig. 1 ; in particular, the esophagus is hardly visible. In the following related works section, we will focus on machine learning approaches that, different from purely image-driven methods, make use of external knowledge such as labeled data to guide the segmentation. This has shown to be efficient in noisy or low-contrast environments, as is the case in our application.
Related Works in Medical Image Segmentation
Conventional machine learning algorithms have shown some success in image segmentation. For example in Ref. 1 , the authors proposed a patch-based framework with a autocontext model 2 to segment infant brains in MRI images. The association of three-dimensional (3-D) Haar features and random forests allowed obtaining good results. Organ localization is another task, where machine learning algorithms have been applied successfully. The task consists in automatically determining a bounding box of around a particular organ. As an example, in Ref. 3 , organ localization in CT scans was performed using regression forests (as opposed to the standard classification random forest). More specifically, a multiclass regression forest was trained to produce six-dimensional probability distributions representing the 3-D bounding boxes of the organs. Moreover, although good performance has been obtained using some of those methods, the results are usually highly dependent on the quality of the registration process and the features representation, and in some cases on both.
Deep learning architectures have outperformed traditional methods and achieved the state of the art in different imaging tasks, such as classification 4, 5 and localization. 6 A big advantage of this framework is that the network is able to learn the feature representation automatically from raw images and as such, it avoids the need of engineering complicated features. In classification tasks, for example, the usual framework used is called convolutional neural networks (CNN), which is a succession of several layers conformed by convolutions, a nonlinearity function (like rectified linear units) and pooling operations. The last layers are typically fully connected as in the multilayer perceptron. The output of these networks is a score for each of the classes available in the training set. On the other hand, for semantic segmentation problems, it is required to have one score for each pixel in the image, and although some works have used a classifier for labeling each pixel using a patch as input, 7 it is very expensive computationally due to the large amount of redundant operations (since the patches will be overlapped). Recently in Ref. 8 , the authors proposed an architecture called fully convolutional networks (FCN) in which they remove the fully connected layers and change them by convolutional operations, resulting in a network totally composed by convolutions and an architecture that is well suited for semantic segmentation problems as it can produce dense outputs and not only one score per input. FCN have shown great success in semantic segmentation 8 and it improved the state of the art as its first appearance.
In the case of medical imaging, several works have adopted deep learning techniques to perform segmentation tasks. Some of them have proposed to use CNNs like in Ref. 9 , where a network is trained to take CT patches of a given size as input, and predict whether the central voxel belongs to a lung nodule or not. Similarly, segmentation of OAR has also been treated using CNNs; in Ref. 10 , a network is designed to perform the segmentation of several organs in head and neck scans. Still, FCNs remain the most commonly used framework to obtain segmentation maps in medical images. Typically, the network is trained in a patch-to-patch fashion; that is, the output is a segmentation map of the same size of the input. During inference (at testing time), the output patches are stitched together using some fusion method in the overlapping areas where the most common way is majority voting. In the case of MRI images, this framework has been extensively used in brain tissue 11 and brain lesion segmentation. 12 In CT scans, several works have used FCNs to segment organs, such as the liver, 13 esophagus, 14 and even target volumes (tumors). 15 Some specific FCN architectures have shown improved performance on segmentation tasks over others. Notably the U-Net 16 presented an architecture that is able to obtain state-of-the-art performance in the segmentation of neuronal structures in electron microscopic stacks. The architecture is based on the idea of skip connections, first presented in Ref. 8 , where the features of shallow layers are combined with the features of deep layers providing a mechanism to overcome the loss of resolution due to the use of pooling operation in deep convolutional networks. As its first appearance, the architecture has been extensively used and has shown top performance in different delineation tasks like pelvic organs in MRI, 17 abdominal organs in CT scans 18 and it can almost be said that it has become the default architecture for segmentation in medical imaging.
Our Proposal
During training, FCNs and variants are typically fed with pairs of images and their associated ground-truth (GT) labels, which in the case of huge datasets, gives cutting edge performance. On the other hand, in medical imaging applications where labeled data can be very expensive to obtain, end-to-end trained, regular architectures may not be enough for the task at hand. To compensate for the low availability of training data, one has to either complexify the learning architecture and/or add external knowledge. In this paper, we present a deep learning-based framework for the automatic segmentation of OARs, based on an FCN network with skip connections, which is enhanced through several procedures. Our approach is motivated by the observation that radiotherapists manually segment the organs based on not only the intensity information, but also the anatomical knowledge they have, e.g., the proximity between organs. The first idea is to learn not only the organ boundaries, but also some localization information: for this, we propose a network that is able to generate the global localization information, represented as a signed distance map. The second idea is to use the generated information as prior spatial context information in an FCN to perform the final segmentation. We show that the performance of the proposed framework is bounded to the quality of the generated localization information for which we show that that an adversarial framework 19 can improve its quality boosting the performance in the final segmentation task.
Methods
In the following, we first recall the FCN principle. We explain how to change the loss function when distance maps are considered, and show what questions are raised for multiclass distance maps generation. We then expose the principle of the adversarial networks to produce those maps, and finally, we present our proposed framework.
Fully Convolutional Networks for Image Segmentation
FCNs are a neural network architecture, which is composed totally of convolution operations (unlike CNN that have fully connected layers), which are well suited for dense prediction tasks and are currently the state of the art in many segmentation problems. For medical images, FCN with skip connections is currently the state of the art. 16 In the following, for sake of readability, we will refer to the FCN with skip connections simply as "FCN." Typically they are trained to minimize the cross entropy between the distribution estimated by the network QðŷjxÞ and the GT distribution PðyjxÞ, where y represents the distribution over labels and it is conditioned on the input image x. It can be shown that minimizing this cross entropy is equivalent to minimize the Kullback-Leibler (KL) divergence between the two distributions. On the other hand, some recent works in medical image segmentation have shown that optimizing a Dice loss function instead of the standard cross entropy loss can lead to a boost in performance 20 in binary segmentation problems as the cross entropy can easily be biased toward the class with greater number of pixels, whereas the Dice loss has an inbuilt normalization. The Dice loss is a soft approximation of the Dice score, which computes the intersection over union ratio of two binary segmentations. The soft approximation is necessary to make the loss function differentiable and instead of using binary values for the output of the network, we use the probability maps:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 1 ; 6 3 ; 5 9 8
where N is the total number of pixels in the image, p i is the probability of voxel i of being foreground, and g i is the GT binary value (1 foreground and 0 background) and the minus is used as we use gradient descent for optimization. We can extend the Dice loss to multiclass problems by computing the loss for each organ and adding them up. For an M-class problem, the Dice loss between the probability maps given by the network P and the GT maps G is defined as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 2 ; 6 3 ; 4 6 5 L dice ðP; GÞ ¼ −2
where N is the total number of pixels in the image, p i;j is the probability of voxel i of being of class j, g i;j is a binary number equal to 1 if voxel i is of class j, and otherwise is equal to 0. In other words, g i;j is a one hot representation of the GT. Note that the summation is done across organs without taking into account explicitly the background. It is worth to mention that Eq. (2) could also lead to class imbalance issues. One solution is to add weight parameters that would penalize more errors in smaller organs as shown in Eq. (3), where w j is the weight for class j. However, in our experiment we did not find these issues and decided to use Eq. (2) instead because it would decrease the number of hyper parameters of the system: E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 3 ; 6 3 ; 2 7 1 L dice ðP; GÞ ¼ −2
Segmentation as a Regression Task
Instead of representing the label information as one hot vectors, other representations may be more valuable, such as signed distance maps. This representation adds more specific information, such as if the pixel is in the border, which can be particularly important for segmenting foreground adjacent objects. In this case, the GT distance map is computed by assigning to every position the minimum distance (Euclidean in our case) between the position itself and all contour points of the object to segment. By convention, the distance inside an object is chosen to be negative, while outside is positive. In this case, the problem of segmenting objects is treated as a regression task. In particular, a system can be trained to produce distance maps by optimizing its parameters to minimize the difference between its output and the GT distance map. The loss function L dmap in this case can be defined as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 4 ; 3 2 6 ; 7 0 8
where y is the ground-truth distance map, generated from the binary mask B with y ¼ distmapðBÞ, and GðXÞ is the generated distance map from the source image X by a generator network G. After training, one can generate a label map by thresholding the generated distance map at a small value, in theory 0. This approach has proved to work well for the segmentation of small foreground objects that can be very close to each other, as in the extraction of buildings from satellite imagery. 21 Although this approach has been proposed for binary segmentation tasks, it is not clear how to extend the representation to a multiclass setting. Our proposal to handle multiclass distance maps is presented in the following sections.
Multiclass Distance Map as Context Information
In this case, one has M different objects to be segmented in the image. For each object, the GT binary mask B i is available. One possibility to handle multiclass distance maps would be to generate one map for each class independently and add the losses by extending Eq. (4) to E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 5 ; 3 2 6 ; 4 4 8
where y i is the ground-truth distance maps, generated from the binary masks B i , and GðXÞ i is the M generated maps from the source image X. However, this model might not be rich enough to take into account context information as the maps would be computed independently, potentially producing uncorrelated outputs.
The spatial information and the relative position of organs are of vital importance for the segmentation, even for human experts performing the task manually. Thus, our proposal is to learn a global prior spatial information that roughly tells the network the relative position of organs. We define this prior global information as a distance map for all the organs; that is, we define a global organ as the union of all the organs and compute a distance map to it: E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 6 ; 3 2 6 ; 2 4 4
Then, the loss of Eq. (4) can be rewritten as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 7 ; 3 2 6 ; 1 8 3
where y global is the distance map obtained from the binary mask B global . In Fig. 2 , we show the distance map on the left obtained from its corresponding GT label map on the right. Before explaining our architecture proposal for multiclass segmentation with a global distance map, let us recall the state of the art for image generation tasks.
Generative adversarial networks
Generative adversarial networks (GANs) 19 are currently the state of the art in imaging generation tasks. 22, 23 They are typically used in an unsupervised setting for generative models, where the objective is to produce new images from a distribution of data. It has been used in super-resolution tasks, 23 image completion, 24 and has obtained great attention from the machine learning community. This framework consists of two competing networks such as a discriminator D and a generator G. D is typically a CNN trained to distinguish between real and fake (generated) images, while G is an FCN that is trained to produce realistic images that will try to confuse D. More concretely, the discriminator network D is a CNN that estimates the probability of the input image being drawn from the distribution of real images. That is, D can classify an input image as real or generated. The networks are trained in an alternating fashion, and the idea is that G will generate images that are indistinguishable from those sampled from the real distribution even by a complex discriminator D. In the classical GAN, G takes as input a random vector (typically a sample from a normal distribution) to generate an image. However, a conditional GAN framework 25 can take as input other kind of information to generate images conditioned on the input X. Formally, the loss function for D can be defined as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 8 ;
where X is the input image to condition on, Y is the corresponding target image, GðXÞ is the generated images conditioned on X, and Dð·Þ computes the probability of its input to be real. L BCE represents the binary cross entropy and it is defined as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 9 ; 6 3 ; 2 3 7 L BCE ðP; PÞ ¼ −
where P represents the label of the input data and takes its values in {0, 1} (i.e., 0 for the generated image and 1 for the real target data), andP is the predicted probability in [0, 1] that the discriminator assigns to the input of being drawn from the distribution of target images.
On the other hand, the loss term used to train G is defined in a way that tries to generate images that are able to "fool" D:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 0 ; 6 3 ; 1 1 8 L ADV ðXÞ ¼ L BCE fD½GðXÞ; 1g: (10) Note that GAN has been proposed in a patch-based setting called PatchGAN, 26 with the advantage of having a discriminator that is fully convolutional, making it possible to work with images of arbitrary size while requiring less parameters. In this case, instead of assigning a single value for the whole image, the discriminator assigns one value for every patch of a particular size of the image. To do so, it suffices to use a FCN instead of a CNN, and the loss function [Eq. (8)] is computed for every position in the output and then averaged.
Generating distance maps with generative adversarial networks
One can then think of a supervised framework, where the input is X a gray-level CT image and the corresponding GT Y is a distance map. In that way, G would be trained to generate distance maps GðXÞ conditioned on the input, which is similar to Y enough to confuse the discriminator. The classical reconstruction loss [L2-loss, for example, in Eq. (4)] could be added to the total loss, trying improve the performance in a completely supervised fashion:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 1 ; 3 2 6 ; 3 6 6
where λ is a weighting parameter that defines the trade-off between the reconstruction loss and the adversarial loss.
Image segmentation using distance-aware adversarial networks
To segment the organs with the help of the distance map, we train a classification FCN using [Eq. (2)], which takes as input not only the input CT image, but also the generated global distance map. The idea is that the network will learn to use the global prior information along with the local CT intensities to improve the performance on the segmentation task. In total, we propose a two-stage framework as shown in Fig. 3: we first generate the prior global distance map, using an adversarial network, be it GAN or PatchGAN. Then the global distance map is used in a second FCNbased network, to generate the segmentation maps. The framework includes two generators such as the distance map generator and the segmentation generator, which are both based on the same architecture: an FCN with skip connections that are currently the state of the art in segmentation tasks. 16, 27, 28 The only difference between the distance map generator (Dist. Map Generator) and the segmentation generator network is the number of feature maps in the last layer: there is one feature map corresponding to the global distance map for the distance map network, and five probability maps corresponding to the four organs and the background, for the segmentation network. The details of the networks G (generative) are shown in Fig. 4 , where the numbers indicate the number of feature maps at each layer.
The discriminative network D used in the adversarial part of the distance map generator is shown in Fig. 5 . D is a simple FCN as used in the PatchGAN framework. 26 The generator networks use 3 × 3 kernel with unit stride, whereas the discriminator uses 4 × 4 kernels with stride of 2; in this way, the resolution of the feature maps is decreased by two at each layer. This in turns augment the receptive field while reducing the size of the feature maps.
Note that the distance map generator is trained with GT distance maps, one question that arises is whether to train the segmentation generator with the GT distance maps or the generated distance maps of the first network. We will investigate this question in the experimental section.
Experiments and Results

Dataset and Preprocessing
CT images (with or without IV contrast) were retrieved from the medical records of 60 patients with nonsmall cell lung cancer referred for curative-intent radiotherapy. On each CT scan, the OARs were delineated by an experienced radiation oncologist. The CT scans have 512 × 512 × ð150 to 284Þ voxels with resolutions in x and y in the range of 0.90 to 1.37 mm and in z in the range of 2 to 3.7 mm; the most frequent resolution is 0.98 × 0.98 × 2.5 mm 3 . The intensities in each scan are normalized to have zero mean and unit variance. Dice metric against manually drawn contours is provided in the experiments, using threefold cross validation; that means that the system was trained with 40 patients and evaluated on 20 patients at each fold constructed randomly. Parameter λ in Eq. (11) is set empirically to 0.5.
Assessing Adversarial Individual Distance Maps
We first start by assessing the segmentation based on the generation of individual distance maps of the organs. We compare different ways to generate the distance maps: using a purely generative network (the FCN generator shown in Fig. 4) , using a GAN with a classical discriminator, or using a PatchGAN. The generator network is trained using Eq. (11) as loss function. After they are generated, individual distance maps are thresholded, to obtain the organ contours (in practice, the generated distance maps tend to be noisy and we found that typically the areas around the borders of the organs had a small positive distance value instead of zero, thus found a threshold of 1 to work better in practice than the theoretical 0). Results are shown in Table 1 , where dmap + FCN represents the results obtained using only the generator (FCN) without any adversarial term, dmap + GAN refers to the usage of the classical discriminator, and dmap + PatchGAN refers to the use of the PatchGAN discriminator. The results are not particularly good due to independence between organs and the treatment of an intrinsic classification problem (semantic segmentation) as a regression task. This highlights the need for a global distance map, which would gather and consider all organs at once. We found the training of the classical discriminator of the GAN to be rather unstable, whereas the PatchGAN network was more stable, surpassing the regular discriminator results. In the remainder of the experiments, the discriminative network will be the PatchGAN.
Qualitative Assessment of Global Distance Maps
In this subsection, we show some qualitative results of the global distance map, which is generated by the first-generator network (Fig. 6 ). Again, we compare an FCN-based generator without adversarial network, to PatchGAN. The first column shows the distance map obtained by training the FCN generator without any adversarial term, i.e., using only Eq. (4). The second column shows the distance maps obtained using the PatchGAN adversarial framework, i.e., using Eq. (11) . Finally, third column shows the distance map obtained from the segmentation GT: we can see that despite some errors, the adversarial framework presents perceptually better results than the FCN. However, both generators will be considered for quantitative assessment of segmentation. Having these global distance maps, one can now train the segmentation generator using Eq. (2), where the input X is the concatenation of the CT image with distance maps along the channel dimension. We first consider training the segmentation network with GT distance maps, and then training the segmentation network with generated distance maps.
Training the Segmentation Generator with Ground-Truth Distance Maps
The segmentation network is trained with GT distance maps. At testing time, we evaluate both the distance maps obtained by the regular FCN (FCN prior), and the ones obtained by the adversarial framework (PatchGAN prior). The results are shown in Table 2 , where we also present the performance obtained using the GT distance maps (first column). This case is of course not relevant for real usage as the GT information is unavailable at testing time; it just provides an upper-bound for the system. In accordance with the qualitative results presented just above, the PatchGAN-based prior outperforms the regular, FCN-based distance map prior in all organs except for the heart, for which roughly the accuracy is similar. In the following, we will use, at testing time, the PatchGAN prior. An issue that arises is that as the segmentation network was trained using GT distance map, at testing time it is not expecting noisy inputs as the ones generated by the distance map generator. Thus, training the segmentation network with the outputs of the first network will not only help the network to learn how to use the global prior information, but also it will make it robust against errors committed in the first stage.
Training the Segmentation Generator with Generated Distance Maps
Now the segmentation network is fed at training time with generated distance maps, output from the first network. In addition, we compare with segmentation results obtained by training the network with distance maps generated by a nonadversarial network and also a regular FCN segmentation network, not making use of prior information (columns "regular FCN" and "FCN + GAN"), its combination with an adversarial framework (FCN + GAN) as have been used in other works. 29, 30 In this case, the generator is trained using the same loss function shown in Eq. (11), but exchanging L dmap by L dice is defined in Eq. (2). It is important to note that the label information in this case has to be in a one-hot encoding to be able to compute the different terms in the loss functions. Results are shown in Table 3 and some qualitative results are shown in Fig. 7 . When considering the segmentation networks trained without distance maps (two first columns of Table 3 ), we note that the FCN + GAN approach boosts the performance of the basic FCN; however, we found the training of the FCN + GAN to be rather unstable. Regarding the proposed approach, the results show that (i) the global distance map prior boosts the performance in all the organs except in the trachea (slightly lower); we believe that this lack of improvement is due to its dark intensity that can be confused by background information, specially close to the body; (ii) we can now conclude that the segmentation network should be trained with distance maps generated from the first network, and not GT; (iii) the prior information generated by the adversarial framework (PatchGAN) is better not only perceptually, but also more effective in guiding the segmentation network than using GT distance maps, at no additional labeling cost. If we perform a paired two tailed T-test between the Dice results of the proposed framework (PatchGAN dmaps) and the basic FCN (regular FCN), we find the following p-values: 0.01 for the esophagus, 0.03 for the heart, 0.74 for the trachea, and 0.30 for the aorta. By comparing the p-value with the usual threshold of 0.05, the tests suggest that the improvement of the proposed architecture over the basic FCN on the segmentation of the esophagus and the heart is statistically significant. When comparing PatchGAN dmaps and FCN dmaps, all pvalues are superior to 0.05; we obtain 0.19 for the esophagus, 0.57 for the heart, 0.48 for the trachea, and 0.44 for the aorta. In this case, the null hypothesis cannot be rejected. Note that the sample size is rather low and a dataset with a larger sample size should be used to state any significant difference.
Experiments on a Public Dataset
With the objective of evaluating the generalization capabilities of our framework, we performed experiments on a public dataset that is part of an online challenge. This competition was organized by the American Association of Physicists in Medicine (AAPM) in a live challenge that took place at the AAPM Annual Meeting, in Denver, Colorado, in August 2017. 31, 32 The dataset can be found in the website. 31 After the live challenge, submissions are still possible, allowing the evaluation of different algorithms. The challenge consists in the segmentation of five OARs in thoracic CT scans: esophagus, heart, spinal cord, left, and right lung. In Fig. 8 , we show a slice with the manual segmentation of these OAR and two different views of the associated 3-D rendering. Annotated scans of 30 patients are available as a training set, whereas the test set includes the scans of 12 patients for which the manual annotation is not available; that means that the evaluation is performed on the challenge website.
Results
We performed three experiments showing the effects of our methodology. First, we trained the simple FCN (segmentation map generator in Fig. 4 ) with the only difference being that the number of channels in the last layer is now 6, representing the five OAR and the background. The data used for training are the 30 patients provided by the challenge and the test set are the 12 subjects evaluated on the AAPM system. We then trained our proposed framework (Fig. 3 ) with distance maps generated by a regular FCN and by an adversarial framework (FCN dmaps and PatchGAN dmaps, respectively).
From the results shown in Table 4 , we can see that the use of prior distance maps does not provide a significant improvement in the lungs and the spinal cord, which have clear contrast in the scan and are thus relatively easy to segment. All methods provide roughly the same Dice metric. On the other hand, the performance of the organs that are more difficult to segment has been improved by the use of the prior context information. This is the case for the heart and the esophagus, whose performances both show a significant improvement: in particular, the p-values obtained after performing a two-tailed T-test for the esophagus are 0.38 for the FCN dmaps and 0.05 for the PatchGAN dmaps, when comparing with the regular FCN. For the heart, the p-values are 3.76e −5 and 4.03e −6 . Finally, regarding the use of regular distance maps or adversarial distance maps, only the esophagus showed a significant improvement; this suggest that the quality of the context information has a bigger impact in more difficult organs.
Specific evaluation criteria of the American
Association of Physicists in Medicine challenge and ranking
In addition to the Dice index, the AAPM challenge offers two additional metrics upon the submission of the results to the challenge website. First, the mean surface distance (MSD) measures the average distance of two contours. It is based on the directed average Hausdorff measure, which is the average distance of a point in a contour X to its closest point in a contour Y, which is defined as 
However, as this metric is not symmetric, the undirected average Hausdorff measure that is the average of the two directed average Hausdorff measures is used:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 3 ; 3 2 6 ; 5 2 2 d avg ðX; YÞ ¼d avg ðX; YÞ þd avg ðY; XÞ 2 :
Second, the directed percent Hausdorff (DPH) measure is also used. For a percentile r, it is defined as the r'th percentile distance over all distances from points in X to their closest point in Y:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 4 ; 3 2 6 ; 4 3 8d
where K r denotes the r'th percentile. Similarly, the average measure is used:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 5 ; 3 2 6 ; 3 7 7 d H;r ðX; YÞ ¼d H;r ðX; YÞ þd H;r ðY; XÞ 2 :
The final normalized score accounts for interobserver variability. In particular, three cases were contoured by multiple observers, and the mean scores of these observers are used as a reference score R against which the submitted contours are compared. For any organ, a perfect value (Dice = 1, MSD = DPH = 0) is defined to have a score of 100. A value equivalent to the average interobserver reference R is given a score of 50. Finally, a score of 0 is given to any result that is below the reference by more than the distance between the perfect score and the reference:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 6 ; 3 2 6 ; 2 2 2
where T is the contour measure (Dice, MSD, or DPH), P is the perfect measure, and R is the interobserver reference measure.
The normalized scores for all organs, measure, and test cases, are averaged to give a final score. Using this evaluation metric, the scores obtained for the basic FCN, FCN dmaps, and PatchGAN dmaps are 40.73, 48.08, and 48.15, respectively. These global scores show a similar trend to the one presented in Table 4 , where the use of prior distance maps gives an improvement over the basic FCN and a small performance is gained when using the adversarial distance maps. In this section, we compare the performance of the proposed method to the scores obtained by the seven methods that participated to the challenge. 32 These methods reflect the state of the art in medical image segmentation in anatomical imaging, as five of them are based on CNN, and two of them are based on multiatlas registration and label fusion. One can note the absence of shape-based methods. Many of the CNN-based methods are based on the U-Net architecture, 16 similar to the FCN with skip connections, which is used in this paper. These methods also proceed in a multiscale approach, producing an initial coarse segmentation result, refined in a second step. Differences between the methods include the specific architecture design, the training fashion (from scratch versus finetuned), and pre-and postprocessing. As underlined in Ref. 32 , distinct analysis of the influence of the network architecture or the training is not possible from the results of the challenge, as both parameters vary together for each participating method. The scores computed as in Eq. (16) and reported in Fig. 9 show that the three top performing methods are CNNbased methods. The proposed method, based on PatchGAN and distance map (diamond on the far right), ranks fourth.
Individual Dice scores for each organ are shown in Fig. 10 : one can see that our method obtained the best result for the esophagus, a long and narrow structure difficult to segment, as underlined in the introduction.
Conclusions
We presented a framework for the segmentation of four OAR in thoracic CT images: esophagus, heart, trachea, and aorta. It uses state-of-the-art FCN and exploits global localization clues that are used as additional prior information. This additional information is obtained by training a distance map generator network that uses adversarial training to improve the results. We presented several experimental results comparing the distance maps obtained with and without adversarial training, results comparing different variations in our discriminator network; namely regular GAN and PatchGAN, and also showed how this global distance information helps the segmentation network to obtain more accurate results. All the experimental results led to the design choices of our proposed framework, which is able to outperform the FCN in all organs, except the trachea for which similar results are obtained. Finally, although our framework was trained in two steps; one for the localization information and one for the segmentation network, the system is fully differentiable and could in principle be trained in an end-to-end fashion. However, memory requirements become an issue and additional research must be done to reduce the size of the system. Room for improvement is left especially regarding the segmentation of the esophagus. In particular, we used euclidean distance when computing the localization information due to its simplicity; however, this distance has the disadvantage of treating each direction equally without taking into account image information. An option to explore is to find better representation for the localization such as geodesic distances that have been used in different settings in medical image analysis. 33, 34 We have also evaluated our proposed framework on a public dataset, where the objective is to segment other OAR in thoracic CT scans. The results suggest that the usage of prior distance information can be valuable in particular for more challenging organs, such as the heart and esophagus. This is opposed to more simple to segment organs with good contrast like the lungs or the spinal cord. On the other hand, it is important to notice that we used the exact same architecture that we designed for our own dataset with the only difference being the number of classes. One could expect to have an improvement by designing a different architecture.
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