Abstract Individual-based studies allow quantification of phenotypic plasticity in behavioural, life-history and other labile traits. The study of phenotypic plasticity in the wild can shed new light on the ultimate objectives (1) whether plasticity itself can evolve or is constrained by its genetic architecture, and (2) whether plasticity is associated to other traits, including fitness (selection). I describe the main statistical approach for how repeated records of individuals and a description of the environment (E) allow quantification of variation in plasticity across individuals (IxE) and genotypes (GxE) in wild populations. Based on a literature review of life-history and behavioural studies on plasticity in the wild, I discuss the present state of the two objectives listed above. Few studies have quantified GxE of labile traits in wild populations, and it is likely that power to detect statistically significant GxE is lacking. Apart from the issue of whether it is heritable, plasticity tends to correlate with average trait expression (not fully supported by the few genetic estimates available) and may thus be evolutionary constrained in this way. Individual-specific estimates of plasticity tend to be related to other traits of the individual (including fitness), but these analyses may be anti-conservative because they predominantly concern stats-on-stats. Despite the increased interest in plasticity in wild populations, the putative lack of power to detect GxE in such populations hinders achieving general insights. I discuss possible steps to invigorate the field by moving away from simply testing for presence of GxE to analyses that 'scale up' to population level processes and by the development of new behavioural theory to identify quantitative genetic parameters which can be estimated [Current Zoology 58 (4): 2013].
Introduction
Phenotypic plasticity is a rather loosely used term describing the phenomenon where the measures of a trait change when considered across an environmental gradient. In general, a trait can be phenotypic plastic on three different levels; (1) the population level, (2) individual level and (3) genetic level (Fig. 1 ). Population-level plasticity is found when the mean trait value varies across environments. For example, mean clutch size in the population may depend on ambient temperatures prior or during the reproductive season. Variation between these means can -in principle -be due to changes in the composition of the population across breeding seasons. To rule this out, one needs to describe the covariation between trait and environmental variable on the level of the individual. Here, phenotypic plasticity on the individual level concerns a within-individual trait-environment relationship (Przybylo et al., 2000) . Lastly, phenotypic plasticity on the genetic level concerns the potential of a genotype to alter its expression as a function of the environment (Via and Lande, 1985; Falconer and MacKay, 1996, Chevin et al., 2010) . This latter type of phenotypic plasticity is the focus of 'classic' work on plasticity, largely based on designs controlling both the structure of families (breeding design) and the environment (Scheiner, 1993) .
In the last decade, the concept of plasticity has entered the realm of evolutionary and behavioral ecologists working in wild populations. The main focus of this field is on so-called labile traits (Lynch and Walsh, 1998) , which are traits that are expressed repeatedly (and typically differently) during an individual's lifetime. Examples include phenological or life-history traits, such as the seasonal timing of migration, timing and the number of reproduction, but also many behavioral metrics, such as aggression, are typically labile traits. In addition, some morphometric traits are labile traits: Weaponry (e.g. antlers) may be grown each year in an individual's life, or the annual increase in size of certain structures can be considered as repeated expression of a trait (growth). The expression of a labile trait by an individual tends to vary when measured repeatedly. Often, such traits also tend to vary across some
Fig. 1 Schematic illustration of how phenotypic plasticity of a labile trait can be considered on different levels
Phenotypic plasticity concerns a change in the expression of a trait as a function of the environment. Plasticity may occur on the level of the population. For example, the annual mean trait values of all individuals in a population differ as a function of a description of the annual environment. For a labile trait, this plasticity may occur on the individual level, but the different individuals (illustrated by lines) could all show the same response and hence show no variation in plasticity (parallel lines, no IxE). Alternatively, the individuals differ in their plasticity (IxE is present). The presence of IxE does not necessarily means that the plasticity also occurs on the genetic level. This is because the individual level is an amalgamation of additive genetic effects (genotype lines) and non-heritable, so called permanent environmental effects (not drawn). Despite showing between-individual differences (with or without IxE), a trait may lack additive genetic variance V A (no variation between the genotype lines), or have a constant V A (variation in elevation of the genotype lines). Lastly, part of the IxE variation may have a heritable basis in which case there is GxE which can take different forms. Note that the variation in plasticity (IxE and GxE) can also take different forms than those drawn here, but not all options are presented for clarity.
environmental gradient. Many labile traits are interesting in evolutionary ecology, because they are often closely related to an individual's fitness (Roff, 1997) . By following identifiable individuals and studying labile trait expression through repeated measures on these individuals, one can quantify plasticity of ecologically important traits in response to environmental changes under environmental conditions which are relevant to the population.
The main objective in studying plasticity of labile traits in the wild is to understand (1) whether there is variance in phenotypic plasticity and (2) on what level the sources of such variance are (Fig. 1) . Individuals may all follow the population-level plasticity, or there may be variance in plasticity when individuals differ in their trait -environment relationships. The latter can be considered an Individual -Environment (IxE) interaction (Nussey et al., 2007) . Importantly, although each individual is a unique genotype, evidence of IxE per se does not constitute demonstration of Genotype -Environment interaction (GxE). This is because there are also non-heritable effects which may cause variation across individuals that is conserved across the repeated records of individuals. Examples include early ontogenetic effects due to rearing (maternal and natal effects), and differences in the local environmental quality experienced by the individuals during their lifetime (e.g. resource abundance in territory or home range). This non-heritable source of variance is termed the permanent environment (PE) (Lynch and Walsh 1998) , because it is permanently associated with an individual. Its effect on variation in plasticity can be abbreviated as PExE (Nussey et al., 2007) .
In this paper, I review the concepts of studying phenotypic plasticity in labile traits in the wild. In particular, I outline what are the ultimate interests for studying phenotypic plasticity in wild populations. I present briefly what is currently the main statistical technique of analysis of such traits. I then review the literature dealing with analyses of plasticity in wild populations. I put some emphasis on the technical aspects of the analyses as these are important for appreciating the comparison across studies. My main interest is to present a synthesis of where we presently stand in relation to the ultimate interests identified.
2 Why Study Phenotypic Plasticity in the Wild?
The bulk of work on phenotypic plasticity consists of studies making a comparison between families, clones or strains of organisms kept under standardized conditions (common garden) and exposed to typically one experimentally controlled variable environmental condition (e.g. low and high food supply). By comparison, wild populations provide "messy" information with unbalanced data, challenges in replication, and no control over the environment. Wild populations do, however, express their traits under ecologically relevant environmental conditions. Many of the traits studied are associated with an individual's fitness and changes in these traits thus have potential population dynamical consequences. The traits and the organisms studied are typi-cally not amenable for measuring in laboratory conditions. Hence, the study of phenotypic plasticity of labile traits in the wild provides researchers with insights in the evolutionary ecology regarding the sources and the maintenance of natural variation, which are complimentary and not easy to acquire when solely based on laboratory findings. At present, there are two main avenues of research in plasticity of labile traits in wild populations.
Firstly, when there is GxE, where the 'E' is an aspect of the environment which is changing, the heritability of the focal trait will change. The heritability will either increase or diminish; thus, the potential for adaptation in the population to a changing environment depends on the genetic architecture of GxE. The study of GxE in wild populations, which are experiencing variable environmental conditions, is therefore of value because understanding GxE in the existing conditions provides a prediction of the evolvability of populations when the environment changes, e.g. due to climate change. We currently largely lack insight into (1) whether GxE are commonplace in all systems or are restricted to only particular traits in particular taxa, and (2) what pattern of GxE we would expect under natural conditions. In general, additive genetic variance is thought to be constrained under poor environmental conditions (GebhartHenrich and van Noordwijk , 1991) . However, the "release" of additive genetic variance under favorable conditions may be masked by a similar or larger increase in non-heritable (residual) variance (Hoffmann and Merilä, 1999) . As a consequence, deriving predictions for how sub-optimal environmental conditions affect the proportion of phenotypic variance that is heritable (heritability) is problematic, as both higher and lower heritabilities have been estimated Parsons, 1991, Hoffmann and Merilä, 1999) . Studies in wild populations suggest that morphometric traits tend to have a higher heritability under favorable conditions, but for fitness related traits in wild populations, there is no strong evidence for any change (Charmantier and Garant, 2005 ). In addition, many empirical estimates of GxE in the wild (Charmantier and Garant, 2005) rely heavily on estimates obtained in sub-adults during early ontogeny. The relevance of such studies in addressing general patterns for extant populations experiencing large scale environmental change is possibly limited. There thus is clear scope for more empirical studies in wild populations to inform us whether and how GxE shape natural variation.
Secondly, the interest in phenotypic plasticity from behavioral ecologists largely stems from the concept of animal personality. Animal personality refers to the tendency of individuals to display consistency in various behavioral traits (Reale et al., 2007) . Often, a metric of a behavior is repeatable (Bell et al., 2009) . This repeatability is puzzling as, intuitively, individuals could increase their fitness if they would adjust their behavior facultatively in response to the environmental conditions they face (Krebs and Davis, 1978) . One line of research explains individual behavioral consistency from the perspective of constraints in the genetic architecture of phenotypic plasticity (Sih et al., 2004) : There would either be an absence of GxE or the pattern of GxE would be such that behavioral traits show high correlations between contextual environments. The above clarifies a number of lines of research that are based on evolutionary considerations of plasticity. For such considerations, two aspects of GxE are of importance.
(1) Is plasticity a trait that can evolve? Testing for the presence of GxE is of interest to an evolutionary ecologist because its presence demonstrates that variation in phenotypic plasticity is heritable, and thus has the potential to evolve (provided there is selection on it). Furthermore, a classic debate in the plasticity literature concerns whether plasticity can evolve independently from the mean trait (Via and Lande 1985) . Quantification of the genetic correlation between mean trait and plasticity allows evaluation of the extent to which independent evolution of plasticity is constrained. A strong genetic correlation between mean trait value and plasticity implies that there is little scope for evolution of plasticity independently of changes in the mean trait value.
(2) Is plasticity associated to other traits. This issue breaks down into two aspects.
Firstly, the potential of selection on plasticity: The study of labile traits in wild populations may allow insight into the fundamental question of whether natural selection acts on plasticity, and thereby elucidate the evolution of plasticity. Surprisingly, however, the vast bulk of classic studies documenting GxE, do not address or quantify selection on plasticity as noted by several authors (Hutchings, 1996; Brommer et al., 2003; Chevin et al., 2010; Reed et al., 2010; Hutchings, 2011) . The main exception is the seminal study by Weis and Gorman (1990) , who also identified the challenge one faces in translating expression of a non-labile trait of a genotype under several environmental conditions into fitness of the genotype's entire reaction norm describing all the environment-specific responses. A singular advantage of studying labile traits in the wild is that repeated measures of a labile trait made on a number of individuals simultaneously provides information on plasticity (within-individual trait -environment relationship) and allows direct quantification of an individual's fitness, all under naturally occurring environmental variation (Brommer et al., 2003) .
Second, viewing plasticity as a trait of interest and potentially related to other traits is attracting considerable attention in current behavioral ecology (Dingemanse and Wolf, 2013) . Here, the interest is, apart from selection, also on testing predictions stemming from formal game-theory (Morand-Ferron et al., 2011) . For example, Wolf et al. (2008) show that under broad conditions the Evolutionary Stable Strategy (ESS) in a patch choice game consists of a mixture of plastic and non-plastic individuals. Non-plastic individuals (which choose the patch at random) can never be outcompeted by plastic ones (which adjust their choice to the patch quality), because at higher population densities, strong competition between individuals in the high-quality patches will erase the net benefit of being choosy and random choice will have an equal pay-off. Interestingly, consistent behavioral differences between individuals (typically termed personality, Reale et al. 2007 ) can arise both within and across situations in case the cost of plasticity is reduced (or its benefit increased) during repeated trait expressions (Wolf et al. 2008) . Changes in the costs/ benefit of plasticity in a behavioral trait may be due to habituation (quicker response) or through learning (fewer errors). Another line of theorization argues that the pattern of plasticity of a trait arises as a consequence of differences between individuals in their management or perception of environmental uncertainty (Mathot et al., 2012) , and predicts a relationship between plasticity and other individual characteristics. Such theoretical foundations therefore urge viewing plasticity of an individual as a trait of interest and thus require arriving at a metric for individual plasticity and testing for its association to other traits.
3 How to Study Phenotypic Plasticityin the Wild A standard approach for describing plasticity is to consider the trait expression in a particular environment as a separate 'character state' (Via and Lande, 1985; Lynch and Walsh, 1998) . Thus, when comparing several such character states, the genetic variances and covariances (correlations) between the character states provide a description of GxE. This is a powerful framework, especially because it makes no assumptions of the pattern of (co)variances over the character states. It does, however, require estimation of what rapidly becomes a prohibitively large number of (co)variances as the covariance matrix for n character states contains 0.5*n(n+ 1) elements. Thus, recognizing ten separate environmental conditions requires estimation of 45 (co)variances, which is a data demanding exercise that is hard to achieve in wild populations. Alternative approaches view the focal performance trait as a function-valued (also called infinite-dimensional) trait. Its original development focused especially on estimation of the function describing how the trait's additive genetic (co)variances changes with age (Kirkpatrick and Heckman, 1989) . However, the approach can be used also for other covariates than age and can readily describe also individual-level plasticity (Schaeffer, 2004; Nussey et al., 2007) .
Although random regression requires estimation of fewer parameters than the character state approach, simulation studies of individual-level plasticity (IxE) underline that the approach still is data hungry. One rule of thumb is that a total of at least 1000 observations (of which a large proportion are replicate observations made on the same individuals) are needed to estimate the random regression parameters with precision, but many published studies do not reach this sample size van de Pol, 2012) . Power studies of random regression to describe GxE based on pedigrees typically found in wild populations are at present lacking, but it is likely that this requires substantial replicated observations across different family members. The function-value trait approach's main strength is that it requires only the estimation of the (co)variances in the parameters of the function used to capture the trait's (co)variances over the environmental covariate. When there are more than two character states, the functionvalue trait approach will require estimation of fewer parameters, often dramatically fewer, than the character-state approach. This, of course, is possible because the function-value trait approach is a simplification of the character-state approach, and assumes that a particular function or set of functions adequately describe the (co)variances across character states. If the assumed functions provide a poor fit to the real biological pattern then the models will be at best non-informative and at worst incorrect and misleading.
Autocorrelation functions are one class of functions which have been suggested as an appropriate way to describe the additive genetic covariances (Pletcher and Geyer, 1999) . These functions require estimation of only one or a few parameters, but have -to my knowledge -not been used in studies of natural populations.
The most widely applied function-value trait approach in wild population, and the focus of this review, is random regression (Henderson, 1982; Meyer, 1990; Kirkpatrick et al. , 1994; Schaeffer, 2004) . Random regression assumes that individual-specific or breeding values follow an x-order orthogonal polynomial function of the covariate. The random regression parameters estimated can be used to predict how the covariance structure varies within and among character states (Kirkpatrick et al., 1990; Meyer, 1990) . Several other function-value trait approaches exist, and this is a field of some activity (Stinchcombe et al., 2012) . Which approach is most appropriate will largely depend on the question and data in hand. The character-state approach is useful especially when there are only 2 or 3 environmental states, when the character-state approach will provide estimates which are easier to interpret and more assumption-free that estimates based on a function-valued approach. In addition, many function-valued trait studies could benefit from also running a character-state model based on discretizing their environmental covariate in 2 to 4 states. This would allow verification of the basic patterns found using the function-valued approach based on an approach which makes fewer assumptions. Auto-correlational structure could be considered as an interesting alternative whenever there is reason to assume that the individual-level or genetic covariance between environmental states can be a reasonable smooth function of the distance between these environmental states (e.g. when the crossing of the reaction norms is minimal).
Because random regression is the function-values trait approach that is most often used in the study of plasticity of labile traits in the wild, I here outline it briefly. The foundations of random regression are described in detail by e.g. Schaeffer (2004) . Details on how to implement the approach in specific software can be found in statistical textbooks; useful background for ecologists on the animal model is provided by and on modeling labile traits by Dingemanse and Dochtermann (2013) , which both provide example code for implementing random regression. My emphasis here is on considerations which are important in practical applications and which have not always been properly addressed.
The conceptual division displayed in Fig. 1 translates into a hierarchical modeling approach based on random regression of trait z for individual i as a function of its environment E is, on the phenotypic level described by , ,
which can be partitioned further into
where μ denotes the fixed-effect mean and E the environmental value fitted as a fixed effect and ε the residual error, which is here allowed to be specific for each value for E (heterogeneous residuals). Random-regression functions f ind (x, E), f a (x, E) and f pe (x, E) describe an orthogonal polynomial of order x on the level of the phenotype, additive genetic and permanent environment respectively. These are random effects modeling the difference to the fixed effect mean specific to each environmental value. For example, a first-order polynomial of the additive-genetic effect f a could for individual i represent the function a 0,i + a 1,i × E. When order x >1, the random-regression functions will estimate variances in ind y , a y , and pe y , (where y = 0 .. x) and all the covariances between these. Thus, we can reconsider the example of having ten separate environmental conditions requiring the estimation of 45 additive genetic (co)variances for the character-state approach. A polynomial function for the additive genetic effect would require estimating 3 (x = 1), 6 (x = 2), 10 (x = 3) etc. parameters, which is considerably fewer. Because there is some confusion in the literature on how eq. (1) should be fitted, I detail the approach outlined by Nussey et al. (2007) , and implemented e.g. by Brommer et al. (2008) . The first step is to construct the random-regression phenotypic model (RRPM, eq. 1a) of increasing order x, where the statistical model improvement of each higher order fitted is judged by a Likelihood Ratio Test when implementing eq.(1) in an Restricted Maximum Likelihood framework or using Deviance Information Criterion (DIC, Spiegelhalter et al. 2004 ) when using Bayesian implementation. It is assumed that the order after which further model improvement is not achieved anymore is sufficient in capturing the RRPM, thereby applying the principle of parsimony. However, it is not uncommon that higher-order terms simply cannot be fitted because of failure of models to converge properly. This means that a formal model comparison to higher order polynomials is not possible and that the final RRPM may present an over-simplification of the true biological pattern of covariances across the environmental gradient. Again, it is important to check the variances predicted by the most parsimonious random regression to the observed data, and to consider whether the results agree with approaches that make fewer assumptions. For example, an increase in the between-individual across an environmental gradient based on random regression should be found also when applying the character-state approach based on grouping the data in two or more character states.
Provided there is information on the relatedness across the individuals, a random-regression animal model (RRAM), described by eq. (1b), can then be constructed. The additive genetic covariances between the function values are estimated from information on the resemblance of population-wide relatives following animal model procedures (Lynch and Walsh, 1998) . Whereas fitting higher orders in the RRPM, as described above, will explain more of the phenotypic trait variance (by reducing the residual variance), the RRAM does not explain any additional residual variance. Instead, the RRAM should be understood as a further stepwise partitioning of each of the variances in the ind y parameters in the RRPM into variance in a y and pe y plus all the relevant covariances. Thus, for example, the stepwise partitioning of a final RRPM following the function ind 0 + ind 1 *E + ind 2 *E (i.e. I + IxE + I 2 xE) which estimates 3 variances and 3 covariances first considers the splitting of the variance in ind 0 into variances in a 0 and pe 0 (testing whether the trait is heritable). Provided the model improves, variance in ind 1 is then also partitioned into a variance in a 1 (and its covariance to a 0 ) and a variance in pe 1 , and so forth. Partitioning between-individual variance (I) into a genetic and permanent environmental variance (G + PE) and partitioning IxE variance into GxE and PExE variances ( Fig. 1 ) requires information on trait measurements on relatives exposed to various environmental conditions. In any wild population, there will be far more repeated records on individuals (needed to estimate I and IxE variances) than repeated records on relatives (needed to partition out the G from the I and the GxE from the IxE). Hence, the power of a function-value trait approach to describe IxE far exceeds the power to partition out the GxE. One challenge in using a function-valued trait approach as a simplification of the character state approach is that for estimates to have power, decent sample sizes, both in terms of observational 'subjects' (e.g. individuals, families) and in terms of replicated observations per subject. For IxE analyses, the requirements have been explored in some detail (van de Pol, 2012) , but for GxE analyses power will be specific to the family structure in the pedigree and thus population-specific. As far as I am aware, there currently is no straightforward approach to calculate power for estimating GxE.
Plasticity and Between-individual vs. Residual Variances
In the studies of plasticity of labile traits, the key aspect to appreciate is that a proper design and analysis recognizes that the variance in plasticity concerns the variance between individuals or genotypes in how trait value changes in response to an environmental covariate and separates this aspect from residual or within individual variance. To arrive at estimates of between-individual variance requires both replication (e.g. replicated observations per individual or family for multiple state values of the environmental covariate) and explicit analysis of the between-individual variance. It is not uncommon to find studies on plasticity which confuse variance in plasticity (between-individual variation in slope) with residual variance. For example, Ouyang et al. (2012) calculated as a measure of plasticity the difference in corticosterone titer between the two time periods for each individual based on one measure per individual per time period. This metric does not separate betweenindividual variation in plasticity across time periods from any residual (within-individual noise) variance. Hence, interpreting the difference between the two measures taken in each time period as plasticity necessarily assumes complete absence of residual variance, which is biologically unlikely. Indeed, in this example the corticosterone titer was not repeatable (Ouyang et al., 2012) , demonstrating that residual variance was high.
A function-value trait approach deals with modeling the between-individual variance over the environmental gradient. By extension, it is logical to also allow the residual variance to change over the environmental gradient. However, a typical assumption, at least in many software programs which fit random regression, is that residual variance remains unchanged over the covariate. From the perspective of labile traits, a constant residual variance implies that any change in phenotypic variance along an environmental gradient ( Fig. 2A) is interpreted as caused by differences between individuals or genotypes (Fig. 2B) . By a priori making the assumption of univariate residual variance, one may fail to critically examine the possibility that changes in phenotypic variance along the environmental gradient are due to changes in the residual variance, rather than differences between individuals or genotypes (Fig. 2C) . Thus, allowing for heterogeneous residuals could provide a more conservative estimate of between-individual vari- ance (IxE) or variance between genotypes (GxE) in plasticity.
There are both statistical and biological reasons for why phenotypic variance is likely to vary over an environmental gradient in the case of plastic traits (Houle, 1992; Falconer and MacKay, 1996, Hoffmann and Merilä, 1999) . There may be a certain minimal or maximal trait value imposed by biology, which is the most common trait value observed under one extreme of the environmental conditions whereas many individuals will attain higher or lower trait values under the other extreme of the environmental conditions. For example, most individuals can produce only a clutch size of one under poor environmental conditions, but many can produce larger clutches under good conditions. This phenomenon produces a relationship where both the mean trait expression (mean clutch size) and its variance change as a function of the environment. The direction of the covariation between mean and phenotypic variance would depend on whether poor environmental conditions act to constrain the trait value at a low value (e.g. clutch size) or a high one. For example, seasonal timing of eclosion in an insect may be more constrained to occur before a certain late date than an early one leading to increased variance in seasons of early mean eclosion relative to late seasons. In any case, a plastic trait, where the mean trait expression changes as a function of environmental conditions, is likely to also show changes in its variance components across the environmental gradient and these changes need to be recognized explicitly (Hoffmann and Merilä, 1999) . Nevertheless, whether a priori assuming a univariate residual variance leads to serious over-estimation of the IxE and GxE variances compared to assuming heterogeneous variances is currently not clear.
A Review of Studies on Plasticity in the Wild
This review focuses on individual-based studies of morphological, behavioral and life-history traits ex-pressed by adult individuals in wild populations or adult individuals taken from the wild and temporarily tested in captivity. I consider only studies where the environmental covariate is modeled as a linear covariate (although it may concern only two states, which is particularly common in behavioral studies). For morphological and life-history traits, the phenotypic plasticity considered in this review concerns the relationship between a trait and an extrinsic environmental gradient: Only studies that explicitly estimate IxE (or GxE) across this gradient are included. I thus exclude many studies which document only population-level plasticity. For behavioral traits, there is considerable interest in testing for between-individual variance in the response to repeatedly carrying out the same assay (termed 'experience' in Table 1 ), which I here consider as an environmental gradient. I exclude studies considering age-related changes (reviewed by Wilson et al., 2008) or studies of GxE occurring during the juvenile stage (Charmantier and Garant, 2005) . Similar compilations, although not necessarily making the same selection, are presented by Nussey et al. (2007) , van de Pol (2012) and Mathot et al. (2012) .
The compilation (Table 1) clarifies that the study of phenotypic plasticity of labile traits in wild populations holds current interest, with many publications in recent years. There are 20 studies focusing on a behavioral trait, 13 on a life-history trait and 2 on a morphological trait. The most commonly used software programs to implement the analyses were R (13 studies), Genstat (9 studies), AsReml (8 studies), and SAS (5 studies). The approach used to partition the variance is primarily based on random regression (outlined above). In total, 42/60 estimates (in 2 cases IxE variance was not tested) revealed significant heterogeneity across individuals in plasticity, indicating that IxE is a common feature of natural variation, although it clearly is not ubiquitous. Because the variation explained by IxE is a function of the scaling of the environmental covariate, the effect sizes of IxE cannot be evaluated across studies (cf. Nussey et al. 2007 ). In the following sections, I provide an overview of what these literature studies tell us about the research questions outline above.
Research question 1: Can plasticity evolve?
Investigating the studies listed in Table 1 , the first conclusion is that few studies to date have quantified GxE. Out of the 34 studies listed, only five studies have further partitioned the IxE variance into additive genetic and permanent environment variances (Table 2) . Of these, Brommer et al. (2005) and Nussey et al. (2005) used an approach which consisted of two steps, which has since been shown to be inappropriate (Nussey et al., 2007) . The available estimates of GxE variance do suggest that the proportion of IxE variance due to GxE ('GxE/IxE' column in Table 1 ) is high. The exception is the significant GxE detected by Dingemanse et al. (2012) based on a breeding design implemented on wild-caught fish, which is not fully comparable to genetic studies on wild animals without a breeding design. Studies without a breeding design tend to find that ≥60% of IxE variance is apparently (accepting the estimates at face value) due to GxE. Hence, individuals tend to vary in plasticity (IxE), but its additive genetic basis is clearly difficult to establish in wild populations when based only on the natural pedigree. In particular, the relatively large effect sizes of GxE in combination with the observation that the study with the highest sample size (in terms of number of individuals) is the only one detecting significant GxE in data from free-ranging animals suggests that lack of power is the primary reason for statistical non-significance. Typically, the relatedness across individuals in wild populations is low; most individuals are not related to any other individual (Pemberton, 2008) . The evidence to date therefore suggests that most natural pedigrees, even those studied for several decades, simply provide too little power to detect a statistically significant partitioning of IxE variance into GxE and PExE variances. Clearly, this is a tentative conclusion, and more studies on GxE are needed in order to better appreciate the effect sizes of GxE in wild populations. An important future challenge is the development of power analysis for the detection of GxE in the sort of analysis typically undertaken in wild populations. Based on the above considerations, I conclude there is at present no clear answer to the deceptively straightforward question of whether plasticity in labile traits in wild populations is heritable or not. If power to detect GxE in each individual study system indeed is low then further insights into this question are only available through proper meta-analysis of several studies, and there thus is a clear need for more work on this issue.
Apart from the issue of whether there is additive genetic variation for plasticity (i.e. GxE), the evolution of plasticity may also be constrained by a strong genetic correlation between mean trait expression (elevation of the reaction norm) and plasticity (slope of the reaction norm). Again, the correlation between elevation and slope on the individual level can, just as the variance, be partitioned between the permanent-environmental and the genetic levels. The correlation between elevation -) . 'GxE/IxE' presents the proportion of IxE variance due to GxE, which in some studies was not available (NA) due to methodological restrictions or which was not tested (NT). Analysis used is summarized by specifying the structure of the residual variance 'R', which was assumed to be either univariate ('uni') or heterogeneous ('het'). The approach 'App' was either Random regression 'RR', repeated measures ANOVA ('ANOVA') or fitting separate regressions per individual ('LM/ind'). In two studies, a separate ( Table 1 . The trait for which the individuals showed variation in plasticity ('plastic trait') and to which environmental variable ('environment') it responded. Further, 'metric' denotes which statistic was used to quantify an individual's plasticity, being either the Best Linear Unbiased Predictor (BLUP) of a random regression model, the regression slope (LM slope) or whether a bivariate random regression model was used to estimate the covariance between an individual's slope and another trait. The trait to which an individual's metric of plasticity was hypothesized to be related to is listed under 'association to' with 'direction' summarizing how this association looked like (0 : no association; +/-: positive/negative or described).
and slope determines the pattern of the reaction norms and thus how the variance changes over the environmental gradient (Fig. 3) . A high (positive or negative) correlation between elevation and slope implies that individuals with high (low) average trait expression tend to also have a steep (shallow) slope, leading to a 'fanning' pattern ( Fig. 3A) and a more-or-less gradual change in variance over the environmental gradient (Fig.  3B ). If this scenario occurs on the genetic level (i.e. the genetic correlation has a high magnitude, either positive or negative), plasticity is evolutionary constrained, since highly plastic individuals have extreme mean trait values (elevations) and an evolutionary change in plasticity therefore also includes a change in mean trait expression. A low correlation between elevation and slope, on the other hand, leads to a pattern where reaction norms tend to cross (Fig. 3C ), leading to a non-linear change in variance across the environmental gradient with a minimum around the average environment (Fig. 3D) . If the genetic correlation between elevation and slope is around zero, the evolution of plasticity is free to evolve from the mean trait expression. Note further that population-level plasticity in absence of heterogeneity in slopes (no IxE or GxE) means there is constant between-individual or genetic variance across the environmental gradient (Fig. 3E,F) . Thus, given there is heterogeneity in plasticity between individuals or genotypes, the correlation between elevation and slope determines how the variance will change as a function of the environment. This means that the trait's repeatability or heritability also may become a function of the environment (depending on how the residual variance changes across the environment). In addition, a high (positive or negative) correlation indicates that the ranking of individual-specific or breeding values is maintained when contrasting different environmental conditions ('a', 'b' and 'c' in Fig. 3A, B) . A low correlation between elevation and slope implies that this ranking changes, possible dramatically so. For example, crossing reaction norms mean that the ranking of the same individuals or genotypes is reversed when contrasting environmental context 'a' vs 'c' in Fig. 3C . Despite the clear importance of the correlation between elevation and slope, the reporting of the statistics on the random regression (co)variance components in the literature is poor. Of the 34 studies in Table 1 , 11 did not report the random regression variances in elevation, slope and their covariance. Three studies neglected to provide the covariance (or correlation) between elevation and slope, but by contacting the authors I obtained these missing estimates. Lastly, re-analysed data also used by Nussey et al. (2005) and Charmantier et al. (2008), and I here exclude the estimates provided by the latter two studies to avoid over- This was done despite the fact that the structure of their data allowed to fit this covariance. In at least two of these cases (Schwanz and Janzen, 2008; Quinn et al., 2012) , the estimated variance in slope was statistically significantly negative. Finding a negative slope variance is difficult to interpret, because variances are defined as positive. In any case, not modeling the covariance means that information on mean trait expression (elevation) of individuals across the environment is not used in modeling how individuals vary their trait expression across environments (slope) (Pinheiro and Bates, 2000) . In the end, I could extract information on the correlation between elevation and slope of 18 of the studies listed in Table 1 (indicated by their reference number printed in bold), providing 32 estimates. The three studies for which the corresponding authors provided additional information are indicated in Table 1 by having their reference number underlined and the unpublished information is provided in the caption of Fig. 4 . Out of the 18 studies reporting IxE estimates, 3 had also estimated the genetic correlation between elevation and slope.
For plasticity on the level of the individual (i.e. IxE), the elevation -slope correlation is typically positive (Fig. 4A) ; approximately two-third (22/32) of the correlations have a value higher than 0. Correlations close to one are common, indicating that, at least on the level of the individual, reaction norm elevation and slope are likely to be highly correlated, although there clearly are many reported correlations around zero. Only three studies have considered the genetic correlation between elevation and slope, but these tends to find values away from zero, either negative or positive (Fig. 4B) . Typically, evolutionary ecologists make the assumption that a genetic correlation is adequately captured by the phenotypic correlation (Grafen 1984 , Cheverud 1988 . For the few studies which quantified the elevation-slope correlation on the individual and the genetic level, high individual level elevation -slope correlations match the genetic correlation, but individual level correlations around zero tend to be associated with relatively strongly negative genetic correlations (Fig. 4C) . These marked deviations were found in one of two three-spine stickleback study populations (Dingemanse et al. 2012) and in two traits studied in one of two great tit populations . Thus, the comparison of the genetic vs the individual elevation-slope correlations in the same organism using the same method can find clearly different levels of agreement between these two correlations across study populations. These findings demonstrate that the genetic architecture of phenotypic plasticity of labile traits in the wild is not fixed and may readily differ, either in response to population-specific selection pressures or due to genetic drift. These two studies furthermore demonstrate how strong negative genetic correlation between elevation and slope of reaction norms can be masked by a positive permanent environmental correlation such that -on the individual level -the elevation -slope correlation was around zero (Fig. 4C) . To the extent that inferences can be made based on the few currently available estimates, there is evidence that the evolution of plasticity is evolutionary constrained, as there appears to be an absence of low genetic correlations. While correlations around zero are relatively common on the individual level, these appear to be associated with clear negative genetic correlations. However, this inference is tentative and more informa- tion on the genetic architecture of plasticity of labile traits in the wild is required before robust conclusions can be drawn.
Research question 2:
The relationship of plasticity to other traits Several lines of ongoing research have an interest in relating plasticity, as an individual metric, to other traits. One such interest is selection analysis. Plasticity may be present in a population, because it confers fitness advantages (Weis and Gorman 1990) , provided there is variation in plasticity across individuals and to the extent that plasticity indeed can evolve independently from mean trait expression. By measuring an individual's trait expression across naturally varying environmental conditions, one can obtain both an estimate of an individual's plasticity (the slope of the reaction norm) and an estimate of its (lifetime) fitness (e.g. lifespan or lifetime reproductive success). These provide the basic ingredients for a selection analysis. Within the behavioral literature, there is furthermore an increasing interest in testing whether more plastic individuals are also different in terms of other traits or in terms of plasticity in another trait (Morand-Ferron et al., 2011; Mathot et al., 2012) . An overview of studies carrying out analyses on plasticity is provided in Table 2 . I here restrict the review, as earlier, to studies which have actually quantified variation in plasticity between individuals, i.e. studies which separate residual variance from the slope of a focal trait as a function of an environmental covariate and use the latter as a metric of interest.
In 9 out of the 13 presented estimated relationships, plasticity was associated to another aspect of the individual ( Table 2 ). The approach of extracting an individual-specific value for slope and using that in selection analysis is used regularly also outside the specific context of calculating selection on plasticity. The most common approach to estimate an individual's plasticity is using the Best Linear Unbiased Predictor (BLUP) of the slope in a linear mixed model describing IxE or GxE, although individual-specific linear regressions have also been used. Interestingly, two studies explored plasticity -plasticity relationship. One of these (Morand-Ferron et al., 2011) was interested in how plasticity of two traits in response to the same environmental covariate were interrelated. The second study (Mathot et al., 2011) A major shortcoming of the approach of extracting an individual-specific BLUP or regression value for reaction-norm slope using one analysis and then entering this value in another analysis is that such a procedure constitutes doing 'stats-on-stats'. This is something one generally wants to avoid, because 'stats-on-stats' implicitly assumes that the generated values are precise, thereby ignoring the (potentially large) uncertainty around the values. Thus, the statistical test for a 'stats-on-stats' relationship is anti-conservative. Within the specific context of BLUPs, it should be noted that these are generated on the explicit assumption that all relevant factors are included in the mixed model (Pinheiro and Bates, 2000) . Hence, a posteriori using these BLUPs to show they correlate to an unmodeled aspect of the individual (e.g. its fitness) violates the assumption under which they were generated. The solution to the above outlined weakness is to avoid 'stats-on-stats' and to model the relationship between plasticity and another trait explicitly. Within the context of random regression, this is technically possible by extending the univariate random regression model (eq. 1) to a multivariate one. For example, for traits y and z, a first-order bivariate random regression on the individual level estimates the matrix 
which contains the variances (V) and covariances (C) between elevation (E) and slope (S) of the reaction norms for the two traits. The covariance between the plastic responses of two traits to the same environmental gradient is thus provided by the C(S y , S z ) term, which can be scaled to a correlation following the standard definition of a correlation by dividing it by the square root of the product of V(S y ) and V(S z ). used this approach to calculate the covariance between the reaction norm slopes for clutch size and for laying date in response to spring temperature. If trait z is an estimate of an individual's lifetime fitness, the bottom row of the matrix eq. (2) is non-defined (as lifetime fitness only has a single value and thus no slope). The term C(S y , E z ) then denotes the selection on the reaction norm slope of trait y (Nussey et al., 2008; Brommer et al., 2012) and proper standardization of the estimate of individual fitness allows for model-based estimation of formally defined selection gradients or intensity of selection (Brommer et al., 2012) . Details on fitting these kinds of models can be found in Brommer et al. (2012) and Dingemanse and Dochtermann (2013) . The downside of the multivariate approach to estimate selection on plasticity is that non-linear selection on reaction norm properties cannot be estimated. This inability hampers detection of e.g. stabilizing selection on reaction norms, which may be expected when the population-level reaction norm is optimal (Reed et al., 2006) . The advantages of this approach is that it has more power in comparison to a calculation based on separate slope estimates for each individual, because of the efficient use of all available repeated records, where also individuals with single observations contribute information. For behavioral studies, the bivariate random regression approach could present an interesting line of research focusing on estimating the correlation between the plasticity in two behavioral metrics to the same environmental covariate, which is of clear interest (Table  2) . Based on bi-variate random regression models, the correlation in plasticity of the same trait -environment relationship of the same set of individuals expressed at different times in their life (e.g. as a juvenile and as an adult individual) can be estimated. This would allow quantification of whether an individual which is highly plastic as a juvenile also is plastic as an adult, or whether these propensities are not related or even inversely (negatively) correlated. The advantage of the bivariate random regression approach for these and related applications is that statistical significance of each of the terms in eq. (2) can be tested properly by taking into account the uncertainty in the estimate of slopes and elevations. Importantly, by working within a multivariate model, one jointly calculates all the relevant covariances. Joint calculation is particularly important in the likely situation of a high correlation between reaction norm elevation and slope, which seems to be common (Fig. 4a) . When elevation and slope are highly correlated, there is a clear risk that a correlation based on directly correlating plasticity in trait y with plasticity in trait z is spurious, because such a correlation would, in fact, be driven by the correlation in the mean expression (elevations) of these traits when thus is not simultaneously taken into account.
Future Directions and Challenges
This review shows there is solid interest in the study of phenotypic plasticity of labile traits in wild populations. This interest has partly a basis in a 'classic' question of quantitative genetics concerning how additive genetic variance changes along an environmental gradient. Nevertheless, many of the recent studies on plasticity in labile traits are a sign of the current interest in behavioral flexibility. This latter aspect has the potential to invigorate the field, through its desire to link theoretical to empirical work on the quantification of plasticity (Dingemanse et al., 2010; Dingemanse and Wolf, 2013) . Overall, however, the lack of studies quantifying GxE stands out as one of the major current shortcomings for understanding the role of plasticity in wild populations. This lack of information on GxE of labile traits hinders drawing firm conclusions regarding the evolutionary questions which were the focus of this review. There is thus a clear need for further work on the genetic architecture of plasticity of labile traits in the wild, and below I outline some future avenues.
Phenotypic plasticity in a trait is considered specific to particular environmental conditions (Scheiner, 1993) , which implies it may be a population specific property. This review indeed highlights the value of comparing plasticity in multiple populations, as there are several instances where the architecture of the plasticity differs between populations (IxE: Porlier et al., 2012; GxE: Husby et al., 2011; Dingemanse et al., 2012) . On the one hand, such population comparisons may provide a means to demonstrate how plasticity can differ (because of e.g. local adaptation or drift) and may provide insight into putative constraints operating on it. Indeed, comparison of populations through common-garden experiments has a long history in quantitative genetics. On the other hand, in dealing with wild populations, we are -in contrast to the common garden -not in control of the environment. Models are constructed on the assumption that there is a description of the "environment" which is relevant to all individuals present in the population at a given point in time. The 'true' environmental driver is not known, but is inferred, either statistically or on the basis of prior work. Hence, differences in plasticity between populations may be due to differential ability to describe the relevant environmental conditions rather than due to differences in the genetic architecture of plasticity. Disturbingly, work on plasticity of life-history traits has demonstrated that the choice of environmental covariate affects the conclusion regarding the presence of IxE (and thus the presence of GxE) . The fact that the choice of environmental covariate may radically change conclusions regarding the variation in plasticity within a population has received no attention thusfar in the behavioral literature. Clearly, our possibility to generalize findings and of placing them in a wider framework is hampered if the detection of plasticity is a matter of choice of environmental axis. One important future challenge is thus to gain a better handle on why conclusions appear to depend on this choice. Does this, for example, have a statistical reason related to the estimation method used or are there real biological processes involved?
Apart from the issue of presence of GxE in the wild, the question of whether there is power to detect GxE also impacts our understanding of the pattern of additive genetic variance over an environmental gradient. The published studies to date indicate severe power limitation for the detection of statistically non-zero GxE variation. This creates a considerable impasse in the field and it is, at present, not obvious how to break this impasse. As noted by Brommer and Rattiste (2008) and , when the GxE variance does not reach statistical significance but its estimate still suggests there is a relatively large effect size, concluding that all the IxE variance is due to non-heritable PExE effects and thus that additive genetic variance is constant over the environmental gradient is likely to be overly conservative. This would constitute a type-II error. Allowing for non-significant GxE variance of course produces a very different pattern of heritability as a function of the environmental covariate than if we assume that all GxE is absent (e.g. Brommer and Rattiste, 2008) . On the other hand, to fully accept the GxE variance when not statistically significant in order to perform a posteriori calculations with its estimates (e.g. Husby et al., 2011) may place too much emphasis on estimates without strong statistical support. This would be a type-I error. There is no easy balance between these two options. One classic way to deal with model uncertainty is to use model averaging (Burnham and Andersson, 2002) , where the variance estimates provided under alternative models are weighted in accordance to their model fit. In the case of an RRAM, model averaging would be possible, but somewhat contrived because variances caused by GxE and by PExE sum up to the variance caused by IxE. Furthermore, because it is most interesting to produce functions of these variance components (such as e.g. heritability), obtaining a good estimate of uncertainty around such derived quantities using model averaging is challenging and assumption-laden.
One hitherto unexplored option to overcome the impasse created by presumed lack of power to find statistically significant GxE in wild populations is not to ask whether GxE is statistically significant, but rather to explore whether the estimated GxE variance alters the evolutionary trajectory of a population, as compared to ignoring it. Within the context of life-history trade-offs, this scenario has been proposed (Agrawal and Stinchcombe, 2009 ) and implemented in a wild population (Morrissey et al., 2012) . Briefly, the approach is to link quantitative genetics to population projection matrices in order to arrive at a single metric which encompasses population-level changes when including knowledge on the genetic architecture vs. when ignoring it. For example, one such metric, R, is a comparison of the expected increase in population mean fitness due to one generation of selection and response, accounting for genetic correlations among traits, to the expected increase in population mean fitness in the absence of such correlations (Agrawal and Stinchcombe, 2009) . This framework can be applied to GxE, because it is analogous to a multivariate problem with potential trade-offs (negative genetic correlations) between traits, as GxE can be considered as potentially different genetic variances across character states with potentially negative genetic covariances between states. This 'scaling up' approach is especially interesting for analyzing the problem of how fitness-related traits would respond to changes in the environment. For example, how the increase in spring temperature affects the population if we include the estimated GxE of seasonal timing of laying vs. spring temperature vs. ignoring this GxE. Thusfar, such analyses have been based on a two-step approach of separately estimating environment-specific heritability and selection (Wilson et al., 2006; Husby et al., 2011) . Such analyses are not satisfactory because they are building on doing stats-on-stats and ignore the uncertainty in the estimates (including the non-significant GxE variance). It is especially noteworthy that the uncertainty in an emergent metric, such as the metric R developed by Agrawal and Stinchcombe (2009) , need not be large even if the uncertainties of its components are large. This is because the uncertainties in the various components need not compound on top of each other, provided they do not covary. Behavioral ecologists appear to focus strongly on plasticity as a trait. This may explain partly why there seems little initiative to embrace the more quantitative genetic aspects of plasticity. There is, at present, only one study estimating GxE of behavioral plasticity (Dingemanse et al., 2012) , and this study concerns more habituation (change in exploration over time) than plasticity in response to a truly abiotic environmental variable. In general, sample sizes in behavioral studies are low, often well below the sample sizes required to precisely estimate random regression components (van de Pol, 2012) . Some of the work on plasticity in behavioral traits emphasizes that the plasticity on the individual level (IxE) has interest per se (Mathot et al., 2012; Dingemanse and Wolf, 2013) . In particular, behavioral ecologists tend to view permanent environment effects as perhaps equally interesting as the additive genetic effects (but see Dingemanse and Wolf, 2013 for a discussion of this issue). This is perhaps because the interest in plasticity in behavioral ecology stems mainly from theoretical work (e.g. Wolf et al., 2008) , which is based on phenotypic modeling of general life-history principles, such as the asset protection principle. Experimental tests of these principles in wild populations are an exciting research avenue (Nicolaus et al., 2012) . These models are, however, phenotypic, which means they are phrased in general terms and while they do not concern themselves with the underlying genetics, they can be interpreted also in additive genetic terms. In general, genetics-based approaches with Mendelian inheritance or quantitative genetics are compatible to phenotypic models' ESS analyses within certain restrictions (Charlesworth, 1990; Abrams et al., 1993; Weissing, 1996) . For empiricists, however, such phenotypic models are of limited value, because the nature of the (co)variances they assume are too broadly defined to allow identifying them with certainty as specific estimable parameters. For example, trade-offs are in a phenotypic model defined as negative covariances, which may or may not be interpreted as negative genetic covariances. In particular, (co)variances due to permanent environmental effects are common in the study of labile traits. The permanent environment is a real 'black box' in which a plethora of effects associated to an individual, but not additive genetic in nature, end up. Interpreting it in a specific manner is therefore highly speculative. Studies by animal breeders (i.e. genetics of production animals) suggests that non-additive genetic (dominance) variance ends up in the common environment (Misztal and Berbes, 2000; Pante et al., 2002) , which is -in the case of labile trait plasticity -the permanent environmental variance component. We know little about dominance variation in wild populations, but behavioral traits may have plenty of dominance variance (van Oers et al., 2004; Adams et al., 2012) , as do fitness-related traits in general (Crnokrak and Roff, 1995) . This wide range of possibilities makes it risky to a priori interpret the permanent environment or IxE variance (for which permanent environments are a major source) as biologically meaningful (e.g. Mathot et al., 2011 Mathot et al., , 2012 Nicolaus et al., 2012) . For addressing empirical issues in wild populations, the field of evolutionary ecology would benefit from models which are formulated explicitly to allow estimating the genetic versus other parameters which underpin the phenomenon of interest (Wilson et al., 1998) . Formulation of such explicit models is rare, because it is not necessarily in the interest of theoreticians. However, there is a clear scope for their development. A good example of how a testable formulation of theory can invigorate a field of research is provided by a model by Kirkpatrick and Barton (1997) which established the quantitative genetic underpinning of the parameters that determine the rate of change in mate choice caused by indirect sexual selection.
Conclusion
This review shows that studies on individual-level plasticity in wild populations have proliferated since the review by Nussey et al. (2007) who presented the first compilation of such studies. Positive developments have been the establishment of more solid methodology concerning the description of GxE and IxE in wild populations, as well as methodology of how to analyze the correlation between plasticity and other traits. A disappointing development, however, is that despite the increase in the number of studies, relatively few are presenting estimates of GxE. Furthermore, those studies which have been conducted on GxE of labile traits in wild populations indicate that the power to detect GxE in such populations is likely to be low. As a consequence, the patterns concerning the constraints on the evolution of plasticity and the relationship of plasticity to other traits which were the focus of this review are largely limited to the individual level. Hence, their implications remain uncertain. My feeling is that new developments in this field are needed to overcome the current impasse. For example, a shift of focus to exploring population-level consequences of plasticity or the development of new theory designed to provide estimable parameters.
