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Abstract
In this paper we focus on the ℓq-analysis optimization problem for structured
sparse learning (0 < q ≤ 1). Compared to previous work, we establish weaker
conditions for exact recovery in the noiseless case and a tighter non-asymptotic
upper bound of estimate error in the noisy case. We further prove that the non-
convex ℓq-analysis optimization can do recovery with a lower sample complexity
and in a wider range of cosparsity than its convex counterpart. In addition, we
develop an iteratively reweighted method to solve the optimization problem un-
der the variational framework. Empirical results of preliminary computational
experiments illustrate that the nonconvex method outperforms its convex coun-
terpart.
Keywords: Cosparsity, ℓq-analysis minimization, Medical Signal Process
1. Introduction
The sparse learning problem is widely studied in many areas including ma-
chine learning, statistical estimate, compressed sensing, image processing and
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signal processing, etc. Typically, this problem can be defined as the following
linear model
y = Xβ +w, (1)
where β ∈ Rd is the vector of regression coefficients, X ∈ Rm×d is a design
matrix with possibly far fewer rows than columns, w ∈ Rm is a noise vector,
and y ∈ Rm is the noisy observation. As is well known, learning with the ℓ1
norm (convex relaxation of the ℓ0 norm), such as lasso [1] or basis pursuit [2],
encourages sparse estimate of β. Recently, this approach has been extended to
define structured sparsity. Tibshirani and Taylor (2011) proposed the general-
ized lasso
min
β
1
2
||y −Xβ||22 + λ||Dβ||1, (2)
which assumes that the parameter β is sparse under a linear transformation
D ∈ Rn×d. An equivalent constrained version is the ℓ1-analysis minimization
proposed by Cande´s et al. (2010), i.e.,
min
β
||Dβ||1 s.t. ||y −Xβ||2 ≤ ǫ, (3)
where D is called the analysis operator. In contrast to the lasso and basis
pursuit in D = I, the generalized lasso and ℓ1-analysis minimization make a
structured sparsity assumption so that it can explore structures on the param-
eter. They include several well-known models as special cases, e.g., fused lasso
[5], generalized fused lasso [6], edge Lasso [7], total variation (TV) minimiza-
tion [8], trend filtering [9], the LLT model [10], the inf-convolution model [11],
etc. Additionally, the generalized lasso and ℓ1-analysis minimization have been
demonstrated to be effective and even superior over the standard sparse learning
in many application problems.
The seminal work of Fan and Li (2001) showed that the nonconvex sparse
learning holds better properties than the convex one. Motivated by that, this
paper investigates the following ℓq-analysis minimization (0 < q ≤ 1) problem
min
β
||Dβ||qq s.t. ||y −Xβ||2 ≤ ǫ. (4)
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We consider both theoretical and computational aspects. In summary, the con-
tributions of this work are as follows:
• We establish weaker conditions for exact recovery in the noiseless case and
a tighter non-asymptotic upper bound of estimate error in the noisy case.
Particularly, we provide a necessary and sufficient condition guarantee-
ing exact recovery via the ℓq-analysis minimization. To the best of our
knowledge, our work is the first study in this issue.
• We show the advantage of the nonconvex ℓq-analysis minimization (q <
1) over its convex counterpart. Specifically, the nonconvex ℓq-analysis
minimization can do recovery with a lower sample complexity (on the
order of qk log(n/k)) and in a wider range of cosparsity.
• We resort to an iteratively reweighted method to solve the ℓq-analysis
minimization problem, which converges to a critical point.
The numerical results are consistent with the theoretical analysis. For example,
the nonconvex ℓq-analysis minimization indeed can do recovery with a smaller
sample size and in a wider range of cosparsity than the convex method.
1.1. Related Work
Cande´s et al. (2010) studied the ℓ1-analysis minimization problem in the
setting that the observation is contaminated with stochastic noise and the anal-
ysis vectorDβ is approximately sparse. They provided a ℓ2 norm estimate error
bounded by C0ǫ+C1k
−1/2||Dβ−(Dβ)(k)||1 under the assumption thatX obeys
the D-RIP condition δ2k < 0.08 or δ7k < 0.6 and D is a Parseval tight frame
1.
Nam et al. (2011) studied the ℓ1-analysis minimization problem in the setting
that there is no noise and the analysis vector Dβ is sparse. They showed that
a null space property with sign pattern is necessary and sufficient to guarantee
exact recovery. Liu et al. (2012) improved the analysis in [4]. They established
1A set of vectors {dk} is a frame of R
d if there exist constants 0 < A ≤ B < ∞ such that
∀β ∈ Rd, A||β||2
2
≤ ||Dβ||2
2
≤ B||β||2
2
, where {dk} are the columns of D
T . When A = B = 1,
the columns of DT form a Parseval tight frame and DTD = I.
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an estimate error bound similar to the one in [4] for the general frame case. And
for the Parseval frame case, they provided a weaker D-RIP condition δ2k < 0.2.
Tibshirani and Taylor (2011) proposed the generalized lasso and developed a
LARS-like algorithm pursuing its solution path. Vaiter et al. (2013) conducted
a robustness analysis of the generalized lasso against noise. Liu et al. (2013)
derived an estimate error bound for the generalized lasso under the assumption
that the condition number of D is bounded. Specifically, a ℓ2 norm estimate
error bounded by Cλ+||(XTX)−1XTw||2 is provided. Needell and Ward (2013)
investigated the total variation minimization. They proved that for an image
β ∈ RN×N , the TV minimization can stably recover it with estimate error less
than C log(N
2
k )(ǫ + ||Dβ − (Dβ)(k)||1/
√
k) when the sampling matrix satisfies
the RIP of order k.
So far, all the related works discussed above consider convex optimization
problem. Aldroubi et al. (2012) first studied the nonconvex ℓq-analysis mini-
mization problem (4). They established estimate error bound using the null
space property and restricted isometry property respectively. For the Parseval
frame case, they showed that the D-RIP condition δ7k <
6−3(2/3)2/q−2
6−(2/3)2/q−2 is suffi-
cient to guarantee stable recovery. Li and Lin (2014) showed that the D-RIP
condition δ2k < 0.5 is sufficient to guarantee the success of ℓq-analysis min-
imization. In this paper, we significantly improve the analysis of ℓq-analysis
minimization. For example, we provide a weaker D-RIP condition δ2k <
√
2
2 .
Additionally, we show the advantage of the nonconvex ℓq-analysis minimization
over its convex counterpart.
2. Notation and Preliminaries
Throughout this paper, N denotes the natural number. ⌊·⌋ denotes the
rounding down operator. The i-th entry of a vector β is denoted by βi. The
best k-term approximation of a vector β ∈ Rd is obtained by setting its d − k
insignificant components to zero and denoted by β(k). The ℓq norm of a vector
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β ∈ Rd is defined as ||β||q = (
∑d
i=1 |βi|q)1/q 2 for 0 < q < ∞. When q
tends to zero, ||β||qq is the ℓ0 norm ||β||0 used to measure the sparsity of β.
σk(β)q = infz∈{z∈Rd:||z||0≤k} ||β − z||q denotes the best k-term approximation
error of β with the ℓq norm. The i-th row of a matrix D is denoted by Di..
σmax(D) and σmin(D) denote the maximal and minimal nonzero singular value
of D, respectively. Let κ = σmax(D)σmin(D) , and Null(X) denote the null space of X.
Now we introduce some concepts related to the ℓq-analysis minimization
problem (4). The number of zeros in the analysis vector Dβ is refered to as
cosparsity [13], and defined as l := n − ||Dβ||0. Such a vector β is said to be
l-cosparse. The support of a vector β is the collection of indices of nonzeros
in the vector, denoted by T := {i : βi 6= 0}. T c denotes the complement of T .
The indices of zeros in the analysis vector Dβ is defined as the cosupport of
β, and denoted by Λ := {j : 〈Dj.,β〉 = 0}. The submatrix DT is constructed
by replacing the rows of D corresponding to T c by zero rows. Denote DTβ =
(Dβ)T . Based on these concepts, we can see that a l-cosparse vector β lies
in the subspace WΛ := {β : DΛβ = 0, |Λ| = l} = Null(DΛ). Here |Λ| is the
cardinality of Λ.
3. Main Results
We begin with introducing the notion of A-restricted q-isometry property,
which is a natural generalization of restricted q-isometry property to any linear
subspace [20].
Definition 1 (A-restricted q-isometry property). A matrix Φ ∈ Rm×d
obeys the A-restricted q-isometry property with constant δA over any subset
A ∈ Rd, if δA is the smallest quantity satisfying
(1− δA)||v||q2 ≤ ||Φv||qq ≤ (1 + δA)||v||q2
for all v ∈ A.
2||β||q for 0 < q < 1 is not a norm, but d(u,v) = ||u− v||
q
q for u,v ∈ R
d is a metric.
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Usually, the observation is contaminated with stochastic noise (ǫ 6= 0) and
the analysis vector Dβ∗ is approximately sparse. This is of great interest for
many applications. Our goal is to provide estimate error bound between the
population parameter β∗ and the minimizer βˆ of the ℓq-analysis minimization
(4).
Theorem 1. Assume that the analysis dictionary D has full column rank. Let
(Dx)S be the best S-term approximation of Dx and ρ = M/S(ρ > 4). If the
condition number of D satisfies κ < (ρ1−q/2 − 1)1/q and the following condition
holds
δM + (κ
−2qρ1−q/2 − κ−q)δS+M < κ−2qρ1−q/2 − κ−q − 1, (5)
then the solution x¯ of the ℓq-analysis minimization problem satisfies
||x− x¯||q2 ≤ C1arepsilonq + C2
||Dx− (Dx)S ||qq
S1−q/2
||Dx−Dx¯||qq ≤ C3εq + C4||Dx− (Dx)S ||qq
with
C1 =
2qκqm1−q/2
(1− κqρq/2−1)[(1 − δS+M )− (κq/(κ−qρ1−q/2 − 1))(1 + δM )]
,
C2 =
2σ−qmin(D)ρ
q/2−1(1− δS+M )
(1− κqρq/2−1)[(1 − δS+M )− (κq/(κ−qρ1−q/2 − 1))(1 + δM )] ,
C3 =
2q+1m1−q/2S1−q/2κq
σqmin(D
+)(1− κqρq/2−1)[(1 − δS+M )− (κq/(κ−qρ1−q/2 − 1))(1 + δM )] ,
C4 =
[
4κ2qρq/2−1(1 + δM )
(1− κqρq/2−1)[(κ−qρ1−q/2 − 1)(1− δS+M )− κq(1 + δM )]
+
4κqρq/2−1
1− κqρq/2−1 + 2
]
.
This theorem says that although the ℓq-analysis minimization (q < 1) is a
nonconvex optimization problem with many local minimas, one still can find
the global optimum under the condition (5) in the case that there is no noise
and Dβ is exactly sparse. As pointed out by Blanchard and Thompson (2009),
the higher-order RIP condition, just as (5), is easier to be satisfied by a larger
subset of matrix ensemble such as Gaussian random matrices. Thus, our result
is meaningful both theoretically and practically.
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A slightly stronger condition than (5) is
δ(ρ+1)S <
κ−2qρ1−q/2 − κ−q − 1
κ−2qρ1−q/2 − κ−q + 1 . (6)
It is easy to verify that the right-hand side of the condition (5) is monotonically
decreasing with respect to q ∈ (0, 1] when t ≥ 1. Therefore, in terms of the A-
RIP constant δ(tq+1)k with order higher than 2k, the condition (5) is relaxed if
we use the ℓq-analysis minimization (q < 1) instead of the ℓ1-analysis minimiza-
tion. A resulted benefit is that the nonconvex ℓq-analysis minimization allows
more sampling matrices to be used than its convex counterpart in compressed
sensing. Given a ρ, a larger condition number κ will make the condition (5)
more restrictive, because the value of the inequality’s right-hand side becomes
smaller. In other words, an analysis operator with a too large condition number
could let the ℓq-analysis minimization fail to do recovery. This provides hints on
the evaluation of the analysis operator. For example, it is reasonable to choose
a tight frame as the analysis operator in some signal processing applications.
When q tends to zero, the following result is straightforward.
Corollary 1. Let β ∈ Rd, y = Xβ, and ||Dβ||0 = k. Assuming that δ(ρ+1)S <
ρ−2
ρ , then there is some small enough q > 0 such that the minimizer of the
ℓq-analysis minimization problem (4) with ǫ = 0 is exactly β.
The ℓ2 error bound shows that the ℓq-analysis optimization can stably re-
cover the approximately cosparse vector in presence of noise. Again, we can
see that a too ill-conditioned analysis operator leads to bad performance. Ad-
ditionally, a ℓq error bound of the difference between β
∗ and βˆ in the analysis
domain is provided, which will be used to show the advantage of the ℓq-analysis
minimization in the next subsection.
The linear model (1) with Gaussian noise is of particular interest in machine
learning and signal processing. Lemma 1 in [22] shows that the noise vector
w ∼ N(0, σ2I) is upper bounded by σ
√
m+ 2
√
m logm with probability at
least 1− 1m . The following result is thus evident.
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Corollary 2. If the matrix X ∈ Rm×d satisfies the A-RIP condition (??) and
the noise vector w ∼ N(0, σ2I), then the minimizer βˆ of (4) satisfies
||βˆ − β∗||2 ≤ 2c1
σmin(D)
σ
√
m+ 2
√
m logm+
21/q(2c2 + 1)
σmin(D)
σk(Dβ)q
k1/q−1/2
with probability at least 1− 1m .
4. Benefits of Nonconvex ℓq-analysis Minimization
The advantage of the nonconvex ℓq-analysis minimization over its convex
counterpart is two-fold: the nonconvex approach can do recovery with a lower
sample complexity and in a wider range of cosparsity.
4.1. Sample Complexity
In this section, we will determine how many random Gaussian measurements
are needed for the Aq-RIP to be satisfied with high probability. Our result is
an extension of [20], and we begin with the following useful lemma in [20].
Lemma 1. [1, Lemma 3.3.] Let 0 < q ≤ 1, x ∈ Rn, and A ∈ Rm×n with
entries drawn from a Gaussian distribution, i.e. Aij ∼ N(0, σ2). Let δA > 0
and choose η, ǫ > 0 such that η+ǫ
q
1−ǫq ≤ δA. Let µq = σq2q/2Γ( q+12 )/
√
π. Then
mµq(1− δA)||x||q2 ≤ ||Ax||qq ≤ mµq(1 + δA)||x||q2 (7)
holds uniformly for x ∈ Rn with probability exceeding 1 − Pm,q(η) = 1 − 2(1 +
2
ǫ )
ne
− η2m
2qc2q , where
cq ≤ (31/40)1/4[1.13 +√q(
Γ( q+12 )√
π
)−1/q].
Now we generalize the above proposition to any linear subspace A ∈ Rn with
dimension d. Let U ∈ Rn×d denote the basis of the subspace A and normalize
it such that ||U .j||2 = 1. Then any x ∈ A can be expressed as x = Uz
with unique coefficients z ∈ Rd. The following lemma shows that the gaussian
random matrix A still satisfies the Aq-RIP over a linear subspace.
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Lemma 2. Let 0 < q ≤ 1, the linear subspace A ∈ Rn with dimension d,
and A ∈ Rm×n with entries drawn from a Gaussian distribution, i.e. Aij ∼
N(0, σ2). Let δA > 0 and choose η, ǫ > 0 such that η+ǫ
q
1−ǫq ≤ δA. Let µq =
σq2q/2Γ( q+12 )/
√
π. Then
mµq(1− η)||x||q2 ≤ ||Ax||qq ≤ mµq(1 + η)||x||q2 (8)
holds uniformly for x ∈ A with probability exceeding 1− 2(1 + 2ǫ )de
− η2m
2qc2q .
Proof First, we show that AU is still a random guassian matrix with indepen-
dent entries.
(AU)ij =
n∑
k=1
AikUkj ∼ N(0, σ2).
cov[(AU )ij , (AU )gl] = E[(Ai.U .j) · (Ag.U .l)] = E[UT.jATi.Ag.U .l] = UT.jE[ATi.Ag.]U .l
Thus we have
cov[(AU )ij , (AU )gl] =


1 if i = g, j = l
0 otherwise
.
According to Lemma 1, the following
mµq(1− η)||z||q2 ≤ ||AUz||qq ≤ mµq(1 + η)||z||q2
holds uniformly for z ∈ Rd with probability exceeding 1−2(1+ 2ǫ )de
− η2m
2qc2q . And
the above inequality can be rewritten as
mµq(1− η)||x||q2 ≤ ||Ax||qq ≤ mµq(1 + η)||x||q2
for any x ∈ A. 
The following theorem provides the number of random Gaussian measure-
ments are needed for the Aq-RIP to be satisfied with high probability.
Theorem 2. Let A be a gaussian random matrix with i.i.d entries, i.e. Aij ∼
N(0, σ2), and A be a union of L linear subspaces with dimension d. If
m ≥ 4qc
2
q
η2
[ln(L) + d ln(1 + 2/ǫ)] (9)
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with η, ǫ > 0 satisfying η+ǫ
q
1−ǫq ≤ δA, then the matrix A satisfies the Aq-RIP
over the union of linear subspaces A with probability at least 1− 2e−c(q)m where
c(q) = η
2
4qc2q
.
Proof Let µq = σ
q2q/2Γ( q+12 )/
√
π, δA > 0 and choose η, ǫ > 0 such that
η+ǫq
1−ǫq ≤ δA. According to Lemma 2, the matrix A will fail to satisfy (8) over
the union of L linear subspace A (with dimension d) with probability
≤ 2L(1 + 2
ǫ
)de
− η2m
2qc2q = 2e
ln(L)+d ln(1+2/ǫ)− η2m
2qc2q .
It suffices to show that the righthand side of the above quantity can be bounded
by 2e
− η2m
4qc2q , i.e.
η2m
4qc2q
≥ ln(L) + d ln(1 + 2/ǫ).
It is equal to show that
m ≥ 4qc
2
q
η2
[ln(L) + d ln(1 + 2/ǫ)].
Therefore, Theorem 2 holds with probability exceeding 1−2e−c(q)m where c(q) =
η2
4qc2q
. 
Theorem 3. Let A be a gaussian random matrix with i.i.d entries, i.e. Aij ∼
N(0, σ2). Then there exists constants C1(q) and C2(q) such that if m ≥ C1(q)s+
qC2(q)s log(n/s) for 0 < q ≤ 1, the following is true with probability exceeding
1 − 2e−c(q)m: for any l-cosparse signal x ∈ Rn, x is the unique solution of
problem (1).
Proof The proof shares the same procedure of proof of Theorem 1.1 in [2]. Let
M = (ρ+ 1)S and b = κ−2qρ1−q/2 − κ−q. Theorem 1 states that the following
slightly stronger condition
δ(ρ+1)S <
κ−2qρ1−q/2 − κ−q − 1
κ−2qρ1−q/2 − κ−q + 1 =
b− 1
b+ 1
guarantees the uniqueness of solution in the case that there is no noise andDx is
S-sparse. We choose η = r(b−1)/(b+1) for r ∈ (0, 1) and ǫq = (1+r)(b−1)/2b
to satisfy
η + ǫq
1− ǫq ≤ δ(ρ+1)S ≤
b− 1
b+ 1
.
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According to Lemma 2, the matrix A will fail to satisfy (8) over the linear
subspace A = {v : v = D+x, ||x||0 ≤M, x ∈ Rd} with probability
≤ 2

 d
M

 (1 + 2
ǫ
)Me
− η2m
2qc2q = 2(ed/M)M (1 +
2
ǫ
)Me
− η2m
2qc2q
= 2e
M ln(ed/M)+M ln(1+2/ǫ)− η2m
2qc2q .
It suffices to show that the righthand side of the above quantity can be bounded
by 2e
− η2m
4qc2q , i.e.
η2m
4qc2q
≥M ln(ed/M) +M ln(1 + 2/ǫ).
It is equal to show that
m ≥ 4qc
2
q
η2
[M ln(ed/M) +M ln(1 + 2/ǫ)]
=
4qc2q
η2
[(ρ+ 1)S ln(ed/(ρ+ 1)S) + (ρ+ 1)S ln(1 + 2/ǫ)]
=
4qc2q
η2
{(ρ+ 1)S[ln(d/S) + ln(e/(ρ+ 1))] + (ρ+ 1)S(ln 2 + 1/q ln(1/ǫq))}
=
4qc2q
η2
(ρ+ 1)S ln(d/S) +
4qc2q
η2
(ρ+ 1)(ln
2e
ρ+ 1
+
1
q
ln
2b
(1 + r)(b − 1))S.
Therefore, Theorem 3 holds with probability exceeding 1−2e−c(q)m where c(q) =
η2
4qc2q
. 
The following theorem is a natural extension of Theorem 2.7 of [23] in which
D = I.
Theorem 4. Let m,n, k ∈ N with m, k < n. Suppose that a matrix X ∈ Rm×d,
a linear operator D ∈ Rn×d and a decoder △ : Rm → Rd solving y = Xβ satisfy
for all β ∈ Rd,
||Dβ −△(Xβ)||qq ≤ Cσk(Dβ)qq
with some constant C > 0 and some q satisfying 0 < q ≤ 1. Then the minimal
number of samples m obeys
m ≥ C1qk log(n/4k)
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with k = ||Dβ||0 and C1 = 1/(2 log(2C + 3)).
Define the decoder △(Xβ) := D△0 (y) with △0(y) := argminβ,y=Xβ ||Dβ||qq.
Combining with the ℓq error bound in Theorem ??, we attain the following
result.
Corollary 3. To stably recover the population parameter β∗, the minimal num-
ber of samples m for the ℓq-analysis minimization must obey
m ≥ C2qk log(n/4k), (10)
where k = ||Dβ∗||0 and C2 = 1/(2 log(8cq2 + 7)) (c2 is the constant in Theorem
??).
Remark 1. In our analysis of the estimate error above, we used the A-RIP
over the set A = {Dv : ||v||0 ≤ (tq + 1)k}, i.e., the D-RIP. As pointed out by
Cande´s et al. (2010), random matrices with Gaussian, subgaussian, or Bernoulli
entries satisfy the D-RIP with sample complexity on the order of k log(n/k). It
is consistent with Corollary 3 in the case q = 1. However, we see that the ℓq-
analysis minimization can have a lower sample complexity than the ℓ1-analysis
minimization. Additionally, to guarantee the uniqueness of a l-cosparse solution
of ℓ0-analysis minimization, the minimal number of samples required should
satisfy the following condition:
m ≥ 2 ·max
|Λ|≥l
dim(WΛ),
where WΛ = Null(DΛ). Please refer to [13] for more details. Therefore,
the sample complexity of ℓq-analysis minimization is lower bounded by 2 ·
max|Λ|≥l dim(WΛ).
4.2. Range of Cosparsity
The condition (5) guarantees that cosparse vectors can be exactly recovered
via the ℓq-analysis minimization. Define Sq (0 < q ≤ 1) as the largest value of
the sparsity S ∈ N of the analysis vector Dβ such that the condition (5) holds
for some tq ∈ 1SN. The following theorem indicates the relationship between Sq
with q < 1 and S1 with q = 1.
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Theorem 5. Suppose that there exist S1 ∈ N and t ∈ 1S1N such that
δ(t+1)S1 <
ρ(1 − κ4) + κ2√4ρ+ 1
ρ(κ2 + 1)2 + κ2
with ρ = 14 t
−1. Then there exist Sq ∈ N and lq ∈ 1SqN obeying
Sq =
⌊ t+ 1
t
q
2−q + 1
S1
⌋
(11)
such that (t+ 1)S1 = (l
q + 1)Sq and
δ(lq+1)Sq <
ρ(1 − κ4) + κ2√4ρ+ 1
ρ(κ2 + 1)2 + κ2
with ρ = 14 l
q−2.
It can be verified that Theorem 5 also holds for the condition (??). The equation
(11) states that the ℓq-analysis minimization with q < 1 can do recovery in a
wider range of cosparsity than the ℓ1-analysis minimization. For example, if
δ5S1 <
2
√
5
5 , then the ℓ 23 -analysis minimization can recover a vector β with
||Dβ||0 = S 2
3
= ⌊ 53S1⌋.
5. Iteratively Reweighted Method for ℓq-analysis Minimization
To solve the ℓq-analysis minimization problem, we resort to the iteratively
reweighted method. It has been demonstrated to be an effective approach for
the ℓq norm related optimization problem; see [24, 25, 26].
Note that ||Dβ||qq has the following variational formulation:
||Dβ||qq =
n∑
i=1
(|Di.β|α)
q
α = min
η>0
{
Jα ,
q
α
n∑
i=1
(
ηi|Di.β|α + α− q
q
1
ηi
q
α−q
)}
for 0 < q ≤ 1 and α ≥ 1. Its minimizer is attained at ηi = 1/|Di.β|α−q, i =
1, . . . , n. However, when β is orthogonal to some Di., the weight vector η may
include infinite components. To avoid an infinite weight, we add a smoothing
term q/α
∑n
i=1 ηiε
α (ε ≥ 0) to Jα. Using the above variational formulation, we
obtain an approximation of the problem (4) as
min
β,η>0
q
α
n∑
i=1
[
ηi(|Di.β|α + εα)+α−q
q
1
ηi
q
α−q
]
s.t. ||y −Xβ||2 ≤ ǫ. (12)
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By setting α = 2, we can apply the IRLS method to solve (12). At the k-th
iteration, we firstly compute the weight vector η via η
(k)
i = (|Di.β(k−1)|2 +
ε(k−1)
2
)q/2−1, with β fixed. Then update β(k) with η fixed by solving
β(k) = argmin
β∈Rd
q
2
n∑
i=1
ηi|Di.β|2 s.t. ||y −Xβ||2 ≤ ǫ. (13)
Instead of (13), we solve an equivalent alternative problem (with conjugate
gradient)
β(k) = argmin
β∈Rd
{1
2
||y −Xβ||22 +
λq
2
n∑
i=1
η
(k)
i |Di.β|2
}
for appropriate value λ > 0 corresponding to ǫ. In the implementation, the
value of λ is varied until the constraint in (13) is satisfied. Lastly, we update
ε via ε(k) = min{ε(k−1), ρ · r(Dβ(k))l} with ρ ∈ (0, 1], where r(Dβ)l denotes
the l-th smallest element of the set {|Dj.β| : j = 1, . . . , n}. In this paper, we
call the above procedure as CoIRLq since it solves the ℓq-analysis minimization
problem. The pseudo-code of CoIRLq is given in the supplemental material.
Remark 2. Very recently, Ochs et al. (2015) propose a general iteratively reweighted
algorithm for nonconvex optimization problem and show that it converges to a
critical point. The CoIRLq algorithm is actually a special case of that concep-
tual iteratively reweighted method, and satisfies the assumed conditions. Hence
the CoIRLq algorithm converges to a critical point of the problem (12). Espe-
cially, when ε→ 0, the sequence {β(k)}k∈N generated by the CoIRLq algorithm
converges to a critical point of the problem (4).
6. Numerical Analysis
In this section we compare the performance of the ℓq-analysis minimization
in the case q < 1 and q = 1 on cosparse vector recovery. We generate the
simulated datasets according to
y = Xβ +w,
where w ∼ N(0, σI). The sampling matrix X is drawn independently from
the normal distribution with normalized columns. The analysis operator D
14
is constructed such that DT is a random tight frame. To generate a l-cosparse
vector β, we first choose l rows randomly fromD and formDΛ.Then we generate
a vector which lies in the null space of DΛ. The recovery is deemed to be
successful if the recovery relative error ||βˆ − β∗||2/||β∗||2 ≤ 1e− 4.
In the first experiment, we test the vector recovery capability of the CoIRLq
method with q = 0.7. We set m = 80, n = 144, d = 120, l = 99, and σ =
0. Figure 1 illustrates that the CoIRLq method recovers the original vector
perfectly.
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Figure 1: Cosparse vector recovery.
In the second experiment, we test the CoIRLq method on a range of sample
size and cosparsity with different q in the noiseless case. Figure 2 reports the re-
sult with 100 repetitions on every dataset. We can see that the CoIRLq method
with q < 1 can achieve exact recovery with fewer samples and in a wider range
of cosparsity than with q = 1. Note that there is a drop of recovery probability
where the cosparsity l = 118 3. This is because it is hard to algorithmically
recover a vector residing in a subspace with a small dimension; please also refer
to [13].
3When l = 120, a zero vector is generated by our codes. So the recovery probability in
cosparsity l = 120 is zero.
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Figure 2: Exact recovery probability of the CoIRLq method.
7. Conclusion
In this paper we have conducted the theoretical analysis and developed the
computational method, for the ℓq-analysis minimization problem. Theoretically,
we have established weaker conditions for exact recovery in the noiseless case
and a tighter non-asymptotic upper bound of estimate error in the noisy case. In
particular, we have presented a necessary and sufficient condition guaranteeing
exact recovery. Additionally, we have shown that the nonconvex ℓq-analysis
optimization can do recovery with a lower sample complexity and in a wider
range of cosparsity. Computationally, we have devised an iteratively reweighted
method to solve the ℓq-analysis optimization problem. Empirical results have
illustrated that the nonconvex method outperforms its convex counterpart.
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