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Preface
Ensuring future security and sustainability of energy supply and the management
of energy demand has become a global challenge. Whether the communities of the
future are mega-cities, urban, rural or remote, the infrastructure that supports them—
including housing, manufacturing, transport, and services—will rely on an energy
generation and distribution network that is stable, secure, and resilient to climate
change. This network will need to be sustainable in both environmental and financial
terms, integrate with more intelligent systems, and be developed alongside more
effective policies.
The 2nd International Conference on Energy and Sustainable Futures (ICESF
2020), organized by University of Hertfordshire and Doctoral Training Alliance
(DTA) in Energy1 of University Alliance, was intended for experts in the field from
industry and academia as well as research students and early career researchers.
This book contains a collection of submitted papers presented at the ICESF 2020
conference, whichwere thoroughly reviewed bymembers of the ProgramCommittee
consisting of 22 top specialists in the conference topic areas. A total of 34 paperswere
selected by the Technical Program Committee for the presentation at the conference
and for inclusion in this book. Theoretical and more general contributions were
presented in online sessions, due to the COVID-19 pandemic. Topic-specific sessions
as well as keynote talks from Dr. John Vardakas/Prof. Christos Verikoukis (Iquadrat
snd CTTC/CERCA) and Mr. Gerard Barron (DeepGreen), and panel discussions,
brought together specialists in limited problem areas with the aim of exchanging
knowledge resulting from research works and previous experience.
ICESF 2020 was organized in six major thematic areas:
• Energy Storage and Sources
• ICT and Control
• Renewables
• Electric Vehicles and Transportation Technology
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Part I
Energy Storage and Sources
Chapter 1
Solute Driven Transient Convection
in Layered Porous Media
Emmanuel E. Luther, Seyed M. Shariatipour, Michael C. Dallaston,
and Ran Holtzman
Abstract CO2 geological sequestration has been proposed as a climate changemiti-
gation strategy that can contribute towards meeting the Paris Agreement. A key
process on which successful injection of CO2 into deep saline aquifer relies on is the
dissolution of CO2 in brine. CO2 dissolution improves storage security and reduces
risk of leakage by (i) removing the CO2 from a highly mobile fluid phase and (ii)
triggering gravity-induced convective instability which accelerates the downward
migration of dissolved CO2. Our understanding of CO2 density-driven convection in
geologic media is limited. Studies on transient convective instability are mostly in
homogeneous systems or in systemswith heterogeneity in the formof randomperme-
ability distribution or dispersed impermeable barriers. However, layering which exist
naturally in sedimentary geological formations has not receivedmuch research atten-
tion on transient convection. Therefore, we investigate the role of layering on the
onset time of convective instability and on the flow pattern beyond the onset time
during CO2 storage. We find that while layering has no significant effect on the onset
time, it has an impact on the CO2 flux. Our findings suggest that detailed reservoir
characterisation is required to forecast the ability of a formation to sequester CO2.
Keywords Layered heterogeneity · Convection · Numerical simulations · CO2
storage · Climate change
1.1 Introduction
The behaviour of CO2 in a brine-saturated porous medium during CO2 geological
storage involves several processes. According to IPCC [1], a combination of traps
safely store injected CO2 within an underground storage formation. The vertical
migration of buoyant CO2 is restricted to lateral spreading by the formation seal
E. E. Luther (B) · S. M. Shariatipour · R. Holtzman
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(structural trap), the imbibing resident fluid can cut-off and immobilize trailing CO2
plume within formation pores (residual trap), the dissolution of CO2 in resident
fluid removes CO2 from a highly mobile phase (solubility trap), and the reaction
of CO2 saturated brine with formation rock securely stores CO2 (mineralization
trap). Tracking the buoyant migration, spreading, dissolution, and reaction of CO2
simultaneously is non-trivial since they occur at different temporal and spatial scales.
However, understanding the subsurface behaviour of CO2 is crucial to controlling the
global climate change through safe implementation of CO2 geological sequestration.
To overcome the modelling challenges, many researchers focused on one or more
of the trapping mechanisms at a time [2–5]. Our interest is on solubility trapping
which progresses to trigger density driven convection. CO2 dissolution rate, which
measures solubility trapping, has been estimated for Sleipner field in Norway [6]
while downwelling convective fingers are visually observed in experimental studies
on convection inHele-Shaw cells [7]. Previous studies of convection in homogeneous
systems use the onset time when the instability commences and the critical wave-
length of the convective fingers to characterise convection [2, 3]. The flow pattern
after the onset time can be described in several regimes: diffusive, flux growth when
the convective instabilities grow, constant flux when the fingers progress towards
the bottom of the domain, and final period (when flux gradually declines) [4]. In
heterogeneous systems, many studies on transient convection are in systems with
random permeability field or impermeable dispersed barriers [5]. Layering which
exist naturally in sedimentary rocks has not received worthy attention, but it can
affect the dynamics of fluid flow due to the change in permeability. Therefore, we
use numerical simulations with perturbations from numerical artefacts to show that
layered systems can alter CO2 flux beyond the onset time.











This problem of density driven convection in a brine saturated porous medium
is modelled in single phase comprising the flow of brine and the transport of CO2
dissolved in brine. Each model aquifer is 2-dimensional in the cartesian coordinate
system (x-z plane). The aquifer has a thickness H, impermeable (u = v = 0) and
constant CO2 concentration (c = Cs) at the top boundary (z = 0), and impermeable





at the bottom boundary (z = H). Initially
(t = 0), the domain is assumed to contain no CO2 (c = 0). This initial and boundary
conditions are common in the subject of convection in the context of the geological
sequestration of CO2 [2–5]. The system of equations for this problem is
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(1.5)
where c, k, D, ∅, g,μ and p denote CO2 dissolved concentration, permeability,
diffusivity of CO2 in brine saturated porous medium, porosity, gravity, viscosity and
pressure respectively. The Darcy velocity components are u in the horizontal and v in
the vertical direction. Boussinesq approximation is made so that the dependence of
density (ρ) on the concentration (c) which is assumed to be linear ρ = ρ0(1 + βc)
is applied only in the buoyancy term (ρg) in (3), where ρ0 is the density of pure
brine and β is the expansion coefficient. The length, time, and concentration scale
are H, the diffusive timescale H
2
D , and Cs respectively. The velocity scale is
∅D
H ,
and the dimensionless pressure is expressed as p′ = (p−ρ0gz)∅μD . The main dimension-
less number that describes the relative importance of diffusion and convection is the
Rayleigh number, Ra = kρ0βCsgH∅μD . The system of Eqs. (1.1–1.4) is made dimension-
less, linearized, and then analysed using linear stability analysis (LSA) based on the
quasi-steady state approximation (QSSA) needed due to the transient base profile.
The procedure and validity of QSSA have been discussed previously [3].
1.3 Numerical Simulations
The governing equations and boundary conditions are numerically solved using
Eclipse 300which is a multi-phase, compositional reservoir simulator. Eachmodel is
2 m × 1.01 m in the horizontal (x) and vertical (z) directions respectively discretized
into 200 grids in x (i = 1, 2 . . . 200) and 101 grids in z ( j = 1, 2 . . . 101) directions,
where i and j are the spatial discretizations. The initial and boundary conditions are
as described in Sect. 1.2. We rely on the numerical artefacts to trigger the instability.
1.4 Results and Discussion
The relationship t
′
0 = aRa−2 between the onset time (t ′o) and the Rayleigh number
in the homogeneous systems is obtained both in the LSA and in the numerical simu-
lations (Fig. 1.1a). This relationship and the constant a ≈ 56 from the LSA in this
work are similar to that obtained in the previous study [3]. However, in comparison
to the theoretical result, the numerical result for the constant a ≈ 807 is large due to
weak perturbations from numerical artefacts which can delay the onset time. This
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Fig. 1.1 a LSA and numerical simulation results for the relationship between the onset time and
Rayleigh number in homogeneous systems for Ra = 322.97, 430.44, 751.87, 1070.63. b Average
flux vs time plot for Ra = 0 (diffusive system) and Ra = 430.44 also showing the profile for CO2
liquid mole fraction (c’) at the top. The variation in Ra is solely due to permeability difference.
Both plots are in dimensionless unit. The onset time in the LSA is the time when the perturbations
growth rate become positive while the onset time in the simulation is when the standard deviation
of the horizontal concentration profile across the domain increases
can also be due to the difference in the definition of the onset time in the LSA and
simulation (Fig. 1.1). Beyond the onset time, LSA breaks down, and we depend on
the numerical simulations to observe the flow regimes. We estimate the average flux
(F) using the rate of change of the total dissolved concentration (CO2 liquid mole


















flux growth and steady flux regimes that we find (Fig. 1.1b) have been previously
observed [4]. The scaling agreement between our numerical simulation and LSA
results for the onset time, and the similarity of our simulation results with previous
numerical studies for the flow regimes after the onset time validates our numerical
models. Hence, we extend this analysis to include heterogeneous cases using our
simulation models.
The heterogeneous models each has a depth,H, and comprises two homogeneous
mediawith one overlaying the other. The thickness of each of the homogeneousmedia





. We investigate the effect of the layered
heterogeneity on the onset time of convective instability and on the subsequent flow
pattern. The nomenclature, TDiff - B430, interpreted as a heterogeneous system in
which the top strata is a diffusive system (Ra = 0) and the bottom layer has Ra =
430.44 is adopted.
The onset of convective instability is not affected by the layering (Fig. 1.2). The
top layer determines the onset time, and the bottom layer has no role in this setting.
Similar to the onset time, the time of the flux growth depends largely on the properties
of the top layer (Fig. 1.3). The time of flux growth in the heterogeneous systems
with Ra = 430.44 at the top are similar and the amplitude of the growth can be
approximated by that in the homogeneous system with Ra = 430.44. However, after
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Fig. 1.2 Numerical simulation results for the relationship between the onset time and Rayleigh
number in heterogeneous systems for Ra = 322.97, 430.44, 751.87, 1070.63 when Ra = 430.44 is
at the top and at the bottom. At the top of this figure, the profile of CO2 mol fraction in liquid phase
in T430-BDiff, TDiff-B430, T430-B1071 and T1071-B430 at t′ = 0.018 are presented
Fig. 1.3 Average flux vs
time plot for the
homogeneous case Ra =
430.44 and the presented
heterogeneous cases
the flux growth, the flux profile depends on the Ra of the bottom layer when dissolved
CO2 reaches this layer. The systemwith the purely diffusive bottom layer has a sharp
flux decline (Fig. 1.3) due to the restriction of flow from the permeable top layer by
the diffusive bottom layer (see concentration profile in Fig. 1.2). When a high Ra
layer lies above a low Ra layer (T1071-B430 and T751- B430), the width of the
convective fingers reduces when the fingers reaches the bottom layer reducing the
flux (Fig. 1.2). The flux growth is controlled by the permeability in the top region,
and during late times, the flux can be approximated by the flux in the homogeneous
system Ra = 430.44. These results suggest that we can fairly estimate the flux in
some layered heterogeneous systems with the flux in homogeneous media at certain
times.
8 E. E. Luther et al.
1.5 Conclusions
The role of layered permeability heterogeneity on CO2 solute convection in a brine
saturated geological porous medium has previously not received much attention. We
developed a numerical model on Eclipse 300 and validated our numerical results
against theoretical work for the onset of convective instability and against previous
studies for the flow regime beyond the onset time. Our results indicate that the bottom
layer has no significant effect on the onset of convective instability while dissolved
CO2 remains in the top layer. Beyond the onset time, the presence of the bottom layer
affects the flow regimes. This result implies detailed knowledge of potential storage
formations is required to successfully implement CO2 storage.
Acknowledgements This work is produced through the sponsorship of Petroleum Technology
Development Fund (PTDF) in Nigeria and is supported by the Centre for Fluid and Complex
Systems, Coventry University, UK. We also acknowledge Schlumberger for the use of Eclipse 300
and Amarile for the use of Re-Studio.
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Chapter 2
Towards an Optimal Deep Neural
Network for SOC Estimation
of Electric-Vehicle Lithium-Ion Battery
Cells
Muhammad Anjum, Moizzah Asif, and Jonathan Williams
Abstract This paper has identified a minimal configuration of a DNN architecture
and hyperparameter settings to effectively estimate SOC of EV battery cells. The
results from the experimental work has shown that a minimal configuration of hidden
layers and neurons can reduce the computational cost and resources required without
compromising the performance. This is further supported by the number of epochs
taken to train the best DNN SOC estimations model. Hence, demonstrating that, the
risk of overfitting estimation models to training datasets, can also be subsided. This
is further supported by the generalisation capability of the best model demonstrated
through the decrease in error metrics values from test phase to those in validation
phase.
Keywords Deep neural network (DNN) · State of charge (SOC) · Lithium-ion ·
EV · Energy storage
2.1 Introduction
Electric Vehicles (EV’s) and Hybrid Electric Vehicle (HEV’s) are rapidly becoming
an essential mode of modern transportation. The research on green energy and trans-
port systems will lead to the adoption of EVs widely across the globe. Driving a
battery powered vehicle does not generate harmful exhaust fumes as opposed to
vehicles which run on gasoline. Hence, studies on developing effective capacity esti-
mation methods for battery systems of EVs play a critical role in the improvement
of EV’s and HEV’s battery life and range prediction research [1, 2]. Li-ion batteries
are preferred over other battery chemistries, due to certain advantages such as high
energy density [3, 4]. However, like any other cell chemistry, Li-ion also comes with
certain common limitations, such as specific operational temperature and voltage
M. Anjum (B) · J. Williams
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range, and a need to improve the accuracy of capacity estimation. Likewise, a range
of external and internal factors, also influences Li-ion battery’s performance. These
may include temperature, voltage, charge/discharge cycles, ageing process, depth of
discharge (DOD), and battery’s internal electro-chemical processes. Consequently,
all the above stated factors affect the stabilisation of an EV’s battery pack and esti-
mation of its driving range. Hence, an optimal framework for an EV battery capacity
estimation is crucial to ensure reliable operation of battery management [2, 5, 6].
2.2 Background and Motivation
Estimating a battery’s capacity state also providesmeasures to assess its performance,
health, and monitor the ageing process. A battery is easily influenced by the variation
in external factors values due to vehicle load and driving habits. These driving habits
may include, but are not limited to variation in the speed and braking. Such driving
behaviours render capacity estimation of EV battery more challenging. Furthermore,
the capacity estimation of an EV has to account for the factors mentioned in Sect. 2.1,
as they affect battery performance [5, 6]. One of the measures to assess the battery
capacity is the estimation of its state of charge (SOC), which is the ratio between
the outstanding capacity of a battery to its available capacity [7]. A mathematical
representation of SOC is shown below in Eq. (2.1) where Qn is the available capacity




Several methods have been used by researchers to estimate SOC, such as conven-
tional methods, adaptive filter algorithms and hybrid methods as categorised in our
previous work [8]. All these methods come with some drawbacks for estimating EV
battery’s SOC. These drawbacks include ruling out the effects of variation in external
factors such as current, voltage and temperature on battery behaviour and life.
2.2.1 Machine Learning Methods for SOC Estimation of EV
Batteries
Besides the aforementioned methods, machine learning algorithms, especially deep
neural networks (DNN), have been widely used and proposed to estimate SOC of
EV batteries. Some researchers have integrated other methods such as Kalman filters
with equivalent circuit battery models to extract battery parameters in conjunction
with DNNs to estimate SOC [9]. Whereas, others have extracted battery parameters
by using battery testers and estimated SOC using DNNs [10, 11]. Works, such as Du.
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et al. have used constant temperature and steady discharge pulses for battery param-
eter extraction [12]. The extraction of steady state condition input parameters for
learning algorithms, renders the learned model untrained for transient load demand
and real-world situations.
On the other hand, works including and similar to Chemali et al.’s, have extracted
data from non-steady state conditions by simulating different custom and standard-
ised drive cycles, such as UDDS at multiple temperatures and C-rate [11]. However,
to the best of authors’ knowledge, such works run the risk of overfitting the proposed
models to training data by running tens of thousands of learning epochs and iterations
to minimise the error metrics. Hence, possibly resulting in significant computational
time and memory resources.
Following the discussion in this and the previous section, two research questions
have been formulated:
RQ1—can the SOC of Li-ion EV cells be effectively estimated by identifying a
minimal DNN architecture (number of hidden layers and neurons)?
RQ2—can the number of learning epochs of the DNN architecture proposed in
RQ1 be optimised by searching the DNN hyperparameters space to estimate the
SOC of Li-ion EV cells?
2.3 Experimental Setup and Design
The experiment was designed into four main phases, as shown in Fig. 2.1. The first
phase is to facilitate model parameter extraction, which would be used as inputs
to the DNNs. The second phase is to train a number of DNNs over a range of
hyperparameter settings. Each DNNs would be validated to find the optimal model
for SOC estimation with the given set of training input. The last two phases deal with
testing and evaluating the best model determined from validation in the previous
phase against test data. The performance is measured using multiple error metrics,
followed by estimated result’s analysis to draw conclusion and recommendations for
future work.
2.3.1 Data Extraction
Capacity (CAP) tests via a battery cell tester (Bitrode) were conducted on eight 20
Ah LiFePO4 cells at a range of temperature variations T/°C = [0, 10, 25, 35, 45]
Fig. 2.1 Experimental phases
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Fig. 2.2 CAP test charge profile of a LiFePO4 cell on various temperatures
per cell, at the CAPSE Laboratory, University of South Wales. A constant current
of 1 C-rate was applied to charge and discharge cells in the battery tester; along
with an environmental chamber to maintain the required temperatures, respectively.
The sampling rate was set to be 0.1 Hz and the data extracted from all of the 40
CAP tests was individually stored on a host computer. The parameters extracted for
DNN input included voltage: V/V (voltage), current: C/A, both battery and external
temperature via environmental chamber’s temperatures in degree Celsius: Tb and Te,
charged capacity of the cell in ampere hour: Qn/Ah, and battery state: S (rest, charge,
and discharge). A typical charging profile based on the model parameters extracted
from one of the cells is shown in Fig. 2.2. The effect of various temperatures on
a LiFePO4 cell’s behaviour during the CAP test around voltage and current can be
clearly seen from the plots and reinforces the need to train estimation models on a
range of temperatures.
2.3.2 Deep Learning for SOC Estimation
The learning phase for SOC estimation was carefully designed to find answers to
the research questions posed in Sect. 2.2. The aim was to find an optimal trend of
hyperparameter values for aminimally configuredDNN.Thus, achieving an effective
SOC estimationmodel with minimal values of error metrics. Consequently, the study
also focused on alleviating the need for using high specification hardware, such as
GPUs for the learning phase by finding a trend of minimal number of neurons as well
as hidden layer configuration for DNN architecture. A greedy search approach was
deployed to find the optimal number of hidden layers and neurons along with other





Hidden layers and neurons [5, 7, 10], [15, 20]a
Learning rate 0.5, 0.8
Activation method Hyperbolic, rectifier, and maxout
Epochs 10, 25, 50, 75, 100
aThe number of elements in a set represent the number of hidden
layers, whereas the value of each element represents the number
of neurons in that hidden layer. Each configuration is separated by
a comma and enclosed in set notation
DNN hyperparameters values. Some of the hyperparameter and DNN configurations
searched are listed in Table 2.1. All possible DNN architectures and hyperparameter
settings resulted in 360 DNN models. Each model was trained and cross validated
with 5 folds, using the entire data extracted from6 out of 8 cells.Whereas 2 cells’ data
was used to test the models, which approximately accounts for 25% of the extracted
data.
2.4 Results and Discussion
To evaluate the DNNs performance, using the error metrics value between actual
SOC and estimated SOC; actual SOC was calculated using the formula provided
in (1). The top 20 models, determined from the validation phase, shared common
DNN architecture: [10,15,20] and hyperparameter settings except for the number
of epochs. The learning rate for the top 10 models was 0.8, which signifies the
generalisation capability of the architecture, as compared to the other smaller values
provided to greedy search. The linear and locally weighted regression smoothing
curves in the epochs vs residual error plot in Fig. 2.3: Actual and Predicted SOC
from best estimation models at a range of temperatures [0,10,25,35,45] °C
Fig. 2.3 Actual and
Predicted SOC from best
estimation models at a range
of temperatures
[0,10,25,35,45] °C
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Figure 2.4 verify the decreasing trend in error rate as the DNN SOC estimation
models’ learning epoch increased. Another interesting observation can bemade from
this plot, where each point in the plot shows the residual error at its final epoch. A
40% decrease ~(50–10) in number of epochs has cost a less than ~0.15 increase in
error metrics values. If the trend in the cost vs number of epochs remains similar with
larger and richer training datasets, a slight trade-off on accuracy can bring significant
reduction in temporal costs and computing resources in the learning phase of SOC
estimation. A number of error metrics were used to evaluate the performance of the
best model other than residual error as shown in Table 2.2. The decrease in each
error metrics’ value from validation to test phase provides evidence for the model’s
generalisation capability as it has performed better on unseen test data. The actual
and estimated SOC plots at charging from the best model in in Fig. 2.4 also depict
that the model has generalised well on unseen data and did not overfit on training
data. This is further supported by the low MAE reported in Table 2.2. as well as its
comparison with Chemali et al.’s MAE values on three different test data sets: 0.39,
1.85 and 1.35 [12]. It is worth mentioning that while the lowest MAE is lower and
highest MAE is higher than the reported MAE in this work, the number of learning
epochs for their work (85000) is significantly higher than the best model’s learning
epochs (~50).
Fig. 2.4 Epoch vs error along with smoothed trends curves
Table 2.2 Error metrics of
the best SOC estimation
model from validation and
test phase
Error metric Validation Test
Mean squared error (MSE) 26.41 24.05
Root mean squared error (RMSE) 5.14 4.90
Mean absolute error (MAE) 1.68 1.39
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2.5 Conclusion
Based on the analysis driven from results and the discussion in the previous section
we can answer the research questions posed in Sect. 2.2.AminimalDNNarchitecture
has been identified from 360 DNN models with different configurations of minimal
architectures to effectively estimate EVbattery cells SOCwith a performancemetrics
value on par with state of the art research work. Furthermore, the number of learning
epochs to reduce computation resources and temporal costs, as well as to avoid risk of
overfitting, have shown to be significantly less in comparison with existing research
works to the best of the authors’ knowledge.
The DNN estimation models can be further improved by training and testing on
data extracted frommore battery tests, such as HPPC tests on a range of temperatures
and C-rate. Similarly, adding custom and standard drive cycles data extracted from
the battery cells to both the training and testing sets can further inform the estimation
model on impacts of external factors affecting EV battery’s behaviour.
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Chapter 3
A Brief Review on Nano Phase Change
Material-Based Polymer Encapsulation
for Thermal Energy Storage Systems
Muhammad Aamer Hayat and Yong Chen
Abstract In recent years, considerable attention has been given to phase change
materials (PCMs) that is suggested as a possible medium for thermal energy storage.
PCM encapsulation technology is an efficient method of enhancing thermal conduc-
tivity and solving problems of corrosion and leakage during a charging process.
Moreover, nanoencapsulation of phase change materials with polymer has several
benefits as a thermal energy storage media, such as small-scale, high heat transfer
efficiency and large specific surface area. However, the lower thermal conductivity
(TC) of PCMs hinders the thermal efficiency of the polymer based nano-capsules.
This review covers the effect of polymer encapsulation on PCMswhile concentrating
on providing solutions related to improving the thermal efficiency of system.
Keywords Nano-phase change materials · Polymer encapsulation · Thermal
energy storage · Nanotechnology · Heat transfer enhancement
3.1 Introduction
The main factors pushing the world towards the use of renewable energy sources are
the continuous increase in carbon emissions and the increase in fuel costs.Direct solar
radiations are considered among the most potential source of energy in many parts
of the globe. The researcher’s community around the globe is looking for renewable
and novel energy sources. The storage of energy in suitable forms, which can be
converted traditionally into the required form, is a challenge to the technologists
of today. Energy storage not only eliminates the difference between demand and
supply, but also increases system efficiency and reliability and performs a significant
role in energy conservation [1]. The different energy storage techniques are given in
Fig. 3.1.
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Fig. 3.1 Energy storing techniques [2]
Thermal energy storage (TES) contributes to a significant part in the efficient
usage of thermal energy and has utilization in various fields, for instance, in buildings
cooling/heating systems, solar collectors, electricity and industrial thermal energy
storage [3]. Amongst many thermal energy storage methods, latent heat thermal
energy storage is a highly desirable method and has the property of storing heat at a
uniform temperature which is the phase change temperature.
Latent heat thermal energy storage (LHTES)which are phase changematerials can
be classifiedmainly into two categories i.e. organic and inorganic PCMs. The organic
PCMs have higher stability, high energy storage capacity, no segregation, un-toxic,
un-corrosive, and un-reactive [4]. Contrary to this, Inorganic PCMs have compar-
atively higher thermal conductivity, higher density volumetric energy storage, and
flame retardance [5]. The organic PCMs have potential advantage as thermal energy
storage materials in many applications, such as desalination [6], thermal manage-
ment of electronic devices [7] passive heating of buildings [8, 9] and other thermal
integrated systems. However, PCMs experience less thermal conductivity which is
usually (0.2 W m−1K−1) and leakage during the phase transition [10]. The enhance-
ment of thermal conductivity not only increase heat storage and release capacity,
but it also improves the performance of the system. There are several methods for
the improvement of PCM thermal conductivity, such as by utilizing nanoparticles,
encapsulation of PCMs, expanded graphite, fins, heat pipe, and by metallic foams
[11].
At present, polymer-based encapsulation of the PCMs attracted the researchers
because polymers are flexible which allows the expanded PCM volume during the
phase change results in ease of melting while maintaining the stability and shape of
the prepared nano-capsules. In addition, encapsulation provides large surface area,
high heat transfer rate, prevents leakage and encapsulation also reduces the reactivity
of PCMs with external environment. In this study, we will discuss the latest studies
on encapsulation of PCMs and its future aspects.
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3.2 Polymer Encapsulation-Based Phase Change Materials
Encapsulation is the procedure of enclosing PCMs within coating materials to
develop a type of composite PCMs [12]. The major reason to use polymers as core
material is that they are mechanically stable, lightweight, inexpensive, and compat-
ible with PCMs [13]. Moreover, the encapsulation technology can be separated into
macro encapsulation, micro-encapsulation, and nano-encapsulation, depending on
the size. Different forms of physical properties, such as, capillary behaviour, adhe-
sion forces, and surface chemistry, are more efficient at the nanoscale encapsula-
tion. Nano-encapsulation technique has proved to be extra useful than micro and
macro-encapsulation for that purpose [14, 15].
The important parameters to evaluate the thermal performance of encapsulated
PCMs are core and shell materials, latent heat, melting temperature of PCMs (Tm),
encapsulation method and encapsulation efficiency (EE), as listed in Table 3.1.
The data given in Table 3.1 showed that in situ polymerisation techniques
exhibit better thermal performance by providing more encapsulation efficiency and
thermophysical stability compared to the other encapsulation methods.
Shi et al. [21] examined an interfacial polymerization technique for the develop-
ment of paraffin-polymethyl methacrylate (PCM-PMMA) nano-capsules. Atmelting
and solidification enthalpy of 64.93 J/g and 66.45 J/g respectively (PCM-PMMA)
nano-capsules found stable and reliable. Furthermore, thermal gravimetric analysis
(TGA) results showed the decent thermal stability with PCM content of 52.95%.
Tumirah et al. [18] experimentally investigated the physical, thermal and chemical
properties of the St (styrene)-MMA (methyl methacrylate) copolymer shell with n-
octadecane as a core using miniemulsion in situ polymerization. After 360 cycles
of heating/cooling, the nano-capsules had reasonable thermal efficiency in terms of
chemical stability and thermal properties. The DSC results showed the solidification
andmelting temperatures of PCMs inside the nano-capsules were 24.6°C and 29.5°C
Table 3.1 Summary of nano-PCMs prepared utilizing various methods
References Core/PCM Shell Latent
heat
(J/g)
Tm (°C) EE% Encapsulation
method
[16] n-octadecane PMMA/SiO2 178.9 – 10 Sol-gel method
[17] n-octadecane PBMA, PBA 96–112 29.1–31.6 47.7–55.6 Suspension-like
polymerisation





187.5 21.5 93.1 In situ
polymerisation
[20] n-Nonadecane PMMA 139.20 31.23 60.3 Emulsion
polymerisation
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respectively, which indicates they have a high ability to be utilized for the purpose
of thermal energy storage. Fuensanta et al. [22] studied miniemulsion polymerisa-
tion (chemical method) in which (RT-80) PCM with melting temperature 80°C was
utilized as core material and styrene-butyl acrylate copolymer as shell material. The
nano-capsules showed thermal stability even after 200 heating/cooling cycles. In
addition, Differential Scanning Calorimetry (DSC) analysis confirmed the thermal
energy storage capacity of RT80/styrene-butyl acrylate nano-capsules by obtaining
the melting and solidification enthalpies in the range of 10 to 20 J/g. Chen et al. [23]
utilized miniemulsion polymerization method to synthesized styrene-butyl acrylate
(SBA) copolymer as shell and n-dodecanol as core. The thermal performance, particle
size and morphology were measured by DSC, particle size distribution (PSD) and
transmission electron microscope (TEM) respectively. The results revealed that the
encapsulation efficiency (EE) had touched 98.4% and phase transition enthalpy and
phase transition temperature were 10932 J/g and 18.4°C, respectively. Sari et al. [20]
prepared micro/nano capsules by emulsion polymerization method using paraffin
eutectic mixtures (PEMs) as core material and PMMA as shell materials. The TGA
results indicated that the encapsulated PEMs remained durable until 160°C. In addi-
tion, after exposure to 5000 thermal cycles, they had good chemical and thermal
stability. A synthetic explanation of encapsulated PCM is shown in Fig. 3.2.
The encapsulation performance is still relatively low and faces the lack of indus-
trial application requirements. What is more, the one reason for its low encapsulation
performance is the very low thermal conductivity of PCM which hinders the heat
transfer rate. Many studies have been investigated in which only PCM is used as the
core material, but rare work is done on improving the thermal conductivity of core
material. The addition of nanoparticles in PCMs increases the TC of PCMs because
they possess high TC materials. We discussed the effects of nanoparticles on the
PCMs in the next section.
3.3 Nanoparticles Based Phase Change Materials
(Nano-PCMs)
By increasing the thermal conductivity of PCMs, heat storing and release capacity
surges, which results in the improvement of thermal performance of the system.
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In addition, thermal conductivity of the PCMs can be improved by the usage of
nanoparticles possessing high thermal conductivity.
Qu et al. [25] studied the impact of two distinct nanoparticles (i.e. Expanded
Graphite-Multi-walled Carbon Nano-tube (EG-MWCNT) and Expanded Graphite-
Carbon Nano-fiber (EG-CNF)) on the phase change material (Paraffin) at five
different mass ratios, and it was found that maximum thermal conductivity increased
by the incorporation of EG-MWCNT and EG-CNF was 60% and 21.5% respec-
tively. Rufuss et al. [26] investigated three different nanoparticles (copper oxide
(CuO), titanium dioxide (TiO2) and graphene oxide (GO)) with paraffin. The results
exhibited that the TC of paraffin was enhanced by 101.2%, 28.8% and 25% by the
adding 0.3 wt% of graphene oxide, copper oxide and titanium dioxide nanoparti-
cles, respectively. Sharma et al. [27] experimentally inspected the performance of
PCMs and nano-PCMs integrated micro-fins for the Building-Integrated Concen-
trated Photovoltaics technology. Paraffin wax was used as PCM and Cupric oxide
(CuO) as nanoparticleswith 0.5%bymass. Results exhibited that the average temper-
ature was decreased by 12.5 °C using micro-fins with nano-PCMs and 10.7 °C using
micro-fins with PCMs as comparison to utilizing micro-fins only. Nourani et al. [28]
experimentally inspected the effect of Aluminium oxide nanoparticles (Al2O3) on
paraffin using different concentrations of (Al2O3) nanoparticles. The results revealed
that the thermal conductivity improvement ratios for liquid and solid states were 13%
and 31% respectively for a sample containing 10 wt% of Al2O3. Li [29] prepared
nano-graphite (NG) and paraffin based composite PCMs. The thermal effects of
nano-PCMs were examined using SEM and DSC. The results depict that the thermal
conductivity of PCMs increases with the increase in the percentage of nanoparticles.
Moreover, addition of 10% of (NG) nanoparticles raised the thermal conductivity to
0.9362 W/m K.
From the literature stated above it is clear that addition of nanoparticles to PCMs
improves the thermal conductivity of the PCMs because both metallic and carbon-
based nanoparticles have high TC. Moreover, carbon-based nanoparticles, such as
carbon nanotubes, carbon fiber and graphene possess better stability, low density,
and good dispersion in phase change materials compared to metallic nanoparticles.
3.4 Discussion and Future Work
Polymer-based encapsulated PCMs are widely used in many industrial applications,
such as in thermal management, buildings, and medical industry because they have
potential to store thermal energy with higher efficiency than other energy storage
methods. But still more attention is needed for the further development of the thermal
performance of encapsulated PCMs, as suggested below.
• Until now, work was focused on simple PCMs based polymer encapsulation, so
future studies need to be conducted on nano-PCMs based polymer encapsulation
for the enhancement in the thermal performance of polymer-based nano-capsules.
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• In addition, the stability of nano-capsules can be improved by using nano-PCMs
as core materials which help in a reduction of encapsulation cost.
• Previously, usually organic PCMs were used as core materials for the micro/nano
encapsulation. Hence, there is the need to investigate inorganic PCMs as core
materials because they have high latent heat of fusion during phase transition.
• Further studies on improvement of encapsulation efficiency, better thermal
performance and better stability need to be conducted.
• Hybrid nanoparticles-based polymer nanocomposite materials also need attention
for the development of potential energy storage materials.
• It has been stated that the encapsulation of PCMs results in the reduction ofmelting
temperature latent heat compared to pure PCMs. PCMs aim to use in TES systems
as energy storage materials without loss of heat transfer and fluid flow efficiency.
This is therefore a major challenge for encapsulated PCMs to raise or sustain the
latent fusion heat with different melting and solidification temperatures. Future
studies are therefore required to concentrate on encapsulation of PCMs in this
direction.
3.5 Conclusion
This paper mainly focused on encapsulation of PCMwork success over recent years.
Further, addition of nanoparticles in PCMs for the enhancement in the thermal
efficiency of polymer-based nano-capsules are also studied. From this study the
following findings are summarised.
• PCM encapsulation with a polymer as shell material is easy and does not require
any complication, and the introduction of simple polymerisation techniques it can
be achieved.
• The problems of leakage, subcooling, and segregation had been somewhat solved
after encapsulation of PCMs.
• Addition of high thermal conductive nanoparticles in-to PCMs the thermal
performance of encapsulation can be improved.
• In combination with various subsystems such as heat sinks, heat pipes, micro-
minichannels, heat exchangers, panels, wallboards, and slabs, encapsulation of
PCMs is the most suitable for thermal management and TES applications.
Acknowledgements The authors would like to acknowledge financial support of the European
Union’s Horizon 2020 research and innovation programme under the Marie Skłodowska-Curie
grant agreement No 801604.
3 A Brief Review on Nano Phase Change Material-Based … 25
References
1. H.P. Garg, S.C. Mullick, V.K. Bhargava, Solar Thermal Energy Storage, Springer Science &
Business Media (2012)
2. A. Sharma, V.V. Tyagi, C.R. Chen, D. Buddhi, Review on thermal energy storage with phase
change materials and applications. Renew. Sustain. Energy Rev. 13, 318–345 (2009)
3. B. Zalba, J.M. Marın, L.F. Cabeza, H. Mehling, Review on thermal energy storage with phase
change: materials, heat transfer analysis and applications. Appl. Therm. Eng. 23, 251–283
(2003)
4. S. Jegadheeswaran, S.D. Pohekar, Performance enhancement in latent heat thermal storage
system: a review. Renew. Sustain. Energy Rev. 13, 2225–2244 (2009)
5. X. Wang, Q. Guo, Y. Zhong, X. Wei, L. Liu, Heat transfer enhancement of neopentyl glycol
using compressed expanded natural graphite for thermal energy storage. Renew. Energy. 51,
241–246 (2013)
6. J. Sarwar, B.Mansoor, Characterization of thermophysical properties of phase changematerials
for non-membrane based indirect solar desalination application. Energy Convers. Manag. 120,
247–256 (2016)
7. H.M. Ali, Experimental investigation on paraffin wax integrated with copper foam based heat
sinks for electronic components thermal cooling. Int. Commun. HeatMass Transf. 98, 155–162
(2018)
8. J.-F. Su, X.-Y. Wang, S.-B. Wang, Y.-H. Zhao, Z. Huang, Fabrication and properties of
microencapsulated-paraffin/gypsum-matrix building materials for thermal energy storage.
Energy Convers. Manag. 55, 101–107 (2012)
9. M. Pomianowski, P. Heiselberg, Y. Zhang, Review of thermal energy storage technologies
based on PCM application in buildings. Energy Build. 67, 56–69 (2013)
10. X. Tong, J.A. Khan, M. RuhulAmin, Enhancement of heat transfer by inserting a metal matrix
into a phase change material. Numer. Heat Transf. Part A Appl. 30, 125–141 (1996)
11. A. Mustaffar, D. Reay, A. Harvey, The melting of salt hydrate phase change material in an
irregular metal foam for the application of traction transient cooling. Therm. Sci. Eng. Prog.
5, 454–465 (2018)
12. D.C. Hyun, N.S. Levinson, U. Jeong, Y. Xia, Emerging applications of phase-change materials
(PCMs): teaching an old dog new tricks. Angew. Chemie Int. Ed. 53, 3780–3795 (2014)
13. A. Jamekhorshid, S.M. Sadrameli, M. Farid, A review of microencapsulation methods of phase
change materials (PCMs) as a thermal energy storage (TES) medium. Renew. Sustain. Energy
Rev. 31, 531–542 (2014)
14. T. Uemura, N. Yanai, S. Watanabe, H. Tanaka, R. Numaguchi, M.T. Miyahara, Y. Ohta, M.
Nagaoka, S. Kitagawa, Unveiling thermal transitions of polymers in subnanometre pores. Nat.
Commun. 1, 1–8 (2010)
15. C. Liu, Z. Rao, J. Zhao, Y. Huo, Y. Li, Review on nanoencapsulated phase change materials:
preparation, characterization and heat transfer enhancement. Nano Energy. 13, 814–826 (2015)
16. F. He, X.Wang, D.Wu,New approach for sol–gel synthesis ofmicroencapsulated n-octadecane
phase change material with silica wall using sodium silicate precursor. Energy 67, 223–233
(2014)
17. X. Qiu, G. Song, X. Chu, X. Li, G. Tang, Preparation, thermal properties and thermal reliabil-
ities of microencapsulated n-octadecane with acrylic-based polymer shells for thermal energy
storage. Thermochim. Acta 551, 136–144 (2013)
18. K. Tumirah, M.Z. Hussein, Z. Zulkarnain, R. Rafeadah, Nano-encapsulated organic phase
change material based on copolymer nanocomposites for thermal energy storage. Energy 66,
881–890 (2014)
19. F. Yu, Z.-H. Chen, X.-R. Zeng, Preparation, characterization, and thermal properties of
microPCMs containing n-dodecanol by using different types of styrene-maleic anhydride as
emulsifier. Colloid Polym. Sci. 287, 549–560 (2009)
26 M. A. Hayat and Y. Chen
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Chapter 4
Exploring the Relationship Between Heat
Absorption and Material Thermal
Parameters for Thermal Energy Storage
Law Torres Sevilla and Jovana Radulovic
Abstract Using thermal energy storage alongside renewables is a way of dimin-
ishing the energy lack that exists when renewable energies are unable to run. An in-
depth understanding of the specific effect of material properties is needed to enhance
the performance of thermal energy storage systems. In this paper, we used fitting
models and regression analysis to quantify the effect that latent heat of melting and
material density have on the overall heat absorption. A single tank system, with
encapsulated phase change materials is analysed with materials properties tested in
the range of values commonly found in the literature. These materials are, therefore,
hypothetically constructed ones based on materials such as paraffin. The software
used for the numerical analysis is COMSOL Mulitphysics. Results show that the
relationship between the latent heat and density regarding heat absorbed is a positive
linear function for this system.
Keywords Thermal storage · Energy · Materials · Graph fitting
4.1 Introduction
Every day theworld is facing energy challenges whilst we further develop the use and
implementation of renewables. Although these green technologies help stray away
from fossil fuel usage, there are some major drawbacks. One is the intermittency
issue, as they are only as effective as the weather allows them to be. However,
combining thermal energy storage (TES) alongside them is a way of diminishing the
mismatch between supply and demand.
Thermal energy storage systems can be divided into sensible heat, latent heat and
thermochemical. This paper focuses on the combination of the first two. Sensible heat
stores heat per degree increased,whereas latent heat stores heat during a phase change
[1]. Sensible heat is the most used storage and the material selection is based on
properties such as specific heat capacity, density and thermal conductivity. Latent heat
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offers an advantage over sensible heat in terms of narrower operating temperatures
and high energy density, requiring a material selection based on properties such as
melting temperature and latent heat [2]. The most common type of latent heat is
solid-liquid, hence why the analysis is on this particular one [3]. This paper focuses
on parameters relevant to the heat absorption output, such as density (for sensible
heat) and latent heat of melting (for latent heat). Designs for these are generally
packed beds, single/double tank systems and heat exchangers. Common materials as
storage mediums for sensible heat include solids such as rocks, ceramics, concrete,
or fluids such as water, oils and inorganic salts [4]. For latent heat, materials used
are classified into organic (paraffins, fatty acids and eutectics) and inorganic (salt
hydrates and eutectics) [5]. Phase changing materials (PCMs) should have a number
of desirable properties, amongst others: high thermal conductivity to enhance the heat
transfer; they should be chemically stable, non-toxic or flammable; low cost and high
availability are naturally advantageous [6]. Latent heat of melting and density are of
vital importance for the performance of a TES. It is known that higher values lead to
improved system performance. The aim of this study is to quantify the relationship
between these thermal parameters and the heat absorption of a single tank system.
This information can help in real life applications to aid users in material selection,
material enhancement and contribute towards optimization of TES systems.
Parhizi et al. [7], similarly to the aim of this paper, assess the impact of thermal
properties on a PCMbased TES system for twomodels: a simplified cartesian 1D one
and a cylindrical 3D one. They propose a theoretical heat transfer model, which aims
to predict the rate of energy stored and energy density as functions of the thermal
conductivity. Their results indicate that there is bound to be a trade-off when selecting
thematerial. They report that while increasing thermal conductivity improves the rate
of energy stored, the energy storage density itself does not change for the cartesian
system and decreases for the cylindrical system.
4.2 Methodology
4.2.1 System Design
The analysed system consists of a symmetrical single cylindrical tank, packed with
encapsulated and spherical PCMs. The tank height and length are 0.5 m and packed
with a set of 19 × 17 encapsulated spheres containing the selected PCM. The tank
frame is 0.025 m thick and the capsule is considered thin and negligible, with the
sphere radius of 0.0125 m. It has a centric single inlet and outlet of dimensions
0.12 m and is symmetrical. The HTF is water and enters the system at a constant
temperature of 90 °C and at a velocity of 0.01 m/s. The tank initially has still water
inside at an ambient temperature of 20 °C. The analysis focuses on the centre point of
the system, at coordinates (0,0) where the centre sphere is. The analysis was carried
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Fig. 4.1 System design meshed in COMSOL Multiphysics and coordinates (0,0)
out in COMSOLMultiphysics and the system was approximately 140,000 elements,
mostly triangular prisms (Fig. 4.1).
4.2.2 Boundary Conditions and Assumptions
The 2D simulation is run inCOMSOLMultiphysics for 60min in 1min step intervals.
The model uses the “Laminar Flow” and “Heat Transfer in Fluids” physics, along-
side the “Nonisothermal Flow” multi-physics. The numerical problem was solved
using Fourier’s Law and the heat equation for non-uniform isotropic mediums. Heat




+ ρCpu · ∇T + ∇ · q = Q + Qp + Qvd (4.1)
q = k∇T (4.2)
q = m(Cps · (Tm − T i) + L + (T f − Tm) · Cpl) (4.3)
where ρ is density, Cp is heat capacity at constant pressure (subscripts “s” and
“l” indicate solid and liquid phases), T is temperature (subscripts “m”, “i” and “f”
indicate melting, initial and final), t is time, u is velocity, q is heat flux, Q is the heat
source, Qp is heat pressure work, Qvd is heat viscous dissipation and k is thermal
conductivity.
The inlet boundary layer is velocity and the outlet is pressure, where initial pres-
sure is zero and the model supress backflow. The wall boundary conditions are no
slip and the tangential velocity is zero. The HTF is modelled to be laminar and
incompressible and all materials are homogeneous and isotropic. Furthermore, there
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Table 4.1 Material properties and their ranges for the tested hypothetical analysis
Base Case Variation 1 Variation 2 Variation 3 Variation 4
Melting temperature 45 °C 45 °C 45 °C 45 °C 45 °C
Latent Heat 200 kJ/kg 10 kJ/kg 500 kJ/kg 200 kJ/kg 200 kJ/kg
Density 800 kg/m3 800 kg/m3 800 kg/m3 600 kg/m3 1000 kg/m3
are no heat losses due to radiation and the outer wall of the tank is perfectly insu-
lated. Lastly, the encapsulated spheres are modelled to be circles that do not undergo
deformation.
4.2.3 Materials and Analysis
The materials used in this experiment are non-existing and hypothetical. They were
constructed using informed, reasonable and educated values from materials found
in systems and found in the literature. The base case is based on standard paraffin
properties. In all simulations the melting temperature (45 °C), thermal conductivity
(0.4W/mK solid and 0.2W/mK liquid), and specific heat capacity (2000 J/kgK solid
and 2200 J/kgK liquid) were the same, yet density and latent heat were varied as
shown in Table 4.1.
4.3 Results
Using the temperatures recorded for the centre sphere, the heat absorbed was calcu-
lated and a regression analysis was performed. Results shown in Figs. 4.2 and 4.3
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Fig. 4.2 Line plot of the heat absorbed (after 60 min) against latent heat and density
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Fig. 4.3 Percentage change of the heat absorbed compared to the base case
4.4 Discussion
Both high density and latent heat yield higher heat absorption values.
The change in latent heat shows amuchwider range in values,where themaximum
and minimum are 4247.39 J and 1040.65 J (a difference of 3206.74 J), respectively.
For density, the range was from 2854.88 J to 1713.14 J (a difference of 1141.74 J).
This shows an increase from the minimum value of 308% for latent heat and 66% for
density, approximately. Across the tested range, a relative increase of heat absorbed
per 100 kJ/kg of latent heat was 6.5 kJ, compared to 2.9 kJ of heat absorbed per
100 kg/m3 of density increase, showing that for low temperature heat storage the
latent heat is a more influential factor. By increasing latent heat by 10% from the base
case, the relative increase in heat absorption is 28%. In comparison, 24% increase is
seen by density rise to 1000 kg/m3 from 800 kg/m3.
Paraffins and organic PCMs have desirable density values. However, high latent
heat values considered in this study are outside the conventional range. While the
addition of nanoparticles is a promisingmethod for an alternation of the latent heat of
PCMs [8], in practical systems it is beneficial to use high density PCMs to maximise
heat absorption. While this increases the weight of the tank, if the volume variation
during phase change is relatively low, the tank volume does not present a challenge.
4.5 Conclusion
In conclusion, increasing the latent heat and densitywithout altering any other system
parameters gives a simple linear relationship regarding heat absorption. Higher latent
heat is a more influential parameter, although practically the same effect can be
achieved with a material with higher density.
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A Novel Approach for U-Value
Estimation of Buildings’ Multi-layer
Walls Using Infrared Thermography
and Artificial Intelligence
Arijit Sen and Amin Al-Habaibeh
Abstract Estimating the U-value of walls of buildings is a key process to evaluate
the overall thermal performance. Low U-value in buildings is desired in order to
keep heat within the envelop and consume less energy in heating. Addressing the
limitations in the currently used U-value estimation techniques, this paper proposes a
novel approach for estimating the U-value of the envelop of buildings using infrared
thermography and Artificial Neural Network (ANN) with the application of a point
heat source. The novel system is calibrated by training the ANN in a lab environment
using a wide range of samples with multi-layers to be able to estimate the in situ
U-value of walls in real buildings during field work with relatively high accuracy.
Keywords U-value · Artificial intelligence · Neural network · Infrared
thermography · Insulation
5.1 Introduction
The thermal performance of buildings is largely dependent on the thermal trans-
mittance or U-value of their walls. The theoretical U-value of a building’s wall is
calculated as the reciprocal of the summation of thermal resistance values of different
layers of the wall, where thermal resistance is a function of thermal conductivity and
thickness of the layers [1].
U = 1
Ri + d1k1 + d2k2 + · · · + Re
(5.1)
Equation (5.1) represents the theoreticalU value of thewall where, k is the thermal
conductivity of the materials in different layers of the wall, d is the thickness of the
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wall’s layers. Ri and Re are the thermal resistanceof air at internal surface and external
surface respectively. The U-value of an existing building’s wall often differs from its
theoretical U-value because of the degradation of the wall materials, deviation of the
layers’ thicknesses from their designed values, presence of voids between two layers
resulting from poor craftmanship and so on [2]. Also, in some countries the quality of
materials used and type are not well-characterised in terms of thermal performance
and consistency. There are different approaches exist for determining the U-value of
existing buildings; however, they have some limitations [3]. One of the approaches,
for example, requires collecting samples of wall materials for laboratory test by
drilling holes through walls [3]. Two other non-invasive methods, namely: Heat Flux
Meter (HFM) method and Infrared Thermovision Technique (ITT), are limited to be
performed in winter only, as they require over 10°C temperature gradient between
indoor and outdoor environment [4, 5]. Another approach of estimating U-value
from external and internal wall temperatures is by using noncontact infrared sensors;
this technique shows better performance over HFMmethod; however, it is restricted
to use during night only and it requires the measurement to be conducted over a
few days [6]. The reliable estimation of in situ U-value is difficult in real build-
ings because of many constraints such as, installing instruments, extended period
of monitoring time, dependency on season, dependency on weather condition and
presence of sunlight [4–6]. Furthermore, nonlinear and complex relationship among
different parameters need to be considered for accurate estimation of U-value. Arti-
ficial Neural Network (ANN) could form a very strong tool to analyse nonlinear and
complex relationship among input and output parameters and a previous research
work shows successful use of infrared thermography and ANN with application of
point heat for categorising walls with different U-values [3]. ANN can be trained to
learn the relationship between inputs and outputs in a data set and apply the learning
process to estimate the outputs from a similar unknown data set. The thermal profile
that is generated from infrared images of walls with known U-value can be used to
train ANN which later will be able to determine the U-value of an unknown wall.
This paper presents a studywith a novel product designed to estimate theU-value of a
real building’s wall from infrared images with application of point heat source using
ANN, where the product is calibrated by training the ANN in laboratory environment
with different wall samples.
5.2 Methodology
Wall sections with different U-values have been monitored with an infrared camera
during the application of a point heat in the internal side of the walls. The thermal
profiles generated from the monitored infrared images are used as the inputs for the
ANN and theoretical U-values of those wall sections as the outputs to train ANN.
Later, the thermal response of a real building’s wall during the application of a
similar point-heat in the internal side of the wall is monitored using infrared camera
and the thermal profiles generated from the infrared image are analysed with the
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Conduct experiments on wall samples by 
applying point heat in the internal side of the 
walls in laboratory. 
Monitor the thermal response of the 
wall using infrared camera from 
internal side for  minutes
Generate thermal profiles from the infrared 
images
Train ANN with the thermal profiles to learn 
the relationship between the thermal profiles 
and the theoretical U-value.  
Conduct experiments on a real 
building’s wall by applying point 
heat in the internal side of the wall. 
Monitor the thermal response of the wall 
using infrared camera from internal side for  
minutes.
Generate thermal profiles from the infrared 
images of real building’s wall.
Use ANN to estimate the theoretical 
U-value of the real building’s wall 
Evaluate the performance of  ANN against 
the calculated theoretical U-value of the real 
building’s wall 
Fig. 5.1 Flow chart of the suggested methodology
ANN to estimate the U-value of the wall. The flow chart in Fig. 5.1 represents the
methodology of this study. The ANN performance has been evaluated against the








where Upredicted is the ANN estimated U-value and Ucalculated is the theoretical U-
value of real building’s wall using Eq. (5.1). The training and evaluation of ANN
have been performed 25 times to generalise the solution and the average value of
them is considered as final outcome from the ANN.
5.3 Experimental Work
In this study six walls, indexed as A, B, C, D, E and F respectively, are monitored
using infrared camera with the application of point heat source form internal side.
Sample A is a concrete block wall without any internal or external mortar layers.
Samples C and E are solid brick walls without any internal or external mortar layers.
Samples B and D are concrete block and solid brick walls respectively with external
insulation of 100 mm thick Ecotherm. Infrared images are captured using CHINO
TP-L0260EN thermal camera at five seconds interval for about an hour resulting in
around 720 images per set up of the experiment. Figure 5.2 shows the experimental
work on one of the lab samples. The infrared camera is fitted into a plastic box which
contains a diesel engine glow plug (Fig. 5.2). The glow plug acts as a point heat
source and it is fitted within a plastic box in such a way that it always stays in touch
with the internalwall surface. TwoK-type thermocouples connected toNIUSB-TC01
data acquisition system are used to measure the glow plug’s tip temperature and the
ambient temperature respectively.
Experiments on samples A-E are conducted in lab environment and infrared
images obtained from the experiments are used for the calibration process by training
the ANN. The experiment on sample F is done inside a real building and infrared
images captured during the experiment are used to estimate the U-value of the wall
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Fig. 5.2 The setup configuration of the experimental work
with the help of the calibrated ANN. The properties of the wall samples are listed in
Table-1, where the U-values are calculated using Eq. (5.1). The values of Ri and Re
is taken as 0.13 and 0.04 respectively [7]. The thermal conductivity of concrete block
in samples A and B are considered as 1.5 W/mK [8] and the thermal conductivity
of the Ecotherm is 0.022 W/mK [9]. The thermal conductivity of brick in samples
C and D are taken as 0.27 W/mK [10] and the thermal conductivity of the brick in
samples E and F are taken as 0.56 for inner leave and 0.77 for outer leave W/mK [7]
as the brick in the samples E and F are different than brick in the samples C and D.
5.4 Results and Discussion
Figure 5.3 represents the temperature profile and infrared image of samples D, E
and F. It is noted in Fig. 5.3 that sample D has the warmest wall surface. As sample
D has the lowest U-value, most of the heat is spread on the wall surface. Sample
E has higher U-value than sample F and therefore, sample F is expected to have
warmer wall surface. However, the infrared images in Fig. 5.3 convey the opposite
information. This is also observed in the temperature profiles in Fig. 5.3.
This could happen due to the difference in ambient temperature during the time
of experiments. Previous research work [3] also supports the fact and recommends
three modified profiles as presented in Eqs. (5.3), (5.4) and (5.5).
T a(i, j,k) = T (i, j,k) − T extk (5.3)





T (i, j,k+1) − T (i, j,k)
]
(5.4)





T a(i, j,k+1) − T a(i, j,k)
]
(5.5)
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Fig. 5.3 A comparison between temperature profiles: sample D, E and F
Here T(i, j,k) is the original temperature value at pixel (i,j,k) on infrared image,
T a(i, j,k) is themodified temperature value of pixel (i,j,k) on the infrared image, T
b
(i, j,k) is
the cumulative temperature difference at pixel (i,j,k),T ab(i, j,k) is the cumulative temper-
ature difference of profileTa and T extk is the external temperature at the timeof capture
of the corresponding infrared image. In Eqs. (5.3) to (5.5), i and j refer to the pixel
indices of infrared image in x and y direction respectively, and k refers to the image
index in the sequence of infrared images. A feed forward neural network with single
hidden layer containing 20 neurons is developed using MATLAB. Sigmoid transfer
function is used in the neurons of hidden layer and Levenberg-Marquardt backprop-
agation algorithm is used as the learning algorithm. The standard deviation of profile
T, Ta Tb and Tab are selected as the input parameters to the neural network and the
U-value listed in Table 5.1 as the output. The training data set contains 60 samples of
each profile taken equally from the walls AE mentioned in Table 5.1. The test data
set is composed of 12 samples from each profile of the wall F. Figure 5.4 shows the
average training performance of ANN for profile T, Ta, Tb and Tab of samples A-E.
The absolute deviation ranges between 5% to 15% with profile T having the lowest
absolute deviation and profile Tab having the highest.
Figure 5.5 represents the ANN’s performance regarding predicting the U-value
of sample F. The theoretical U-values are the target for the ANN and the ANN
predicted U-values are the achievement made. The bar chart in Fig. 5.5a compares
the performance of ANN with the target values. It is found in Fig. 5.5a, that the
ANN produces the closest prediction to the theoretical U-value in profile Tb. Profile
Tb and Tab achieve the lowest absolute deviation which is around 20% (Fig. 5.5b).
The training performance of ANN for profile T is found to be the best but the test
performance is the worst among all profiles, which indicates that ANN overfits this
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Table 5.1 Properties of wall samples used to train and test ANN
Sample
Number
Training Samples Test Sample























95 95 + 100
= 195
100 100 + 100
= 200














4.29 1.45 1.86 1.01 1.92 1.62
Cross section
*Inner layer, **Outer layer
Fig. 5.4 Average training performance of ANN for different profiles of samples A-E
profile. On the other hand, the difference between the training performance and
the test performance are found to be the lowest for profile Tab, which indicates
the best fit among all profiles. Similarly, for profile Tb, ANN shows a reasonable
difference between training performance and test performance indicating a better fit
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Fig. 5.5 a A comparison between theoretical and predicted U-values; b The absolute deviations
of different profiles
than the two others. In profile Ta, the difference between training performance and
test performance is significantly high indicating an overfit as well. The profiles Tab
and Tb are developed considering the cumulative temperature difference; and thus,
it generalises the thermal behaviour of walls more precisely. As a result, the ANN
produces the best performance for those two profiles.
5.5 Conclusion
The U-value of buildings’ walls signifies the thermal performance and the energy
transferred via the envelop. There is a need to estimate the U value of buildings’
components in situ and in a rapid way. This paper presents a novel approach of
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determining U-value of a real building’s wall by designing a novel product that can
be calibrated using the training process of an ANN with the help from material
samples in the lab. The results signify the ability of ANN to estimate U-value of real
building based on the analysis of infrared data captured during the application of a
point heat. There is no general rule to decide on the optimum configuration of an
ANN or the most efficient size of training data set required to perform successful
ANN analysis; as this depends on the nature of the utilised data as input and target
values. The results presented in this paper show that ANN is capable of estimating
U-value of buildings’ wall with 80% accuracy, including multi-layered walls. Future
work will be utilised to attempt to enhance the accuracy of the system using other
ANN architectures, including more training data, and compare between the existing
technologies and the this suggested one.
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Chapter 6
Binary versus Multiclass Deep Learning
Modelling in Energy Disaggregation
Pascal A. Schirmer and Iosif Mporas
Abstract This paper compares two different deep-learning architectures for the
use in energy disaggregation and Non-Intrusive Load Monitoring. Non-Intrusive
Load Monitoring breaks down the aggregated energy consumption into individual
appliance consumptions, thus detecting device operation. In detail, the “One versus
All” approach, where one deep neural network per appliance is trained, and the
“Multi-Output” approach, where the number of output nodes is equal to the number
of appliances, are compared to each other. Evaluation is done on a state-of-the-art
baseline system using standard performance measures and a set of publicly available
datasets out of the REDD database.
Keywords Energy disaggregation · Non-Intrusive load monitoring ·
Deep-Learning · Deep neural networks
6.1 Introduction
Due to global warming average temperatures are rising and several techniques for
energy reduction have been proposed in order to reduce the total energy consumption.
However, to make use of those techniques accurate and fine-grained monitoring of
electrical energy consumption is needed [1], since the energy consumption of most
households is monitored via monthly aggregated measurements and thus cannot
provide real-time feedback. Moreover, according to [2] the largest improvements
in terms of energy savings can be made when monitoring energy consumption on
device level. The term Non-Intrusive Load Monitoring (NILM) is used to describe
the estimation of the power consumption of individual appliances, based on a single
measurement on the inlet of a household or building [3]. In contrast toNILM, the term
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Intrusive Load Monitoring (ILM) is used when multiple sensors are used, usually
one per device. ILM compared to NILM has the drawback of higher cost through
wiring and data acquisition making it unsuitable for monitoring households where
appliances can change. Conversely, NILM has the goal of finding the inverse of
the aggregation function through a disaggregation algorithm using as input only the
aggregated power consumption which makes it a highly underdetermined problem
and thus impossible to solve analytically [4].
Several NILMmethodologies based on deep neural networks have been proposed
in the literature, e.g. Convolutional Neural Networks (CNNs) [5], Recurrent Neural
Networks (RNNs) [6] and Long Short Time Memory (LSTM) [7]. Additionally,
combinations of machine learning algorithms for fusion of information [8] and
modelling of temporal dynamics [9] have also been proposed, especially for low
sampling frequencies [10]. Particularly, these models operate either according to the
“One versus All” approach, where one Deep Neural Network (DNN) per appliance is
trained or the “Multi-Output” approach, where the number of output nodes is equal
to the number of appliances. As it is not clear which architecture leads to better
performances a comparison of these two architectures is needed.
The remainder of this paper is organized as follows: In Sect. 6.2 the two NILM
systemsbasedonDNNsare presented. InSect. 6.3 the experimental setup is described
and in Sect. 6.4 the evaluation results are presented. Finally, the paper is concluded
in Sect. 6.5.
6.2 Proposed Architecture
NILM energy disaggregation can be formulated as the task of determining the power
consumption on device level based on the measurements of one sensor, within a
time window (frame or epoch). Specifically, for a set of M − 1 known devices each
consuming power pm , with 1 ≤ m ≤ M − 1, the aggregated power pagg measured
by the sensor will be [11]:
pagg = f (p1, p2, . . . , pM−1, g) =
M−1∑
m=1




where g = pM is a ‘ghost’ power consumption usually consumed by one or more
unknown devices. In NILM the goal is to find estimations p̂m , ĝ of the power
consumption of each device m using an estimation method f −1 with minimal
estimation error [11], i.e.
P̂ = { p̂1, p̂2, . . . , p̂M−1, ĝ
} = f −1(g(pagg))























Fig. 6.1 Block diagram of the NILM architecture, including the smart meter (data source), pre-
processing, feature extraction and appliance detection
where pagg is the aggregated power consumption, pm the power consumption of
m-th device with pg = pM being the ‘ghost’ power consumption, P̂ = {P̂m , P̂g}
the estimates of the per device power consumptions, f −1 an estimation method and
g() a function transforming a time window of the aggregated power consumption
into a multidimensional feature vector F ∈ RN . The block diagram of the NILM
architecture adopted in the present evaluation is illustrated in Fig. 6.1 and consists of
three stages, namely the pre-processing, feature extraction and appliance detection.
In detail, the aggregated power consumption signal calculated from a smart meter
is initially pre-processed i.e. passed through a median filter [12] and then frame
blocked in time frames. After pre-processing feature vectors, F of dimensionality N ,
one for each frame are calculated. In the appliance detection stage, the feature vectors
are processed by a regression algorithm using a set of pre-trained appliance models
to estimate the power consumption of each device. The output of the regression
algorithm estimates the corresponding device consumption and a set of thresholds,
Tm with 1 ≤ m ≤ M with Tg = TM , for each device including the ghost device
(m = M) is used to decide whether a device is switched on or off. In the present
evaluation the estimation method is implemented using two different deep-learning
architectures as shown in Fig. 6.2.
As can be seen in Fig. 6.2 the two architectures only differ in their number of
output nodes with architecture (a) using a single output node and one DNN per
device and architecture (b) using one output node per device and a single DNN for
all devices.
Fig. 6.2 Two deep neural network architectures using a one node and b M nodes in the output
layer
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6.3 Experimental Setup
The NILM architecture presented in Sect. 6.2 was evaluated using several publicly
available datasets and a deep neural network for regression.
a. Datasets
To evaluate performance five different datasets of theREDD [13] databasewere used.
The REDDdatabasewas chosen as it contains power consumptionmeasurements per
device as well as the aggregated consumption. The REDD-5 dataset was excluded as
its measurement duration is significantly shorter than the rest of the datasets in the
REDD database [14]. The evaluated datasets and their characteristics are tabulated
in Table 6.1 with the number of appliances denoted in the column #App. In the
same column, the number of appliances in brackets is the number of appliances after
excluding devices with power consumption below 25 W, which were added to the
power of the ghost device, similarly to the experimental setup followed in [15]. The
next three columns in Table 6.1 are listing the sampling period Ts , the duration T
of the aggregated signal used and the appliance type for each evaluated dataset. The
appliances type categorization is based on their operation as described in [11].
b. Pre-processing and Parameterization
During pre-processing the aggregated signal was processed by a median filter of 5
samples as proposed in [12] and then was frame blocked in frames of 10 samples
with overlap between successive frames equal to 50% (i.e. 5 samples). Specifically,
raw samples have been used at the input stage of the DNN, thus F1,...,N being the raw
samples of each frame respectively. Furthermore, the number of hidden layers for
each architecture was optimized using a bootstrap training dataset resulting into an
architecture with 3 hidden layers and 32 sigmoid nodes for (a) and 2 hidden layers
and 32 sigmoid nodes for (b).
Table 6.1 List of the evaluated datasets and their corresponding properties
Dataset Properties
# App. Ts T Appliance type
REDD-1 18 (17) 3 s 7d One state/multi state/non-linear
REDD-2 9 (10) 3 s 11d One state/multi state
REDD-3 20 (18) 3 s 14d One state/multi state/non-linear
REDD-4 18 (16) 3 s 14d One state/multi state/continuous/non-linear
REDD-6 15 (14) 3 s 12d One state/multi state/continuous/non-linear
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One versus All 71.38 86.00 70.44 68.21 87.17 76.64
Multi-output 71.87 85.65 71.69 67.18 85.03 76.28
6.4 Experimental Results
The NILM architecture presented in Sect. 6.2 was evaluated according to the exper-
imental setup described in Sect. 6.3. The performance was evaluated in terms of
appliance power estimation accuracy (E ACC ), as proposed in [13] and defined in
Eq. 6.3. The accuracy estimation is considering the estimated power p̂m for each
device m, where T is the number of frames and M is the number of disaggregated
devices.














To compare the two architectures the publicly available REDD database is used
[13]. The results are tabulated in Table 6.2.
As can be seen in Table 6.2 the performance of datasets with smaller number
of appliances (e.g. REDD-2/6) is significantly higher than for the datasets with
higher number of appliances (e.g. REDD-1/3/4). Furthermore, the “One versus All”
approach slightly outperforms the “Multi-Output” approach performing 0.36%better
on average. However, it has to be mentioned that the “One versus All” approach
requires the training of M deep neural networks resulting into significantly higher
training times.
6.5 Conclusion
In this paper two different deep learning architectures for non-intrusive load moni-
toring were compared. Specifically, the “One versus All” approach using one deep
neural network per appliance was compared to the “Multi-Output” approach using
one deep neural network with the same number of output nodes than the number
of appliances. It was shown, that both architectures have similar performance with
average accuracies of 76.6% for the “One versus All” approach and 76.3% for the
“Multi-Output” approach respectively. However, in terms of training time it must be
considered, that for the “One versus All” approach M deep neural networks must be
trained, resulting in significant higher training times.
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Chapter 7
Review of Heat Demand Time Series
Generation for Energy System Modelling
Malcolm Peacock, Aikaterini Fragaki, and Bogdan J. Matuszewski
Abstract National heat demand time series are important inputs into national energy
systemmodels. Although time series for primary fuel such as gas might be available,
heat demand is not and measuring heat demand is only possible for individual build-
ings. Four different methods are used in this work to generate daily heat demand
time series for Great Britain for 2016–2018 from temperature and windspeed and
are validated against heat demand derived from national grid gas demand. All seem
to model heat demand well.
Keywords Heat · Demand · Time series · Energy system · Modelling
7.1 Introduction
Energy system models [1, 2] used to investigate renewable electricity and heat at
national level require knowledge of heat demand. Whilst estimating the heat demand
of one building is possible by measuring internal and external temperatures and the
input fuel energy, knowing the heat demand of an entire country is very difficult [3].
Bottom up statistical models using regression from measured data have been used
to generate heat demand time series for periods up to 12 months [3–5] but tend to
be limited to the year of the measurements. Bottom up aggregated thermal models
have uncertainty over the many different parameters that need to be specified [6] and
have difficulty capturing diversity on a national scale [7]. Multi-year daily national
heat demand time series are typically generated top down [4] using methods which
have few inputs apart from weather parameters and annual fuel demand. Gas energy
time series are used for validation.
Top down methods use national heat demand from a reference year derived from
fuel sales figures.Annual fuel sales are divided into end use based on a combination of
consumer surveys, buildingmeasurements andmodelling. The annual demand is split
up into days using historic weather data [4]. Standard hourly heat demand profiles
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Table 7.1 2018 annual fuel
use TWh
Fuel Gas Other Total
Domestic space 191 68 259
Services space 56 36 92
Domestic water 56 12 82
Services water 7 6 15
Non heat use 98
Total 408
based on observations and modelling are then applied to each day to generate an
hourly time series. This paper compares four typical top downmethods of generating
multi-year daily heat demand by generating time series for Great Britain.
7.2 Input Data Used in This Work
Monthly mean wind speeds for 1979 to 2018 and ambient air temperatures every 6 h
for 2016–2018 were taken from the ERA 5 interim weather reanalysis [8] at a spatial
resolution of 0.75° × 0.75° for Great Britain. The distribution of the Great Britain
population on a 1 km grid is taken from Eurostat [9] for 2011.
UK annual fuel demand figures for space heating and hot water were obtained
from [10] and multiplied by 0.99 to convert to values for Great Britain, the Northern
Ireland gas usage [11] being only 1% of the UK. Northern Ireland has its own gas
network, and therefore this study concentrates on Great Britain rather than the UK.
Table 7.1 shows these annual demand figures converted to heat demand assuming
the following efficiencies: gas 80%, oil 85%, solid fuel 76%, electricity 100%, heat
(e.g. combined heat and power) 100%, bioenergy and waste 87%.
The Non-Daily Metered (NDM) daily gas demand time series for 2016–2018 was
taken from national grid gas data explorer [12] and excludes “most gas fired power
stations and some large industrial units”. It includes agriculture and some industrial
space heating which may explain why the sum of this time series for 2018 of 435
TWh does not match the total gas energy from Table 7.1 of 408 TWh.
7.3 Top Down Methods
In top down methods annual space heating demand is usually split using a temper-
ature dependent equation as in [13]. Water heating is either done in a similar way
or sometimes just split equally between days [14]. Sometimes only a single daily
temperature for the UK is used [14, 15], but a more sophisticated method is to use
weather reanalysis data weighted by population density at weather grid points [13,
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16]. To account for the thermal inertia of buildings an effective temperature including
the temperature of previous days is often used [3, 13, 17].
Four typical top down methods were selected from a survey of UK energy
system studies from the last 10 years. The selection was made to incorporate all
the techniques used in multi-year UK studies.
• Regression equation based on building measurements from Watson et al. [3]
(Watson)
• Gas demand methodology from German Association of Energy and Water
Industries (BDEW) as used by Ruhnau [13] (BDEW)
• Heating degree days (HDD) with a base temperature of 15.5 as used by Barton
et al. [15] and Staffell et al. [15, 16] (HDD 15.5)
• Heating degree days with a base temperature of 12.8 as used by Hooker-Stroud
et al. [14] (HDD 12.8)
The python program used by Ruhnau [13] to generate heat demand time series
using the BDEW method was modified so that it would generate heat demand time
series for all four methods (modified code available at https://github.com/malcolmpe
acock/heat).
A reference temperature (Eq. (7.1)) was calculated at each weather grid point (l)
and day (d) based on the ambient temperatures of the N previous days to account for









where T Refd,l is the reference temperature for day d at location l and T
amb is the
mean ambient air temperature for that location and day. The daily heat demand was
calculated by summing up the demand values for all locations and weighting by






where f d,l the daily demand factor for day d and location l is derived differently for
each method and for space and water heating as show in Table 7.2. HDTd is the heat
demand for day d,Pl is the population at location l,Ptotal is the total population,NL is
the number of locations, HDannual is the annual heat demand derived from Table 7.1,
and f total is the sum of all the demand factors.
In Table 7.2 T0 is 40 °C and A, B, C, D, mspace, mwater , bspace, bwater are factors
taken from the code download for [13]. These factors depend on (i) UK 40 year
mean wind speed and (ii) type of building (domestic: multi-family house 30%/single
family house 70% or commercial building).
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Table 7.2 Temperature equations to factor annual heat demand
Method Demand factor equation Reference temperature







}C + D +
max
(
mspace − T Refd,l + bspace
mwater − T Refd,l + bwater
)
Current day and 3
previous days (N = 3)
BDEW water [13] fd,l =(
D + mwater .T re fd,l + bwater T re fd,l > 15◦C
D + mwater .15 + bwater T re fd,l ≤ 15◦C
)
(N = 3)
Watson space [3] fd,l ={
−6.71T Refd,l + 111, f orT Refd,l < 14.1◦C
−1.21T Refd,l + 33, f orT Refd,l > 14.1◦C
1 previous day (N = 1)
Watson water [3] fd,l = −0.0458T Refd,l + 1.8248 (N = 1)
HDD 15.5 space [16]
fd,l =
{
15.5 − T Refd,l , f orT Refd,l < 15.5◦C
0, f orT Refd,l > 15.5
◦C
Current day only (N =
0)
HDD 15.5 water [16] fd,l = 1.0
HDD 12.8 space [14]
fd,l =
{
12.8 − T Refd,l , f orT Refd,l < 12.8◦C
0, f orT Refd,l > 12.8
◦C
Current day only (N =
0)
HDD 12.8 water [14] fd,l = 1.0
Space and water heating are then aggregated to give a final heat demand time
series. In order to make a comparison with a heat demand time series generated from
gas, space heat demandwas scaled by 0.72 because only 72% of space heating comes
from gas and water heating by 0.81 (derived from Table 7.1)
7.4 Validation Using Heat Demand from Gas









where HDGd is heat demand, Gd is the daily gas demand, 0.8 scales for boiler
efficiency consistent with Table 7.1, GT is the sum of the Gd values for the year,
and GH is the sum of the annual gas space and water heating from Table 7.1. This
assumes that 0.8GT –GH is non-heat gas and is therefore not weather dependent and
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can be split equally between the 365 days of the year. The heat time series generated
using the 4 methods were compared with this gas derived heat demand for 2016,
2017 and 2018
7.5 Results and Discussion
Heat demand time series generated from temperature are commonly validated by
showing an R2 > 0.95 correlation with time series derived from historic gas energy
[3, 4, 13]. Table 7.3 shows R2 calculated using the python statsmodels.OLS function
[18] of 0.97 or greater for all 4 methods. This suggests for example, that 99% of the
variation in gas energy is explained by the variation in heat demand for BDEW 2016.
The last two rows of Table 7.3 show experiments simplifying HDD 15.5. HDD
15.5 1D shows the results of using only the temperature of the current day (N =
0 in Eq. (7.1)). HDD 15.5 1T uses one mean temperature for the whole of Great
Britain with no weighting by population (NL = 1 in Eq. (7.2)). This suggests that
the additional effort of applying more complex methods may only give a small gain
in accuracy.
The load duration curve, Fig. 7.1 plots the time series sorted by heat demand
(instead of time) and suggests that the gas derived demand has lower troughs than
the heat demand. The HDD 15.5 appears to match the gas series most closely and it
also has the smallest RMSE for 2018.
Figure 7.2 shows all 4 methods compared against the expected heat demand
derived from gas energy for 2018. There tends to be over prediction in summer and
Table 7.3 Comparison of
methods
Method Year RMSE R2
BDEW 2016 0.18 0.99
Watson 2016 0.22 0.98
HDD 15.5 2016 0.17 0.99
HDD 12.8 2016 0.17 0.99
BDEW 2017 0.18 0.98
Watson 2017 0.22 0.97
HDD 15.5 2017 0.17 0.98
HDD 12.8 2017 0.17 0.97
BDEW 2018 0.16 0.98
Watson 2018 0.20 0.97
HDD 15.5 2018 0.16 0.98
HDD 12.8 2018 0.21 0.97
HDD 15.5 1D 2018 0.20 0.97
HDD 15.5 1T 2018 0.20 0.97
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Fig. 7.1 Load duration curve heat demand 2018
Fig. 7.2 Heat demand (HDTd) and gas heat demand (HDGd) daily time series for 2018
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under prediction in winter. The low values between 2nd and 5th August suggest
underestimation of the weather dependent part of the gas time series in Eq. (7.3).
7.6 Conclusions
Heat demand time serieswere generated from three years temperature andwindspeed
time series using four existing top downmethods. All four methods seem to represent
the observed data equally well. This suggests heat demand time series from any of
these methods could be used as input to a national energy model. It was shown that
simpler methods using a mean Great Britain temperature without thermal inertia
also produce good results. However, considering the wider context of the present
work, it will be the implementation of these generated heat demand time series in
the national energy system model that will determine the required level of accuracy.
Possible futureworkmight be investigation of how the choice of heat demandmethod
impacts the electricity demand time series generated from them and the resultant
impacts on models of projected future peak loads and energy storage.
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Chapter 8
Detection of Patterns in Pressure Signal
of Compressed Air System Using Wavelet
Transform
Mohamad Thabet, David Sanders, and Nils Bausch
Abstract This paper investigates detecting patterns in the pressure signal of a
compressed air system (CAS) with a load/unload control using a wavelet transform.
The pressure signal of a CAS carries useful information about operational events.
These events form patterns that can be used as ‘signatures’ for event detection. Such
patterns are not always apparent in the time domain and hence the signal was trans-
formed to the time-frequency domain. Three different CAS operating modes were
considered: idle, tool activation and faulty. The wavelet transforms of the CAS pres-
sure signal reveal unique features to identify events within each mode. Future work
will investigate creating machine learning tools for that utilize these features for fault
detection in CAS.
Keywords Compressed · Air · Systems · Intelligent ·Wavelet
8.1 Introduction and Literature Review
This paper investigates detection of patterns in CAS pressure signal using a contin-
uous wavelet transform (WT). CAS pressure signal characteristics that make WT
a suitable analysis tool are discussed. Then, experiments performed and results
obtained after applying WT are presented. Matlab function ‘cwt’ was used to apply
WT. Results confirm that applying WT on a CAS pressure signal reveals unique
patterns that can be used for fault detection.
Running a Compressed Air System (CAS) has a high energy cost [1, 2] and the
efficiency of many CAS could be improved. Innovations in intelligent systems for
automatic energy consumption control and fault detection might help address CAS
energy efficiency [3].
Section 8.2 considers the CAS pressure signal, Sect. 8.3 presents the experiment
and results and Sect. 8.4 concludes the paper.
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8.2 Compressed Air Pressure Signal
A CAS pressure signal contains patterns that may be associated with operational
events. Events, such as a compressor turning on or off in system with load/unload
control, could be detected directly from the time domain pressure signal. However,
detecting other events, such as tool or filter activation, was not as straightforward.
In such cases, transforming the pressure signal to the frequency domain revealed
features to recognise these events. The CAS pressure signal is non-stationary. For
non-stationary signals, a Fourier transform provides information about frequency
content, but not about time localization of those frequencies. A time-frequency signal
processing tool, such as the WT, is more suitable for analysing a load/unload CAS
pressure signal. A similar attempt to analyse a CAS pressure signal with WT was
investigated in [4].
8.3 Experiments and Results
The industrial CAS installed in the University of Portsmouth was used for data
collection. A pressure sensor was connected to the piping network and an air gun
was used to simulate a tool activation. Data was recorded at a rate of 1 sample per
second. The compressor had load/unload control, so the compressor turned on when
the tank reached the lowest pressure limit and off when it reached the upper pressure
limit. Three different scenarios were considered. The first corresponded to the case
where no tool was activated (referred to as idle case). In the second case, an air gun
was activated to simulate a tool activation. Finally, the third case corresponded to
data recorded when the system had a leaking filter and different compressor control
pressure limits. Each of these cases are analysed.
8.3.1 Idle Case
In the idle case compressed air consumption was due to small leaks in the system.
Figure 8.1 shows pressure variation in this case. Pressure variation was obtained
by removing the mean from the recorded data. The compressor switched on when
the system pressure decreased by ~0.15 bar leading to a rapid increase in system
pressure. Once the compressor switched off, the pressure decreased slowly. While
the compressor was off, events such as filter activation, led to an increased loss in
system pressure, reflected as a steeper decrease in pressure.
The WT of the idle signal is shown as a 3D contour plot in Fig. 8.2. On the z-
axis, coefficient magnitude instead of coefficient are plotted to make visualization
easier. Low frequency components (~0.01 Hz) had the highest coefficient magnitude
and were present at all times. These components corresponded to the overall saw
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Fig. 8.1 Pressure signal change for the idle case
Fig. 8.2 Wavelet transform 3D contour plot for the idle case
tooth pattern of the signal (period of 100 s and frequency of 0.01 Hz). Compressor
switching on introduced higher frequency components identifiable on the WT plot.
These components had peaks (of different magnitudes) at frequencies of 0.05 and
0.25 Hz, both disappearing after the compressor switched off. Filter activation
generated patterns with a peak at a frequency of 0.05 Hz.
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8.3.2 Tool Activation Case
An air gunwas used to study the impact of a tool activation. Compared to the idle case
tool activation, while the compressor was on, led to longer compressor running times
before the upper pressure limit was reached. Tool activation while the compressor
was off increased the rate of air discharge, which accelerated pressure decrease so
that the system reached the lower pressure limit faster. Figures 8.3 shows a pressure
change while the air gun was on.
The WT of the tool activation signal is shown in Fig. 8.4. The plot reveals two
patterns of interest. The first is the coefficients at frequencies of 0.05 Hz, and the
second pattern is the coefficients at frequency range of 0.1–0.2 Hz. Both of these
patterns were present at almost all times, unlike the idle case in which these frequen-
cies only appeared when the compressor was on or when a filter was activated.While
Fig. 8.3 Pressure signal change for tool activation
Fig. 8.4 Wavelet transform 3D contour plot for the tool activation case
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Fig. 8.5 Pressure change for a faulty system. The idle pressure signal shown in Fig. 8.3 is also
shown for comparison
the toolwas activated, compressor charging and discharging in the time domain signal
had relatively similar slopes. This led to similar frequency components being present
at all times.
8.3.3 Faulty Case
Data recorded when the system had two different faults was utilized to analyse faulty
behaviour using a wavelet transform. The systems pressure control limits deviated
from original settings, pushing the upper pressure limit higher. In addition, one of
the filters had a relatively large leak. The pressure change for this case is shown in
Fig. 8.5 alongside the idle case for comparison.
Because the upper pressure limit was higher, and due to the leak in the filter, the
time the compressor spent on was longer. Moreover, the increased compressed air
consumption due to the leak, meant the lower pressure limit was reached faster. The
WT of the faulty system signal is shown in Fig. 8.6. Because the amplitude of the
signal was relatively high (compared to idle and tool activation cases), the magnitude
of the low frequency components was also high (0.14 compared to 0.025 and 0.1
in the idle and tool activation cases). The high frequency spectral components were
similar to the ones seen for the tool activation case. This result is expected since a
tool activation, such as an air gun, resembles the presence of a leak in the system.
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Fig. 8.6 Wavelet transform of a faulty system pressure signal shown in Fig. 8.5
8.4 Conclusion
This paper investigated the suitability of the WT for extracting features from the
pressure signal of a CAS. Three different cases were considered: Idle, faulty and
tool activation. The analysis proved that it is possible to generate features to identify
different events, such as a tool activation and leaks. Future work will investigate
employing those features to create a classifier for leak detection.
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Chapter 9
The Impact of Data Segmentation
in Predicting Monthly Building Energy
Use with Support Vector Regression
William Mounter, Huda Dawood, and Nashwan Dawood
Abstract Advances in metering technologies and machine learning methods
provide both opportunities and challenges for predicting building energy usage in
the both the short and long term. However, there are minimal studies on comparing
machine learning techniques in predicting building energy usage on their rolling
horizon, compared with comparisons based upon a singular forecast range. With the
majority of forecasts ranges being within the range of one week, due to the signif-
icant increases in error beyond short term building energy prediction. The aim of
this paper is to investigate how the accuracy of building energy predictions can be
improved for long term predictions, in part of a larger study into which machine
learning techniques predict more accuracy within different forecast ranges. In this
case study the ‘Clarendon building’ of Teesside University was selected for use in
using it’s BMS data (Building Management System) to predict the building’s overall
energy usage with Support Vector Regression. Examining how altering what data
is used to train the models, impacts their overall accuracy. Such as by segmenting
the model by building modes (Active and dormant), or by days of the week (Week-
days and weekends). Of which it was observed that modelling building weekday and
weekend energy usage, lead to a reduction of 11%MAPE on average compared with
unsegmented predictions.
Keywords Buildings · Data segmentation · Energy · Prediction · SVR
9.1 Introduction
With greater moves towards using machine learning in predicting building energy
usage, there are many direct comparisons of learning techniques using the same data.
However, it is considerably rarer when learning techniques are compared multiple
times over multiple ranges [1–5]. With multiple ranges usually occurring when only
testing a singular learning technique. Whilst a learning machine’s accuracy can be
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observed when tested on a single dataset, the observed error is of limited value for
comparative purposes with other learning techniques trained upon other data sets.
As it is not known how each of the techniques would have performed if they had
used the other test’s data.
As such this study has been performed as part of a larger research project into
investigating the impact of using different machine learning techniques (LR, SVR,
ANNand PredictiveAlgorithms) on the accuracy of predicting building energy usage
over a rolling horizon. In addition to investigating how the error that occurs in said
predictions may be reduced through the use of data segmentation, such as if it is
more accurate to model every single energy meter in a building and summate their
predictions, or model the building as a whole. This specific paper focusing on the
change in accuracy of building level energy use, by SVR (support vector regression),
and the forecast range increase; and if error of long term predictions (Monthly) can
be reduced to or bellow the level of the average error in short term predictions (Daily
and weekly) through data segmentation.
Data segmentation, being the process of dividing and grouping data based on
chosen parameters, in this case timeframes, so that it can be used more effectively;
such as creating two separate predictionmodels for the separated groups. (As opposed
to data splitting, in which data is randomly split for cross validation usage). Or to
use an analogy, in cars, winter and summer tyres tend to perform better in their
respective seasons than each other and all-season tyres, but poorer than each other
and all-season tyres outside of their respective seasons. Or, in the case of machine
learning, would a model trained with only with weekend building energy use data be
more accurate at predicting weekend building energy use than a model trained with
weekend and weekday energy use?
Additionally, Support Vector Machines (SVM) are supervised learning models
with associated learning algorithms that evaluate data and identify patterns which
can be used for regression analysis and classification; first identified by Vladimir
Vapnik and his colleagues in 1992 [4, 7]. One of it’s main advantages, and reasons
for it’s popularity in predicting building energy usage comes from it’s ability to
effectively capture and predict nonlinearity [6].
To investigate the study’s aim the Clarendon Building, part of Teesside University
Campus, was selected for use in this study- due to the data rich environment it’s BMS
(BuildingManagement system) provided. Previous studies into this building utilizing
square regression analysis typically had a baseline of “5% Mean Absolute Predic-
tion Error (MAPE)” for the demands of each assets in one day ahead forecasts [8].
With investigations into the impact of data segmentation on ELM (Extreme learning
machine) predictions using this data reduced the average of monthly prediction’s
percent error of the building’s cooling system from 44.33 to 19.03%, reducing the
error by 25.29% [9].
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9.2 Research Method
From the Teesside university campus, amalgamated, building level and specificmeter
datasets were available of BMS data from January 2018 to December 2018. These
datasets contained 15-minute averages of building elements energy usage, as well
as sensory data of the internal and external environmental temperatures. From the
Clarendon’s BMS system, the total energy use of the building over the 2018 period,
alongside their relevant timestamps, was extracted for use in investigating the accu-
racy of predicting building energy usagewith support vector regression, over a variety
of ranges and segmentations. Specifically:
• The impact of forecasting range on model accuracy, from one day to one month
predictions into the future.
• The impact of segmenting the data along the lines of week days and week ends,
creating independent prediction models for both, on the accuracy of said models
compared with the base model.
• The impact of segmenting the data along the lines of active building periods and
inactive periods, creating independent predictionmodels for both, on the accuracy
of said models compared with the base model.
Noting thatwhilst the accuracy is expected to decrease as the forecast range increases,
the point of interest of in studying the change of accuracy over a forecasting range,
is the amount it increases by, and how significant that increase is.
To do this end, the data set was then segmented into it’s individual seasons, before:
• The first month of each season, is placed into a season specific training data set.
• The second month of each season, is used to create three data sets that are to be
used for prediction purposes, containing the first day, week and entirely of the
month.
Creating in total four control training sets, and twelve control test data sets for
evaluating each model’s predictive accuracy over a rolling horizon. For the further
segmented data, said control month (Training and testing) datasets would be
subdivided into:
• Building active and inactive periods, where in separate models are created for the
8:00 am to 18:00 pm active period and the 18:15 pm to 7:45 am period of the data
set.
• Weekdays and weekends, where in separate models are created for the Monday
to Friday period and the Saturday to Sunday period of the data set.
Each model (A gaussian kernel SVRmachine) is then trained with the first month
of each season, to predict the following day, week andmonth of said season; to estab-
lish a baseline accuracy for each model. With the segmented data sets being trained
and tested on their own relevant segments, the predicted values being recombined
and then compared with the predictions made by the regression models trained on
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said months none-segmented data. Recording all of the predicted consumption for
use in comparison with the actual consumption, evaluating the respective accuracies
in terms of their Mean Absolute Percent Error.
9.3 Results and Discussion
9.3.1 Daily, Weekly and Monthly Control Building Energy
Predictions
As can be seen in Fig. 9.1, as the forecast ranged increased so did the building
energy use prediction error. But the increase in error was not proportional to the
increase in forecasting range, e.g monthly predictions having thirty times the errors
of daily ones. Instead, the bulk of the increase occurs between moving from daily
predictions to weekly ones. Suggesting that the internal variations from the predicted
‘norm’ within a week are greater than the overall energy drift that occurs between
the average energy use each week over the month period.
An example of these variations from the predicted energy consumption can be
observed when comparing the predicted energy consumption to the actual consump-
tion, as can be seen in Fig. 9.2. The two dips in actual building energy use between
event 200 and 400 of the first week of October 2018, can be observed in the majority
of weeks through the year period, and are the result of reduced building activity
during the weekend periods. As the prediction model has to accommodate for both
the weekday and weekend energy use patterns, resulting in an average of the two,
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Fig. 9.1 A comparison of building energy usage prediction error
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Fig. 9.2 The first week of autumn’s actual vs predicted energy use
9.3.2 Segmented Monthly Building Energy Usage Predictions
As can be seen in Fig. 9.3, in every tested incent of weekday/end segmentation, the
MAPE was reliable reduced comparatively to that of the unsegmented prediction,
whilst the impact of segmenting by building active and dormancy periods had a
negligible and erratic impact upon accuracy (<5%). This was unlike previous studies
into the Clarendon building [9] where in segmenting between active and dormancy
periods resulted in the greater reduction of prediction error. This is most likely due
to the distinct difference in energy usage between the building’s chillers being active
and dormant, compared to the more continuous relationship and pattern of energy
use observed at the summated level. (The Chillers being two separate patterns of
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Fig. 9.3 A comparison of segmented and non-segmented building energy prediction error
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Fig. 9.4 The first segmented week of autumn’s actual vs predicted energy use
As can be observed in Fig. 9.4, using multiple models to predict the week’s
building energy usage, allowed for greater accuracy in predicting the two distinct
patterns of building energy use. Reducing the average MAPE of the monthly predic-
tions from 31.18 to 19.73%, resulting in predictions with greater accuracy than the
unsegmented weekly models (30.65%), having removed the main source of error
that occurred in the weekly cycle. Though the segmented monthly prediction does
possess 2.33% more MAPE than the average daily predictions (17.4%), that may
potentially be attributed to the drift in energy usage from the training period from
the changings of HVAC usage as weather patterns change with the progression of
time, or from changes in overall building use from holidays, lesson scheduling and
shifting building occupancy patterns.
9.4 The Conclusion
In summary, segmenting the training data, in the case of predicting building energy
usagewith SVRs, produces greater overall accuracy in predicted building energy use,
when it is used to account for regular and reliable deviations from the ‘normal’ pattern
of building energy usage. Such as in the case of segmenting between the two different
building use patterns of weekends to week days. But having negligible to potentially
negative impacts upon predictive accuracy when used to divide singular consistent
patterns. Such as in the case of the Clarendon’s buildings active and dormancy period,
which followed a singular continuous pattern of behavior.Whilst the largest source of
error (the internal deviations within each week period), could be addressed through
segmenting the data, other data processing techniques or learning machines would
have to be used to account for the drift in energy use that occurs over such long
periods. As there is no distinct way to segment the training data to account for it.
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Based upon these results, the three main areas of future work are as follows:
• The exploration of the data of the Clarendon building’s specific meter energy
consumption over the course of the year period, to observe how each building
element’s consumption changes over time.
• The comparison of the building energy model based upon the summated building
energy use, with the summated predicted energy use of a set of models based upon
each electric meter individually.
• The direct comparison of these results with the results of using the same datasets
to train other learning machines previously mentioned.
Acknowledgements This research is a part of a PhD being undertaken at TeessideUniversity under
the supervision of Dr Huda Dawood and Prof. Nashwan Dawood. Additional acknowledgements
should be given to Dr Chris Ogwumike for his assistance in acquiring the data used in this study.
Appendix
SVR calibration method, kernel selection and results, as well as other data created
in this study, are available upon request.
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Chapter 10
Development of an Advanced Solar
Tracking Energy System
Samuel Davies, Sivagunalan Sivanathan, Ewen Constant,
and Kary Thanapalan
Abstract This paper describes the design of an advanced solar tracking system
development that can be deployed for a range of applications. The work focused on
the design and implementation of an advanced solar tracking system that follow the
trajectory of the sun’s path to maximise the power capacity generated by the solar
panel. The design concept focussed on reliability, cost effectiveness, and scalability.
System performance is of course a key issue and is at the heart of influencing the
hardware, software andmechanical design. The result ensured a better system perfor-
mance achieved. Stability issues were also addressed, in relation to optimisation and
reliability. The paper details the physical tracker device developed as a prototype, as
well as the proposed advanced control system for optimising the tracking.
Keywords Solar tracker · Physical design · Controller design · Stability ·
Optimisation
10.1 Introduction
Increased efforts in decarbonising the air includes the use of renewables, and coal’s
contribution to UK’s energy capacity demands falling from 4% (2018) to just 2.8%
(2019) is further confirmation of its downward trend. This is just one example of the
effects that political decisions and commitments are having on our basket of energy
sources contributing to the grid. The global uptake in renewables has incentivised
research and development in energy capture, storage and application [1, 2]. The Solar
Photovoltaic systems is one such technology that has grown vastly in its research
and application [2]. UK alone has seen a growth of over 13 GW capacity in solar
PV with deployment ranging from 4 KW to over 25 MW [3]. This paper focuses on
optimising the Solar PV performance with respect to its power capacity output, and
this is achieved through designing a tracker controller. The tracking system proposed
here aims to verify and build upon other research efforts made in this field [4].
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Whilst sub 4 KW systems make up over 90% of the number of installations in the
first quarter of 2020 in the UK, it only amounts to 20% of overall capacity installed.
The majority of the capacity is made up of installations greater than 5 MW [3].
Further research at the University of South Wales therefore hopes to apply the find-
ings published in this paper to investigate the feasibility of deploying on a larger
scale. This involves testing suitable methods of accomplishing a reliable way to
monitor the production, and to balance the gains against the fact that we are now
proposing to introduce moving parts into what is otherwise a mechanically advanta-
geous static system. The tracking needs to increase the overall yield to beworthwhile,
thus complementing the greater decarbonising effect of deploying on a larger scale.
10.2 System Configuration
Tracking the sun’s path is one of the efficientmeasures thatmaybe adopted to improve
the panel performance. Several researchers have investigatedmany different tracking
mechanisms [4, 5]. The physical solar tracking system construction (Fig. 10.1a,
b) and its system performance depended on the choice of hardware, firmware and
mechanical operation of the system. The system configuration described here is
therefore with reference to its mechanical operation, and its hardware and firmware
design. Initially a small-scale prototype system is investigated to serve as a proof-
of-concept.
Mechanical operation of the system is designed to have the flexibility to rotate
more than 270º azimuth, and ~90º in elevation. The stepper motor and the linear
servo actuator are straight forward in their operation, but the linear actuator position
should be designed carefully in order to achieve the maximum elevation of 90º.
Fig. 10.1 a. Physical prototype-built. b. Mechanical model of the solar tracking system
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The design was calculated taking into consideration the arrangement of suitable
components which had been selected with reference to cost and performances. The
design specification in this case was to achieve 90º in elevation. It was preferred to
have a box arrangement under the mechanical system rather than leaving the base as
plane metal. This improves the stability of the structure and secures some hardware
components to sit within the box arrangement.
The hardware design of the system is mainly based on the M16C/62P microcon-
troller which improves system stability. Rotating mechanism is simplified in this
work and the operation is simply interfaced to the Micro Controller Unit (MCU)
using the most widely available and cost effective components in the market. This
helps reduce the cost of the overall system prototype and better prepares this product
for manufacturing. The solar tracker includes a microcontroller, and so firmware
design is also an essential part of this system. Two possible design process was
investigated in this work. They are firmware design for the microcontroller, and PC
interface design [5]. The firmware design is a critical part of this system design
and all the MCU configurations are reference to the datasheet of the M16C/62P. C
language has been used to develop both Firmware for the MCU and Lab windows
CVI 2010. Lab windows CVI has been used to develop the PC user interface devel-
opment which based development environment offered by the National Instrument.
The MCU firmware development structures are based on the state machine design
adopted to superloop architecture. Each state is treated as separate functionality
modules and can perform different functions until the state is changed or navigated
through.
The remainder of this paper will describe the computer-based model developed to
represent the small-scale solar tracking prototype already described (Fig. 10.1a, b).
This model provides the basis for future math-based design, analysis and controller
design of solar tracking energy system, to be applied for various applications
including large scale deployment. The block diagram (Fig. 10.2) represent the solar
tracker model, developed in MATLAB/Simulink™. The system has been developed
fromfirst principles for both themotor torque and the panel positioning. Panel weight
and size, along with motor parameters, were selected to match as closely as possible
Fig. 10.2 Solar tracker system model
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that of the physical prototype (Fig. 10.1a, b). The tracker system model receives a
series of small step inputs representing the sun’s azimuth and elevation path for the
University’s longitude and latitude, −3.33 and 51.59 respectively, for the complete
year of 2020.
The system has poles that lie at the origin of the complex s-plane, but the feedback
results in the torque output curve resembling an impulse response fed into the panel
positioning, thus ensuring a stable systemover all. The controller improves the system
performance and serves to protect the motor’s longevity over time by eliminating the
otherwise overshoot during each step positioning update.
10.3 Controller Design
The target of the tracking control strategy is to develop a simple, but effective control
method to obtain the desired positioning output with reference to sun position.
This will ensure improved power capacity outputs. For simplicity and demonstra-
tion purpose a simple P-I (proportional integral) controller design was implemented
(Fig. 10.2). A P-I controller is widely used in industrial control applications to regu-
late system variables. P-I controllers use a control loop feedback mechanism to
control system variables and are both accurate and stable controllers. Without the
controller at all, the system (Fig. 10.2.) is not responsive enough and has too large a
settling time to cope with the physical dimensions modelled. The tuned controller on
the other hand improves the settling time to under one second and does so without
adding an overshoot or steady state error. The fourth-order system behaves in effect
as a first-order system with the controller in place. Note, a differential term is not
required due to there being no sudden changes on the input representing the sun’s
path, and so a two-term controller is sufficient in this case. The university is currently
developing the system further so to be able to investigate the potential advantage of
tracking stronger irradiance that may not always be on the sun’s path. The controller
in this case will need to be adapted to cope with more sudden changes with larger
step movements.
10.4 Results and Discussion
Extensive research has concluded how tracking can improve the annual yield of a
solar panel, and the proposed system here will look to further build on these results.
The transfer function (1) for tracking the azimuth plane in Fig. 10.2 is shown below,
where kd represent the damping constant, J the motor inertia, kf the back emf, kt the
torque constant, L the motor inductance, and R the motor resistance.
ki
s4(R/L + kd/J )s3(R ∗ kd/L ∗ J )s2 + kp · s + ki (10.1)
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A comparison (Fig. 10.3a) of the system with and without the controller in place
highlights the benefit of the controller. The step input represents a single elevation
update of the panel. The controller dramatically improves the response rise time (s)
and settling time (s), and does so without overshoot. This is even more critical if
one wishes to update the panel position more frequently (e.g. each minute rather
than hourly) as the panel elevation position may not have settled in time before
receiving the next step input. The system is able to handle step inputs as frequent
as 10 s intervals with the controller in place; evident in Fig. 10.3a. Of course, it is
unnecessary to track the slow moving sun path so frequently.
A one-day snap-shot (Fig. 10.3b) serves as an example showing how the panel
position successfully tracks the sun’s path with accuracy. Here, the x-axis represent
the time(s) from sunrise to sunset, and the y-axis represent the elevation in radians.
The controller also tracks the sun’s azimuth plane (Fig. 10.3c) as reliably as it does
the sun’s elevation, again over the same sun rise to sunset duration. The sun’s azimuth
is also recorded in radians, whereby 0 degrees radians in represents North. Based on
the initial results collected to date, it is worth considering the impacts of scaling up
this system. Several advantages and incentives will be further investigated, such as
monetary gains from maximising governmental subsidies for on-grid applications,
















Fig. 10.3 a. Positioning with and without a controller. b. Controller tracking the Sun’s elevation.
c Controller tracking the Sun’s azimuth plane
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and technical gains in improving battery utilisation and battery sizing for on off-
grid applications. There is also the environmental benefit in improving the carbon
footprint, especially if scaled up to the larger solar farms.
10.5 Conclusion
The paper describes a possible solar tracking system that helps improve the power
capacity generated. Suitable combination of hardware, software and mechanical
design were detailed, and the results indicated the potential improvement in perfor-
mance with a PI designed controller in place. The system design attempts to limit
the costs whilst allowing for scalability. It’s also worth pointing out that the bene-
fits should also apply to off-grid systems, as tracking provides a higher/broader daily
energy output, thus better utilising the battery’s capacity, and so allowing for a greater
battery capacity to be installed.
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Chapter 11
Integration of Building Information
Modelling and Augmented Reality
for Building Energy Systems
Visualisation
Vishak Dudhee and Vladimir Vukovic
Abstract Buildings consist of numerous energy systems, including heating, venti-
lation, and air conditioning (HVAC) systems and lighting systems. Typically, such
systems are not fully visible in operational building environments, as some elements
remain built into the walls, or hidden behind false ceilings. Fully visualising energy
systems in buildings has the potential to improve understanding of the systems’
performance and enhance maintenance processes. For such purposes, this paper
describes the process of integrating Building Information Modelling (BIM) models
with Augmented Reality (AR) and identifies the current limitations associated with
the visualisation of building energy systems in AR using BIM. Testing of the concept
included creating and superimposing a BIM model of a room in its actual physical
environment and performing a walk-in analysis. The experimentation concluded
that the concept could result in effective visualisation of energy systems with further
development on the establishment of near real-time information.
Keywords Augmented reality · BIM · Buildings · Energy systems · Visualisation
11.1 Introduction
The buildings and construction sector accounted for 36% of final energy use and 39%
of energy and process-related carbon dioxide (CO2) emissions in 2018 [1]. In order
to meet sustainability goals and mitigate climate change, energy systems must be
more effective [2]. The visualisation of energy systems’ performance can enhance the
user’s understanding of the system and, therefore, their decision-making relating to
them [3]. Buildings consist of several energy systems, such as the heating, ventilation,
and air conditioning (HVAC) systems, lighting systems and electric motors, out of
which heating, space cooling, water heating, and lighting accounted for nearly 70%
of site energy consumption [4]. The integration of Building Information Modelling
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(BIM) and Augmented Reality (AR) provides the construction industry with many
benefits, such as checking building designs [5, 6]. Although BIMmodels contain the
energy systems information, the possibilities for visualising and analysing building
energy system performance and behaviour by integrating BIM and AR have not been
sufficiently explored.
11.2 Method
To explore the possibility of visualising digital data of energy systems and to under-
stand the current limitations associated with the usage of BIM and AR for energy
system visualisation, a BIM model was generated and visualised in AR using the
























Fig. 11.1 BIM modelling and visualisation in AR schematic flowchart
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Fig. 11.2 Room mesh model with MEP components
11.2.1 Generation of a BIM Model
For the purposes of experimentation, a BIM model of a room at Teesside University
with mechanical, electrical and plumbing (MEP) data was created, as shown in
Fig. 11.2. An oval-shaped roomwas selected as atypical and particularly challenging
for the traditional computer aided design software [7]. Therefore, the 3D model of
the selected room was first automatically generated using a 3D camera (Matterport
Pro 2) and Matterport app. SketchUp Pro was used to design and add MEP data and
information to the model. The 3D model of the meeting room in OBJ format was
imported and scaled 1:1 to avoid any issues that could arise related to scaling. A layer
was then added for the room model, and MEP data were drawn and textured using
three different layers and colours. The electrical lighting components are represented
in red, the HVAC systems in grey and the piping system in green. Textual information
was added near appropriate elements of the building to give further technical details
of the systems.
11.2.2 Visualisation in AR
The generated model of the room was superimposed to the actual physical building
using freely available software 3DViewer Beta and visualised in Augmented Reality
equipment Microsoft HoloLens 1–Developers Edition. The AR device’s spatial
mapping system generates a map of meshes that represent the physical space, which
enables the placement of the digital model into the physical environment [8]. Using
the 3D Viewer Beta AR software, the model was superimposed by trial and error.
Since the software does not have a prescribed way of superimposing objects, the
model was superimposed using arbitrary reference points. The appearance of phys-
ical systems found in the building was analysed to understand the possible uses of
AR and current limitations in visualising energy systems.
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11.3 Results
The room was visualised in AR using two different approaches: with and without
the MEP systems added to the model. It was possible to successfully open the model
using both approaches on AR software and interact with such models in the AR
environment. The interaction and response times of the model were slow due to the
large number of mesh elements it needed to process with the curved shape of the
room. The different components of the room, such as the doors, windows and room
furniture were visible; therefore, the different sections, such as the walls and ceiling,
could be recognised. Although the model’s texture was imported from SketchUp
which showed colouring, the colour visualised in AR was plain white. There was a
clear quality difference between the model in OBJ format and the model in the AR
environment in FBX format. However, the model did show the actual geometry of
the components, as presented in Fig. 11.3.
The MEP data were visible, and the system’s components appeared to be on top
of the ceiling. The electrical component added to the model logically matched the
room lighting. The mechanical ventilation system was also positioned in a way so
that it met the room ventilation cap and made its way out, passing through the ceiling
and wall cavity. The water pipe, added as the plumbing system of the building, was
also visible and located at the correct position. The written information about the
different MEP systems and room components was visible and readable. Although
the colour was not as assigned and presented in Fig. 11.2, the geometry was visible
as modelled and positioned.
Fig. 11.3 Model visualisation in AR environment
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11.4 Discussion
11.4.1 Visualisation Procedure
The visualisation procedure depends on various factors, such as the software used to
create the BIM model, type of AR equipment and AR software being used. For this
experiment, the BIM model created as described in Fig. 11.1 consisted of limited
information, whereas having a more detailed BIM model could provide a better
insight. The type of AR equipment used also had a significant impact on the AR
experience. Mixed Reality (MR) headsets move with the user’s head and do not
limit the user from using their hands. In contrast, handheld AR equipment must be
adequately positionedwith the user’s hands, potentially obstructing any simultaneous
maintenance activities. The range of options available when interacting with BIM in
an AR environment depends on the AR software being used. As a freely available
software with limited features was used in the current study, it was not possible to
view the texture or colour of the components in themodel.Using this technique can be
time-consuming and requires effort to achieve any level of accuracy in superimposing
the model. This technique is not always feasible and can introduce alignment errors
between the model and physical systems. Because the rotation and movement of the
model in AR environment are completed by manipulating a sliding scale without
defined values rather than with exact ratios, inaccuracies are common. For the model
to be superimposed onto the physical building, the model needs to be aligned both
horizontally and vertically using reference points and positioned on a horizontal flat
surface before scaling can facilitate the superimposing process.
11.4.2 Current Limitations
Awalk-through analysis of the model revealed that when the user moves through the
space, the device loads only a particular section of the model within the user’s field
of view. Due to this loading process, inaccuracies in placement of model components
were noticed during walk-throughs. For example, Fig. 11.4 shows the shifted posi-
tion of the vertical pipes when viewed from different viewpoints in the room. Such
imprecise positioning can result in the misinterpretation of building information.
Additional limitation is related to the type of data that could be viewed in AR,
constrained to the geometrical design and pre-set information of the energy systems.
The behaviour and performance of the system could not be identified or analysed in
AR using the described approach. The presented approach is limited to visualisation
of the static information of energy systems found in the BIM model. Not having
the ability to visualise near real-time system information and the surrounding envi-
ronmental information limits the possible uses of such visualisation systems. With
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Fig. 11.4 Floating graphics
commercial usage of AR currently being under development, a limited variety of
BIM-AR software is available, and none were identified as specialising in building
energy system visualisation.
11.5 Conclusion
BIMmodels integratedwithARcan be used to effectively visualise energy systems in
a building, provided that the model contains the necessary and relevant information.
The use of such a visualisation framework can allow for the analysis of building
systems and the collection of necessary information found in the BIM model. BIM
and AR’s possible usage is still limited due to lack of real-time information and
imprecise positioning during walk-throughs, which will be the subject of future
work. The inclusion of near real-time data in BIM-AR visualisation techniques may
improve understanding of system operation. Such integration framework will be
explored in the future.
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Chapter 12
GB Grid 9 August 2019 Power Outage
and Grid Inertia
Christian Cooke
Abstract A power outage on 9 August 2019 raised questions about the ability of the
GB electricity grid to withstand rapid changes in frequency caused by outages and
surges on the network. Grid inertia has been changing in recent years due to the emer-
gence of renewable energy generation as a significant contributor to the energy mix.
Measures to mitigate this change need to be evaluated and the level of investment
required to prevent a reoccurrence of such an event quantified. An outline is presented
of a research programme towards this goal.
Keywords Power system dynamics · Inertial response · Frequency control
12.1 Introduction
12.1.1 An “Incredibly Rare Event” with “Immense
Disruption”[1]
Lightning struck an overhead power line between Eaton Socon and Wymondley
at 16:52.33 on Friday August 9, 2019.[2] Two major generation units went offline
almost immediately (Fig. 12.1), followed by a cascade of outages that led to a cumu-
lative power loss of 1,900 MW. This exceeded the capacity of the reserves held to
maintain the integrity of supply. As a result, the power frequency, normally c. 50 Hz,
dropped to 48.8 Hz (Fig. 12.2), triggering exceptional measures intended to preserve
the stability of the overall network. 1.15 m households were disconnected, thousands
of commuters were turned away from train stations, while hospitals and airports also
suffered disruptions. It took 5 min for the frequency to recover to normal levels, and
45 min for all connections to be restored.
The event called into question the ability of theGBnational grid towithstand rapid
changes in frequency caused by outages and surges on the network. This inertia has
been changing in recent years due to the emergence of renewable energy generation
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Fig. 12.1 Wind generation on August 9 2019, showing the drop in output of 737 MW from the
Hornsea Windfarm (Data source: ElexonPortal.co.uk)
Fig. 12.2 Historical grid frequency, 2012–2019, August 9 2019 (Data source: https://gridwatch.
templar.co.uk)
as a significant contributor to the energy mix. These power sources add to the power
capacity of the network but not so much to inertia. A report into the event by Ofgem,
[3] the energy regulator, recommended that the resilience of the grid should be
examined in the context of this evolution of system inertia. Cost-effective measures
tomitigate this changewould need to be evaluated, quantifying the level of investment
required to prevent a reoccurrence of an event such as the 9/8 outage.
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12.1.2 Current Trends in Power Distribution
The increasing dependence on renewable energy to meet demand (Fig. 12.3) has
been matched by the reduction in the number of fossil fuel-powered plants. Solid-
fuel generation invariably involves the production of steam to drive a turbine, whose
mechanical energy is converted into electrical energy. These turbines have significant
inherent rotational inertia. Cumulative inertia across all turbines connected to the
grid is synchronous and only small deviations from the overall rate are registered
by individual turbines. Industrial motors directly connected to the grid similarly
contribute to the system inertia (making up a significant proportion of demand-side
inertia, which is responsible for up to 20% of the total in the case of the GB grid [4]).
Solar and variable-speedwind power generation involves the generation of electricity
directly and therefore make no contribution to the aggregate synchronous inertia.
A sudden drop in the aggregate power causes additional power to be drawn from
connected power plants to make up the deficit, manifesting as an increased load,
causing the turbine rotation to slow. The turbine inertia resists this change, with the
rotational energy being converted to electrical energy compensating for the shortfall
and the frequency of the AC power reduces. A similar situation occurs when there is a
surplus of energy on the transmission network. As a result, power outages and surges
in networks where there is a reduced level of system inertia carry the risk of rapid
frequency changes. Frequency changes beyond permissible levels cause permanent
damage and malfunction in AC motors connected to this supply.
It is clear that in the context of reduced systemic synchronous inertia, the conse-
quences for grid management of the current and projected evolution of the power
generation portfolio must be examined. Alternatives to alleviate the shortfall are
the subject of active research: synchronous compensators, battery energy storage
systems (BESS), synthetic inertia fromwind turbines, and demand-sidemanagement.
More accurate measurement of system inertia would also allow a more sophisticated
response to network demands for inertia compensation.





The focus of the project being undertaken is to design a model that permits an
examination of the issues raised by the evolution of the energy mix on the national
and international grid. To do this effectively the sophistication of the model must be
balanced with its simplicity.
To fulfil these objectives the model should achieve a realistic overview of the
impact of the evolution in generation mix, and consequent inertia profile, on grid
stability. It should have the robustness necessary to identify situations leading to
events such as that of August 9 and the flexibility to admit radical variations in
energy mix under a variety of possible future scenarios.
An approach firmly rooted in nonlinear dynamical systems and control theory is
intended, offering a continuous-time differential-equation model of the whole grid.
To achieve this, an initial “toy” model is planned, using aggregated data grouped by
the type of energy source, renewable (wind, solar), baseline (nuclear) and fossil fuel
(gas, coal). The model is based on the stylized DC-Flow paradigm.
12.2.2 Initial Design to Study 9 August Outage
Demand is obtained from the 5-min Balancing Mechanism reporting, and this value
is assigned to the single load bus. The frequency data used is the 1 s National Grid
frequency database. Further refinement of the output would be obtained from a
higher resolution data source which could be supplemented into the model without
alteration.
Into this network we simulate the instantaneous frequency response by adjusting
the output variables by levels corresponding to the recorded losses. The frequency
f is obtained using the well-known swing bus equation [5], augmented with noise η
drivenby anOrnstein–Uhlenbeckprocess. In standard stochastic differential equation
notation, the equations are.
d f = (−λ1 f − λ2P + η)dt, dη = −η/τdt + σdW (12.1)
where f is the deviation of the frequency from 50Hz,P is the mismatch between
the generated power and the load, and W is standard Brownian motion. The param-
eters λ1 and λ2 have been calibrated to match the recorded frequency trace of the
event. P is determined based on the timeline of losses and frequency responses
detailed in the ESO and Ofgem reports on the incident [2, 3]. The noise parameters
τ and σ have been chosen to match approximately the variations in the measured
frequency trace.
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12.3 Results and Discussion
The result of the simulation (Fig. 12.4) shows a correspondence between the
frequency trace of the 9/8 event and the model. The model describes well the initial
drop in frequency and its recovery, although it does not capture the subsequent
overshoot in frequency after the losses are corrected.
We can use this correspondence to evaluate the effectiveness of the frequency
response services deployed during the event, showing that the Control Room
measures were more effective than LFDD (Low Frequency Demand Disconnection,
where 1.15 m customers were put offline). Figure 12.5(i) shows that the simulated
frequency trace returns close to 50 Hz without the LFDD intervention, whereas
Fig. 12.5(ii) shows that without the Control Room actions the frequency falls further
and remains below critical levels.
We can furthermore evaluate future frequency response technologies. The speci-
fication of the Dynamic Containment service to be launched by the ESO in Autumn
2020 [6] indicates that, to prevent a frequency drop of 1.2 Hz from an immediate
Fig. 12.4 Measured and simulated GB Grid
Fig. 12.5 August 9th simulation excluding LFDD (i) and Control Room (ii) responses
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Fig. 12.6 Estimated
frequency nadir for ESO
Dynamic Containment
frequency response
loss of 1.541GW, equivalent to that at the outset of the 9/8 event, a capacity greater
than 905 MW would be needed (Fig. 12.6).
The model can be improved by assigning sources of frequency response (battery,
pumped hydroelectric, synchronous compensators) to individual variables so as to
facilitate their calibration, thereby assessing their contribution to mitigating the
effects of significant losses of the 9/8 outage. The inertia of the system Hsys may be






Stot = ∑Ni=1Si is the sum of the rated powers of the N generators and Hi is the i th
generator’s inertia coefficient. The simulated frequency is obtained by integrating an
aggregate model of the form given in the following coupled differential equations:
dG
dt
= FG(D, O,G, f ) d f
dt
= Ff (D, O,G, f ) (12.3)
where G and f are the simulated aggregated conventional generated and system
frequency, D is the aggregate demand, O is system output comprising generation and
renewables, and the functions FG, Ff couple G and f through the system mismatch
D − O.
12.4 Conclusion
Changing grid inertia is already a significant issue for grid operators and regulators.
The trend for reduced mechanical inertia from traditional sources will accelerate, as
renewables and interconnection form an increasing part of the energy mix. Measures
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will need to be put in place to replace current sources of inertia in order to avoid the
proliferation of further events comparable to the 9/8 incident in future. To further this
goal, models will be needed that simulate rapid changes in frequency, the effects of
grid inertia, and the effectiveness of proposedmeasures tomitigate adverse outcomes.
These models will require a sophistication sufficient to provide a realistic evaluation
of current and possible scenarios, and be adequately schematic so as not to require
unnecessarily intense computational resources.
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Chapter 13
Analytical Model for Compressed Air
System Analysis
Mohamad Thabet, David Sanders, and Victor Becerra
Abstract This paper presents a simple analytical model for a compressed air system
(CAS) supply side. The supply side contains components responsible for production,
treatment and storage of compressed air such as a compressor, cooler and a storage
tank. Simulation of system performance with different storage tank size and system
pressure set-point were performed. Results showed that a properly sized tank volume
reduces energy consumptionwhilemaintaining good systempressure stability.More-
over, results also showed that reducing system pressure reduced energy consumption,
however amore detailedmodel that considers end-user equipment is required to study
effect of pressure set-point on energy consumption. Future work will focus on devel-
oping a supply-demand side coupled model and on utilizing model in developing
new control strategies for improved energy performance.
Keywords Air · Modelling · Simulation · Energy
13.1 Introduction
Compressed air has been considered safe, easy to use, store and transport [1]. Because
of these and other favourable characteristics, compressed air has been widely used
in industrial plants [2]. CAS have been characterised by their low energy efficiency;
81% or more of energy supplied to CAS was wasted [3]. A modern CAS is formed
of several sub-components [4], as shown in Fig. 13.1. It has been common to divide
the compressed air system into a supply and a demand side. The supply includes
components where compressed air was produced, treated and stored (compressor,
cooler, filter, dryers, tank, etc.) while the demand side consisted of the distribution
network and pneumatic devices.
Evaluating system performance through computer simulations can be effective
for studying performance improvement measures. Friedenstein et al. presented in
[5], a method to assess energy efficiency measures via computer simulation. The
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Fig. 13.1 System diagram
method had three main parts: system investigation, model creation and simulation.
Maxwell and Rivera simulated in [6] the effect of different CAS control strategies
on energy performance. Kleiser and Rauth studied in [7] system performance with
different storage tank volumes was studied. In [8], Anglani et al. introduced a new
tool that allowed a user to simulate different CAS components, configurations and
settings.
This paper investigates a simplified model that can serve as a first tool for
CAS design or retrofit evaluation. In Sect. 13.2, the mathematical models for the
compressor, cooler and storage tank are presented. Section 13.3 evaluates, two
different system modifications using the model: varying storage tank volume and
decreasing systempressure. Finally, some conclusions and futurework are presented.
13.2 Modelling Individual Components
13.2.1 Compressor
Assuming air behaved like an ideal gas, the work required (Wcomp) to compress
a volume (V1) of air from air inlet pressure (P1) to discharge pressure (P2) was
calculated using Eq. (13.1) [8].
Wcomp = P1 × V1 × n









where (n) is the polytropic compression exponent. The process was assumed to be
isentropic and n = 1.4. To calculate the power, volume flow rate per unit time was
used instead of volume. To estimate the power (Wsup) supplied to the compressor,
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efficiencies of the drive system (ηds) and the compressor (ηc) were assumed constant
at 90% and 80% respectively.
13.2.2 Air Cooler
In this study a counter flow air to air heat exchanger with effectiveness (ε) was
assumed. The temperature of air leaving the cooler (T3)was obtained using Eq. (13.2)
[9].
T3 = ε(Tamb − T2) + T2 (13.2)
Tamb is the temperature of ambient air, which was assumed to be the cooling fluid.
T2 is temperature of air exiting the compressor and was obtained from ideal gas law.
13.2.3 Storage Tank
The purpose of a storage tank in a CAS was to store compressed air for when it was
needed. Often, the pressure of air in storage was used as a control variable for the
compressor. From the law of mass conservation, the mass of air in the storage tank
was obtained with Eq. (13.3).
m(t) = t∫
0
(ṁin − ṁout) + m0 (13.3)
min and mout were the air mass flowing in and out of the tank. m0 is the mass of
air in the tank at time t = 0. Assuming the temperature of air in the tank was equal
to temperature of air leaving the cooler (T3), the pressure of air in a tank (Ptank) of
volume (Vtank) was obtained with Eq. (13.4) [6], where (R = 287 J/kg·K) is the gas
constant of Air.
Ptank = m × R × T3
Vtank
(13.4)
13.3 Simulation and Results
The mathematical model of the components presented in Sect. 13.2 were imple-
mented in MATLAB. The compressor had a load/unload control, so the compressor
would run at partial capacity (20%) for a period of time before shutting off. The
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system was assumed to leak 7% of its rated air capacity. System performance with
no compressed air consumption, apart from leaks in the system, was simulated.
Storage tank pressure is shown in Fig. 13.1. The load/unload control settings caused
the tank pressure to cycled between the upper (9 bar) and lower (5 bar) pressure
limits. In this case, consumption was only due to assumed leaks in the system.
13.3.1 Storage Tank Size
The impact of changing tank volume was studied. The compressed air consumption
profile shown in Fig. 13.2was assumed. Three different simulationswith tank storage
volumes of 100, 330 and 930 l were performed. The results compressor energy
consumption and tank pressure are shown in Table 13.1 and Fig. 13.3 respectively.
Results showed that a larger tank volume had a higher pressure stability, however
this stability was not always justified in terms of energy consumption. The highest
Fig. 13.2 Pressure of air in storage tank
Table 13.1 Energy
consumption when different
tank volumes were simulated
Tank volume (Litres) 100 330 930
Energy Consumed (Kwh) 1.63 1.43 1.99
Fig. 13.3 Compressed air consumption
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System Pressure (Bar) 8 9
Energy Consumed (Kwh) 1.33 1.43
energy consumption was for the 930 l tank, while the lowest was for the 330 l.
Further analysis is required to study energy consumption for different compressed
air consumption profile (Fig. 13.4).
13.3.2 System Pressure
Reducing system upper pressure limit from 9 to 8 bar was simulated assuming a
tank volume of 330 l and the air consumption profile shown in Fig. 13.2. Energy
consumption at different pressure levels is shown in Table 13.2. Results show that
reducing system pressure led to 7% reduction in energy consumption. It should be
noted that this model assumed constant compressor efficiency at different discharge
pressures. In reality, efficiency varies with air discharge pressure. Moreover, leakage
rate, which was assumed constant, changes proportionally with system pressure.
Decreasing system pressure removes artificial demand in pneumatic tools. This could
be better analysed through modelling the demand side of the system.
13.4 Conclusion
A simplified CAS model was presented. Mathematical expressions that describe
compressor, cooler and storage tank were implemented in MATLAB. Different air
storage tank volumes and different system pressure levels were simulated. Results
for tank volume show that too large or too small a tank led to excessive energy
consumption. An adequate tank volume reduced energy consumption while main-
taining system pressure stability. Moreover, simulation results showed that reducing
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system pressure reduced energy consumption, however a more detailed model that
considers demand side is required to properly analyse the effect of system pressure on
energy consumption. Future work will investigate model validation and developing
a supply-demand coupled model. Moreover, development of novel control strategies
to reduce energy consumption will be studied.
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Chapter 14
Design Improvement of Water-Cooled
Data Centres Using Computational Fluid
Dynamics
Ramamoorthy Sethuramalingam and Abhishek Asthana
Abstract Data centres are complex energy demanding environments. The number
of data centres and thereby their energy consumption around the world is growing
at a rapid rate. Cooling the servers in the form of air conditioning forms a major
part of the total energy consumption in data centres and thus there is an urgent need
to develop alternative energy efficient cooling technologies. Liquid cooling systems
are one such solution which are in their early developmental stage. In this article,
the use of Computational Fluid Dynamics (CFD) to further improve the design of
liquid-cooled systems is discussed by predicting temperature distribution and heat
exchanger performance. A typical 40 kW rack cabinet with rear door fans and an
intermediate air–liquid heat exchanger is used in the CFD simulations. Steady state
Reynolds-Averaged Navier–Stokes modelling approach with the RNG K-epsilon
turbulence model and the Radiator boundary conditions were used in the simula-
tions. Results predict that heat exchanger effectiveness and uniform airflow across
the cabinet are key factors to achieve efficient cooling and to avoid hot spots. The
fundamental advantages and limitations of CFD modelling in liquid-cooled data
centre racks were also discussed. In additional, emerging technologies for data centre
cooling have also been discussed.
Keywords Data centre cooling · Computational fluid dynamics (CFD) ·
Turbulence modelling · Liquid–air heat exchanger
14.1 Introduction
The increase in the data centre industry in recent years along with High Power
Computers (HPCs) energy consumption produced rapid growth on the server’s heat
density. Increasing numbers in data centre (DC) number and HPC’s power densities
is leading to an increase in high energy demand. The number of internet users is
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predicted to increase from 3.6 billion to 5 billion between 2018 to 2025 correspond-
ingly, along with the number of internet of things (IoT) connections, expected to
increase from 7.5 billion to 25 billion between 2018 to 2025 respectively [1]. In 2018,
globally, data centre electricity consumption was estimated to be 198 TWh, which is
almost 1% of global electricity demand [2]. Global data centre’s energy consumption
is predicted to increase by 15–20% per year in the future [3]. Cooling systems in data
centres accounted for a major portion of the total data centre energy demand, which
is estimated around 40% of its total energy consumption. Therefore, cooling systems
effectiveness signifies the great window for the energy and cost saving. Most data
centres are still using traditional air-cooled methods. However, these traditional air-
cooling methods are inefficient and expensive to operate. Thus, alternative cooling
methods should be considered to cope with rising cooling demand in data centres.
Liquid cooling systems are one such solution which are in their early developmental
stage. In this article, the use of Computational Fluid Dynamics (CFD) to further
improve the design of liquid-cooled systems is discussed by predicting temperature
distribution and heat exchanger performance.
HPCs are common in the recent data centres, where air-cooled systems might
not be effective in cooling the electronic components of HPC. Therefore, liquid
cooled systems are considered a promising solution for high heat density servers.
Water-cooled systems have a higher heat transfer rate than the air-cooled systems
due to the high specific heat capacity of liquid water [4]. This property of water
allows it to operate effectively with lower temperature differences between server
air and the coolant (water). Furthermore, water-cooled systems improve the effec-
tiveness of heat removal and thus its energy efficiency by eliminating the need for a
second heat exchange loop as required by traditional air-cooled systems [5]. Only a
limited amount of published literature exists for liquid-cooled data centre systems,
mainly focussing on direct liquid cooling with cold plate heat exchanger and micro
channel flow [6–10]. This study primarily focuses on rear door liquid-cooled system
with intermediate air-to-liquid heat exchangers, on which, there even less published
literature.
In a liquid-cooled rear door heat exchanger rack, additional fans are placed in the
rear door to overcome the greater pressure drop caused by the air-to-liquid cold heat
exchanger. These fans draw in cold air from outside through the front door, transfer
the heat from the servers to the air and then transfer the heat from the air to a liquid
via the intermediate heat exchanger. In modern data centres, several individual server
racks are packed into cabinets which have a combined heat density of 30 kW. Almoli
et al., suggested that water cooled rear door coolers remove 90% of the server heat
effectively with the remaining 10% lost to the surroundings through radiative transfer
from the cabinet surfaces [11].
Other authors have attempted CFDmodelling of heat transfer inside rack cabinets
and could confirm their modelling results by validation with experimental results.
A study by Almoli et al. accurately predicted air flow velocities and temperature
distribution using ANSYS CFD software which was in close agreement with the
experimental results [11]. In this current work, a similar study has been carried out
using the ANSYS radiator model as air–water heat exchanger. The current work
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evaluates the cooling performance of the water-cooled rear door data centre rack
at high heat density (40 kW) using similar validated CFD modelling procedure as
used by Almoli et al. [11]. However, their results did not consider a radiator model
to predict the actual performance of the heat exchanger. So, in this current work,
simulations were carried out to evaluate the heat exchanger performance by using
analytical calculations which were not considered in previous studies. In this current
work, a similar numerical solver was be used with radiator model as air–water heat
exchanger. The current work evaluates the cooling performance of the water-cooled
rear door data centre rack at high heat density (40 kW) using similar validated CFD
solver procedure but with different radiator model referred by Almoli [11].
14.2 Rack Cabinet Design
A typical 40 kW rack cabinet with rear door fans and an intermediate air–liquid heat
exchanger is used in the CFD simulations to predict temperature distribution inside
the cabinet and the heat exchanger performance. A 3-D model of the rack with rear
door cooler has been modelled using ANSYS design modeller. The rack and heat
exchanger have been constructed to represent 19-inch 42U data centre rack which
has 40 kW cooling capacity. The height (Y), width (X) and length (Z) of the cabinet
are 2 m, 0.6 m and 2 m respectively. The server rack is a framework where the server
can be mounted. Racks usually have slots to place the servers in their designated
place with the help of screws or bolts and nuts. ‘U’ refers to the standard to measure
the vertical space in data server racks where 1U= 1.75 inches. Figure 14.1 illustrates
3-Dmodel of designed rear door unit with heat exchanger holder along with standard
42U data centre server rack and Fig. 14.2 shows the airflow direction as well as the
server’s position in the cabinet.
Fig. 14.1 Typical data
centre cabinet and rear door
cooler
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Fig. 14.2 Air flow
schematic through the water
cooled cabinet
14.3 CFD and CAD Modelling
The air flowdistribution and temperature differencewithin the cabinet were governed
by the conservation ofmass, momentum and energy balance equations in theANSYS
CFD solver. The radiator is placed inside the cabinet and it acts to extract the energy
from the servers’ hot air flow. The CFD solver breaks down the original naiver stokes
equations into Reynolds averaged naiver stokes equations in order to solve the real-
istic engineering scenarios in reasonably less computational time [12]. Comprehen-
sive description of the RANS equations can be found in the paper by Hussain et al.
[13].
For example, commonly used energy equation of the 3-D RANSmodel expressed
in the equation below, where “q” represents the heat source term and Re and Pr
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The completeCFDNavier–Stokes solver consists of continuity, energy, turbulence
and momentum RANS equations. Widely used RANS turbulence model can be cate-
gorised into K-epsilon-RNG, K-Omega and Reynolds Stress model. The K-epsilon
model was used to minimise the computational time by the solver. Buoyancy effect
is used in CFD solver to simulate the air density change within the cabinet due to
heating. In this study, theBoussinesq approximationwas used to account for the buoy-
ancy force driving the convectivemotion of the fluid. The density is assumed constant
in the governing equations except in the buoyancy term (Boussinesq approximation).
The Computational Fluid Dynamics simulations were performed to investigate the
temperature distribution and cooling performance across the cabinet in the rear door
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Table 14.1 Boundary conditions used in the ANSYS solver
Boundary condition Symbol Equation Value
Inlet air flow velocity U – m/s
Heat load Q̇ Q̇ = ṁCpT 40 kW
Inlet temperature T-in – 40°C
Outlet P-out – Pressure outlet
Server temperature rise T Q̇ = ṁCpT 16°C






Heat exchanger loss coefficient kL p = kL 12ρv2 18.6
Heat exchanger temperature T-hx – 14°C
Room temperature T-room – 25 °C
cooling configuration. Commonly used SIMPLE algorithm with higher order relax-
ation factor (0.75) is used in the numerical procedure to solve the K-epsilon RANS
naiver stokes equation.
14.4 Boundary Conditions
The key properties to consider in awater-cooled data centre cabinet are (i) the temper-
ature risewithin the cabinet and (ii) heat exchanger properties.ANSYSfluent radiator
model solves the transport equation which is a derivative of energy equation for heat
removal. In addition, analytical heat transfer equations were used to estimate the heat
exchanger performance to determine the cooling load of the cabinet. The temperature
rise inside the cabinet is based on the heat load within the cabinet. This was deter-
mined by energy balance equation which given in Table 14.1. For this application,
an air–liquid fin cooled heat exchanger was used with Darcy smooth approximation
for pressure drop using Gnielinski correlation. The turbulence intensity was set at
7%.More comprehensive understanding of the pressure drop, air and liquid side heat
transfer properties of the heat exchanger can be found in heat exchanger textbook
[16]. Based on the initial analytical calculations, the following boundary conditions
were used for the CFD simulations.
14.5 Results and Discussions
The post-processing results from CFD simulations are plotted below.
Figure 14.3 illustrates the iso-surface contours of the temperature upstream the
heat exchanger, which indicates the temperature rise within the cabinet reaches the




40 °C for 40 kW heat dissipating servers. Figure 14.4 illustrates the iso-surface
contours of the temperature downstream heat exchanger. The temperature contours
prove that the outlet temperature of the heat exchanger and room temperature are
same. This indicates that, 40 kW heat can be removed efficiently by using rear door
cooled heat exchanger without changing the room temperature, or in other words,
without the need for air conditioning.
Comparative results in numerical and analytical work reveal that air inlet temper-
ature of the server cabinet plays a key role in the temperature rise inside the cabinet.
Similar performance was also spotted in the study by Almoli [11]. Figure 14.5 illus-
trates the temperature across the cabinet in mid Y axis plane upstream and down-
stream of the heat exchanger. It shows that the air is heated up to 40 °C at the inlet
and as it passes through the heat exchanger at the rear door, it cools down to the
target temperature which is about 23 °C, the room air temperature.
In Fig. 14.6, the red and blue lines represent the temperatures in the front and
back of the heat exchanger respectively. The results indicate that the hot air flow
temperature from the server (40 °C) has been cooled down to 24 °C after the heat
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Fig. 14.5 Temperature
contours in mid plane
Fig. 14.6 Temperature
profile upstream and
downstream of the heat
exchanger
hot air from the server has been cooled down to the room temperature as it passes
through the heat exchanger. The quantitative data from two vertical lines further
illustrates the temperature profiles in Figs. 14.3, 14.4 and 14.5 Similar patters were
observed in a previous study [11].
In Fig. 14.7, the horizontal lines represent the temperatures in the front and the
back of the cabinet at three different heights. Results representing uniform temper-
ature distribution can be obtained for a given air flow velocity and heat exchanger
parameters. Also, results indicate sudden temperature drop downstream the heat
exchanger in a uniform way, which ensures that temperature after the heat exchanger
reaches the room temperature for a given heat exchanger configuration. This elim-
inates the need for any external cooling or air conditioning in the data centre. The
results indicate that the temperature distribution predicted by the CFD solver can be
used as a benchmark for future energy efficient water-cooled data centre server rack
cabinets for further design improvements.
112 R. Sethuramalingam and A. Asthana
Fig. 14.7 Temperature
profiles through the cabinet
in horizontal planes
14.6 Conclusion
The following conclusions can be drawn from this study and the future work to
further improve the solver algorithm and accuracy of the simulation are identified as
follows.
• Inlet air temperature has great influence on the temperature rise within the cabinet,
which could affect the thermal performance of the heat exchanger.
• Temperature distribution in the cabinet does not exactly represent the realistic
scenario of the 40 kW server rack. This will be optimized in near future work by
implementing porous condition paraments to represent the pressure drop across
the cabinet.
• The simulations have provided a benchmark study of implementing energy
efficient water-cooled data centre server racks. In the future, this simulation
procedure will be further improved by conducting and validating experimental
investigations.
• Finally, rather than imposing the Boussinesq approximation to simulation air
density, the compressible flow will be considered in the near future numerical
investigations.
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Supattra Maneein, John J. Milledge, and Birthe V. Nielsen
Abstract Sargassum muticum is a brown seaweed which is invasive to Europe
and currently treated as waste. The use of S. muticum for biofuel production by
anaerobic digestion (AD) is limited by low methane (CH4) yields. This study
compares the biochemical methane potential (BMP) of S. muticum treated in
three different approaches: aqueous methanol (70% MeOH) treated, washed, and
untreated. Aqueous MeOH treatment of spring-harvested S. muticum was found
to increase CH4 production potential by almost 50% relative to the untreated
biomass. TheMeOH treatment possibly extracts AD inhibitors which could be high-
value compounds for use in the pharmaceutical industry, showing potential for the
development of a biorefinery approach; ultimately exploiting this invasive seaweed
species.
Keywords Biofuel · Biogas · Seaweed · Post-harvest treatment
15.1 Introduction
Sargassum muticum is considered a menace as it is an invasive seaweed species to
Europe [1]. Although this seaweed species has the potential to be exploited for its
pharmacological and biomedical value, it is treated as ‘waste’ as there are no current
utilisation methods. Methods to utilise this seaweed in a biorefinery approach could
have positive economic and environmental implications.
Seaweed shows potential as a feedstock for biofuel production via methods such
as anaerobic digestion (AD) that can handle wet biomass [1]. During AD, organic
material is converted in an oxygen-free environment into CH4 and carbon dioxide in
a series of degradation steps carried out by different groups of bacteria and Archaea.
However, the use of S. muticum as a feedstock for AD is currently limited by its low
CH4 yields [1]. This could partly be due to potential inhibitors of AD in seaweed;
secondary metabolites extracted from Asparagopsis taxiformis showed inhibitory
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effects against the ruminal microbial population and CH4 production in the first 96 h
[2]. The removal of other components of seaweed, such as polyphenols and salts,
have also been associated with CH4 yield enhancements [3].
This study aims to remove potential inhibitors of AD from S. muticum using
aqueous methanol (MeOH). To the authors’ knowledge, this is the first study to
determine the biochemical methane potential (BMP) of aqueous MeOH treated S.
muticum and subsequently, its prospective use as a feedstock for AD. The BMP of
MeOH treated residues is also compared to washed seaweed, a pre-treatment method
that enhances CH4 production rates from summer-harvested S. muticum [4].
15.2 Experimental Methods
15.2.1 Sample Preparation
S. muticum samples were collected in May (spring) from Broadstairs, UK
(TR399675). Samples of S. muticum were rinsed with deionised water (dH2O) to
remove sand and any residues from the seawater, stored at −18 °C, and freeze-dried
(FD) (−55 °C, 48 h).
Three types of samples were prepared from spring-harvested S. muticum samples
(Table 15.1). The MeOH treated residues (MTR) from three replicates were pooled
and air-dried under the fume hood (24 h). For each replicate, the extracts from
the sequential extraction were pooled and dried (Genevac™ Concentrator EZ-2).
The wash solutions from the sequential washing were pooled and freeze-dried
(−55 °C, 48 h), herein referred to as washed extract. Extraction yields weremeasured
gravimetrically.
Table 15.1 Treatment methods of Sargassum muticum for BMP determination
Sample type Treatment Conditions
FD samples Freeze-dried seaweed ground
(Lloytron®, Kitchen Perfected
coffee grinder) to a fine powder
–
Washed residues 5 sequential washes of ground
FD spring samples (1:10 solid:
solvent ratio) (n = 6)
FD samples mixed in deionised
water, centrifuged (3,900 rpm,
20 min; Eppendorf, Centrifuge
5810R), repeated ×5
70% MeOH treated residues 3 sequential 70% aqueous
MeOH (v/v) extractions of
ground FD spring samples (1:
30 solid: solvent ratio) (n = 3)
FD samples mixed in 70%
MeOH, incubated (room
temperature (21.5 °C), 90 min),
centrifuged (3,900 rpm,
20 min), repeated ×3
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15.2.2 Dry Weight and Ash Content
Residues and extracts were dried in a vacuum oven at 105 ◦C overnight to determine
their dry weight (DW) [4]. Ash and volatile solids (VS) contents were determined
according to [5].
15.2.3 Biochemical Methane Potential (BMP) Determination
and Specific CH4 Yield Calculation
The inoculum was collected from an anaerobic digester treating paper-making waste
at Smurfit Kappa Townsend Hook Paper Makers, Kent, United Kingdom. The
inoculum was ‘degassed’ in a water bath (37 ◦C, 7 days) to minimise its contri-
bution to the CH4 yields during the BMP test [6], and then homogenised using a
handheld blender (Philips™) before use.
TheAutomaticMethane Potential Test System II (AMPTS II)was used tomeasure
CH4 production.Replicatesweremade containing 2 gVScontent of each sample type
in Table 15.1. The inoculum was added to make an inoculum-to-substrate ratio of 5
and made up with water to 400 g. Blanks with only inoculum and water were used to
calculate the net CH4 production from S. muticum, removing the CH4 contribution
by the inoculum. Reactors were mixed continuously (150 rpm) and incubated at
37 ◦C. CH4 volumes were recorded daily over 28 days and corrected to water vapour
content at 0 °C, 101.325 kPa.
Specific CH4 yields were calculated by multiplying the CH4 potentials and the
amount of residue remaining after the washing and extraction processes if 1 kg WW
of S. muticum was treated according to Table 15.1.
15.2.4 Statistical Analysis
Excel (2016) was used for t-tests, and IBM SPSS version 25 was used for one-way
and two-way ANOVA (with post-hoc analysis). Dependent variable: net cumulative
CH4 yield. Independent variables: treatment (FD samples, washed residues, MTR),
day (time during BMP test).
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Table 15.2 Volatile solids
(VS) and ash content of
residues and extracts as % of
the dry weight (DW)
Samples VS (% DW) Ash (% DW)
FD S. muticum 74.7 25.3
Washed residues 85.5 14.5
Washed extract 60.1 39.9
MeOH treated residues 82.7 17.3
MeOH extract 64.9 35.1
15.3 Results
15.3.1 Dry Weight and Ash Content of Extracts and Residues
The material removed by washing FD S. muticum (42.8% DW) was significantly
higher than those extracted by 70% aqueous MeOH (35.3% DW) (t-test, p < 0.05).
The washed residues had a higher VS content and a lower ash content compared to
MTR, corresponding to the higher ash content in the washed extract compared to
the MeOH extract (Table 15.2). MTR and washed residues have significantly lower
ash content and higher VS content relative to the FD samples (one-way ANOVA, p
< 0.05).
15.3.2 CH4 Production Profile and Specific CH4 Yield
Figure 15.1 shows the CH4 production profile of FD samples, washed residues and









































Fig. 15.1 Net cumulative CH4 production of FD samples (FD [n = 3]; green triangles), washed
residues (Washed [n= 6]; orange rectangles) andMeOH treated residues (MTR [n= 4]; red circles)
over the duration of the BMP test (28 days). Final CH4 potentials (after 28 days) are shown in italics
in their respective colours. Error bars represent standard deviations
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Table 15.3 Specific CH4
yield of FD samples, washed
residues and MeOH treated
residues
Samples Specific CH4 yield (L CH4
kg−1 WW S. muticum)
FD S. muticum (n = 3) 12.7 ± 0.9
Washed residues (n = 6) 9.1 ± 0.8
MeOH treated residues (n = 4) 14.3 ± 0.8
the treatment on the net cumulative CH4 production was found (two-way ANOVA,
p < 0.05). Post-hoc comparisons revealed that, except for day 2, the CH4 production
profile of MTR was significantly different from those of FD samples and washed
residues for the duration of the BMP test (p < 0.05). In contrast, the CH4 production
profiles do not differ significantly between washed residues and FD samples (p >
0.05), except for days 1 and 2 when the mean net cumulative CH4 production by
washed residues was significantly lower (up to 54.5 mL CH4 g−1 VS) than FD
samples (p < 0.05). Ultimately, while the final CH4 potentials (after 28 days) of FD
and washed residues were not significantly different (p > 0.05), those of the MTR’s
were statistically higher than both the FD samples and washed residues (one-way
ANOVA, p < 0.05).
The specific CH4 yield produced by MTR is statistically higher than the FD
samples by 12.6% (t-test, p < 0.05) (Table 15.3). Comparatively, washing reduces the
specificCH4 yield by 28.3% relative to the FD samples;mean yieldswere statistically
different (t-test; p < 0.05).
15.4 Discussion
Washing FD S. muticum removed 7.5%more compounds than 70% aqueous MeOH.
This is partly attributed to the higher ash content removed by water, which may be
due to its higher solubility in water compared to MeOH. Higher extraction yields
by water compared to alcoholic solvents are also found in the literature [7, 8]. The
compounds removed bywater had negative implications forADof spring S.muticum.
Despite enhanced VS content of 10.8% relative to the FD samples, washed residues
still have lower specific CH4 yields (3.6 L CH4 kg−1 WW) and statistically similar
CH4 potentials to FD samples.
MTR showed higher VS content relative to FD samples, but lower VS content
relative to washed residues. MTR produced 49.8% and 34.4% higher CH4 potential
relative to the FD and washed residues, respectively. The highest CH4 production
potential achieved by MTR could, therefore, be related to the removal of poten-
tial inhibitors of AD from S. muticum. MeOH extracts of Sargassum spp. showed
antibacterial activity against Bacillus subtilis, with up to half the inhibitory potential
of tetracycline, a potent antibiotic with anti-methanogenic activity [9, 10].
Other potential inhibitory compounds of AD include polyphenolic compounds
and fatty acids [11]. However, polyphenolic and lipid content of the three sample
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types showed no correlation to the CH4 potential (data not shown). Repeats of this
experiment showed lower CH4 potentials fromMTR, but are nevertheless higher than
FD samples. Higher CH4 potentials in this experiment could be due to incomplete
removal of aqueous MeOH. Further analysis of the antimicrobial potential and iden-
tification of compounds present in the aqueous MeOH extracts are needed to clarify
their inhibitory potentials. The identification of compounds with a pharmacological
or biomedical value may also allow for the development of a biorefinery approach.
15.5 Conclusion
Treating spring S. muticum with aqueous MeOH prior to AD can be an effective
method to enhance CH4 production, making it a more suitable feedstock compared
to untreated S. muticum. This pre-treatment method shows potential in a biorefinery
approach to ultimately exploit this invasive seaweed species when potential uses of
compounds extracted by MeOH are identified.
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Chapter 16
Integration of Catalytic Biofuel
Production and Anaerobic Digestion
for Biogas Production
G. Hurst, M. Peeters, and S. Tedesco
Abstract The drive towards a low carbon economy will lead to an increase in new
lignocellulosic biorefinery activities. Integration of biorefinery waste products into
established bioenergy technologies could lead to synergies for increased bioenergy
production. In this study, we show that solid residue from the acid hydrolysis produc-
tion of levulinic acid, has hydrochar properties and can be utilised as an Anaerobic
Digestion (AD) supplement. The addition of 6 g/L solid residue to theADof ammonia
inhibited chicken manure improved methane yields by +14.1%. The co-digestion of
biorefinery waste solids and manures could be a promising solution for improving
biogas production from animal manures, sustainable waste management method and
possible form of carbon sequestration.
Keywords Biorefinery · Levulinic acid · Solid residue · Anaerobic digestion ·
Hydrochar
16.1 Introduction
Lignocellulosic biomass is the most abundant renewable feedstock for biofuel
production globally [1]. Biorefineries utilise a range of thermochemical processes to
produce high platform chemicals for fuels and niche applications. Acid hydrolysis
has received significant interest recent years for the valorisation of cellulose and
hemi-cellulose fractions of biomass. Acid catalysts such as sulphuric acid (H2SO4)
and hydrochloric acid (HCl) under aqueous conditions at mild temperatures (160–
250 °C) can produce levulinic acid, lactic acid and 5-hydroxymethfural (5-HMF) [2].
Of which levulinic acid has been recognised as one of the most promising precursors
for catalytic biofuel production. Several commercial pilot plants by GFBiochemicals
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(Caserta, Italy) and Segetis (USA) have demonstrated the potential technologies for
the large scale deployment of catalytically produced biofuels [3].
The growth of biorefineries will create challenges to valorise all waste products.
Acid catalysis of lignocellulose produces significant amounts of hydrochar-like Solid
Residue (SR)material. Recent studies have utilised SR as a solid fuel, pyrolysis feed-
stock and building material among other applications [4]. Hydrochar has recently
been investigated as Anaerobic Digestion (AD) supplement [5]. AD is a sustain-
able low-cost disposal process for organic matter as well as a source renewable
energy in the form of biogas. Biogas is considered an important low-carbon bioen-
ergy source however further implementation is limited due to feedstock constraints.
Animal manure is among the most pressing environmental concerns and potential
AD feedstock but is limited due to high inhibitor concentrations,most notably ammo-
nium [6]. Recently, hydrochar has been shown to improve biogas yields from swine
manure by 32–52% [7] by adsorbing ammonium, promoting microbial growth and
buffering capacity during AD; but is limited due to the high costs associated with
hydrochar production.
The pseudo-hydrochar properties of SR from acid catalysis could potentially be
used as a low-cost hydrochar for anaerobic digestion supplementation, in order to
improve the economics of both levulinic acid production and biogas. In this study,
we investigated the feasibility of using SR from the sulphuric acid hydrolysis of
Miscanthus x Giganteus to improve the anaerobic digestion of chicken manure.
16.2 Experimental
16.2.1 Solid Residue Preparation and Characterisation
Miscanthus x Giganteus was dried, ball-milled (<0.2 mm) and stored in air tight
conditions for further use. Solid residue was prepared by heating 0.5 g of biomass
in 10 ml of 2 M H2SO4 catalyst at 180 °C for 60 min under microwave heating. Post
reaction the SR was separated, washed with deioinsed water and dried at 60 °C. The
post aqueous reaction media was analysed using an HPLC as previously reported
[8]. Levulinic acid and SR yields are reported on a dry mass basis and theoretical
levulinic acid yield was calculated on structural sugar basis determined according to
NREL standard 510-42618. The acid hydrolysis process yielded; 30.8 wt.% SR and
16.7 wt.% levulinic acid which corresponded to a theoretical 64.5% levulinic acid
yield.
The total solids content and ash content were determined according to standards
ASTM D4442 and NREL 42622 respectively. The CHNSO elemental combustion
was carried using anElementalVarioMacroCube analyser,with oxygen%calculated
by difference. The recalcitrance index, R50, for the SR was calculated according to
Harvey et al. to estimate the carbon sequestration potential [9].
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16.2.2 Batch Anaerobic Digestion
Chicken manure (CM) was collected from a local supplier, dried and stored in a
desscitator until use. Inoculum sludge was collected from a local mesophilic AD
plant operating at 31 °C. The total volatile solids of CM and inoculum was set at 8
wt.%with a C/N ratio of 7.1. The effect of SR on ADwas investigated by varying the
SR concentration by 2–10 g/L, compared with an un-supplemented control reactor.
The biomethane potential assays were conducted in 500ml glass flasks with working
volume of 200 ml and purged with nitrogen gas for 5 min to achieve anaerobic
conditions. The batch reactors were submerged in a water bath maintained at 31 ±
1 °C and the manually shaken once a day. The batch biomethane potential (BMP)
assayswere set up in duplicate and operated for 14 dayswith daily gasmeasurements.
The primary biogas components, CH4 and CO2, were analysed utilising a GeoTech
2000 biogas analyser. The cumulative biogas volumeswere then fitted to themodified













The properties of SR, Inoculum and CM are shown in Table 16.1. The SR carbon
content exceeded 62%, with a highH/C and lowO/C ratio indicating that the biomass
underwent dehydration during the acid hydrolysis process, to produceSRwith similar
elemental properties to hydrochar. The acid hydrolysis process resulted in a high
specific surface area (19 m2/g) which suggests the SR contains micro-porous struc-
tures suitable for adsorption. The pH of SR was measured in water at 1:10 mass
ratio and the solid residue was slightly acidic and could negatively affect buffering
capacity of AD. The recalcitrance index, R50, is a measurement of char stability to
microbial degradation and suitability for carbon sequestration. The SR had a R50 of
0.66 which is comparable with that of biochar and indicates the land application of
post-digestion SR could be a potential form of stable carbon sequestration.
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Table 16.1 Characteristics of inoculum, chicken manure (CM) and SR
Raw-Miscanthus SR Inoculum CM
TS (%, w.b) 97.2 95.15 7.6 87.7
VS (%, w.b) 94.4 92.4 5.5 64.7
VS (%, d.b) 97.37 97.37 72.1 73.7
pH 3.56 2.5 7.78 N/A
BET (m2/g) N/A 19 N/A N/A
C (%, DS basis) 48.1% 62.4% 32.1 34.7
H (%, DS basis) 6.0% 5.5% 4.7 5.2
N (%, DS basis) 0.5% 0.3% 7.2 7.7
S (%, DS basis) 0.1% 0.4% 0.9 0.8
O (%, DS basis) 42.4% 23.8% 27.1 23.8
O/C N/A 0.29 N/A N/A
H/C N/A 1.06 N/A N/A
R50 N/A 0.66 N/A N/A
Fig. 16.1 Cumulative methane yield with varying SR addition and predicted yields
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16.3.2 Effects of SR on Methane Production During CM
Digestion
Figure 16.1, shows the cumulative methane yields from the AD of CM over 14 days,
alongside the predicted methane yields according to Eq. 16.1. The control reactor
yielded 136 ml CH4/gVS compared with the CM stoichiometric CH4 potential of
286 ml/gVS, which corresponds with a biodegradability index of 48%. The addition
of 2 gSR/L increased the methane yield (+12% CH4) with respect to the CM control,
strongly indicating a beneficial effect to AD, by either promoting microbial growth
or adsorbing inhibitors. There was only a minor improvement with increasing SR
concentration at 6 g/L (+14.1% CH4) suggesting that the SR is not being degraded
in the reactors. The minor improvement also indicates that the AD system is not
undergoing significant stress and the positive effects of SR could potentially be more
significant in more toxin-rich environments. There was a noticeable decrease in CH4
yields at higher SR loads (8 and 10 gSR/L), which can be attributed to the potential
toxicity of SR onADmicroorganisms. However, for all BMP conditions, SR addition
resulted in higher methane yield than the CM control, which emphasises the positive
effects on biogas production.
The Gompertz model has successfully been used to model BMP experiments
from a range of substrates [6, 10]. For all experimental conditions in this study,
the regression values exceeded 0.99, indicating a good fit of the model parameters
shown in Table 16.2. The addition of SR increased themaximummethane production
(Amax) by 6.9–11.8% and the maximum methane production rate (Rmax) by 18.3–
25.9%, compared with the control reactor. This suggests that SR increased both the
biodegradability of CM over 14 days and also the maximum microbial activity. The
lag time of microbial AD system is associated with the maximum degradation rate
and the adaption of the microbial community to the reaction conditions. Table 16.2,
shows that SR concentrations prolonged the lag phase compared with the control
Table 16.2 Summary of Kinetic data for the AD of CM with different SR concentrations
Condition Cumulative CH4 yield Modified Gompertz parameter Statistics
F AMax RMax λ R2 p
Control 140 ± 3 138.4 18.44 0.1696 0.9960 0.9976
2 g/L 156 ± 2 152.7 21.7 0.256 0.9946 0.9966
4 g/L 158 ± 2 154.4 22.51 0.3189 0.9937 0.9942
6 g/L 160 ± 1 154.8 23.22 0.3974 0.9917 0.9939
8 g/L 157 ± 1 152.4 22.32 0.4615 0.9949 0.9960
10 g/L 152 ± 3 148.0 21.81 0.492 0.9945 0.9963
F is themeasured cumulativemethane production, mL/gVS added, Amax is the predicted cumulative
methane production, mL/gVS added day, RMax is the maximum methane production rate, mL/gVS
day, and λ is the duration of the lag phase, days
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reactor from 0.17 to 0.49 days. The increase in lag time implies amildmicrobial inhi-
bition with increasing SR concentrations and that the microbial community reacted
negatively to those SR levels. This can be further seen with a decrease in Amax from
154.8 to 148.0 ml CH4/gVS day between 6 and 10 g/L suggesting that inhibition
is caused from the SR itself and not from imbalances in the complex system. The
negative effects of SR on AD must be further investigated, but does not negate the
potential benefits.
16.4 Conclusion
In this study, the addition of SR from acid hydrolysis improved the methane yields,
by 6.9–14.1%. During the mesophilic anaerobic digestion of CM. The SR from
a high yielding levulinic acid process was determined to have hydrochar properties
whichwere evident during theAD process. ThemodifiedGompertzmodel suggested
that SR increased both the microbial degradation rate and the cumulative methane
yields, however toxicity was a factor at higher concentrations. The integration of
AD into acid hydrolysis biorefineries could potentially create synergies for the dual
production of biofuel and biogas.
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Chapter 17
Effects of CrN/TiN Coatings
on Interfacial Contact Resistance
of Stainless Steel 410 Bipolar Plates
in Fuel Cells
Mohsen Forouzanmehr, Kazem Reza Kashyzadeh, Amirhossein Borjali,
Mosayeb Jafarnode, and Mahmoud Chizari
Abstract Challenge on energy resources exists, especially when the fossil resources
are limited. Fuel cells, as an alternative replacement, can be used. Fuel cells with
coated bipolar plates are the interest of this paper. Current research is concerned with
the effects of CrN/TiN coatings on interfacial contact resistance (ICR). Stainless
steel 410 was selected as a base metal, and the coating process was performed using
chromium nitride and titanium nitride by cathodic arc evaporation method. It was
found that the surface roughness and ICR values of CrN-coated sample are lower
than the TiN-coated sample. The concluded that the CrN layer could be replaced
with the TiN layer for better performance of bipolar plates.
Keywords Bipolar plate · Titanium nitride coating · Chromium nitride coating ·
Interfacial contact resistance · Surface roughness
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17.1 Introduction
One of the systems that produce clean energy is the fuel cell. A fuel cell can converts
the chemical energy of a fuel directly into electrical energy. In contrast to batteries,
fuel cells can generate electricity without the need for recharging until the fuel is fed
to the cell. The general reactants of fuel cells are hydrogen and oxygen. Fuel cells
as a new generation of clean energy producers have more beneficiaries; including
higher performance than other traditional energy sources, simpler design, utilization
of hydrogen as a reactor (without environmental pollution), its widespread applica-
tions on a small and large scale can be concluded that the designing and optimization
of these systems are significant [1]. In this regard, bipolar plates are one of the
most significant segments of a fuel cell, which are responsible for separating cells,
connecting the cathode to the anode from one cell to another with appropriate elec-
trical conductivity, and feeding reactive gases through gas channels, etc.Accordingly,
bipolar plates must have unique electrical, material, and mechanical properties (e.g.,
high electrical conductivity, high mechanical strength, high corrosion resistance,
low surface contact resistance), non-permeability of gas, and low cost [2]. Hence,
stainless steel is one of the appropriate choices for making bipolar plates [3].
A considerable improvement on Interfacial Contact Resistance (ICR) of 316L
steel bipolar plates with TiN coating has been reported [4]. The published results
indicated that the TiN-coated samples had better corrosion resistance compared to
non-coated samples. Moreover, TiN and ZrN coatings have been deposited on 316L
stainless steel by magnetron sputtering to improve material and electrical properties
[5]. The main aim of this research is to study the effects of CrN and TiN coatings
on the efficiency of stainless-steel 410 bipolar plates which is our novelty in this
study. To achieve this purpose, the ICR and surface roughness of coated samples was
compared to that of non-coated samples.
17.2 Material and Specimens
In this research, stainless steel 410 with a thickness of 3 mmwas selected as the base
material for the bipolar plates. The chemical composition of 410 SS, which was used
in this survey was compared with the standard case in Table 17.1. Accordingly, the
mechanical properties can be considered as the AISI 410 SS.
Table 17.1 The chemical composition of 410 SS
Sample Weight percentage of elements (max)
C Mn Si P S Cr Ni
410 SS samples 0.13 0.95 1.00 0.03 0.03 13.0 0.70
410 SS [6] 0.15 1.00 1.00 0.04 0.03 13.5 0.75
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Table 17.2 Settings for the coating process used in this study
Parameter Unit Value
Target metal diameter mm 80
Current A 1000
Voltage V 40
Distance between the specimen and arc head mm 300
Initial vacuum before coating process mbar 10−6
Vacuum during coating process mbar 10−3
To fabricate samples, steel plates were quenched at 1050 °C in an austenitic salt
furnace. Furthermore, the tempering operation was performed at 120 °C for 10 min
to stress-relief the sheet. Samples with the dimensions of 10*10 mm2 were cut by
utilizing automatic wire cutting machine. At the final stage, a magnetic grinding
machine was employed to smooth the surface. The CrN/TiN coatings were deposited
by the PVD technique with cathodic-arc evaporation technology and employing one
cathode arc head. The settings for this purpose were as described in Table 17.2.
Prior to the coating process, the samples were under argon ion bombing for 30 min
utilizing level 5 argon gas at a pressure of 10−2 mbar and −1000 V bias. Also, the
temperature of samples and bias voltage during the coating process were 250 °C and
−80 V, respectively. Furthermore, the rotational speed of the samples around the
central axis of the chamber and its central axis was 5 and 30 rpm, respectively.
17.3 Experimental Procedure
TheThree-DimensionalAtomicForceMicroscopy (3DAFM),DME-(DualscopeTM
C-26), was used to characterize the morphology of the roughness accurately. Surface
roughness determination procedure was obtained using the Lainović study [7]. After
that, the interfacial contact resistancebetween thebipolar plates and theGasDiffusion
Layer (GDL)wasmeasured using LutronMO-2013milliohmmeterwith an accuracy
of 1 µ. In this test, a gas diffusion layer (Toray TGP-H-060) with a thickness of
190µmwasused to simulate the fuel cell environment. The sampleswere put between
two GDLs and then between two copper plates. Figure 17.1 presents the mechanical
setup which is used to apply force (35–150 N cm−2) to this system. Also, each GDL
layer was used just once. To ensure the reliability, each experiment was repeated
three times, and the average of the surface roughness and ICR were reported. The
coating process was applied to one side of the targets. For uncoated samples, the
obtained values are divided by 2.
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Fig. 17.1 Mechanical setup for applying pressure and measurement of ICR
17.4 Result and Discussion
The 3D AFM surface images for both coated and uncoated specimens are demon-
strated in Fig. 17.2. The measured data are reported in Table 17.3 that Ra is the
average of surfaces roughness. The results proved that the non-coated samples, TiN-
coated samples, and CrN-coated samples have the highest roughness, respectively.
Fig. 17.2 Three-dimensional AFM images for different samples, including a CrN-coated sample
(PITCH 30◦), b TiN-coated sample (PITCH 30◦), and c non-coated sample (PITCH 30◦)
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Table 17.3 The values of Ra
and ICR at 150 N/cm2
Sample Ra(nm) ICR (m cm2)
CrN-coated 182 ± 11 8.22 ± 0.99
TiN-coated 223 ± 18 9.14 ±1.07
Non-coated 323 ± 28 10.76/2 = 5.38 ±0.12
Fig. 17.3 The ICR changes in terms of applied pressure for both coated and non-coated samples
Figure 17.3 depicts the ICR changes in terms of pressure for both coated and non-
coated samples. From this figure, it is clear that for all cases, the ICR values decrease
by raising the applied pressure. It is because of an increase in the effective contact
surface. In addition, the ICR of both coated samples (CrN and TiN-coated) is higher
than that of the non-coated sample (Table 17.3). USA Department Energy is recom-
mended ICR values of less than 10 m cm2 at the pressure of 150 N/cm2 [7]. Based
on statistical analysis, although the average ICR value of the TiN-coated group was
higher than CrN-coated group, their differences were insignificant, with 95% of
confidence interval (P-Value = 0.336). Moreover, the differences between the ICR
values of the Non-coated material group and the TiN-coated group were significant
(P-Value = 0.004). Also, the differences between the ICR values of the Non-coated
material group and the CrN-coated group were significant, with 95% of confidence
interval (P-Value = 0.008). The trend of ICR is a function of surface roughness for
coating samples; it means that the CrN-coated bipolar plates have lower ICR values
than TiN-coated. The ICR of the CrN-coated sample in the present study is almost
50% of ICR of the CrN-coated steel obtained by PF [8] and PVD methods. Also,
the ICR of TiN-coated steel in the present study is approximately 33% of the ICR of
TiN-coated steel by EBPVD method.
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17.5 Conclusion
In the present research, stainless steel 410 was considered as a base metal for the
bipolar plates, and chromium nitride and titanium nitride solid films with the same
thickness were deposited on it by the CAE method. The highlight conclusion can be
mentioned below:
• Based on the statistical analysis, the ICR value differences of coated samples
were significant compared to uncoated samples. It showed that the coated samples
increased the ICR values.
• The 3D AFM images, and surface morphology showed that the CrN-coated
samples had the minimum values of averaged surface roughness.
• The differences between ICR values of CrN and TiN coated were insignificant,
but the average values of ICR and surface roughness of CrN-Coated were lower
than that of TiN-Coated group.
• Eventually, it is evident that the coating can improve the corrosion resistance
of metals; the lowest values of ICR is required for the efficiency of a fuel cell.
Therefore, it can be claimed that the CrN-coated layer is more efficient than a
non-coated or TiN-coated layer.
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Chapter 18
Moisture Stable Soot Coated
Methylammonium Lead Iodide
Perovskite Photoelectrodes for Hydrogen
Production in Water
Udit Tiwari and Sahab Dass
Abstract Metal halide perovskites have triggered a quantum leap in the photovoltaic
technology marked by a humongous improvement in the device performance in a
matter of just a few years. Despite their promising optoelectronic properties, their use
in the photovoltaic sector remains restricted due to their inherent instability towards
moisture. Here, we report a simple, cost-effective and highly efficient protection
strategy that enables their use as photoelectrodes for photoelectrochemical hydrogen
productionwhile being immersed inwater.Auniformcoatingof candle soot and silica
is developed as an efficient hydrophobic coating that protects the perovskite from
water while allowing the photogenerated electrons to reach the counter electrode.
We achieve remarkable stability with photocurrent density above 1.5 mA cm−2 at
1 V versus saturated calomel electrode (SCE) for ~1 h under constant illumination.
These results indicate an efficient route for the development of stable perovskite
photoelectrodes for solar water splitting.
Keywords Photoelectrochemical water splitting · Halide perovskites · Hydrogen ·
TiO2 · CH3NH3PbI3
18.1 Introduction
The world has entered into an era where climate change has become an unfortunate
reality [1].Any further increase in theCO2 levelsmight push theEarth’s climate over a
tipping point fromwhich recovery would become impossible [2]. The unprecedented
pace at which global warming is damaging the earth is evident from the warming of
the oceans and the accelerated melting of the polar ice caps all of which point to the
increasing level of the greenhouse gases [3]. There is thus an urgent need for theworld
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to shift from the conventional carbon-based fuels to a renewable energy source to
tackle global warming while also fulfilling the global energy demands. In this regard,
hydrogen can be seen as the best alternative energy source as it is absolutely clean
(C/H ratio is 0), freely available (most abundant element), has a very high energy
per unit mass (1 kg of hydrogen provides the same power as 3.78 L of gasoline)
and has a high energy storage capacity per mole [4]. Currently, hydrogen production
mainly relies on methane steam reforming and electrolysis both of which cannot be
considered environment-friendly and thus defeats the purpose of producing hydrogen
[5]. Amongst renewable methods of hydrogen production, the photoelectrochemical
splitting of water is considered to be the most promising method which uses semi-
conductors submerged in aqueous electrolyte as photo-absorbers for sunlight driven
splitting of water [6]. However, the development of inexpensive and moisture stable
visible light-absorbing materials is still a challenging task [7]. Hybrid Organometal
halide perovskites offer great promise as photoelectrode materials thanks to their low
cost, easy processability, high efficiency [8], tunable band-gap [9], ambipolar charge
transport [10], long carrier lifetimes [11], and long charge diffusion lengths [12].
The immense potential of these materials is evident from the rapid improvement in
their power conversion efficiencies from over 3.8% in 2009 to values reaching over
23% in 2018 making it the fastest growing technology in the history of photovoltaics
[13]. Despite the tremendous promise shown by these materials, their wide-scale
commercialisation is restricted owing to one major drawback; they are inherently
unstable in water. The lattice of methylammonium lead iodide perovskite degrades
even with the slightest exposure to moisture, followed by the decomposition of the
material into PbI2 [14]. Several attempts have been made to improve the stability
of halide perovskites towards moisture, including protective surface coatings, use of
more hydrophobic alkyl ammonium salts, atomic layer deposition or through 2D/3D
hybrid structures [15]. These protection strategies are not only expensive but also
fail to impart long term stability to the perovskite photoelectrodes and therefore are
difficult to upscale.
Here we report a simple, cost-effective and efficient protection strategy to enable
the perovskite photoelectrodes to produce hydrogen while being submerged in an
aqueous electrolyte. A thin layer of silica over a uniform layer of candle soot is used
to effectively protect the moisture-sensitive CH3NH3PbI3 (referred to as MAPbI3)
perovskite layer from degradation in water. The combination of carbon and silica
served as an effective hydrophobic layer shielding the photoelectrodes from water.
Them-TiO2|MAPbI3|C|SiO2 photoanodes operate in water, exhibiting photocurrents
of over 1.8 mA/cm2 at an applied bias of 1 V in an alkaline solution (pH 13). Even
more impressively, these photoelectrodes exhibit remarkable stability showing no
considerable change in the current for over 1 h under constant illumination.
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18.2 Experimental
18.2.1 Synthesis of Methylammonium Lead Iodide
30mLHydroiodic acid (57 wt.% in water, Aldrich) was added dropwise to 27.86 mL
methylamine (40% in methanol, Aldrich) in a 250 mL round-bottomed flask and was
subjected to constant magnetic stirring at 0 °C for 2 h. Crystallization was done by
evaporating the solvents at 50 °C for 1 h. The obtained powder was purified by
washing three times with diethyl ether, followed by drying at 60 °C in a vacuum
oven for 24 h. The product, methylammonium iodide was saved at room temperature
in a desiccator [16].
18.2.2 Solar Cell Fabrication
A compact layer of TiO2 as an electron transport layer (ETM) was deposited onto the
FTO substrates by spin coating a solution containing 0.65 ml of Ti (IV) isopropoxide
(Sigma Aldrich, 97%), 0.38 ml of Acetylacetone (Sigma Aldrich, reagent grade) and
5 ml of Ethanol at 3000 rpm for 60 s. The substrates were then calcined at 500 ºC
for 30 min to obtain the dense TiO2 layer. The perovskite precursor solution was
prepared by mixing CH3NH3PbI3 and PbI2 (1:1 mol ratio) in γ-butyrolactone at
60 °C for 12 h with constant magnetic stirring. The resulting solution was coated
onto the FTO/TiO2 substrate at 2,000 rpm for 60 s then at 3,000 rpm for 60 s, and
dried on a hot plate at 100 °C for 2min [16]. A uniform layer of soot was immediately
deposited onto the FTO/TiO2/MAPbI3 substrate with the help of a burning candle,
followed by the spin-coating of a uniform layer of SiO2 (0.1 g SiO2 in 2 mL γ-
butyrolactone) over it. These FTO/TiO2/MAPbI3/C/SiO2 substrates (see Fig. 18.1)
were developed into photoelectrodes by establishing ohmic electrical contacts using
Fig. 18.1 3D configuration
of soot coated perovskite
device
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silver paste and copper wire from the uncoated area of the conductive substrates. The
area of contact was then covered with non-transparent and non-conducting epoxy-
resin (Hysol, Singapore).
18.3 Results and Discussion
18.3.1 Analysis of the Crystal Structure
Figure 18.2 shows the XRD pattern of the soot coated perovskite thin film. The
peaks at 14.08°, 28.36°, 31.76°, and 43.08° correspond to the tetragonal/β phase
of MAPbI3 oriented along the (110), (220), (310,) and (330) planes respectively
(JCPDS 00-021-1276). The peaks at 25.304°, 37.793° and 48.037° correspond to the
(101), (004), and (200) planes respectively of the tetragonal phase of TiO2 (JCPDS
65-5714). The peaks at 2θ values of 15.194°, 16.966° and 26.544° correspond to the
(110), (003) and (300) planes respectively of carbon (JCPDS 50-0927), while those
at 10.892° and 40.265° correspond to the (101) and (005) planes respectively of SiO2
(JCPDS 771414). All other peaks correspond to the FTO substrate. The XRD pattern
reveals that both MAPbI3 and TiO2 are obtained in a highly crystalline state while
also indicating the presence of carbon and SiO2. Moreover, the coating of soot over
the perovskite layer does not alter its crystalline structure suggesting that carbon did
not incorporate into the crystal lattice of the perovskite.
Fig. 18.2 XRD pattern of the FTO/TiO2/MAPbI3/C/SiO2 photoelectrode
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18.3.2 Optical Measurements
The optical absorbance measurements were made using a UV-Visible Spectropho-
tometer (Shimadzu, UV-2450, Japan) in the wavelength range of 800 to 200 nm
using a UV quartz sample cell with a transmission range of 190–2500 nm. The
UV-Visible spectra (Fig. 18.3a) compares the absorption characteristics of the
pure perovskite (FTO/MAPbI3) and the soot coated perovskite photoelectrode
(FTO/TiO2/MAPbI3/C/SiO2). The spectra show that the incorporation of TiO2 and
carbon as electron transport layer (ETL) and hole transport layer (HTL) respectively
results in the shifting of the absorption towards the ultraviolet region. The band-gap
energies were calculated by the absorbance data using the following equation:
αhυ = A(hυ − Eg
)m
(18.1)
where α is the absorption coefficient, hυ is the photon energy in eV, and Eg is the
band-gap energy in eV. A is a constant related to the effective mass of the electrons
and holes and m is equal to 0.5 for allowed direct transition and 2 for an allowed
indirect transition. Plots between (αhυ)2 and hυ for the pristine perovskite and the
soot coated perovskite are shown in Fig. 18.3b, c respectively. The linear nature of
the graph suggests that the sample behaves as a direct band-gap material. The band-
gap for the pristine perovskite sample comes out to be 2.05 eV close to the reported
value of 1.56 eV [7] while for the soot coated perovskite, it comes out to be 2.49 eV.
The high band gap SiO2 layer may have resulted in the overall increase in the device
band gap.
Fig. 18.3 a Absorption spectra of the FTO/MAPbI3 and FTO/TiO2/MAPbI3/C/SiO2 thin films.
b Tauc plot for the pristine perovskite sample (FTO/MAPbI3). c Tauc plot for the soot coated
perovskite sample
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Fig. 18.4 Photocurrent
density voltage
characteristics of the soot
coated perovskite
photoelectrode in 0.1 M
NaOH electrolyte
18.3.3 Photoelectrochemical Measurements
The photosensitivity of the prepared electrode is analysed by investigating its current
versus voltage characteristics in a three-electrode quartz cell under light and dark
conditions. Figure 18.4 shows the photocurrent density of the photoelectrode as
a function of the electrode potential. The FTO/TiO2/MAPbI3/C/SiO2 combination
yielded a photocurrent density of 1.8 mA cm−2 at an applied bias of 1 VSCE. The
excellent photo-response of the soot coated perovskite photoelectrode suggests that
the hydrophobic soot/SiO2 coating did not interfere with the photoelectrochemical
response of the perovskite. The stability of the prepared photoelectrodes is investi-
gated by measuring the current versus time characteristics in a PEC cell. Figure 18.5
shows Chronoamperometry recorded at an applied potential of 1 V versus SCE in a
Fig. 18.5
Chronoamperometric
analysis of the soot coated
photoelectrode
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0.1 M aqueous NaOH solution. The soot coated photoelectrodes showed remarkable
stability with currents remaining above 1.5 mA cm−2 for ~1 h under constant illumi-
nation. This represents a first example of halide perovskite photoelectrode, protected
with an inexpensive protection layer.
18.4 Conclusion
This work focusses on solving the long-standing moisture instability issue of
halide perovskites through a simple, efficient and inexpensive protection route. The
FTO/TiO2/MAPbI3/C/SiO2 photoelectrodes exhibited the potential to be employed
as stable electrodes for water splitting in PEC hydrogen production, showing
outstanding stability for ~1 h in aqueous electrolyte. The perfect energy band align-
ment permitted carbon to be an efficient and directional hole extraction layer. While
the excited electronmoves from the conductionband (CB) at−3.86 eVof theMAPbI3
to the CB of TiO2 (−4.00 eV), the hole in the valence band (VB) at −5.43 eV is
effectively extracted to the carbon layer (work function 5.00 eV). While the candle
soot acted as an effectiveHTLdue to its intimate contact with the perovskite layer, the
SiO2 offered a more compact seal that protected the perovskite from the liquid elec-
trolyte. The enormous stability coupled with the high photocurrent density makes
these soot coated photoelectrodes an attractive device for application in a tandem
photoelectrochemical cell for solar water splitting. Further research into the opti-
mization of the electron transport layer and the use of more efficient perovskites can
improve both stability and efficiency.
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Chapter 19
Low-Speed Aerodynamic Analysis Using
Four Different Turbulent Models
of Solver of a Wind Turbine Shroud
M. M. Siewe Ngouani, Yong Kang Chen, R. Day, and O. David-West
Abstract This study presents the effect of four different turbulent models of solver
on the aerodynamic analysis of a shroud at wind speed below 6 m/s. The converting
shroud uses a combination of a cylindrical case and an inverted circular wing base
which captures the wind from a 360° direction. The CFD models used are: the SST
(Menter) k-ω model, the Reynolds Stress Transport (RST) model, the Improved
Delay Detached Eddies Simulation model (IDDES) SST k-ω model and the Large
Eddies SimulationWall Adaptive model. It was found that all models have predicted
a convergent surface pressure. The RST, the IDDES and the WALE LES are the
only models which have well described regions of pressure gradient. They have all
predicted a pressure difference between the planes (1–5) which shows a movement
of the air from the lower plane 1 (inlet) to the higher plane 5 (outlet). The RST
and IDDES have predicted better vorticities on the plane 1 (inlet). It was also found
that the model RST, IDDES, and WALE LES have captured properly the area of
turbulences across the internal region of the case. All models have predicted the
point of flow separation. They have also revealed that the IDDES and the WALE
LES can capture and model the wake eddies at different planes. Thus, they are the
most appropriate for such simulation although demanding in computational power.
The movement of air predicted by almost all models could be used to drive a turbine.
Keywords Low-speed aerodynamic ·Wind turbine shroud · Turbulence models ·
Coanda effect · Flow direction change
19.1 Introduction
The recent problem of global warming and the concern for a sustainable energy
resource for a better world have led to the development of wind turbines technologies
to harvest the power ofwind anyhow [1]. It has been noted that amongst the categories
of wind generators, small wind turbines have been more and more popular for their
M. M. S. Ngouani (B) · Y. K. Chen · R. Day · O. David-West
School of Engineering and Computer Science, University of Hertfordshire, Hatfield AL10 9AB,
Herts, UK
e-mail: m.ngouani-siewe3@herts.ac.uk
© The Author(s) 2021
I. Mporas et al. (eds.), Energy and Sustainable Futures, Springer Proceedings in Energy,
https://doi.org/10.1007/978-3-030-63916-7_19
149
150 M. M. S. Ngouani et al.
Fig. 19.1 Shroud view: (a) Printed wind turbine case; (b) Overall Schematics of the wind turbine;
(c) Planes from which data has been investigated: from bottom to top (plane 1, 2, 3, 4, 5)
excellent adaptability to the urban area in terms of noise pollution and visual impact
[2]. However, these small wind turbines have only been operated at wind speeds
greater than 6 m/s [3]. In addition they have been found to produce still important
turbulences, thus noise [4]. The purpose of this study is to identify the best turbulent
model that would properly capture and characterise the nature of air flow inside and
around the shroud. Thus, this paper presents a comparative aerodynamic analysis of
the performance of a converting shroud to be used in a wind turbine system working
at wind speed below 6m/s using the software package Star-CCM turbulence models.
The turbulence models investigated are notably: the SST (Menter) k-ω model, the
Reynolds Stress Transport model, the Improved Delay Detached Eddies Simulation
model (IDDES) SST k-ω model, the Large Eddies Simulation Wall Adaptive model
(Fig. 19.1).
19.2 Experimental
19.2.1 K-ω Turbulent Model
It comprises modifications for low Reynolds number effects, compressibility and
shear flow spreading compare to the realizable k-ε. It is characterized by the turbulent
Kinetic energy and the frequency ω = k/ε, where ε is the rate of dissipation of k.
The SST model has been widely used in the aerospace industry, where viscous flows
are typically well resolved and turbulence models are generally applied throughout
the boundary layer. One advantage of k-ω model is its improved performance for
boundary layers under adverse pressure gradients.
19.2.2 The Reynolds Stress Turbulent Model
The RST model has the greatest potential to accuracy. However, its results are still
compromised by model assumptions and the use of the RST model does not justify
19 Low-Speed Aerodynamic Analysis Using Four Different Turbulent Models … 151
the extra computational effort for simple flows. They solve transport equations for all
components of the specific Reynolds stress tensor. They can account for anisotropy
effects due to strong swirling motion, streamline curvature, rapid changes in strain
rate and secondary flows in ducts.
19.2.3 Detached Eddy Simulation: DES (IDDES SST k-ω
Turbulence Model)
The DES-SST method is a unified LES/RANS hybrid which separates the domain
into a near-wall region where RANS equations are solved and an outer region where
LES equations are solved. This method is very dependant of the properties of the
grid. The distinction between the two sets of equations is only done by the source
term in the transport equation for a turbulence quantity. The idea of DES can however
be extended to any specific turbulence model and a combination with the SST model
exists which is evaluable on Star-CCM+.
According toShur et al., the IDDESmodel provides amoreflexible and convenient
scale-resolving simulation model for high Reynolds number flows. Due to the fact
that IDDES combines DES and wall-modelled LES, this new model helps in solving
the grid-induced separation as it increases the modelled stress contribution across
the interface.
19.2.4 Large Eddy Simulation (LES WALE)
Another turbulent model used in this research is the Large-Eddy Simulation
(LES). However, this model describes high Reynolds Number time-evolving, three-
dimensional turbulence. LES methods resolve the largest turbulent scales within
a flow, and filter the smaller scales (dependent on mesh resolution) using various
sub-grid scale models. The use of this approach requires careful application of the
model, and significant computational resource. WALE (Wall-Adapting Local Eddy-
viscosity) chose in this study provides zero eddy viscosity when dealing with laminar
flow which is important for transition.
19.2.5 Geometry and Mesh Generation
The near wall was set to low y+. The number of prism layer used was 20 and
the overall boundary layer was resolved. The mesh model was the unstructured
polyhedral model. This achieved a number of cells of approximately 13.4 million
(Figs. 19.2 and 19.3).
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Fig. 19.3 Mesh generation around the shroud: a mesh structure within the domain; b section cut
view of the mesh within the shroud; c prism layers distribution near the shroud; d mesh in bottom
view of the shroud; e surface mesh on the shroud
19.3 Results and Discussion
Figure 19.4 shows the internal distribution of velocity and areas of vorticities. It can
be seen that; the models RST, IDDES, and WALE LES capture properly the area
of turbulences across the internal region of the case. However, only the LES WALE
presents area of turbulences at inlet. In addition, all models, clearly show a region
of low velocity and a region of high velocity. The latter region represents about a
quarter of the whole cross section from planes 2 to 5.
The external velocities and wake distribution in the Fig. 19.5 reveals that the
IDDES and the WALE LES can capture and model the wake eddies across the
different planes. The SST k-ω does not capture any vorticity at all.
Fig. 19.4 Internal velocity scalar on the planes 1, 2, 3, 4, 5: a SST (MENTER) k-ωmodel, b (RST)
Reynolds stress turbulence, c IDDES SST k-ω turbulence model, d LES WALE turbulence model
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Fig. 19.5 External velocity scalar on coordinate plane (0, X, Y): a SST (MENTER) k-ω model,
b (RST) Reynolds stress turbulence, c IDDES SST k-ω turbulence model, d LESWALE turbulence
model
Fig. 19.6 Pressure gradient: a SST (MENTER) k-ω; b RST model; c IDDES SST k-ω; d LES
WALE
Table 19.1 CFD parameters at 6 m/s
SST k-ω IDDES SST k-ω RST LES WALE
F (N) −3.45 −2.56 −2.76 −2.8234
D (N) 2.27 2.29 2.145 2.045
Mass flow inlet plane 1 (kg/s) 0.236 0.242 0.231 0.235
Mass flow outlet plane 5 (kg/s) 0.096 0.13 0.10 0.12
The pressure gradient is an excellent parameter in determining the region of flow
separation on the wing-surface or within the region. Hence, it can be observed in
Fig. 19.6 that all models have predicted that the front top and bottom parts of the
wing are subjected to separation and attachment. The reattachment is shown by the
darker blue regions on the surface of the shroud.
Table 19.1 shows a summary of the different aerodynamic parameters calculated
in the study. It can be seen that there is a difference in the mass flow rate between
the inlet and the outlet. Therefore, there is a speed variation between those 2 planes.
19.4 Conclusion
The CFD investigation of the shroud has involved the use of 4 turbulent models
such as: the SST (menter) k-ωmodel, the RST Reynolds Stress Turbulent model, the
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improved Delay Detached Eddies simulation model IDDES SST k-ω and the LES
large Eddies simulations WALE.
• The study has revealed the RST, the IDDES and the WALE LES are the only
models which described external pressure gradient regions well and therefore the
shroud turbulent wake.
• Internally, all models predicted a pressure difference between the planes 1 and 5
which shows a movement of the air from the lower plane 1 (inlet) to the higher
plane 5 (outlet). This motion could be used to drive a turbine.
• The RST and IDDES predicted better vorticities on the plane 1 (inlet). Although
RST, IDDES, and WALE LES captured areas of turbulences across the internal
region, only the WALE shows the plane 1 (inlet) turbulences. Subsequently, the
study showed that the internal region of the shroud is partially highly turbulent.
• Finally, all models showed that there is a downward lift which is produced due to
the wing being inverted with an overestimation on the SST k-ω model. The drag
is relatively the same across the models.
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Chapter 20
Design Procedure of a Hybrid Renewable
Power Generation System
Seyed Vahid Hosseini, Ali Izadi, Seyed Hossein Madani, Yong Chen,
and Mahmoud Chizari
Abstract Electrification of small communities in districted off-grid area remains
as a challenge for power generation industries. In the current study, various aspects
of design of a standalone renewable power plant are examined and implemented
in a case study of a rural area in Cape Town, South Africa. Estimating required
electricity based on local demand profile, investment, operability, and maintenance
costs of different generation technologies are studied in order to investigate their
potential in an off-grid clean energy generation system. Several configurations of
hybridization of solar system, wind, and micro gas turbine in combination with a
battery are investigated. The Levelized Cost of Electricity (LCOE) and number of
days with more than 3 h black out are compared.
Keywords Hybrid power generation · Solar ·Wind · Energy ·Micro gas ·Micro
grid ·Micro power plant
20.1 Introduction
Renewable systems have shown to have great potential to be employed in remote
areas since they do not need expensive structure and complicated grid infrastructure
[1]. A possible configuration for renewable generators and storages focusing on a
combination of PV, wind, hydrogen fuel cell, battery, and pumped hydro is provided
in [2]. While it is important to consider weather condition for the wind and solar
generation in order to define optimal micro-grid operation [3].
Current article is prepared to address the first step to provide a procedure to eval-
uate the performance and economy of a hybrid renewable system with the required
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battery capacity. A remote area in South Africa is chosen to compare various genera-
tion systems. Single source power plant withWind, Solar PV andMicro Gas Turbine
(MGT), as well as dual combination of these sources, are considered. Then it will
be possible to optimize the hybridizing which will be reported in a separated article.
20.2 Theory and Methodologies
The required information for the analysis is mainly extracted from three different
sources. (1) System Advisor Model (SAM) [4] which is an open source code
developed by the National Renewable Energy Laboratory (NREL); (2) Photovoltaic
Geographical information system [6] also provided by the European commission to
extract solar energy; (3) The Global Atlas [5] provided by International Renewable
Energy Agency to extract wind energy data.
For the MGTs (Micro gas turbines), characteristics of Capstone C35, C60 and
C200S are considered. The wind energy assumed to be generated with a number of
SAM generic 100 kW turbines. For the Solar PV, also, the solar library of SAM was
deployed. The case study is demonstrated for a rural area near Cape Town. SAM
software is utilized to calculate techno-economic parameters for each renewable
energy generators. Both the demand and generation profile for the area is extracted
in daily, monthly and annual manner.
20.2.1 Profile Demand
Total annual demand of the selected area is estimated to be around 1500 kWh to
supply 2500 people in a rural area using the World Bank [7] framework of South
Africa plan. A similar profile demand in the SAM is normalized to meet this annual
value. Since the case study is located in the southern hemisphere, more electricity is
required from January to March and October to December for cooling purposes.
20.2.2 Solar Power Generation
Solar radiation data for the case study area is extracted from [8] then the Solar
PV array is simulated using the SAM to supply the required demand. The monthly
clearness index, defined as the fraction of solar radiation at the top of the atmosphere
that reaches a particular location on the earth surface, is also considered varying
between 0.495 (in August) and 0.586 (in October) with an annual average of 0.543.
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20.2.3 Wind Power Generation
The wind speed data for the case study location is obtained from the Global Wind
Atlas (GWA). A wind farm with the NREL 100kW turbine, which is a reference
turbine in the SAM, is selected to supply the load demand. The shear coefficient and
hub height of this wind turbine are 0.14 and 80 m, respectively. The hourly variation
of the wind speed in the hub height is considered for the simulation.
20.2.4 Micro Gas Turbine Power Generation
According to market study considering site demands and the commercial micro gas
turbine, Capstone C30, C65 and C200S are selected as the available MGT engines.
Nominal characteristics of the each MGT is obtained from the Gas Turbine World
magazine [9] and repair andmaintenance of theMGTs is assumed to be 0.015 $/kWh.
The effect of ambient condition on the performance of these engines is evaluated
based on their correction curves [10]. Also, based on diesel wholesale price (0.344
$/lit) and the heating values of 45.6 MJ/kg in South Africa, and the efficiency of
MGTs, fuel cost is calculated to be 0.10, 0.11 and 0.13 $/kWh for C200S, C65 and
C30, respectively.
20.2.5 Battery Pack Sizing
The battery capacity is calculated in away to cover the intermittency of the renewable
sources in 24 h supply. To do so, the difference between demand load and power
generation in the past 24 h of each hour for the whole year is calculated and the mode
(charging/discharging) is determined. The accumulated of charging/discharging
values within a duration defines the size of the battery pack.
20.3 Financial Modelling
To consider both capital and operating expenses (CAPEX and OPEX) for a gener-
ation system, 25 years lifetime is considered for the system. Based on available
information, the current interest rate and inflation rate in Africa are 16% and 13.5%
respectively [11] which results in 2.2% for the annual real interest rate. Moreover, to
compare the economic aspect of the systems, it is assumed that the extra generation
of the system could not be exported to the grid.
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20.4 Results and Discussion
This section investigates several configurations for utilization of the renewable
sources for the case study area. At first step single power generator (solar PV or
wind turbine or gas turbine) and then, the combination of power plants including
two generators (Solar PV and Wind turbine, Solar PV and Gas turbine, wind turbine
and gas turbine) with battery packs are simulated. Although the best share could be
evaluated with optimization processes, shares of each power sources in this section
are assessed in a heuristic manner with the target of obtaining a suitable fit on annual
demand profile. Capacity of the power plant is adjusted to supply at least 90% of
monthly demand load.
20.4.1 Single Power Generation Plants
A comparison between generations of the three single-source power plants which is
plotted beside the monthly demand is shown in Fig. 20.1. As it could be seen, the
MGT has the most uniform generation (due to less variation of the ambient condition
of the site) and on the contrary, a Solar PV system to provide at least 90% of the
demand, needs to be sized equivalent of two times of the annual demand. The worst
24 h of each generation system is plotted in Fig. 20.2. These graphs clearly show
that for a PV system the daily difference between generation and demand profile is
much higher in comparison with wind and MGT.
Besides the cost of electricity, sustainability of the generation is another important
parameter in assessment of a plant. In this order, the number of days in which there is
Fig. 20.1 Load versus Generation for single source power generation plants
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Fig. 20.2 Load versus Generation for worst 24 h
Table 20.1 Comparison between single source power plants
Techno-economic parameters Solar Wind MGT
Technical parameters Annual generation (kWh) 3,401,435 1,850,304 1,530,858
Rating capacity (kW) 2680 400 200











Days with more than 3 h of
no electricity access
36 47 0
Economic parameter CAPEX ($) 2,631,200 1,280,000 225,000
OPEX ($) 22,770 8,000 163,000
LCOE (¢/kWh) 18.7 8.9 12.1
no supply for more than 3 h is indicated in Table 20.1. The wind power plant with the
lowest value of LOCE has 47 days with more than 3 h completely off in contrary to
MGT highest value of LOCE and no day in this condition. These results emphasize
that hybridization could provide the possibility to enhance the overall outage of the
plant.
20.4.2 Hybrid Power Generation Plants
To demonstrate the advantages of each generation system, results of combination of
each two of them are presented in this section. Figure 20.3 shows both the monthly
generation and monthly share of these hybrid systems in comparison with monthly
demand.While the generation and demand profiles for a day with the worst condition
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Fig. 20.3 Load versus Generation for hybrid power generation plants
Fig. 20.4 Load versus Generation for worst 24 h of hybrid system
are used to size the battery which is plotted in Fig. 20.4. This condition occurs in
January for the Wind-PV and in December for the other two systems.
Table 20.2 summarizes the overall techno-economic parameters of these systems.
Hybridization has a great effect not only in reduction of LCOE of PV system but
also in decreasing the number of days with more than 3 h of completely without
generation. For the PV-Wind system, single PV and single wind, as shown in Table
20.1, there are 36 and 47 days in this condition, respectively; but the hybrid PV-Wind
has only 25 days with more than 3 h completely without generation.
20.5 Conclusion
Solar PV which could provide at least 90% of monthly demand, generate twice
the annual demand. By combination, the synchronization between generation and
demand is enhanced. So, the Levelized Cost of Electricity is reduced. Moreover, to
consider the quality of power generation, the number of days which have more than
3 h with completely no electricity is compared between different scenarios that show
a noticeable improvement in combined systems. This study believes that optimization
techniques considering various parameters are required to find the best solution for
each case study.
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Table 20.2 Comparison between hybrid power plants



















MGT: 2 × 65














Days with more than





CAPEX ($) 1,297,000 1,060,000 857,000
OPEX ($) 9,693 64,000 121,693
LCOE (¢/kWh) 9.1 11.2 13.7
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Chapter 21
Recycling Mine Tailings for a Sustainable
Future Built Environment
Surya Maruthupandian, Napoleana Anna Chaliasou,
and Antonios Kanellopoulos
Abstract The future sustainable built environment focusesmainly on environmental
conservation and technological innovation and development. However, with infras-
tructure development, the consumption of raw materials such as cement, gypsum,
sand, and stones increases. Therefore, use of industrial waste as raw material in
construction shall be proposed as a sustainable and environment friendly alternative.
Also, the higher demand for mineral commodities have led to increased mining and
hence increased mining waste. The mine tailings being the wastes from rocks and
minerals processing, are generally rich in Si, Ca, Al, Mg, and Fe, and also have
considerable amounts of heavy metals and metalloids such as Pb, As, Co, Cu, Zn,
V, and Cr. When tailings contain sulphide minerals, it may also lead to acid mine
drainage. This makes the effective and efficient recycling and reuse of mine waste
a major environmental concern. However, the physical, mineralogical and chemical
composition of the mine tailings renders it a suitable material for use in civil engi-
neering applications. This paper discusses the use of mine tailings of different origins
for different civil engineering applications such as bricks, ceramics, fine aggregates,
coarse aggregate and cementitious binders. This approach has a potential to reduce
the demand on existing natural resources to face the demands of the exponentially
developing infrastructure.
Keywords Sustainable construction ·Mine wastes ·Mine tailings · Reuse and
recycle
21.1 Introduction
Environmental conservation and technological innovation and development are the
major focus of future sustainable built environment [1]. Thus sustainable utilization
of industrial wastes in civil engineering applications shall be a viable approach to
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meet the demands of raw materials such as cement, sand, aggregates, backfill soil
and gypsum associated with rapid infrastructure development and spreading built
environment.
Also, with the rapid development the demand for mineral commodities has
increased leading to increase inmining operations. This leads to production ofmining
waste including waste rocks, over burden soil and mine tailings [2]. The fine-grained
mineral waste left after removal of valuable material from ore is called mine tailing
and is themajor waste of mining processes [3]. This paper focuses on providing ways
of utilization of mine tailings in different civil engineering applications.
21.2 Mine Tailings
The mining operations lead to a production of 20–25 billion tonnes of solid wastes
every year, of which mine tailings constitute about 5–7 billion tonnes. [4]. These
tailings are generally disposed, either by direct disposal of tailings in rivers, seas or
disposal in form of slurry (25–30% solid) into a cell, confinement or dam [5]. Mine
tailing management is a crucial issue as the physico-chemical characteristics of the
wastes have severe impact on the soil and water, some of the more severe ones being
acid mine drainage and leaching of heavy metals.
21.2.1 Properties of Mine Tailings
Mine tailings in general are crystalline, relatively loose and have a porousmicrostruc-
ture [6]. The specific gravity of the mine tailings was between 2.7–4.29 [7], [8] and
the particle size of mine tailings varied amongst cement sized, silt sized and sand
sized particles [9]. The water absorption was reported to be up to 7.15% [10] and
pH values of the tailings were in near neutral or slightly alkaline region generally
ranging between 6.69–10 [11–13]. The composition varied highly due to the varia-
tion in source mineral, process of extraction, mineral extracted and quality of the ore
[14]. Most of the mine tailings were predominantly silicates and the distribution of
major chemical oxides of different mine tailings is given in Fig. 21.1. The presence of
heavy metals such as Pb, Zn, Cd, Cu, Ar, Cr, V, Zr poses a danger of leaching into the
environment [15]. Mine tailings with sulphide minerals such as pyrite, arsenopyrite
and pyrhottite [16] reacts with oxygen and water and cause acid mine drainage [9].
21.3 Research Trends for Application in Built Environment
Mine tailings are suitable for various civil engineering applications due to its physical
and chemical properties. However, heavymetals leaching and acid mine drainage are
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Fig. 21.1 Chemical Composition of Mine tailings
the major concerns associated with use of mine tailings. The past studies evaluated
the feasibility and effect of use of mine tailings in various applications.
21.3.1 Bricks
Mine tailings can be used as an alternative to natural fine aggregates in brick produc-
tion thus reducing the demandon sandmining in river beds. Fired clay bricks prepared
using hematite mine tailings were found to be achieving a strength of 12.65 to
20.35 MPa and water absorption was found to be in range of 16.5–17.9% when
the firing temperatures were varied from 850–1050 °C [14]. Optimum firing temper-
ature was found to be 950–1000 °C [17]. Production of geopolymer bricks using
copper mine tailing indicated that the strength increased with increase in molarity
of the activator. However, the effective optimisation of water content and forming
pressure plays a crucial role in pore structure and hence influences the compressive
strength and water absorption of the bricks. [18]
21.3.2 Tiles
The minerals in mine tailings change from one phase to another with temperature.
This property,makesmine tailing a suitable rawmaterial for use in tiles and ceramics.
When traditional tiles and ceramics impose increased demand on kaolinite and clay,
use of mine tailings may prove to be an environment friendly and economical alter-
native. Kinnunen et al. [4] considered chemically bonded ceramics and geopolymeri-
sation technology as two methods most suitable for effectively using mine tailings
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Fig. 21.2 Furniture made of
mine tailing in a heritage site
in Portugal [20]
in ceramics. Hematite tailings proved to be an efficient fluxing agent in production
of porcelain tiles, when used in percentages between 50 and 70%. Water absorption
and porosity of the tiles decreased with increase in percentage of mine tailings and a
strength up 72.5 MPa was achieved [19]. Gomez et al. [20] attempted the production
of terrazzo tiles for decorative purposes using tungsten mine wastes and resin. The
aged mine tailings were of a visually appealing ochre colour, whereas the heated
tailing was reddish in colour owing to Iron oxidation. The samples were heated at
600 °C to obtain the desired colour. This colour variation makes application of mine
tailings extendable use in heritage structures where the variation in colour of repair
material is a major requirement. One such application in shown in Fig. 21.2.
21.3.3 Fine Aggregate
With the increased demand and shortage of quality fine aggregate, the alternative
sources for fine aggregates are being explored globally [21].Mine tailing as a replace-
ment of fine aggregate in mortar and concrete has been studied widely, mainly due
to its particle size and specific gravity. Borges et al. [22] reported that though the use
of iron tailing as sand has no effect on strength properties, it affected the durability
due to increased porosity and water absorption. Wang et al. [13] studied the freeze
thaw performance of mortar samples with graphite mine tailings as fine aggregates.
For short term cycles 40% replacement and for long term cycles 20% replacement
performed better than control mixes. When gold mine tailings were used as a sand
replacement a maximum strength of 47 MPa was achieved at 30% replacement. [10]
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21.3.4 Coarse Aggregates
A very few studies have been carried out on use of mine tailings as coarse aggregate.
Development of conductive concrete using graphite mine tailing as coarse aggre-
gates was carried out by Liu et al. [23]. It was observed that strength reduced by
about 29–42% for 15% replacement. The concrete with mine tailings performed
well with respect to conductivity. The conductivity improved by about 50% for 15%
replacement. This extends the applicability to de-icing/snow melting concrete for
pavements in cold weather conditions and for applications where cathodic protection
of reinforcement is required.
21.3.5 Cementitious Binders
Mine tailings may be used in cementitious binders as a raw material for clinker,
as a supplementary cementitious material, as a direct cement replacement or as a
precursor for alkali activated materials. For such applications, chemical and physical
modification of mine tailings by thermal treatment, alkali activation and grinding
may be performed to achieve desirable properties. Laura et al. [24] suggested that
coal mine waste when activated, could be used as direct cement replacement. Mortar
of 42.5 MPa and 32.5MPa strength were obtained with 20 and 50% replacement and
Ince [10] reported an optimum replacement percentage of 30%. Vargas and Lopez
[25] reported that copper mine tailings when used as a supplementary cementitous
material improved the mortar strength. Malagon et al. [26] used 7% of coal mining
waste as a raw material for production of cement clinker and observed a 9–14%
decrease in strength due to hindering of hydration by the Cu ions present in the mine
waste. Calcination of tungsten mine waste with Na2CO3, followed by activation
using sodium hydroxide solution yields high early age strength up to 45 MPa [27].
21.4 Discussions and Conclusions
The use of mine tailings have also been extended to other civil engineering appli-
cations such as cemented back fill [28], soil stabilization, landfill and embankments
[29]. The past studies indicate the possibility of production of high strength cement
and building components using mine tailings. The use of mine tailings in these
building components and construction processes not only has the potential to reduce
the demand on the existing natural resources but it could also provide an effective
and environment friendly way of disposal of mine tailings. However, these applica-
tions have to be considered with caution taking into account the leaching of heavy
metals and the possibility of acid mine drainage.With application of alkali activation
[30], hydration [31], chemical bonding [4] such risks can be minimised and the mine
tailings can be used with greater confidence.
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SeyedVahid Hosseini, Ali Izadi, Afsaneh Sadat Boloorchi,
Seyed Hossein Madani, Yong Chen, and Mahmoud Chizari
Abstract Combination of both renewable and fuel-based generation systems is an
advantageous approach to develop off-grid distributed power plants. This approach
requires evaluation of the techno-economic potential of each source in a selected site
as well as optimization of load sharing strategy between them. Development of a
remote hybrid power plant in an off-grid area is the interest of this study. Defining
all available combinations, characteristics of performance, cost and availability of
them evaluated. Applying constraints, multi-objective target domain based on load
following and Levelized Cost of Electricity is established inwhich by utilizing Pareto
front approach, optimized scenarios is achieved.
Keywords Hybrid power generation · Solar ·Wind · Energy ·Micro gas turbine ·
Micro grid ·Micro power plant
22.1 Introduction
For many under-development countries, hybrid generation systems are the solution
which could satisfy various requirements of power generation including availability,
renewability and cost. The authors presented a procedure to evaluate the performance
and economy of a hybrid system of wind, photovoltaic (PV) and Micro Gas Turbine
(MGT) with the required battery capacity in a remote area in South Africa as a test
case in [1] and suggest optimization to size of a hybrid system of all resources.
The optimization of the power plant can be considered in two groups of conven-
tional and new generation methods [2]. The conventional methods include the trade-
off approaches, iterative approaches, linear and mixed integer linear programming.
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The new generation approaches, on the other hand, integrate mathematical models
with the computer programs in the heuristic manner to obtain a solution [3].
To find the optimum size of a hybrid system with solar PV and wind generators, a
harmony search method is employed in [4]. In this order, several configurations are
defined as “Harmony”. Sizes of solar PVgenerators andwind turbines, aswell as esti-
mated costs of the system, are specified in each harmony. Considering optimization
targets, discrete search technique employed to find the solution.
In current study, Levelized Cost of Electricity (LCOE) [5] and load following of
the generation system is considered as the target objects. The procedure is adopted in
a rural area near Cape Town, South Africa and to apply direct optimization, solution
domain of all scenarios usingdefined available sources is constructed.Various aspects
of scenarios are investigated. Then, Pareto front technique is employed to obtain the
optimum solution.
22.2 Theory and Methodologies
To define the solution domain, combinations of CapstoneMGT30,MGT65 andMGT
200S with 0 to 4 wind turbine of 100 kW power are considered. The size of Solar PV
in each configuration is obtained based on the assumption of providing at least 90%
of the demand load in the worst month of each scenario. Therefore, 45 scenarios are
extracted which are listed in Table 22.1.
Since there are a finite number of scenarios, the direct optimisation technique is
employed to find the solution. In this method, techno-economic parameters of all
scenarios are evaluated which make it possible to select the global optimal solution.
Various parameters could be defined to show the performance, cost and availability of
the system among which annual generation, Levelized Cost of Electricity (LCOE),
load following deviation, nominal capacity, number of days with 1 hour shortage
or blackout, and renewability of the hybrid generation system is considered to trim
unpractical scenarios.
Table 22.1 Available scenarios
Wind Turbine




0 2680 1520 610 180 0
30 2200 1070 300 40 0
65 1640 560 130 0 0
30+65 1170 280 0 0 0
2x65 610 80 0 0 0
2x65+30 260 0 0 0 0
3x65 40 0 0 0 0
200 10 0 0 0 0
200+30 0 0 0 0 0
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Fig. 22.1 The Pareto front in a multi-objective optimisation domain
LCOE are selected as the objectives for the optimization process that means the
desired hybrid power plant not only have to track the demand load profile but also
provide the electricity in minimum LCOE. To quantify the load following behaviour,
least square of the difference between monthly load demand and generation is
considered as the deviation parameter.
Based on the objectives’ characteristics which are in contrary to each other the
Pareto Front approach is applied to find the optimum.Thismethodwhich is illustrated
schematically in Fig. 22.1 generally employed when minimising one of the targets
yields to increase of the other ones. Any of the scenarios which are places on the
Pareto front could be selected as an optimum solution regarding the weight of each
target for a project.
22.3 Results and Discussion
A rural area near Cape Town is considered as a case study in this article and extracted
techno-economic parameters of all 45 scenarios are plotted inFig. 22.2. It is obviously
clear that some of the scenarios generate several times higher than the annual required
load. Therefore, to achieve a better optimization domain, some of them are ignored
by applying two following constraints:
• Size: Annual generation of the system should be less than 2,500,000 kWh.
• Availability: There should be no days with more than 1 h no generation situation.
• Renewability: Utilization of renewable sources should be more than 20% of
overall generation.
Although the values for these constrain are specified, other values or constraints
may be added due to the condition of a project. The remaining scenarios are indicated
in Table 22.2. All of the scenarios with no MGT are eliminated because of the
availability constrains and the others eliminated by size and renewability ones. In
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Fig. 22.2 Techno-economic parameters of all scenarios
remaining scenarios, some of them benefit from only two sources which means those
do not include either any wind turbine or any solar PV. In Fig. 22.3 these two-source
system are compared with the three-source systems in optimization targets domain
which shows the effect of hybridization in improving both technical and economic
aspects of the system.
Multi-objective optimization domain of the remaining 24 scenarios as well as the
illustration of Pareto line is plotted in Fig. 22.4. Pareto front is passing through three
following scenarios:
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Table 22.2 Remaining scenarios after applying size, availability and renewability constraints
Wind Turbine




0 2680 1520 610 180 0
30 2200 1070 300 40 0
65 1640 560 130 0 0
30+65 1170 280 0 0 0
2×65 610 80 0 0 0
2×65+30 260 0 0 0 0
3×65 40 0 0 0 0
200 10 0 0 0 0
200+30 0 0 0 0 0
Fig. 22.3 Comparison between two-source and three-source systems
Fig. 22.4 Multi-objective domain and Pareto front
1- MGT 30 kW, WT 2 × 100 kW, PV 490 kW, Battery 1640 kWh
2- MGT 65 kW, WT 2 × 100 kW, PV 220 kW, Battery 1800 kWh
3- MGT 2 × 65 kW, WT 100 kW, PV 170 kW, Battery 1530 kWh
It could be seen that by increasing the size of the MGT, the load following
behaviour of the system is improved but the LCOE is increased. Load following
of these three optimum solutions is also plotted in Fig. 22.5 which shows more
deviation in small MGT scenario.
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Fig. 22.5 Load following deviation of the selected scenarios
This Pareto front provides optimum solutions based on the selected targets as
well as required data for decision makers. Having all optimum solution in hand, one
may consider weights for each target and select the most appropriate one based on
especial condition of the project.
22.4 Conclusion
Techno-economic parameters of all available solutions employing 30, 65 and 200 kW
MGTs, as well as 0 to 4 sets of wind turbine in combination with appropriate solar
PV, are evaluated. Applying size, availability and renewability constraints, some of
the scenarios were eliminated. Among the remaining ones, load following behaviour
and LCOE were considered as the target and the multi-objective Pareto front was
obtained. It was shown that combining both three resources yields to enhancement
of the overall techno-economic parameters of the system. The authors recommend
that this procedure could be improved by employing a wider range of wind turbines.
The criteria of suppling at least 90% of monthly loads to size the solar PV could also
be investigated.
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Chapter 23
Distributed Activation Energy Model
for Thermal Decomposition
of Polypropylene Waste
S. Kartik, Hemant K. Balsora, Abhishek Sharma, Anand G. Chakinala,
Abhishek Asthana, Mukesh Goel, and Jyeshtharaj B. Joshi
Abstract Thermal decomposition kinetics of Polypropylene (PP)waste is extremely
important with respect to valorisation of waste plastics and production of utilizable
components viz. chemicals, fuel oil & gas. The present research study focuses on
pyrolysis kinetics ofPPwaste,which is present as a fractionofmunicipal plasticwaste
through distributed activation energy model (DAEM). The decomposition kinetics
for PP follows a Gaussian distribution, where the normal distribution curves were
centred corresponding to activation energy of 224 kJ/mol. The standard deviation of
the distribution for the PP sample was found to be 22 kJ/mol indicating its wider
distribution of decomposition range. The data validation has been carried out by
comparing the rate parameter and extent of conversion values calculated through
DAEM model with the Thermogravimetric analysis (TGA) experiments carried out
for PP at various heating rates of 5, 10, 20 and 40 °C/min.
Keywords Pyrolysis · Plastics · TGA · DAEM · Gaussian distribution · Rate
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23.1 Introduction
Plastics are the most innovative materials of 20th century where their consumption
is increasing everyday due to properties of mechanical strength, inertness and dura-
bility. The demand for plastic materials will be doubled by 2025 which will have
an additional burden on raw materials used for their production, more specifically
on fossil fuel resources [1, 2]. This increasing demand along with human lifestyle
changes results in large proportion of mismanaged plastic waste which is likely to
end up in sinks. Waste management plays a vital role in addressing accumulation
of plastic waste considering its biodegradability, where option of pyrolysis is viable
for plastics in terms of producing of liquid, gas and solid char fractions considering
energy investments into the process.
Pyrolysis kinetics is important with respect to upscaling of polymer recy-
cling process at commercial scale [3]. Here the relative rates of decomposition,
cracking and other polymerisation reactions affect the quality and quantity of oil
produced during the process. Thermogravimetry Analysis (TGA) is used to study
decomposition kinetics and subsequently used for evaluation of kinetic parame-
ters. The present research study focuses on pyrolysis kinetics of polypropylene (PP)
through distributed activation energy model where the accuracy and versatility of
DAEM assists for reproducing kinetic parameters considering the complex pyrol-
ysis phenomena. The activation energies at various conversion levels is assumed to
follow Gaussian distribution, in which the current study helps in the estimation of
kinetic parameters. Subsequently estimated kinetic parameters can be directly used
for the prediction of rate of decomposition of polypropylene at various heating rates
thereby avoiding the need of performing pyrolysis experiments.
23.2 Experimental
Commercial grade PP samples were purchased from Reliance Industries Limited in
which decomposition studies were carried out at heating rate of 5, 10, 20 and 40
°C/min. PP beads were crushed to a particle size of 0.5 mm which was subsequently
subjected for further experimentations and TGA analysis in temperature range of 30–
600 °C. The TGA experiments were carried out in a Perkin Elmer differential thermal
analyser—Diamond TG/DTA model of Perkin Elmer, USA, under non-isothermal
conditions at Sophisticated Analytical Instrument Facility in IIT Bombay.
The amount of sample used for analysis was 15 mg having a particle size of
0.5 mm. Nitrogen flow of 50 ml/min was maintained through sample during exper-
iments. The reproducibility of results obtained from experiments was ensured by
repeatedly analysing the sample three times.
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23.2.1 Theoretical Considerations
The rate of decomposition encountered in solid state kinetics is dependant up on





= k(T ) f (α) (23.1)
The extent of conversion α, is given by
α = m0 − mt
m0 − m f (23.2)
where m0, mt and m f specify initial mass, mass at a time ‘t’ and final mass of the
sample respectively.
The parameter k(T ) signifies rate as a function of temperaturewhich is represented
by Arrhenius equation.






Combination of Eq. (23.1) and (23.3) results in explicit expression of reaction






































x3 + 18x2 + 86x + 96)(
x4 + 20x3 + 120x2 + 240x + 120)
(23.6)
where x = ( EaRT )
The temperature integral presented in Eq. 23.5 has no analytical solution, where
fourth order SenumYung approximation given in Eq. 23.6 is used to evaluate temper-
ature integral. The rate of decomposition as represented byEq. 23.4,where rate calcu-
lations are carried against temperature at similar extent of conversion at different
heating rates. The representational form of Friedmann Iso-conversional method is
given below.
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23.2.1.1 Friedmann Method (FR)
Friedman’smethod [4] is a differential iso-conversional method is obtained by taking



























over the entire range of conversion will
yield the value of activation energy.
23.2.1.2 Distributed Activation Energy Model
The distributed activation energy model assumes that decomposition of material is
carried out through large number of independent reactions, each of them is having its
own activation energy and frequency factor. It is further assumed that reactivity distri-
bution follows a Gaussian distribution representing continuous distribution of activa-
























The true distribution of activation energy F(E) is represented through Gaussian











The comparison of experimental and simulated data is represented through

















23.3 Results and Discussion
The TGA curves for polypropylene are shown in Fig. 23.1. Thermograms are indica-
tive of single stage devolatalization in temperature range of 300–600 °C, where it is
characteristic of higher volatile content in the PP sample. The peaks in dTG curve




















β = 5 °C/min
β = 10 °C/min
β = 20 °C/min
β = 40 °C/min
Fig. 23.1 Weight loss and dTG curves for PP at different heating rates of 5, 10, 20 and 40 °C/min
shown in Fig. 23.2 indicate that reaction rate for solid state decomposition reaches
a maximum at some intermediate stage of conversion. The temperatures for this
maximum at different heating rates of 5, 10, 20 and 40 °C/min found from dTG
peaks are 442, 453, 465, 481 °C for PP. This indicates the temperature level at which
















β = 5 °C/min
β = 10 °C/min
β = 20 °C/min
β = 40 °C/min
Fig. 23.2 dTG curves for PP at different heating rates of 5, 10, 20 and 40 °C/min
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23.3.1 Estimation of Activation Energy
Activation energy remains constant for most of single step reactions where rate
constant is related to temperature. However, for solid state decomposition reac-
tions, these kinetic parameters tend to vary with extent of conversion (α) [5]. Iso-
conversionalmethods help to estimate the value of activation energywithout the prior
knowledge regarding reaction model or to hypothesize a form of kinetic equation, as
any conversion function can fit TGA decomposition data by varying kinetic param-
eters [6]. This is presented as a significant disadvantage of model-based methods
which rely on results of kinetic parameters obtained from Iso-conversional methods
[7]. The mean value of activation energy obtained from Friedmann isoconversional
plot for PP is 224.34 kJ/mol with the value of correlation coefficient representing
exactness of fit are 0.9931.
The Eα vs α and corresponding k0 values obtained by Friedman’s method for
PP is used for DAEM modelling. The plot of E vs V/V* and E vs f(E) is given in
Figs. 23.3 and 23.4 respectively. It is observed that decomposition kinetics for PP
follows a Gaussian distribution, where the normal distribution curves were centred
corresponding to activation energy of 224 kJ/mol corresponding to the level for extent
of conversion of 0.6. The standard deviation (σ) for PP waste sample was found to
be 22 kJ/mol which is indicative of its wider decomposition range.
Larger values of σ represent broader reaction profiles at constant heating rate and
these parameters varywith respect polymers due to their structural heterogeneity. The
isoconversional Friedmann method is used to estimate the value of activation energy
and frequency factor at different levels of conversion. With the Gaussian distribution
assumed for variation of activation energy represented by Eq. 23.9 the value of rate is






. The objective function (O.F) representing square of difference between the













Fig. 23.3 F(E) curve estimated for PP













Fig. 23.4 F(E) vs V/V* relationship for PP
rates of 5, 10, 20 and 40 °C/min, which indicates that prediction of rate through
DAEM model equation is closer to that of experimental values. The comparison
between theoretical and experimental plots are given in Fig. 23.5 for various heating

































































Fig. 23.5 Comparison of rate from experimental and prediction of DAEM for PP at various heating
rates of 5 °C/min, 10 °C/min, 20 °C/min and 40 °C/min
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The practical significance for estimation of kinetic parameters through DAEM
involve predicting the rate of decomposition considering the complex nature of pyrol-
ysis degradation process. Estimated kinetic parameters can be used for prediction
of degradation model, which will be very helpful in dealing with the plastic wastes.
In addition to this, the identified decomposition model expressed as a function of
temperature and heating rate can be used to identify the operational temperature,
where continuous reactor operation can be ensured with optimum heat input. This
will prevent energy losses in tackling the wastes.
23.4 Conclusion
Thermal decomposition of PP has been carried out in present study at heating rates
of 5, 10, 20 and 40 °C/min. The decomposition data so obtained is processed
through Friedmann Isoconversional method to calculate the value of Activation
Energy and Frequency factor at various conversion levels. Distributed Activation
Energy Modelling (DAEM) was applied for decomposition of PP to calculate the
rate of degradation, assuming Gaussian distribution for Activation Energy at various
conversion levels. The normal distribution curveswere centred corresponding to acti-
vation energy of 224 kJ/mol for the level of conversion of 0.6. The DAEM model is
validated through the experimentally calculated values of rate parameter at various
heating rates.
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Chapter 24
Innovative Strategy for Addressing
the Challenges of Monitoring Off-Shore
Wind Turbines for Condition-Based
Maintenance
Amin Al-Habaibeh, Ampea Boateng, and Hyunjoo Lee
Abstract Off-shore wind energy technology is considered to be one of the most
important renewable energy source in the 21st century towards reducing carbon
emission and providing the electricity needed to power our cities. However, due to
being installed away from the shore, ensuring availability and performing mainte-
nance procedures could be an expensive and time consuming task. Condition Based
Maintenance (CBM) could play an important role in enhancing the payback period on
investment and avoiding unexpected failures that could reduce the available capacity
and increase maintenance costs. Due to being at distance from the shore, it is difficult
to transfer high frequency data in real time and because of this data transferring issue,
only low frequency-average SCADA data (Supervisory Control And Data Acquisi-
tion) is available for condition monitoring. Another problem when monitoring wind
energy is the massive variation in weather conditions (e.g. wind speed and direc-
tion), which could produce a wide range of operational alerts and warnings. This
paper presents a novel case study of integrated event-based wind turbine alerts with
time-based sensory data from the SCADA system to perform a condition moni-
toring strategy to categorise health conditions. The initial results presented in this
paper, using vibration levels of the drive train, indicate that the suggested monitoring
strategy could be implemented to develop an effective condition monitoring system.
Keywords Wind turbines · Condition monitoring, Condition-Based maintenance ·
CBM · SCADA
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24.1 Introduction
Due to the growth in the world’s population, worldwide energy demand is on the
increase [1]. The Paris Agreement to lessen the impact of climate change sets the
target of keeping the global temperature increase below 2 °C of the pre-industrial
stage [2]. The UK Government’s Climate Change Act (2008) creates a target of
reducing greenhouse gas emissions to 80% of the 1990 level by the year 2050 [3],
this focuses the attention on renewables as the way forward.Wind turbine technology
is well established for onshore and offshore. Onshore wind energy systems have their
own limitations, particularly near homes, in relation to noise, shadow flicker; and
also, in the countryside due to the possible effect onwildlife and the potential negative
aesthetic impact [4]. Hence, this makes offshore wind energy farms a suitable option
due to scalability and the reduced effect on residential areas and wildlife. But this
comes with its own challenges, as the cost of maintenance could be expensive and
the reduction in capacity due to faults could be significant. According to [5], 28%
of installed wind turbine capacity in Europe is expected to be older than 15 years
by 2020. As wind turbines reach the end of their designed service life, maintenance
of aging assets become critical to ensure return on investment and availability of
capacity. This makes CBM an important concept to ensure maintenance can be
done with suitable TPM (Total Productive Maintenance) strategy. A recent survey
of CBM of wind turbines have indicated that new models and methodologies are
needed which will allow adaptive maintenance scheduling and the prediction of
time-to-failure through prognostics and health asset management [6].
24.2 The Case Study
Figure 24.1 presents a schematic diagram of the offshore wind energy turbine used
in this case study. The wind turbine in consideration is a 7 MW system with rotor
diameter of circa 171 metres and standard hub height of about 110 m above mean sea
level. It has rotation direction of clockwise looking downwind with minimum rotor
speed of 5.9 rpm and rated rotor speed of about 10.6 rpm. The cut-in wind speed is
3.5 m/s and the cut-out wind speed is 25 m/s with rated wind speed of 13 m/s. The
three blades are bolted on a pitch bearings which are connected to a hub. The hub
is attached to the main low speed shaft to transfer the torque to the gear box. The
gearbox increases the speed of the output shaft to a suitable rpm to power the gener-
ator to produce three phase electricity. Blade pitch angles are continuously controlled
depending on wind speed conditions above the rated speed. It also provides an aero-
dynamic braking when stopping procedures of the control system is activated. The
main shaft and the gearbox are rigidly supported by two main bearings. The main
shaft takes the torque and other loads from the rotor and its supporting configura-
tions and transmits the pure torque to the gearbox. The system has an integrated and
compact drive train design with oil lubrication for the gearbox and the main bearings





















Fig. 24.1 A schematic diagram of the offshore wind energy turbine used in this case study
to enhance reliability. Rotor brake unit will stop the rotor speed following a decelera-
tion by the aerodynamic braking systems via the orientation of the blades. Also there
is a rotor locking system using with automatic or manual actuation. The generator,
with nominal rotation speed of 400 rpm, is based on permanent magnet generator to
provide higher efficiency. The electric generator is cooled using air-to-water cooling
system and connected to the grid via a convertor.
24.3 Condition Monitoring and SCADA Data
The time history data provided by the SCADA system includes variables such as
time, rotor speed, forces and torques at the hub centre and vibration of the gearbox.
For ambient conditions, variables such as air temperature, wind direction and speed
are captured, including nacelle temperature. For the grid, voltage, current, power and
frequency are monitored. For the gearbox, sensors to monitor vibration, oil level, oil
temperature and oil pressure are installed. Sensors for stress levels and vibration are
also installed on bearings and near blade roots. The average data from the sensors
are captured in the form of sensory feature characteristic (SCF) such as average,
maximum, minimum and standard deviation. SCADA fault or waning system will
also register the error of fault at the moment it happens via the control as ON or OFF
status.
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Figure 24.2 presents some examples of the data captured during operation (as a
10 min period) and Fig. 24.3 presents examples of how sensory data and alert data
are registered during operation.
From Fig. 24.2 it is evident that the turbine has experienced wind speed less than
3.5m/s during different periods of time in the figure (e.g. sample number 3500)which
caused the rotor to stop and the power generation to drop to zero. It is clear that if
there is no rotation, vibration levels will also drop to zero. Note that the fluctuation
in wind speed produces high average vibration levels and in the power generated.
But during that time there has been many alerts and warning within the independent
SCADA system.























































































Fig. 24.2 Examples of the data in relation to wind speed, rotor speed, power generated and gearbox
vibration








4046082 08:13.6 07/01/2019 00:00 T568 Off
(DEMOTED) Gearbox Filter Manifold Pressure 1 
Shutdown
4046098 56:07.7 07/01/2019 03:50 T624 On IPR Relay Pick Up
4046099 56:09.7 07/01/2019 03:50 T624 OffIPR Relay Pick Up
4046100 48:28.8 07/01/2019 04:40 T317 On Inst High Side-Side Vib
4046101 53:42.6 07/01/2019 04:50 T1617 On Noise shutdown
4046102 54:41.7 07/01/2019 04:50 T1617 OffNoise shutdown
4046103 59:24.7 07/01/2019 04:50 T1617 On Noise shutdown
4046104 59:56.6 07/01/2019 04:50 T1617 OffNoise shutdown
4046105 01:01.9 07/01/2019 05:00 T1617 On Noise shutdown
4046106 30:04.3 07/01/2019 05:30 T1617 OffNoise shutdown
4046108 13:30.1 07/01/2019 07:10 T356 On PCH Band 6 vibra on warning
4046109 13:32.1 07/01/2019 07:10 T356 OffPCH Band 6 vibra on warning
4046110 13:47.5 07/01/2019 07:10 T356 On PCH Band 6 vibra on warning











07/01/2019 00:00 6.370099441 0.753717761 8.966484134 0.227632815 216.112
07/01/2019 00:10 6.180607961 0.714575458 7.198205017 1.658076885 224.0059
07/01/2019 00:20 6.331067486 0.538305239 5.596074492 0.129179038 224.0072
07/01/2019 00:30 6.72016821 0.573542969 5.593674458 0.131812148 224.0072
07/01/2019 00:40 6.942188706 0.77170168 7.71696081 1.634554206 224.0059
07/01/2019 00:50 6.771846741 0.894997826 8.994795418 0.222648755 224.0059
07/01/2019 01:00 7.484857397 0.819880329 8.984588782 0.210233846 224.0059
07/01/2019 01:10 7.054135905 0.893530656 8.97651875 0.209021978 224.0059
07/01/2019 01:20 7.004002306 1.091950075 8.967727136 0.207649735 224.0059
07/01/2019 01:30 7.68446681 1.115288492 9.018011423 0.234656298 224.0059
07/01/2019 01:40 7.630248966 1.012675852 8.982554951 0.188780785 224.0059
07/01/2019 01:50 7.733771401 1.060284336 9.040768199 0.21788103 224.0046
07/01/2019 02:00 8.988599418 1.081412888 9.898310209 0.415122059 224.0059
07/01/2019 02:10 8.462902151 1.063256988 9.412734406 0.321010496 224.0059
langiS trelA/tluaF detaleR tnevEslangiS yrosneS detaleR emiT
Fig. 24.3 Example of the time related sensory signals and Event related fault/alert signal
24.4 Sensory and Alarm Integration Procedure
In order to integrate the sensory data at a specific interval of every 10min for example
(see Fig. 24.4a), and the alert or error messages of the SCADA system (Fig. 24.4b),
which could happen and be deactivated at any time, this paper suggests an integration
process outlined by a generic example and articulated in Fig. 24.4c, d.
10 20 30 40 50 60 70 80
Sensory Signal sample
10 20 30 40 50 60 70 80
10 20 30 40 50 60 70 80
Continuous Alert/Error Status Signal











































Fig. 24.4 Synchronisation principle of SCADA Alert/Error Status and Sensory signals
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Based on the sensory data of Fig. 24.4a and the event-based warning in Fig. 24.4b,
c presents a continuous function that is generated from the discrete alert system of
Fig. 24.4b. The principle of this approach is that the alert or fault status is assumed
ON or active, until an OFF or deactivation signal if found. If during the same time
period the alert or error is activated and then deactivated, in this case the alert status is
assumed active for that period and then deactivated for the following periods. Hence,
the principle of the integration is: if the last status of the alert is active, then the alert
will continue for the following periods until deactivation is observed. If activation
and deactivation happen in the same period, then for that period the status will be
active and will be considered re-activated for the following period, see Fig. 24.4.
24.5 Discussion: Time-Based and Event-Based Data
Integration Case Study
Figure 24.5 presents an experimental case study to test the algorithm of the data
integration to transfer a vibration alert which is event-based to be synchronised with
time-based associated data. Figure 24.5a presents the alert time as it was transferred
from SCADA system and processed using the suggested approach of Fig. 24.4.
To validate the methodology, the average vibration sensor of the gearbox and the





































































Fig. 24.5 Case study of vibration alert and the vibration signals of the gearbox
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standard deviation of the vibration levels, Fig. 24.5b, c respectively, are compared
with the transferred and processed alert/error signal. It is evident that the integration
was synchronised as shown in Fig. 24.5 and the alert/error occurs when the vibration
level of the gearbox reaches higher than norm levels. When comparing Fig. 24.2
with Fig. 24.5, it is evident that fluctuation in wind speed and rotor speed is what is
causing the alert and the high level of vibrations.
24.6 Conclusion
This paper has suggested an integration methodology which allows the development
of a Condition-Based Monitoring system by transferring event-based system errors
and alerts to the time domain to be synchronised with the sampled data from the
sensors. From the presented data, high fluctuation in wind speed is found to cause
fluctuation in power generation and rotor speed which would cause high vibration
levels in the drive train and hence a vibration alert. Future work will involve using
Artificial Intelligence techniques to learn from experience to allow self-learning
diagnostic of health conditions and future prognostics of wind turbines.
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Part IV
Electric Vehicles and Transportation
Technology
Chapter 25
Impact of Replacing Conventional Cars
with Electric Vehicles on UK Electricity
Grid and Carbon Emissions
George Milev, Amin Al-Habaibeh, and Daniel Shin
Abstract This paper estimated the effect of electric vehicle transition on UK road
and how it impacts on electricity supply and the reduction of carbon emissions. It used
a scenario in which all cars that utilise internal combustion engines will be replaced
by EVs in the UK. The methodology is based on speculating the future number of
EVs in Great Britain, which helped in estimating the amount of additional electricity
usage that would be required for the scenario. The results revealed that approximately
81 TWh of additional electricity must be produced annually to compensate for such
expansion of EV. With that increase in electricity generation, the levels of carbon
emissions from the electrical grid will rise slightly, by about 8.6 million tonnes of
carbon dioxide per year. Given that combustion vehicles contribute to about 42% of
the carbon emissions from the transport sector in the UK, it is concluded that the
total amount of CO2 in the country will decrease by approximately 12% of all cars
with internal combustion engines are replaced by electric vehicles.
Keywords Electric · Car · Environment · Carbon · Emission
25.1 Introduction
Over the past few decades, the technology around transportation has evolved and
showndramatic developments.With theUKgovernment pushing to go carbonneutral
by 2050 [1], the demand for Electric Vehicle (EV) has had a huge rise more recently.
This may due to the tendency of government legislation beginning to restrict the use
of combustion vehicles (CV) on the road in order to further reduce Carbon Emission
(CO2). However, electricity is an energy source for EV which also produces CO2
but much less than burning combustion engines. Hence, it is crucial to estimate the
CO2 reduction resulting from increasing the transition to EV. This study, therefore,
analysed the reduction of CO2 levels by comparing the current electricity usage in
the UK against the scenario of UK road making 100% EV transition.
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25.1.1 Description of CV and EV
The first modern petrol internal combustion engine (ICE) was constructed in the
1880s [2]. The difference between electric and ICE vehicle is that conventional
cars burn fuel in the ICE, whereas EV store energy into a battery, which powers an
electric motor [3]. However, assembling the combustion vehicle (CV) was a complex
process. Therefore, at the end of the 19th century, EV was more favoured by people,
for example, 90% of taxicabs were electric in 1899’s New York [4].
InCV, themixture of fuel and air is ignited by the sparks, causing a small explosion,
resulting in downward movements of the engine’s pistons. One of the by-products
of the burnt fuel is carbon dioxide, which is released in the atmosphere during this
process. It has been estimated that on average, a CV emits about 122 carbon dioxide
per kilometre [5]. For EV, the electric energy is stored in the battery of the car and
it provides power to the car’s controller. The controller transfers that energy to the
electric motor, which generates horsepower to spin the wheel [3]. Some models have
amotor that is installed on each axle [6]. In research studying the performance of both
CV and EV, it was found that EVs are 3.6 times more efficient in energy consumption
[7]. EV use 3.4 times less total energy while driven compared to ICE vehicles, and
also that combustion-powered cars emit 4.5 times more carbon emissions while in
use [7].
25.1.2 EV Market Size
According to the latest reports of the UK’s Department for Transport, there were a
total of 38.9 million vehicles in the country, of which 82.43% (32 million) were cars
and taxis [8]. Currently, in the UK there are more than 298,000 electric car models
on the roads. Recent figures show that plug-in battery vehicles make up about 34%
of the total new vehicle registrations in Great Britain [9].When it comes to emissions
popularity and energy/fuel consumption, the popularity of vehicles plays an important
role.
Table 25.1 summarises the popularity of EV in the UK and their energy
consumption. Tesla Model 3 and Nissan Leaf are the most popular electric vehi-
cles in the country. Annually, all cars are traveling about 415 billion kilometres, or
approximately 12,968.75 km on average [8].
25.1.3 Electricity Demand and Carbon Emissions in the UK
For the last 6 years, the electricity consumption rate in the UK has been dropping,
particularly for households due to milder winters in recent years [10]. According to
UK government data, households consume approximately 105 TWh of electricity
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Fig. 25.1 Electricity























per year, which is reduced from 115 TWh since 2012 [10]. In energy supply, it was
measured that the annual electricity production was 307 TWh in 2019, which is
reduced from 325.17 TWh in 2012 [11]. In recent years, the UK’s energy generation
mix has reduced the use of coal and increased the usage of more renewable resources
(Fig. 25.1).
Coal and gas contribute to a high amount of CO2 in the UK. However, CO2 level
has been reducing for the last 5 years due to the reduction of using these energy
sources and by increasing the use of renewable sources and nuclear power. The
transport sector in Great Britain contributes to about 33% of the carbon dioxide
emissions (119.6 MtCO2) in 2019, 11% of reduction compared to 134.3 MtCO2
in 2005 [14]. Power stations emit approximately 15% (57.4 MtCO2/year) of the
total carbon emissions [14]. It has been estimated that EV produces about 48 g of
carbon emissions during the manufacturing stage, compared to 31 g for CV, but in
the longer-term, CV produce significantly more emissions from burning fuels [7].
25.2 Methodology
Through the literature review, the current study acquired the required parameters to
estimate the amount of electricity needed in supply and how much of CO2 reduction
can be generated for the scenario of electrifying all cars on UK road. In order to
retrieve the proposed estimation, following 4 equations were set:
The study began by determining the average energy consumption (AEC) of EVs
according to their brand and model popularity via using Eq. (25.1).
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n∑
i=1
= (ECi × P Pi ) = AEC (25.1)
EC represents the electricity consumption of each vehicle brand and model
(kWh/100 km) and PP is the percentage proportion of electric cars according
to their popularity, it is represented as (value)%/100; n is the number of electric car
brands and models included in our study that is 9 (Table 25.1).
The next stage was to calculate the total electricity needed based on the EV
transition scenario, using Eq. 25.2:
E R = (AT D ÷ 100)× AEC (25.2)
ER represents the energy required based on the EV transition scenario in kWh,
later converted to TWh; ATD is the annual traveling distance for all cars in the
UK (km); AEC is the average energy consumption of EV (kWh/100 km). The
calculation also considered that there are about 7% (ER + 7%) distribution losses
through the electricity grid in the UK [15] (Table 25.2).
In measuring the carbon emission, the current study estimated the emissions from
cars using the following Eq. 25.3:
Em = AT D × C I (25.3)
where:Em is the carbonemissions released by all cars in theUK(kg), later converted
to million tonnes; ATD is the average traveling distance (km); CI is the carbon
intensity of the cars (kgCO2/km).
Since EV does not produce any emissions while driven, the value for Em, which
represents the amount of Carbon dioxide that all cars in the UK emit annually, was
subtracted from current CO2 emission on the road today. Both current and newly
estimated road CO2 levels were compared. The final step was to estimate the changes
Table 25.2 Carbon intensity
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of CO2 under the EV transition scenario. TheER value fromEq. 25.2 was distributed
accordingly to the UK’s energy generation mix (i.e. 40% for gas, 19% for nuclear,
etc.) This is due to each source of electricity emits a different amount of carbon
emissions per kWh of electricity produced. Equation 25.4 was used to calculate the
increasedCO2 from each source and then theywere summed to find the total amount.:
C O2 = E S × C I (25.4)
CO2 is carbon dioxide emissions (kgCO2), later converted to MtCO2; ES is the
electricity generated by each source (kWh); CI is the carbon intensity of each
corresponding source (kgCO2/kWh). The total difference in annual carbon emissions
based on the scenario was measured.
25.3 Results and Discussion
Using Eq. 25.1 it was calculated that the average energy consumption (AEC) by EV
according to their brand and model popularity is 19.45 kWh/100 km.
Using the Eq. 25.2, it was estimated that the energy required for the EV scenario
(ER) per annum would be 86.3 TWh which added the 7% grid losses, leading to a
total of 22% rise in energy production at the supply phase.
In relation to carbon emissions (Eq. 25.3), the result revealed 49.5 MtCO2/year
(Em) are emitted by all CV today. EV does not produce any traffic emissions, which
will lead to a 41.4% reduction in transport CO2 levels per year.
Using Eq. 25.4, we estimated that a total of 8.6 MtCO2/year will need to be
generated additionally from the electricity grid for a 100% transition to EV.
When we compared the current annual total emissions of all sectors using the EV
scenario, it was revealed that carbon emissions will drop by about 41 MtCO2 or by
11.6% annually.
25.4 Discussion
In this research, it did not cover the detailed life cycle assessment of CV and EV,
as the focus of our study was the electricity consumption based on EV transition
scenario and their effect on carbon emissions in the UK. The manufacturing of EV
produces slightly higher amounts of carbon emissions than the CV. On the other
hand, petrol/diesel cars require fuel, which first must be extracted, processed, and
transported to gas stations, all ofwhich generated additional carbon emissions. This is
subject to change, as there are constant innovations, which would lead to a reduction
in carbon emissions in manufacturing processes. Besides, lots of other variations
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would still need to be further explored such as energy use behaviour. For example,
CV uses the engine’s heat to warm up the interior space, while electric cars required
electricity from the battery in order to provide thermal energy for the interior. These
variables and associated future technology will have a significant impact on curbing
the carbon emission within the transportation sector.
25.5 Conclusions
The expansion of electric cars in the UK would lead to an increase in electricity
demand, which would result a rise in carbon emissions due to supply and manu-
facturing. On the other hand, transport emissions would drop significantly resulting
in a total reduction of CO2 levels by 12% per year. IT can be concluded that tran-
sition towards EV would gain a positive effect in reducing Co2 in the longer-term
and further reduction can be achieved if energy efficiency increases at supply and
manufacturing level.
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Chapter 26
The Effect of Temperature Variation
on Bridges—A Literature Review
Sushmita Borah, Amin Al-Habaibeh, and Rolands Kromanis
Abstract Bridges are commonly subjected to complex load scenarios in their life-
time. Understanding the response of bridges under such load scenarios is important
to ensure their safety. While static and dynamic loads from vehicles and pedestrians
influence the instantaneous response of bridges, studies show that thermal load from
diurnal and seasonal temperature variation influences its long-term response and
durability. This study addresses the effects of thermal load variation on bridges and
briefly reviews methods of measuring such effects. The findings show that thermally
induced deformations in bridges are ofmagnitude equal or larger than that induced by
vehicle induced load. This study highlights the significance ofmeasuring temperature
responses of bridges for their robust structural health monitoring.
Keywords Bridges · Sensors · Structural health monitoring · Sustainable
infrastructure · Thermal load
26.1 Introduction
Bridges are a vital element of road infrastructure. The serviceability of bridges is
sensitive to continuous traffic loads and environmental impact due to variations of
ambient temperature and wind loads. A robust structural health monitoring (SHM)
approach is essential to determine bridges’ serviceability and thereby ensure traffic
safety. Morandi bridge collapse in 2018, which took the lives of 43 people, in Italy is
a recent reminder of the need for robust SHM for bridges [1]. Figure 26.1 illustrates
a general framework of monitoring bridges under common loading scenarios such
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Fig. 26.1 A general framework of Bridge health monitoring
as traffic, temperature and wind load. Structural response data from the bridges are
collected using suitable SHM approaches. Traditionally, in many countries general
bridge inspection is carried out periodically that involves a visual survey of all acces-
sible parts of the bridge. Such inspections are subjective and prone to human error.
Contact and non-contact sensors are commonly used in SHM to eliminate the limi-
tations of the general bridge inspection and conduct more frequent monitoring. The
collected responses such as displacement, strain and accelerations are then analysed
to provide feedback to bridge management authorities to undertake any required
interventions.
The traffic load influences the instantaneous response of bridges, whereas,
thermal load from diurnal and seasonal temperature variation influences its long-
term response and durability. The magnitude of thermally induced response has
been found in many cases to be equal or larger than the traffic-induced response [2].
This study aims to explore the literature on temperature-induced bridge responses
and review key thermal response measurement techniques. The need for continuous
SHM of bridges is emphasised to administer timely repair and replacement work.
Early detection of damage can reduce the cost of bridge replacement and repair; and
increase bridge life and traffic safety. Thus, SHM can aid sustainable infrastructure
by ensuring public safety and reducing life-cycle maintenance cost of bridges.
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26.2 Thermal Response of Bridges
26.2.1 Temperature Distribution Pattern in Bridges
Distribution of ambient temperature in bridges in most cases is non-linear. The
temperature distribution is influenced by material type, bridge orientation, shading
from neighbouring structures, etc. Kromanis and Kripakaran [3] recorded maximum
temperatures from 26.8°C to 35.4 °C at different locations along the length of
the National Physical Laboratory footbridge in Exeter, UK. In Shanghai Yangtze
River Bridge, Zhou and Sun [4] observed a negligible temperature gradient in the
steel girder along the longitudinal and transverse direction and a significant vertical
temperature gradient between the top and bottom girder plates up to 17 °C on a hot
summer day. Lawson et al. [5] computed temperature profiles along the depth of two
hypothetical concrete and composite girders based on weather data of Nevada, USA.
Daily temperature variation was maximum in the top surface of concrete superstruc-
ture followed by bottom and internal layers in decreasing order. In the composite
superstructure, the temperature varied only in the concrete layer whereas the steel
layer experienced almost uniform temperature. The temperature difference between
any two points along the depth of both superstructures was found usually to be more
than 30°C; asmaximum temperature difference exceeded 40 °C in the concrete super-
structure and 36°C in the composite superstructure. Thus, a significant temperature
gradient is observed in the bridge due to ambient temperature and solar radiation,
especially along its depth.
26.2.2 Temperature Effects on the Static Response of Bridges
Temperature gradients can induce static responses in bridges such as displacement
and strain. Long term monitoring of Cleddau Bridge in Wales showed that bearing
displacements closely follow diurnal and seasonal temperature variations [3]. Xia
et al. [2] recorded daily temperature-induced strains ofmagnitude equal or larger than
that due to traffic and static load in the Yangtze River in Jiangsu, China. Measured
temperature-induced strain in the bridge exceeded 150 με in the lower deck and 100
με in the upper deck. In comparison, the traffic-induced strain in the bridge did not
exceed 100 με, while strain under a point load of 17680 kN was found to be 156 με.
Likewise, range of variation of thermal and vehicle induced stress in the lower deck
were found to be of similar magnitude.
Zhou and Sun [6] monitored the Shanghai Yangtze River Bridge to evaluate
temperature effects on several bridge response parameters. Temperature dependen-
cies of these response parameters showed two modes: (i) amplitude of variations due
to annual temperature cycleswas significantly larger than those due to diurnal temper-
ature cycles. Girder length, the distance between the two-tower tops and structural
total strains at mid-span exhibited this mode and their temperature-induced change
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was governed by and directly proportional to average girder temperature. (ii) the
amplitude of variation due to annual temperature cycles was approximately equal to
those due to diurnal temperature cycles. The vertical deflection and elastic strains
at mid-span, and average cable tensions of the longest centre-span cables exhibited
this mode. The temperature-induced changes in mid-span vertical deflection and
average cable tension were simultaneously governed by average cable temperature
and average girder temperature. The elastic strain within the top and bottom plates
of the girder was mainly caused by the temperature gradient between the plates.
26.2.3 Temperature Effects on the Dynamic Response
of Bridges
Temperature gradient significantly influences the dynamic properties of bridges such
as natural frequency. Cornwell et al. [7] reported about 5% variation of the first three
natural frequencies of the Alamosa Canyon Bridge during daily temperature cycle.
Liu and DeWolf [8] reported a maximum of 6% change in natural frequency of
a concrete bridge in Connecticut, USA in a 21.11 °C peak to peak temperature
change during one-year and found that changes in girder temperature affect the
bending modes more easily than the torsional modes. Peeters & De Roeck [9] found
a bilinear relationship between natural frequency and temperature change in Z24
Bridge. Natural frequency fluctuated between 1.7% to 6.7% over one-year in Ting
Kau Bridge when temperature ranged between 3 °C and 53 °C [10]. The frequency
of the first and fourth bending modes of the Tianjin Yonghe Bridge varied by 3.155%
and 1.470% with a corresponding change in the ambient temperature of−11.5 °C to
3.7 °C over 16-days [11]. In Dowling Hall Footbridge, the first six modal frequencies
varied by 4 to 8% within a temperature range of −14 °C to 39 °C over 16-weeks of
data [12].
Several lab-based investigations also confirmed the dependency of the natural
frequency of bridges with temperature variation. In a two-year dynamic test on a
reinforced concrete slab in a laboratory, Xia et al. [13] observed a decrease of 0.13
to 0.23% in bending modes of natural frequency per one degree Celsius increase
in temperature. Balmes et al. [14] observed an increase of 16%, 8%, 5%, and 3%
in the first four natural frequencies of a clamped beam when ambient temperature
decreased by 17 °C. Kim et al. [15] found a decrease of 0.64%, 0.33%, 0.44% and
0.22% in the first four natural frequencies of a small-scale laboratory bridge model
per °C increase in temperature.
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26.2.4 Health Monitoring Technology
The majority of the bridge monitoring events to measure thermal response used
contact sensors that require physical deployment of hardware. The Yangtze River
in Jiangsu, China was monitored with an SHM system of 170 sensors including
accelerometers, Fibre Bragg grating (FBG) sensors to measure deck strain and
temperature, displacement sensors, global positioning system (GPS) receivers, shear
pins and ultrasonic anemometer, etc. [2]. Shanghai Yangtze River Bridge was
mounted with 227 sensors including FBG and GPS [4]. Liu and DeWolf [8] studied
thermally induced changes in natural frequency of a concrete bridge in Connecticut,
USA that was equipped with 12 temperature sensors, 16 accelerometers, and six
tiltmeters.
These contact sensors provide accurate measurement collection. However, their
advantages are limited due to cumbersome and expensive installations and require-
ments of a dense sensor network [16]. Vision-based monitoring is an emerging
non-contact measurement collection technique using cameras and image processing
algorithms. Vision-based monitoring exhibited promising results in measuring
traffic-induced responses [17]; however, limited studies are available measuring
temperature-induced response [18]. Feasibility of such vision-based sensors in
measuring thermal response can be explored in future.
26.3 Conclusions
This paper has presented a literature review of temperature variation effects in
bridge responses such as displacement, strain and natural frequency and methods of
measuring such responses. It concludes that temperature variations could have a slow
but very significant effect on the long-term response of bridges, and it should be taken
into consideration when addressing the design and monitoring of bridges. Contact
sensors are commonly used in previous researches while emerging vision-based
monitoring system can be explored in future for thermal response measurement.
Future work will include developing a vision-based thermal response measurement
collection technique and validating through finite element analysis and laboratory
experiments.
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Chapter 27
The Future of Hybrid Electric Vehicles
and Sustainable Vehicles in the UK
Greg Last, David E. Agbro, and Abhishek Asthana
Abstract This paper details the development of the hybrid electric vehicle (HEV)
and its integration into the UK market. The aim of this research was to explore
the benefits and limitations of the HEV system which there are many. Government
policies and incentives; both current and future as well as HEV technologies are also
summarised. The HEV is an excellent short to medium term solution for making
travel more sustainable. However, in the long term, push for electric vehicles (EVs)
will significantly increase from theGovernment in its aim tomeet stringent emissions
policies and there will likely be legislation to phase out HEVs that cannot be plugged
in.
Keywords Hybrid electric vehicles · Sustainable travel · CO2 emissions · Electric
vehicles · Government policies
27.1 Introduction
With the current climate crisis facing the world, there is a big push for countries to
reduce their carbon emissions and lower the levels of air pollution affecting human
health. In the UK, a large contributor to air pollution and climate change is the trans-
port sector, responsible for around 24% of total UK emissions [1]. Transportation
includes travel by Air, Water and Road, with road transportation accounting for 72%
of the CO2 emissions. The automobile makes up the largest proportion of the road
transport, at around 61% [2] and holds the opportunity to significantly improve the
UK’s total carbon emission. Reducing tailpipe emissions is hugely important for the
planet and human health.
This report aims to provide useful and current information on the status of HEVs
in the UK, specifically the benefits and pitfalls from both a performance and environ-
mental angle. Government policies and incentives; both current and future as well
as HEV technologies are outlined. The report will make for an easier understanding
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Fig. 27.1 CO2 Emission
contributions from each
transport mode in the UK as
of 2016 [2]
of all aspects of owning an HEV in the UK, whereby an informed decision can be
made on whether an HEV is suitable for the individual, or not (Fig. 27.1).
27.2 Mainstream Integration of HEV’s in UK
The first popular HEV to hit a consumer market was the Toyota Prius in Japan, in
1997. 18,000 were sold in the first year and two years later, the Honda Insight was
launched, available in Japan and the US. The Prius shortly followed and was lauched
in the US, Europe and the rest of the world in 2000 [3]. These two cars marked the
start of the large scale production of HEV’s across the Globe. In 1999 Honda sold
around 200 Insight’s making the model the first actual HEV sold commercially in
the UK [4]. With such low number of Honda Insight’s bought, the Toyota Prius has
become generally accepted as the first HEV on the UK market in 2000 and became
the world’s top selling HEV—in 2017 Toyota had sold 4 million units globally [3].
The Prius marked the start of commercial HEV’s as a viable choice available for the
consumer in the UK. The economic advantages of a hybrid became instantly obvious
to themore frugal consumer.With the initial version of theToyota Prius, owners could
expect a combined 60 mpg compared to the Toyota Corolla, a similar 4 door petrol
Internal Combustion Engine (ICE) vehicle with an average combined 31mpg [5].
This comparison is true for most ICE—HE vehicles with the fuel economy been far
better in the latter. Over the last two decades, the HEV has developed with more
and more manufacturers offering a HEV in their range. Many of these models have
been available in the UK market, however the Prius has remained at the top of the
list with the UK being one of the leading EU markets for the model since 2000,
taking 20% of Prius sales by 2010 [6]. Although the UK has been a seemingly big
advocate of the HEV, the market share of HEV’s across the total automotive market
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Fig. 27.2 Market share of
non-ICE automobiles in the
UK from 2010–2015 [8]
has been quite small by proportion; in 2010 just 1.1% of all automobile sales were
HEV’s and by 2015 that had only risen to 1.6% [7]. Figure 27.2 shows the shares of
non-ICE automobiles in the UK including plug-in hybrid electric vehicle (PHEV),
battery electric vehicle (BEV) and hybrid electric vehicles (HEV).
However, the market share is on the rise, as is the demand for HEV’s, and as of
October 2019, 10% of the market is now held by alternate fuel vehicles, including
5.5% HEV’s [9]. This shows that both consumer and manufacturer are making a
step in the right direction for sustainable travel. For the consumer, the environmental
impact of driving an ICE vehicle is a consideration but with the cost of fuel rising and
the economic climate in theUKstill unsettled, the demand for lower fuel consumption
is a big driver of sales of HEV’s. So, the HEV like the Toyota Prius, or similar
offerings from Honda, Ford, VW, etc. are great for those who see automobiles as a
mode of travel from A–B only. Most of the HEVs sold on the market over the last
two decades have left much to be desired in aspects of aesthetics and performance.
The 2011 Toyota Auris for example was built in Burnaston, UK [10]. A great HEV
offering andbuilt in theUK, thismakes it a sustainable choice, yet fromaperformance
vehicle aspect it simply falls short.
27.3 Government Driven Policy
27.3.1 HEV Taxation
For HEV’s registered from April 2017 onwards, the British Government has issued
an Alternative Fuel Discount (AFD) which is a £10 reduction of the First Year Rate
(FYR) and the Standard Rate each year after. For new HEV’s the greatest benefit
comes in the first year in the form of the FYR. The FYR is calculated on tailpipe
CO2 emissions, an area where HEV’s perform better than ICE vehicles. The true
beneficiaries of tax rate savings are the vehicles with emission output of less than
75 g/km.
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• Vehicles rates equal to or are below 75 g/km are £25 or less, decreasing with
respect to emissions levels.
• Vehicles rates above 75 g/km are £110 or more, increasing with respect to
emissions levels.
HEV’s are considered low emission vehicles, yet only one model on the new
market has a 75 g/km CO2 output—Toyota Prius 1.8 VVT-I Active Auto [11]. This
means the other 29 models will be in the higher cost bracket for the FYR, although
they will still be 3–4 bands lower than the respective ICE vehicles and have the £10
AFD. After the first year, the tax bracket is divided into Standard and Premium, with
the latter bracket reserved for vehicles costing >£40,000.
• The Premium rate is a fixed £465 for CO2 emissions above 50 g/km, which all
new HEV’s are.
• The Standard rate (for <£40,000 vehicles) is a fixed £150 [17] for CO2 emissions
above 50 g/km, which all new HEV’s are.
• The £10 AFD does apply to both the Standard and Premium rates for HEV’s. So,
there is a £10 saving per annum for HEV’s over ICE vehicles after the first year
also.
The greatest savings, therefore, are through HEV’s registered between March
2001 toMarch 2017. Alternative Fuel Vehicles (AVF), of which an HEV is, receive a
£10 reduction, and since the tax rate is only calculated by vehicle CO2 emissions, the
HEV’s generally sit 3–4 VED bands lower than their ICE counterparts, generating
a substantial saving each year. Further to this, the lowest VED band is from CO2
emissions of up to 100 g/km, which many HEV’s meet, and the AFV rate is £0. As
shown in Fig. 27.3, there is a considerable hike in cost between VED Band C and D,
since many HEV’s fall into Band C or lower, the savings are considerable over the
ICE vehicles which are often Band D or higher [11].
Fig. 27.3 The current VED rates for Mar ’01–Mar ’17 vehicles [11]
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27.3.2 Alternative Fuel Vehicle Initiatives
Until October 2018, there was a Plug-In grant for PHEV’s and EVwhereby a subsidy
was available for buyers of these vehicles. Although not available to HEV’s due
to their very limited range in Zero-emissions mode (Electric Only), this initia-
tive showed that the British Government supported Hybrid-Electric vehicles as a
sustainable transport method. However as of October 2018, the grant was changed
to support only EV’s, with no PHEV support. This decision came about because
research suggested that many of the PHEV’s were not actually being plugged in and
charged. The Government saw this as undermining the incentive and the environ-
mental benefits [12]. Essentially, a PHEV that is not plugged in, acts just like a HEV,
and since the Government is no longer supporting the PHEV because of this—the
support for HEV could be questioned.
27.3.3 Green Initiatives
In 2008 the UKGovernment brought in the Climate Change Act. Along term, legally
binding climate change reduction legislation. TheAct laid a framework for emissions
reductions and established five-year ‘carbon budgets’ up to 2050 [13]. Through this,
the UK became the first major economy across the globe to pledge the reduction of
its contribution to climate change and global warming by 2050 in a legally binding
contract. In 2015, the UK entered into The Paris Agreement, a policy spearheaded by
the United Nations Framework Convention on Climate Change (UNFCC). This was
truly a global initiative developed to hold the increase in global average temperature
to below 2 °C above pre-industrial temperatures and aim to limit global warming to
just 1.5 °C. Signed by 160 countries, thismarked the turn in environmental awareness
and impact. From this, the UK agreed on a target of 40% emissions reductions from
1990 levels, by 2030 [13]. As of 2019, the UK surpassed the target of the Paris
Agreement, with a 42% reduction in emissions, 11 years ahead of schedule. This led
to the decision to revise the Climate Change Act of 2008, and on 27th June 2019,
the UK have pledged to end it’s contribution to climate change by 2050. The legally
binding contract lays out a target that by 2050, the UK’s net emissions will be zero
[14].
For the UK tomeet this target, the transport sector and respectively the automotive
sector will need to be zero-emissions come 2050. Simply stated, this cannot be met
through the use of HEV’s or PHEV’s. Both hybrid types have an onboard ICE and
therefore produce tailpipe emissions. This is a topic of debate that is currently ongoing
in government, specifically amongst the Business, Energy and Industrial Strategy
Committee (BEISC) and the Committee on Climate Change (CCC). Stated in the
Electric Vehicles: driving the transition (fourteenth Report of Session 2017-2019)
document provided to the House of Commons, the CCC advised that only BEV and
long-range PHEV’s should be eligible for sale 2035 onwards [15]. The idea is that
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the majority of all vehicle trips can be completed without an ICE. There is quite
some inconsistency reported in the document however as to whether the HEV will
be covered by the ‘conventional’ vehicle phase out or not, since it cannot be plugged
in. The ‘conventional’ vehicle phase out requires the ban of these vehicles by 2040,
which if HEV’s are to be considered in this group, would spell the demise of the
HEVwithin the next 20 years. Ultimately, there is still a very ambiguous and unclear
decision on whether to phase out HEV’s or not, but for the Government to meet it’s
Zero-Emissions target, the HEV without plug in option is not compatible with this
commitment. If a ban on HEV’s is not imposed by 2040, the target of only allowing
the cleanest new vehicles to the market at that time will be undermined [15].
27.4 What Is the Future for the HEV?
During the phase out of the ‘conventional’ vehicle, HEV included or not, the HEV
and PHEV will play an integral part as a stop gap between the removal of pure ICE
cars and the dominion of the EV. Many manufacturers are committed to the removal
of ICE vehicles from the roads yet support the Hybrid platform as a means of long-
term emissions reductions—albeit not cutting emissions to zero. It is clear that for
the Government to meet the 2050 target of net zero-emissions, the HEV will not
be a long-term solution. However, with very limited infrastructure across the UK
to support EV’s, the HEV holds an important role of providing a more sustainable
option over traditional ICE vehicles. Until the infrastructure is in place for EV’s,
HEVs and PHEVs can provide transitional technology that alleviates the common
‘range anxiety’ of prospective and/or current EVowners. Infrastructure is not the only
part that will improve for the EV, battery technology is progressing fast, allowing
increasing ranges of EV’s. The pressure from Governments like the UK’s, forces
manufacturers to invest in the research and development, benefiting HEVs, PHEVs
and EVs [15].
27.4.1 The Effect of Brexit
Leaving the EU would result in a change to how the carbon budget in the UK is
delivered. With severed ties, any previous agreements on policy will no longer apply
or at the very least will be severely weakened. The UK Government will need to
replace these with policies of their own since the needs to tackle global warming
does not waiver [13]. The UK is world leading in the strive for net zero emissions,
and although Brexit looms overhead, the result should not ultimately affect the UK’s
path towards this goal. However, for the consumer, Brexit does leave a continued
uncertainty around exiting the EU and this has affected vehicle sales. There is a
growth in Hybrid and Electric vehicle sales, which shows consumers are keen on the
new technology, however, a lack of consumer confidence caused by Brexit leaves
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the automotive market soft. In October 2019, a 6.7% fall in new car sales was seen
compared to 12 months prior, with the general election, due 12th December and as
2019 draws to a close, this is unlikely to improve [9].
27.4.2 Issues and Limitations
Although HEV’s offer a serious potential for consumers to decrease their carbon
footprint and environmental impact, there is a fundamental flaw. Many of the HEV’s
rely on regenerative braking to recharge the batteries, unlike PHEV’s with the option
to charge off the mains, the HEV requires journeys with a lot of deceleration. In
urban driving, this is often true, with a lot stop-start in traffic. However, on long haul
motorway journeys, the braking is reduced considerably and often the vehicle does
not fully recharge its batteries. The result is that high potential fuel savings reduce to
the levels of ordinary ICE powered vehicles, a major consideration for prospective
buyers [4].
As the UK’s environmental awareness improves, so does the number of AFVs on
the road. The servicing and maintenance network for HEV’s is therefore diversifying
and moving away from only franchised dealers and manufacturers. However, there
are still limited capabilities across the UK, and this is a factor to be aware of for
prospective buyers.With the new hybrid systems, far higher voltages are present, and
offer a serious threat of injury for untrained technicians. This means that not only is
the technology different and the garagesmay not be familiarwith the various systems,
but a higher danger level is present, and some garages may not be comfortable with
these vehicles [16]. Training and specialist equipment are therefore necessary and it’s
important that any garage the customer takes their HEV to is competent to carry out
the required work—this could be a limiting factor for prospective buyers of second-
hand HEV’s who aren’t covered by the dealership and haven’t access to a suitable
maintenance provider.
27.5 Conclusion
The current government policies do not really support the HEV as a sustainable
mode of transport and the Tax savings are limited. It is clear than by 2040 at least,
the HEV without plug in ability will be phased out. Although, no specific decision
has been made on this, for the UK government to meet it’s emissions target, this
will have to be the case. There is however 20 years between now and 2040, a long
time in respect to vehicle ownership. It is important that everyone tries where they
can to reduce their impact on the environment, and with the current HEV models,
although limited, there are some very good vehicles. The HEV is not future proof,
nor is it wholesomely supported by any UK Government initiatives, however the
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HEV provides huge fuel savings and low emissions output. This makes them a very
real option, and for the enthusiast, the performance of the electric motor is hard to
beat.
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First Step Towards a System Dynamic
Sustainability Assessment Model
for Urban Energy Transition
Bjarnhedinn Gudlaugsson, Huda Dawood, Gobind Pillai, and Michael Short
Abstract This paper presents a conceptual model that describes the correla-
tion between an urban energy system and sustainability. The model captures the
complexity of the urban energy transition, and the task of achieving sustainable
development needs to embrace all aspects of sustainability. This paper portrays the
aspects of sustainability as four-dimensional—Environment, Economic, Society, and
Technology. The relationship between these four dimensions and the urban energy
system is presented in a simplified and aggregated-qualitative based causal-loop
diagram. The causal-loop diagram illustrates the causal and interconnective rela-
tionships between the four dimensions and their different variables. The causal-
loop diagram describes the complex dynamic relationships within a simple urban
energy system. The paper also provides a brief description of balancing and rein-
forcing loops, with the causal-loop diagram present. The conceptual model along
with the causal-loop diagrams visually illustrate the dynamic relationship between
the four dimensions as well as highlights the complexity and challenging problems
that decision-makers are facing today when it comes energy planning and energy
system development.
Keywords Energy system · System dynamics · Causal loop diagram ·
Decision-Making · Sustainability
28.1 Introduction
Today’s cites account for 67% to 76% of the global energy consumption and as well
as 71% to 76% of the global greenhouse gas (GHG) emission [1]. Majority of energy
systems today operate on fossil fuels, fossil fuel resources account for approximately
86% of the total primary energy sources (TPES) in the global energy system. In
contrast, renewable energy resources account for approximately 14% of the TPES
[2, 3]. Global and local energy systems continue to grow and have become more
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complex over recent years, due to factors such as changes in technology, energy
source availability, energy regulation and policies; the environmental impacts of
energy development and production have also increased, rising global environmental
concerns [4]. Since urban energy systems are still primarily built around using fossil
fuel resources for providing electricity, district heating, cooking, as well as public
transportation, the global community can still expect to see a growing fossil fuel
demand in coming years correlated with an increase in GHG emission [5, 6]. As
global trends predict an increased growth in urbanisation, movement and relocation
of people from the rural areas into larger community settlements like cities, there is a
need to address sustainability issues of energy development, and transition of cities
[1].
To achieve an energy transition towards a decarbonised energy system will
be challenging as our current social development structure is primarily measured
by economic growth, with environmental concerns relegated insignificance [7–9].
In particular, unchecked economic growth may increase the constraints on non-
renewable and renewable natural resources andmaterials in our environmental sphere
[10, 11]. In addition, is today’s decision-making process, the decision-makers are
often affected by “the silo effect”, in which a lack of communication between
subgroups within an organisation often results in a lack of cooperative decision
making [12]. A redesign of the current decision-making process is needed to provide
interconnectivity between societal, economic and environmental spheres [13–15].
Modelling and simulation approaches such as Multi-Criteria Decision Analysis,
Life-Cycle Assessment and System Dynamics have become widely used to investi-
gate complex issues such as sustainability, climate change and energy transitions
to improve decision-making and policy strategies [12, 16, 17]. This paper will
provide insight into the early development phase of designing a sustainability assess-
ment model base on system thinking and system dynamics modelling to assess the
sustainability of urban energy transition. This paper and its findings aim as well to
present insights into the complex and dynamic interlinking relationships between the
different aspects of sustainability and energy transition.
28.2 Methods
System dynamics is a method that can be classified as an interdisciplinary, and it
applies the theory of system thinking and system structure to investigate complex
systems. Researchers have been applying system dynamic modelling to address,
understand and define complex and dynamic behaviour, feedback mechanisms,
multidimensional aspects and causal relationship of a complex system [16, 18, 19].
A complex system is defined by Mitchell 2009 (p.13) as “a system in which larger
networks of components within no central control and simple rules of operation
give rise to complex collective behaviour, sophisticated information processing, and
adaptation via learning or evolution” [20]. System dynamic analysis is built around
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using balancing and reinforcing feedback loops to represent the causal relation-
ship, dynamic feedback and flow pathways within a system in order to identify the
dynamicswhich arise out of these interactions [18, 21].ACausal loop diagram (CLD)
is a tool used in the early stage in system dynamic modelling process to gain visual
understanding connection, through using the basic elements of words, phrases, links
and loops. By drawing a simple CLD of the problem and the variables within the
system become easier to understand the balancing and reinforcing feedback loops
and the relationship between different variables, which thereby helps to identify the
positive and negative relationships and any potential time delays within the system
[22]. A balancing loop describes a relationship that seeks to keep the balance and a
stable condition of the system when a change arises by counteracting the effect that
leads to balance in the system [21–23]. In comparison, a reinforcing loop seeks to
amplify and reinforce changes in the system, which can often lead to exponential
growth, which can also leave a negative impact on the whole system [21–23]. The
next step is to apply mathematical equations, and computer modelling approaches to
describe these feedback loops to be better able to capture and analyse the dynamic
elements of this complex system [24–26].
28.3 Results and Discussion
Figure 28.1. presents the conceptual framework of the problem and where the
problem of the complexity of achieving a sustainable energy transition is defined
in the centre of the conceptual model. The boundaries of the system are defined by
the dot-line circle around the four dimensions—Environment, Economic, Society,
Technology. These four dimensions represent the metrics sets which are often used
and quantified when conducting a sustainability assessment [10, 12, 15, 16].
28.4 System Dynamic Model—Causal-Loop Diagram
and Feedback Mechanism
TheCLDpresented in this paper is a qualitative basedmodel, based on extensive liter-
ature review, and derives some of its causal relationships and feedback mechanism
from the literature [16, 19, 23]. Figure 28.2 presents a large-scale and abstract CLD
view of the evolving system dynamic model and the model’s balancing loops and
reinforcing loops. This CLD shows the groundwork for a system dynamic model that
can conduct a sustainability assessment of energy transition within an urban energy
system. The full development of that model will take place in the next steps of the
research project.
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Fig. 28.1 Conceptual model and boundaries of the modelling system
The balancing loops in Fig. 28.2. illustrate the goal-seeking or stability-seeking
causal relationships between the different variable in the model. This causal rela-
tionship of the balancing loops is described in the following paragraphs. Balancing
loops (3) and (4) show that an increase in energy production will result in an accel-
eration of overall climate change and the ecological impacts, causing an increase
in economic damage of climate change, thereby affecting the investments in energy
system development and energy production capabilities.
The reinforcing loops in Fig. 28.2. illustrate the amplifying or self-multiplying
causal relationships between the different variables in themodel. This causal relation-
ship of the reinforcing loops is described in the following paragraphs. Reinforcing
loop (2), population growth increases the number of households requiring energy
and energy consumption which grows the energy demand. Growing energy demand,
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leads to higher income for the local and national government from energy consump-
tion, giving the local and national governments the opportunities to invest in energy
system development that provides an increase in job opportunities, and employment
among the population and which increases living quality among the populations.
The delays within the system are presented in Fig. 28.2. by using delays marker,
which are represented with two parallel lines. These delays interpret a time delay
where a cause leads to an effect that does not immediately have an impact on
the system. For example; resource extraction for energy production will over time
decrease the resources available for energy production, which then will impact the
system abilities to meet the energy demand of the system.
28.5 Future Steps and Conclusion
The conceptual model illustrated in Fig. 28.1 is the basis of the causal loop diagram
presented in this paper in Fig. 28.2 and captures the relationship between the three
dimensions of sustainability (Economic, Environment, and Society) and the fourth
dimension (Technology). The conceptual model and the causal-loop diagram capture
and highlight the complex and multi-dimensional aspects of the interconnected
relationships existing related to an energy transition within an urban energy system.
The next step in this research will be focused on the following tasks:
– Quantifying the variables presented in the causal loop diagram and expand on the
causal loop diagram in more details.
– Make a stock-and-flow diagram based on the causal loop diagram
– Develop a System Dynamic Model using computer software
– Test the system dynamic model using appropriate methods and refine the model
to ensure its robustness for assessing urban energy systems sustainable energy
transition.
This research is aimed at providing policymakers and academics with a model
that can be used to test and simulate the impact and sustainability of future policies
in relation to the energy transition.
Acknowledgements The authors would like to thank the DTA3/COFUND for funding the PhD,
through the European Union’s Horizon 2020 research and innovation programme under the Marie
Sklodowska-Curie grant agreement No 801604. Special thanks to Lilian Chiu for proofreading the
paper.
28 First Step towards a System Dynamic Sustainability Assessment Model … 231
References
1. United Nations, Department of Economic and Social Affairs, Population Division (2019).
World Urbanization Prospects: The 2018 Revision (ST/ESA/SER.A/420). New York: United
Nations. Accessed May 2020
2. K.E.H. Jenkins, D. Hopkins, Transitions in energy efficiency and demand : the emergence,
diffusion and impact of low-carbon innovation. Routledge (2018). https://doi.org/10.4324/978
1351127264
3. IEA, World Energy Balances 2019, IEA, Paris (2019). https://www.iea.org/reports/world-ene
rgy-balances-2019. Accessed May 2020
4. M. Mutingi, C. Mbohwa, V.P. Kommula, System dynamics approaches to energy policy
modelling and simulation. Energy Procedia 141, 532–539. Elsevier Ltd (2017). https://doi.
org/10.1016/j.egypro.2017.11.071
5. J. Keirstead, M. Jennings, A. Sivakumar, (2012, August). A review of urban energy system
models: approaches, challenges and opportunities. Renew. Sustain. Energy Rev. https://doi.
org/10.1016/j.rser.2012.02.047
6. J. Rosales Carreón, E. Worrell, Urban energy systems within the transition to sustainable
development. A research agenda for urbanmetabolism. Resour. Conserv. Recycl. 132, 258–266
(2018). https://doi.org/10.1016/j.resconrec.2017.08.004
7. R. Costanza, H.E. Daly, Natural capital and sustainable development. Conserv. Biol. 6(1),
37–46 (1992)
8. J.Harris, T.Wise,K.Gallagher,N.Goodwin (eds.), Basic principle of Sustianable development.
A Survey of Sustainable Development: Social and Economic Dimensions, Volume 6 in the
series Frontier Issues in Economic Thought (Washington, D.C.: Island Press, 2001)
9. IPCC, 2014: Climate Change 2014: Mitigation of Climate Change. Contribution of Working
Group III to the Fifth Assessment Report of the Intergovernmental Panel on Climate Change
[Edenhofer, O., R. Pichs-Madruga, Y. Sokona, E. Farahani, S. Kadner, K. Seyboth, A. Adler,
I. Baum, S. Brunner, P. Eickemeier, B. Kriemann, J. Savolainen, S. Schlömer, C. von Stechow,
T. Zwickel and J.C. Minx (eds.)]. Cambridge University Press, Cambridge, United Kingdom
and New York, NY, USA
10. S. Luthra, S.K. Mangla, R.K. Kharb, Sustainable assessment in energy planning and
management in Indian perspective. Renew. Sustain. Energy Rev. 47, 58–73 (2015)
11. S.Moslehi, R. Arababadi, Sustainability assessment of complex energy systems using life cycle
approach-case study: arizona state university tempe campus. Procedia Eng. 145, 1096–1103
(2016). https://doi.org/10.1016/j.proeng.2016.04.142
12. N.C. Onat, M. Kucukvar, O. Tatari, Q.P. Zheng, Combined application of multi-criteria
optimization and life-cycle sustainability assessment for optimal distribution of alternative
passenger cars in U.S. J. Clean. Prod. 112, 291–307 (2016). https://doi.org/10.1016/j.jclepro.
2015.09.021
13. K. Narula, B.S. Reddy, Three blind men and an elephant: the case of energy indices to measure
energy security and energy sustainability. Energy 80, 148–158 (2015). https://doi.org/10.1016/
j.energy.2014.11.055
14. I. Dincer, C. Acar, Smart energy systems for a sustainable future. Appl. Energy 194, 225–235
(2017)
15. A. Bhardwaj, M. Joshi, R. Khosla, N.K. Dubash, More priorities, more problems? Decision-
making with multiple energy, development and climate objectives. Energy Res. Soc. Sci. 49,
143–157 (2019)
16. J.K. Musango, A.C. Brent, B. Amigun, L. Pretorius, H. Müller, A system dynamics approach
to technology sustainability assessment: the case of biodiesel developments in South Africa.
Technovation 32(11), 639–651 (2012)
17. P.O. Siebers, Z.E. Lim, G.P. Figueredo, J. Hey, An innovative approach to multi-method inte-
grated assessment modelling of global climate change. J. Artif. Soc. Soc. Simul. 23(1), 1–10
(2020)
232 B. Gudlaugsson et al.
18. H. Zhang, J. Calvo-Amodio, K.R. Haapala, A conceptual model for assisting sustainablemanu-
facturing through system dynamics. J. Manuf. Syst. 32(4), 543–549 (2013). https://doi.org/10.
1016/j.jmsy.2013.05.007
19. N.C. Onat, M. Kucukvar, O. Tatari, Uncertainty-embedded dynamic life cycle sustainability
assessment framework: an ex-ante perspective on the impacts of alternative vehicle options.
Energy 112, 715–728 (2016). https://doi.org/10.1016/j.energy.2016.06.129
20. M. Mitchell, Complexity: A Guided Tour. Oxford University Press (2009)
21. D.H. Meadows, Thinking in Systems: A Primer. Chelsea Green Publishing (2008)
22. J.D. Morecroft, Strategic Modelling and Business Dynamics: A Feedback Systems Approach.
Wiley (2015)
23. N.C. Onat, M. Kucukvar, O. Tatari, G. Egilmez, Integration of system dynamics approach
toward deepening and broadening the life cycle sustainability assessment framework: a case
for electric vehicles. Int. J. Life Cycle Assess. 21(7), 1009–1034 (2016). https://doi.org/10.
1007/s11367-016-1070-4
24. H. Sverdrup, K.V. Ragnarsdóttir, Natural Resources in a Planetary Perspective. (E. H. Oelkers,
Ed.), Geochemical Perspectives. European Association of Geochemistry (2014). https://doi.
org/10.7185/geochempersp.3.2
25. B.K. Bala, F.M. Arshad, K.M. Noh, System Dynamics. Springer Texts in Business and
Economics (2017)
26. T. Craig, A. Brent, F. Duvenhage, F. Dinter, Systems approach to concentrated solar power
(CSP) technology adoption in South Africa. In AIP Conference Proceedings (Vol. 2033).
American Institute of Physics Inc (2018). https://doi.org/10.1063/1.5067166
Open Access This chapter is licensed under the terms of the Creative Commons Attribution 4.0
International License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing,
adaptation, distribution and reproduction in any medium or format, as long as you give appropriate
credit to the original author(s) and the source, provide a link to the Creative Commons license and
indicate if changes were made.
The images or other third party material in this chapter are included in the chapter’s Creative
Commons license, unless indicated otherwise in a credit line to the material. If material is not
included in the chapter’s Creative Commons license and your intended use is not permitted by
statutory regulation or exceeds the permitted use, you will need to obtain permission directly from
the copyright holder.
Chapter 29
How Often Do You Open Your House
Windows When Heating is ON?
An Investigation of the Impact
of Occupants’ Behaviour on Energy
Efficiency of Residential Buildings
Sherna Salim and Amin Al-Habaibeh
Abstract Currently, there are many initiatives to thermally insulate buildings on
the assumption that the more insulated the building is, the more efficient in terms
of energy conservation it will perform. Many assessment systems assume a linear
relationship between building insulation and energy conservation. The drawback
of such hypotheses is that they ignore the effect of occupants’ behaviour in their
conclusions. In this study, the authors will examine the effect of people’s behaviour,
particularlywindows’ opening, as a behavioural pattern of occupants. It aims to study
the impact of occupant’s behaviour on energy consumption of residential buildings
and to identify the key factors that influence occupants’ behaviour; thus, providing
ideas for improving energy efficiency by suggesting enhanced policies, approaches
and techniques. The findings suggest that occupants’ behaviour could have a greater
influence on the energy efficiency of buildings in some cases when compared with
their thermal insulation due to opening of windows in cold weather which causes air
infiltration.
Keywords Energy efficient buildings · Energy consumption in buildings ·
Occupant behaviour · Air quality · Sustainability
29.1 Introduction
The UK government has committed to reduce its carbon footprint to nearly zero by
the year 2050 [1]. To achieve this, a massive investment will be needed in clean
energy generation and reductions in fossil fuel consumption. In this context several
initiatives have been planned or taken place, such as the Green Deal, for insulating
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1 to 3.7 million houses with solid wall insulation, by 2030. There has been a steady
increase in the number of households in the UK, since 1991, contributed by factors
such as the increase in birth rate, net immigration and the long-term trend of single
adult households [2]. According to International EnergyAgency, energy use in build-
ings is influenced by six parameters: climate, building envelope, building energy and
services system, indoor design criteria, building operation andmaintenance andoccu-
pants’ behaviour [3, 4]. Providing smart meters to every home and business by 2020
is another government commitment. Several policies have been brought forward by
the government in the past decade to improve energy efficiency in the domestic sector.
The green deal, The Energy Act 2011, incentives to improve insulation in houses
(solid wall insulation and loft insulation) all concentrate on improving building
performance by improving the fabrics of existing buildings. However, government
statistics show that despite improvement to the buildings’ fabric, houses do not meet
the original energy set targets. This has been inferred as a result of a report after the
analysis of data from a subset of 76 homes by the Innovate UK’s Building Perfor-
mance Evaluation Programme (BPE) [5]. In its strategies to achieve carbon budgets,
it has been clearly stated that ‘We can achieve a reduction in energy demand either by
improving the energy efficiency of buildings, lighting and appliances, or by changing
the way we behave so that we use energy more intelligently and reduce the amount
we need.’ [6].
Past decade has seen an increase in the evaluation of energy use in buildings.
This has brought to notice that there is a considerable gap between the predicted and
actual energy consumption in the investigated buildings. The authors of this paper
have conducted a study analysing the thermal images of residential buildings on two
winter night, when temperature was between 3–5 °C. It was found that no matter
how insulated the building is, occupants’ behaviour of opening windows results in
considerable loss of heat [7]. There has been an increasing evaluation of energy use
in buildings in the past 15 years, and it has been widely acclaimed that there is a
considerable gap between the predicted and actual energy consumption in buildings.
Occupant behaviour is one of themost overlooked parameter during energy efficiency
design of buildings [8, 9].
In a project [10] aimedat reducingdomestic energyusageby20%,by exploring the
relationship between the fabric of houses, heating systems and occupants’ behaviour
that work towards optimum comfort levels and the energy usage in the process, it
has been found it is a complex problem and that there are significant variabilities
between and within households over short and lengthy periods. They have found
that thermostat settings vary from as low as 15 °C to as high as 30 °C. Although
energy costs have been cited as a source of concern, the setting is found to be based
on comfort rather than cost for most participants. They also have found that central
heating is used inmany different ways; some of them adjusted the thermostat directly,
some set timers and some turned the whole heating system on and off as required
[10]. Bălan et al. used a rule-based control, in the simulations of the thermal model of
a house, where the influence of occupancy is determined as a secondary heat input,
therefore impacting the internal load [3].
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Opening and closing of windows as an indication status of occupants’ behaviour
in a building could be very critical in energy consumption patterns as the authors
have found that two houses with the same degree and type of insulation perform
significantly different due to the difference in the occupants’ behaviour of window
opening and window closing [7]. This implies that window opening behaviour has
significant influence on the energy consumption and it could be as important as
thermal insulation. In this paper, a survey is presented to explore the response to
window’s opening in order to understand further the behaviour of people to support
a better building design.
29.2 Methodology
To explore the impact of occupants’ behaviour on energy efficiency of a building,
with the focus on opening of windows, an on-line survey was conducted. It examined
the windows-opening behaviour of people and its consequent effect on the energy
efficiency of buildings. The survey aimed at people residing in the UK. A survey
link, containing a brief information on the aim of the project and the questions,
were sent through emails and social media groups to a collective of people across
the UK. An ethical approval process was followed during this research work. For
the quantitative measures, the survey was designed with a confidence level of 95%
following a sample size of 195 respondents, with an error margin of 7%.
29.3 Survey Details
Region: The response included residents from all parts of the UK, of which 56.7%
were from the east midlands and the rest were scattered across the UK (9.8% from
greater London, 98% from South East England, 8.2% from West Midlands, etc.)
Type of house: The response included all types of houses; 33.8% live in semi-
detached houses, 25.6% in detached houses, 24.1% in flats and 12.8% of the respon-
dents lived in terraced houses. While 52.8% of the people live in their own houses,
90% of the people who did the survey pay their own electricity and gas bills.
Ethnicity: 51.8% of the respondents were from Asian British background, while
36.5% were from white British/other white background; and the rest were from
other ethnicities (Black, Arab, other multiple ethnic groups.)
Age range: The survey was answered by people from all age groups, as shown in
Table 29.1.
Statistical analysis is carried out to analyse the patterns and the frequency of
people opening their home windows. It is clear that if occupants frequently open or
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Table 29.1 Percentage of
respondents for different age
groups







keep windows open when the heating system is on, this will have a negative effect
on the energy conservation due to air infiltration.
29.4 Results and Discussion
The survey was distributed from November 2019 to February 2020. A total of 195
responses were received. Figure 29.1 shows the frequency of opening windows, by
the respondents. It can be seen that although the frequency ofwindowopening varied,
90.1% of the respondents open their house windows and only 9.9% never opened
their house windows. Of the people who opened windows, 45.6% open windows at
least once a day. About 44% of the people open windows for at least 30 min a day,
of which 16% leave it open for 2–5 h. About 77.8% of people open windows when
the heating is ON, of which 17% open it very frequently (see Fig. 29.2).
The most common reason to open windows in any room in a house is to get some
fresh air. Apart from that, people open kitchen windows to get rid of cooking odour;
and they open bathroom windows due to condensation.
A relevant point to note is that although 86.5% of the people who have done
the survey are graduates or post-graduates, 45.5% of the people do not know the
type of insulation in their homes, which is evident from Fig. 29.3. This shows that
the behaviour of the people is independent of their knowledge in relation to their
building’s insulation.
Fig. 29.1 Frequency of opening windows
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Fig. 29.2 Frequency of opening windows when heating is ON
Fig. 29.3 Type of insulation as known to occupants
From the survey, it is evident that opening of windows is mainly a personal
behaviour. For instance, let us analyse the response of participant 119. He/she prefers
have the ambient temperature of the house to be between 18–22 °C. It is a detached
house, with external wall insulation, internal wall insulation, cavity wall and loft
insulation. In spite of this, the occupant opens the windows every day and for about
30 min. On the other hand, participant 77 who prefers the same ambient temperature
of 18–22 °C, lives in a new built with cavity wall insulation and loft insulation; but
leaves the windows closed at all time.
It can be seen that 77.8% of people open windows when heating is ON, 17%
of which open windows very frequently. The most common reason for opening
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Fig. 29.4 Reasons for opening windows
windows is for fresh air (see Fig. 29.4). Other important reasons are condensation on
walls and to remove odour while cooking. But energy efficiency in buildings have
several dimensions. Children spend more and more time in their rooms, especially
during the current pandemic situation of Covid19. The air quality therefore plays
an important role in the quality of life and must be taken seriously [2]. The RSPCH
and Royal College of Physicians conducted a study and provided a report based on
the systemic review of the science of indoor air pollution. It has been found that the
current energy efficiency of housing measures are reducing ventilation and thereby
reducing the quality of air, putting the health of the residents, especially children
at stake, particularly those with conditions such as asthma. Although residential
building design and construction has evolved to emphasise energy efficiency and
insulation, it can be argued that ventilation has been overlooked [11].
There is not enough consistent data on indoor air across the national housing stock
[2]. Indoor air quality and energy efficiency are inter-related and there is a need to
be addressed concurrently, for it to have any useful impact. Also, energy efficiency
is one of the key aspects related to fuel poverty, as a household’s fuel costs can be
reduced based on increasing its energy efficiency [12].
29.5 Conclusion
Energy efficiency of buildings is influenced by several factors such as quality of the
building envelope, wall insulation and occupant’s behaviour. Occupants’ behaviour
is an overlooked aspect in many cases. The conducted survey shows that:
29 How Often Do You Open Your House Windows When Heating is ON? … 239
• Occupants’ behaviour could have considerable effect on energy savings in a house,
due to opening of windows which will cause air infiltration and reduce the effect
of envelope’s insulation.
• Further studies are still needed to analyse how the issue of windows opening can
be addressed and the effect of that on energy consumption and health in terms of
indoor air quality.
One way to address thermal insulation, while maintaining fresh indoor air quality,
is by considering heat-recovery ventilation systems as a key aspect when planning
new buildings or retrofitting of old ones. Also, more research is needed in relation to
air quality and its link to indoor and outdoor interface and the influence on health.
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Chapter 30
Fuel Poverty and Health Implications
of Elderly People Living in the UK
Ali Mohamed Abdi, Andrew Arewa, and Mark Tyrer
Abstract Fuel poverty is widely recognised as distinct form of injustice and social
inequality and a front burner issue in the last three decades in the UK. The crisis
affects 4.5 million households in the UK, and it is a major high-risk contributor
to health of elderly people (NEA in Effects of Living in Fuel Poverty, NEA.ORG,
London, 2020, [1]). Thus, the consequences of fuel poverty range from psycho-
logical stress, worry and isolation to serious health conditions such as respiratory
and circulatory diseases. The aim of the study is to investigate the role of fuel
poverty on reoccurring health risks of elderly people. The study adopted quantitative
research methods with participants drawn from West Midlands region of England
- UK; an area with high population of elderly people, carers, health professionals
and energy professionals. Findings from the survey indicate that fuel poverty is one
of the major aspects that contributes to health implications among elderly people in
the UK.
Keywords Fuel poverty · Health risks · Excess winter deaths · Energy efficiency
30.1 Introduction
Fundamentally, a household is in fuel poverty when occupants face high cost of
keeping adequately warm due to low income. Hence, the three main issues that
determine fuel poverty are household income, cost of energy and energy efficiency.
Numerous academic literatures on fuel poverty mainly focus on policy aspect and
affordable/cold homes links to health problems [2]. However, research regarding the
role of fuel poverty on health risks of elderly people is scarce. Themost recent data by
National Energy Action (NEA) [1, 3] reported that there were 4.5 million families
in the UK living in fuel poverty. The aim of this paper is to investigate whether
fuel poverty is one of the factors that contributes to health issues among the elderly
people.
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30.2 Fuel Poverty and Health
Fuel poverty is having to spend 10% or more in household net income to heat their
homes to an adequate standard ofwarmth [2]. Subsequently, there is fine line between
fuel poverty and living in poverty. The former links to shortage of income or wealth
whilst the latter happens when household’s resources are well below their minimum
needs [1].
Relationship between fuel poor and health has been subject of much debate in
the UK for many years with most research linking the problem to cold dump houses
usually occupiedby elderly people.However,most researchdoes contribute to knowl-
edge about elderly people cases and what happens to their health when they live in
cold or less energy efficient homes [4, 5]. The negative impact of cold temperature is
mostly felt by older people and it is often exacerbated by pre-existing health condi-
tions [3]. Consequently, elderly people are at higher risk of increased blood pressure
and blood coagulation both linking to low temperature and can lead to respiratory
and circulatory conditions [6]. In winter period, elderly people who are between the
age bracket of 65 and over are subject to the greatest increase of deaths. For example,
in 2017/18 winter period there were 50,100 excess winter deaths (EWDs) in the UK
[7]. Table 1 below shows excess winter deaths from 2015 to 2018.
30.3 Research Methods
The results from this paper is drawn on findings from quantitative survey of elderly
people, health professionals and energy professionals living inWestMidlands region
in the UK. The main reason for choosing the area is due to its high population of
Table 1 Excess winter deaths on Elderly People (ONS 2019)
Excess winter deaths
Sex Age 2015/2016 2016/2017 2017/2018
Male 0–64 1,730 1,350 2,700
65–74 1,820 1,790 3,200
75–84 3,370 4,440 6,700
85+ 4,290 6,810 9,300
All ages 11,200 14,390 21,900
Female 0–64 1,200 890 1,500
65–74 1,520 1,850 2,500
75–84 3,520 4,690 6,900
85+ 7,140 12,720 17,300
All ages 13,380 20,140 28,100
Total 24,580 34,530 28,100
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low-income people and high number of excess winter deaths compared to other parts
in the UK [7]. Questionnaire administered included both online and face to face with
each category measuring the study objectives. Stratified random sampling was used
to select the study quantitative data.
Apart from quantitative approaches, archive data about Excess winter deaths and
temperature from 2014-2019 were obtained and analysed in order to have a broad
view in how low temperature during winter affects elderly people health. The archive
data were retrieved from Office of National Statistics (ONS) and UK’s Meteorolog-
ical office website. Months used for the winter temperature are December, January,
February and March.
30.3.1 Quantitative Data Analysis
Total of 100 questionnaires were administered, 92 were returned and 8 were consid-
ered invalid because theywere completed incorrectly. The 92 returned questionnaires
focussed in three areas; elderly people accommodation and energy affordability,
energy professional tackling of fuel poverty and health professionals reporting on
common health problems associated with elderly people. In line with their status and
discipline different types of questions were asked to the participants. For instance,
with the elderly people, the questionnaire asked whether they prioritise energy bills
before food and clothing. 41%and34%of the respondents ticked strongly agree/agree
that they prioritise their energy bills before buying essentials such as food and
clothing. Figure 30.1 shows the prioritising of energy bills before other basic needs
by the elderly people.
Fig. 30.1 Prioritising energy bills over other basic needs
244 A. M. Abdi et al.
The health professionals were asked about themost common reported cold related
disease among elderly people. Respiratory and influenza was ticked as the most
common cold related disease among elderly people. Figure 30.2 illustrates the most
common cold related diseases among elderly people.
Lastly, energy professionalswere askedwhether high energy price and low income































Cold Related Disease Among Elderly People
Fig. 30.2 Most common cold related diseases in elderly people
Fig. 30.3 High energy price and low-income contribution to fuel poverty
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EWDs vs Winter Montly Temperatures
Fig. 30.4 Excess winters deaths and winter monthly temperature (ONS 2019)
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Fig. 30.5 Relationship between health disease and 12 calendar months
high energy price and low income contribute to fuel poverty. Figure 30.3 shows
contribution of fuel poverty by issues such as high energy price and low income.
Additionally, correlation analysiswas conducted usingONS archive data for years
2014 to 2019 excess winter deaths andwinter month temperature between the period.
The correlation coefficient between EWDs andwintermonth temperature produced a
value of 0.63; meaning there is a relationship between the winter months temperature
and EWDs. Figure 30.4 shows excess winter deaths andwinter monthly temperatures
for the years 2014 to 2019. Meanwhile, Fig. 30.5 illustrates relationship between
health disease and 12 calendar months.
30.4 Conclusion
The paper investigated the role of fuel poverty in health risk of elderly people in the
UK. Evidence from the survey reveal that study participants have perceived view on
strongly agree that fuel poverty plays significant role in health risks of most elderly
people. Besides, ONS archive used for correlation analysis of diseases, excessive
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death and climatic conditions show that there is relationship between cold condition
and health risk of elderly people. Hence, this echoes the prompt development of
housing strategy with specific energy efficiency adaptive features, cost effective and
universally available to meets the needs of elderly people in the UK.
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Chapter 31
How Clean Is the Air You Breathe? Air
Quality During Commuting Using
Various Transport Modes in Nottingham
Bubaker Shakmak, Matthew Watkins, and Amin Al-Habaibeh
Abstract Air quality has developed into a significant global issue and its negative
effect on human health, wellbeing and ultimately the effect of shortening of life
expectancy is becoming a pressing concern. Such concerns are most acute in cities in
theUK.Althoughmany cities, includingNottingham, are taking significantmeasures
to enhance air quality, there was limited work focusing on the individual’s experience
during commuting. This paper suggests a novel approach for measuring commuting
air quality through quantifying particulatematters PM2.5 and PM10, using the city of
Nottingham as a case study. Portable low-cost systems comprising of a GPS sensor
and an Aeroqual pollution data logger were used to capture data and develop the
sensor fusion via newly developed software. Data was collected from a variety of
transport modes comprising bike, bus, car, tram and walking to provide evidence on
relative particulate levels and 2D and 3D data maps were produced to communicate
the relative pollution levels in a publicly accessible manner. The study found as
expected particulate pollution to be higher during peak hours and typically closer
to the city. However whilst the lowest particulate concentrations were found on the
Tram the highest were for cyclists contrary to the literature. The project encompasses
a democratic crowd sourced approach to data collection by enabling the public to
gather data via their daily commute, increasing people’s awareness of the air quality
in their locality. The acquired data permitted a range of comparisons considering
differing times of day and zones such as the city centre and surrounding residential
areas in the City council boundary.
Keywords Air quality ·Monitoring · Transport mode ·Mapping · Crowd sourcing
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31.1 Introduction
The dangers of air pollution are well documented and exposure to the particulate
matter in the air is a significant contributor to cardiovascular disease and can lead
to an increase in premature death rates [1, 6]. Air quality monitoring is therefore
important in regard to protecting human health but also the environment [2].
Nottingham is one of 44 UK cities that exceeded safe levels of air quality in 2017
[3, 6]. TheWorld Health Organisation (WHO) states that particles (PM 2.5) in the air
should not exceed 10 micrograms per cubic metre, whilst in Nottingham, it was 12
micrograms per cubic metre at its peak [3]. Over recent years Nottingham has signif-
icantly reduced its air pollution levels by investing in public transport, active travel
infrastructure and discouraging private car use through a workplace parking levy
[4, 6]. However, in order to continue to drive down air pollution public engagement
is also important. Public engagement could be increased through awareness of the
issues and this project proposes a potential solution by utilising public crowdsourced
data to continually update a pollution map to identify the most polluted areas, for use
as an early alarms system and to identify and address pollution hotspots. This project
aims to produce and test an inexpensive, easy to use, yet effective technology to
monitor pollution and air quality around the city of Nottingham, utilizing citizens to
collect data through their daily commute and leisure travel. Particulate Matter (PM)
data collected with GPS coordinates will permit the creation of pollution maps, by
location and transport mode.
31.2 Methodology
This study utilised modified backpacks shown in Fig. 31.1 each containing an Aero-
qual Series 500 air quality monitor with a particulate matter sensor able to measure
PM 2.5 & PM 10, with an ITrail GPS coordinate tracking unit enabling the data to
be analysed and overlaid in processing later. The choice of both the PM sensor and
Fig. 31.1 Depicting the integrated device placed inside a backpack
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GPS unit were made according to accuracy, low weight, and portability and battery
life. Volunteers were asked to carry the backpack with them for 1–2 days each and
volunteers were selected to replicate journeys from different areas into the city centre
using a variety of transport modes including walking, cycling, bus, car and tram. The
data was collected in three months between April and July 2019. Between them the
volunteers covered approximately half of the Nottingham city area.
31.3 Pollution Data Processing
The inclusion of the GPS tracker permitted the location coordinates to be recorded to
an accuracy of±3 m and aligned and processed with the pollution data by matching
the time and date stamps from each device within Matlab software, at which point
the mode of transport would be added from notes.
Proprietary softwarewas createdwhich permits the classification of theGPS coor-
dinates to align with six pre-determined city zones. The six zones were determined
based on the location of the participants commute and the distance from the city
centre, growing between 1 & 2 miles in diameter as shown in Fig. 31.2.
The data was thoroughly checked and cleaned to remove duplicates before being
analysed and used to plot the pollution maps shown in Fig. 31.3. The Matlab code
created enabled automatic sifting of the data to filter the data based on variables and
associated categories to carry out practical comparisons. The data has been marked
for each transportation method in order to carry out some sort of comparison to
identify the safest mean of transportation for a human without being exposed to
extra-polluted air.
Fig. 31.2 Map of the six zones in Nottingham



















Fig. 31.3 Particulate (PM10 & PM2.5) Relief Maps of Nottingham
31.4 Results and Discussions
The processed data was converted and overlaid on maps to create a 3D relief for
both PM10 and PM2.5 pollution types, visually representing the status of pollution
around the city. These maps illustrate the paths used by the volunteers to collect the
samples of the pollution data and the amount of pollution around the city for PM10
and PM 2.5 as shown in Fig. 31.3 respectively.
The range of samples recorded by transport mode as shown below in Table 31.1,
whilst the sample was especially high for walking this is to be expected as with all
transport modes an element of walking is undertaken at either end of the trip and even
between modes in some cases. Furthermore due to this being a city centre location
walking as the main mode is more likely, especially amongst student participants.
The travel modes were compared and an average taken across each as shown in
Fig. 31.4. The Bus had the highest PM 10 values, whilst cycling the highest PM2.5
values. This is surprising considering that by this timemuch of the council bus fleet is
Biogas powered. The tram had the lowest values in both measurements, which could
be partly explained by the fact that Trams routes can include sections of road where
motor vehicles are prohibited. However cars had the 2nd lowest readings, which is
contrary to published guidance, especially in relation to cyclists [5]
Table 31.1 Number of samples and the percentage taken by each transportation mode
Mode Walk Bicycle Car Bus Tram
No samples 3108 291 243 359 195
Percentage (%) 74 7 6 9 5
























Fig. 31.4 The mean PM data acquired by transportation modes
Table 31.2 Time frame categories
From To Description Time Interval
00:00 06:00 Quiet morning time A
06:00 08:00 Early morning hours B
08:00 10:00 Rush hours C
10:00 16:00 Working hours D
16:00 18:00 Evening rush hours E
18:00 21:00 Evening social hours F
31.4.1 Effect of Time of Day
To gain further insight Matlab analysis considered the timestamps dividing the data
into seven categories as shown in Table 31.2, to consider the effects of road conges-
tion. As expected Fig. 31.5 shows pollution is typically higher during rush hours
periods, but this appears to continue even later than expected until 9 pm.
31.4.2 Zonal Considerations
By comparing the pollution across the 6 zones (introduced in Fig. 31.2), Fig. 31.6
demonstrates that the amount of pollution in the centre of the city is high with
the pollution reducing towards the outskirts of the city. The average of both PM10
and PM2.5 shows the pollution values are higher in the city centre and typically
decreasing with distance outside of the city. However Zone e appears to be an
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Fig. 31.5 The average pollution data by time of day
























Fig. 31.6 The average of the pollution in the six zones around Nottingham
anomaly, but upon investigation appeared there was a higher deviation in the readings
from Zone e which could account for this and so a larger and longer term sample
needs to be conducted to explore this further.
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31.5 Conclusions
The study suggests that a crowdsourced approach to monitoring air quality levels is
viable and has potential to be highly effective. The results typically follow expected
patternswith higher levels typically closer to the city centre and higher concentrations
at peak times. However the results also highlight some surprising results in relation
to the transport mode and further research considering this would be beneficial. Of
particular interest is the highest level of PM2.5 when cycling, which combined with
the additional aerobic exercise, requiring deeper breathing could have pose long-term
health issues with particulates entering the lungs.
31.6 Further Work
The team will continue this research, focussing specifically in relation to cycling
exploring air quality over longer durations, with a number of weeks per participant
repeating a set commute to and from set key locations into the city centre. This
work will consider a wider range of air pollutants using multiple sensors and will be
repeated at different times of the year to consider the effects of seasonal changes. It
is also hoped to develop a dedicated application to be used in mobile phones when
connected to the device to manage and send the data remotely to the network.
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Composition to Improve Energy
Efficiency in Brick Manufacture
G. Wie-Addo, A. H. Jones, S. Palmer, V. Starinieri, J. Renshaw,
and P. A. Bingham
Abstract The influence of inorganic minerals (colemanite and nepheline syenite) as
additives for sustainable clay brick manufacture has been examined. Each additive
was added at 4 wt% to 96 wt% brick clay and samples were fired to 950 °C and
1040 °C and then compared with samples of 100% brick clay. Multiple analytical
techniques (X-ray fluorescence, dilatometry, boiling water absorption, volumetric
shrinkage, and mercury porosimetry) were used for analysis. Dilatometry shows that
the additives influenced the temperature at which shrinkage began and the extent of
that shrinkage. The use of colemanite reduced the temperature at which the shrinkage
began by 120 °C and nepheline syenite reduced it by 20 °C. A linear shrinkage in
dilatometry of 1% (from the maximum expanded length) was achieved at 1000 °C
for 100% clay, 875 °C for colemanite additions and 970 °C for nepheline syenite
additions. However, for samples fired at 1040 °C for 2 h colemanite containing
samples had significantly lower volumetric shrinkage and higher water absorption
than 100% clay and nepheline syenite samples, suggesting the presence of higher
amounts of open porosity caused by the decomposition of the colemanite on heating.
Samples containing nepheline syenite had a lower volumetric shrinkage but also a
marginally lower water absorption than the 100% clay. The further optimisation of
these or similar additives could potentially provide energy saving opportunities and
reductions in CO2 emissions for brick manufacturers.
Keywords Clay bricks · Energy savings · Inorganic mineral additives
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32.1 Introduction
Energy is an important factor for the ceramic sector, the key role of the thermal
treatment of raw materials in activating the “physical-mineralogical transformation
processes” to create the desired properties [1].
Gas combustion, which accounts for 70–80% energy use in ceramic manufacture
contributes substantially to the overall CO2 and greenhouse gas (GHS) released into
the atmosphere. These are major contributors to global warming and if left unabated
might result in devastating harm to the environment. This has brought about the
commitment to minimize CO2 emissions in the ceramic sector through the 2050
decarbonisation plan which intends to address three major categories significant to
the ceramic sector. Thus, the raw materials, energy efficiency and CO2 reduction
are addressed here through breakthrough technologies of which raw materials and
processing are key [2].
This paper focuses on making changes to the raw materials used to make bricks
(the clay body) to meet the CO2 emission reduction targets set by the de-carbonation
plan. Varying the clay composition using additives is an established way to alter clay
properties such as plasticity, colour etc. or, in this case, reducing energy consump-
tion in manufacture. However, identifying the right additive while maintaining the
minimum brick properties is not straight forward since international standard bodies
such as ASTM and EU regulate these properties [3].
Among the various clay additives identified in the literature [4], the use of cole-
manite (2CaO.3B2O3.5H2O) and nepheline syenite (K1.37Na6(AlSiO4)8) containing
materials have gained much attention. This is due to their high fluxing content of
fluxing elements including Ca, Na, Mg and K [5]. In clay body manufacture the
presence of these fluxing agents can create lower melting point phases during firing,
enhancing sintering behaviour and properties while using lower firing temperatures.
The literature shows the effect of these additives’ incorporation into semi-vitreous,
glass and glass ceramic products [6–8]. The use of these additives enhanced vitrifi-
cation, reduced internal stress caused by free quartz in clay and reduced the required
firing temperature by 80 °C–120 °C. The use of 1% colemanite was able to reduce
the firing temperature by 50 °C in porcelain bodies without affecting product quality
[5, 7, 9–12]. However, the incorporation of the additives into clay brick composition
has not been reported.
This study aims to assess the effect of adding 4 wt% of these inorganic additives
on the firing behaviour and properties of clay bricks.
32.2 Experimental Procedures
Cretaceous age clay mined in the south-eastern part of UK, sourced from Wiener-
berger Ltd and inorganic minerals, colemanite (2CaO.3B2O3.5H2O) and nepheline
syenite (K1.37Na6(AlSiO4)8) were separately dried in an oven at 120 °C for 48 h.
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4 wt% of each dried additive was weighed and mixed with 96 wt% dried clay then
milled in a Retzsch vibratory disc mill for 1 min at 800 rpm into a fine powder. The
dry powders were mixed with 21% distilled water to provide sufficient plasticity
for shaping. A hydraulic press with 7 tonnes force was applied to 8.3 g of the
composition to form a 20 mm dimeter, 5 mm thick cylindrical pellet. After shaping,
the green body dimensions were recorded in the “as-pressed” condition. Samples
were then left on a bench and further dried in an oven (100 °C) for approximately
36 h to gradually eliminate water. The dry cylinders were fired to 950 °C or 1040 °C
at 1 °C/min and held for 2 h at the top temperatures before cooling at the same rate.
Chemical analysis of the rawmaterials and the fired bodies using XRF fused bead
technique was carried out as described elsewhere [13]. Dilatometry (NETZSCHDIL
402SE) was used to measure the linear dimensional changes between 35 °C–1050
°C with a heating rate of 5 °C/min. A rod of 25 mm length and 6 mm diameter
of unfired material was used for dilatometry. Volumetric shrinkage measurement
were determined on cylindrical (20 × 5 mm) test pieces in the wet, dry, and fired
conditions. The temperature at which the shrinkage began was taken as the point
at which the expansion rate (dL/dt) becomes negative. As a comparative measure
of the shrinkage at the highest temperatures, the temperature at which each sample
showed a 1% shrinkage from its maximum value was noted. Additionally, the level
of shrinkage (measured from the maximum level) at 1000 °C was noted. The boiling
water absorption of fired samples was measured according to BS EN 772-7. The
boiling test results reported are the averages of 3 sample measurement. Mercury
porosimetry was used to determine the intrudable pore volume and the distribution
of pores sizes. The intrusion tests were carried out using Pascal 140/240 system with
mercury angle at 140 degree.
32.3 Results and Discussions
32.3.1 Chemical Analysis
XRF showed that colemanite and nepheline syenite had low levels of Fe2O3 not
greater than 1%. This result agrees with previous studies [12]. The XRF used for this
analysis could not detect boron because the x-ray energy is below the instrument’s
minimum detection level. However, the level of boron present can be inferred from
the formula for colemanite (2CaO. 3B2O3. 5H20) [14]. Nepheline syenite had a total
of 18.9% fluxing oxides, including 8% Na2O and 9.3% K2O compared to a total of
3% in the clay without additives (excluding Fe oxides).
The chemical constituents of fired ceramics revealed that, 4 wt% colemanite
(C4W) and nepheline syenite (N4W) have approximately the same SiO2 content
of 71–72 wt% as shown in Table 32.1. The additional percentage of fluxing oxides
(Na2O, MgO, CaO, K2O) is expected to provide additional liquid phase during firing
to improve densification at a lower temperature [15].
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32.3.2 Effects of Additives on Ceramic Properties
Dilatometric curves obtained with the push rod dilatometer are shown in
Figs. 32.1a–c. The 100% clay sample has almost zero coefficient of expansion
between the quartz inversion (581 °C) and around 840 °C and reached a maximum
linear expansion (dL/L0) of around 0.95%. This must mean that the sample is
contracting due to sintering at about the same rate as it is expanding due to thermal
expansion and suggests that a mechanism of shrinkage is active above 600 °C. The
sample then shrinks rapidly, beginning at 820 °C and continuing up to the end of the
test at 1050 °C. Shrinkage of 1% (from the maximum value of dL/L0) was achieved
at a temperature of 1000 °C.
For the clay with colemanite additions (Fig. 32.1b) the maximum expansion on
heatingwas 1.5%, 50%higher than for the clay alone. The derivative curve shows two
Fig. 32.1 Dilatometry results for a 100%Clay, b 4 wt% colemanite and c 4 wt% nepheline syenite,
all heated to 1050 °C at 5 °C/min
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Table 32.2 Data obtained from dilatometry experiments showing the effect of additives on the
temperature for the onset of shrinkage and extent of shrinkage






100% Clay 820 1000 1
C4W 700 875 3
N4W 800 972 1.4
sharp peaks at 363 °C and 380 °C which are due to the decomposition of colemanite
by the removal of the inter-crystallite water as reported by [10–16] leaving a glassy
borate structure [14] and resulting in a rapid expansion of the body. Shrinkage begins
at 700 °C and a shrinkage of 1% was achieved at a temperature of 875 °C. At 1000
°C the sample had undergone 3% shrinkage.
For the clay with 4 wt% Nepheline syenite the behaviour is similar to the 100%
clay but with shrinkage beginning at 800 °C and 1% shrinkage being achieved at a
temperature of 972 °C. The results are summarised in Table 33.2. At 1000 °C the
sample had undergone 1.4% shrinkage.
Note that due to the rate and extent of the shrinkage in C4W and N4W samples
above 1000 °C the dilatometer automatically aborts the run as a safety precaution.
Thus, data for C4W and N4W ends at a lower temperature than that for 100% clay.
The results above need to be treated with some caution as there is an observed
variation in the temperature of the α-β quartz transition temperature. It is seen to vary
from 581 °C for 100% clay to 542 °C and 555 °C for N4W and C4W, respectively.
While the accepted value for pure quartz is 573 °C a value of 581 °C is consistent
with other work on clays at this heating rate [17]. What is difficult to interpret are
the large decreases in α-β transition temperature for the ceramic bodies fired at the
same rate when the quartz is primarily from the same clay source in all samples. A
discussion of possible causes is given in [18].
Volumetric shrinkage, as calculated from the change in dimensions of a cylin-
drical sample after firing at 1040 °C for 2 h, gives a measure of how the additives
would influence the final properties of a brick subject to a normal firing procedure.
Volumetric shrinkage was 9.8% for 100% clay while it was lower, at 8.1% and
4.9% for nepheline and colemanite additives respectively, as shown in Fig. 32.2a.
Despite small increases in the fluxing oxides Na2O and K2O in the N4W sample
(see Table 32.1) and the lower shrinkage onset temperature and greater extent of
shrinkage shown in dilatometry (see Fig. 32.1b) the N4W samples underwent lower
volumetric shrinkage than the 100% clay after 2 h at 1040 °C (Fig. 32.1c).
The volumetric shrinkage of C4W samples was around half that of the 100%
clay and this is probably due to the effects of the colemanite decomposition between
300 °C to 400 °C. The data for the samples fired at 950 °C suggest that the additional
fluxing oxides in C4W and N4W samples do result in a higher volumetric shrinkage
than the 100% clay at this temperature but this is not maintained to 1040 °C.
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Fig. 32.2 a Volumeteric shrinkage and b boiling test result of 100% clay and clay with 4 wt%
inorganic additives fired to 950 °C and 1040 °C
At 950 °C the volumetric shrinkages for C4W and N4W are significantly lower than
those typically observed for brickswith the required properties as shown inFig. 32.2a.
Forwater absorption of samples fired at 1040 °C,N4Wrecorded the lowest absorp-
tion of 8.2% compared with 100% clay absorption of 8.8% and C4W had highest
absorption of 10.6% (Fig. 32.2b). These are mostly consistent with the volumetric
shrinkage data where lower shrinkage suggests a higher volume of pores in the struc-
ture which are able to absorb water. At the lower temperature of 950 °C the water
absorption (Fig. 32.2b) is higher for all samples, again consistent with the lower
volumetric shrinkage results and expected higher porosity at 950 °C (Fig. 32.2a).
It was noted that the dilatometry results and the volumetric expansion results
appear to suggest contradictory behaviour. From dilatometry the addition of cole-
manite and nepheline syenite both appear to reduce the temperature at which
shrinkage starts and the temperature at which 1% linear shrinkage is achieved.
However, these differences do not seem to have influenced the volumetric shrinkage
of the samples after firing at 1040 °C for 2 h. For C4W samples the decomposition
of the chemically bonded water in colemanite has resulted in a large expansion of
the sample prior to the shrinkage and this has resulted in overall lower volumetric
shrinkage. Other studies have reported a bloating effect at higher temperature as a
major effect from the decomposition of calcite in colemanite which results in the
release of CO2 gas [19]. For N4W samples, the additional fluxing oxides appear not
to have increased the volumetric shrinkage at 1040 °C and in fact the shrinkage is
lower than the 100% clay.
Results for the porosity size distribution and porosity volumes as measured by
mercury porosimetry on samples fired at 1040 °C and 950 °C are shown in Figs. 32.3
and Table 32.3. For 1040 °C firing C4W records the lowest total intrudable porosity
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Fig. 32.3 Pore size distribution of fired clay with 4 wt% inorganic additives compared to 100%
clay fired to 950 °C and 1040 °C
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Table 32.3 Total intrudable porosity of fired clays with 4 wt% inorganic mineral additions
compared to fired 100% clay
% Porosity by mercury intrusion porosimetry (MIP)
Sample ID Fired 950 °C Fired 1040 °C
100% Clay 18.86 14.20
C4W 18.44 12.61
N4W 17.58 14.06
of 12.61% compared to 14.2% for 100% clay and 14.06% for N4W. This is in
contradiction with the volumetric shrinkage andwater absorption results where C4W
has the lowest shrinkage and highest water absorption, suggesting that it should have
around 20% more porosity than the 100% clay sample [20, 21].
In terms of pore size distribution (PSD) of samples fired at 1040 °C/2 h (Fig. 32.3),
the 100% clay samples had all pores smaller than 1 μm. There is a bi-modal PSD
present, with the main peak in pore size around 0.5 μm but a broad distribution of
smaller pores sizes in the range 0.01–0.2 μm. N4W shows a very similar PSD but
with some pores slightly larger than 1 μm and the peak slightly shifted to larger
sizes. C4W has a very different PSD, with a smaller peak at 0.7 μm and a broad
distribution between 0.01 μm and 11 μm. At the lower firing temperature of 950
°C the PSD of 100% clay and N4W are very similar to each other but are shifted to
smaller pore sizes, from about 0.5 μm at 1040 °C down to 0.25 μm at 950 °C. The
C4W PSD at 950 °C is similar to that at 1040 °C but with a shift in the main peak to
smaller pore sizes (0.7 μm at 1040 °C and 0.5 μm at 950 °C) and there appear to be
fewer large pores (in the range 8 to 10 μm).
Nicholson and Ross [22] explain that in clays pore radius can increase with firing
temperature while the volume of porosity decreases with a change from 0.55 μm
and 1.2 μm for buff fired clays fired to 900 °C and 1000 °C respectively.
32.4 Conclusions
The use of colemanite or nepheline syenite as an addition to brick making clay
has been studied and the influence of these additives on the thermal and physical
properties of the resulting fired clay bodies has been investigated. The following
conclusions can be drawn:
1. The use of 4 wt% colemanite mineral additives to brick clays resulted in the
production of decomposition products (OH) in the temperature range 300 °C–400
°C which created a large and rapid expansion (0.75% linear over a 100 °C range)
of the clay body. The introduction of Ca andB appeared to reduce the temperature
for the onset of shrinkage by 120 °C and result in a linear shrinkage at 1000 °C
three times higher than that of the 100% clay. However, when fired at 1040 °C/2 h
the clay body containing colemanite produced only half the volumetric shrinkage
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compared with the 100% clay (4.9% vs. 9.8%). It also had a higher average pore
size and pores sizes between 1 μm and 10 μm, which were not observed in the
100% clay. As a result, the water absorption was higher than the 100% clay (11%
vs. 9%).
2. The use of nepheline syenite at 4 wt% introduced small amounts of additional
fluxing oxides (Na2O, K2O) which could be expected to enhance the sintering
of the brick clay at the firing temperature through the formation of more lower
melting point phases. Dilatometry showed a reduction of around 20 °C in the
shrinkage onset temperature and 1% linear shrinkage was achieved 28 °C lower
than for the 100% clay. The linear shrinkage at 1000 °C was 1.4%, which was
higher than for the 100% clay. However, volumetric shrinkage of N4W fired
at 1040 °C/2 h was lower than for the 100% clay (9.8% vs. 8.1%) but water
absorption was also lower (8.2% vs. 8.8%). Pore size distribution for N4W was
similar to that for the 100% clay and no pores larger than around 1.5 μm were
present. Thus, nepheline syenite at 4 wt% is shown to have small but measurable
effects on the thermal behaviour of brick clays. However, under the conditions
used it did not result in significant changes in volumetric shrinkage or water
absorption which would have indicated that lower temperatures or times could
be used in production.
3. Whether the properties of clays with either the C4W or the N4W compositions
are suitable for the production of bricks for construction purposes requires further
testing but the observed reductions in the shrinkage onset temperature and the
greater extent of the shrinkage around 1000 °C for nepheline syenite may be
useful phenomena to exploit further in order to reduce energy use and emis-
sions, especially since both these materials can be sourced as wastes from other
processes, leading to a further reduction in the environmental burden.
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Chapter 33
Mechanical Strength of Poly Nanofiber
Patch Under a Biaxial Tensile Loading
Elif Sensoy and Mahmoud Chizari
Abstract Most conventional material testing apparatuses are unable to assess poly-
nanofibers sheets in biaxial directions. This study reports the design and prototyping
of a biaxial tensile apparatus which can measure the mechanical property of a poly
nanofibers patch. Several samples were assessed using the designed biaxial tensile
testing machine and results recorded. Function of the apparatus was validated versus
convention methods and outcome confirmed that it is accurate and reliable for testing
poly nanofibers patch.
Keywords Biaxial tensile testing · Nanofibers · Electrospinning · Poly lactic
acid ·Mechanical properties
33.1 Introduction
Nanofibers are defined as a material fabricated with nanometres fibres. Development
and research on the nanofibers have become the interest of many industries [1]. The
aim of this project is to design and develop a machine to measure the mechanical
properties of poly-nanofiber sheets. This has been of interest tomany different sectors
including; biomedical engineering, textiles, automotive andmanymore. The interest
in the topic has risen due to a rise in the different application of nanofibers [2]. This
report will be focusing on testing themechanical properties of poly-nanofiber patches
for use of biomedical engineering and tissue engineering. Currently there isn’t a very
robust or reliable method of measuring the mechanical strength of poly-nanofibers
which causes issues when developing nanofiber patches for uses where they will
be required to have high levels of mechanical strength. The current Biaxial tensile
machines available for use are not sufficient for testing poly nanofibers, as these
machines have tolerances only suitable for testing conventional materials such as
metals and some composites. As the demand for poly-nanofibers increase, suitable
methods of testing are required, this report will show the design and development
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process and the testing process of an apparatus which is suitable for testing the
mechanical properties of poly-nanofibers. The design considered must be able to test
specimenwith a size of 30× 30mm.Themeasurement should be in biaxial directions
and the system should be able to distribute enforced load evenly across the specimen
in cross directions. The grippers holding the specimen in place, must not damage
the nanofibers specimen, whilst also being able to provide enough friction to be able
to hold the specimen in place and distribute the enforced load evenly. The system
should be able to measure the displacement and stretch displacement of the material.
It should also let the operator observe themode of failure on the specimen. The system
must be safe to use and handle. The measured data in form of force and displacement
must be transferable to a computer. The results must be available for transferring into
other mathematical analysis software, i.e. Microsoft excel. Furthermore, the grippers
must come with sensors to consider necessary friction on the specimens.
33.2 Design Methodology
Once the technical design specificationswere thoroughly analysed, complying design
concepts were developed. Each concept was considered with conjunction to the
time frame available, cost, and environmental impact. Different mechanism design
options were developed and thought about, the design concepts were compared,
and some elements were used in conjunction with another. The most feasible and
well performing designs were taken forward. Nearly all the design concepts featured
both electronic and mechanical elements. This unity provides accuracy, precision
and practicality during both production and the use of the design. During design
development, each design was thought about carefully, they were constantly changed
to be able to improve the design even more. There were several different iterations
of the same design with some elements changed, to be able to improve the overall
outcome. The goal was to create a flexible design with the ability to change the
parts practically during and after the design process [3]. It was important to also
find a reliable method of transferring data from the Arduino software to Microsoft
Excel, after thorough research it was concluded that Tera-Term would be used and
integrated into the Arduino programme, so that the data yielded from the tests could
be viewed in an Microsoft Excel document. The tests are to be completed 10 times
to ensure that the experiment allows for accurate results to be yielded and to ensure
that the test is repeatable.
The device was calibrated through Arduino programming and to ensure that the
calibration done through programming software was accurate and successful, a ruler
was used and attached next to the arm, to check if themeasurement from the displace-
mentmechanismmadeupof a small pulleymechanism.The load cellswere calibrated
using a 100 grams weight which was previously measured several times, then the
weights were put on the load cell, to ensure that the load cells were recognising the
correct values of load and force applied. This was done to ensure the repeatability of
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(a) (b)
Fig. 33.1 Front view of apparatus (a), back of apparatus showing the operating mechanism
the experiment. The values measured from both the load cells and the displacement
mechanism are all displayed on the LCD display on the control panel (Fig. 33.1).
Following the prototyping of the machine, it was ready for a practical evaluation. To
test a sample following stages were performed:
• Connect the apparatus to mains power socket and to the PC via the USB port on
the control panel of the device.
• Turn on the power of the motor using the motor power switch located on the
control panel, then reset the arm position and sensors by pressing load cell reset
and displacement reset buttons also located on control panel.
• Ensure the specimen is ready to place and secure into the apparatus grippers. Lift
the latches of each gripper and carefully place the specimen into the grippers.
Close all lids and screw latches into place with the help of a screwdriver, for
extra support hold the arm from the bottom to make sure the screws are in place
properly.
• On the PC launch TeraTerm, once it has launched, a page called TeraTerm: New
connection will come up, now select the serial option, and select the USB port
used to connect the apparatus to the PC. Click OK.
• Once step 4 is complete, a window named COMX-Tera Term VTwill show up on
your screen. In the top, left hand corner click file, then click on log. Give the data
sheet a name and add .csv to the end of the document. This will enable the data
sheet to be opened as a Microsoft Excel document, once the document is named
using the correct file extension click save.
• Now select file again, and under file click show dialog box, a window called
TeraTerm Log will show up on the screen. Click pause so the data logging stops
at that moment in time.
• Ensure that everything is secured in place and ready for testing, then click start
and rotate the potentiometer located on the control panel. This will start the test
and exert the load on the specimen by pulling it in all 4 directions.
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• Ensure to observe how the material tears, and once completely torn apart, go back
to the PC and click pause on the TeraTerm Log window. Close the Tera Term log
and COMX- Tera Term VT Windows.
• Go to the file where the data sheet saved from the previous steps, the file will
automatically launch as an excel sheet.
33.3 Test Results
When the design and prototyping process was complete, the performance of the
design had to be tested, the designs ability to test nanofibers mechanical properties,
the accuracy and reliability of the results provided through the testing achieved using
the device. The data yielded from testing are all within range of the average. Thus,
proving the accuracy and reliability of the device. The results of the experiments







KLN 1 10.515 0
KLN 2 12.816 1
KLN 3 13.408 1
KLN 4 12.421 2
KLN 5 12.474 0
KLN 6 13.269 2
KLN 7 11.212 2
KLN 8 11.887 0
KLN 9 13.099 1
KLN 10 13.159 0












































Force vs Displacement results for all tested samples  
KLN 1 KLN 2
KLN 3 KLN 4
KLN 5 KLN 6
KLN 7 KLN 8
KLN 9 KLN 10
Fig. 33.3 Test results of 10 samples; Force (N) vs Displacement (mm)
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33.4 Discussion
The data yielded from tests completed, have illustrated the reliability and the accuracy
of the device prototyped. The results produced from all 10 experiments conducted are
all within the range of the average of the results yielded from the testing calculated in
Fig. 33.2 as 0.9 mm for displacement and 12.426 N for maximum force. This shows
that the experiment is repeatable, this also shows that the results obtained through
testing and experimentation are reliable and accurate.
As can be seen in Figs. 33.2 and 33.3 some results can be classified as outliers, looking
at the maximum forces in the Fig. 33.2 it can be seen that the sample, KLN 7, has
a lower value than the other maximum forces yielded from the other test iterations.
This could be due to different parameters such as, microtears in ply of tissue used,
micro cracks due to production procedures and handling techniques e.g. fold lines.
There are, of course, many parameters which could have caused inaccuracies in
the results obtained, for example the homogeneity of the fibres in the Kleenex facial
tissues (Kimberly-ClarkWorldwide,US), and the creases causeddue to thepackaging
of the tissues. This can also be seen from the graphs obtained through the results
obtained. There are some results which can be classified as outliers, these outliers
which may have been caused by the parameters discussed previously. The reason for
using Kleenex tissues as test specimen is due to the ongoing adverse circumstance
and unavailability of resources.
There is positive correlation between the force applied and the amount of displace-
ment that takes place before the material deforms this can be seen in Fig. 33.3, where
the materials displacement increases as the force exerted increases until the material
fractures. The results which can be seen in Figs. 33.2 and 33.3 were obtained by
keeping all parameters in control and steady where possible, to ensure the results
yielded illustrated clearly howaccurate the device is.An interesting observationmade
from the results obtained through testing is that the specimen undergoing testing,
behaves similarly to a brittle material, meaning that the load undergone increases
rapidly but no displacement is recorded, then the maximum force is reached which
causes thematerial to fracture, then the specimen rapidly starts tearing and deforming
(Fig. 33.4).
33.5 Conclusion
This study documents the design, development and prototyping of a biaxial tensile
testing machine produced for the purposes of testing poly nanofiber patches. The
design and prototype were validated through a series of comprehensive sample
testing and data processing. The data yielded from testing were analysed and it was
concluded that the result generated from the experiment were accurate and reliable,
also that the design developed, and prototype was sufficient and performed well for
the purposes of testing poly nanofibers.
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Fig. 33.4 Circuitry located
behind control panel
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Chapter 34
Damage Characterisation in Composite
Laminates Using Vibro-Acoustic
Technique
Kristian Gjerrestad Andersen, Gbanaibolou Jombo,
Sikiru Oluwarotimi Ismail, Yong Kang Chen, Hom Nath Dhakal,
and Yu Zhang
Abstract The need to characterise in-service damage in composite structures is
increasingly becoming important as composites find higher utilisation in wind
turbines, aerospace, automotive, marine, among others. This paper investigates
the feasibility of simplifying the conventional acousto-ultrasonic technique set-up
for quick and economic one-sided in-service inspection of composite structures.
Acousto-ultrasonic technique refers to the approach of using ultrasonic transducer
for local excitation while sensing the material response with an acoustic emission
sensor. However, this involves transducers with several auxiliaries. The approach
proposed herewith, referred to as vibro-acoustic testing, involves a low level of
vibration impact excitation and acoustic emission sensing for damage characteri-
sation. To test the robustness of this approach, first, a quasi-static test was carried
out to impute low-velocity impact damage on three groups of test samples with
different ply stacking sequences. Next, the vibro-acoustic testing was performed on
all test samples with the acoustic emission response for the samples acquired. Using
the acoustic emission test sample response for all groups, the stress wave factor
was determined using the peak voltage stress wave factor method. The stress wave
factor results showed an inverse correlation between the level of impact damage and
stress wave factor across all the test sample groups. This corresponds with what
has been reported in literature for acousto-ultrasonic technique; thus demonstrating
the robustness of the proposed vibro-acoustic set-up. Structural health monitoring,
impact damage, acousto-ultrasonic testing, non-destructive testing.
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34.1 Introduction
Composite materials are increasingly been used in various industries such as energy,
automotive, aerospace, marine, to mention but a few, as critical structural elements.
This increasing use of composite materials necessitates the need for characterising
in-service damage. Composite is formed by the combination of two materials with
different physical and chemical properties. They are used for structural applica-
tions due to their light weight, high specific strength/stiffness and good resistance
to a corrosive environment. Damage to composite structures can be invisible to the
naked eye and non-destructive testing (NDT) techniques such as ultrasound, pulsed
thermography and acoustic emission are often used to detect faults, such as delami-
nation, matrix cracking, fibre-matrix de-bonding, fibre breakage and matrix porosity
[1–3].
More also, for the past few decades, accurate characterisation of damage in fibre-
based composites has been an area of active research [3–5]. Advancing this goal, this
paper investigates the characterisation of impact damage in fibre reinforced polymer
(FRP) composites by using a variant of acousto-ultrasonic technique (AUT).
Creating a viable procedure for damage characterisation that generally works
for various fibre-based composites has proven to be challenging, because of
the anisotropic nature of fibre-based composites. Moreover, impact response to
composite structures can cause damage such as delamination, matrix cracking and
de-bonding in the laminate.
AUT was first proposed by Alex Vary as an NDT technique for evaluating the
inter-laminar shear strength of fibre composites [6].AUTcombines acoustic emission
(AE) methodology and ultrasonic simulation of stress waves. In order to quantify
variations in the mechanical properties, Vary proposed a measurement parameter
called the stress wave factor (SWF). SWF is a descriptive parameter that correlates
with the material properties of composite materials. Contrary to traditional acoustic
emission technique that requires the material to be under stress, AUT does not.
In recent times, AUT has found application in the following areas for NDT of
composite structures: damagedetection and severity quantification [7],material prop-
erty correlation of fibre-based composites [8] and naturally occurring composites
[9].
Importantly, this paper addresses a different yet important question, “can the set-
up for AUT be simplified for quick and economic one-sided in-service composite
structure inspection?” To answer this question, a variant set-up of AUT is proposed
and explored. This approach involves a low level vibration impact excitation and
acoustic emission sensing for damage characterisation in composite structures.
34 Damage Characterisation in Composite Laminates … 277
34.2 Experimental
34.2.1 Sample Preparation
The test samples were made from an epoxy impregnated carbon fibre laminates
(prepreg) with stacking sequence, as shown in Table 34.1. Hand lay-up method
was used to prepare the test samples, in addition to autoclave curing to improve
their mechanical properties. The curing cycle in the autoclave involved temperature
ramp-up stage from ambient of 20 to 121 °C at a rate of 1 °C/min, followed by
a dwell stage to maintain the temperature constant at 121 °C for two hours; and
then ramp-down stage, with temperature being reduced to ambient temperature of
20 °C. The internal pressure of the autoclave was maintained at 106 kPa for the entire
temperature cycling operation.
34.2.2 Testing
34.2.2.1 Low Velocity Impact Damage (Quasi-static Testing)
Composite laminate structures are very prone to low-velocity impact damage.
Although, the effects of low-velocity impact damage are barely visible on the lami-
nate surfaces, there can be extensive sub-surface damage in the form of matrix
cracking, delamination and fibre failure, leading to a reduction in residual strength
after an impact [10].
To experimentally simulate the effects of low-velocity impact damage in the test
samples, a low-velocity impact experiment was performed on a Tinius Olsen Model
25ST Universal Benchtop Tester, as shown in Fig. 34.1, with the test samples in
Table 34.1. The set-up consists of a hemispherical indenter with diameter of 25.4mm
and four toggle clamps attached to a steel plate with an open middle slot to enable
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Fig. 34.1 Low velocity impact test set-up
the impacted zone to deform or fracture during the impact testing. The test samples
were designated with numbers 0–3, where 0 represented non-impacted samples and
other 3 samples were impacted with a velocity of 2 mm/s with increasing maximum
impact forces of 2.00, 2.25 and 2.50 kN, respectively.
34.2.2.2 Vibro-Acoustic Testing
The conventional AUT set-up consists of two piezoelectric transducers, as shown in
Fig. 34.2. The transmitting transducer is an ultrasonic emitter, while the receiving
transducer is an AE sensor [11].
Fig. 34.2 Conventional AUT set-up
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Fig. 34.3 Vibro-Acoustic test set-up
In order to explore the feasibility of simplifying the conventional AUT set-up
for quick and cost effective one-sided in-service inspection of composite structures,
a vibro-acoustic set-up shown in Fig. 34.3 is proposed. It consists of an impact
hammer clamped to a rig with a pivot mechanism and a stopper of maximum height
of 200 mm to ensure a repeatable low energy level excitation; nearly 59 N. R15α AE
sensor from Physical Acoustics has a resonant frequency of 150 kHz, was coupled to
a 2/4/6 preamplifier with a gain of 60 dB selected. Impact hammer of model 086-B02
from PCB Piezotronics was used. The NI USB-6361 data acquisition system from
National Instruments with maximum sampling frequency of 2 MHz was also used.
Total sample acquisition timeof 30 swith excitation occurring after 10 s. To ensure the
test samples did not move while being excited, they are held down with one toggle
clamp on either side with cardboard-patches to prevent damage. For repeatability
and also to minimise signal attenuation by the composite test samples, the AE sensor
was placed approximately 20 mm from the impact zone, while the hammer hit was
done approximately 15 mm from the impact zone. This sensor spacing (30–50 mm)
corresponds with what has been reported to minimise the effect of signal attenuation
[7, 8].
34.3 Results and Discussion
In an AUT domain, a commonly used approach for characterising a damage in fibre
reinforced composite laminate is by calculating the stress wave factor (SWF). SWF
quantifies the attenuation of the material to the induced stress wave. A low SWF
corresponds to a region with higher attenuation, due to sub-surface damage and a
relatively high SWF indicates a region of lower attenuation.
SWF can be determined with any of the following methods: peak voltage SWF
method, ringdown SWF method, weighted ringdown SWF method and energy inte-
gral SWF method [12]. Each method for SWF resulted to different values for
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the parameter. For this investigation, the peak voltage method was applied. The
peak voltage SWF method which assumed an inverse relationship between the
peak-voltage and signal attenuation, due to damage in material is represented as
Eq. (34.1).
SW F = Vmax (34.1)
where Vmax is the peak voltage.
Figures 34.4 and 34.5 show the time domain AE response and SWF analysis from
the vibro-acoustic tests.
Figure 34.4 depicts the time domain response of the AE signal and a trend can be
observed: the peak induced test sample response from the excitationwas significantly
reduced, showing difference between the unimpacted samples (A0, B0 and C0) and
the impacted samples (A1–A3, B1–B3 and C1-C3). Figure 34.5 shows a significant
reduction in SWF between the unimpacted samples (A0, B0 and C0) and (A1, B1 and
C1), which was subjected to 2 kN quasi-static load. This response suggests damage
progression in the composite laminates. However, in Fig. 34.5, therewas only aminor
difference in SWF between (A2, B2, C2) and (A3, B3 and C3), at these points there
were already significant fibre breakage and matrix cracking present in the impacted
area. The result obtained agree with similar published ones [7].
Fig. 34.4 Time domain AE response for test samples A(0–3), B(0–3) and C(0–3)
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Fig. 34.5 Peak voltage SWF
analysis for test samples
A(0–3), B(0–3) and C(0–3)
34.4 Conclusions
This investigation explored the feasibility of simplifying the conventional set-up
of AUT testing for quick and economic one-sided composite laminate inspection.
Hence, the following inferences have been deduced from the study.
• The vibro-acoustic set-up proposed is viable and robust for damage detection and
characterisation in fibre reinforced polymer composite laminate.
• Furthermore, the SWF analysis plot showed an inverse correlation relationship
between the level of impact damage and SWF across all the test sample groups.
This agrees with what has been reported in the literature for AUT [7].
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