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This paper proposes powerful and serial correlation robust test statistics that can be used
to test for the presence of structural change in the trend function of a univariate time series.
Four models are analyzed, each model corresponding to a di®erent way in which a trend break
might occur. Given a model, the proposed tests are designed to detect a single break at an
unknown date. The tests do not require the knowledge of the form of serial correlation in the
data, and they are made robust to the presence of highly persistent serial correlation and a
unit root in the errors by using a more comprehensive version of the scaling factor approach
of Vogelsang (1998b) : The tests utilize the popular nonparametric kernel variance estimators.
The ¯xed-bandwidth asymptotic framework, proposed by Kiefer and Vogelsang (2003); is used
to approximate the e®ects of the variance estimators on the test statistics. The ¯xed-bandwidth
framework makes possible the choice of kernel and bandwidth that deliver tests with maximal
asymptotic power within a speci¯c class of tests. For each of the proposed tests, concrete and
speci¯c recommendations are made for the bandwidth and kernel to be used in practice. The
recommended tests are shown to have good ¯nite sample size and power properties.
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Many macroeconomic time series can be characterized by temporary shocks ﬂuctuating around
a broken trend function. Failure to account for changes in trend function parameters leads to
inconsistent parameter estimates and inaccurate forecasts. Perron (1989,1990) has shown that
the presence of unmodeled breaks in the trend function of a time series can bias unit root tests
towards the nonrejection of the unit root hypothesis. In some practical applications, the existence
of structural change in the trend function can be of interest itself. For example, the empirical
debate that convergence in incomes per capita among U.S. regions have levelled oﬀ in the mid-
1970s can be explored by modeling the trend function in time series of incomes per capita in each
of the U.S. regions as having a slope shift in the mid-1970s.1
Related papers on the subject of testing for structural change in the trend function of a univari-
ate time series in the presence of serial correlation include Andrews (1993), Andrews and Ploberger
(1994), Bai, Lumsdaine and Stock (1998), Chen and Tiao (1990), Chu and White (1992), Kramer,
Ploberger and Alt (1988), and Vogelsang (1997,1998a) among others. All of these testing proce-
dures, except Vogelsang (1998a), require a complete speciﬁcation of the dynamics and/or estimation
of the serial correlation parameters.
This paper proposes powerful and serial correlation robust test statistics that can be used to
test for the presence of structural change in the trend function of a univariate time series. The
tests do not require the knowledge of the form of serial correlation in the data. Four models are
analyzed, each model corresponding to a diﬀerent way in which a trend break might occur. Given
a model, the proposed tests are designed to detect a single break at an unknown date. The tests
are made robust to the presence of highly persistent serial correlation and a unit root in the errors
by using a more comprehensive version of the scaling factor approach of Vogelsang (1998b). The
tests utilize the popular nonparametric kernel variance estimators. The ﬁxed-bandwidth (ﬁxed-b)
asymptotic framework, recently proposed by Kiefer and Vogelsang (2003), is used to approximate
the eﬀects of the variance estimators on the test statistics. The ﬁxed-b framework makes possible
the choice of kernel and bandwidth that deliver tests with maximal asymptotic power within a
speciﬁc class of tests. For each of the proposed tests, concrete and speciﬁc recommendations are
made for the bandwidth and kernel to be used in practice.
The remainder of the paper is organized as follows: Section 2 describes the general framework
and underlying assumptions. Four econometric models are deﬁned, each model corresponding to a
diﬀerent way in which a trend break might occur. Test statistics are proposed to test the hypotheses
of interest. The break date is modeled as unknown and the approaches of Andrews (1993) and
1For discussions on U.S. regional convergence, see, for example, Bernard and Durlauf (1995,1996), Carlino and
Mills (1993), Loewy and Papell (1996), Sayginsoy (2004), and Tomljanovic and Vogelsang (2002)].
1Andrews and Ploberger (1994) are applied. The scaling factor approach is then described and
implemented. Section 3 establishes the asymptotic distributions of test statistics under the ﬁxed-b
asymptotic framework and describes methods used in computing asymptotic critical values. In
Section 4, the asymptotic distributions of tests are established under local alternatives. For
each model and test statistic, local asymptotic power comparisons are made for ﬁve kernels and
a wide range of bandwidths. Based on the power performance of tests, concrete and speciﬁc
recommendations are made for the test, scaling factor, bandwidth, and kernel to be used in practice
with each model. Section 5 explores the ﬁnite sample properties of the recommended tests using
Monte Carlo simulation methods. Section 6 is reserved for concluding comments. Supplemental
results, proofs, tables and ﬁgures are collected in an appendix.
2. The Econometric Setup
2.1. The Models and Assumptions
Consider the following four models for the time series process {yt}
T
t=1 :
yt = µ + ϕDUt + ut, (1)
yt = µ + θt+ ϕDUt + ut, (2)
yt = µ + θt+ γDTt + ut, (3)








0, if t ≤ T0
b











b denotes the time of a break, should it be present in the time series {yt}. Model (1) allows
for a shift in the mean of a time series, whereas model (2) allows for a shift in the intercept of a
trending time series. Model (3) allows only for a shift in the slope of a trending time series, and
thus, requires that segments of the trend before and after the break date be joined at the break
date. Finally, model (4) allows for a shift in the intercept as well as the slope of a trending time
series, and therefore, the segments of the trend before and after the break date need not be joined.
The results presented in the paper utilize the following assumptions on the error process {ut} :
Assumption 1.
ut = αut−1 + εt,t =2 ,3,...,T,
2u1 = ε1,






i|di| < ∞,d (1)
2 > 0,












< ∞.L is the lag operator.
The error process {ut} is I (0) when |α| < 1. Alternatively, {ut} can be modeled as a nearly
I (1) process by deﬁning α =( 1− α/T), where α = 0 corresponds to the pure I (1) case.2 The
restriction d(1)
2 > 0e ﬀectively bounds the spectral density of {εt} at frequency zero above zero
and serves to eliminate nondegenerate cases. Assumption 1 ensures that the following well-known





ut ⇒ σW (r), if {ut} is I(0), (5)
T−1/2u[rT] ⇒ d(1)Vα (r), if {ut} is I(1), (6)
where [rT] denotes the integer part of rT, r ∈ [0,1], “⇒” denotes weak convergence, W (r)i st h e




2 , and Vα (r)=
R r
0 exp(−α(r − s))dW (s).
It is useful to represent the models in (1) − (4) generically by,
yt = f
¡




is a vector of functions of the trends, λ0 = T0
b/T, β is the vector of regressor
parameters, and {ut} is the error process with properties as described above. For example, if the
model under consideration is (4), then f
¡
t,λ0¢
=[ 1 tD U t DTt]
0 and β =[ µθϕγ ]
0 .















where f1 (t)i st h e( k1 × 1) vector of regressors that do not depend on the break date, and f2
¡
t,λ0¢
is the (k2 × 1) vector of regressors that depend on the break date. β1 and β2 are (k1 × 1) and
(k2 × 1) regressor parameters corresponding to f1 (t)a n df2
¡
t,λ0¢
respectively. As an alternative
to (7), the models in (1) − (4) can now be generically described by,
yt = f1 (t)
0 β1 + f2
¡
t,λ0¢0 β2 + ut. (8)






2Throughout the paper, whenever errors are said to be I (1), it is intended to mean that errors exhibit a unit root
locality, unless otherwise stated.
3whereas β1 =[ µθ ]
0 and β2 =[ ϕγ ]
0 .
In practice, it is rarely the case that the true break date T0
b is accurately known. For tractable
asymptotics, the possible true break dates will be restricted to a set Λ∗ = {T∗
b ,T∗
b +1 ,...,T− T∗
b } ⊆
{2,3,...,T− 2},w h e r eag i v e nTb ∈ Λ∗ may be diﬀerent from T0
b. Since T0
b is assumed as unknown,
some Tb ∈ Λ∗ can be used to estimate regression models (1) − (4). Throughout the paper, it is
assumed that λ0 = T0
b/T, λ = Tb/T, and λ∗ = T∗
b /T remain ﬁxed constants as the sample size
increases.3
The following additional assumptions on the general framework will be suﬃcient to establish
the main results of the paper.
Assumption 2.
(a) there exist (k1 × k1) and (k2 × k2) normalization matrices τ1T and τ2T respectively, and


































Assumption (2) is fairly standard and is analogous to the assumptions made by Bunzel and Vogel-
sang (2003).
2.2. The Statistics
The null hypotheses of interest are ϕ = 0 in models (1) and (2),γ=0i nm o d e l( 3 ), and ϕ = γ =0
in model (4). Using the generic representation in (8), the null hypotheses can be written in the
generic form, H0 : β2= 0q×1, where q =1 ,2 is the number of restrictions as dictated by the given
hypothesis of interest.































I ft h et r u eb r e a kd a t eT0
b is known, the standard Wald statistic that could be used to test the





















where b σ2 is a nonparametric estimator of the long-run variance deﬁned as,




where M is the truncation lag or the bandwidth parameter, b γj = T−1 PT
t=j+1 b utb ut−j are the sample
autocovariances, {b ut} are the OLS residuals from the estimation of (8), and k(x) is a kernel function
that is continuous at x = 0 and satisﬁes k(x)=k(−x),k(0) = 1, |k(x)| ≤ 1a n d
R 1
0 k(x)
2 dx < ∞.
For consistency of b σ2, it is necessary that as T →∞ ,M→∞and M/T → 0. Kernel functions
that are used in this paper are listed in the appendix, section B.
When T0
b is unknown, which is the case in most practical applications, the testing framework
in this paper falls in a class of tests where a nuisance parameter
¡
in this case, λ0¢
is present only
under the alternative hypothesis
¡
HA : β26= 0q×1
¢
. Andrews and Ploberger (1994) derived such a
class of tests and established its optimality under regularity conditions which require stationarity
of the errors and nontrending regressors. The authors showed that a composite statistic in that
optimal class can be obtained by taking the average of a test statistic computed over a range of
possible break dates. Following a similar approach, deﬁne the Mean− Waldstatistic as,
MeanW = T−1 X
Tb∈Λ∗
W (Tb). (12)
Note that MeanW statistic does not belong to the optimal class of tests for models (2), (3) and
(4), because they do not satisfy the necessary regularity conditions. Following Andrews (1993),
deﬁne the Supremum− Waldstatistic as,
SupW =s u p
Tb∈Λ∗
W (Tb). (13)
Note that, SupW statistic, by deﬁnition, also does not belong to the optimal class of tests. One
convenient characteristic of SupW statistic is that it can be used to obtain an estimate of the time
of the trend break [see, Andrews (1993), and Bai (1994) for details].
52.3. The Scaled Statistics
The idea underlying the scaling factor approach is to multiplicatively use an exponential function
of a unit root statistic to smooth discontinuities in the asymptotic distributions of test statistics as
the errors go from I (0) to I (1). Two unit root statistics will be employed to construct the scaling
factors to be used with MeanW and SupW statistics.
The ﬁrst unit root statistic, denoted by J (Tb),T b ∈ Λ∗, was proposed by Park (1990) and Park
and Choi (1988).J (Tb) is the standard OLS Wald statistic normalized by T for testing the joint
hypothesis πk1 = πk1+1 = ...= π9 = 0 in the regression model,
yt = f1 (t)










where RSSU is the residual sum of squares from the estimation of the “unrestricted” regression in
(14),and RSSR is the residual sum of squares from the estimation of the “restricted” regression,
yt = f1 (t)
0 β1 + f2 (t,λ)
0 β2 + ut. (16)
The second unit root statistic, denoted by BG(Tb), Tb ∈ Λ∗, is the “variance-ratio statistic”
of Breitung (2002). The variance-ratio statistic is an LM-type statistic similar to the unit root







where b St =
Pt
j=1 b ut are the partial sums of the OLS residuals from the estimation of (16).
Let UR generically denote either J∗ =i n f Tb∈Λ∗ J (Tb)o rBG∗ =i n f Tb∈Λ∗ BG(Tb).4 Let cUR
mean
and cUR











for SupW statistics. The scaled statistics are then given by,














∗ statistics can also be used to test for a unit root while allowing for a break in trend of unknown
timing.
6Both J (Tb)a n dBG(Tb) are left-tailed unit root tests, and thus, they reject a unit root in the
errors for small values. When the errors are I (0), both J (Tb)a n dBG(Tb) converge to zero for all










both converge to 1 and have no eﬀect
on the asymptotic distributions of MeanW and SupW. However, when the errors are I (1), J (Tb)
and BG(Tb) have nondegenerate limiting distributions (that depend on α, but are otherwise free
of nuisance parameters under the null hypothesis of no break in trend, H0 : β2= 0q×1). Therefore,
given a signiﬁcance level and the local unit root parameter α, the constants cUR
mean and cUR
sup can be
chosen so that I (0) and I (1) critical values for a given statistic are the same. In other words,






renders MeanWUR and SupWUR statistics asymptotically size correct whether
errors are stationary or have a unit root (with locality parameter α).
3. Asymptotic Theory and Critical Values
In this section, asymptotic null distribution theory of MeanWUR and SupWUR statistics are estab-
lished under the ﬁxed-b asymptotic framework. The bandwidth (M) of the long-run error variance
estimator in (11) is modeled as a ﬁxed proportion of the sample size by letting M = bT,w h e r e
b ∈ (0,1]. This approach contrasts the traditional asymptotics where the bandwidth increases
slower than the sample size and asymptotic distributions of HAC robust tests do not depend on
the bandwidth or the kernel. Use of the ﬁxed-b asymptotic approximation allows local asymptotic
power calculations that reﬂect the choice of kernel and bandwidth.
Some deﬁnitions are required before establishing the asymptotic results.
Deﬁnition 1. Ak e r n e li sl a b e l l e dT y p e1i f k(x) is twice continuously diﬀerentiable everywhere,
and as a Type 2 kernel if k(x) is continuous, twice continuously diﬀerentiable everywhere except
at |x| =1and k(x)=0for |x| ≥ 1.
Note that Bartlett kernel does not classify as a Type 1 or Type 2 kernel and is considered separately.
Deﬁnition 2 below intends to simplify notation in the asymptotic results that follow.
Deﬁnition 2. Let k∗ (x)=k(x/b), and let k∗0
− (x) denote the ﬁrst derivative of k∗ (x) from
below. Deﬁne:













   
   
hR 1
0




e F2 (r,λ)dW (r)
i
, if {ut} is I (0)
hR 1
0




e F2 (r,λ)Vα (r)dr
i









0 P(λ) ds, if {ut} is I (0)
Q1 (r,λ)=
R r




0 P(λ) ds, if {ut} is I (1)
Φ(b,k,λ)=

         




0 −k∗00 (r − s)Q(r,λ)Q(s,λ)drds, if k (·) is Type 1
RR











0 Q(r + b,λ)Q(r,λ)dr
o
, if k (·) is Bartlett
T h ea s y m p t o t i cd i s t r i b u t i o no ft h eO L Se s t i m a t eo fβ2 in (9) has been well established: When
t h et r u eb r e a kd a t eT0




















I ft h et r u eb r e a kd a t eT0
b is not known and Tb ∈ Λ∗ is used as the break date to estimate regressions
in (8), then the asymptotic results in (19) and (20) still hold under the null hypothesis of no break
in trend (H0 : β2= 0q×1)w h e nλ0 is replaced with λ.
I nt h ec a s eo fI (1) errors and unknown break date, the asymptotic distributions of MeanWUR
and SupWUR further depend upon the asymptotic null distributions of the unit root statistics that
are used to construct the scaling factors. The following lemma establishes the necessary asymptotic
results that directly follow from Park (1990), Park and Choi (1988) and Breitung (2002).
Lemma 1. Suppose that the true break date is not known, and regressions in (8) are estimated
by using Tb ∈ Λ∗ as the break date. Further, suppose that Assumptions 1 and 2 hold. Let
8b Vα (r,λ) denote the residuals from the projection of Vα (r) onto the space spanned by F(r,λ) on
[0,1]. Similarly, let
← →




0 ,rk1,rk1+1,...,r9¢0 on [0,1]. Then, under the null hypothesis, as T →∞ , if
{ut} is I (0),
J (Tb) ⇒ 0 and BG(Tb) ⇒ 0,
for all Tb ∈ Λ∗, and, if {ut} is I (1),




















It directly follows from Lemma 1 by the continuous mapping theorem (CMT) that, as T →∞ ,
J∗ =i n f
Tb∈Λ∗ J (Tb) ⇒ J∗
∞ ≡
(
0, if {ut} is I (0)
infλ∈[λ∗,1−λ∗] J∞ (λ), if {ut} is I (1)
,
BG∗ =i n f
Tb∈Λ∗ BG(Tb) ⇒ BG∗
∞ ≡
(
0, if {ut} is I (0)
infλ∈[λ∗,1−λ∗] BG∞ (λ), if {ut} is I (1)
.
Note that both J∗
∞ and BG∗
∞ are free of nuisance parameters, except of α when {ut} is I (1).
The main theorem is given below. Parts (a) and (b) of the theorem follow from Theorem 1 of
Bunzel and Vogelsang (2003). Part (c) of the theorem follows from parts (a) and (b) by CMT.
Theorem 1. Suppose that the true break date is not known, and regressions in (8) are estimated
by using Tb ∈ Λ∗ as the break date. Further, suppose that Assumptions 1 and 2 hold Let the
bandwidth parameter be a ﬁxed proportion of the sample size, M = bT, b ∈ (0,1]. Then, under the
null hypothesis (H0 : β2= 0q×1),a sT →∞ ,
(a) b σ2 ⇒ σ2Φ(b,k,λ), if {ut} is I (0),
T−2b σ2 ⇒ d(1)
2 Φ(b,k,λ), if {ut} is I (1),


































9where UR∞ generically denotes J∗
∞ and BG∗
∞.
Theorem 1 demonstrates that MeanWUR and SupWUR statistics are asymptotically free of nui-
sance parameters under the null hypothesis of no break in trend when the errors are modeled as
I (0), and only depend on the unit root locality parameter α when the errors are I (1). Note that
the distributions are aﬀected by the scaling factors only when errors are I (1). The dependence of
asymptotic distributions on the kernel and the bandwidth is through the limiting distribution of b σ2.
Given a model, test statistic, kernel, bandwidth, unit root statistic and a percentage point, the con-
stants, cUR
mean and cUR
sup, can be computed such that the test statistic remains at least asymptotically
size conservative, if not exactly size correct, across a wide and ﬁne grid of values of α.
The asymptotic distributions reported in Theorem 1 are nonstandard. However, the critical
values, as well as values of the constants, can be easily computed by Monte Carlo simulation
methods. When computing critical values, i.i.d. standard normal random deviates were used to
approximate the Brownian motions in the asymptotic distributions. Integrals were approximated
by normalized partial sums of 1000 steps using 10,000 replications. All simulations were carried
out using λ∗ =0 .1.
The simulations were carried out separately for each of the four models (1)−(4). Given a model,
asymptotic null critical values were simulated for both MeanWUR and SupWUR statistics for the
grid of bandwidths given by b =0 .02,0.04,...,1.0 and using ﬁve popular kernels: Bartlett, Parzen,







were computed for both J∗ and BG∗. Given a signiﬁcance
level (η), model, statistic, kernel, bandwidth, scaling factor, and the set of values for α, given by
Ξ = {0,5,10,...,50}, the scaling constants have been computed such that,
sup
α∈Ξ
P [reject H0 |{ ut} is I (1)] = η.
A ﬁner grid of values for α was not considered because this would be computationally expensive.
In the next section, concrete and speciﬁc recommendations will be made for the test statistic,
scaling factor, kernel and bandwidth to be used with each of the four models (1) − (4). The
recommendations will be based on a local asymptotic power analysis. The most commonly used
critical values for the tests that are recommended in the next section have been tabulated in Tables
1.1-1.4. The corresponding values for the scaling constants are also provided in parentheses below
each critical value. Given a model, critical values for other combinations of test statistic, scaling
factor, kernel and bandwidth are available upon request.
104. Asymptotic Power Analysis
This section presents a comprehensive analysis of local asymptotic power of the MeanWUR and
SupWUR statistics. The analysis is carried out separately for each of the four regression models
in (1) − (4). The tests are size-controlled, and therefore, given a model, local asymptotic power
comparisons can be made between MeanWUR and SupWUR tests with diﬀerent scaling factors. By
using ﬁxed-b asymptotic distributions of tests under a local alternative, comparisons of power can
also be made across kernels and bandwidths. As a result of the analysis, for each model, concrete
and speciﬁc recommendations are made for the test statistic, scaling factor, kernel and bandwidth
to be used in practice.
For each model, testing is carried out for,
H0 : β2 = 0q×1 H1 : β2 = w(T)τ2TD,
where β2 is a (2 × 1) vector of regression parameters [for model (4)] or a scalar parameter [for
models (1)−(3)]; τ2T is a normalization matrix as deﬁned in Assumption 2; q =1 ,2i st h en u m b e r





T−1/2, if {ut} is I (0)
T1/2, if {ut} is I (1)
;





D1, for models (1) and (2)
D2, for model (3)
[D1 0]
0 or [0 D2]
0 , for model (4)
.
Note that even though b σ2, J and BG are exactly invariant to the true value of β2 when the true
break date T0
b is known, this is not the case under the local alternative when T0
b is not known
and Tb ∈ Λ∗ is used in estimating the regressions. Deﬁnition 3 below simpliﬁes notation for the





D/σ, if {ut} is I (0)
D/d(1), if {ut} is I (1)
G(r)=
£
1 rr 2 r3 ... r9¤0
11← →
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drds, if k (·) is Type 1
RR









































, if k (·) is Bartlett
Lemma 2. Suppose that the true break date is not known, and regressions in (8) are estimated by
using Tb ∈ Λ∗ as the break date. Further, suppose that Assumptions 1 and 2 hold. Then, under


















































































12It directly follows from Lemma 2 by the CMT that, as T →∞ ,














, if {ut} is I (1)
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, if {ut} is I (1)
.
Theorem 2. Suppose that the true break date is not known, and regressions in (8) are estimated
by using Tb ∈ Λ∗ as the break date. Further, suppose that Assumptions 1 and 2 hold. Let the
bandwidth parameter be a ﬁxed proportion of the sample size, M = bT, b ∈ (0,1]. Then, under the
local alternative, H1, as T →∞ ,




, if {ut} is I (0),




































































∞ generically denotes JA∗
∞ and BGA∗
∞ .
By Monte Carlo simulation methods, similar to those used to generate asymptotic null dis-
tributions, the asymptotic distributions of MeanWUR and SupWUR reported in Theorem 2 were
computed under local alternatives for various values of δ. All simulations were carried out using
λ∗ =0 .1a n dλ0 =0 .5. When computing asymptotic power, rejection probabilities were obtained
by using 5% asymptotic null critical values. Given a model, test statistic, scaling factor and kernel,
power simulations were carried out for the grid of bandwidths given by b =0 .02,0.04,...,1.0.
When making asymptotic power comparisons, each model is examined separately. Given a
model, stationary and unit root errors are examined separately because the distributions of tests are
diﬀerent in each case. Under stationary errors, the scaling factors converge to unity asymptotically,
and hence, they do not inﬂuence asymptotic power of tests. When the errors are modeled as
local to a unit root, however, the scaling factors take on nondegenerate limiting distributions.
13Consequently, power comparisons of tests when errors are local to a unit root also depend on
whether J∗ or BG∗ is used in forming the scaling factors.
Given a model and stationary or unit root errors, it is possible to deﬁne and plot power envelopes
such that, for each value of δ, the point on the power envelope is the maximum attainable power
across both tests (MeanW and SupW), all ﬁve kernels and the grid of bandwidths (and also across
scaling factors for the unit root case). Then, the asymptotic power performance of a test using a
speciﬁc kernel, bandwidth and scaling factor can be evaluated by the proximity of its asymptotic
power curve to the overall power envelope.
In Figures x.1a n dx.2, x =1 ,2,3,4.1,4.2, asymptotic power is examined for the case of
stationary errors for models (1),(2),(3),(4-Case 1) and (4-Case 2) respectively. For a given
model (x), Figure x.1p l o t sMeanW and SupW power envelopes. Given a model, for each value
of δ, MeanW and SupW power envelopes show the highest asymptotic power obtained across
all kernels and bandwidths for that given test. Therefore, given a model (x), Figure x.1c l e a r l y
illustrates which test delivers the highest asymptotic power in the case of stationary errors.
Given a model (x), Figure x.2 plots the overall power envelope for the stationary case (which is
the supremum of power envelopes for MeanW and SupW in Figure x.1) along with power obtained
when the dominating test from Figure x.1 is implemented using each of ﬁve kernels and the smallest
possible bandwidth in the grid of bandwidths considered (b =0 .02). For a given model (x), it is
clear from Figure x.2 that, regardless of the kernel, the power envelope in the stationary case is
attained by the dominating statistic from Figure x.1 whenever b =0 .02. Therefore, given a model
(x) and stationary errors, implementing the dominating test (MeanW or SupW, as indicated by
Figure x.1) with any of the ﬁve kernels and b =0 .02 should deliver essentially asymptotically power
optimal tests within the class of tests considered here. Optimal tests for each model when errors
are stationary are summarized in Table 2.
Given a model (x), Figures x.3a n dx.4 demonstrate asymptotic power when errors have a pure
u n i tr o o t( α =0 ). For each model (x), Figure x.3 plots power envelopes for MeanWJ,Me a n W BG,
SupWJ, and SupWBG. The overall power envelope is then easily obtained by taking the supremum
over the set of values of δ of the power envelope curves for MeanWJ,M e a n W BG,S u p W J, and
SupWBG. For each model (x) ,t h et e s tw i t ht h ep o w e re n v e l o p et h a ti st h ec l o s e s tt ot h eo v e r a l l
power envelope is examined further in Figure x.4 which plots power envelopes of that test across
ﬁve kernels. It is clear that, regardless of the model, the Daniell kernel is the kernel that either
fully or partially attains the overall power envelope when α = 0. In particular, for model (1),
Figures 1.3 and 1.4 illustrate that SupWJ with Daniell kernel attains the overall power envelope,
except only for a narrow set of small values of δ, over which it is dominated by SupWBG envelope.
The same observation also holds true for model (2) [see, Figures 2.3 and 2.4]. For models (3) and
14(4-Case 1),S u p W BG with Daniell kernel fully attains the overall power envelope [see, Figures 3.3,
3.4, 4.1.3 and 4.1.4]. For model (4-Case 2), even though SupWJ with QS kernel fully attains the
overall power envelope, SupWJ with Daniell kernel generates power extremely close to the overall
envelope, and for all practical purposes, SupWJ with Daniell kernel has power indistinguishable
from the overall envelope.
Given a model (x), Figure x.5 plots power for speciﬁc bandwidth values for tests that are shown
in Figures x.3a n dx.4 to deliver optimal power when errors have a pure unit root (α =0 ). The
results are summarized in Table 2. In particular, it is recommended that for models (1), (2) and
(4-Case 2),S u p W J with Daniell kernel be used in practice with b =0 .10,b=0 .06, and b =0 .36
respectively when errors have a pure unit root. On the other hand, for models (3) and (4-Case 1),
it is recommended that SupWJ with Daniell kernel be used with b =0 .10 and b =0 .04 respectively
when errors have a pure unit root. When errors are stationary, the choice of kernel does not matter
(as illustrated by Figures x.2) as long as b =0 .02 is used, but for the sake of convenience, it is
recommended that the Daniell kernel be used in practice. The choice of scaling factor also does
not matter asymptotically when errors are stationary. However, when errors are unit root local
(i.e., α = 10, 20), tests that use Daniell kernel with b =0 .02 deliver higher power when used along
with BG scaling factor rather than J scaling factor [see, Figures x.6,x . 7a n dx.8]. Consequently,
the BG scaling factor is recommended to be implemented in practice when errors are stationary.
It may be of concern that when a test that has been recommended for a particular case of errors,
say stationary errors, is implemented, the asymptotic power curve attained may be far from the
optimal power envelope if, in fact, errors are local to a unit root. This is relevant empirically as well,
since in a sample of size 100, α = 10, 20 correspond to AR(1) processes with AR(1) coeﬃcients of
0.9 and 0.8 respectively. Conversely, when a particular recommendation for the pure unit root case
is implemented, it may turn out that the errors are in fact stationary. To illustrate, consider model
(2) as an example. Suppose SupWBG is implemented with the Daniell kernel and b =0 .02, which is
the test recommended for stationary errors. Suppose that errors are in fact local to a unit root with
α =1 0 . Figure 2.7 illustrates that the power curve for SupWBG−Daniell−b =0 .02 is below the
optimal power envelope, and higher power can be attained by using SupWJ−Daniell with b =0 .04
or b =0 .06. This observation remains valid for α = 20 as well [see, Figure 2.8]. Conversely, now
suppose SupWJ −Daniell with b =0 .06 is implemented, which is the recommendation for the pure
unit root case, and it turns out that errors are in fact stationary. Figure 2.9 demonstrates that
asymptotic power curve attained in this case is below the optimal power envelope for stationary
errors, and using SupWJ −Daniell with b =0 .04 or b =0 .02 would have obtained relatively higher
power. However, suppose instead that SupWJ − Daniell with b =0 .04 is implemented regardless
of whether errors are stationary or have a (near) unit root. This choice delivers asymptotic power
15close to the optimal envelope when errors are stationary [see, Figure 2.9] or have a (near) unit root
[see, Figures 2.6, 2.7 and 2.8]. Consequently, if the slight loss in asymptotic power in stationary
and (near) unit root cases is a small enough price to pay for insuring against possible larger power
loss, and also for convenience, then it can be recommended that SupWJ − Daniell with b =0 .04
be used in practice at all times.
A similar approach has been taken to make alternative recommendations for other models as
well. The results are summarized in Table 2.
5. Finite Sample Analysis
In this section, ﬁnite sample size and power performance of the recommended tests are analyzed by
using Monte Carlo simulation methods. The data generating process for each model is generically
given by,
yt = f1 (t)
0 β1 + f2 (t,λ)
0 β2 + ut,
with ARMA(1,1) errors,
ut = ρut−1 + et + ξet−1,
where {et} is i.i.d. N(0,1),u 0 =0a n de0 =0 . For each test, null hypothesis rejection probabilities
are calculated for various values of ρ and ξ by using the appropriate 5% asymptotic critical values
from Tables 1.1-1.4. Empirical rejection probabilities are reported for sample sizes equal to 50 and
100 for both size and power simulations. 10,000 replications were performed in each case. All
computations were carried out using λ0 =0 .5a n d1 0 %t r i m m i n g( i . e . ,λ∗ =0 .1).
For model (x),x=1 ,2,3,4, Table 3.x presents empirical null hypothesis rejection probabilities
for tests that were recommended based on their asymptotic power performance. It is evident that
the recommended tests have empirical rejection probabilities that are either close to 5%, or lower,
except when a large negative MA component is present in the errors together with a large positive
AR component. This is because, J∗ and BG∗ are oversized in ﬁnite samples when testing the unit
root null hypothesis in the presence of both large negative MA and large positive AR terms. When
J∗ and BG∗ are oversized, MeanW and SupW tests are not scaled down adequately to eliminate
overrejection completely. Overall, ﬁnite sample size simulation results indicate that the scaling
factor approach works well in practice for tests of structural break, leading to conservative tests for
a wide range of values of ARMA(1,1) parameters.
In Figures x.10−x.19, x =1 ,2,3,4.1,4.2, ﬁnite sample power simulation results are presented
16for models (1),(2),(3),(4-Case 1) and (4-Case 2) respectively. Figures x.10−x.14 plot power for
T =5 0 , and Figures x.15 − x.19 plot power for T = 100. The power is not size-adjusted, because
the test statistics are size robust by design. This also allows more meaningful comparisons of
actual power obtained when tests are implemented in practice.
When errors are stationary, the smallest bandwidth, b =0 .02, was found to deliver asymptot-
ically power-optimal tests (within the class of tests considered here). However, this observation
generally fails to hold in ﬁnite samples, because, unlike asymptotically when errors are stationary,
the scaling factors matter in ﬁnite samples even with i.i.d. errors, leading to undersized tests with
low power. For instance, Figures 1.10 − 1.19 illustrate that MeanWBG-Daniell-b =0 .02, which
is asymptotically power optimal for Model 1 under stationary errors, has low ﬁnite sample power
even when errors are i.i.d.. MeanWBG-Daniell-b =0 .02 is clearly dominated by both of the
alternative recommendations, MeanWJ-Daniell-b =0 .06 and SupWJ-Daniell-b =0 .04, except
for T = 100 and i.i.d. errors, when it dominates only SupWJ-Daniell-b =0 .04 but is still domi-
nated by MeanWJ-Daniell-b =0 .06. Similarly, for model (2), Figures 2.10 − 2.19 illustrate that
SupWBG-Daniell-b =0 .02, which is asymptotically power optimal when errors are stationary, is
clearly dominated by the alternative recommendations, SupWJ-Daniell-b =0 .04 and b =0 .06, for
both T =5 0a n dT = 100, and for all ARMA(1,1) speciﬁcations. Similar comparisons of ﬁnite
sample power using diﬀerent tests can also be made for models (3), (4-Case 1), and (4-Case 2) by
using Figures x.10 − x.19 for x =3 ,4.1,4.2. The ﬁgures are self-explanatory, however, and these
cases are not discussed here due to limited space.
6. Conclusion
This paper proposed powerful and serial correlation robust test statistics that can be used to test for
the presence of structural change in the trend function of a univariate time series. Four econometric
models are analyzed, each model corresponding to a diﬀerent way in which a trend break might
occur. Given a model, the proposed tests are designed to detect a single break at an unknown
date. The supremum statistic of Andrews (1993), and the mean statistic of Andrews and Ploberger
(1994) are applied to a Wald-type statistic to obtain MeanW and SupW statistics. MeanW and
SupW statistics are then made robust to the presence of highly persistent serial correlation and
a unit root in the errors by using a more comprehensive version of the scaling factor approach
of Vogelsang (1998b). When implementing the scaling factor approach, two unit root statistics,
Park and Choi’s (1988) and Park’s (1990) J-statistic and Breitung’s (2002) BG-statistic, are used
to smooth discontinuities in the asymptotic distributions of test statistics as the errors go from
stationary to a unit root. As a result, the test statistics can be implemented without a priori
knowledge of the form of serial correlation in the data.
17The tests utilize the popular nonparametric kernel variance estimators. The ﬁxed-bandwidth
asymptotic framework proposed by Kiefer and Vogelsang (2003) is used to approximate the eﬀects
of the variance estimators on the test statistics. The tests are size-controlled, and therefore, the
ﬁxed-bandwidth framework can be eﬀectively utilized to choose kernels and bandwidths that deliver
tests with maximal asymptotic power within a speciﬁc class of tests considered in this paper. Based
on local asymptotic power performance of tests, concrete and speciﬁc recommendations are made
for the test statistic, scaling factor, bandwidth, and kernel to be used in practice for each of the
four models.
For all four models, the SupW statistic is found to deliver higher asymptotic power than the
MeanW statistic when the errors have a pure unit root. When the errors are stationary, however,
MeanW is found to deliver higher asymptotic power than SupW when testing for a shift in the
mean of a nontrending time-series (model (1)), and when testing for a shift in the slope of a trending
time series (models (3),(4-Case 2)). When errors are unit root local, the tests that use Daniell
kernel with bandwidth parameter equal to 0.02 times the sample size deliver higher asymptotic
power when used along with the BG s c a l i n gf a c t o rr a t h e rt h a nJ scaling factor. Consequently,
when the errors are stationary, the BG scaling factor is recommended to be used in all cases, along
with the Daniell kernel and bandwidth parameter equal to 0.02 times the sample size. When the
errors have a unit root, the Daniell kernel variance estimator, when implemented with speciﬁc
bandwidth choices, is again found to deliver asymptotically power optimal tests (within the class
of tests considered here). Therefore, Daniell kernel is recommended to be always used in practice
when implementing tests discussed here.
One ﬁnding is that when a test that has been recommended for a particular case of errors,
say stationary errors, is implemented, the asymptotic power curve attained may be far from the
optimal power envelope if, in fact, errors are local to a unit root. Conversely, power loss can also
occur when a particular recommendation for the pure unit root case is implemented and it turns
out that the errors are in fact stationary. This issue is addressed by showing that, for each model,
tests that use a bandwidth parameter equal to, or near, the average of the bandwidth parameters
recommended for stationary and pure unit root cases have asymptotic power close to the optimal
envelope whether errors are stationary or have a (near) unit root. In other words, if the slight
loss in asymptotic power in stationary and (near) unit root cases is a small enough price to pay for
insuring against possible larger power loss, and also for convenience, then it is recommended that,
in practice, tests be implemented by using a bandwidth parameter equal to, or near, the average
of the bandwidth parameters recommended for stationary and pure unit root cases.
Finally, the recommendations that were based on local asymptotic power performance of tests,
are examined in terms of ﬁnite sample size and power performance. The scaling factor approach is
18shown to work well in practice with sample sizes equal to 50 and 100, leading to conservative tests
for a wide range of values of ARMA(1,1) parameters. The recommended tests are also shown to
have good ﬁnite sample power properties.
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Lemma A.1.1 Suppose that the true break date T0
b is known. Then, as T →∞ , if {ut} is I (0),
















and, if {ut} is I (1),

















where P(·) is deﬁned in Deﬁnition 2. ¥
Lemma A.1.2. Suppose that the true break date T0
b is unknown. Then, under the alternative
hypothesis, as T →∞ , if {ut} is I (0),
T1/2τ−1




and, if {ut} is I (1),
T−1/2τ−1





















Lemma A.1.3. Suppose that the true break date T0
b is unknown. Then, under the alternative
hypothesis, as T →∞ , if {ut} is I (0),



























and, if {ut} is I (1),





























P r o o fo fL e m m aA . 1 . 1 : The residuals are,
b ut = e yt −e f2
¡
t,λ0¢0 b β2 = ut −e f2
¡
t,λ0¢0 ³
b β2 − β2
´
.












b β2 − β2
´
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Then, if {ut} is I (0),










b β2 − β2
´i
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and, if {ut} is I (1),










b β2 − β2
´i
.
The results in the lemma are then obtained by using Assumption 2, (5), (6), (19), (20), and the



















































































































Vα (s) ds. (27)
¥
P r o o fo fL e m m aA . 1 . 2 : By the well-known Frisch and Waugh (1933) Theorem, the OLS












































and {e yt} are the residuals from the OLS regressions of {f2 (t,·)} and {yt} on {f1 (t)}
respectively. Under the alternative hypothesis, if {ut} is I (0),
T1/2τ−1
























and, if {ut} is I (1),
T−1/2τ−1
























By using (22) − (27) and the CMT, if {ut} is I (0),
T1/2τ−1
2T b β2 ⇒ σP(λ)+
·Z 1
0









24and, if {ut} is I (1),
T−1/2τ−1
2T b β2 ⇒ d(1)P(λ)+
·Z 1
0









where P(·)i sd e ﬁn e di nD e ﬁnition 2. ¥
P r o o fo fL e m m aA . 1 . 3 : When Tb ∈ Λ∗ is used as the break date, the residuals are,
b ut = e yt −e f2 (t,λ)
0 b β2 = e f2
¡
t,λ0¢0 β2 + ut −e f2 (t,λ)
0 b β2.
















Then, under the alternative hypothesis, if {ut} is I (0),



































and, if {ut} is I (1),









































































Using (30) along with CMT and the limits in (22) − (27),





























































where δ is deﬁn e di nD e ﬁnition 3.
The limiting distribution of T−3/2b S[rT] when {ut} is I (1) is obtained similarly. ¥
P r o o fo fL e m m a2 : The proof of the ﬁr s tp a r to ft h el e m m a[ i . e . ,w h e n{ut} is I (0)] can be
obtained by trivial modiﬁcations to the proof of the second part of the lemma [i.e., when {ut} is
I (1)]. The proof of the second part of the lemma is given below.
First, the asymptotic distribution of BG(Tb,T0
b) will be obtained: Suppose that Tb ∈ Λ∗ is
used as the break date. The residuals are,
b ut = e yt −e f2 (t,λ)
0 b β2 = e f2
¡
t,λ0¢0 β2 + ut −e f2 (t,λ)
0 b β2.
Under the alternative, HA,i f{ut} is I (1),
b ut = e f2
¡
t,λ0¢0 T1/2τ2TD + ut −e f2 (t,λ)
0 b β2. (32)
Rewriting (32),
T−1/2b ut = e f2
¡
t,λ0¢0 τ2TD + T−1/2ut −e f2 (t,λ)
0 τ2TT−1/2τ−1
2T b β2. (33)
Using (6),(22), and Lemma A.1.2, it follows by CMT that, as T →∞ ,
T−1/2b ut ⇒ e F2
¡









Vα (r) − e F2 (r,λ)
0 P(λ)
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The asymptotic distribution of J (Tb,T0
b) is now obtained: The asymptotic distribution of RSSR
has already been established in (35) above. To establish the asymptotic distribution of RSSU,
Frisch and Waugh (1933) Theorem will be used.
Let g(t)=
£




and {← → y t} to be the residuals from the OLS
regressions of {f2 (t,λ)} and {yt} on {g(t)} respectively. Let ← → τ 1T be the appropriate normalization
matrix such that
← → τ 1Tg(t)=g(t/T)+o(1) −→ G(r)=
£















← → τ 1Tg(t)g(t)
0 ← → τ 1Tdr
#−1
← → τ 1Tg(t)













F 2 (r,λ). (37)
27Let
← →










































































































































The residuals from the OLS estimation of (14) are,













Under the alternative, HA,i f{ut} is I (1),





















28Using (6),(37) and (38), it follows by CMT that, as T →∞ ,















































































































































P r o o fo fT h e o r e m2 : T h er e s u l ti np a r t( a) follows directly by CMT from Theorem 1 of Bunzel
and Vogelsang (2003) and Lemma A.1.3 above. To show part (b), note that, under the local













e f2 (t,λ)e f2 (t,λ)
0
#³
b β2 − 0q×1
´,
b σ2.














































Using Lemma A.1.2, part (a) of Theorem 2, (23), it follows by CMT from (42) and (43) that, if































































































Finally, part (c) of Theorem 2 follows directly by CMT from parts (a)a n d( b).
¥
30B. List of Kernels and Their Second Derivatives
The kernels used in the paper are:
Bartlett k(x)=
(






1 − 6x2 +6|x|
3 , if |x| ≤ 1
2
2(1− |x|)
3 , if 1
2 < |x| ≤ 1
0, otherwise


















, if |x| ≤ 1
0, otherwise
The second derivatives of the kernels used in the paper are:
Parzen (a) k00 (x)=
(
−12 + 36|x|, if |x| ≤ 1
2
12(1 − |x|), if 1





























3, if x =0
¡
2/πx3¢
[sin(πx) − πxcos(πx)] − (π/x)sin(πx), otherwise
Bohman k00 (x)=π sin(πx) − π2 (1 − x)cos(πx)
31C. Tables
TABLE 1.1. Asymptotic Right-Tail Critical ValuesH:
Model (1) : yt = µ + ϕDUt + ut with H0 : ϕ =0
10% Trimming (λ∗ =0 .10); Kernel: Daniell
% MeanWJ MeanWBG SupWJ
Point b =0 .06 b =0 .02 b =0 .04 b =0 .10
90% 2.208 1.810 9.920 15.52
(1.601) (794.5) (1.882) (0.869)
95% 2.884 2.376 12.33 20.33
(1.881) (886.2) (2.328) (1.147)
96% 3.111 2.562 13.25 21.89
(1.997) (914.5) (2.487) (1.219)
97% 3.398 2.794 14.27 23.52
(2.092) (961.2) (2.654) (1.361)
98% 3.793 3.203 15.81 27.08
(2.244) (1023.)( 2 .916) (1.476)
99% 4.668 3.708 18.21 32.81
(2.403) (1152.)( 3 .465) (1.900)
H At each signiﬁcance level, the appropriate scaling constants, cUR,
are reported in parentheses under the corresponding critical values.
TABLE 1.2. Asymptotic Right-Tail Critical ValuesH:
Model (2) : yt = µ + θt + ϕDUt + ut with H0 : ϕ =0
10% Trimming (λ∗ =0 .10); Kernel: Daniell
% SupWJ SupWBG
Point b =0 .04 b =0 .06 b =0 .02
90% 13.07 15.58 10.77
(1.806) (1.049) (978.3)
95% 15.69 19.50 12.74
(2.118) (1.172) (1112.)
96% 16.48 20.72 13.44
(2.255) (1.252) (1153.)
97% 17.63 22.28 14.23
(2.431) (1.329) (1211.)
98% 19.72 24.69 15.76
(2.500) (1.486) (1263.)
99% 23.49 29.65 18.46
(2.744) (1.566) (1381.)
H At each signiﬁcance level, the appropriate scal-
ing constants, cUR, are reported in parantheses
under the corresponding critical values.
32TABLE 1.3. Asymptotic Right-Tail Critical ValuesH:
Model (3) : yt = µ + θt+ γDTt + ut, with H0 : γ =0
10% Trimming (λ∗ =0 .10); Kernel: Daniell
% MeanWBG SupWBG
Point b =0 .02 b =0 .10 b =0 .06
90% 2.042 11.88 8.277
(1838.)( 9 0 9 .6) (1170.)
95% 2.837 17.05 11.09
(2129.) (1095.) (1411.)
96% 3.100 18.93 12.05
(2201.) (1173.) (1485.)
97% 3.441 21.31 13.26
(2294.) (1248.) (1587.)
98% 3.903 25.23 15.09
(2448.) (1372.) (1726.)
99% 4.760 32.21 18.36
(2691.) (1605.) (1933.)
H At each signiﬁcance level, the appropriate scal-
ing constants, cUR, are reported in parantheses
under the corresponding critical values.
TABLE 1.4. Asymptotic Right-Tail Critical ValuesH:
Model (4) : yt = µ + θt+ ϕDUt + γDTt + ut with H0 : ϕ = γ =0
10% Trimming (λ∗ =0 .10); Kernel: Daniell
% MeanWBG SupWJ SupWBG
Point b =0 .02 b =0 .18 b =0 .36 b =0 .02 b =0 .04
90% 3.267 14.74 4965. 14.24 17.81
(2114.) (672.7) (−0.4468) (1847.) (1285.)
95% 4.092 19.92 8643. 16.68 21.47
(2448.) (881.3) (−0.3632) (2200.) (1548.)
96% 4.356 22.13 10253. 17.50 22.71
(2575.) (928.8) (−0.3172) (2334.) (1599.)
97% 4.728 24.77 12862. 18.65 24.19
(2700.) (1003.)( −0.2346) (2447.) (1716.)
98% 5.301 29.05 16110. 20.17 26.39
(2792.) (1089.)( −0.0758) (2662.) (1868.)
99% 6.263 37.43 24865. 22.70 29.71
(3141.) (1294.)( 0 .1663) (2972.) (2165.)
H At each signiﬁcance level, the appropriate scaling constants, cUR, are
reported in parantheses under the corresponding critical values.
33TABLE 2. Summary of Recommendations Based on Local Asymptotic Power:
Recommended Kernel for All Models and Cases: Daniell
10% Trimming (λ∗ =0 .10); λ0 =0 .5
I (0) Errors I (1) Errors Other Choice(s)H
(|α| < 1) (α =0 ) (for all |α| ≤ 1)
Model (1) : MeanWBG− SupWJ− SupWJ − b =0 .04
yt = µ + ϕDUt + ut b =0 .02 b =0 .10 or
HA : ϕ = w(T)D1 MeanWJ − b =0 .06
Model (2) : SupWBG− SupWJ− SupWJ−
yt = µ + θt+ ϕDUt + ut b =0 .02 b =0 .06 b =0 .04
HA : ϕ = w(T)D1
Model (3) : MeanWBG− SupWBG− SupWBG−
yt = µ + θt+ γDTt + ut b =0 .02 b =0 .10 b =0 .06
HA : γ = w(T)T−1D2
Model (4), Case 1: SupWBG− SupWBG− SupWBG − b =0 .02
yt = µ + θt+ ϕDUt + γDTt + ut b =0 .02 b =0 .04 or
HA : ϕ = w(T)D1,γ=0 SupWBG − b =0 .04
Model (4), Case 2: MeanWBG− SupWJ− MeanWBG−
yt = µ + θt+ ϕDUt + γDTt + ut b =0 .02 b =0 .36 b =0 .18
HA : ϕ =0 ,γ= w(T)T−1D2
H The recommendations given in this column deliver generally high asymptotic power whether errors
are stationary or have a (near) unit root.
34TABLE 3.1. Empirical Null Hypothesis Rejection Probabilities for Model (1)
H
10% Trimming (λ∗ =0 .10); Kernel: Daniell
5% Nominal Level
T =5 0 T = 100
MeanWBG MeanWJ SupWJ MeanWBG MeanWJ SupWJ
ξρ b=0.02 b=0.06 b=0.04 b=0.10 b=0.02 b=0.06 b=0.04 b=0.10
−.8 .0 .000 .001 .000 .018 .000 .006 .003 .050
.3 .000 .001 .000 .014 .000 .006 .002 .036
.5 .000 .002 .000 .012 .000 .007 .002 .031
.7 .000 .008 .003 .018 .001 .017 .007 .032
.9 .037 .112 .066 .077 .113 .143 .125 .083
.95 .074 .196 .134 .129 .215 .277 .265 .157
1.00 .146 .401 .292 .253 .330 .595 .565 .399
−.4 .0 .000 .019 .004 .037 .004 .041 .027 .053
.3 .001 .025 .007 .033 .011 .039 .024 .042
.5 .009 .039 .019 .034 .026 .043 .029 .038
.7 .034 .068 .052 .043 .057 .059 .049 .038
.9 .070 .133 .115 .093 .085 .106 .104 .064
.95 .076 .154 .132 .119 .088 .122 .117 .085
1.00 .060 .154 .130 .138 .067 .114 .106 .111
.0 .0 .004 .030 .012 .033 .017 .040 .025 .040
.3 .013 .030 .016 .027 .021 .037 .021 .033
.5 .022 .032 .023 .026 .027 .035 .023 .029
.7 .030 .038 .036 .030 .037 .039 .032 .028
.9 .037 .040 .038 .040 .044 .044 .046 .038
.95 .038 .038 .037 .045 .044 .046 .044 .044
1.00 .027 .030 .030 .044 .029 .032 .033 .045
.4 .0 .011 .023 .010 .025 .013 .036 .019 .034
.3 .017 .022 .013 .022 .016 .030 .017 .028
.5 .019 .022 .017 .020 .020 .028 .018 .025
.7 .023 .023 .024 .020 .030 .030 .022 .023
.9 .027 .019 .020 .025 .035 .033 .033 .031
.95 .028 .018 .020 .025 .034 .032 .032 .034
1.00 .022 .015 .017 .025 .025 .022 .023 .035
.8 .0 .013 .021 .008 .022 .011 .032 .016 .032
.3 .017 .019 .011 .020 .014 .029 .015 .027
.5 .018 .018 .015 .018 .018 .026 .015 .024
.7 .022 .020 .020 .018 .028 .028 .021 .022
.9 .024 .016 .017 .021 .032 .030 .031 .029
.95 .025 .015 .017 .022 .033 .029 .030 .032
1.00 .019 .012 .014 .022 .024 .020 .021 .033
HDGP: yt = µ + ϕDUt + ut, ut = ρut−1 + et + ξet−1 with H0 : ϕ =0 , where {et} are i.i.d.
N(0,1),u 0 =0 ,e 0 =0 ;Rejection probabilities were computed by using asymptotic 5% critical values
(from Table 1.1); 10,000 replications were performed for each ARMA(1,1) speciﬁcation.
35TABLE 3.2. Empirical Null Hypothesis Rejection Probabilities for Model (2)
H
10% Trimming (λ∗ =0 .10); Kernel: Daniell
5% Nominal Level
T =5 0 T = 100
SupWJ SupWBG SupWJ SupWBG
ξρ b=0.04 b=0.06 b=0.02 b=0.04 b=0.06 b=0.02
−.8 .0 .000 .002 .000 .005 .027 .000
.3 .000 .002 .000 .002 .013 .000
.5 .001 .002 .000 .002 .009 .000
.7 .002 .008 .000 .007 .013 .000
.9 .037 .049 .004 .105 .092 .056
.95 .059 .073 .008 .214 .175 .127
1.00 .077 .096 .012 .333 .279 .178
−.4 .0 .004 .017 .000 .028 .040 .001
.3 .007 .018 .000 .021 .029 .004
.5 .017 .026 .002 .025 .029 .011
.7 .044 .049 .012 .049 .040 .039
.9 .086 .102 .030 .114 .098 .083
.95 .089 .109 .030 .110 .111 .081
1.00 .087 .105 .028 .095 .110 .066
.0 .0 .009 .021 .001 .022 .028 .007
.3 .015 .022 .004 .019 .024 .009
.5 .024 .025 .011 .021 .023 .016
.7 .035 .037 .020 .033 .028 .029
.9 .029 .040 .022 .047 .053 .042
.95 .026 .039 .020 .041 .051 .039
1.00 .021 .033 .017 .031 .046 .028
.4 .0 .009 .017 .003 .016 .022 .005
.3 .012 .017 .009 .014 .020 .006
.5 .018 .019 .014 .015 .019 .012
.7 .021 .025 .019 .026 .023 .023
.9 .017 .024 .017 .035 .040 .032
.95 .014 .022 .016 .028 .039 .031
1.00 .010 .018 .013 .022 .033 .021
.8 .0 .007 .014 .005 .014 .021 .003
.3 .011 .015 .010 .013 .018 .006
.5 .016 .016 .014 .014 .018 .011
.7 .018 .021 .019 .024 .023 .021
.9 .014 .021 .016 .032 .039 .030
.95 .011 .019 .014 .026 .037 .028
1.00 .009 .015 .012 .021 .031 .020
H DGP: yt = µ + θt + ϕDUt + ut, ut = ρut−1 + et + ξet−1 with
H0 : ϕ =0 , where {et} are i.i.d. N(0,1),u 0 =0 ,e 0 =0 ;Rejection prob-
abilities were computed by using asymptotic 5% critical values (from Table
1.2); 10,000 replications were performed for each ARMA(1,1) speciﬁcation.
36TABLE 3.3. Empirical Null Hypothesis Rejection Probabilities for Model (3)
H
10% Trimming (λ∗ =0 .10); Kernel: Daniell
5% Nominal Level
T =5 0 T = 100
MeanWBG SupWBG MeanWBG SupWBG
ξρ b=0.02 b=0.06 b=0.10 b=0.02 b=0.06 b=0.10
−.8 .0 .000 .005 .028 .000 .031 .076
.3 .000 .002 .014 .000 .015 .045
.5 .000 .002 .010 .000 .010 .032
.7 .000 .003 .011 .001 .009 .025
.9 .008 .019 .034 .050 .044 .045
.95 .020 .035 .046 .115 .094 .084
1.00 .036 .053 .068 .221 .193 .165
−.4 .0 .000 .008 .025 .003 .027 .038
.3 .000 .006 .017 .006 .019 .028
.5 .002 .006 .016 .012 .015 .022
.7 .009 .011 .017 .021 .013 .019
.9 .034 .035 .038 .040 .024 .022
.95 .052 .058 .057 .060 .046 .044
1.00 .075 .083 .082 .101 .095 .087
.0 .0 .001 .005 .016 .009 .017 .025
.3 .002 .004 .011 .008 .010 .018
.5 .005 .003 .010 .008 .006 .014
.7 .008 .004 .008 .009 .005 .010
.9 .017 .018 .020 .014 .009 .012
.95 .025 .027 .030 .025 .020 .021
1.00 .038 .044 .047 .050 .053 .053
.4 .0 .002 .003 .010 .005 .009 .018
.3 .003 .002 .007 .005 .005 .013
.5 .003 .001 .005 .005 .003 .010
.7 .005 .002 .005 .006 .003 .007
.9 .011 .011 .014 .009 .007 .009
.95 .017 .019 .022 .018 .016 .018
1.00 .024 .030 .035 .038 .042 .045
.8 .0 .001 .002 .008 .004 .007 .016
.3 .002 .001 .005 .004 .004 .012
.5 .002 .001 .004 .004 .003 .009
.7 .004 .002 .004 .004 .003 .007
.9 .009 .009 .012 .008 .006 .008
.95 .015 .016 .020 .017 .015 .017
1.00 .021 .026 .032 .036 .040 .043
H DGP: yt = µ+θt+γDTt+ut,u t = ρut−1+et+ξet−1 with H0 : γ =0 ,
where {et} are i.i.d. N(0,1),u 0 =0 ,e 0 =0 ;Rejection probabilities were
computed by using asymptotic 5% critical values (from Table 1.3); 10,000
replications were performed for each ARMA(1,1) speciﬁcation.
37TABLE 3.4. Empirical Null Hypothesis Rejection Probabilities for Model (4)
H
10% Trimming (λ∗ =0 .10); Kernel: Daniell
5% Nominal Level
T =5 0 T =1 0 0
MeanWBG SupWJ SupWBG MeanWBG SupWJ SupWBG
ξρ b=0.02 0.18 b=0.36 b=0.02 0.04 b=0.02 0.18 b=0.36 b=0.02 0.04
−.8 .0 .000 .016 .006 .000 .001 .000 .026 .014 .000 .021
.3 .000 .012 .007 .000 .000 .000 .024 .017 .000 .007
.5 .000 .013 .008 .000 .000 .000 .026 .016 .000 .004
.7 .000 .019 .011 .000 .001 .000 .027 .014 .000 .003
.9 .004 .041 .016 .000 .006 .049 .050 .024 .021 .034
.95 .013 .054 .020 .002 .011 .133 .077 .030 .070 .083
1.00 .023 .072 .024 .005 .017 .252 .135 .040 .161 .179
−.4 .0 .000 .025 .011 .000 .001 .002 .038 .018 .001 .016
.3 .000 .024 .010 .000 .001 .003 .036 .018 .001 .009
.5 .001 .022 .011 .000 .002 .007 .034 .019 .003 .007
.7 .005 .025 .015 .002 .006 .020 .030 .017 .010 .011
.9 .033 .041 .025 .019 .031 .049 .030 .024 .044 .032
.95 .049 .055 .030 .033 .050 .071 .044 .029 .064 .055
1.00 .068 .073 .038 .047 .068 .111 .077 .043 .101 .100
.0 .0 .000 .023 .011 .000 .001 .005 .035 .019 .001 .007
.3 .001 .019 .011 .000 .001 .006 .030 .019 .002 .004
.5 .003 .015 .014 .001 .002 .007 .023 .017 .003 .003
.7 .006 .015 .016 .003 .004 .009 .019 .019 .007 .004
.9 .016 .024 .027 .015 .016 .016 .017 .025 .017 .013
.95 .025 .033 .038 .023 .027 .026 .027 .032 .025 .022
1.00 .032 .043 .047 .030 .036 .047 .049 .051 .049 .050
.4 .0 .001 .017 .012 .000 .001 .003 .029 .019 .001 .003
.3 .001 .013 .013 .001 .001 .003 .023 .019 .001 .002
.5 .002 .011 .015 .001 .001 .004 .020 .016 .002 .002
.7 .004 .011 .017 .003 .002 .006 .014 .020 .004 .002
.9 .010 .017 .031 .009 .010 .011 .015 .025 .011 .008
.95 .015 .027 .047 .016 .019 .019 .023 .035 .018 .017
1.00 .018 .032 .063 .020 .025 .033 .043 .055 .036 .036
.8 .0 .001 .015 .013 .000 .000 .003 .026 .018 .001 .002
.3 .001 .012 .015 .001 .000 .003 .022 .018 .001 .002
.5 .001 .010 .015 .001 .001 .004 .018 .019 .002 .002
.7 .003 .010 .019 .002 .001 .005 .014 .020 .004 .002
.9 .008 .015 .036 .008 .008 .009 .014 .025 .010 .007
.95 .013 .025 .053 .014 .015 .016 .022 .035 .016 .015
1.00 .016 .030 .070 .018 .021 .031 .041 .054 .033 .035
H DGP: yt = µ+θt+ϕDUt +γDTt +ut, ut = ρut−1 +et +ξet−1 with H0 : ϕ = γ =0 , where
{et} are i.i.d. N(0,1),u 0 =0 ,e 0 =0 ;Rejection probabilities were computed by using asymptotic 5%
critical values (from Table 1.4); 10,000 replications were performed for each ARMA(1,1) speciﬁcation.
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