Retinal blood vessels are considered to be the reliable diagnostic biomarkers of ophthalmologic and diabetic retinopathy. Monitoring and diagnosis totally depends on expert analysis of both thin and thick retinal vessels which has recently been carried out by various artificial intelligent techniques. Existing deep learning methods attempt to segment retinal vessels using a unified loss function optimized for both thin and thick vessels with equal importance. Due to variable thickness, biased distribution, and difference in spatial features of thin and thick vessels, unified loss function are more influential towards identification of thick vessels resulting in weak segmentation. To address this problem, a conditional patch-based generative adversarial network is proposed which utilizes a generator network and a patch-based discriminator network conditioned on the sample data with an additional loss function to learn both thin and thick vessels. Experiments are conducted on publicly available STARE and DRIVE datasets which show that the proposed model outperforms the state-of-the-art methods.
Introduction
Deep learning has influenced image analysis in various important application areas including remote-sensing, autonomous vehicles, and specially medical [15, 1] . Usually, diagnostic analysis and treatment which covers medical disorders, diabetic retinopathy, and glaucoma have been carried on retinal vessels of opthalmologic fundus images [18] . Morphological attributes and retinal vascular structures including vascular tree patterns, vessels thickness, color, density, crookedness, and relative angles are the key features used in the diagnostic process by ophthalmologists [7] . Thickness and visibility of retinal vessels are the core attributes for diabetic retinopathy analysis [2] . However, conventional and manual approaches for vascular analysis are time-consuming and prone to human error. Therefore, computer-assisted detection of retinal vessels is inevitable to segment out the retinal vessels from fundus images and mainly categorized into three approaches: unsupervised learning, supervised learning, and deep learning.
Unsupervised learning approaches extracts vessel pattern without class labels, mainly thorough filter-based approach. Image filters, such as Gaussian blur, are utilized to enhance vascular features. Zhang et al. combined the matched filter and first-order derivative of Gaussian filter to extract retinal vessel features [24] . Similarly, Fraz et al. applied the same approach in four directions along with multi-directional morphological top-hat operator to detect retinal vessels [6] . Yin et al. worked on orientation invariant approach and used Fourier transform to extract energy maps, consequently detecting retinal vessels using an orientation-aware detector [22] . A similar approach of using Wavelet transform to map images into a 3D lifted-domain was proposed in [25] . They utilized the Gaussian filter to detect retinal vessels.
Supervised approaches intend to assign a class label to each pixel of the image. These approaches can be based on either traditional machine learning or deep learning. The former utilizes classifiers that learn decision boundaries on handcrafted features e.g. Support Vector Machine (SVM) and K-nearest neighbor classifier (KNN).
However, more recently, Convolutional Neural Networks (CNNs) got popularity for segmentation problems since they learn the features directly from the input data. In the case of retinal vessel segmentation, CNNs surpass traditional handcrafted approaches [14] . However, the problem of blurred output images and false positives around indistinct tiny vessel branches is persistent in these methods. The main reason behind this limitation is use of a unified loss function in a pixel-wise manner to segment both thin and thick vessels. This led to blurred thin vessels resulting in non acceptable segmentation maps during binarization of generated probability maps. To address these issues a novel approach for retinal vessel segmentation using Generative Adversarial Networks (GAN) has been proposed in this research. Basically, a patch-based discriminator is utilized to learn inconsistencies and sharp edges of high-resolution blood vessels. Additionally, a loss term is integrated within the main objective function to learn low-frequency edges. We show that the proposed method is able to effectively segment out thick and thin vascular pixels form non-vascular pixels on two benchmark datasets namely DRIVE [16] and STARE [10] . Our results show a significant boost in the performance as compare to the state-of-the-art methods.
Methodology
Adversarial learning approach combines generator and discriminator networks in such a way that conditional input provides a head start to the overall learning process. Generator network G expects noise and conditional input sample and learn to generate the synthetic retinal map. Discriminator network D takes two sets of input: conditional input and a generated synthetic map (fake sample) and conditional input and actual segmentation map (/real sample/ground truth). Segmentation maps generated from generator network are divided into rectangular patches and discriminator tries to discriminate each patch. This patch based discriminator is deployed to discriminate between actual or synthetically generated segmentation maps as shown in Fig. 1 .
Objective Function
In adversarial learning, generator network G tries to map input conditional sample x w×h and noise vector to its corresponding segmentation map y w×h in encoder/decoder arrangement such that the difference between y w×h and synthetic vessel map G(x, z) is reduced (w:width and h:height of image). Discriminator network takes two pairs {x, y} and {x, G(x, z)} as input and predicts the score between 0 or 1 as {0, 1} n where n is a hyperparameter of the model and represents the total number of patches fed to the discriminator D. n could be selected between 0 and the total number of pixels of image. The objective function of the proposed model can be formulated as:
where E x,z and E x,y are loss functions for generator G and discriminator D respectively. To handle the problem of blurred outputs caused by L 2 norm reported in literature, we integrated L 1 norm in the main objective function to capture low and high-frequency components of the fundus retinal images. L 1 norm can be formulated as:
where λ is a hyperparameter. The noise vector z is selected from a normal distribution to ensure that the generator learns a random sample at each training step. This also prevents the local minima problems.
Patch-based Discrimination
To detect high-frequency components and thin vessels, patch-based discriminator network is proposed which penalize each patch and discriminate real or generated synthesized segmentation maps. This kind of approach treats each individual rectangular patch as a stand-alone image and results in the probability map on each patch. The final result against an image is obtained by averaging all patch based results. Patch based discriminator processes input as a Markov random field by assuming independence among all patches. The small size of the patch allows fast convergence of network and results in high-resolution segmentation maps.
Model Architecture
To extract low level features, proposed model followed inspiration form UNet [19] and SegNet [4] . The generative network is comprised of encoder and decoder networks. Encoder network extracts the hidden features and reduces the size of the input image whereas the decoder network reconstructs and up-sample at each stage till the last layer. Each input image passes through the entire generator network and skip connections between encoder and decoder network acts as bridge to semantic gap between the feature maps of the encoder and decoder prior to fusion.
Hyperparameter Tuning
The proposed model is trained in a manner such that a the generator network is trained and generates random output regardless of input sample and tries to learn the patterns of input as per given ground truths. Meanwhile, the discriminator network tries to discriminate the generated outputs of generator network and the ground truths. Further, discriminator learns to utilize the conditional samples (x) to learn the pattern of blood vessels in fundoscopic images. Stochastic gradient decent with Adam optimizer is used to train the generator network. All the hyperparameters used in training of the proposed model are selected empirically, which include trade-off coefficient (λ = 10), learning rate (lr = 0.002), learning rate decaying factor (η = 0.75) and momentum (m = 0.002).
Datasets and Evaluation Metrices
The proposed model is trained and evaluated on two publicly available datasets include DRIVE [16] , STARE [10] . We followed the same evaluation metrics and protocols to conduct a fair evaluation with the reported state-of-the-art methods. Accuracy (Acc), sensitivity (Se) and specificity (Sp) are used as a benchmark for quantitative evaluation and area under the receiving operating curve (AU C) is used for the qualitative evaluation. 
Results and Discussion
Evaluation of the proposed model is conducted on DRIVE and STARE datasets and categorized into unsupervised, supervised and deep learning schemes as summarized in Table 1 . Acc, Se, Sp and AU C values are mentioned against the proposed method and reported in the literature. In unsupervised techniques, the most recent findings were reported in [25] where researchers used left invariant rotating derivative to get enhanced retinal vessels and obtained binary segmentation using thresholding. Their method outperformed the previous unsupervised techniques on DRIVE and STARE datasets [3, 8, 20, 22, 24] . In supervised learning techniques, [5] achieved best results on DRIVE dataset by deploying a combination of convolutional neural network and structured predictions. The second best method [6] in supervised learning used conditional random field model with a fully connected method and achieved comparable performance on DRIVE and STARE datasets as compared to other supervised learning schemes [8, 13, 23] .
For the DRIVE dataset, the proposed model achieves 0.9562, 0.9824, 0.7746 and 0.9753 for Acc, Sp, Se and AU C respectively, where the model achieves better results for Acc, Sp and AU C as compared to the all current state-of-theart unsupervised, supervised and deep learning techniques. However Orlando [17] outperforms all the methods in terms of Se as shown in Table 1 , the only Se norm is not conclusive. In contrast, the performance of the proposed model is much better than all the compared methods.
On the STARE fundoscopic image dataset, the proposed model achieves 0.9647, 0.9862, 0.7940 and 0.9885 for Acc, Sp, Se and AU C respectively. In terms of Sp and AU C, the proposed model outperforms all the compared techniques. However, Yin [22] reported the best performance in terms of Se by achieving 0.0601 more sensitivity but obtains 0.030 lesser specificities. Similarly, Zengqiang [21] achieves better results in terms of Acc by achieving 0.9696 accuracy but lags in other evaluation benchmarks as compared to the proposed method.
Presence of lesions and cotton wools in fundoscopic images mainly affect the local features and the thick vessels. Other challenges are the presence of central reflex vessels and low contrasts. To address four types of challenges (central reflex vessels, cotton wools, low contrast, and lesions) in segmentation of fundoscopic images, the proposed model is able to segment out the retinal vessels in these challenging scenarios. By integrating L 1 norm in the main objective function, the generator network is able to detect low contrast and thin retinal vessels as shown in Fig. 2 . The generator network learns the low contrast vessels whereas the discriminator network forces the model to learn the non-vessel pixels too by predicting a zero score. In this way, the entire model learns the structure and appearance of vessels simultaneously and the model is able to address the central reflex vessel problem. Patch based discriminator network allows the model to capture thin vessels in the presence of lesions and cotton wools. In summary, the proposed generative adversarial network can effectively address the main challenging cases by learning generator and discriminator network alternatively and integrating a custom loss term.
Conclusion
A novel generative adversarial network based deep learning model has been proposed, that can potentially address segmentation of retinal blood vessels in fundoscopic images. Training the generator network to learn small transitions in thin vessels and allowing the patch based discriminator to discriminate vascular and non-vascular pixels. Results on publicly available datasets showed that the proposed model is competitive with current state-of-the-art techniques. Averaging the patch based results over small patches of fundoscopic image and integration of additional loss term into the main objective function leverage and enhances the effectiveness of the proposed model. The model has the potential to probe the different patch sizes so that the influence of patch-based discriminator on segmentation performance can be better analyzed.
