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Abstract
We study the inverse problem of constructing an appropriate Hamiltonian from a physically
reasonable set of orthogonal wave functions for a quantum spin system. Usually, we are given
a local Hamiltonian and our goal is to characterize the relevant wave functions and energies (the
spectrum) of the system. Here, we take the opposite approach; starting from a reasonable collection
of orthogonal wave functions, we try to characterize the associated parent Hamiltonians, to see
how the wave functions and the energy values affect the structure of the parent Hamiltonian.
Specifically, we obtain (quasi) local Hamiltonians by a complete set of (multilayer) product states
and a local mapping of the energy values to the wave functions. On the other hand, a complete
set of tree wave functions (having a tree structure) results to nonlocal Hamiltonians and operators
which flip simultaneously all the spins in a single branch of the tree graph. We observe that even for
a given set of basis states, the energy spectrum can significantly change the nature of interactions
in the Hamiltonian. These effects can be exploited in a quantum engineering problem optimizing
an objective functional of the Hamiltonian.
∗ aramezanpour@gmail.com
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I. INTRODUCTION
The Hamiltonian of an interacting system governs all the physical behaviors of the system;
from the quantum and thermal expectation of the physical observables to the time evolution
of the state of system. In a direct physical problem, the Hamiltonian is given with the aim of
inferring the relevant expectation values either directly by diagonalizing the Hamiltonian or
indirectly, e.g., by a Monte Carlo simulation algorithm. In an inverse problem, we are given
some physical expectations and seek an appropriate Hamiltonian, which reproduces the set
of desirable features. The Hamiltonian can be completely specified by the whole set of its
eigenstates (wave functions) and eigenvalues (the energy spectrum or function). A succinct
representation of the wave and energy functions then could be very helpful in exploring and
optimizing in the exponentially large space of the possible Hamiltonians (e.g., in classification
of quantum phases [1, 2]). An advantage of this approach is that we can directly control the
spectrum (e.g., the energy gap), and we can choose to work with computationally tractable
wave functions.
In this paper, we take a physically reasonable ensemble of orthogonal wave functions
and study the effects of the wave and energy functions on the structure (e.g., locality)
of the parent Hamiltonians. We know that the ground state of a fully-connected (mean-
field) quantum Ising model with uniform (homogeneous) couplings is a product state in
the thermodynamic limit [3–5]. It would then be interesting to characterize the set of
parent Hamiltonians which we can obtain by a complete set of orthogonal product states
or multilayer wave functions of product states [6]. Here, we show that an appropriate
(local) mapping of the energy values to the wave functions leads to (quasi) local parent
Hamiltonians. This provides another example for construction and study of the fully many-
body-localized systems [7–12].
An important class of wave functions are obtained by including two-body interactions in
the wave function. This includes the famous Jastrow wave functions [13] and the matrix
product states [14, 15], which have been successfully employed to describe the quantum
state of many interacting physical systems [16–21]. Tree wave functions, with interaction
graphs that have a tree structure, provide another ensemble of computationally tractable
states, which are very close to the Jastrow wave functions. The parent Hamiltonians that
we obtain by such a complete set of orthogonal wave functions are nonlocal, with global
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operators that act simultaneously on all spins in a single branch of the tree graph.
Here, we shall restrict ourselves to spin systems, but the approach is also applicable to
other quantum systems. One, of course, needs a complete set of orthogonal wave functions
(basis states) for the quantum system of variables. Then, any real energy function of the
states defines a Hamiltonian for the system. The problem is to find out how the basis states
and the energy values affect the structure of the Hamiltonian. It is obviously better to work
with computationally tractable wave functions which allow us to compute easily the physical
properties of the system. That is why we consider the simple product and tree states for
the spin systems.
In this study, we are indeed characterizing the ensemble of the parent Hamiltonians for a
complete set of simple wave functions. Given the basis states, the associated energy values
are considered as free variables which can be adjusted to construct different Hamiltonians.
For given functional form of the basis states and the energy values, the free parameters in the
states and the energy function can still be varied to control the strength of the interactions
in the parent Hamiltonian.
The paper is organized as follows. Section II gives the main definitions. In Sec. III,
we characterize the parent Hamiltonians we obtain by the (one-layer) product states. In
Sec. IV, we consider the tree states with symmetric two-body interactions in the wave
functions. In Sec. V, we briefly describe the construction of multilayer wave functions, and
study specifically the structure of the parent Hamiltonians for the two-layer product states.
Section VI gives the concluding remarks.
II. MAIN DEFINITIONS
We consider a system of quantum spins {σx,y,zi |i = 1, . . . , N}, where σx,y,zi are the known
Pauli matrices. We will represent the wave functions of the system by |ψ〉 = ∑
σ
ψ(σ)|σ〉
using the standard computational basis |σ〉. Here σ ≡ {σ1, . . . , σN} shows the σz values of
the spins i = 1, . . . , N .
We start from an arbitrary wave function |0〉 =∑
σ
ψ(0;σ)|σ〉 with a set of parameters
denoted by P(0). Suppose we have constructed a set of orthonormal wave functions |s〉 with
their own parameters P(s), where 〈s|0〉 = 0 for s 6= 0, and 〈s′|s〉 = δs,s′ . It is obvious that
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|0〉 is the ground state of a (globally) frustration-free Hamiltonian [22, 23],
HP (0) ≡
∑
s6=0
λ(s)|s〉〈s|, (1)
for real and nonnegative coefficients λ(s). Furthermore, state |s〉 is an eigenstate of Hp(0)
with eigenvalue λ(s). For a complete set of states
∑
s
|s〉〈s| = 1, we are sure that these
states can be used to represent the whole spectrum of the Hamiltonian. Then, for real
energy functions λ(s), we have the parent Hamiltonian
HP ≡
∑
s
λ(s)|s〉〈s|, (2)
with all the eigenstates |s〉 and eigenvalues λ(s). Here the ground state is the one minimizing
λ(s). We stress that here the parent Hamiltonian is completely defined if we have both the
eigenstates and eigenvalues. Therefore, even after fixing the basis states, we need to know
the energy values to completely specify the parent Hamiltonian.
Notice that the above Hamiltonian could be nonlocal in the standard representation;
suppose |s〉 =∑
σ
ψ(s;σ)|σ〉, then the matrix elements of the parent Hamiltonian are
〈σ|HP |σ′〉 =
∑
s
λ(s)ψ(s;σ)ψ∗(s;σ′) ≡ HP (σ,σ′). (3)
In a k-local Hamiltonian, there could be spin interactions between at most k spins (k-body
interactions). For such a Hamiltonian, HP (σ,σ
′) = 0 when the number of different spins in
the two spin configurations (the Hamming distance) is greater than k. The Hamiltonian is
called quasilocal if the strength of k-body interactions decreases exponentially with k. The
question then is how the wave functions ψ(s;σ) and energy function λ(s) affect the locality
and other features of the parent Hamiltonian.
III. PRODUCT WAVE FUNCTIONS
In this section, we start from a complete set of product states for a quantum spin system.
Then, we show that an appropriate mapping of the energy values to these states results to a
local parent Hamiltonian for the system. The analysis will provide insight for constructing
a computationally tractable Hamiltonian with adjustable (few-body) interactions.
Consider the simple product states
ψ(0;σ) = eiˆΘ(σ)
∏
i
(
eBiσi/2√
2 coshBRi
)
, (4)
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where the parameters Bi = B
R
i + iˆB
I
i are in general complex numbers. We have also included
an arbitrary but real phase Θ(σ) to the wave function; to be specific, we work with a local
phase Θ(σ) ≡∑i<j Λijσiσj/2, where the sum is over all the pairs of spins. We obtain a set
of orthonormal product states |s〉 ≡ |s1, . . . , sN〉, with occupation numbers si ∈ {0, 1} that
show the absence (si = 0) or presence (si = 1) of a local ”excitation” at site i [6, 24]. Let
us represent the above states by |s〉 =∑
σ
ψ(s;σ)|σ〉. The dependence on s enters only in
the parameters Bi(si) = (1− 2si)BRi + iˆ(BIi + sipi), that is,
ψ(s;σ) = eiˆΘ(σ)
∏
i
(
eBi(si)σi/2√
2 coshBRi
)
. (5)
Then, one can easily prove the following orthogonality relations:
∑
σ
ψ∗(s;σ)ψ(s′;σ) = δs,s′, (6)
∑
s
ψ∗(s;σ)ψ(s;σ′) = δσ,σ′ . (7)
In fact the 2N locally excited states are mutually orthonormal and
∑
s
|s〉〈s| = 1. Note that
here the parameters P(0) = {Bi,Λij|i = 1, . . . , N, j < i} are enough to identify the whole
set of parameters P(s).
A. Characterizing the parent Hamiltonian
The matrix elements of the parent Hamiltonian are given by
HP (σ,σ
′) =
∑
s
λ(s)ψ(s;σ)ψ∗(s;σ′)
= eiˆ[Θ(σ)−Θ(σ
′)] ×
(
1
Z
∑
s
λ(s)e
∑
i[Bi(si)σi+B
∗
i (si)σ
′
i]/2
)
≡ eiˆΦ(σ,σ′)H(τ ), (8)
where Z ≡ ∏i (2 coshBRi ). Here, we defined the phase and the transformed function
Φ(σ,σ′) ≡ Θ(σ)−Θ(σ′) +
∑
i
(BIi + pi/2)(
σi − σ′i
2
), (9)
H(τ ) ≡ 1
Z
∑
s
λ(s)e
∑
i τi(1−2si), (10)
with τi ≡ BRi (σi + σ′i)/2− iˆpi(σi − σ′i)/4.
5
For example, let us consider the local energy function
λ(s) = −
∑
i
hi(1− 2si)−
∑
i<j
Jij(1− 2si)(1− 2sj). (11)
Then, for the transformed energy function, we obtain
H(τ ) =
1∏
i coshB
R
i
{
−
∑
i
hi sinh τi
∏
j 6=i
cosh τj −
∑
i<j
Jij sinh τi sinh τj
∏
k 6=i,j
cosh τk
}
. (12)
Note that cosh τi = 0 for σ
′
i 6= σi. Therefore, the first terms in the above expression are
nonzero only if σ′ differs from σ at most in one spin; a configuration that is different from
σ only at site i is shown by σ′ = σ−i. Similarly, the second terms are nonzero only if the
two spin configurations are different at most in two spins; we use σ′ = σ−ij for the spin
configuration that is different from σ only at sites i and j.
In this way, for the matrix elements of the parent Hamiltonian, we find
HP (σ,σ) = −
∑
i
(hi tanhB
R
i )σi −
∑
i<j
(Jij tanhB
R
i tanhB
R
j )σiσj , (13)
HP (σ,σ
−i) = eiˆ[
∑
j 6=i Λijσiσj+B
I
i σi]
1
coshBRi
(
−hi −
∑
j 6=i
(Jij tanhB
R
j )σj
)
, (14)
HP (σ,σ
−ij) = eiˆ[
∑
k 6=i,j(Λikσi+Λjkσj)σk+B
I
i σi+B
I
j σj ]
−Jij
coshBRi coshB
R
j
. (15)
And, HP (σ,σ
′) = 0 if σ and σ′ are different in more than two spins. This means that we
can write the Hamiltonian as follows:
HP =
(
−
∑
i
hziσ
z
i −
∑
i<j
Jzzij σ
z
i σ
z
j
)
+
∑
i
eiˆ[
∑
j 6=i Λijσ
z
i σ
z
j+B
I
i σ
z
i ]
(
−hxi σxi −
∑
j 6=i
Jxzij σ
x
i σ
z
j
)
−
∑
i<j
eiˆ[
∑
k 6=i,j(Λikσ
z
i +Λjkσ
z
j )σ
z
k
+BIi σ
z
i +B
I
j σ
z
j ]Jxxij σ
x
i σ
x
j , (16)
where
hzi ≡ hi tanhBRi , Jzzij ≡ Jij tanhBRi tanhBRj , (17)
hxi ≡
hi
coshBRi
, Jxzij ≡
Jij tanhB
R
j
coshBRi
, Jxxij ≡
Jij
coshBRi coshB
R
j
. (18)
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Now, it is easy to write the parent Hamiltonian for the following energy function,
λ(s) = −
∑
i1<i2<···<ik
Ji1i2...ik
k∏
l=1
(1− 2sil). (19)
In this case, the elements HP (σ,σ
′) are zero if the Hamming distance of the two spin
configurations is greater than k. In general, we can look for an optimal spectrum λ(s)
minimizing the distance
∑
τ
(
1
Z
∑
s
λ(s)e
∑
i τi(1−2si) − H0(τ )
)2
, (20)
of the transformed energy function from a desirable function H0(τ ).
IV. SYMMETRIC TREE WAVE FUNCTIONS
As another example, we consider the symmetric tree states defined on a tree graph T ,
ψ(0;σ) =
eiˆΘ(σ)√
2
∏
(ij)∈T

 eKijσiσj/2√
2 coshKRij

 . (21)
The phase Θ(σ) is arbitrary but a real number; to be specific we take Θ(σ) =
∑
i Λiσi/2.
The Λi and the complex couplings Kij = K
R
ij + iˆK
I
ij define the parameters P(0). From the
above state, we obtain a set of orthonormal tree states |s〉, with sij ∈ {0, 1} to show the
absence or presence of a local ”excitation” at edge (ij) [6, 24]. The dependence on s enters
only in the parameters Kij(sij) = (1− 2sij)KRij + iˆ(KIij + sijpi), that is,
ψ(s;σ) =
eiˆΘ(σ)√
2
∏
(ij)∈T

eKij(sij)σiσj/2√
2 coshKRij

 . (22)
Here, we have only 2N−1 of such locally excited states, each one being a symmetric state
spanning both the positive and negative sectors of the configuration space.
Let us use |s;±〉 for the contribution of the positive and negative sectors of the configu-
ration space to the wave functions, i.e.,
|s〉 = 1√
2
(|s; +〉+ |s;−〉) . (23)
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It is obvious that 〈s; +|s′;−〉 = 0, and by symmetry 〈s; +|s; +〉 = 〈s;−|s;−〉 for any s, s′.
Moreover, since 〈s|s′〉 = δs,s′ , we have
〈s; +|s′; +〉+ 〈s;−|s′;−〉 = 2δs,s′ . (24)
Then, for each state |s〉, we define the two orthogonal states,
|s; θ = ±pi/2〉 = 1√
2
(
|s; +〉+ eiˆθ|s;−〉
)
. (25)
From the above equations, we find the following orthogonality relations:
〈s; θ|s′; θ′〉 = δs,s′δθ,θ′. (26)
In this way, we obtain a complete set of 2N symmetric tree states including the initial one
|0〉. Now, the parent Hamiltonian reads as
HP =
∑
θ=±pi/2
∑
s
λ(s)|s; θ〉〈s; θ|, (27)
with the two ground states |s∗; θ = ±pi/2〉 minimizing λ(s).
A. Characterizing the parent Hamiltonian
First note that
〈σ|s; θ〉 = ψ(s;σ)(δ+ + eiˆθδ−) ≡ ψθ(s;σ), (28)
where δ+ is one if magnetization
∑
i σi > 0; otherwise, it is zero. Similarly δ− is one only
if
∑
i σi < 0; we assume that N is an odd number. Then, the matrix elements of the
Hamiltonian are given by
HP (σ,σ
′) =
∑
θ=±pi/2
∑
s
λ(s)ψθ(s;σ)ψ
∗
θ(s;σ
′) = eiˆΦ(σ,σ
′)
H(τ )(δ+δ
′
+ + δ−δ
′
−), (29)
where Z ≡ ∏(ij)∈T (2 coshKRij). Here, we defined the phase and the transformed energy
function,
Φ(σ,σ′) ≡ Θ(σ)−Θ(σ′) +
∑
(ij)∈T
(KIij + pi/2)(
σij − σ′ij
2
), (30)
H(τ ) ≡ 1
Z
∑
s
λ(s)e
∑
(ij)∈T τij(1−2sij ), (31)
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with τij ≡ KRij (σij + σ′ij)/2 − iˆpi(σij − σ′ij)/4. To shorten the notation, we also defined
σij ≡ σiσj . Moreover, the δ′± are defined with respect to the prime spin configuration σ′.
Note that the matrix elements connecting two symmetry-related configurations are zero.
As an example, consider the simple energy function
λ(s) = −
∑
(ij)∈T
hij(1− 2sij). (32)
Then, using the definition of the transformed energy function, we find
H(τ ) =
1∏
(ij)∈T coshK
R
ij

− ∑
(ij)∈T
hij sinh τij
∏
(kl)6=(ij)∈T
cosh τkl

 . (33)
We note that cosh τij = 0 for σ
′
ij 6= σij . Consequently, with the above energy function, H(τ )
is nonzero only if the two spin configurations differ at most in one link, say σ′ij = −σij for
some (ij) ∈ T . The resulting parent Hamiltonian, which is restricted to the positive or
negative sector of the Hilbert space, reads as
HP = −
∑
(ij)∈T
Jzzij σ
z
i σ
z
j
−
∑
(ij)∈T
eiˆK
I
ijσ
z
i σ
z
j
(
e
iˆ
∑
k∈Ti→j
Λkσ
z
khxi→jσ
x
i→j + e
iˆ
∑
k∈Tj→i
Λkσ
z
khxj→iσ
x
j→i
)
, (34)
where
Jzzij ≡ hij tanhKRij , hxi→j = hxj→i ≡
hij
coshKRij
. (35)
Here, we defined the global operators σxi→j ≡
∏
k∈Ti→j
σxk , which flips simultaneously all the
spins in the cavity tree Ti→j defined recursively by Ti→j = i ∪k∈∂i\j Tk→i. Here ∂i denotes
the set of neighbors of site i in the tree.
In the same way, one can obtain the parent Hamiltonian for an energy function like
λ(s) = −
∑
i
∑
k<l:k,l∈∂i
Jikl(1− 2sik)(1− 2sil), (36)
where the transformed energy function is given by
H(τ ) =
1∏
(ij)∈T coshK
R
ij

−∑
i
∑
k<l:k,l∈∂i
Jikl sinh τik sinh τil
∏
(mn)6={(ik),(il)}∈T
cosh τmn

 .
(37)
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V. MULTILAYER WAVE FUNCTIONS OF PRODUCT STATES
In this section, we study the parent Hamiltonians obtained by an orthonormal set of
multilayer wave functions [6]. A multilayer wave function is constructed by a coupling of
simpler wave functions in two or more layers. In the following, we consider multilayer wave
functions of product states, which are more structured than the (one-layer) product states
and still computationally tractable for small numbers of the layers. In Ref. [6], we showed
that for such a t-layer wave function, the two-spin correlations 〈σzi σzj 〉 − 〈σzi 〉〈σzj 〉 could be
nonzero if the two spins have a distance dij < 2t.
More precisely, we define a (t+ 1)-layer wave function |σt〉 recursively by
|σt〉 =
∑
σt−1
ψt−1(σt;σt−1)|σt−1〉, (38)
where the |σ0〉 are the physical spin states in the standard representation. Also, the wave
functions in each step are orthonormal 〈σt|σ′t〉 = δσt,σ′t . In each layer, we start from a
product wave function,
ψl(+;σl) = e
iˆΘl(σl)
∏
i
eB
l
iσl,i/2√
2 coshBl,Ri
, (39)
with complex fields Bli = B
l,R
i + iˆB
l,I
i and phase Θ
l(σl) =
∑
i<j Λ
l
ijσl,iσl,j/2, for some real
couplings Λlij. Then, we write the locally ”excited” states as
ψl(σl+1;σl) = e
iˆΘl(σl)
∏
i
eB
l
i(σl+1,i)σl,i/2√
2 coshBl,Ri
, (40)
where Bli(σ = ±1) = σBl,Ri + iˆ(Bl,Ii + (1− σ)pi/2), and the phase Θl(σl) remains the same
for all the σl+1 configurations. Here σl+1 determines the configuration of local excitations;
σl+1,i = −1(+1) shows the presence (absence) of a local excitation at site i. Notice that in
each layer, we need only the parameters Pl(+) = {Bli,Λlij|i = 1, . . . , N, j < i} to identify all
the parameters Pl(σl+1) in that layer.
The intermediate wave functions ψl(σl+1;σl) satisfy the following relations:∑
σl
ψ∗l (σl+1;σl)ψl(σ
′
l+1;σl) = δσl+1,σ′l+1, (41)
∑
σl+1
ψ∗l (σl+1;σl)ψl(σl+1;σ
′
l) = δσl,σ′l. (42)
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The first relation comes from the orthogonality of the local excitations, and the second
ensures that the new states make a complete basis. Both the relations can be checked
directly for the above product wave functions.
For a given number of layers, the parent Hamiltonian HP (t) is
HP (t) =
∑
σt
λ(σt)|σt〉〈σt|. (43)
This parent Hamiltonian has eigenstates |σt〉 of energies λ(σt). Here, the matrix elements
of the Hamiltonian are given by
HP (σ0,σ
′
0) =
∑
σt
λ(σt)ψt(σt;σ0)ψ
∗
t (σt;σ
′
0), (44)
with the multilayer wave function
ψt(σt;σ0) =
∑
σ1,...,σt−1
ψt−1(σt;σt−1) · · ·ψ0(σ1;σ0). (45)
A. Characterizing the parent Hamiltonian
Let us, for simplicity, consider the two-layer wave functions, to see how the Hamiltonian
changes with the energy values. From the above equations for the parent Hamiltonian and
the two-layer wave functions, we have
HP (σ0,σ
′
0) =
∑
σ1,σ′1,σ2
λ(σ2)ψ1(σ2;σ1)ψ
∗
1(σ2;σ
′
1)ψ0(σ1;σ0)ψ
∗
0(σ
′
1;σ
′
0). (46)
To have a clear picture of the calculations, we consider the simple energy values
λ(σ2) = −
∑
i
hiσ2,i. (47)
Summing over the σ2 variables gives the following transformed energy function:
H1(τ 1) ≡ 1
Z1
∑
σ2
λ(σ2)e
∑
i τ1,iσ2,i =
1∏
i coshB
1,R
i
(
−
∑
i
hi sinh τ1,i
∏
j 6=i
cosh τ1,i
)
, (48)
with Z1 =
∏
i(2 coshB
1,R
i ) and τ1,i ≡ B1,Ri (σ1,i + σ′1,i)/2− iˆpi(σ1,i − σ′1,i)/4.
Again, we see that cosh τ1,i = 0 for σ1,i 6= σ1,i. Thus σ′1 can be different from σ1 at most
in one site. As a result, in computing the matrix elements HP (σ0,σ
′
0), we have only two
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options for the sum over the σ′1: either σ
′
1 = σ1 or σ
′
1 = σ
−i
1 for some i. Then, after some
simplifications (given in the Appendix), we find
HP (σ0,σ
′
0) = e
iˆΦ(σ0,σ′0)
(
H0(τ 0|σ′1 = σ1) +
∑
i
H0(τ
−i
0 |σ′1 = σ−i1 )
)
, (49)
where, as before
Φ(σ0,σ
′
0) = Θ
0(σ0)−Θ0(σ′0) +
∑
i
(B0,Ii + pi/2)
(σ0,i − σ′0,i)
2
. (50)
We also defined the new conditional functions
H0(τ 0|σ′1 = σ1) ≡
1
Z0
∑
σ1
H1(τ 1|σ′1 = σ1)e
∑
i τ0,iσ1,i , (51)
H0(τ
−i
0 |σ′1 = σ−i1 ) ≡
1
Z0
∑
σ1
H1(τ 1|σ′1 = σ−i1 )eiˆ
∑
j 6=i Λ
1
ijσ1,iσ1,j × eτ0,−iσ1,i+
∑
j 6=i τ0,jσ1,j , (52)
with Z0 =
∏
i(2 coshB
0,R
i ). These functions depend on (σ0,σ
′
0) through the τ 0 vector, with
the following elements:
τ0,i ≡ B0,Ri (σ0,i + σ′0,i)/2− iˆpi(σ0,i − σ′0,i)/4, (53)
τ0,−i ≡ B0,Ri (σ0,i − σ′0,i)/2− iˆpi(σ0,i + σ′0,i)/4 + iˆ(B1,Ii + pi/2). (54)
Given the above definitions and energy values, for the simpler case of σ′1 = σ1, we obtain
H1(τ 1|σ′1 = σ1) = −
∑
i
(hi tanhB
1,R
i )σ1,i, (55)
H0(τ 0|σ′1 = σ1) = −
1
Z0
∑
i
hi tanhB
1,R
i sinh τ0,i
∏
j 6=i
cosh τ0,j . (56)
For the case σ′1 = σ
−i
1 , we have
H1(τ 1|σ′1 = σ−i1 ) = hi
iˆσ1,i
coshB1,Ri
−
∑
j 6=i
(hj tanhB
1,R
j )σ1,j . (57)
Then, H0(τ
−i
0 |σ′1 = σ−i1 ) is given by the sum of the following expression with the positive
and negative signs,
e±τ0,−i
2 coshB0,Ri
{ ±iˆhi
coshB1,Ri
∏
j 6=i
cosh(τ0,j ± iˆΛ1ij)
coshB0,Rj
−
∑
j 6=i
hj tanhB
1,R
j
sinh(τ0,j ± iˆΛ1ij)
coshB0,Rj
∏
k 6=i,j
cosh(τ0,k ± iˆΛ1ik)
coshB0,Rk
}
. (58)
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We note that cosh τ0,j = 0 for σ
′
0,j 6= σ0,j . Therefore, such a spin flip could have a contribution
to the Hamiltonian only if j appears in the sinh(τ0,j ± iˆΛ1ij) factors, or j appears in the
cosh(τ0,j ± iˆΛ1ij) factors and Λ1ij is nonzero. For each site i, the set of possible configurations
includes the configuration with no spin flip, the configuration in which only spin i is flipped,
the configuration with at least one of the other spins flipped, and so on. In each case, we
expand the product factors inside the parentheses to obtain the explicit structure of the
interactions. Indeed, accompanied with each σzj and σ
x
j in the above interaction terms,
we have a factor tanhB0,Rj and 1/ coshB
0,R
j , respectively. These factors are smaller (in
magnitude) than one, and control the degree of locality of the parent Hamiltonian.
Putting all together, the Hamiltonian that is responsible for the above matrix elements
can be written as
HP = −
∑
i
hziσ
z
i −
∑
i
eiˆ[
∑
j 6=i Λ
0
ijσ
z
i σ
z
j+B
0,I
i σ
z
i ]hxi σ
x
i
−
∑
i
(
Jzi σ
z
i +
∑
j 6=i
Jzzij σ
z
i σ
z
j +
∑
j<k:j,k 6=i
Jzzzijk σ
z
i σ
z
jσ
z
k + · · ·
)
−
∑
i
eiˆ[
∑
j 6=i Λ
0
ijσ
z
i σ
z
j+(B
0,I
i +pi/2)σ
z
i ]
(
Jxi σ
x
i +
∑
j 6=i
Jxzij σ
x
i σ
z
j +
∑
j<k:j,k 6=i
Jxzzijk σ
x
i σ
z
jσ
z
k + · · ·
)
−· · · .
(59)
As mentioned above, the strength of an interaction term like
∏m
l=1 σ
z
il
∏n
l=1 σ
x
jl
is propor-
tional to
∏m
l=1 tanhB
0,R
il
/
∏n
l=1 coshB
0,R
jl
, which decreases exponentially with the number of
involved spins in the interaction.
VI. CONCLUSION AND DISCUSSION
In summary, we showed how the energy values that are associated to an ensemble of
computationally tractable wave functions affect the structure of the parent Hamiltonian.
The findings could have applications in quantum engineering problems where an efficient
representation of the Hamiltonian would be very useful in exploring the exponentially large
space of the Hamiltonians [25–28]. Consider, for example, the problem of finding an optimal
Hamiltonian that maximizes (minimizes) the quantum and thermal expectation of an ob-
servable, or maximizes the amplitude of propagating the system from an arbitrary quantum
state to another one. The objective function in such problems can be written in terms of
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the eigenstates and eigenvalues of the Hamiltonian. Here, it is essential to have a concise
representation of the (computationally tractable) wave functions and the associated energy
values. Furthermore, it would be important to know how the interactions in the Hamilto-
nian depend on the parameters that specify the energy and wave functions (optimization
variables). This knowledge can be used to impose some physical constraints on the opti-
mization variables along with other desirable constraints, for example, on the energy gap of
the system [29, 30].
In this paper, we focused on two simple classes of the (multilayer) product states and
symmetric tree wave functions. The symmetric tree states are more appropriate for describ-
ing the spin system in the disordered phase (high temperatures). It would be interesting to
investigate the physical consequences of the nonlocal Hamiltonians that we obtained in the
study of the tree wave functions. On the other hand, the product states work better than the
symmetric tree states in the ordered phase (low temperatures) [6]. The performance of the
multilayer product states improves by increasing the number of layers, but, at the same time,
the computation time grows exponentially with the number of layers. Finally, we should
mention that the approach is not limited to quantum spin systems; a similar study can be
done for a system of fermions, for example, with an appropriate set of orthogonal product
states [4, 31, 32]. One can indeed start from the (multilayer) Gutzwiller wave functions
in the occupation number representation, and obtain a complete set of orthonormal wave
functions for fermions. These states then can be used to construct a class of computationally
tractable Hamiltonians for fermions on a lattice.
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Appendix A: Characterizing the parent Hamiltonian: Two-layer product states
In this section we give the details of calculations leading to the parent Hamiltonians for
the two-layer product states. We start from the definition of the parent Hamiltonian for a
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two-layer wave function,
HP (σ0,σ
′
0) =
∑
σ2,σ1,σ′1
λ(σ2)ψ1(σ2;σ1)ψ
∗
1(σ2;σ
′
1)ψ0(σ1;σ0)ψ
∗
0(σ
′
1;σ
′
0). (A1)
For a two-layer wave function of product states, we have
ψ0(σ1;σ0)ψ
∗
0(σ
′
1;σ
′
0) =
eiˆ[Θ
0(σ0)−Θ0(σ′0)]∏
i(2 coshB
0,R
i )
× exp
(∑
i
B0,Ri (σ0,iσ1,i + σ
′
0,iσ
′
1,i)/2
)
× exp
(∑
i
iˆB0,Ii (σ0,i − σ′0,i)/2
)
× exp
(
iˆpi
∑
i
[σ0,i(1− σ1,i)− σ′0,i(1− σ′1,i)]/4
)
, (A2)
and similarly for ψ1(σ2;σ1)ψ
∗
1(σ
′
2;σ
′
1). Then, the matrix elements of the parent Hamiltonian
are written as
HP (σ0,σ
′
0) =
eiˆ[Θ
0(σ0)−Θ0(σ′0)]
Z0Z1
∑
σ2,σ1,σ′1
λ(σ2)e
iˆ[Θ1(σ1)−Θ1(σ′1)]
× exp
(∑
i
B1,Ri (σ1,iσ2,i + σ
′
1,iσ2,i)/2
)
× exp
(∑
i
B0,Ri (σ0,iσ1,i + σ
′
0,iσ
′
1,i)/2
)
× exp
(
iˆ
∑
i
B1,Ii (σ1i − σ′1,i)/2
)
× exp
(
iˆpi
∑
i
(σ1,i − σ′1,i)(1− σ2,i)/4
)
× exp
(
iˆ
∑
i
B0,Ii (σ0,i − σ′0,i)/2
)
× exp
(
iˆpi
∑
i
[σ0,i(1− σ1,i)− σ′0,i(1− σ′1,i)]/4
)
, (A3)
where Z0 =
∏
i(2 coshB
0,R
i ) and Z1 =
∏
i(2 coshB
1,R
i ). Let us define τ1,i ≡ B1,Ri (σ1,i +
σ′1,i)/2− iˆpi(σ1,i − σ′1,i)/4, and the transformed energy function
H1(τ 1) ≡ 1
Z1
∑
σ2
λ(σ2)e
∑
i τ1,iσ2,i . (A4)
Using the above definitions, we get
HP (σ0,σ
′
0) =
eiˆ[Θ
0(σ0)−Θ0(σ′0)]
Z0
∑
σ1,σ′1
H1(τ 1)e
iˆ[Θ1(σ1)−Θ1(σ′1)]
× exp
(∑
i
B0,Ri (σ0,iσ1,i + σ
′
0,iσ
′
1,i)/2
)
× exp
(
iˆ
∑
i
B1,Ii (σ1,i − σ′1,i)/2
)
× exp
(
iˆpi
∑
i
(σ1,i − σ′1,i)/4
)
× exp
(
iˆ
∑
i
B0,Ii (σ0,i − σ′0,i)/2
)
× exp
(
iˆpi
∑
i
[σ0,i(1− σ1,i)− σ′0,i(1− σ′1,i)]/4
)
. (A5)
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In the following, we consider the simple energy values
λ(σ2) = −
∑
i
hiσ2,i, (A6)
which give the transformed energy function
H1(τ 1) =
1∏
i coshB
1,R
i
(
−
∑
i
hi sinh τ1,i
∏
j 6=i
cosh τ1,i
)
. (A7)
Recall that τ 1 is a function of (σ1,σ
′
1), and that cosh τ1,i = 0 for σ
′
1,i 6= σ1,i. Thus, σ′1 can
be different from σ1 at most in one site. As a result, in computing the matrix elements
HP (σ0,σ
′
0), we have only two options for the sum over the σ
′
1; either σ
′
1 = σ1 or σ
′
1 = σ
−i
1
for some spin i. It means that we can write
HP (σ0,σ
′
0) = e
iˆΦ(σ0,σ′0)
(
H0(τ 0|σ′1 = σ1) +
∑
i
H0(τ
−i
0 |σ′1 = σ−i1 )
)
, (A8)
where, as before
Φ(σ0,σ
′
0) = Θ
0(σ0)−Θ0(σ′0) +
∑
i
(B0,Ii + pi/2)
(σ0,i − σ′0,i)
2
, (A9)
and we defined the conditional energy functions
H0(τ 0|σ′1 = σ1) ≡
1
Z0
∑
σ1
H1(τ 1|σ′1 = σ1)e
∑
i τ0,iσ1,i , (A10)
H0(τ
−i
0 |σ′1 = σ−i1 ) ≡
1
Z0
∑
σ1
H1(τ 1|σ′1 = σ−i1 )eiˆ
∑
j 6=i Λ
1
ijσ1,iσ1,j × eτ0,−iσ1,i+
∑
j 6=i τ0,jσ1,j . (A11)
These functions depend on (σ0,σ
′
0) through the τ 0 vector, with the following elements
τ0,i ≡ B0,Ri (σ0,i + σ′0,i)/2− iˆpi(σ0,i − σ′0,i)/4, (A12)
τ0,−i ≡ B0,Ri (σ0,i − σ′0,i)/2− iˆpi(σ0,i + σ′0,i)/4 + iˆ(B1,Ii + pi/2). (A13)
Given the above definitions and energy values, we obtain
H1(τ 1|σ′1 = σ1) = −
∑
i
(hi tanhB
1,R
i )σ1,i, (A14)
and then
H0(τ 0|σ′1 = σ1) = −
1
Z0
∑
i
hi tanhB
1,R
i sinh τ0,i
∏
j 6=i
cosh τ0,j
= −
∑
i
hi tanhB
1,R
i
(
tanhB0,Ri δσ′0,σ0 −
iˆδ
σ
′
0,σ
−i
0
coshB0,Ri
)
σ0,i. (A15)
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The Hamiltonian that is responsible for this part can be written as
HP = −
∑
i
hziσ
z
i −
∑
i
eiˆ[
∑
j 6=i Λ
0
ijσ
z
i σ
z
j+B
0,I
i σ
z
i ]hxi σ
x
i , (A16)
with hzi ≡ hi tanhB1,Ri tanhB0,Ri and hxi ≡ hi tanhB1,Ri / coshB0,Ri .
For the case σ′1 = σ
−i
1 , we have
H1(τ 1|σ′1 = σ−i1 ) = −hi
−iˆσ1,i
coshB1,Ri
−
∑
j 6=i
hj tanhB
1,R
j σ1,j , (A17)
and H0(τ
−i
0 |σ′1 = σ−i1 ) is given by
eτ0,−i
2 coshB0,Ri
{ iˆhi
coshB1,Ri
∏
j 6=i
cosh(τ0,j + iˆΛ
1
ij)
coshB0,Rj
−
∑
j 6=i
hj tanhB
1,R
j
sinh(τ0,j + iˆΛ
1
ij)
coshB0,Rj
∏
k 6=i,j
cosh(τ0,k + iˆΛ
1
ik)
coshB0,Rk
}
, (A18)
plus
e−τ0,−i
2 coshB0,Ri
{ −iˆhi
coshB1,Ri
∏
j 6=i
cosh(τ0,j − iˆΛ1ij)
coshB0,Rj
−
∑
j 6=i
hj tanhB
1,R
j
sinh(τ0,j − iˆΛ1ij)
coshB0,Rj
∏
k 6=i,j
cosh(τ0,k − iˆΛ1ik)
coshB0,Rk
}
. (A19)
We note that cosh τ0,j = 0 for σ
′
0,j 6= σ0,j . Therefore, such a spin flip could have a contribution
to the Hamiltonian only if Λ1ij is nonzero. Moreover, the factors appearing in the above
expression can be rewritten as
cosh(τ0,j ± iˆΛ1ij)
coshB0,Rj
=


cos Λ1ij ± iˆσ0,j tanhB0,Rj sin Λ1ij , if σ′0,j = σ0,j ;
± σ0,j
coshB0,Rj
sin Λ1ij, otherwise.
(A20)
and
sinh(τ0,j ± iˆΛ1ij)
coshB0,Rj
=


σ0,j tanhB
0,R
j cos Λ
1
ij ± iˆ sin Λ1ij, if σ′0,j = σ0,j ;
− iˆσ0,j
coshB0,Rj
cos Λ1ij, otherwise.
(A21)
To write the parent Hamiltonian, we need to consider all the contributions from site i. This
includes the configuration with no spin flip, the configuration in which only spin i is flipped,
the configuration in which at least one of the other spins is flipped, and so on. In each case,
we expand the product factors to obtain the explicit structure of the interactions.
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Putting all together, the Hamiltonian that is responsible for the above matrix elements
can be written as
HP = −
∑
i
(
Jzi σ
z
i +
∑
j 6=i
Jzzij σ
z
i σ
z
j +
∑
j<k:j,k 6=i
Jzzzijk σ
z
i σ
z
jσ
z
k + · · ·
)
−
∑
i
eiˆ[
∑
j 6=i Λ
0
ijσ
z
i σ
z
j+(B
0,I
i +pi/2)σ
z
i ]
(
Jxi σ
x
i +
∑
j 6=i
Jxzij σ
x
i σ
z
j +
∑
j<k:j,k 6=i
Jxzzijk σ
x
i σ
z
jσ
z
k + · · ·
)
−· · · .
(A22)
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