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Distributed Widely Linear Complex Kalman
Filtering
Dahir H. Dini, Sithan Kanna and Danilo P. Mandic
Abstract—We introduce cooperative sequential state space
estimation in the domain of augmented complex statistics,
whereby nodes in a network collaborate locally to estimate
noncircular complex signals. For rigour, a distributed augmented
(widely linear) complex Kalman filter (D-ACKF) suited to the
generality of complex signals is introduced, allowing for unified
treatment of both proper (rotation invariant) and improper
(rotation dependent) signal distributions. Its duality with the
bivariate real-valued distributed Kalman filter, along with several
issues of implementation are also illuminated. The analysis and
simulations show that unlike existing distributed Kalman filter
solutions, the D-ACKF caters for both the improper data and
the correlations between nodal observation noises, thus providing
enhanced performance in real-world scenarios.
Index Terms—Widely linear model, complex circularity, aug-
mented complex Kalman filter, distributed estimation, diffusion
networks, sensor networks, projectile tracking.
I. INTRODUCTION
Distributed estimation and fusion has received significant
attention in both military and civilian applications [1]–[4],
and the recent advances in sensor technology and wireless
communications have highlighted the usefulness of distributed
networks in this context [1], [5]. Such models rely on
cooperation between the nodes (sensors) to provide more
accurate and robust estimation compared to using indepen-
dent uncooperative nodes, while approaching the performance
of the more complex centralised systems. This is achieved
through nodes equipped with learning capabilities that take
local measurements (observations) and share information with
their neighbours, thus enhancing robustness to link and node
failures and facilitating scalability [6]–[8]. A number of robust
and scalable diffusion strategies for network cooperation have
been developed for distributed least-mean-square estimation
[9], [10] and Kalman filtering [3], [6], however, these are
linked to a very restrictive class of proper signals, and are
also inadequate for correlated measurement noises, a common
case in practice.
Complex signals arise in a number of distributed real-world
applications, such as in wireless communication systems [11],
[12] and power systems [13]. However, standard complex
algorithms are generally suboptimal unless the underlying
signals are proper (circular), that is, with rotation invariant
probability distributions [14], [15]. For a zero-mean proper
complex signal, x, the covariance matrix, Rx = E{xxH}
suffices to represent its complete second-order statistics. For
improper (noncircular) complex signals, another statistical
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moment function known as the pseudocovariance, Px =
E{xxT }, which captures the information about the power dif-
ference and cross-correlation between the real and imaginary
parts of the signal, is also required for a full second order
statistical description [14].
To illuminate this further, consider the minimum mean
square error (MSE) estimator of a zero-mean real valued
random vector y in terms of an observed zero-mean real vector
x, that is, yˆ = E{y|x}. For jointly normal y and x, the
optimal linear estimator is
yˆ = Ax (1)
where A = RyxR−1x is a coefficient matrix, and Ryx =
E{yxH}. Standard, ‘strictly linear’ estimation in C assumes
the same model but with complex valued y,x, and A. How-
ever, when y and x are jointly improperPyx = E{yxT } 6= 0,
and x is improper so that Px 6= 0, then the optimal estimator
becomes widely linear1, that is [14]
yˆ = Bx+Cx∗ =Wxa (2)
where B = RyxD + PyxE∗ and C = RyxE + PyxD∗
are coefficient matrices, with D = (Rx−PxR∗−1x P∗x)−1 and
E = −(Rx−PxR∗−1x P∗x)−1PxR∗−1x , while xa = [xT ,xH ]T
is the augmented input vector, and W = [B,C] the optimal
coefficient matrix. The estimator in (2) is optimal for the gen-
erality of complex signals, both circular and noncircular. The
full second order information is contained in the augmented
covariance matrix
Rax = E{xaxaH} =
[
Rx Px
P∗x R
∗
x
]
(3)
and as such, estimation based on Rax incorporates both the
covariance and pseudocovariance, and applies to both proper
and improper data [14], [16], [17].
Extending the recent work on widely linear estimation and
distributed Kalman filters [3], [6], [16], [18], we here propose a
distributed augmented (widely linear) complex Kalman filter
(D-ACKF) that caters for general complex signals, as well
as the cross-correlations between the observation noises at
neighbouring nodes. These are real-world scenarios encoun-
tered when node signals are exposed to common noise, such
as in multi-sensor target tracking in the presence of obser-
vation jamming-noise, environmental noise in seismic arrays,
signals from microphone array systems experiencing common
1The ‘widely linear’ model is associated with the signal generating system,
whereas “augmented statistics” describe statistical properties of measured
signals. Both the terms ‘widely linear’ and ‘augmented’ are used to name
the resulting algorithms - in our work we mostly use the term ‘augmented’.
2interference, wireless sensor networks with overlapping user
frequencies, and distributed frequency estimation in smart
grids experiencing common fault.
This work generalises earlier distributed Kalman filtering
approaches [3], [6], [19] and illuminates the duality of D-
ACKF with its corresponding bivariate real-valued distributed
Kalman filter, highlighting several issues of implementation
motivated by duality considerations. The performance of the
D-ACKF is analysed, and supported by case studies on filter-
ing autoregressive processes and projectile tracking, involving
both proper and improper signals.
II. DIFFUSION KALMAN FILTERING
Consider the standard linear state space corresponding to a
node i in a distributed system [20],
xn = Fn−1xn−1 +wn (4a)
yi,n = Hi,nxn + vi,n (4b)
where xn ∈ CL and yi,n ∈ CK are respectively the state
vector at time instant n and observation (measurement) vector
at node i, while Fn and Hi,n are the state transition and
observation matrices, whereas wn ∈ CL and vi,n ∈ CK are
respectively the white state and measurement noises at node
i, and are assumed to be uncorrelated and zero-mean, with
covariances and pseudocovariances defined as
E
[
wn
vi,n
] [
wk
vi,k
]H
=
[
Qn 0
0 Ri,n
]
δnk (5)
E
[
wn
vi,n
][
wk
vi,k
]T
=
[
Pn 0
0 Ui,n
]
δnk (6)
where δnk is the Kronecker delta function.
A. Distributed Complex Kalman Filter
The distinguishing feature of the proposed class of dis-
tributed Kalman filters is that no assumption is made about the
correlation of the observation noises at different nodes, thus
extending earlier distributed Kalman filtering algorithms [3],
[6], [19], and allowing us to deal more effectively with cases
where the nodes experience common measurement noises.
Denote the neighbourhood of node i, that is, the set of nodes
that can communicate directly with the node i (including itself)
by Ni, as illustrated in Figure 1.
Let x̂i,n|n denote the complex Kalman filter (CKF) state
estimate at node i based on all the data from the neighbour-
hood Ni consisting of M = |Ni| nodes, where |Ni| denotes
the number of nodes in the neighbourhood Ni. The collective
neighbourhood observation equation at node i is given by
y
i,n
= Hi,nxn + vi,n (7)
with the collective (neighbourhood)) variables defined as
y
i,n
=
[
yTi1,n,y
T
i2,n
, · · · ,yTiM ,n
]T
Hi,n =
[
HTi1,n,H
T
i2,n
, · · · ,HTiM ,n
]T
vi,n =
[
vTi1,n,v
T
i2,n
, · · · ,vTiM ,n
]T
neighborhood of Node i
node i
connection
Fig. 1. An illustrative example of a distributed network topology.
where {i1, i2, . . . , iM} are all the nodes in the neighbourhood
Ni. The covariance and pseudocovariance of the collective
observation noise vector are:
Ri,n = E{vi,nvHi,n} =

Ri1,n Ri1i2,n · · · Ri1iM ,n
Ri2i1,n Ri2,n · · · Ri2iM ,n
.
.
.
.
.
.
.
.
.
.
.
.
RiM i1,n RiM i2,n · · · RiM ,n

Ui,n = E{vi,nvTi,n} =

Ui1,n Ui1i2,n · · · Ui1iM ,n
Ui2i1,n Ui2,n · · · Ui2iM ,n
.
.
.
.
.
.
.
.
.
.
.
.
UiM i1,n UiM i2,n · · · UiM ,n

where Ria,n = E{via,nvHia,n}, Riaib,n = E{via,nvHib,n},
Uia,n = E{via,nvTia,n} and Uiaib,n = E{via,nvTib,n}, for
a, b ∈ {1, 2, . . . ,M}.
Calculation of the neighbourhood state estimates is followed
by the diffusion step, given by
x̂i,n|n =
∑
k∈Ni
ck,ix̂k,n|n (8)
where the diffused state estimates x̂i,n|n is the weighted
estimates from the neighbourhood Ni, and ck,i ≥ 0 are
the weighting coefficients satisfying
∑
k∈Ni
ck,i = 1. A
number of fusion schemes have been proposed, including the
Metropolis [9], Laplacian [21] and nearest neighbour method
[3], however, the determination of the optimal weights for
an arbitrary network of nodes is a difficult problem without
accurate knowledge of the statistics of the local estimates [22].
The distributed complex Kalman filter (D-CKF) aims to
approximate a centralised Kalman filter (with access to the
observation data from all the nodes) via neighbourhood
collaborations and diffusion, and is summarised in Algorithm
1. The D-CKF algorithm requires each node to form a
collective observation equation as in (7) by gathering
information from its neighbours, thereafter, each node
computes a neighbourhood state estimate which are again
transmitted to neighbours to be used for the diffusion step.
3Algorithm 1: The D-CKF
Initialisation: For each node i = 1, 2, . . . , N
x̂i,0|0 = E{x0}
Mi,0|0 = E{(x0 − E{x0})(x0 − E{x0})H}
For every time instant n = 1, 2, . . .
− Evaluate at each node i = 1, 2, . . . , N
x̂i,n|n−1 = Fn−1x̂i,n−1|n−1 (9)
Mi,n|n−1 = Fn−1Mi,n−1|n−1F
H
n−1 +Qn (10)
Gi,n =Mi,n|n−1H
H
i,n
(
Hi,nMi,n|n−1H
H
i,n +Ri,n
)−1
(11)
x̂i,n|n = x̂i,n|n−1 +Gi,n
(
y
i,n
−Hi,nx̂i,n|n−1
)
(12)
Mi,n|n = (I−Gi,nHi,n)Mi,n|n−1 (13)
− For every node i, compute the diffusion update as
x̂i,n|n =
∑
k∈Ni
ck,ix̂k,n|n (14)
Remark #1: The D-CKF algorithm2 is based on the standard
(strictly linear) state space model (4), similar to existing
algorithms [3] [23], and is thus inadequate for widely linear
state space models or noncircular state and observation
noises, where Pn 6= 0 and Ui,n 6= 0 for i = 1, 2, . . . , N .
Remark #2: Observe that unlike existing distributed
complex Kalman filters, the proposed D-CKF algorithm also
caters for the cross-correlations between the neighbourhood
observation noises, while for uncorrelated nodal observation
noises, it degenerates into Algorithm 1 in [3].
B. Distributed Augmented Complex Kalman Filter
To cater for widely linear state and observation models
together with improper signals, based the widely linear model
in (2), the widely linear version of the distributed state space
model (4) is defined as [16]
xn = Fn−1xn−1 +An−1x
∗
n−1 +wn (15a)
yi,n = Hi,nxn +Bi,nx
∗
n + vi,n (15b)
or in its augmented representation:
xan = F
a
n−1x
a
n−1 +w
a
n (16a)
yai,n = H
a
i,nx
a
n + v
a
i,n (16b)
where xan = [xTn ,xHn ]T and yan = [yTn ,yHn ]T , while
Fan =
[
Fn An
A∗n F
∗
n
]
and Hai,n =
[
Hi,n Bi,n
B∗i,n H
∗
i,n
]
2The matrices Mi,n|n and Mi,n|n−1 do not represent the covariances of
x̂i,n|n and x̂i,n|n−1 , as is the case for the standard Kalman filter operating
on linear Gaussian systems. This is due to the use of the suboptimal diffusion
step, which updates the state estimate and not the covariance matrix Mi,n|n.
Remark #3: For strictly linear systems, An = 0 and
Bi,n = 0, so that the widely linear (augmented) state space
model degenerates into a strictly linear one, however, the
augmented state space representation is still preferred in order
to account for the pseudocovariances (impropriety) of the
signals (cf. widely linear systems).
The augmented covariance matrices of wan = [xTn ,wHn ]T
and vai,n = [vTi,n,vHi,n]T are then given by
Qan = E{wanwaHn } =
[
Qn Pn
P∗n Q
∗
n
]
(17)
Rai,n = E{vai,nvaHi,n } =
[
Ri,n Ui,n
U∗i,n R
∗
i,n
]
(18)
To enable collaborative estimation of the state within
distributed networks, we employ neighbourhood observation
equations comprising of all the neighbourhood observation
data, that is
y
i,n
= Hi,nxn +Bi,nx
∗
n + vi,n (19)
where the conjugate state matrix Bi,n =[
BTi1,n,B
T
i2,n
, . . . ,BTiM ,n
]T
, and {i1, i2, . . . , iM} ∈ Ni.
The augmented neighbourhood observation equations can
now be written as
ya
i,n
= Hai,nx
a
n + v
a
i,n (20)
with augmented neighbourhood terms defined as
ya
i,n
=
[
y
i,n
y∗
i,n
]
, Hai,n =
[
Hi,n Bi,n
B∗i,n H
∗
i,n
]
, vai,n =
[
vi,n
v∗i,n
]
(21)
The covariance of the augmented noise vai,n is then defined as
Rai,n = E{vai,nvaHi,n } =
[
Ri,n Ui,n
U∗i,n R
∗
i,n
]
(22)
and caters for both the covariances E{vi,nvHi,n} and cross-
correlations E{vi,nvHk,n}, i 6= k of the nodal observa-
tion noises through the covariance matrix Ri,n, and the
pseudocovariances E{vi,nvTi,n} and cross-pseudocorrelations
E{vi,nvTk,n} through the pseudocovariance matrix Ui,n. Fi-
nally, the augmented diffused state estimate becomes
x̂ai,n|n =
∑
k∈Ni
ck,ix̂
a
k,n|n (23)
and represents a weighted average of the augmented
(neighbourhood) state estimates. The proposed distributed
augmented complex Kalman filter (D-ACKF), based on the
widely linear state space model, is summarised in Algorithm 2.
Remark #4: For strictly linear systems (An = 0 and
Bi,n = 0 for all n and i) with circular state and observation
noises (Pn = 0 and Ui,n = 0 for all n and i), the D-ACKF
and D-CKF algorithms are equivalent, in the sense that they
yield identical state estimates for all time instants n.
4Algorithm 2: The D-ACKF
Initialisation: For each node i = 1, 2, . . . , N
x̂ai,0|0 =
[
E{x0}T , E{x0}H
]T
Mai,0|0 = E
{
(xa
0
− x̂ai,0|0)(xa0 − x̂ai,0|0)aH
}
For every time instant n = 1, 2, . . .
− Evaluate at each node i = 1, 2, . . . , N
x̂ai,n|n−1 = F
a
n−1x̂
a
i,n−1|n−1 (24)
Mai,n|n−1 = F
a
n−1M
a
i,n−1|n−1F
aH
n−1 +Q
a
n (25)
Gai,n =M
a
i,n|n−1H
aH
i,n
(
Hai,nM
a
i,n|n−1H
aH
i,n +R
a
i,n
)−1
(26)
x̂
a
i,n|n = x̂
a
i,n|n−1 +G
a
i,n
(
ya
i,n
−Hai,nx̂ai,n|n−1
)
(27)
Mai,n|n = (I−Gai,nHai,n)Mai,n|n−1 (28)
− For every node i, compute the diffusion update as
x̂ai,n|n =
∑
k∈Ni
ck,ix̂
a
k,n|n (29)
However, if any of these conditions are not met, the
D-ACKF assumes a more general form than the D-CKF.
This can be illustrated based on the analysis in [16], which
shows the advantages of the augmented complex Kalman
filter (ACKF) over the conventional (strictly linear) complex
Kalman filter (CKF) for the non-distributed case.
Remark #5: When the nodes are subject to uncorrelated
observation noises, the information form of the D-ACKF,
given in Algorithm 3, can be utilised to cater for the propriety
of the signals without accounting for observation noise
correlations at different nodes.
Further, depending on the correlation between the obser-
vation noises, different nodes in the distributed network can
switch between the general D-ACKF in Algorithm 2 and the
information form D-ACKF in Algorithm 3.
III. ANALYSIS
A. Duality Analysis
Owing to the isomorphism between augmented complex
vectors and bivariate real vectors, and the duality analysis for
stochastic gradient filters [24], the D-ACKF algorithm has a
dual bivariate distributed real valued Kalman filter (D-RKF)
which can be used to reduce its computational complexity.
A complex vector z = zr + jzi ∈ Cq has a composite
bivariate real representation in R2q of the form
za =
[
z
z∗
]
=
[
I jI
I −jI
]
︸ ︷︷ ︸
≡Jz
[
zr
zi
]
︸ ︷︷ ︸
=zr
(30)
where I is the identity matrix (with appropriate dimensions),
Algorithm 3: The D-ACKF Information Form
Initialisation: For each node i = 1, 2, . . . , N
x̂ai,0|0 =
[
E{x0}T , E{x0}H
]T
Mai,0|0 = E
{
(xa
0
− x̂ai,0|0)(xa0 − x̂ai,0|0)aH
}
For every time instant n = 1, 2, . . .
− Evaluate at each node i = 1, 2, . . . , N
x̂ai,n|n−1 = F
a
n−1x̂
a
i,n−1|n−1 (32)
Mai,n|n−1 = F
a
n−1M
a
i,n−1|n−1F
aH
n−1 +Q
a
n (33)
Sai,n =
∑
k∈Ni
HaHk,n(R
a
k,n)
−1Hak,n (34)
rai,n =
∑
k∈Ni
HaHk,n(R
a
k,n)
−1yak,n (35)
(Mai,n|n)
−1 = (Mai,n|n−1)
−1 + Sai,n (36)
χ̂ai,n|n = x̂
a
i,n|n−1 +M
a
i,n|n
(
rai,n − Sai,nx̂ai,n|n−1
)
(37)
− For every node i, compute the diffusion update as
x̂ai,n|n =
∑
k∈Ni
ck,iχ̂
a
i,n|n (38)
and the invertible orthogonal mapping3 Jz : C2q → R2q is
such that J−1z = 12J
H
z [25] [26]. Based on this isomorphism,
the real bivariate state space corresponding to the augmented
complex state space in (16) is given by
xrn = F
r
n−1x
r
n−1 +w
r
n
yrn = H
r
nx
r
n + v
r
n (31a)
where xrn = J−1x xan, yrn = J−1y yan, Frn−1 = J−1x Fan−1Jx,
Hrn = J
−1
y H
a
nJx, w
r
n = J
−1
x w
a
n and vrn = J−1y van. In the
same vein, the real valued covariance matrices of wrn and vrn
take the corresponding forms
Qrn = E{wrnwrHn } = J−1x QanJ−Hx
Rrn = E{vrnvrHn } = J−1y RanJ−Hy
while the real valued counterpart of (20) is given by
yr
i,n
= Hri,nx
r
n + v
r
i,n (39)
with yr
n
= J−1y y
a
n
, Hrn = J
−1
y H
a
nJx and vrn = J−1y van.
Finally, the covariance matrix of vrn is defined as
Rrn = E{vrnvrHn } = J−1y RanJ−Hy
The duality between the D-ACKF and the D-RKF is estab-
lished through the following relationships:
x̂ri,n|n−1 = J
−1
x x̂
a
i,n|n−1
Mri,n|n−1 = J
−1
x M
a
i,n|n−1J
−H
x
Gri,n = J
−1
x G
a
i,nJy
x̂
r
i,n|n = J
−1
x x̂
a
i,n|n
Mri,n|n = J
−1
x M
a
i,n|nJ
−H
x
x̂ri,n|n = J
−1
x x̂
a
i,n|n
3For a vector z ∈ Cq , the corresponding orthogonal matrix Jz takes
dimension 2q × 2q.
5Therefore, the D-ACKF and D-RKF effectively implement
the same state space model, but operate in the complex and
real domains, respectively. Generally speaking, for systems
naturally defined in the complex domain, it is desirable to keep
the computations in the original complex domain in order to
facilitate understanding of the signal transformations, together
with benefiting from the well defined notions of phase and
circularity.
However, since the computation cost associated with
complex-valued algorithms is higher than that for real valued
ones, the duality analysis provides a framework for reducing
these cost, whereby the number of additions and multiplica-
tions required are approximately halved and quartered, respec-
tively.
B. Mean And Mean Square Analysis
For generality in analysis, we consider augmented complex
variables: let ea
i,n|n = x
a
n − x̂ai,n|n denote the local (non-
diffused) error at node i ∈ [1, N ], ea
i,n|n−1 = x
a
n − x̂ai,n|n−1
the prediction error, and ea
i,n|n = x
a
n − x̂ai,n|n the diffused
error. The difference between the true state in (16a) and the
predicted state estimate in (27) now becomes
eai,n|n = x
a
n − x̂ai,n|n−1 +Gai,n
(
ya
i,n
−Hai,nx̂ai,n|n−1
)
= eai,n|n−1 +G
a
i,n
(
Hai,nx
a
n + v
a
i,n −Hai,nx̂ai,n|n−1
)
= eai,n|n−1 +G
a
i,n
(
Hai,ne
a
i,n|n−1 + v
a
i,n
)
=
(
I+Gai,nH
a
i,n
)
eai,n|n−1 +G
a
i,nv
a
i,n (40)
Likewise, for the prediction error, combining (16a) and (24)
gives
eai,n|n−1 = F
a
n−1e
a
i,n−1|n−1 +w
a
n (41)
while the diffused state estimation error can be expressed as
eai,n|n = x
a
n −
∑
k∈Ni
ck,ix̂
a
k,n|n
=
∑
k∈Ni
ck,ie
a
k,n|n (42)
Substituting (40) and (41) into (42) and using
Mak,n|n(M
a
k,n|n−1)
−1 = I−Gak,nHak,n, we have
eai,n|n =
∑
k∈Ni
ck,i
[(
I+Gak,nH
a
k,n
)
Fan−1e
a
k,n−1|n−1
+
(
I+Gak,nH
a
k,n
)
wan +G
a
k,nv
a
k,n
]
=
∑
k∈Ni
ck,i
[
Mak,n|n(M
a
k,n|n−1)
−1Fan−1e
a
k,n−1|n−1
+Mak,n|n(M
a
k,n|n−1)
−1wan +G
a
k,nv
a
k,n
]
(43)
Upon taking the statistical expectation, the recursion in (43)
leads to a closed form expression for the mean error of the
D-ACKF algorithm, given by
E{eai,n|n} =
∑
k∈Ni
ck,iM
a
k,n|n(M
a
k,n|n−1)
−1Fan−1E{eak,n−1|n−1}
= 0 (44)
Remark #6: Equation (44) demonstrates that the D-ACKF is
an unbiased estimator of general complex processes, exhibiting
both proper and improper statistics.,
To derive the mean square error for the D-ACKF, we
shall make the following assumptions, commonly used in the
analysis of distributed state space estimators.
Assumption #1: Convergence. All the nodes (local Kalman
filters) converge to the same state value by using their
neighbourhood data, that is, there are no faulty nodes in the
system.
Assumption #2: Time invariance. The state space model (16)
is time invariant, that is, Fn = F, Hi,n = H, Qn = Q and
Ri,n = R, and the state transition matrix F is stable. This is
a standard assumption for the steady-state analysis of Kalman
filters.
It then follows that limn→∞Mai,n|n = M
a
i,n−1|n1
= Ma
for i ∈ {1, . . . , N}, that is, the matrix Ma
i,n|n is also time
invariant at steady state. Next, we define the following terms
for convenience of notation:
Ei,n|n =
[
eaTi1,n|n, e
aT
i2,n|n
, . . . , eaTiM ,n|n
]T
∈ C2ML
W i,n =
[
waTn ,w
aT
n , . . . ,w
aT
n
]T ∈ C2ML
V i,n =
[
vaTi1,n,v
aT
i2,n
, . . . ,vaTiM ,n
]T
Ai,n =

ci1,iF
aT
n−1(M
a
i1,n|n−1
)−TMaT
i1,n|n
ci2,iF
aT
n−1(M
a
i2,n|n−1
)−TMaTi2,n|n
.
.
.
ciM ,iF
aT
n−1(M
a
iM ,n|n−1
)−TMaT
iM ,n|n

T
Bi,n =

ci1,i(M
a
i1,n|n−1
)−TMaT
i1,n|n
ci2,i(M
a
i2,n|n−1
)−TMaT
i2,n|n
.
.
.
ciM ,i(M
a
iM ,n|n−1
)−TMaT
iM ,n|n

T
G
i,n
=
[
ci1,iG
a
i1,n
, ci2,iG
a
i2,n
, . . . , ciM ,iG
a
iM ,n
]
where {i1, i2, . . . , iM} ∈ Ni, and M = |Ni| is the number
of nodes in the neighbourhood Ni. Based on (43), the mean
square error Σai,n = E{eai,n|neaHi,n|n} at the node i then
becomes
Σai,n=Ai,nMi,n−1AHi,n+Bi,nQi,nBHi,n+Gi,nRi,nGi,n (45)
where Mi,n = E{Ei,n|nEHi,n|n} is the neighbourhood
error covariance matrix, Q
i,n
= E{Wi,nWHi,n} and
Ri,n = E{V i,nVHi,n}.
Remark #7: Under Assumption #2, the covariance matrices
Q
i,n
= Q
i
and Ri,n = Ri are time invariant, while as
limn→∞ the terms Ai,n = Ai, Bi,n = Bi, Gi,n = Gi also
become time invariant. Then under Assumption #1, that is,
provided all the nodes in the network converge to the same
steady state value, the remaining error covariance term Mi,n
also converges.
6Fig. 2. A distributed network with N = 10 nodes used in the simulations.
Further, observe that, based on (42), the MSE can alterna-
tively be expressed as
Σai,n =
∑
j∈Ni
∑
k∈Ni
cj,ick,iΓ
a
jk,n (46)
where Γajk,n = E{eaj,n|neaHk,n|n} is the cross-correlation
matrix between the neighbourhood errors.
Remark #8: Since
∑
j∈Ni
∑
k∈Ni
cj,ick,i = 1, the MSE at
any node i is then upper bounded by the MSE of the node in
its neighbourhood with the worst MSE, that is
max{Σai,n} = max
k∈Ni
{tr(Γakk,n)} (47)
where tr(·) is the matrix trace operator.
It then follows that at any time instant n, the upper bound
for the average MSE of the whole distributed network is the
MSE of the node with the highest MSE in the network.
From Remarks #6, #7 and #8, the D-ACKF converges both
in the mean and mean square sense, hence it is a consistent
estimator, while its MSE performance is upper bounded by
the worst performing node in the network.
IV. APPLICATION EXAMPLES
To illustrate the advantages of the widely linear D-ACKF
over its strictly linear D-CKF counterpart, the following case
studies were conducted: A) filtering of a noisy complex-valued
autoregressive process; B) estimating and tracking the position
of a projectile in two dimensions.
A. Filtering an Autoregressive Process
Consider a distributed network consisting of N = 10 nodes
(see Figure 2), used for filtering the complex autoregressive
(AR) process defined as
zn = 1.2zn−1 − 0.8zn−2 + un
For rigour, un is a noncircular white complex Gaussian driving
noise with variance E{|un|2} = 2 and a varying pseudovari-
ance E{u2n}. For each node i, the observation equation was a
noisy measurement of the autoregressive output, that is
yi,n = zn + vi,n
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(a) Noncircular state noise
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(b) Noncircular observation noise
Fig. 3. Steady state performance comparison for filtering the AR(2) process
in the cases of: (a) circular observation noises and a noncircular driving noise
with varying degrees of noncircularity; (b) circular state noise and noncircular
observation noises with varying degrees of noncircularity, whereby all nodes
have same degree of observation noise noncircularity.
where vi,n is the complex Gaussian white observation noise
associated with node i, while the variances, pseudovariances
and cross-correlations of the observation noises were
Ri,n = E{|vi,n|2} = 4 + 1/
√
i, Ui,n = E{v2i,n} and
Rik,n = E{vi,nv∗k,n} = 4 for i, k ∈ {1, 2, . . . , N} and i 6= k.
Remark #9: Observe that the nodes in network experience
correlated observation noises with different variances,
modelled through the term 1/
√
i in the expression for Ri,n,
where i = {1, · · · , N} is the node index.
In the simulations, we used the ratio of the magni-
tude of pseudocovariance to covariance, that is ηu =
|E{u2}|/E{|u|2}, as a measure for the degree of circularity
of a (zero-mean) complex signal u = ur+ jui, where a signal
is circular for ηu = 0 and maximally noncircular for ηu = 1.
The average mean square errors (MSEs) of all the nodes were
used for a quantitative assessment of performance in a nearest
neighbour diffusion scheme, which is as follows [3]. Let |Nk|
denote the number of a neighbours (including itself) of node
k; to compute the diffused state estimate for node i, the weight
7associated with a neighbour k is proportional to |Nk|, that is
ck,i =
{ |Nk|/αi if k ∈ Ni
0 otherwise
where αi =
∑
k∈Ni
|Nk| is a normalisation parameter for node
i which ensures that
∑
k∈Ni
ck,i = 1.
Figure 3 compares the steady state performance of the diffu-
sion Kalman filter in [3] (Algorithm 2), D-CKF and D-ACKF
algorithms, along with the centralised versions of the D-CKF
and D-ACKF (Centralised-CKF and Centralised-ACKF), with
access to the observation data from all the nodes at each time
instant. Figure 3a illustrates the results for circular observation
noises (Ui,n = E{v2i,n} = 0 for i = 1, 2, . . . , N ) and a state
(driving) noise with various degrees of noncircularity, whereas
the results for a noncircular observation noise with a circular
state noise (Pn = 0) are shown in Figure 3b. The variances of
the state and observation noises were kept constant throughout,
and only their pseudocovariances (degree of circularity) where
changed. The results illustrate that for second order circular
(proper) state and observation noises (ηw = 0 and ηvi = 0), the
strictly linear D-CKF and widely linear D-ACKF algorithms
have identical performances, conforming with the analysis and
Remark #3, while for noncircular noises (ηw 6= 0 and ηvi 6= 0)
the D-ACKF offered superior performance, as it catered for the
pseudocovariances. Moreover, D-ACKF had decreasing MSE
for an increasing degree of noise noncircularity, while D-CKF
was unaffected by changes in the noncircularity of the noises,
as it is not designed to recognise noncircular signals.
The performance comparison between the Centralised-CKF
and centralised-ACKF algorithms also shows a similar trend,
with centralised-ACKF offering better performance for non-
circular signals. The D-CKF and D-ACKF algorithms out-
performed the diffusion Kalman filter in [3] (Algorithm 2),
because they cater for the cross-correlations between the
the observation noises (Rik,n = E{vi,nv∗k,n}), and only
marginally underperformed compared with their centralised
counterparts. Observe that for uncorrelated nodal observation
noises with circular state and observation noises, the D-CKF,
D-ACKF and the diffusion Kalman filter in [3] will have
identical performances.
B. Projectile Tracking
We next considered the problem of estimating and tracking
the position of a projectile in two dimensions, where only
noisy measurements of its position are available. Let (xn, yn)
and (x˙n, y˙n) denote the position and velocity vectors of the
projectile at time instant n, respectively, then the correspond-
ing complex valued distributed state space model for the
system is given by
xn = Fxn−1 − jKg +Kwn
zi,n = hxn + vi,n
where:
• xn =
[
xn + jyn x˙n + jy˙n
]T is the projectile state
vector, and g = 9.8m/s2 is the gravitational acceleration;
Fig. 4. A distributed network with N = 20 nodes used in the simulations..
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Fig. 5. Sample average estimate (of all the nodes) of the vertical position
for the diffusion algorithms.
• F, K and H are time-invariant matrices and vectors
defined as
F =
[
1 T
0 1
]
, K =
[
T 2
2
T
]
and h =
[
1 0
]
where T is the sampling interval;
• zi,n is the observation at node i;
• wn is the zero mean state noise (used to account for
modeling inaccuracies), whereas, vi,n is the zero mean
observation noise at node i.
To illustrate the benefits of the proposed distributed al-
gorithms, we considered a scenario with N = 20 nodes
connected as in Figure 4, where a projectile was launched
into the air with an initial velocity (20, 10)m/s, from location
(0, 0)m. The sampling interval was set to T = 0.05s, and
the mean square errors (MSEs) of the different algorithms
were computed by averaging 1000 independent trials. The state
and observation noises were noncircular random processes,
both with a degree of noncircularity of η = 0.85, and their
respective distributions were defined as
wn ∼ N (0, 5) vi,n ∼ N (0, 1 + 2
√
i)
where the observation noise cross-correlations were set to
E{vi,nv∗k,n} = 1 for i, k ∈ {1, 2, . . . , N} and i 6= k.
A sample simulation run for the two diffusion algorithms
D-CKF and D-ACKF is shown in Figure 5, while Figure 6
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Fig. 6. Transient performance of the centralised and diffusion algorithms.
illustrates the enhanced performance of the widely linear D-
ACKF in estimating the projectile location compared with
the strictly linear D-CKF. The (strictly linear) centralised-
CKF and (widely linear) centralised-ACKF were able to out-
perform their distributed counterparts D-CKF and D-ACKF,
respectively, due to their use of the full network observation
data. However, this requires a high communication overhead,
compared with that required for the diffusion algorithms, such
as the scenario in the sparsely connected network shown in
Figure 4.
V. CONCLUSIONS
Distributed complex state space estimation has been ad-
dressed in the context of collaborative networks for the gen-
eral case of noncircular states, observations, and state and
observation noises. The distributed (widely linear) augmented
complex Kalman filter (D-ACKF) algorithm has been intro-
duced for the sequential state estimation of both second-
order circular (rotation invariant) and noncircular (rotation
dependent) signal distributions, within a framework which
caters for correlated nodal observation noises. We have also
analysed its performance, and have shown that it provides
unbiased and consistent estimates and enhanced performance
for noncircular signals, compared with the distributed complex
Kalman filter (D-CKF). Computational complexity issues have
been addressed through duality analysis between D-ACKF and
a bivariate real valued distributed Kalman filter. Simulations
using both circular and noncircular signals illustrate the per-
formance gains of the proposed solutions.
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