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ABSTRACT
Heterodyne displacement measuring interferometry provides important metrology
for applications requiring high resolution and accuracy. Heterodyne Michelson
interferometers use a two-frequency laser source and separate the two optical frequencies
into one fixed length and one variable length path via polarization. Ideally these two
beams are linearly polarized and orthogonal so that only one frequency is directed toward
each path. An interference signal is obtained by recombining the light from the two paths;
this results in a measurement signal at the heterodyne (split) frequency of the laser
source. This measurement signal is compared to the optical reference signal. Motion in
the measurement arm causes a Doppler shift of the heterodyne frequency which is
measured as a continuous phase shift that is proportional to displacement. In practice, due
to component imperfections, undesirable frequency mixing occurs which yields periodic
errors. Ultimately, this error can limit the accuracy to approximately the nanometer level.
Periodic error is typically quantified using a Fourier transform-based analysis of constant
velocity motions. However, non-constant velocity profiles lead to non-stationary signals
that require alternate analysis techniques for real-time compensation.
The objective of this study is to design a new discrete time continuous wavelet
transform (DTCWT)-based algorithm, which can be implemented in real time to quantify
and compensate periodic error for constant and non-constant velocity motion in
heterodyne interferometer. It identifies the periodic error by measuring the phase and
amplitude information at different orders (the periodic error is modeled as a summation
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of pure sine signals), reconstructs the periodic error by combining the magnitudes for all
orders, and compensates the periodic error by subtracting the reconstructed error from the
displacement signal measured by the interferometer. The algorithm is validated by
comparing the compensated results with a traditional frequency domain approach for
constant velocity motion. For a linear displacement signal where first and second order
periodic errors (amplitudes 4 nm and 2.5 nm, respectively) are superimposed during a
constant velocity (50 mm/min) displacement, the wavelet-based algorithm demonstrates
successful reduction of the first order periodic error amplitude to 0.24 nm (a 94%
decrease) and a reduction of the second order periodic error to 0.3 nm (an 88% decrease).
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CHAPTER 1
INTRODUCTION

Since first introduced in the early 1960s, the displacement measuring interferometer has
provided high accuracy, long range and high resolution for dimensional metrology. The
interferometer is used in a number of non-contact displacement measurement applications
including: 1) position feedback of lithographic stages for semiconductor fabrication; 2)
transducer calibration; and 3) position feedback/calibration for other metrology systems.
In these situations, Heterodyne (two-frequency) Michelson-type interferometers with
single, double, or multiple passes of optical paths is a common configuration choice.
These systems infer changes in the selected optical path length difference by monitoring
the optically induced variation in the photodetector, where current is generated
proportional to the optical interference signal. The current is processed and converted to
voltage and the phase is determined by phase-measuring electronics. The measured phase
change is nominally linearly proportional to the displacement of the measurement target,
based on ideal performance of the optic elements.
There are many well-known error sources that can degrade the accuracy of the
system [1-5]. These include cosine error, Abbe error, refractive index uncertainty,
thermal drift and deadpath. These errors can be compensated by setup changes or
additional metrology approaches. Other errors, such as electronics error and source
vacuum wavelength uncertainty, are usually small. Frequency mixing in heterodyne
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interferometer resulting from non-ideal performance of the optical system causes periodic
errors which are superimposed on the measured displacement signal. For heterodyne
interferometers, both first and second order periodic errors occur, which correspond to
one and two periods per displacement fringe. Periodic error is an intrinsic error in the
heterodyne interferometer that can limit the accuracy to the nanometer level (or higher)
depending on the optical setup. This is true when the interferometer is operated in
vacuum to minimize the error associated with refractive index uncertainty due to
uncompensated fluctuations in temperature, pressure, and humidity. While any of these
error sources may dominate in a given situation, the focus of this study is periodic error.
To compensate this error, real-time digital error measurement may be applied, as
it requires no change to the optical system, which allows convenient implementation for
existing systems. Previous research has demonstrated a frequency domain approach to
periodic error identification [6-8], where the periodic error is measured by calculating the
Fourier transform of the time domain data collected during constant velocity target
motion. The periodic errors are then determined from the relative amplitudes of the peaks
in the frequency spectrum. For an accelerating or decelerating motion, however, the
Doppler frequency varies with velocity. In this case, the frequency domain approach is
not well-suited because the Fourier transform assumes stationary signals. To overcome
this limitation, a wavelet-based analysis is applied here to measure and compensate
periodic error.
The wavelet analysis has been widely used as an analytical tool for numerical
analysis, mathematical modeling, and signal processing. The transform is computed at
various locations of the signal and for various scales of the wavelet, thus filling up the
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transform plane. This is done in a smooth continuous fashion for the continuous wavelet
transform (CWT). A CWT of a time domain signal provides information in both the
temporal and frequency domains [9]. For example, calculating the Morlet CWT enables
the frequency content of a signal to be observed at different times. The CWT can be more
informative than the Fourier transform because the CWT shows the relationship between
frequency content and signal based on the wavelet scale and the time period. This enables
the frequency and time information of the signal to be determined simultaneously by
applying an appropriate wavelet. When applied to non-stationary signals, the CWT can
supply frequency information at any time.
A wavelet-based analysis is a novel approach in the study of periodic error
measurement and compensation and enables the analysis of non-constant velocity
motions. This research introduces a new wavelet analysis algorithm to measure and
compensate periodic error for constant velocity target motions. In the following sections
of this chapter, foundations in interferometer, and periodic error and its traditional
compensation approaches are introduced. This chapter concludes with outline of this
thesis.

1.1 BACKGROUND
To use monochromatic light as a standard for displacement measurement was first
introduced in 1892. Interferometry was used for the measurement of the standard meter
by Albert Michelson and Rene Benoit. A schematic of the Michelson interferometer is
shown in Figure 1.1. Beam 1 is from an extended light source, and split by a beam splitter
with semi-reflective coating on the surface. Two separated beams travel to and reflect
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back from two mirrors, M1 and M2 (M2 can move to generate an optical path difference),
and then recombine at the same beam splitter. The interference pattern of the recombined
beam is imaged on the screen.

Figure 1.1 Schematic of the Michelson interferometer.

After the development of the He-Ne laser in the 1960s, interferometry has been
widely used for precision length and displacement measurement in many demanding
applications requiring high resolution and accuracy. In past five decades, the basic
configuration of the interferometer, developed by Michelson, remains the same. The
modern interferometer has been developed with the improvement in laser source, optics,
and signal processing. The extended light source is replaced by the laser, generating
monochromatic light, and the screen is replaced by a photodetector, with an added digital
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electronics behind to interpret the measurement signal (irradiance variation or phase
change) and to convert fringe to displacement.
Currently, polarization encoded heterodyne interferometers have become a
standard instrument for displacement measurement. Its difference from a homodyne
(single frequency) interferometer is that the laser source in a heterodyne interferometer
emits two slightly different frequencies. This difference introduces a number of
advantages and results in improved accuracy.

1.2 INTERFERENCE
Light can be treated as a transverse electromagnetic wave propagating through
space. Usually only the electric field at any point is considered, since the electric and
magnetic fields are orthogonal to each other [10].
The electric field can be described as a time-varying vector perpendicular to the
direction of propagation of the wave. Due to a light wave propagating along the z
direction, the electric field at any point can be expressed as

 
z 
E  E0 cos  2  ft    ,
 
 

(1.1)

where E0 is the light wave amplitude, f is the frequency, and  is the wavelength.
2  ft  z   is the phase of the wave, varying with time and location at z-axis. In a

vacuum, the light speed is

c  f v ,
where v is the light wavelength in the vacuum. In one medium, the light speed is
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(1.2)

c
,
n

v

(1.3)

where n is the refractive index of this medium. The light wavelength can be determined
by

f v

v
  n  v .
f
f
n

(1.4)

Eq. 2.1 can be rewritten as
 
nz  
E  E0 cos  2  ft     E0 cos t  kz  ,
v  
 

(1.5)

where   2 f is the angular frequency, and k  2 n v is the propagation constant.
To be convenient for mathematical operations, complex exponential
representation is usually used,
E  E0e

 i t  

,

(1.6)

where   kz .
Consider two light waves propagating in the same direction at a given point in
space. They are both linearly polarized, and have different amplitudes but the same
frequency. They are represented by
E1  E01e

 i t 1 

E2  E02e

 i t 2 

,

(1.7)

where E0i  i  1, 2  are the amplitudes of the light waves, and i  i  1, 2  is the phase.
The Principle of Superposition is that the electric field intensity at one point in space
resulting from two or more electromagnetic waves is the vector sum of these electric
fields. In fact, the interference is a consequence of this principle. According to the
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Principle of Superposition, the resultant electric field, E , is given by the addition of the
two light waves, E1 and E2 ,
E  E1  E2  E01e

 i t 1 

 E02e

 i t 2 

,

(1.8)

The resultant irradiance, I , is proportional to the square of the wave amplitude,
I  E  E01eit 1   E02e it 2 
2



 E01e

 i t 1 

 E02 e

 i t 2 



2

E

*  i t 1 
01

*  i 1 2 
02

 E01  E02  2 Re E01 E e
2

2

e



*
 E02
e

 i t 2 

,

(1.9)

 I1  I 2  2 I1 I 2 cos 1  2 

where * indicates the complex conjugate, and Re represents the real part of a complex
number.
The resultant irradiance shows a periodic characteristic depending on 1  2 . The
two light waves constructively interfere when cos 1  2  reaches its maximum value
and the two waves reinforce each other. Destructive interference occurs if cos 1  2 
reaches its minimum and the two waves counteract each other. If the amplitude of the two
light waves are equal ( I1  I 2  I 0 ), the resultant irradiance is four times the individual
irradiance in constructive inference, and attains zero value in destructive inference. The
transition from one maximum to the next maximum through a minimum corresponds to a
2 phase change, which is also an optical path length change of one wave length,

referred to as one “fringe”.
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1.3 TWO DISPLACEMENT MEASURING INTERFEROMETER TYPES
For displacement measurement, two types of the Michelson interferometer are
commonly used. One is the homodyne interferometer, which uses a single frequency laser
head and converts the intensity variation induced by interferences into displacement. On
the other hand, a heterodyne interferometer uses a two-frequency laser source and
measures displacement by identifying the phase shift between the reference and
measurement signals. Two approaches are introduced in the next two sections.
A Michelson-type interferometer is implemented with a certain configuration
(signal, double, or multiple passes of the optical path). The single pass configuration prior
to the introduction of two interferometer types will be described. In a single pass
configuration (shown in Figure 1.2), a beam with both vertical and horizontal polarization
components splits at a polarizing beam splitter (PBS). The horizontally polarized beam is
transmitted while the vertically polarized beam is reflected. The transmitted beam
(measurement beam) propagates forward to the moving retroreflector and then backward
to the polarizing beam; the reflected beam (reference beam) is reflected at the fixed
retroreflector. The two measurement and reference beams are recombined at the PBS and
brought into interference after passing through a linear polarizer (LP). The phase change
of the measurement beam, single , is proportional to double displacement of the moving
retroreflector,
single  2d ,

where d is the displacement of the target.
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(1.10)

Figure 1.2 Schematic of a single pass interferometer.

The optical resolution of the signal pass system (i.e. the fringe introduced in
Section 1.2) is half of the laser wavelength. Thus, in the single pass interferometer, the
target displacement can be determined by
d


2

N fringe ,

(1.11)

where N fringe is the number of fringes.

1.3.1 HOMODYNE INTERFEROMETER
The basic homodyne interferometer consists of a laser source (single-frequency
beam), a polarizing beam splitter, retroreflectors, and a photodetector, as shown in Figure
1.3.
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Figure 1.3 Schematic of homodyne interferometer setup.

A single-frequency, linearly polarized beam is typically from a Helium-Neon
laser head and oriented at 45°to the horizontal axis. The beam splitter equally splits this
incoming beam into two beams. One beam travels to the fixed retroreflector and reflects
back, while another one travels to the moving retroreflector and back. The two beams
recombine at the PBS and interfere. The interference signal is finally received at the
photodetector. Change in the relative path lengths of the two beams causes a relative
phase change in the interference signal. Therefore, the detected irradiance can be
expressed in Equation 1.9.
Basic homodyne interferometer advantages:


System is simple and easy to align.



It can be used for multi-axis systems.



Single-point detector used in the system enables faster processing than a
CCD array.
10

Basic homodyne interferometer advantages:


System is sensitive to laser power fluctuations and stray light.



System is sensitive to tilting.



It cannot detect the direction sense of the target.

1.3.2 HETERODYNE INTERFEROMETER
Heterodyne interferometer is generally similar to homodyne counterparts, except
that a two-frequency laser source is used instead of a single-frequency one. A schematic
of a single pass heterodyne interferometer is shown in Figure 1.4. The laser source
typically contains two slightly distinct optical frequencies with a known split frequency.
They are generated by either placing a magnetic field around the laser tube to obtain two
frequencies, or combining a single frequency laser with an acousto-optic modulator,
which produces another beam with a modulated frequency [11]. The two optical

Figure 1.4 Schematic of heterodyne interferometer setup. Optical components include:
retroreflectors (RR), polarizing beam splitter (PBS), polarizers, half wave plate (HWP),
and photodetectors.
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frequencies are orthogonally polarized and do not interfere, so they can be separated. One
frequency is used in the reference arm, while another one is used in the measurement arm.

An initial beam splitter splits part of the laser output, and a polarizer causes
interference between the two beams. This interference is detected at the reference
detector, generating an optical reference. The main beam travels to PBS, where the
frequency f1 reference beam is reflected and then travels to the fixed retroreflector and
back, while the frequency f 2 measurement beam transmits through the beam splitter and
then travels to the moving retroreflector and back. The two beams are combined again
within the PBS, where interference is created by passing these two collinear, orthogonal
beams through this polarizer aligned at 45°. The irradiance can be then observed at the
measurement photodetector.
Heterodyne interferometer advantages:


System has directional sensitivity.



One optical reference can be used for multiple interferometers.



System is insensitive to laser power fluctuations and stray light.



System can measure fast-moving targets.



System is adaptable to multipass configurations.

Heterodyne interferometer disadvantages:


Two-frequency source with a split frequency is needed, increasing
hardware costs.



High speed signal processing is required.
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Polarization manipulation leads a more complex alignment procedure and
costly components.

The two light waves are both linearly polarized, and have different amplitudes
and frequencies. They are described by
E1  E01e

 i 1t 1 

E2  E02 e

 i 2t 2 

,

(1.12)

where i  2 fi  i  1, 2  are the different angular frequencies of the light waves. When
they interfere, the resultant wave, E , is given by the sum of the two light waves, E1 and

E2 ,
E  E1  E2  E01e

i 1t 1 

 E02e

 i 2t 2 

,

(1.13)

The resultant irradiance, I , is proportional to the square of the amplitude,
I  E  E01e i1t 1   E02e i2t 2 

2

2



 E01e

 i 1t 1 

 E02e

 i 2t 2 



E

*  i 1t 1 
01

*  i  t  
02

 E01  E02  2 Re E01 E e
2

2

e



*
 E02
e

 i 2t 2 

,

(1.14)

 I1  I 2  2 I1 I 2 cos  t   

where   1  2 . Comparing Equation 2.9 with Equation 2.14, now there is an
additional term, frequency difference  , referred as to split or beat frequency, which
results from two slightly different optical frequencies. In the heterodyne interferometer,
the irradiance is measured by the fluctuation at the split frequency. The displacement of
the moving target causes phase change,  . Measurement of this phase change is
proportional to the displacement. The output of the heterodyne interferometer occurs at
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some frequency around the split frequency. Therefore, the sign of the frequency shift can
describe the direction of the motion.

1.4 ERRORS AND UNCERTAITY IN HETERODYNE INTERFEROMETRY
This section introduces typical errors and uncertainty in a heterodyne
interferometer system. Their source and correction or compensation methods are
discussed. Measurement uncertainty can be attributed to several sources, and the four
primary categories are displacement-dependent sources, alignment and setup sources,
environmental sources, and bandwidth sources. Each uncertainty source can be present in
more than one category.

1.4.1 REFRACTIVE INDEX UNCERTAINTY
The uncertainty in the refractive index is typically the dominant uncertainty in
displacement measurements in air. The refractive index of a medium is a function of its
density. It is necessary to identify the local refractive index since most interferometer
applications operate in air.
For interferometry in air, the uncertainty in the refractive index occur due to
changes in temperature, pressure, humidity, and gas composition, which degrade
measurement accuracy. The refractive index uncertainty in air can be determined by
u  nair   KT2u 2 T   K P2u 2  P   K H2 u 2  H  ,

(1.15)

where u T  , u  P  , u  H  , and KT , K P , K H , are uncertainties and sensitivities of
temperature, pressure, and humidity, respectively. The atmospheric error, which is caused
by refractive index uncertainty, can be expressed as
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eatm  u  nair   d ,

(1.16)

where u  nair  is the refractive index uncertainty in air, and d is the moving target
displacement. The error is often the largest component in the error budget, so it must be
compensated, based on the measurement of air pressure, temperature, and relative
humidity [12].

1.4.2 COSINE ERROR
An angular misalignment between the beam direction and the average line of
motion of the target results in cosine error in an interferometer with a cube corner target.
Because the magnitude of this error is proportional to the cosine of the misalignment
angle it is called “cosine error” [1]. Cosine error with an angle  between the beam and
motion direction is shown in Figure 1.5. It is described as
eA  lm  l  l  cos   1  l

2
2

,

(1.17)

where l is the actual displacement, and lm is the measured displacement. Cosine error
can be minimized by aligning the beam direction parallel to the axis of motion as close as
possible.
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Figure 1.5 Cosine error.

1.4.3 ABBÉ ERROR
The Abbéprinciple includes arranging the measurement system to be collinear
with the measured line. An offset error (Abbéerror) is caused by the unintended angular
error of the linear motion as the measurement axis and the motion line are not ideally
collinear, as shown in Figure 1.6. Larger Abbéoffset, d A , leads to larger error between
the measurement axis and the actual line of interest. Abbéerror can be expressed as

eA  lm  l  d A tan  A  d A A ,

(1.18)

where  A is the angular misalignment.  A is typically assumed small enough to simplify
Abbéerror to d A A . Measurement axis should coincide with line of interest to eliminate
Abbéerror.
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Figure 1.6 Abbéerror.

1.4.4 PHASE CHANGE UNCERTAINTY
Uncertainty in the measured phase change is a direct contributor to the measured
displacement uncertainty. Manufacturers typically provide static and dynamic accuracy
instead of the phase change uncertainty. Static accuracy is generally based on the
electronic noise floor. Dynamic accuracy is related to the phase meter performance at the
specified target velocity. Dynamic accuracy is usually larger since nonlinearity from filter
is frequency-dependent. The nonlinearity results from phase lag in the electronics and
shows as an interferometric phase change. Phase delay compensation method can be
applied to reduce this uncertainty [13].

1.4.5 INTERFEROMETER THERMAL DRIFT
Thermal changes within the interferometer optics can cause error when measuring
displacement, even when the target is stationary. When temperature changes, the physical
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size of the optical components will also change, which leads to an apparent displacement.
The thermal drift error can be described as

eTD  CT T ,

(1.19)

where T is the temperature change, and CT is the thermal drift coefficient.
Interferometer thermal drift can be reduced by either choosing a temperature-insensitive
optical configuration or keeping the environment temperature consistent during
experiment.

1.4.6 MATERIAL THERMAL EXPANSION ERROR
Due to thermal expansion or contraction, mechanical component dimension varies
as the change in temperature. It needs to correct based on the temperature information of
the part and coefficient of linear thermal expansion.

1.4.7 DEADPATH ERROR
The interferometer deadpath is the difference in length between the reference and
measurement arms when the interferometer electronics are initialized. Figure 1.7 shows a
traditional linear interferometer with imbalanced arm lengths. The path of the
measurement beam is larger than that of the reference beam by the deadpath length, d DP .
Any uncompensated refractive index change over the deadpath causes an apparent
displacement even when the target is not moving. Deadpath error can be expressed as
eDP  u  nair   d DP .
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(1.20)

Figure 1.7 Deadpath error.

1.4.8 ELECTRONICS ERROR
The phase change between measurement and reference arms is measured for
displacement in a heterodyne interferometer. The optical measurement resolution, i.e. one
fringe, can be electrically or optically extended. The electronics measurement resolution
is determined by the number of points in one full cycle of the phase. The electronics error
is equal to the electronics measurement resolution. However, amplifier nonlinearity may
also be considered [14].

1.4.9 PERIODIC ERROR
Periodic error is a noncumulative error in the measured displacement from
spurious interference signal arising from source mixing and beam leakage. Imperfect
separation of two frequencies into the measurement and reference beam produce periodic
error, or errors of some cycles per wavelength of optical path change. From another
perspective, the measured moving target displacement within superimposed periodic
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error can be treated as cyclically oscillating about the nominal displacement, typically
with amplitude of several nanometers [15].
Ideally, the phase-to-displacement relationship is assumed to be linear, but due to
the spurious interference signal, in practice, there exists a cyclic deviation and this
assumption becomes incorrect since the relationship is nonlinear.
Periodic error occurs at predictable interval. First order periodic error has one
harmonic per full cycle of phase change, second periodic error has two harmonics per full
cycle of phase change, etc.
Periodic error characteristics can be described as:


Periodic error does not scale with measured displacement. Source mixing
and frequency leakage cause periodic error superimposed in the true
displacement to be predictable.



Periodic error is a function of interferometer geometry and the source
wavelength, detectable as first, second, and higher spatial harmonics as the
target moves.



Each order of periodic error is caused by different mixing errors and
alignment.

Sources of frequency mixing and leakage include non-orthogonality between the
linear beam polarization, elliptical polarization of one beam, imperfect optical
components, parasitic reflections from the surface, and mechanical misalignment in the
interferometer [16]. For a motion of a moving retroreflector in a single pass
interferometer, for example, Figure 1.8 displays a simulated displacement of this motion
from 25 µm to 30 µm with a velocity of 50 mm/min in 0.006 s, and superimposed
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periodic error with a first order magnitude of 4 nm and second order magnitude of 2.5 nm.
The nominal constant velocity motion is extracted to reveal only the remaining periodic
error component.
(a)

(b)

Figure 1.8 (a) Simulated linear displacement at 50 mm/min and periodic error with
magnitudes of 4 nm and 2.5 nm for first and second order, respectively. (b) Periodic error
amplitudes in the frequency domain.

1.5 PERIODIC ERROR REVIEW
Periodic error is a fundamental accuracy limitation for the heterodyne Michelsontype interferometer. It can limit the interferometer accuracy to the nanometer or
subnanometer level. The measurement and reference beams are linearly polarized and
mutually orthogonal, separated and recombined perfectly at polarizing beam splitter.
Errors and defects in the optical system components cause source mixing and frequency
leakage between the two beams. This frequency mixing causes periodic error
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superimposed on the measured displacement signal, which is extensively explored in the
literature.
Fedotova [17], Quenelle [18], and Sutton [19] first investigated periodic error in
heterodyne Michelson-type interferometers. Subsequent studies of periodic error in
displacement measuring interferometry and its reduction have been reported in many
publications [1-7, 11, 14, 16, 20-90]. They are divided into the following categories: 1)
error sources [1-3, 11, 20-22]; 2) refractive index in air [23-29]; 3) periodic error
description and modeling [14, 30-47]; 4) periodic error measurement under various
conditions [7, 48-55]; 5) periodic error correction and compensation [6, 16, 38, 56-85]; 6)
uncertainty evaluation of interferometric displacement measurement [4, 5]; 7)
measurement applications [86-90].
Optical mixing is a major source causing periodic error in heterodyne Michelsontype interferometers that rely on polarization coding. Optical mixing refers to part of one
arm frequency leakage into the other of the interferometer. This includes imperfect
optical components, mechanical misalignment between interferometer elements, nonorthogonality of linear beam polarizations, ellipticity in the nominally linear polarization
of the individual beam, deviation of the optics from ideal behaviors, and parasitic
reflections from individual surface.
Further, optical mixing can be subdivided into two kinds based upon the
mechanism of mixing, polarization mixing and frequency mixing [1]. For polarization
mixing, it is due to the imperfect separation of the beams on their polarization (due to
leakage in the beam splitter). On the other hand, frequency mixing is due to
contamination by correct polarization but incorrect frequency for light. It can be caused
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by imperfect angular alignment of the polarization states of the beam relative to the beam
splitter direction, or ellipticity in polarization states for the individual beam. Each passage
through the polarizing beam splitter attenuates the leakage term for polarization mixing,
while in frequency mixing, repeated passage through the beam splitter does not affect the
mixing. In both kinds of mixing, the consequence is always contamination from one
beam in the interferometer into another.
In spite of the source of the optical mixing, its effect can be described in Figure
1.9. The interaction of the two beams with the PBS in a practical interferometer result in
an imperfect separation of the two frequencies. Beam 1 with frequency f1 and amplitude

E01 is contaminated by a small component with frequency f 2 and amplitude  21 , while
beam 2 with f 2 and E02 is contaminated by a component with f1 and 12 . Compared to
Equations 2.8-9, now the resultant output beam has four components instead of two in the
ideal interferometer. The resultant irradiance can be expressed by
I  E  E01e  i1t 1   E02e  i2t 2    21e  i 2t 1   12 e  i1t 2 
2

2


2
2
2
2

*  i  t  
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(1.21)

Sec ond Harmonics

First Harmonics
Periodic Errors
*
  E0112*  E02
 21  e 

i  

Quasi  DC Terms







Four components combine and produce eight terms. The DC terms are the irradiance of
four beams, which are self-interference. The quasi-DC terms are low-frequency
irradiance variations, which originate from interference between the main component in
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one beam and the contamination component in the other beam with the same frequency.
It is identical to the case in homodyne interferometer, and shows a small variation close
to DC. In most cases they can be considered as DC terms unless  is close to  . The
*
e
remaining three terms, E01E02

 i  t  

*
*
*
12e
,  E01 21
 E02
12  ei t  , and  21

 i  t  

, are

around the split frequency. The nominal signal results from the interference between two
beams, and it is the desired signal. The first harmonic term arises from the interference of
the desired beam and the mixing term in a given arm. The interference result is at the split
frequency since they are at different frequencies f1 and f 2 . This term can be
distinguished from the nominal signal by its independence of phase. The second
harmonic term arises from the interference between two mixing terms,  21ei2t and

12ei t . This result shows a negative phase dependence. Its amplitude is much smaller
1

than that of the nominal signal. The first and second order periodic errors, which are
derived from the first and second harmonic terms, can be approximately given by

sin    as a simplified model of a pure sine wave [7]. When the heterodyne
interferometer system is under high-speed displacement and amplifier nonlinearity is
considered, high order periodic errors will emerge as Doppler shifted terms; these errors
can also be modeled as pure sine waves [14]. For convenience, each order of periodic
error is expressed in terms of A sin   t  in the following discussions, where t is the time,
and  is the phase.
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Figure 1.9 Interferometer showing optical mixing.

1.6 TRADITIONAL PERIODIC ERROR COMPENSATION APPROACH
As discussed in Section 1.5, the nominal, first harmonic, and second harmonic
*
e
terms are E01E02

 i  t  

*
*
*
12e
,  E01 21
 E02
12  ei t  , and  21

 i  t  

. If the measured

moving retroreflector is at a constant velocity, v , then  can be described as

where N is the number of passes in the interferometer. In this case,
Therefore, these three terms are at constant frequencies of  
 

2 Nv



2 Nv

2 Nv





2 Nv



t,

is a constant.

,  , and

. The traditional frequency domain approach [6-8] can be applied here since

they are all stationary signals. The periodic error amplitudes are determined by
computing the Fourier transform of the time domain displacement data.
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But, the limitation of this method is also apparent. For non-constant velocity
motion, the Doppler frequency is varying with velocity. The frequency domain approach
cannot be applied since the method inherently assumes stationary Fourier signals.
Therefore, an alternative tool, for example, wavelet analysis used in this work, is needed
to overcome this issue.

1.7 OUTLINE OF THE STUDY
In this study, Chapter 2 introduces the advanced signal processing tool, wavelet
analysis. Different wavelet families are given and emphasis is on the complex Morlet
wavelet, which is used as the main choice in the periodic error compensation algorithm
design. The wavelet transform in its general form, and its relative terms and properties,
are also provided. In Chapter 3, the entire compensation algorithm design process is
introduced in detail. Based on the periodic error model, the periodic error information is
identified by using the continuous wavelet transform. The use of wavelets allows periodic
error to be reconstructed and compensated from original displacement data. Chapter 4
provides detailed simulation and experiment results using the novel compensation
algorithm. Identification of separate periodic error information and overall compensation
performance are both given. The effectiveness of the wavelet-based approach to detecting
and compensating periodic error is compared to the traditional Fourier-based approach
for constant velocity motion. Chapter 5 summarizes the results using the novel waveletbased approach and indicates directions for future investigations.
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CHAPTER 2
WAVELET ANALYSIS

Wavelet analysis began in the mid-1980s where it was first used to examine seismic
signals. At the beginning of 1990s, wavelet analysis was recognized as a useful tool in
science and engineering, and began rapidly developing during that decade. The wavelet
transform has been found to be particularly useful for analyzing aperiodic, noisy,
intermittent, and transient signals. It can examine a signal in both time and frequency
domain, which is distinctly different from the traditional Fourier transform. A number of
wavelet-based methods have been created to identify signals based on this advantage.
Wavelet analysis has been applied to many research areas, including condition
monitoring of machinery, video image compression, seismic signal denoising,
characterization of turbulent intermittency, analysis of financial indices, etc.

2.1 INTRODUCTION
Wavelet analysis has been developed to be an analytical tool for signal processing,
mathematical modeling, and numerical analysis. Early work was in the 1980’s by Morlet,
Grossmann, Meyer, Mallat, and others, and the paper by Ingrid Daubechies in 1988 first
directed the attention of the larger applied mathematics communities in signal processing
and statistics to wavelet analysis [91-96]. Early work was related to a specific application,
and now the theory is abstracted from applications and developed on its own. One
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modern wavelet research goal is to create a set of basic functions and transforms
describing a function or signal. Work done by Donoho, Johnstone, Coifman, and others
explained why wavelet analysis is versatile and powerful and showed wavelet system is
optimal for numbers of problems [97]. Multiresolution is another important idea.
Wavelets are called “The Mathematical Microscope” since discrete wavelet transform
can decompose a signal at independent scales and conduct this in a quite flexible way
which is superior to other methods for processing, denoising, and compression [98, 99].
Because of this advantage, signal processing in wavelet domain provides many new
methods for signal detection, compression, and filtering [97, 100-104].
The wavelet transform includes the discrete wavelet transform (DWT) and the
continuous wavelet transform (CWT). DWT is usually used for compression, filtering,
and denoising, while the CWT is preferred to provide interpretable multi-scale
information of signals. The next two sections introduce these two transforms separately.

2.2 DISCRETE WAVELET TRANSFORM
A signal f  t  can be better analyzed if expressed as a linear decomposition
f  t    al l  t  ,

(2.2)

l

where l is an integer index for the finite or infinite sum, al is the real-valued expansion
coefficient, and   t  is a set of the real-valued functions of t (expansion set). An unique
expansion set is called a “basis”. If the basis is orthogonal, i.e.

 k  t  , l  t    k  t  l  t  dt  0 k  l ,
Then the coefficient al can be calculated by
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(2.2)

al  f  t  , k  t    f  t  k  t  dt .

(2.3)

For the wavelet expansion, a two-parameter system is constructed as
f  t    a j ,k j ,k  t  .
k

(2.4)

j

where a j ,k is a set of expansion coefficients. Two-dimensional families of scaling and
wavelet functions are generated from the basic scaling function and mother wavelet,

  t  and   t  , by scaling and translation,
 j ,k  t   2 j /2   2 j t  k 
 j ,k  t   2 j /2  2 j t  k 

,

(2.5)

where j is the scale, and k is the time or space location. Further,   t  and   t  can be
expressed as

  t    h  n  2  2t  n 
n

  t    h1  n  2  2t  n 

,

(2.6)

n

where h  n  and h1  n  are low-pass filter and high-pass filter in the decomposition
filters, respectively. Therefore, as a series expansion in terms of the scaling functions and
wavelets, any function g  t  can be given by







g  t    c j0  k  2 j0 /2  2 j0 t  k    d j  k  2 j /2  2 j t  k  ,
k

k

(2.7)

j  j0

where j0 is the basis scale, and c  k  and d  k  are some sets of coefficients. These
coefficients are called the discrete wavelet transform of the signal g  t  , and Equation
2.7 is the inverse discrete wavelet transform (IDWT). If the wavelet system is orthogonal,
the coefficients can be calculated by
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c j  k   g  t  ,  j ,k  t    g  t   j ,k  t  dt
d j  k   g  t  , j ,k  t    g  t  j ,k  t  dt

.

(2.8)

The DWT applies a pair of decomposition filters to the original time domain
signal repeatedly. The low-pass filter and high-pass filter are designed to avoid any loss
of information during transform process. Figure 2.1 shows a typical structure of the DWT
process. For a decomposition at a single scale, the wavelet decomposition filters are
applied to a signal x  t  in time domain, and the output coefficients are down sampled
into low-pass band (approximation band) A1 and high-pass band (detail band) D1 . The
bands are time domain signals, and they have half of samples compared to the original
signal. At the next stage, the low-pass band A1 is decimated into quarters, A2 and D2 ,
and so on. The final output of DWT is the approximation subband of the final scale ( A2
in this example), and the detail subband of all the scales ( D1 , D2 and D3 in the same
example).

Figure 2.1 Structure of a discrete wavelet transform (DWT) computation.
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However, after transforming a signal, the DWT wavelet coefficients are difficult
to interpret and need an IDWT for comparison with the original signal. For CWT, in
contrast, the wavelet coefficient directly provides substantial information at any
particular time instance for a time domain signal. The final goal of this research is to
compensate periodic error in heterodyne interferometry in real-time. Therefore, CWT is
used in a real-time algorithm design to examine the spectral information of periodic error.

2.3 CONTINUOUS WAVELET TRANSFORM
A continuous wavelet transform is used to construct a time-frequency
representation of a signal x  t  which provides sufficient time and frequency localization.
To perform a CWT, a wavelet is needed. It is a function   t  which satisfies certain
mathematical criteria. This function is operated to transform the time domain signal into
another form via translation and dilation.

2.3.1 REQUIREMENTS FOR THE WAVELET
A wavelet function of time,   t  , must have finite energy


E     t  dt   .
2



(2.9)

A wavelet must have an average of zero,


  t      t  dt  0 .


(2.10)

Additionally, a wavelet is usually normalized to a unit value [105],


  t      t  dt  1 .
2
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(2.11)

2.3.2 WAVELET MANIPULATIONS
In order to transfer a chosen “mother” wavelet to be a more flexible form, two
basic manipulations can be performed. The wavelet function can be stretched and
squeezed (dilation), or moved (translatin).
A wavelet family can be generated from the mother wavelet by translating it via
the shift parmeter, u  , and dilating the wavelet via the scale parameter, s  0 . This
series of wavelets can be denoted as
 t u 
.
 s 

 u ,s  t    

(2.12)

The movement of the wavelet along the time axis is governed by the shift parameter.
Figure 2.2(a) displays the movement of the real part of the Morlet wavelet from u  0 via

u  1 to u  2 along the time axis. The dilation and contraction of the wavelet is
governed by the scale parameter, which is the distance between the center of the wavelet
and the origin of time axis. Figure 2.2(b) shows the real Morlet wavelet stretched and
squeezed to half and double of its original width, respectively.

2.3.3 WAVELET TRANSFORM
In the form of Equation 2.12, the wavelet transform of a continuous signal, x  t  ,
with respect to a wavelet function is defined as
Wx  u, s   w  a  





x  t  u*, s  t  dt  w  a  
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 t u 
x  t  * 
 dt ,
 s 

(2.13)

(a)

(b)

Figure 2.2 (a) Translation of the mother wavelet (the real Morlet wavelet). (b) Stretching
and squeezing the real Morlet wavelet at three dilations, s  1, 2,3 .

where w  a  is a weighting function, and the asterisk indicates the complex conjugate of
the wavelet function used in the transform, which is needed when complex wavelets are
used. Typically w  a  is chosen as 1

a for energy conservation, which ensures the

wavelet at each scale has the same energy. Sometimes 1 a is also adopted in some
special applications.
In the following discussion, w  a   1

a is used as the weighting function. Thus

the wavelet transform is written as
Wx  u, s  

1
a







 t u 
x  t  * 
 dt .
 s 
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(2.14)

This is the continuous wavelet transform. The signal x  t  could be a gearbox vibration
signal, audio signal, or even a crack profile in the spatial domain. The normalized
wavelet function can be written as
1 *  t u 
 
.
a  s 

 u*, s  t  

(2.15)

Equation 2.14 shows the integration in the product of the signal and the normalized
wavelet. In mathematics, this is called the convolution integral. Therefore, the CWT can
be described in a compact form as
Wx  u, s   





x  t  u*, s  t  dt .

(2.16)

2.3.4 TYPICAL WAVELETS
The Haar wavelet is a sequence of rescaled square functions [106]. It is the
simplest example of an orthonormal wavelet. The Haar wavelet is also known as
Daubechies 1 tap wavelet. The mother wavelet of the Haar wavelet (shown in Figure 2.3)
can be described as
1

1 0t  2

1

  t   1
 t 1 .
2


 0 otherwise


Based on the characteristics of the Haar wavelet, it can be useful in discontinuity
detection.
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(2.17)

Figure 2.3 The Haar wavelet.

Hermitian wavelets are a family of continuous wavelet, which can also be used in
the CWT [107]. The nth Hermitian wavelet is defined as the nth derivative of a Gaussian
function,

 n  t    2n 



n
2

1
 t   2n t 2
,
cn H n 
e
 n

(2.18)

where H n  x  denotes the nth Hermite polynomial, and the normalization coefficient is
given by
 1 n

cn   n 2  2 n  2n  1!!
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1
2

n .

(2.19)

Figure 2.4 shows an example of Hermitian wavelets, which is the negative normalized
first derivative of a Gaussian function,


1
4

 1  t   2 te



t2
2

.

(2.20)

Figure 2.5 displays another example of Hermitian wavelets, which is sometimes called
“Mexican hat wavelet” and is the negative normalized second derivative of a Gaussian
function [108],
2

1
t


2
2
4
 2 t  
3 1  t  e 2 .
3

(2.21)

Depending on the application, all derivatives of the Gaussian function may be employed
as a wavelet.

Figure 2.4 One Hermitian wavelet (first derivative of a Gaussian function).
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Figure 2.5 The Mexican hat wavelet.

The complex Morlet wavelet is composed of a complex exponential multiplied by
a Gaussian window (shown in Figure 2.6),


1
1
 t2
4 i 2 f 0t
2

 t    e
*

e

.

(2.22)

where f 0 is the central frequency of the mother wavelet. It is closely related to human
hearing and vision, and has been applied into many research fields, such as the
electrocardiogram (ECG), medicine, and music transcription. More detailed introduction
and analysis to the complex Morlet wavelet is given in next section.
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Figure 2.6 The complex Morlet wavelet.

2.3.5 COMPLEX MORLET WAVELET
In 1946, the use of Gaussian-windowed sinusoids for time-frequency
decomposition was introduced from ideas in quantum physics. It provides the best tradeoff between spatial and frequency resolution. In 1984, it was modified to keep the same
wavelet shape over octave intervals, offering the first formalization of the continuous
wavelet transform [109].
The shift parameter, u , and the scale parameter, s , can be included within the
definition of the complex Morlet wavelet given by Equation 2.22. The shifted and dilated
version of the mother wavelet can be given by
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i 2 f 0
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(2.23)

As the wavelet is squeezed and stretched to half and double of its original width (shown
in Figure 2.2b), its frequency increases and decreases to double and half of its original
value.

2.3.6 LINEARITY PROPERTY
One property of the continuous wavelet transform is its linearity. Given a multiN

component signal x    i xi , where xi  i  1

N  are signal components, and

i 1

i  i  1 N  are scalar weightings, the linearity states that the CWT coefficients for the
signal x are equivalent to the sum of the CWT coefficients for each component of x . In
fact, the CWT is a convolution of a signal with a set of wavelets. Therefore, the
foundation of this property is actually the linearity of integration. The property can be
derived from
Wx  u , s   







x  t  u*, s  t  dt

 N



N

  x  t   t  dt
i i

i 1

 i 
i 1





*
u ,s

xi  t 

*
u ,s

 t  dt

.

(2.24)

N

   i Wxi  u , s  
i 1

Based on Equation 2.24, the CWT linearity property can be expressed as
N
 N

W

x
u
,
s

i Wxi  u, s   .



  i i
i 1
 i 1
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(2.25)

It can be used to analyze the multi-component signal. The linearity is used in the periodic
error compensation algorithm to obtain periodic error amplitudes (or weightings).
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CHAPTER 3
WAVELET-BASED ALGORITHM DESIGN

In this chapter, the periodic error compensation algorithm, which is based on the
continuous wavelet transform, is described by introducing all the aspects during design.
In the CWT, the complex Morlet wavelet is chosen as the mother wavelet. The
mathematical model of periodic error is provided, as mentioned in the Chapter 1. The
CWT is discretized before using in the periodic error compensation. The important
concepts in the CWT using the Morlet wavelet are also introduced. The identification
methods for periodic error information (frequency, phase, and amplitude) are offered in
sequence. Then all the information can be combined, aiming at compensating the periodic
error in a certain constant or non-constant velocity motion profile.

3.1 PERIODIC ERROR MODEL
According to the discussion about periodic error in the Section 1.5, each order of
the periodic error can be described as a simplified mathematical model, a pure sine wave

A sin   t  , where t is the time, A is the amplitude, and  is the phase. For example, for
a periodic error, which consists of only first and second order periodic errors, can be
expressed as A1 sin 1  t   A2 sin 2  t  . Figure 3.1 shows first and second order periodic
errors in both the time and spatial (polar coordinate) domains. The frequency, f1 , of the
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first order periodic error is half of the second order error frequency, f 2 . Thus, the phase,

1 , of first order periodic error is half of the second order phase,  2 .
Higher order periodic error holds the similar relationship to the first order periodic
error. In general, for kth order periodic error Ak sin k  t  , the frequency, f k  kf1 , and the
phase k  k1 .

Figure 3.1. First and second order periodic error in time and spatial domain.

3.2 DISCRETE TIME CONTINUOUS WAVELET TRANSFORM
The data collected from real world is always digital signal. Measured
displacement data by a heterodyne interferometer, for instance, is collected at a very high
sampling rate (typically 50 – 100 kHz), but it is still discrete signal. For a discrete signal,
the continuous wavelet transform shown in Equation 2.14 cannot be directly applied.
Instead, it must be transformed to a discretized form. For a digital signal x 1
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M  which

has M data points, the discrete time continuous wavelet transform (DTCWT) can be
described as
M 
  n ' n  t  
Wx  n, s     x  n ' s * 
 t  ,

s
n '1 

 

(3.1)

where x  n  is the nth discrete data point,  * is the mother wavelet, M is the number of
total data points in the signal, and t is the sampling time.

3.3 EDGE EFFECT IN THE REAL-TIME ALGORITHM
When the algorithm is implemented to post-process a measured displacement
signal, the entire signal can be directly analyzed with the DTCWT since it is already
known. However, when applying the algorithm in real-time (that is, a new displacement
data point is received at each sampling time), only the present and previous data points
are known. The DTCWT coefficient of one data point is calculated with its neighboring
points. When calculating the DTCWT at the last point of the signal, half of the wavelet is
outside the signal as shown in Figure 3.2. Therefore, the DTCWT at the edges of the
signal is not proportional to the DTCWT when the wavelet is almost entirely in the
signal, resulting in an “edge effect”.
There is no known method to eliminate this effect. However, many methods have
been developed to partially resolve the issue on the edge of signals of finite extent: 1)
adding a line of zero values (zero padding), a line of constant values equal to the last
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Figure 3.2. The edge effect is depicted at the end of the signal.

value of the signal (value padding), or some form of decay to zero for the last value
(decay padding), at the end of the signal; 2) reflecting the signal at the edge (reflection);
3) continuing the signal on from the last point back to the first point (periodization); 4)
using a polynomial extrapolation of the signal at the end (polynomial fitting). Zero
padding is used in the real-time DTCWT-based periodic error compensation algorithm
proposed here.
This edge effect is one main error source in the compensation algorithm. Its effect
to the accuracy of periodic error information identification is discussed in the next
chapter. The real-time processing algorithm is described in the next section.
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3.4 PERIODIC ERROR COMPENSATION ALGORITHM DESCRIPTION
This section describes a detailed real-time periodic error compensation algorithm
design based on DTCWT, where the complex Morlet wavelet is used as the mother
wavelet. It includes periodic error identification and reconstruction.

3.4.1 DETREND OF THE SIGNAL
The algorithm starts with storing the latest N data points in a memory array,

X 1

N  , which is used as the signal to conduct the DTCWT. First, detrending

X 1

N  is required to eliminate the main displacement component (subtracting the line

connecting the beginning and ending points of the signal). This step is required because
the magnitude of the periodic error is typically on the nanometer level while the overall
displacement is usually on the micrometer level or larger. A new array X  1
obtained after detrending the measured data X 1

N  is

N.

3.4.2 APPLICATION OF THE WAVELET TRANSFORM
The DTCWT (Equation 3.1) is applied to the signal X  1

N  using the

following five steps:
1) substitute the data points in X  1

N  for x in Equation 3.1;

2) select the mother wavelet to be the complex Morlet wavelet to produce
child wavelets at various scales;
3) set the shift parameter n to N (for the last point of the array);

45

4) build a scale array s 1

M  to produce the child wavelets where M is the

total integer number of scales used in the DTCWT calculation;
5) using Equation 3.1 calculate the wavelet coefficient of the Nth data point in
the array.
Because the complex Morlet wavelet has complex values the resulting
coefficients from the DTCWT calculation in Equation 3.1 will also be complex.
Therefore, after applying the complex Morlet wavelet to the signal, the resulting wavelet
transform is a complex array along the scale direction (see Figure 3.3).

Figure 3.3. DTCWT coefficients calculation at n  N and scale s 1

M .

3.4.3 IDENTIFICATION OF THE RIDGE AND PHASE
The modulus and the phase for each complex coefficient can be calculated as:
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abs  n, s   Wx  n, s  and

(3.2)

 Im Wx  n, s   
,
 Re Wx  n, s   



  n, s   arctan 

(3.3)

where Im and Re represent the imaginary and real parts of the DTCWT coefficient,
respectively. For the modulus abs  N , s  at X '  N  along the scale array, the maximum
value of the DTCWT coefficient or “ridge” can be extracted. The ridge is defined as the
location where the modulus reaches its local maximum at scale sridge [110]. When the
modulus is maximal at the ridge, the frequency of the wavelet scaled by sridge shows the
greatest match with the convolved periodic error signal [111].
This sridge equals s1 , which corresponds to the frequency of first order periodic
error. Therefore, the phase   N , sridge  is the first order periodic error phase at X '  N  . A
phase array  1

N  is used to store this phase. A new point is added by completing two

steps: 1) remove  1 and shift   2

N  forward to  1

N  1 and 2) set

  N     N , sridge  . Subsequently, the array  1 N  has the first order periodic error
phase information for the latest N data points. Based on the periodic error model defined
in Section 3.1, with the phase array  1

N  and an assumed unit amplitude, the kth

order periodic error is Ak sin k   sin  k  . It is located at the scale sk  s1 / k since its
frequency is f k  kf1 and the scale is inversely related to the frequency. The kth order
periodic error for the latest N points is
rk 1



N   sin  k 1  ,sin  k  2   ,
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,sin  k  N   ,

(3.4)

which is called the “reference periodic error”.

3.4.4 IDENTIFICATION OF THE AMPLITUDE
The next step is to determine the amplitude of different periodic error orders. The
entire periodic error e 1

N  is a linear combination of m order periodic errors, which

can be expressed as

e 1

m

N    Aj rj 1
j 1

N,

(3.5)

where Aj  j  1 m  is the periodic error amplitude on the jth order, which is to be
quantified.
Assuming that the detrended array, X  1

N  , is exactly the periodic error1, the

assumed sinusoidal combination of periodic errors e 1
to X  1

N  can be said to be equivalent

N  according to Equation 3.5 to obtain
X  1

m

N    Aj rj 1
j 1

N.

(3.6)

The discrete form of the CWT in Eq. 3.1 can then be used on both sides of Eq.
3.6. Equation 3.6 is effectively substituting the actual periodic error for x on one side of
the equation and substituting the periodic error model on the other side of the equation.
Once the values are substituted the complex Morlet wavelet can be used to calculate the
coefficients by setting the location to be n  N , and using scales s 1

1

M  . The linearity

If there is a difference between the detrended signal and the actual periodic error due to imperfect
detrending, this causes an error in the algorithm results.
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property of the CWT introduced in Eq. 2.5 can then be used to construct the following
result:

WX ' 1
where WX ' 1

N   N , s 1

N   N , s 1

m

M    Aj Wrj 1
j 1

N   N , s 1

M  ,

(3.7)

M  has already been calculated. For m order reference

periodic errors, another m DTCWT calculations about Wrj 1

N  N , s 

 j 1

m  are

required. Amplitudes Aj  j  1 m  include m unknowns, which require at least m
equations to be solved. Recall that the frequency of jth order periodic error is related to
the scale s j  s1 / j , so the DTCWT results WX ' 1

N   N , si  and Wrj 1

scale si are extracted for use  i, j  1 m  . Let ci  WX ' 1

dij  Wrj 1

N   N , si  at

N   N , si  ,

N   N , si  , i, j  1 m . The following set of equations can then be obtained

from Equation 3.7:
 c1  A1d11  A2 d12   Am d1m
 A1   d11
 c  Ad  A d   A d
 A  d
 2
1 21
2 22
m 2m
 2    21


  

  

cm  A1d m1  A2 d m 2   Am d mm
 Am   d m1

d12
d 22
dm2

d1m 
d 2 m 


d mm 

1

 c1 
c 
 2.
 
 
cm 

(3.8)

The amplitudes Aj  j  1 m  can therefore be determined.

3.4.5 RECONSTRUCTION OF PERIODIC ERROR
The magnitude M of the periodic error at the latest sampling time is calculated
using
m

M   Ai sin  i  N   ,
i 1
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(3.9)

where Ai sin  i  N   is ith order reconstructed periodic error at n  N . Finally, the
magnitude M is subtracted from the original displacement data to determine the
compensated displacement data point.
Figure 3.4 displays the sequence of calculations required for compensating one
displacement data point in the DTCWT algorithm.

Figure 3.4. Calculations to implement the periodic error compensation algorithm.
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CHAPTER 4
SIMULATION RESULTS

In this chapter, simulated displacement data with superimposed periodic error are used to
assess the validity of the wavelet-based compensation algorithm. The simulated data is
first introduced. Then identifications of periodic error ridge, phase and amplitude are
provided in sequence. For the results, the influence caused by the edge effect in the
algorithm, the Morlet wavelet central frequency, and the size of the memory array used in
the DTCWT, is also discussed. Finally, overall periodic error compensation performance
of the wavelet-based algorithm is shown. In order to demonstrate the capability of the
wavelet-based approach to compensate periodic error, it is compared to the traditional
Fourier-based approach.

4.1 SIMULATED DISPLACEMENT DATA
The simulated displacement is designed to coincide with the collected data in a
real heterodyne interferometer. But more ideally, only the first and second order periodic
errors are considered in the simulated data. The interferometer parameters used in the
simulation are:
1) He-Ne laser wavelength of  = 633 nm;
2) a fold factor of FF = 2, which describes the number of light passes
through the interferometer (the first order error completes a full cycle in
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3) 633/2 = 316.5 nm, while the second order error requires 633/4 = 158.3
nm);
4) a sampling frequency was 62.5 kHz.
A typical simulated signal used in the simulations is a linear displacement signal where
first and second order periodic errors (amplitudes 4 nm and 2.5 nm, respectively) are
superimposed during a constant velocity (50 mm/min) displacement as shown in Figure
4.1.

Figure 4.1 Simulated linear displacement at 50 mm/min and periodic error with
magnitudes of 4 nm and 2.5 nm for first and second order.

52

The following sections discuss the results of ridge detection, phase detection,
amplitude detection, and a comparison between the DTCWT and frequency domain
approaches.

4.2 RIDGE DETECTION
Identifying periodic error frequency components first requires ridge detection
using Equation 3.2. The performance of the ridge detection portion of the algorithm is
evaluated using the simulated displacement signal shown in Figure 4.1.
The algorithm is designed to apply in the real-time displacement measuring
experiment. Therefore, the edge effect always occurs as introduced in Chapter 3.
Inevitably, this leads to an error. In order to illustrate this error, the same algorithm is
implemented offline for comparison. In this case, the entire displacement profile is
known before the algorithm runs, which means the edge effect does not exist since at
each point both previous and future data points can be used in the calculation. For both
algorithms (real-time and offline), the comparison results of the measured DTCWT ridge
for the simulated signal is displayed in Figure 4.2. The ridge detected from the real-time
algorithm is at the integer scale 190  1 , while that from the off-line algorithm is
consistently at scale 190. This demonstrates that periodic uncertainty in the real-time
algorithm caused by the edge effect can cause the calculated scale to differ from the
actual value.
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Figure 4.2 The measured DTCWT ridge for the error signal.

To ensure the calculation result is accurate enough for real-time error
compensation, some parameters in the algorithm may be adjusted, such as the central
frequency of the Morlet wavelet and the size of the memory array used in the DTCWT.
For the same displacement data in Figure 4.1, Figure 4.3 shows the ridge
identification result when the central frequency f 0  1 . The detected ridge is at the scale

25  2 . The scale is inversely related to the frequency. For two scales which have
uncertainties in the same level, the smaller scale leads to a larger uncertainty of the
frequency. Ridge is the location where the frequency of the Morlet wavelet is identical to
that of the signal, and the Morlet wavelet frequency decreases when the scale increases as
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discussed in Section 2.3.5. Therefore, to increase the measured ridge for one signal, the
central frequency of the Morlet mother wavelet can be increased. Figure 4.4 shows the
identified ridge when f 0  8 . In this case, the measured ridge is at the scale 190  1 . The
base scale increases from 25 to 190 while its uncertainty does not change much, but this
dramatically reduces the frequency uncertainty. However, the central frequency cannot be
raised too high because it requires higher sampling rate and this is restricted by the
hardware resources. Thus, f 0  8 is used in the rest of simulations in this work.

Figure 4.3 The measured DTCWT ridge ( f 0  1 ).
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Figure 4.4 The measured DTCWT ridge ( f 0  8 ).

The size of the array used in the DTCWT, i.e. the memory array X 1

N  , can

also be justified. The choice of this size is based on the sampling rate and the frequency
of periodic error, because the array needs to include several cycles of periodic error (at
least 8 – 10 cycles), in order to identify the error with high accuracy. If the sampling
frequency is too high or the frequency of periodic error is too low, the array needs to be
enlarged to accommodate enough periodic error cycles for calculation to achieve high
accuracy in periodic error compensation. For example, when N  100 , the ridge
identification result is shown in Figure 4.5a. It can be clearly seen from Figure 4.5b that
the detected ridge is no longer related to the first order periodic error but the second
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order, which means that in this situation, the size of the memory array is not enough to
identify the first order periodic error frequency. Figures 4.6 and 4.7 display the cases at

N  200 and N  400 , respectively, where both results are 190  1 for the ridge.
Therefore, N  200 is used in the following simulations, also based on the consideration
for saving hardware resource.

4.3 AMPLITUDE DETECTION
For the simulations in this section, a simulated constant velocity motion (50
mm/min) with first order periodic error amplitude of 4 nm and second order periodic
error amplitude of 2.5 nm is used just as in Section 4.2. To identify the periodic error
amplitudes under this constant velocity condition, two methods are compared at every
sampling instant. The first method is a fast Fourier transform (FFT) method similar to [68]. The FFT of the error is computed after detrending the nominal displacement stored in
the displacement array X 1

N  and applying a Hanning window. The second method

is the DTCWT-based algorithm. This algorithm is applied to calculate first and second
order periodic error amplitudes (Equation 3.8, where m = 2 because only first and second
order periodic errors exist) after obtaining the modulus and phase information (Equations
3.2 and 3.3) and determining the reference periodic errors (Equation 3.4). The measured
amplitudes are displayed in Figure 4.8. The frequency domain approach result is
smoother since windowing reduces the spectral leakage. The FFT assumes that the data is
point each sampling interval. It actually measures the average amplitude over the signal.
For first order periodic error, the true value of its amplitude is 4 nm. The average value
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(a)

(b)
Figure 4.5 The measured DTCWT ridge ( N  100 ).
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Figure 4.6 The measured DTCWT ridge ( N  200 ).

Figure 4.7 The measured DTCWT ridge ( N  400 ).
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from the FFT approach is 3.92 nm; the amplitude measured by the DTCWT approach is
4.25 nm. For second order periodic error, the true value is 2.5 nm. The amplitudes
measured by the FFT and DTCWT approaches are 2.34 nm and 2.31 nm, respectively.
The two approaches show good agreement for amplitude measurement.

Figure 4.8 The measured amplitudes for the FFT and DTCWT approaches.

4.4 PERIODIC ERROR COMPENSATION
In these tests, the performance of the entire DTCWT algorithm (from receiving a
new data point to providing a compensated data point) is examined. Again, the simulated
50 mm/min constant velocity motion with superimposed periodic errors is used. The time
domain periodic error compensation result is displayed in Figure 4.9. The root-mean-
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square error is reduced from 3.32 nm to 0.49 nm for both two methods. Figure 4.10
displays the compensation result in the frequency domain. After compensation, the
amplitudes of the first and second order periodic errors are reduced from 4 nm to 0.24 nm
(0.27 nm for the FFT method) and from 2.5 nm to 0.30 nm (0.27 nm for the FFT
method), respectively. These similar results indicate that the DTCWT algorithm has the
capability to accurately compensate the periodic error.

Figure 4.9 The result of periodic error compensation (both DTCWT and FFT approaches)
in the time domain is displayed.
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(a)

(b)
Figure 4.10 (a) The result of periodic error compensation in the frequency domain is
presented. (b) Zoomed view of the compensation result for first order periodic error.
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Figure 4.10 (continued) (c) Zoomed view of the compensation result for second order
periodic error.
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CHAPTER 5
CONCLUSIONS AND FUTURE WORK

This chapter includes an overall conclusion to this work, from Chapter 1 to 4, and
outlines directions for future research.

5.1 CONCLUSIONS
This thesis introduces a novel wavelet-based periodic error measurement and
compensation method that can be used to compensate periodic errors for both constant
and non-constant velocity profiles in real-time.
Chapter 1 provides background of interferometry. Two types of interferometers
are introduced. Error sources in heterodyne interferometry are analyzed, and the focus is
on periodic error. The traditional frequency domain compensation approach for periodic
error and its limitation are also given.
Chapter 2 introduces wavelet analysis, including DWT and CWT. For CWT,
related equations, typical wavelets that could be used, and the linearity property are given.
The complex Morlet wavelet is described in detail since it is used in the algorithm. The
complex Morlet wavelet is suitable because it enables localization in both the time and
frequency domains. The frequency of the periodic error signal is located at the scale with
the maximum wavelet coefficient and the phase information can be extracted based on
the real and imaginary parts of this coefficient.
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Chapter 3 describes the entire algorithm design process. It starts from the
simplified periodic error model, shows the discrete form of the CWT, and explains the
edge effect and its reduction methods. The implementation of the algorithm consists of
detrending the signal, applying the wavelet transform, identifying the ridge, phase and
amplitude, and finally reconstructing and compensating periodic error.
Chapter 4 shows the simulation results using the wavelet-based algorithm. A
linear displacement profile is used in the simulations. Identifications of ridge and
amplitude, and the overall periodic error compensation result, are given. Factors which
influence the compensation result are also discussed.
The performance of this approach was compared to the traditional frequency
domain approach under constant velocity conditions and demonstrated accurate
compensation results, showing its capability to compensate periodic error accurately.

5.2 FUTURE WORK
The algorithm presented in this work is designed to be executed on parallel
hardware offering the potential application for real-time compensation of periodic error
in heterodyne interferometers. In the future, the algorithm will be transplanted on the
hardware, for instance, an FPGA board, to collect data and compensate the periodic error
within the displacement.
Another investigation direction will be on high order periodic error compensation
and compensation of periodic error with varying amplitudes at different orders.
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