We examine the golden age of American innovation by undertaking a major data matching exercise linking US patent records with complete-count data from Federal Censuses between 1880 and 1940. We identify a casual relationship between patented inventions and long run economic growth and outline a basic framework for analyzing key macro and micro-level determinants. We explore drivers of regional performance including population density, openness to disruption and financial development. We then profile the characteristics of inventors, measure the returns to innovation, and document the relationship between social mobility and invention. Our new data help to address important questions related to innovation and long-run growth dynamics.
Introduction
Innovation and technological progress are engines of long-run economic growth. This basic premise has been at the heart of the 25-year old endogenous growth literature (e.g., Romer (1990), Aghion and Howitt (1992) ). Innovations from history, such as light bulbs, air conditioners and storage batteries have tremendous influence today, particularly on the way we live, consume, and produce (e.g., Gordon (2016) ). Learning from the creators of these inventions is key to shedding light on several current debates in the innovation and growth literatures. Who were the creators of these essential technologies? What demographic and economic backgrounds gave rise to these innovations?
How did these inventors and their innovations influence economic inequality, social mobility and economic growth? To answer these important questions, one needs a large-scale micro-level historical dataset on inventors that can be mapped to both socio-economic variables on individuals, as well as to regional economic aggregates. This paper is a major undertaking in this direction. 1 For the first time, we provide a systematic match between 220,000 inventors who patented their inventions at the United States Patent and Trademark Office (USPTO) from 1880 to 1940 and 640 million individual records from the US Census Bureau. This major data matching exercise allows us to uncover fundamental facts about a significant number of innovations and their creators during a critical era of US economic progress. As an overview of the underlying innovation data, Figure 1 plots the time-series of log patents filed at the USPTO. It shows that innovative activity (proxy measured by patenting) has been growing over time, allowing us to base our analysis on a substantial number of observations. The time period we cover is central to recent debates on innovation and growth. Indeed, we analyze the years 1 Typically such data has only been available historically for specific samples of superstar inventors (e.g., Khan and
Sokoloff (2004) that Gordon (2016) associates with the second industrial revolution, which produced major innovations like electricity and the motor vehicle. We also span the 1930s, which Field (2003) identifies as the most innovative decade of the twentieth century. More generally, we find a positive association between our innovation measures and output growth over the long run, in keeping with the predictions of the large theoretical literature highlighting the central role of technological progress in endogenous growth (e.g., Romer (1990) , Aghion and Howitt (1992) , Aghion et al. (2014) ). Roadmap We analyze the innovation process through the experiences of inventors over their life cycles. Some famous case studies can be useful to motivate our approach. Born to a poor family in Tesla's decision shows that inventors faced trade-offs when it comes to time allocation.
The above case studies hint at myriad factors which might spur innovation, each of which we test empirically. To organize our exposition, we provide a framework to consider the innovation process, outlined in Figure 2 below. First, we exhibit the relationship between innovation and long-run economic growth, as postulated by the active endogenous growth literature. We study the relationship between innovation and growth across states over 100 years between 1900 and 2000. We show that more innovative states and sectors grew faster on average with a doubling of innovative activity in a state being associated with 15% higher GDP per capita after 100 years. We verify that this positive relationship holds in the data at the sectoral level. We also exploit an historical episode of a shift in innovation activity during World War II to show that these estimates are causal.
Our results show that the link between innovation and economic growth has been strongly positive and economically very sizable. Estimates suggest that if two states had the same initial GDP per capita in the beginning of the period and one state innovated four times more than the other (Massachusetts vs Wyoming, for instance), this could lead to 30% higher GDP per capita in the innovative state after 100 years. Hence, we frame our analysis with robust empirical evidence indicating that innovation is a fundamental cause of long-run economic growth.
Next, we study the characteristics of innovative states to explore the macroeconomic environments where inventors flourished. We find that the innovative regions were more densely populated, had higher female labor force participation rates, had lower slave ownership before the Civil War, were more financially developed, and were better connected to other parts of the country by transport links. In particular we argue that the social and economic composition of innovative regions indicates more "openness" to technological disruption (Florida (2002) , Acemoglu et al. (2014) ) than less innovative regions.
We then transition from the macreconomic environment to the micro-level to determine the demographic and family backgrounds of the inventors of the golden age. Inventors were most productive between ages 35-55, they delayed marriage and had fewer children. Inventors were more likely to have migrated from their state or country of birth (especially after age 35), and moved to more densely-populated, better financially-developed and more open-to-change regions. Inventors had highly-educated parents, were highly educated themselves, and has high-income, even after controlling for observables. Overall, we find strong inventor life-cycle and human capital effects.
Finally, the richness of our data allows us to investigate the relationship between income and inventiveness at both the inventor and regional levels providing new insights into the mobility of American inventors. Innovation is a process where inventors invest in costly effort ex-ante in the expectation of gaining ex-post returns. We find that inventors had 3 times higher labor income on average, 73% of the inventors were in the top-10% of the overall income distribution and that inventors had a steeper earnings profile over their life cycle. We identify strong returns to the quality of innovation, as inventors with higher citation-adjusted patent counts received higher wage income. To study regional income dynamics we focus on various measures of inequality: the 90/10 ratio, the Gini coefficient and the top-1% income share. Our preferred social mobility measure focuses on the fraction of those with a low-skill father who themselves have a high-skill occupation. We find that innovative regions had lower income inequality measured as the 90/10 ratio or the Gini coefficient, yet the top income share features a U-shaped relationship with state innovation. In general we find that the most innovative states had higher social mobility.
Using novel historical microdata, our study provides key macro and micro-level facts to inform critical questions in the study of technological progress and long-run economic growth. The remainder of the paper is organized as follows. Section 2 outlines our data, Section 3 presents the empirical results, and Section 4 concludes.
Data

Census and Patents
The release of the complete-count Census data by IPUMS provides an opportunity to examine a number of questions related to the historical development of innovation in the US. We have conducted a match of the Census data with patent data to establish a profile of inventors active from the 1880s to the 1940s. The main challenge in this exercise is to match inventors, as listed on patent documents, to individuals listed in the Census, in the absence of a unique identifier. 2 We begin with the hard copies of the historical patent records, such as the famous USPTO patent #223,898 granted to Thomas Edison in Menlo Park on January 27, 1880 (see Figure 3 ). These records include the name and location of the inventor and the year of the invention as highlighted in red boxes in Figure 3 . Through a mixture of OCR and hand-entry we extracted all information on the names of inventors and their locations from USPTO patent documents in years corresponding to the availability of US Census data-1880 , 1900 and 1910 Additionally, for the period 1920 to 2006 we used the same techniques to identify names and locations of inventors for all years. Because our interest is in those individuals who were also in the US Census, we excluded all foreign-domiciled inventors. In 1880 94 percent and in 1940 86 percent of USPTO patents were granted to inventors located in the US. Our data collection effort for the early part of our study was confined to only the years in which the Census was undertaken. We collected data on patents as of their grant year-the year when the USPTO issued a patent to the applicant. For the early years of our study the correspondence between the timing of a patent being filed by an applicant and the timing of a patent grant was quite close-for example in 1880 an average of 170 days elapsed. By 1930, however, the average pendency period had extended to over 1,000 days and was still over 800 days in 1940. With annual data for post-1920 patents we can be flexible with our matching to address differences in locations given at the time of a patent grant date and in the Census survey years.
A patent entry shows the name and address of an inventor: it shows the surname, first name, middle initial(s) where relevant, state, city, county, and country of the applicant when the patent was granted. It also shows the individual, or more commonly the firm, to whom the patent was assigned, where assignment represented a transfer of ownership rights. It is important to note that even by 1930 over half of US patents were unassigned as of their grant date.
Although patents could be sold because a market for technology had flourished since the middle of the nineteenth century (e.g., Lamoreaux and Sokoloff (1999) , Akcigit et al. (2016a)) we can be reasonably sure that the location of the inventor corresponds closely to the location of the invention.
We also estimate any potential source of location bias by tracking inventors who can be observed in different places in the patent and the Census data over time.
We obtained complete-count Census data from IPUMS at the standard decennial intervals for years up to 1940. These data represent a substantial improvement over the more restricted samples that had traditionally been available. A Census entry shows (among other things) the name and address of each individual surveyed. We start our matching exercise in 1880 because that is the first year a reasonable number of patent observations become available (around 13,000 patents).
The year 1890 is excluded from our analysis because some of the Census schedules were destroyed in a fire in 1921 and others were destroyed under intransigent Federal record management polices existing at the time. Only a limited set of 1890 Census schedules survived.
Beyond the name and location of individuals, the information contained in the Census varies widely over our period of interest. Although a number of variables are commonly recorded across Census years such as age, race, gender and marital status, in other instances variables are recorded in one year only to be dropped in another. Occupation is listed in 1880 but not in 1900 or 1910.
We limit ourselves to the working age (18-65) population in the continental United States, as Alaska and Hawaii were not incorporated into the Union until 1912 and 1898, respectively.
Generally, the data becomes more comprehensive in later years. Beginning in 1920 a much wider array of variables are available, specifically relating to education (school attendance) and home ownership. Furthermore, the 1940 Census explicitly questioned individuals about income. Prior to the availability of these data, researchers routinely imputed incomes by assigning individuals the median income in their reported occupational category (e.g., Abramitzky et al. (2014) ).
Approach to Matching Records
In both the patent and Census datasets we observe variables denoting surname, first name, initial, state, city and county. This vector of information provides a basis for our matching. Of course, the challenge of matching observations without unique identifiers is self-evident. For example, in their study of intergenerational occupational mobility, Long and Ferrie (2013) tracked fathers and sons across the 1851 Census and the 1881 Census using the proximity of the name and birth year. In a recent paper, Feigenbaum (2015) estimates intergenerational income mobility using a machinelearning approach to match individuals from the 1915 Iowa State Census and the 1940 US Federal Census. He matches on first name, surname, middle initial, state of birth, and year of birth finding approximately a 59 percent match rate.
Unlike these prior studies we do not observe year of birth in the patent records, but we can still limit the likelihood of matching "false positives" by restricting our analysis to only those observations where we match precisely across a range of our matching variables. We proceed in two steps.
First, we adopt a "basic" matching approach where the criterion for matching is that the patent has the same first name and surname as the individual in the Census, and lives in the same state. Naturally, this leads to a large number of repeated individuals. For some states, we even match up to 20 people for an average inventor in the patent data.
Therefore, second we adopt a "refined" matching approach. In addition to the criterion in our basic match we require additionally that individuals listed on the patent document and individuals in the Census reside in the same county. Then, if there are still many observations for a given inventor, we first check if there is an inventor which has the same middle initial in both the patent and Census datasets, and we keep that inventor if there is a match. Next, we ask if there is any matched inventor between 15 and 85 years old. If so, we keep that inventor only. In other words, to be in our final dataset requires that individuals match systematically on surname, first name, (where relevant initial), state, and county. Although there are still data matching issues we cannot overcome -for example, sometimes the Census uses registration areas (e.g., Precincts or Districts) rather than cities, making it impossible for us to identify the right individual by location-overall our matching rates are encouraging. We match an average of 46 percent of patentees in the Census with a high of 62 percent in 1880 and a low of 34 percent in 1920.
We also used variants of this methodology to identify parent-to-children traces across the decennial Census years. This is important for our purposes as we are interested in the mobility of US inventors and hence we want to measure the extent to which innovation was an effective social elevator. In this instance our data has some advantages over that used for perspectives on invention and social mobility in the modern era. Whereas Bell et al. (2015) have identified the parents of children who become inventors, their data are constrained by inventors whose birth year falls after 1980 and who patented by 2012-a thirty two year window. For us, sixty years of patent and Census record data means that more complete changes in mobility levels become observable.
Technology Areas and Citations
We use two datasets to augment the information available from the original patent documents.
First, we use the USPTOs classification of patents to isolate the technology area of inventions. This classification is consistent over time because whenever a new classification is introduced, existing patents are retroactively re-classified. Patents list several technological components, and we observe main classes and subclasses for each invention. Second, we use historical patent citations to identify the most influential technological development. Our data include 3.8 million citations to patents granted between 1880 and 1940 in the population of patents granted between February 1947 (when front page citations began to be systematically recorded) and September 2008. 
Summary Statistics
As precursors to the main part of our analysis we present descriptive statistics on our data, which we discuss in more detail in subsequent sections. In keeping with our approach to examining US innovation from macroeconomic and microeconomic perspectives, we structure these data to characterize inventiveness at the state and individual inventor levels.
In Table 1 , innovation is measured as the average number of patents per capita between 1880 and 1940 and we distinguish between the most and least innovative states. In Table 2 , we present a statistical profile of inventors based on the availability of information in the Census and we compare inventor characteristics with those of the population as a whole.
Finally, as Figure 4 also highlights, it is worth noting at the outset that our data consists overwhelmingly of white male inventors. Our time period roughly coincides with phases Goldin (2006) identifies (i.e., from the 1880s to the 1950s) where women's involvement in the labor market was generally restricted to positions like office and clerical work. Khan and Sokoloff (2004) found only 3 Downloaded from http://www.bea.gov/industry/gdpbyind_data.htm. We use data between 1948 and 1986, as the SIC codes change then. The match from USPTO classes to SIC codes is done using files provided by Bill Kerr and assigns patent classes to the SIC code which manufactures the highest share of patents in that class. one female inventor in their list of 400 superstar US inventors listed in the Dictionary of American Biography who were born before 1886. The long-standing endogenous growth literature builds on the premise that long-run growth is driven by innovation and technological progress. Although this idea is intuitive, providing empirical support for this premise has been challenging due to data limitations on historical innovations.
In fact, to our knowledge no study has documented a causal empirical relationship between innovation and growth outcomes for the US over the long run. Moreover, we show that the state-level result illustrated in Figure 5 is econometrically robust and can be verified with an instrumental variables strategy. Table 3 reports coefficients from growth regressions controlling for the long-run effects of initial conditions and population density. We find consistently positive and statistically significant effects in columns 1 and 2. These results are robust in columns 4 and 5 to applying a measurement approach used by Davis et al. (1996) in the employment literature that corrects for any potential bias associated with transitory shocks to growth and mean reversion.
The economic magnitude of these estimates is especially informative. To see this, consider Massachusetts (MA) versus Wyoming (WY). As shown in Figure 5 , Massachusetts has been 4 times more innovative than Wyoming during the 20th century. Assume MA and WY had the same initial GDP per capita in 1900 and identical population densities. Our estimated coefficients imply that the gap between MA and WY would have increased dramatically as illustrated in Figure 7 . By the end of the century, MA would be 30% richer than WY just because of the differences in their innovativeness.
Instrumental Variables
In columns 3 and 6 of Table 3 we attempt to identify a causal effect in our growth regressions using OSRD contracts for wartime technological development as an instrument. Our strategy requires that these contracts were correlated with innovation, uncorrelated with omitted determinants, and The OSRD did not operate laboratories of its own; rather it contracted out the development of specific inventions. This reflected a new way of mobilizing public funding for the development of scientific resources. During World War I scientists had worked at rudimentary laboratories established by the government on an ad hoc basis, and there was a long standing concern among scientists that federal involvement in their activities would threaten creativity and intellectual independence. As Mowery (2010, p.1227) comments, "the contractual arrangements developed by the OSRD during World War II allowed the office to tap the expanded range of private sector and university scientific and engineering capabilities that had developed during the interwar period." However, the OSRD did not know ex ante which firms or academic institutions would be successful because "the OSRD had long insisted that it was not working on materials or methods of wide use in industry" (NAS, 1964, p.28) . In fact, due to uncertainty, the OSRD contracted with multiple entities to solve the same problem simultaneously. The OSRD spent $450 million in total, about six and a half times the federal budget for science in 1940. Around this time universities had been spending about $50 million on research of which around $6 million was funded by the federal gov-ernment to support mostly agriculture-related research (Payne, 1992, p.145) . The OSRD created a large boost to firm-level R&D. For example, Radio Corporation of America invested heavily at its plants in Indiana and New Jersey (Chandler, 2001 p.27-28) . 4 We collected data on all contracts granted by the OSRD during its operation. We observe 1,717 contracts across 39 US States. The coverage of the OSRD contracts is wide. For example, Iowa State College received 10 contracts and the University of New Mexico received 7 contracts. Firms and academic institutions in New York State accounted for 30 percent of the total with the next largest concentrations of contracts being in Massachusetts (13 percent) and Pennsylvania (11 percent).
The mean number of contracts per firm/academic institution is 4.3 and the median is 1. The most prolific private firm in terms of contracting is the Western Electric Company with 107 contracts.
The most prolific university is MIT which was granted 89 contracts. It received almost $117 million from the government during the war (Lowen, 1997, p.52) .
Using these data, columns 3 and 6 of Table 3 reveal that are the OLS coefficients are confirmed by the corresponding IV estimates. To evaluate the validity of the exclusion restriction, we provide placebo tests of the instrument in Table 4 . First, we check if our results change when we use 1935-1940 patents to predict the GDP growth rate. Our estimates in columns 1 and 2 are not statistically significant, indicating that the boost to growth we observe from innovation is not being driven by patenting activity just prior to the operation of the OSRD. Second, in columns 3 and 4 we check if contract allocation is correlated with pre-trend growth. Again, we do not find a statistically significant effect. Having established the empirical importance of innovation for long run growth, we now turn to understanding the determinants of differences in innovation outcomes. Following the road map outlined in Figure 2 we proceed to highlight important descriptive aspects of the innovation process. (2011). California also stands out as a center of innovation and this holds for most of the years we observe. This is not caused by sparse population counts mechanically inflating the patent and inventor counts. While Los Angeles ranked as the 36th largest city in the US in 1900, it was ranked number 10 in 1920 and number 5 in 1940. Wyoming was innovative in several of our snapshot years, perhaps because of developments related to the evolution of the Union Pacific Railroad. However, as noted above, Wyoming under-performed relative to other states in GDP per capita terms over the very long run. Table 1 illustrates the socio-economic profile of the top 10 and the bottom 10 inventive states. Population density is much higher in the most inventive states. As illustrated further in Figure 10 , population density is positively correlated with patents per 10,000 people between 1880 and 1940. This finding is inline with two parallel literatures: First, a growing theoretical literature has argued that human interaction is key for human capital accumulation and economic growth (e.g., Lucas (2009)). Second, the agglomeration literature has long argued that physical proximity promotes creativity, the exchange of ideas and spillovers of knowledge capital among inventors (e.g., Glaeser (2011)). We also find that the top inventive states were associated with higher levels of education and higher skilled occupations. These results are consis- tent with denser places being more likely to create the type of externalities that lead to sustained economic growth. Female Labor Force Participation One potential explanation for these underlying state-level differences is that innovative places are relatively more open to unconventional and disruptive ideas. Insofar as this can be traced, in turn, to the makeup of society and the incentives for creative invention (e.g., Florida (2002), Acemoglu et al. (2014) ), we would expect to find differences in the innovativeness of US states conditional on demographic characteristics.
Population Density and Urbanization
One important dimension of being open to the changing world was the participation of women
in the labor force. Goldin (2006) shows that women became increasingly active in the labor market during the early twentieth century as a consequence of innovations like the typewriter, which increased demand for clerical work, and a growth in female high school enrollment and graduation rates, which expanded workplace opportunities. At the same time there were still significant constraints. For example, "marriage bars" meant that by 1930, 60% of America's public schools imposed some kind of restrictions on the employment of married women, while more than half fired women when they married. A gender-based division of labor persisted in firms, and it was not until the early 1940s that marriage bars were formally revoked.
To the extent that higher female labor force participation captures elements of a society's openness to disruption, we should expect a positive association with the innovativeness of a region. Figure 11 shows supportive evidence in this direction when we correlate the female labor force participation rate in 1940 with long run technological development. Slave Ownership Another interesting aspect of openness of a society could be seen from its approach toward slavery. Wright (1986) argues that because of its association with slavery, the southern economy of the US was constrained by a lack of technological innovation in agriculture and manufacturing. Slavery can undermine trust, having a persistent effect on beliefs and norms (Nunn and Wantchekon, 2011) . A lack of cultural freedom to deviate from established norms can strongly inhibit innovation. Cook (2011) finds that while African American inventors often made important technological discoveries during the nineteenth and early twentieth centuries, they were much less likely to do so in closed environments such as places that implemented segregation laws.
We use data from the 1860 Census to determine the percentage of slave-owning families. To the extent that a low slave ownership rate capture the society's openness to change, one would expect that innovation would correlate negatively with the slave ownership rate. This is indeed what we see in Figure 12 , both when we correlate slave ownership with patenting in all US states and when we do this for only states in the southern part of the country, where slavery was most prevalent.
Financial Development Clearly one of the most important aspects of innovation is access to capital. There is a vast literature on this topic. Cross-country growth regressions have shown that higher levels of financial development are associated with faster rates of economic growth (e.g., King and Levine (1993) , Rajan and Zingales (1998)). Within the US a range of evidence indicates Measuring the level of financial development is fraught with difficulties. Private transactions between investors and inventors are not observable systematically and most later stage R&D is financed by firms internally. However, we can gain useful insights using FDIC data, which provides broad indicators of financial market development. We use data on bank deposits since these reflect a measure of intermediation as savings are transformed into the extension of credit. Figure 13 shows a strong positive association between bank lending per capita and innovation. Geographical Connectedness and Railroads Another important dimension for innovation is access to other geographical regions. This could both increase the market size for innovation and could also increase the potential flow of knowledge and spillovers. Both mechanisms receive support in the literature. Sokoloff (1988) found that inventive activity accelerated in locations that were proximate to navigable waterways, while Perlman (2016) finds strong effects on invention and agglomeration from the nineteenth century development of railroads. Donaldson and Hornbeck (2016) measure the increased level of market access caused by an expansion of the US railroad network between 1870 to 1890, finding the aggregate impact to be large. Figure 14 investigates the relationship between average outgoing transportation costs from a region and its level of innovativeness. While the left panel focuses on all states, the right panel focuses on the ones below a certain cost threshold. It turns out that this nonlinearity is important. Among the states where the average outgoing transportation cost is below a certain threshold, the relationship between innovation and transportation cost is strongly negative, suggesting that access to outside markets was an important component of innovation. (1880) Patents per capita = 9.503 −0.556 * Transport Cost Slope coefficient statistically significant at 1% level Notes: The horizontal axis plots the average cost to transport one ton of goods from a county in state s to counties in state d different from s. For details on the construction of the county-to-county transportation cost measures, see Donaldson and Hornbeck (2016) .
Who Became an Inventor?
Education and Parental Background Next we turn to the role of education for inventiveness. There is a very large literature on the role of education for economic growth (see, for instance, Lucas (1998), Benhabib and Spiegel (1994) , Bils and Klenow (2000) , Goldin and Katz (2009), Barro (2001), Vandenbussche et al. (2006) , Stokey (1991) ). One of the main channels through which education affects economic growth may be its impact on innovation. Figure 15 shows the number of inventors per 10,000 people within each education group. While education seems to be an important determinant of becoming an inventor, the effect is particularly strong at the college degree level. For example, an individual with at least a college degree is 4 times more likely to become an inventor than an individual with just a high-school diploma. Figure 16 illustrates the relationship between father's income and the probability of becoming an inventor. We find a strong association between the two, especially for the highest-income fathers.
This suggests that if education was an important determinant of innovation as suggested by the previous figure, then the fact that only wealthy individuals had access to education could imply that credit constraints may have been binding (e.g., Celik (2015)). Since inventors need to raise capital to develop their ideas, this would be one channel influencing entry into inventive activity. Table 5 examines this set of relationships more systematically using linear probability models.
The dependent variable in these regressions is an indicator for being granted at least one patent, scaled by a factor of 100 for legibility. Column 1 establishes a positive correlation between the father being an inventor and the child being an inventor. Column 2 introduces parental income instead and column 3 includes both measures. A father's income is still very strongly correlated with the child becoming an inventor.
Of course, a potentially confounding effect is that high-income parents could be highly-educated parents who invest more in their children's development. To address this, column 4 adds parental education. Interestingly, parental income still matters. Finally, in column 5 we include the child's own education. The effect of parental income disappears, which suggests that parental income only positively affects the probability of becoming an inventor through its effect on childrens' access to education.
While Table 5 focuses on the extensive margin-the characteristics of those becoming inventors- Table 6 extends the analysis to consider the effect of background on the number of career patents and citations generated amongst the universe of inventors (i.e., the intensive margin). In column 1 we find a weak positive effect of the father being an inventor, which is also statistically significant in the citations specification. In columns 2, 3 and 4 we do not detect a strong effect of father's income, or father's education. In column 5 we introduce the child's own education and this is strongly correlated with long run inventiveness. In other words, the most highly educated inventors tended to be the most productive.
Two findings emerge when taking Table 5 and Table 6 together. First, the importance of education holds both at the extensive and intensive margins, which is consistent with a human capital (2013)).
Timing of Innovation We find that inventors are most productive between ages 35-55 as illustrated in Figure 17 . In that sense they had a reasonably long productive career-length. Long careerlength is consistent with Khan and Sokoloff (2004) 's data on superstar inventors. They found that while 37 percent born prior to 1820 had careers over 30 years, 57 percent did in their post-1820 birth cohorts. The age profile of innovation matters for economic growth because a broad inventor life cycle, like we observe, tends to maximize creative output (Jones (2010)).
Family Choices This life cycle dynamic created tradeoffs. While we have already established that education (costly in terms of time) was an important input into the process of becoming an inventor, Figure 18 shows that inventors delayed marriage substantially and had fewer children on average. In some sense these two findings are mechanical; as Becker (1974, p.22) pointed out, "the age of entry [into marriage] would be earlier the larger the number of children desired." Yet, the type of behavior we observe can also be explained by theoretical models of marriage markets like Bergstrom and Bagnoli (1993) , in which high-wage men gain by delaying marriage relative to lowwage men because accumulated income is a signal of quality when searching for the best partner.
Anecdotally, some of the most prolific inventors did not believe in marriage at all. Nikola Tesla thought that marriage was inconsistent with great invention. He famously commented in the New York Herald in 1897 "I do not believe an inventor should marry, because he has so intense a nature, Standard errors clustered at the state-level reported in parentheses. All regressions include state fixed effects, and controls for race, sex, migration status, and a quadratic in age. Columns (2) through (5) include indicators for father being between the 50 t h and 75 t h percentile of income, and between the 75 t h and 90 t h percentile of income as independent variables. The omitted category is below median income. with so much in it of wild, passionate quality, that in giving himself to a woman he might love, he would give everything, and so take everything from his chosen field." Tesla went on to argue that "I do not think you can name many great inventions that have been made by married men."
However, other great inventors did in fact marry. For example, Elias Howe, who invented the sewing machine, married when he was 21 years of age. Thomas Edison married first at age 24 and within a Standard errors clustered at the state-level reported in parentheses. All regressions include state fixed effects, and controls for race, sex, migration status, and a quadratic in age. Columns (2) through (5) include indicators for father being between the 50 t h and 75 t h percentile of income, and between the 75 t h and 90 t h percentile of income as independent variables. The omitted category is below median income.
year had developed the revolutionary quadruplex telegraph for sending messages simultaneously over a single wire. Following the death of his first wife Edison married again at age 39. Figure 18 shows that inventors did indeed marry at a higher rate than their non-inventor counterparts, at least at older ages.
Migration Inventors were not a static group. We find higher levels of interstate and international migration in the inventive states. In particular we find a much higher share of international mi- (2010)), historical evidence is more unequivocal. For example, Moser et al.
(2014) estimate that German emigres who fled the Nazi regime provided a significant boost to US invention during the twentieth century. Figure 19 shows the migration rates by age. What we see is that inventors were most likely to move after the age of 35 which is the the beginning of their most innovative period according to Figure 17 . 
Innovation and Labor Income
Some of the most valuable information in the 1940 census relates to labor income. Although the information is not recorded for all observations we are able to construct data on labor income sufficiently well to allow us to study the relationship between innovation and income. First, our data shows a very strong correlation between the citation-weighted patent portfolio of an inventor and log wages. This is important because it is often argued that inventors have intrinsic preferences to the point where inventors have a "taste" for technological development rather than financial payoffs (e.g., Stern (2004) ). Our evidence suggests that the two were not incompatible and may have reflected efficiency. Occupational choice models (e.g., Roy (1951) ) predict that individuals will sort into occupations that provide them with the highest expected earnings.
Second, Figure 22 reveals that inventors had higher wages than non-inventors and the residuals from a Mincer regression are also to the right of non-inventors. Since we have a rich vector of covariates in these regressions and the residuals reflect unmeasured attributes, these figures provide suggestive evidence that invention was a key labor income differentiator. 
Inventors
Non−Inventors
Income Inequality and Social Mobility
Income Inequality We also exploit labor income data in the 1940 census to study regional income dynamics. This issue is especially relevant given the large literature on income inequality and recent attempts to analyze the relationship between the top income share and patenting. Aghion et al.
(2015a) examine modern US data finding a positive causal effect of innovation-led growth on top incomes shares at the state-level. However, they also find some sensitivity to measurement. The 
Inventors
Non−Inventors relationship between inequality and patenting becomes much weaker at different thresholds like the top 10% share, and they even find a negative relationship when using the Gini coefficient, which considers all parts of the income distribution not just the top share.
Our results in Figure 24 generally point to a negative relationship between income inequality and inventiveness. 5 We calculate the 90/10 ratio and Gini coefficient, both of which are very strongly negatively associated with regional innovativeness. However, we also find some sensitivity to measurement. The top 1% income share exhibits a non-linear U-shaped relationship with patenting. In the least innovative states we find a negative relationship. However, in the most innovative states like New York, New Jersey and Massachusetts we find that more patenting was associated with more income held in the top 1% share.
Social Mobility One explanation for this result is that innovation could be a significant social elevator. Indeed, we see that more innovative regions feature more social mobility, defined in Figure   25 as the fraction of high-skill people conditional on having a low-skill father. We find in Table   7 that the relationship between patents per capita and social mobility is positive and statistically significant. These results are especially important from the standpoint of innovation as a driver of social change given that Long and Ferrie (2013) find that around the turn of the twentieth century America was (from its mid-nineteenth century high-point) generally becoming less socially mobile. 
Conclusion
This paper presents new facts emerging from a major data collection and matching exercise combining information from US patent records with data on individuals from Federal Censuses between 1880 and 1940. The new data provide a comprehensive profile of inventions and their creators during the golden age of US invention. Our analysis began with an attempt to identify a causal relationship between innovation and long run economic growth. We proceeded to explore some of the main mechanisms driving this relationship using a framework for establishing macro and micro-level facts about the innovation process. While we present numerous interesting correlations in this paper, establishing causal links between our variables of interest is left to future research.
We believe that examining the drivers of innovation during this historical time period is critical because these data have the potential to shed light on numerous key debates on innovation and long-run economic growth. They can also complement modern studies such as Aghion et al.
(2015b) and Bell et al. (2015) to provide a more complete picture of comparisons and contrasts over time. So far, we have focused on regional performance, openness to disruption, financial development, the returns to innovation and the relationship between social mobility and invention. These areas have allowed us to gain preliminary insights into the birth of technological ingenuity during one of the most important eras of American economic development.
