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第 l章緒論
第 l 章緒論
第 1.1 節 現行の産業システムと制御・認識への課題
鉄鋼，公共，電力等に代表される産業システムでは，近年，システムの複雑化が著
しい一方，この中で要求される制御や認識の性能は一段と高度なものになっている。
このため制御・認識部を効率的に構築，保守することを目的とした自動化技術や支援
技術の重要性が高まっている。本章では 制御・認識部の構築 保守を困難にしてい
る要因を，
( 1 )要求性能を得るための制御・認識アルゴリズムの複雑化
( 2 )制御・認識が行なわれる対象そのものの複雑化
に大別して具体的に説明した後，これらを解決する有力なアプローチとしてニューラ
ルネットの適用可能性を議論する。
( 1 )は要求性能の高まりに同期して，これを実現するための制御・認識アルゴリ
ズムが著しく複雑化していることを意味している。必然的にこれらを作り上げたりメ
ンテナンスするためには，多大な作業量が必要となる。とりわけシステムに対応して，
個別に制御・認識アルゴリズムの作り込みを行なう用途では この問題はソフトウェ
ア生産性と直接関連するため，深刻である。
本論文の具体的な検討対象の一つである車番認識システム (1) を例に，この要因につ
いてもう少し詳しく説明する。図 1.1 は車番認識システムが行う処理の概要である。
車番認識システムは， TV カメラから得た画像情報を用いて車の通過を検知し，この
車からナンパプレートを抽出する。そして適当な濃淡処理を施した後，数字や文字を
切り出し，これらが何であるかを認識する。一般に認識アルゴリズムは，認識対象や
認識装置の使用環境が異なると，その都度作り直す必要がある。このため認識システ
ムを種々の用途に幅広く適用可能とするためには 高度な認識アルゴリズムを短期間
に構築する技術を確立する必要がある。認識のアルゴリズムとしてこれまで用いられ
てきたのは，決定木(デシジョントリー)による手法である。決定木法では，画像情
報の中にあらかじめ複数の特徴量を定義しておき これらを用いた適当な等式や不等
車番認識システ ム
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文字認識
車番認識システムの処理の概要
式が成立しているかどうかをトリーの流れにしたがって判定し， カテゴリの可能性を
限定する処理を繰り返すことにより，結論を導く 。 一方この手法では， カメラとナン
パプレートの位置，角度のバラツキや ， ナンバープレートの汚れ，昼夜の輝度の変化
等に対して普遍的な認識を行うためには膨大なサイズの決定木が必要となる。 このチュ
ーニングは主として人手で行われ，経験豊富なエンジニアをもってしても，数日~数
週間を必要としている。 この作業は新しい文字が追加されたり，車番認識システムの
使用環境が異なる度に必要である。また海外等で，記載されている文字や数字の種類
やフォントが異なるシステムを立ち上げる場合には， その都度決定木をーから構築す
ることが必要となる 。 したがってシステムの構築，拡張時に，迅速に認識アルゴリズ
ムを作り上げる要求に対応できないことが大きな問題である 。
対象を認識 ・ 制御するための複雑な方法論をいかにして迅速に構築するかという課
題は，車番認識システムの他にも，各種認識システム，異常診断・予防保全システム，
非線形な制御対象に対して制御系を構築する場合等に存在する 。 このためこれらの作
成を極力簡単化することが望まれている 。
( 2 ) の要因は，制御や認識の対象となる装置や物体が複雑化していること， およ
び複雑さゆえにこれまで操作員が手動による制御や目視による認識を行なっており，
自動化が困難とされてきた対象を自動化し，省人化， 高信頼化を実現したいという要
求に起因している 。 操作員の手動介入が不可欠なプラントとして，熱問圧延プラント
の制御を例に説明する 。
図 1.2 は熱問圧延システム ( 2 ) の全体構成で，液状の鋼を冷却して鋼材(スラプ)
を生成する連続鋳造機，加工に先立って鋼材を 1000度 -1200度に昇温させる加熱炉，
幅出しを行うサイジングプレス ， 鋼材を大まかに圧延する粗圧延， 前後を切り取るク
ロップシャー， 最終的な厚みまで板厚を滅少させる仕上げ圧延，圧延材を水冷するス
トリ ッ プ冷却， 圧延材をコイルに巻き取るダウンコイラの各プロセスから構成される 。
各プロセスの制御目的は，鋼板の厚みであったり温度であったりするが， いずれの場
合もダイナミックに変化する鋼板の状態量を考慮して制御する必要がある。 しかも予
熱空気や冷却水の温度，鋼板の塑性特'性のバラツキ等の無視できない未知ファクタが
存在する 。 通常， それぞれの工程における温度や 板厚，板幅の制御では，制御対象
図 1.2 熱問圧延システムの全体構成
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のモデルを用いた演算で制御の目標値を厳密に算出し (以下，この計算をセットア y
プと言う) ，これを指令値として P I 制御等が行われる 。 したがって制御精度を向上
させるためには，高精度なセットアップを行わなければならないc
一例として，本論文で対象とする加熱炉における鋼材の温度制御では，鋼材の熱現
象を記述するモデル(鋼材モデル)を基に，鋼材を目標渇度に昇漏させるのに必要十
分な温度指令値を決定する 。 鋼材モデルは，熱伝達，熱伝導係数をはじめ，鋼材の材
質や炉の構造等に依存したいくつかの定数を有しているが これらの一部は操業条件
や材質のばらつき，前述した未知ファクタに依存して非線形に変化する。モデルと実
際の制御対象との誤差が無視できなくなると潟度の指令値が不適切となり，加熱炉か
ら装出される鋼材の温度に誤差を生じる。このような場合 鋼材モデルを チ ューニン
グするとともに，これが制御精度向上に不十分な場合には，システムを監視している
操作員が温度指令を手動で変更することになる。しかし熟練操作員の減少により，信
頼性の高い手動介入を将来にわたって継続することが難しくなっている。
このように自動化技術の進展に伴い ， これまで自動化の範時でなく，操作員が手介
による制御や目視による認識を行ってきた対象を自動化し，制御システムの運転に携
わるオペレータの人員をさらに削減したり，高信頼化を実現したいという要求は多い。
このような対象では，対象の数学モデルが得られなかったり，得られたとしても複雑
すぎて実時間の制御や認識に用いることが難しい。 したがってこれらに基づいて厳密
なアルゴリズムを椛築することは現実的でない 。 このような理由で熟練操作員の手動
介入や目視に拠っている制御-認識部は，前述した)J::延制御システムのみならず，産
業システムの随所に顕在している 。 これらを自動化し，省力化， 高信頼化を図るとと
もに ， 高度な制御動作や判断， 認識，運転ノウハウを，将来にわたって蓄積すること
の必要性が高 ま っている。
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第 1.2 節 ニューラルネットへの期待
前節で述べた問題点を解決するアプローチは多岐に渡っているが，対象そのものや
これと信号の授受を行う制御・認識装置のインテリジェンスを向上させ，介在する人
間の負担を軽減することは有効な解決策の一つである。このための手法として， A I 
(企tificial _!ntelligence) 技術の導入が活発で，とりわけ人間の脳細胞の信号伝達に範を
とった基本素子であるニューロンをネットワーク構造に結合した，多層ニューラルネッ
ト (3) の学習能力と汎化(推論)能力の利用が注目されている。以下，特に断らない限
り，本論文でニューラルネットは多層ニューラルネットを意味する 。 さらにあらゆる
連続な非線形関数は 3 層のニューラルネットで近似できることが証明されおり (4) ，ま
た 3 層構造で立案した手法を， 4 層構造以上のニューラルネットへ適用することは比
較的容易と考えられる。このため本論文では， 3 層構造のネットワークに限定して検
討を進める。
ニューラルネットの構造，学習法に関する詳細は第 2 章で説明するため，ここでは
簡単に述べる。 3 層ニューラルネットの構造は， 一般に図 1.3 で表されるように，入
力信号を受信する入力層，中間層(隠れ層) ，信号を出力する出力層からなる。生体
における各ニューロンが他のニューロンに信号を出力するかどうかの臨界値であるし
きい値を，ニューラルネットではシグモイド関数と呼ばれる連続の単調飽和関数で置
き換える。これにより任意の連続関数が近似可能，線形分離不可能なカテゴリでもク
ラスタリング可能といった能力面の向上の他に， しきい値関数を微分可能としたこと
で最急降下法を模擬したパックプロパゲーション学習法の適用が可能となる。
ニューラルネットは，入力とこれに対応したお手本(教師信号)を用意しさえすれ
ば，学習により入出力関係を自動的に構築できる。このため制御や認識のアルゴリズ
ムを短時間で作ることができる。また対象が複雑に変化しても再学習や追加学習によ
り，アルゴリズムの構造を対象の変化に機械的に追随させることが可能である。能力
的にも，前述したように中間層ニューロン数に制限を加えなければ任意の連続関数を
近似できることが証明されている。また線形分離できないカテゴリが含まれるクラス
タリング問題で識別アルゴリズムを構築するのは容易でない場合が多いが，このよう
入力
出
力
ニューロン
図 1.3 多層ニューラルネットの構成
な対象であってもニューラルネ ッ トは対処可能であることが示されている 。 したがっ
て制御や認識のアルゴリズムが複雑であっても，問題の性質をそれほど吟味すること
なくこれらを梢築できる 。 以上が，制御・認識アルゴリズムを構築，保守する手法と
してニューラルネットが注目されている所以であり，前節で述べた要因 (1) (2) 
を解決する有力な手段として期待できる 。
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第 1.3 節 ニューラルネット適用上の問題点
ニューラルネットのこのような利点を実際のシステムで有効に発姉させるためには，
いくつかの問題を解決しなければならない。 とりわけ大きな課題として，
( 1 )ニューラルネット栴築の試行錯誤が多大
( 2 )ニューラルネットの能力を向上させる手法の検討が不十分
( 3 )ニューラルネットを実システムで有効に用いるための方法論が未確立
の 3 点が挙げられる 。
( 1 )はネットワークの構成決定に伴う試行錯誤とネットワークの性能を高めるこ
とに要する試行錯誤に大別でき，システム立ち上げ時にこれらに必要とされる時間は，
一般に少なくない。システム立ち上げの効率化を目的にニューラルネットの適用を検
討する主旨から考えると，ニューラルネット杭築時間が多大となれば本末転倒であり，
これを極力小さく必要がある 。 まず前者を説明する 。 複数のニューロンを層状に結合
して椛成される多層ニューラルネットの場合，ネットワ ー クの入出力関係は各ニュ ー
ロンの相互作用で決定され，それぞれのニユーロンが果たしている徴川明確でない。
したがってネットワークの柿成を決定する際に，中間府を何層にし，各層のニューロ
ン数をいくつにするのが最適なのか算定するのは熊かしい O 一般にニューロン数が少
なすぎるとニューラルネットの能力不足から性能が不十分となったり，学習が収れん
しない。反対に多すぎるとニューラルネットの応答性が低下する上，入出力関数が描
く超巾而が過度に複雑となることの汎化能力(認識能力， tft論能力等)に及ぼす影響
は不明である 。 ニューラルネットを制御・認識のようなリアルタイム処理へ適用する
場合，応答性の低下は深刻で，可能な限り最少のニューロン数でネットワークを構成
する必要がある。 3 層ニューラルネットに議論を限定すると，決定に時間を要するの
は中間層ニューロン数で，設定の自由度が大きい一方，最適数を決める明確な指針は
今のところない。最適数を解析的に導くのは容易でないことから，学習済みのニュー
ラルネットの豆み行列の固有値に若目して最適数を導く手法 (5 ) や，学習中に中間層の
ニューロン数を増減させ.m:迎数を有したネットワークに学習を収れんさせる手法 ( 6 ) 
等が提案されているが，実用的にどの程度有芯な他が符られるか定かでなく，実シス
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テムに適用して良好な成果を得るには至っていない 。 現状は，ニューロン数を変化さ
せたネットワークを複数構築し，これらの性能評価を基に最適数を決定する試行錯誤
的なアプローチに依っており，ニューラルネット応用システム早期立ち上げの障害と
なっている 。
ネットワークの性能を高めることに要する試行錯誤として，学習が収れんしたとき
の誤差を減少させる目的で、学習係数や慣性定数等の学習パラメータを変化させたり，
ネットワークの性能向上を目的として教師信号の組み合わせやシナプスの重み係数の
初期値を変えて，ネットワ ー クの学習を繰り返すプロセスがある。前者に関しては学
習パラメータを学習中に適応修正し ， 収れん特性を向上させる試み ( 7 ) が，また後者に
関しても教師信号の品質を学習に先立って検定する手法 (8 : が提案されている 。 これら
は試行錯誤の回数を低減するのに効果があるものの，依然として最終的なネットワ ー
ク構築までに何度かの学習の繰り返しが必要とされている 。 したがってこのようなア
プロ ー チと同時に，学習を終えたネットワークの各教師信号に対する誤差特性や未学
習データに対する汎化特性の把匿を容易化し，ネットワークの性能を高める作業を適
切に支援するニューラルネット椛築環境の確立が望まれている 。
次に ( 2 )の問題点を説明する 。 ニュ ー ラルネ ッ トを用 い て自動システムを構築す
る場合，ニューラ Jレネ y トの能力を目的に対して十分な仰に高めることが重要なのは
言うまでもない 。 自動化の結果，熟練オペレータにより行われて既存の制御・認識よ
り性能が低下した場合，通常，自動化そのものが見送られる 。 ニューラルネットの学
習方法として現在広く用いられている手法はパックプロパゲーションであるが，学習
の結果得られたニューラルネ y トが，その潜在的な能力を最大限発指することを保証
しているわけではない 。 学習方法について，収れんの高速化 ( 9 ) や学習の収れん誤差最
小化 ( 1 0 ) の観点から数多く検討されているが，汎化能力向上を目的とした改善は 3 章
で詳述するように，これまであまりなされていない。 したがって要求される制御や認
識の性能が高度で，パックプロパゲーションを単純に迎用し，前述の試行錯誤を繰り
返して実現できる性能を超えている場合，迎切な学習方法の改普によりネットワーク
の能力を十分な値に高めることが，ニューラルネット応用システムを椛築するための
必要条件となる 。
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また教師信号の学習をどれほど高精度に行なったとしても，未学習信号に対する誤
差を O にすることはできない。 したがって特定の入力に対する誤差の値がネットワー
クの性能を決定づける用途では，これを低減することがニューラルネットの能力向上
のために大きな問題となる。このような用途として代表的なのは制御モデルのパラメ
ータチューニングであり，チュー ニ ングが終了する予買域;近傍におけるニュ ー ラルネッ
トの出力誤差はチューニングの定常誤差に直接対応し，精度の低下を招く。したがっ
てニューラルネットの学習能力を活かしたパラメータチューニングを実現するために
は ， チューニング終了領域近傍のニューラルネットの出力誤差を低減させる必要があ
る。同様の用途は，ニューラルネットをレギュレー タ制御の指令発生に用いる場合な
ど多数考えられ，この問題の解決は，ニューラルネットをこの分野で実用化するため
に必須である。
( 3 )は，ニューラルネット構築環境や実際の装置へ搭載する場合の方法論が未確
立な点を指摘している 。 ニューラルネットを産業システムで用いる場合，計算時間を
要する学習はワークステーションやサ ーバ与の計t?~能力の高い上位機得で行い ， リア
ルタイム性が要求される制御や認識の実行はプログラマプルコントローラ等の対象に
直結した下位制御機器で実行する，機能分散アーキテクチャが採用されることが多い。
このとき問題となるのは，ニュ ー ラルネット応用システムの椛築を容易化し，前述し
た試行錯誤を軽減するための上位機器における支援システムの構成と， リアルタイム
性を低下させることなくニューラルネットを実行するための下位機探における処理方
式である 。 このようなニューラルネットを実際のシステムで良好に稼働させることに
関する4食討は，これまでほとんどなされていなし」産業システムにおいてニ ュ ー ラル
ネットの実用化を広範なものとするためには，使い勝手の良さと性能を兼ね備えた実
装方法を明らかにし，試作システム等を用いて定量的に評価する必要がある D
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第 1.4 節研究の目的と概要
産業システムにおける制御・認識技術としてニューラルネットの有効性を高めるた
めには，前節で指摘した問題点を解決しなければならない。本論文はこれらの解決法
を明らかにした上で，ニューラルネットを用いて機器のインテリジェンスを高めるこ
とが，複雑な制御・認識アルゴリズムの生産性向上，および複雑な対象の自動制御・
認識に有効なことを，実際にいくつかの制御・認識システムをニューラルネットを用
いて構築した結果を基に定量化することを目的とする 。
ニューラルネット桃築の試行錯誤低減に関しては，最適な中間層ニューロン数を簡
易に決定する方式の硫立を目指す。 ここで最適の定義は汎化能力が最大であることに
加え，適用分野がリアルタイムシステムであるため，高速演算の観点からできる限り
最小の個数でネットワークを実現することである 。 併せて，この方式を搭載したニュ
ーラルネット都築支援ツールを開発し，試行錯誤を稔々のレベルで適切に支援する環
境を提供する 。
ニューラルネットの能力向上については，まず認識アルゴリズムの高性能化を目的
に，認識能力最大化の問点から学習方法の改善を目指す。 本論文では車番認識システ
ムのように，実機で収集したデータを教師信号として利用する用途を対象にした認識
性能の向上手法を議論する 。 実機で収集したデータを教師信号として利用する場合，
教師信号が母集団を代表した性質の良いものである保証はなく，収集コストや時間の
制約から量的に不十分な場合もある 。 車苓認識システムにおいても，程々の条件で撮
影した画像データをデータベース化して用いるとしても，教師信号が質および量的に
十分な場合ばかりではない。 したがってこれを前提に，与えられた教師信号で最善の
認識性能を得ることが認識アルゴリズム構築の目的となる 。 以上より，本論文でニュ
ーラルネットの性能の指標とする汎化能力は，このようにして都築されたアルゴリズ
ムを，未学習の入力信号に程々のノイズが主畳する実機環境で用いたときの認識率や
制御性能，予測精度等と対応する 。 特に認識アルゴリズムの場合には，教師入力信号
を母集団とする各カテゴリに対して，それ以外の入力空間を平等に分割できた度合い
と対応する 。
ニューラルネットの高性能化に関してさらに，非線形制御モデルのチューニングを
対象に，アーキテクチャ改善の観点からこれを少ないチューニング回数で高精度に行
うことを検討し，ニューラルネットをこの分野における方法論として確立することを
目的とする。熱問圧延システム加熱炉プラントの温度制御に適用した結果を基に，開
発手法のチューニング精度およびチューニング回数低減への効果を定量化し，制御精
度のばらつきからオペレータの介入が不可避であったこの種のプラントに対して，適
切な制御モデル同定とこれを用いたモデルベースト制御により，完全自動制御の可能
性を示す。
最後にニューラルネットを制御，認識を行う機器に搭載し，実際の産業システムで
良好に稼働させることを目的とした実装方式を明らかにする。まず，ニューラルネッ
トの処理をプログラマブルコントローラ等の D D C (Di陀ct Digita1 Contro1J ers) 系で，
付随する制御演算(シーケンス演算，ループ制御演算等)と混在させて効率的に実行
させる演算方式を確立するために， DDC系の実行タスクのモデル化方法，およびこ
のモデル化されたタスクを DDC系で高速実行するタスク切り換えアルゴリズムを検
討し， DDC系の高応答化を図る。さらにニューラルネット応用システムの開発期間
短縮，メンテナピリティ向上を目的として開発したニューラルネット応用システム開
発支援ツールのソフトウェア構成を明らかにする。また本論文で開発したニューラル
ネットの最適中間層ニューロン数決定手法および学習方法の，支援ツールへの組み込
み方法についても示す。さらに実機認識システムとして車番認識システム，制御シス
テムとして加熱炉プラントの温度制御システムをニューラルネットを用いて実際に構
築し，開発手法を適用したニューラルネットの，アルゴリスム生産性，制御・認識性
能向上への貢献を定量化する。
第 1.5 節本論文の構成
前節で述べた目的と対応して，本論文は，以下の各章により構成される。
第 2 章では，最初に本論文で検討の対象とするニューラルネットの構成を簡単に説
明した後，最適な中間層ニューロン数を決定するアルゴリズムを提案する。最初に，
ニューロン数が増えるとこれらの挙動の間で線形相関が増大することを明らかにし，
線形相関の大きさを冗長なニューロン数に対応づけることにより，必要な中間層ニユ
ーロン数の算定が可能なことを示す。次に各ニューロンの出力に対し，線形重回帰分
析を再帰的に適用することで冗長なニューロン数を評価する手法を開発する。そして
十分な中間層ニューロンを初期設定したニューラルネットを学習しておき，開発手法
を用いて算出した冗長なニューロン数を初期設定値から減じることにより，定義に従っ
た最適ニューロン数が求められることを明らかにする。最後に，実機の車番認識およ
び浄水プラントの凝集剤注入制御を行うニューラルネットに開発手法を適用し，最適
ニューロンが良好に評価できることを示す。
第 3 章ではニューラルネットにより構築された認識アルゴリズムの認識能力向上を
目的として，学習方法の改善を検討する。まず広範に用いられているパックプロパゲ
ーションによる学習では，クラスタ(カテゴリ)問の境界が，学習の終了時に特定の
クラスタに近接する場合が多くあり，これがニューラルネットの認識能力を低下させ
ていることを指摘する。つぎにこの問題を解決する学習方式として，教師入力信号に
その都度発生した乱数を重畳してネットワークに提示することが有効なことを示し，
認識能力向上のメカニズムおよび最適な乱数の印加方法を明らかにする。
第 4 章ではニューラルネットの中間層ニューロン数と認識能力の関係をモデル化し，
第 2 章で定義した最適中間層ニューロン数の考え方の一般性を明らかにする。とりわ
け最適数が，ニューラルネットが認識するデータに含まれるノイズの大きさに依存す
ることを示し，これに対応して第 2 章で述べた手法の厳密化を検討する。第 3 章およ
び第 4 章で提案した手法は，いずれもアルファベット認識問題および車呑認識システ
ムで有効性を確認する。
第 5 章では，制御モデルのチューニング用に従来のニューラルネットを拡張したア
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ジャスティングニューラルネットを提案する。まず従来のニューラルネットで制御モ
デルをチューニングすると ニューラルネットの出力誤差に対応してモデルに定常誤
差が残留するため，制御精度が十分に向上しないことを指摘する。次に新しいアーキ
テクチャのニューラルネット(アジャスティングニューラルネット)の構成と学習方
式を示し，熱問圧延の加熱炉プラントを模擬したシミュレーションにより，チューニ
ングされた制御モデルの高精度化，チューニング回数の低減に効果が大きいことを明
らかにする。
第 6 章ではニューラルネットを汎用コントローラへ搭載する場合の性能向上を検討
する。このとき実行性能を向上させるためには，第 2 ，第 4 章で述べた構成最適化に
よるニューラルネット演算の高速化だけでなく，これに付随する演算(シーケンス処
理，ループ制御処理等)の実行を高速に行い， しかも各処理の切り換えを効率化する
必要がある。これを実現するために，各処理を離散事象としてモデル化する方法，お
よび処理の切換えをペトリネットのトークン遷移を模擬したタスクスイッチ方法で高
速に行うアルゴリズムについて述べる。
第 7 章で開発手法を用いて実際のシステムを構築した結果を述べる。具体的には，
車番認識システムと加熱炉温度制御システムについて，ニューラルネットを適用した
システムの構成と基本動作を示す。また既存の手法に対して，アルゴリズム生産性，
制御・認識性能，処理時間等の比較を行う。さらにワークステーションで実現された
ニューラルネット構築支援システムのソフトウェア構成を示し，第 2---第 4 章で開発
した技術の実際のシステムにおける実現方式を明らかにする。
第 8 章で本論文の成果を整理し これをまとめて結言とする。
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第 2 章 ニューラルネットの最適中間層決定方法
第 2 章 ニューラルネットの最適中間層決定方法
第 2.1 節研究の概要
ニューラルネットを実システムに適用する場合の問題の一つは，目的に対応した最
適なネットワーク構成が不明な点であるロニューラルネットを車番認識システムのよ
うなリアルタイム認識や，同様にリアルタイム性の高い制御へ応用する場合，応答性
やコストミニマムの観点から最小構成が望まれる一方，有用なニューロンを削除した
ことによる性能低下を回避する必要がある。したがってネットワークの構成は厳密に
決定する必要があるが，現状は入出力関係の学習や ネットワークが未学習入力を汎
化するのに十分な個数を，ニューロン数を変化させた種々のネットワークを用いた試
行錯誤的な性能比較の結果により決定している 。 このためニューラルネット応用シス
テムの早期立ち上げの障害になっている。
実際の応用で特に問題となるのは中間層ニューロン数の決定法であり，この指針を
与える手法はこれまでにもいくつか検討されている。まずXue (1) らは，入力層と中間
層を結ぶシナプスの重みを行列化し，この行列のrankの値に着目する方法を提案してい
る 。 これは S V D (Singular Value Dccomposition)法を用いて縮約した直交行列が有する
固有値の数を必要なニューロン数とする手法である。しかし中間層ニューロン数の最
大値が，入力層ニユーロン数と出力層ニューロン数の小さい方の値となるため，中間
層で情報圧縮される用途に適用が限定される問題がある。たとえば y=x 2 を O~X
豆 1 の領域において適当な精度で近似する， 1 入力 l 出力のネットワークの場合，こ
の手法で得られる最適ニューロン数は常に l となり，これが実際の最適数と対応して
いないことは明らかである 。
少数のニューロン数から学習を開始し，ネットワークの出力誤差が収れんした時点
でニューロンを追加することで，所望の出力誤差を与える最小ニューロン数を得る手
法も報告されている (2) 。 しかし学習の終了までに複数回の収れん計算が必要となるた
め，ネットワークの規模が大きくなると学習時間が多大になると予想される。またこ
れら 2 つ方法で，得られたネットワークが十分な汎化能力を有している保証はない。
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学習済みネ y トワークの汎化能力を高めることに主眼をおいた，ニユーロン数の決
定方法も提案されている (3 ) (4 ) ロ文献 3 は. A I C(Akaike Infonnation Criterion) と
M D L P (Minimum Description Len出1 Principle) を情報量規準に，入出力の関係を近似す
る最尤モデルを求め，モデルに必要とされるパラメータ数からニューロン数を決定す
る手法を述べている。また文献 4 では，通常，ニューラル不ツトではローカルミニマ
ム等のため，収れん状態にあっても最尤状態が得られないことを指摘した上で，これ
を前提に Cross Validation を使つで情報量規準を推定する手法を提案している。情報量規
準により算出した最適モデルを中間層ニューロン数に換算し，最適数に対応づけるこ
との問題点はすでに指摘されている (5 )が， ニューラルネットをクラスタリング問題へ
適用する場合には さらに，入力と出力の関係を最大尤度で同定することが，汎化能
力の高いネットワークをつくることと直接対応しない ( 6 ) ことが問題となる。提案さ
れている内容はこの相違について考慮されていないため，クラスタリング問題におい
て，得られたニユーロン数が実際に汎化能力を最大化するイ直とどの程度対応している
か明らかでない。
本章では以上の研究状況を踏まえた上で，クラスタリング問題に対しても有用な汎
用性の高い最適中間層ニューロン数の評価方法を提案する。まず検討の前提である既
存のニューラルネットについて，梢成と学習方法を簡単に述べた後，検討結果を示す。
具体的には，学習を終えたニューラルネットの中間層ニューロンの相互動作に着目し，
これらを統計解析して 中間層ニューロンの最適数を算定するアルゴリズムを提案す
る O 提案方法ではまず，十分な中間層ニューロン数を備えた学習済みのニューラルネッ
トを構築する。そしてこれに教師信号を再入力したときの中間層ニューロンの出力に
対し，線形重回帰分析を再帰的に適用する手法で非線形関係の大きさを1=11] 出すること
により，最適数を決定論的に求める 。 忌後に開発手法を，クラスタリング問題の一例
として車番認識システムへ迎用し，有効性を明らかにする 。 さらに非線形関数近似問
題として， 7争水プラントの薬品注入呈制御システム (7)への適用を試み，この場合も
有効な最適ニューロン数が評価できることを示す。
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第 2.2 節 ニューラルネットの構成と学習方法
脳の基本素子であるニューロンや，これらを多数結合したニューラルネットワーク
の構造や情報処理のメカニズムに範をとり，脳の持つ秀れた情報処理能力を計算機上
で実現することを目的とした研究は， 1940---60 年に一時大きく盛り上がった。
その後能力の限界等から下火となったが，ネットワークを多層化して能力を高めるこ
と，これを学習するパックプロパゲーションと呼ばれるアルゴリズムが提案されたこ
と，またこれに要する大量の繰り返し演算が計算機技術の進歩によりフイージプルな
時間オーダで実行可能となったこともあって， 1 9 8 0 年代の後半から今日にかけて
再び大きなブームとなっている。
ニューロンは多入力-1 出力の非線形素子である。図 2.1 に神経系におけるニュー
ロンと，これをモデル化した形式ニューロンモデルを示す。あるニューロンの入力の
数を N，各入力の信号の強さを SI' ら， ..., Sn，各シナプスの荷重を W1 • W2' ...，同とする。
このときニューロンの出力 x は，
N 
x (t+ 1)= 1 { 1: Wi .Si (t ) -h } (2.1) 
ただし 1 {u } = 0 u < 0 
1 (u ) = 1 u 孟 O
となり，入力の重み付き荷重和がしきい値 h を越えたとき，ニューロンは l を出力し，
それ以外の場合は O を出力する。
ニューロンをネットワーク構造に結合し，多層ニューラルネットとして情報処理に
用いる場合の構造は，一般に図 2.2 で表される。ここであらゆる連続な非線形関数は
3 層のニューラルネットで近似できることが証明されおり，また 3 層構造で立案した
手法を， 4 層構造以上のニューラルネットへ適用することは比較的容易と考えられる。
このため本論文では，以下， 3 層構造のネットワークに限定して検討を進める。
図 2.2 において入力と出力の関係は，
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入力層 中間層 出力層
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Yk(3) 
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図 2.2 3 層ニューリネ ットワ ーク
図 2.1 形式ニューロンモデル
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y i(1) =X i(l) =X i 
(2.2) 
n(エp -1) 
X q (p ) = ~ W rq (p -1) Y r (p-1) +8 q (P) 
(2.3) 
r =1
Y q (p) = f {X q (p )} = 1/[ 1 +exp {-X q (p )}] 
(2.4) 
ここで~ : 入力ニューロン i の入力
Xip): p層のニューロン qの入力和
Yq(同 :p層のニューロン qの出力
~q(p- 1) : p-1 層のニューロン r と p層のニューロン qの問の重みの値
n (Jフ~: p層のニューロン数
IJq (Jフ~: p層のニューロン qのしきい値
である 。 各層は入力信号を受信する入力層，中間層(隠れ層) ，信号を出力する出力
層からなる。各ニユ ーロンの しきい値関数は， (2.4 ) 式のシグモイド関数と呼ばれる
連続の単調関数で置き換える 。 これにより任意の連続関数が近似可能，線形分離不可
能なカテゴリでもクラスタリング可能といった能力面の向上の他に， しきい値関数を
微分可能としたことで最急降下法を模擬したパックプロパゲーション学習法の適用が
可能となる。
3 層ネットワークを例にパックプロパゲーション学習法を示す。教師入力信号を入
力したときの k番目の出力ニューロンの値 yk(3)に対応した教師信号を T k とする。こ
のとき各出力ニューロンの誤差E は，
n (3) 
E = (1/2). I { T k -Y k (3) }乙 (2.5) 
となり，学習は E を小さくする方向に進められる。すなわち (2.5) 式で算出された誤
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差E を用いて，重み係数及びしきい値は (2.6 ) -- (2.9 ) 式に従って更新される 。 n は
重みの更新回数を表し， σ は学習係数である 。
(中間層と出力層間の重み係数)
{Wjk(2)}n+1={Wjk(2)}n +α. {? /?jk (2) h 
(入力層と中間層間の重み係数)
{W ij(1)}n+1={W ij(1)}n + α. {? /ðWij田 (1)}j 
(中間層と出力層間のしきい値)
{8 k (3)}n+1={8 k(3)}n +α. ( ?E /?e k (3) } k
(入力層と中間層間のしきい値)
( e j (2)} n +) = { e j・ (2)} n +α( ?E /?e j(2) } j
ここで
(? /?jk (2)} k = (σNN )k'Yj(2) 
{? /?ij (1 )}j・ = (伊 NN )j"Y i (1) 
{ ?E /?e k(3) h = (σNN )k 
( ?E /CJe j(2) } j= (ψWN )j 
(σNN )k = -;k . Y k (3). ( 1-Y k (3) } 
(伊川)j = エ (σ'NN)k • Wjk (2) η(2). (ト竹 (2) } 
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(2.6) 
(2.7) 
(2.8) 
(2.9) 
(2.10) 
(2.11) 
(2.12) 
(2.13) 
(2.14 ) 
(2.15) 
-L 一一一一一一一一一一一 &一一一一一一一一一一一一一 | 
Sk=Tk-Yk(3) (2.16) 
である。結局，ニューラルネントと教師信号の差分を減少させる方向に各層の ~q(P-1) 
を変更することを繰り返して学習を進めることになる。学習の終了(収れん)は，ニュ
ーラルネットがすべての教師信号に対して一定値以下の差分となったことで判定する
のが一般的である。
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第 2.3 節 中間層ニューロン数決定方法
第 2.3.1 項 最適ニューロン数の定義と算定方法の考え方
本章では図 2.2 に示す 3 層ニューラルネットを対象に検討を行う。中間層のニュ
ーロン数は，少な過ぎると能力不足からニューラルネットの汎化能力を低下させたり，
学習を所望の精度で収れんさせるのが困難となる。逆に多すぎるとネットワークの計
算量が増大し，ハードウェアの増大や応答性の低下を招く。中間層のニューロン数と
汎化能力の関係についてはこれまでにもいくつか報告されており，教師信号を学習す
るのに十分な個数が備えられていれば依存関係は少ないという指摘 ( 8 ) が多いが，汎
化能力が最大となるニユーロン数の存在を示唆した報告 ( 9 ) もある。これは学習に用い
たデータと評価に用いたデータの性格が一様でないこと，評価に供した中間層ニュー
ロン数が異なっていること等，種々の理由によると思われるが 一般に中間層ニユ
ーロン数の増大は，ニューラルネットの性能向上と直接対応するものではないと考え
られている。第 2 . 4 節で示すシミュレーション結果からも，ニューロン数が少ないと
きネットワークの汎化能力がやや劣る結果となっているが，一定数以上のニューロン
を備えていれば汎化能力はニューロン数に依存せず飽和した一定値となる。
一方，ニューラルネットを制御や認識などのリアルタイム性の制約が大きい用途に
用いることを考えた場合，制御応答や認識速度との兼ね合いからニューラルネットは
最小構成が望ましい。そこで以下， “最適ニューロン数"を， “最小ニューロン数で
最大汎化能力"を実現する値と定義し，これを容易に得る方法を検討する。
まず最適ニューロン数が何で決定されるかを考える。一般的には，入出力データの
個数や非線形性，学習の収れん条件等様々な要因が挙げられる。したがってこれらの
相互関連や，それぞれのニューロン数への寄与分を数値化し，解析的に値を算定する
のは困難と推察される。そこで本論文では，これらの要因を総て含んだ情報を用いた
統計的な解析により最適数の算出を行う。以下このような統計量として，収れんに十
分な数の中間層ニューロン数を備え学習を終えたニューラルネットに，教師入力信号
を再入力したときの中間層ニューロンの出力のふるまいに着目し これを統計解析す
ることを考える。
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一般に中間層ニューロン数が過剰になると，いくつかのニユーロンが類似の動作を
することが報告されている ( 8 ) 。また第 2.4 節のシミュレーション結果からも，中間
層ニユーロン数の多いネットワークでは，これらの間の統計挙動に強い線形関係が生
じ，結果的に一つのニユーロンが果たす役割が減少することが示されているロしたがっ
て得られた統計量から，ニューロン間に含まれる線形成分を定量化し，これに相当す
るニューロン数を設定されているニューロン数から減じることにより，最適中間層ニュ
ーロン数が得られると考えられる 。
このアイデアを可視化するために，各中間層ニューロンが入出力関係のマッピング
において負担している仕事分を，図 2.3 で模式的に表現する。図はニユーロン数が 4
の場合を示しており，各ニューロンの仕事分はそれぞれの面積で表わされる。中間層
における信号変換に本来必要な仕事量は，図 2.3 の太線の内側で表され，これが最適
ニューロン数に対応する 。 一方，各ニユーロンは図のような重複部分(線形関係を有
した部分)を持ちながら，その一部を分担していると考えられる。入出力関係をマッ
ピングするのに本来必要な仕事量は，ニューロン数にかかわらず不変のはずである。
したがって太線の内側の面積を評価できれば，対応したニューロン数として最適数が
得られる 。 このためには重複部分の面積を定量化し，ニューロン数の初期値から差し
引くことが必要である 。 以下，線形回帰分析 ( 1 0) を用いた統計的手法により，この処
理を行うことを検討する 。
ム ニューロン4のニューロン 1 の 重複市分仕事分
仕事分
の旦里体事全仕
ニューロン2の
仕事分
ニューロン3 の
仕事分
第 2.3.2 項 最適ニューロン数の算出方法
図 2.2 の多層ニューラルネットにおいて，学習を終えたネットワークに教師入力信
号を再入力したときの，各中間層ニユーロンの出力値を y 1 (2)"-Y n ( 2)(2) とする。これ
らのーっとして Y j (2) を抽出し，他の I n (2) -1 !個の中間層ニユーロンの出力の存宗
汗長手口として，
図 2.3 中間層の仕事量模式図
Y j (2) =α 0+ a lY 1(2)+ a 2Y 2(2)+・… +a n (2)Y n (2)(2) (2.17) 
(ただし司叱(2) を除く)
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で近似することを考える。係数 a 0""'" a n(2) は Y j(2) と Y j(2)の 2 乗誤差
N 
5 e = エ [{Y j (2)}1 -(Yj(2)}t] (2.18) 
N: 教師信号数
{ Y j (2)} / : 1 番目の教師入力信号に対応した j 番目の中間層ニューロンの
出力
{Y j (2) I : 1 番目の教師入力信号に対応した j 番目の中間層ニューロンの
評価値
を最小となるようにする線形回帰分析の手法を用いて一意的に決定できる。
抽出したニユーロンが他のニューロンと緊密な線形関係にある場合， (2.17)式の
Y j(2) は実際の Yj(2) を良い精度で近似できるが，そうでない場合近似の精度は悪くな
る。 Y j (2)が他のニユーロンの出力 Y 1 (2)~ Y n(2)(2) (Y j(2) を除く)による線形式で表
現できる割合は，寄与率 R j 2 により統計的に定量化できる。寄与率R j2 は，
R J =1 -(5 e /5 yy) (2.19) 
ただし N 
5 yy = ヱ[{Y j (2) } 1 - 可否J2 (2.20) 
N 
Se= ヱ [(Yj(2)}1 -{叱 (2)} tJ 2 (2.21) 
N 
可(2)= (1/N )ヱ {Yj(2)}1 (2.22) 
1 = 1 
で与えられる O
R J2 は 0-1 である。 R 12 が l のとき Y j(2) と Y j(2)はすべての教師信号に対して
一致しており， Y j(2)が他のニユーロンの出力の線形和で誤差なく記述できたことを示
している。逆に R J2 が O のとき Y j(2) と Y j(2)は無相関であり ， Y j(2)は他の中間層の
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出力と完全に独立な関係にあることを示している 。 例えば中間層ニューロン l を例に
し R 12 の値を用いて ， Y 1 (2)が ， Y 2 (2) - Y 4 (2) の線形和で記述できた割合(以下，
Y 1(2)の線形成分)と，記述できなかった割合(以下， Y 1 (2)の非線形成分)は，図
2.4 のように定量化できる。しかし実際には図 2.3 に示されるように， 3 つ以上のニユ
ーロンが線形関係を有している領域があるため，この部分を評価する適当なアルゴリ
ズムが必要となる 。
本論文ではこのために，以下の手順で最適ニューロン数の計算を行う。図 2.5 に計
算手順を模式的に示す。簡単のため中間層が 4 つのニユーロンで構成される場合を例
に説明する 。 まずれ (2) を Y2 (2)"'" Y 4(2)の線形和で表し，寄与率 R l 2 を求める。 l
-R 1 2 により Y 1 (2)の非線形成分を求めることができ，これは図 2.5 の A部の面積で
模式的に表される 。 次に Y 1 (2) を統計m析の対象から除き，残りの y2 (2) ~ Y 4 (2) につ
いて同様の操作を繰り返す。 すなわち y2(2)が y3 (2) , Y 4 (2)の線形和で記述される割
合 R 2 2 を求める 。 このとき 1 -R 2 2 は図 2 .5 の B 部の面積に相当している。さらに
Y 3(2) を y4 (2)の線形式で記述し，このときの 1 -R 3 2 として C 部の面積を求める。最
後に残った y 4 (2) に関しては R 42 = 0 となり，独立分は D部の面積，すなわち l とな
る 。 最後に A-D の面積を加えることによ り ，線形成分を排除した中間層ニューロン
数(太線内の而和) を求めることができる 。 すなわち，この場合の最適ニユーロン数
は
最適ニューロン数
=( 1 ・ R 12)+( 1 ・ R/)+( 1 ・ R 3 2)+ 1 
=4 _(RI2+R22+R32) (2.23) 
で与えられる 。 ニユーロン数として意味を持つのは自然数のため，得られた最適ニユ
ーロン数を切り上げて捻数化したイ直を中間層ニューロン数に設定する 。 最後にネット
ワークを再学習することにより，最適中間層ニユーロン数を備えたネットワークが得
られる 。
図 2.6 に以上を一般化したアルゴリズムを示す。 最終的に中 110層ニューロンの最適
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非線形成分 1-Ri
線形成分 R~
Y1 (2) の仕事分
図 2.4 ニューロン 1 の線形成分と非線形成分
の仕事分
ニューロン2
の仕事分
B 
ニューロン4
の仕事分
ニューロン3
の仕事分
ニューロン 1 を解析の
対象から除く
• 
A 
ニューロン2 を解析の
対象から除く
?
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B 
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図 2.5 中間層ニュー口ンの非線形成分計算方法
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Yj (2) を苛j (2) {ただし対 j+l ，
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線形式の寄与率Ri 計算
~=n(2)2 
Y 
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図 2.6 最適中間層ニューロン数決定アルコーリス'ム
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数は，最初に中間層 に備えられていたニューロン数 n (2)から線形成分の総和
エ Rj を差し引いた値，
n (2) -L R J 
(2.24) 
により算出される 。 本手法によれば，ネットワークを l 回予備・学習する必要はあるも
のの，これを用いた統計解析で中間層ニューロン数を一意的に決定できる。したがっ
て試行錯誤的なシミュレーションは必要なく，速やかに中間層ニユーロン数を設定で
きる 。
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第 2.4 節 実験結果および考察
第 2.4.1 項実験システム
立案した手法の有効性を確認するため，本研究では 2 つのシステムを対象にしたニュ
ーラルネットで評価を行った 。 図 2.7 に構成を示す。 図 2 . 7 (a)は車呑認識システムに
適用したもので，印刷文字ではあるが汚れや光沢条件により変形を受ける数字を対象
に，これらを認識するネットワークである。システムの詳細は 7 章に譲るが，画像か
ら抽出した 12の特徴量を入力とし， 0'""9 の数字を識別するために各数字に対応した
10のニューロンを出力層に持つ， 3 層構造のニューラルネットである。教師信号には
実システムから抽出した各数字について20づっ計2∞個の代表的なサンプルを用いた。
教師出力信号の値は，正月干の数字を 0.99，他を 0.01 と し， ニューラルネットの出力がこ
の値に対して ::!::0 . 01 の範囲を学習の収れん条件とした 。 2∞個の教師信号のすべてが収
れん条件を満足した時点でニューラルネットを収れんと判定する 。 また学習により構
築されたネットワークの認識能力を評価するため，同様に実機から採取した各数字に
ついて教師信号と異なる 143佃，計]430佃のテストデータにより認識率を評価した。
図 2 . 7 (b)はニューラルネットを非線形関数の近似問題に適用した例で，浄水プラン
トにおいて熟練オペレータが行う凝集剤の注入操作を，ニューラルネットで自動化し
たシステムである。詳細は文献 7 に詳しいが，原流の流量，濁皮， p h など 10種類の
入力から，水を浄化するための凝集剤の注入量が決定される。教師データおよび汎化
能力評価用のデータは，過去の運転履歴データを一定期間蓄えてそれぞれ構築した。
学習の収れん条件等は(めの場合と同じである。 2 つのネットワークで，入力層と中間
層にはさらに l つづっのしきい値ニューロンを設けている 。
第 2.4.2 項 中間層ニユーロンの統計挙動
まず中間層において，ニユーロン数が大きくなるとニューロン問の線形関係が大き
くなることを示す。 図 2.8 は図 2 . 7 (a)のシステムにおいて，学習済みのネットワーク
に教師入力信号を再入力したときの，中間層ニューロンの出力を統計解析した結果で
ある 。 各ニューロン数について，それぞれ重みの初期値を変えて学習した 3 つづっの
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図 2.8 中間層ニューロン数と出力統計量との関係
(b) 凝集剤注入システム(非線形関数近似問題)
図 2.7 シミュレーションシステム
島 34 - -35 ・
ニューロン数が大きくなるとそれらの動作図 2.8 よりいずれの統計量においても，
n (2) 
その平均値である {1/n (2) } ヱ (uj)
(但し U j は j 番目の中間層ニユーロンの出力値を従属変数，他のニューロンの出力値
異なるネットワークで評価した。
に大きな線形関係が生じている 。 すなわちニユーロン数の冗長度が線形関係の大きさ図 2 . 8 (a)は統計量として不偏分散に着目し，
で評価できる可能性を示している。
中間層のニューロン数にをを独立変数にした線形近似式から求めた不偏分散の値)
車番認識システムにおける最適中間層ニューロン数第 2.4.3 項対してプロットしたグラフである。不偏分散〔/j は残差平方和 Seと自由度戸を用い
ーユまず図 2. 7 (a) のシステムにおける中間層ニユーロン数と認識能力の関係を示す。(2.25)式で表せ，値が大きいことはニューロン聞の線形相関が低いことを示している。
同様に 3 つづっの異なるネットワーク12の 5 通りとし，? ??? ?8 , 6 ,ーロン数は 4 ，
ニューロン数が少ないとき認識率はやや低い値となるが，で評価した。図 2.9 より，(2.25) UJZ=Se/ 戸
6 個以上のとき 97--98 %で飽和した値となる。また各ニューロン数に対応した 3 つの(2.26) 戸 =N-n(2) 一 2ただし
これはネットワークで，初期値を変えたことによる認識率への影響はほとんどない。N: 教師信号数
で定義したクラスタリン教師信号をシグモイド関数の飽和領域( 0 および l の近傍)
出力層のニューロンだけでなく中間層ニューロンの大半も飽和領域で動グ問題では，それらの出力の重相関係数を総図 2 . 8 (b)は中間層ニユーロンから 2 つを取り出し，
作する ( 11 ) ためで，初期値が変化しでも一定の収れん基準のもとで学習を終えたネッY j(2) と Yj' (2) (j I j ,= ての中間層ニユーロンの組合せについて平均した値である。
“最小ニュトワークに性能面でのばらつきはほとんどない。以上より本問題の場合，の重相関係数A j j ・は-・・・・ ，n (2) , j 宇 j ,) 
一口ン数で最大汎化(認識)能力"を与えるニューロン数は 6 であることが分かる。
2 . 3 節のアルゴリズムで最適ニューロン数を評価した結果を示す。横軸図 2 .10 に，(2.27) A jf=S jj ‘ /v5jj5j 'j 
縦軸はこれを用いて評価した最適中間層ニユは初期設定した中間層ニューロン数，ただし
ニユーロン数が小さいとき評価ーロン数で，切り上げによる整数化は行っていない。N N N 
5 j' = ヱ {Yj(2)}I( Y j'(川 -(L {Y j(川ヱ {Yj ,(2)} ,J/n (2) 
8 以上のとき飽和した値となる。飽和値値はニューロン数に依存して大きくなるが，(2.28) 
図 2.9 の結果と符合する。同様にネットワークで評価すると最適値は 6 前後となり，
が異なることに起因したぱらつきはほとんどない。評価値がこのような振る舞いをす
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図 2.3 で示ることについてさらに定量的な裏付けを必要とするが，図 2.10の結果は，(2.29) 
した入出力関係のマッピングに必要な全体の仕事量がネットワークサイズに対して普
遍的であることと対応しており 本評価手法で全体の仕事量に対応した中間層ニューN N 
5j}' = ヱ {Y j'(2)}t ー{ヱ Yj'(2)}f/n (2) ロン数が決定できていることを示していると考えられる。開発手法では，十分な中間(2.30) 
を初期設定しておけば，本手法により最適中間層ニューロン数(本問題では 8 以上)
層ニューロン数が良好に評価できることが分かる。で与えられ，数値が小さいことは同様にニューロン問の線形関係が小さいことを表し
ている。
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第 2.4.4 項 浄水プラント凝集剤注入システムにおける最適中間層ニューロン数
前節で示した車番認識システムは，入力を 0---9 の 10カテゴリに分類するクラスタ
リング問題であったため，出力ニューロンは飽和領域( 1 または O の近傍)で動作し，
学習もこの領域のみを対象に行っている。これに対し図 2. 7 (b)で示した，浄水プラン
トにおける凝集剤注入システムに適用したニューラルネットは，入出力の非線形関係
を同定する問題である。ネットワークの出力である凝集剤の注入量は 0---1 の問の値
で正規化された連続量であり，この点でも車番認識システムと基本的な相違がある。
以下では，非線形関係の近似問題においても必要な中間層ニューロン数がニューロン
聞の非米却形挙動として陰に表現されており，前節と同様の手法で評価できることを確認する。
まず図 2.11 に，中間層ニユーロン数と汎化能力の関係を示す。同様に初期値を変え
て学習した 3 つのネットワークで評価した。この場合の汎化能力は，オペレータが実
際に操作した注入量と，ネットワーク出力から得た値を比較して求めた 2 乗誤差で定
義した 。 2 乗誤差はややぱらついた値となるが， 0.015 ---0.030のバンド幅内に整理でき，
中間層ニユーロン数に対する依存関係は観察されない。したがってこの問題の場合，
学習を収れんさせる最小数である 2 が，本研究の定義に従った中間層ニューロンの最
適数である 。
図 2 .12 に，初期]設定した中間層 ニューロン数と，これを用いて評価した最適中間層
ニユーロン数の関係を示す。 図より，最適数は初期ニューロン数が小さいときやや小
さな値となるが， 4 以上の初期ニューロン数を有していればほほ一定となる。車番認
識システムに適用した場合に比べ，最適数の評価値が小さいにもかかわらずネットワ
ークによる値のばらつきがやや大きいが，この理由は中間層と出力層のニューロンが
シグモイド関数全域で動作しているためと考えられる。最適数の評価値は1.5....... 2 であ
り，本問題のような小規模ネットワークであれば，開発手法を有効に適用できること
が確認できる。一方 多数の中間層ニューロンを必要とする大規模ネットワークの構
築に本手法を適用する場合には，評価値のばらつきが適切なニューロン数の設定を妨
げることも考えられる。詳細な検討は今後の課題であるが，非線形関数近似を行う大
規模ネットワークに本手法を適用する場合には，評価に供したネットワークの特性等
を考慮する必要があると考えられる 。
4 6 8 
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10 & 
図 2.9 中間層ニューロン数と認識率の関係
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図 2.1 0 初期ニューロン数と最適ニューロン数の関係
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3 層ニューラルネットを対象に，中間層ニユーロン数の最適数決定手法を検討した。
その結果，十分な中間層ニューロン数を備え，学習を終えたニューラルネットに教師
入力信号を再入力したときの中間層ニューロンの動作に含まれる線形成分を求め，こ
の値に対応するニユーロン数を初期設定したイ回数から除くことが有効なことを示した。
開発手法をクラスタリング問題と非線形関数の近似問題に適用し，有効性を評価した。
前者として，印刷文字ではあるが汚れや昭、明状態によって変形を受ける数字を認識す
るニューラルネットに，また後者として，浄水プラントの凝集剤注入問題に適用し，
それぞれ中間層ニューロン数を 6 佃， 2 佃とすると，汎化能力を低下させることのな
い最小ニユーロン数が得られることを示した 。
図 2 .1 1 2 乗誤差の平均値と中間層ニュー口ン数との関係
最適中間層 2
ニューロン数 • 
• •• 
..
一.
開発手法を用いれば，中間層ニューロン数を決定するために l 回の予備学習は必要
になるものの，従来行われていた試行錯誤的なシミュレーションは不要となり，ニュ
ーラルネット応用システムの構築時間を短縮できる。
前述したように 3 層ニューラルネットが入出力関係のマッピングに十分な能力を有
しており，また実システムで用いられるニューラルネットの大半は 3 層であることか
ら，本章で述べた手法は大部分のニューラルネット応用システムの構築に適用可能と
考えられる。 一方，特殊な入出力関係を学習する場合には 4 層ニューラルネットが適
しているという報告 ( 11 ) もある。中間層が 2 層以上の場合に開発手法を同様に適用で
きるかどうかについては，学習対象となる入出力関数との関連から今後検討したい。
同時に，大規模ネットワークにおける開発手法の有効性検証も今後の課題である。
3 
• 
4 6 8 10 
中間層ニューロン数
図 2 .1 2 初期ニューロン数と最適ニューロン数の関係
-40- -41 ・
2 章の参考文献
( 1) Q.xue et al., "Analyses of 出e Hidden Units of Backpropagation Model by Singular 
Value Decomposition (SVD)にIJCNN'90 ・ WASH -DC , pp.739 ・ 742 (Jan. 1990) 
( 2) T.Ash , "Dynamic Node Creation 白 B政 Propagation Netwo此s" ， IJCNN'89 ・ WASH -
DC, pp.623 (June. 1989) 
( 3 )栗田， I情報量規準による 3 層ニューラルネットの隠れ層のユニット数の決定
法J ，信学論ひII， Vol.173-D-II, 11, pp.1872 -1878 (1990) 
( 4 )和田・川人， I新しい情報量基準と Cross Validationによる汎化能力の推定J ，信学
論D-IJ， Vo1. 174・D-II ， 7, pp.955 ・ 965 (1991) 
( 5 )萩原・戸田・白井， I階層型ニューラルネットにおける結合重みの非一意性と A
1 C J ，信学論D-II ， Vol. 176・D孔 9， pp.2058 ・ 2065 (1993) 
( 6 )鹿山・阿部， I汎化能力向上を目的としたクラスタリング用ニューラルネット
の学習方法J ，信学論D-II ， Vol.J76・D-II ， 4, pp.863 ・ 872 (1993) 
( 7 )国御・馬場・松崎・依田， rニューラルネットを用いたプラント運転ルールの抽出
に関する研究J. 電学論D， Vo l. ll1 , 1, pp.20・28 (1991) 
( 8 )関・合原・北井・弘津， rニューラルネットワークによる電力ケープルの故障診断J.
電学論D， Vo1. 110, 3, pp.273・ 280 (1990) 
( 9 )武長・阿部・高藤・鹿山・北村・奥山， í感度解析を用いたニューラルネットの入力
層の最適化とその数字認識への適用J，電学論D， Vo1. 111 , 1 ,pp.36-44 (1991) 
(10) 芳賀・橋本， I回帰分析と主成分分析J ，日科技連
(11) S.Abe , M.Kayama, and H.Takenaga: "How Neural Network for Pattern 
Recognition Can Be Synthesized"，情報処理学会欧文誌(Journal of 
Infonnation Processing) , Vol. 14 , NO.3 , pp.344-350 (1992) 
-42 -
第 3 章 汎化能力向上を目的とした
ニューラルネットの学習方式
正一 -ー一一ー-ーー 一一一 一一一一 [
第 3 章 汎化能力向上を目的としたニューラルネットの学習方式
第 3.1 節研究の概要
本章ではクラスタリング(パターン認識)問題を対象に，与えられた教師信号の下
でネットワークの汎化能力を最大化するための，ニューラルネットの学習方法につい
て検討する。クラスタリング問題における汎化能力の定義は第 l 章で示したように，
教師信号を用いて学習したネットワークを入力信号に種々のノイズが重畳した実機環
境で用いたときの認識率と対応する。
ニューラルネットの学習方法として広く用いられているパックプロパゲーション法
は，最急降下法を基本とした汎用性の高い手法である一方，問題点として収れんまで
に多大な学習時間を必要とすることや，局所解にトラップして大域的な最適解が得ら
れにくいことが指摘されている。このため学習時間の短縮や局所解を回避する方法は
数多く検討されている。これに対して，ニューラルネットの汎化能力との関連から学
習方式の改善を論じた報告は意外に少ない (1) - (6) 。この一因として汎化能力を評価
する一般的な指標が明確でないことがあるが，主として，ニューラルネットの出力の
教師出力に対する誤差(以下，出力誤差)が，汎化能力を含めたニューラルネットの
性能を評価する指針と考えられて来たためと推察される。しかし実際には，出力誤差
がニューラルネットの性能と直接対応しない場合がある。
一般に，ニューラルネットの適用対象は，非線形関数の近似問題とクラスタリング
問題に分けられる。教師信号がすべて正しい値であると仮定した場合，学習における
両者の基本的な違いは，出力誤差を小さくする操作が 前者ではニューラルネットで
果たすべき本来の目的(近似誤差の最小化)と一応合致しているにの対し，後者では
対象の特徴を認識し，弁別するためのヒューリスティクスにすぎない点である。した
がってクラスタリング問題ではとりわけ出力誤差が小さくなったとき，この値と汎化
能力の関係は不明であり，非線形関数近似の場合ほど両者が相関しないと考えられる。
クラスタリング問題にニューラルネットを適用したときの“手段" (学習における出
力誤差の最小化)と“目的" (実際のクラスタリング能力の最大化)の整合性の度合
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いを定量化する検討が望まれている 。
クラスタリングを行うニューラルネットについて，学習方式の改善により汎化能力
を高める従来の試みはこ通りに大別できる。一つは学習に用いる通常の誤差関数に汎
化能力を高める項を追加するものである。文献 l では，教師入力の変化に対する出力
の変化率を出力誤差に加算し，両方を逆伝播により最小化する方式が提案されている。
この手法は教師信号近傍の入力に対するネットワークの出力を安定化させるため，汎
化能力向上に効果があると考えられる。しかし学習が複雑になるため，ネットワーク
規模やクラスタの数が大きくなった場合収れんに時間がかかること，改善の効果が教
師信号のごく近傍のデータを認識する場合に限られることが問題と考えられる。また
クラスタを分割する分離超平面に着目し，これを各クラスタからできるだけ離すこと
を目的とした評価関数も提案されている ( 2 ) 。しかし適用は単純パーセプトロンに限
定されている 。 クラスタの境界が分離超平面の重ね合わせで形成されるためその位置
を陽に特定できない 3 層以上のニューラルネットでは，この関数は容易に定義できな
\ρ 。
もう一つは教師入力信号に適当なノイズを加算して学習する方法で，文献 4 では認
識時に重畳されるのと同程度のノイズの加算により，その環境下で最も高い汎化能力
が得られるとされている 。 しかし大きさの特定されないノイズが重畳される環境下で
汎化能力を最大にする学習方法については言及されていない。
一方，汎化能力には教師信号の量および質が大きな影響を及ぼす。言うまでもなく
一般性の高い教師信号が十分に揃えられている場合には，これらを学習することで良
い汎化能力が得られる。逆に教師信号が不足している場合には，単に教師信号を学習
するだけでは良好な汎化能力が得られない場合がある。第 l 章で述べたように，実シ
ステムでは教師信号を容易に集められる場合もあるが，長時間かかったり，収集に大
きな設備を必要とすることも多い。 本論文で検討の対象とする車番認識システムにお
いても，教師信号の採取には時間がかかる上に，収集した教師信号がどの程度一般性
を有しているか判定する指標はない 。 したがって限られた教師信号を最大限活用して
汎化能力を高める学習方法が望まれる。
これらを背景に，本章では，クラスタリング問題を対象に与えられた教師データを
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用いて汎化能力を最大化する 学習方法 を検討す る 。 ま ず通常のパッ ク プ ロ パゲーショ
ンで学習する 限 り， 一定の出力誤差に到達した後さらに学習 を 進めて誤差 を減少させ
ても ， ニューラルネットの汎化能力が向上 し な い こ と を示す 。 次にこれを改善するた
めに，教師入力信号に適当な乱数を重畳することが有効であることを述べ，汎化能力
向上のメカニズムを明らかにする 。 さらにこの知見から，与えられた教師データの基
で，クラスタリング対象の特性や汎化を行う環境のノイズレベ Jレによらず汎化能力を
最大化できる乱数の印加方式を提案する 。 最後に一般性の高いクラスタリング問題 を
用いたシミュレーションで，ネットワークの出力誤差 と汎化能力の相関挙動の確認、
および立案した学習方法の評価を行う 。
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第 3.2 節学習方法
第 3.2.1 項 クラスタの境界とネットワークの汎化能力
本章で対象とするニューラルネットは，図 2.2 と同様の 3 層ニューラルネットであ
る。まずクラスタの境界とニューラルネットの汎化能力の関係について簡単に述べる。
一般に，汎化能力を最大化する上で理想的な境界は，それが特定のクラスタに偏たら
ず，各クラスタのほぼ中間に存在する場合である (7)。図 3.1 に，クラスタを点，境
界を直線で表し， 2 クラスタの簡単な場合を例に、良い境界と悪い境界の例を示す。
( a )ではクラスタ A ， B のほぼ中間が境界となっているのに対し， (b )では直線
はクラスタ A に近づいている。
ここで学習終了後に，入力 Xのクラスタを判定する場合を考える。 x は教師信号で
定義された領域外のため，本来どちらのクラスタに属するか判断しかねるが、空間距
離からはクラスタ A に属するデータにノイズが乗った可能性が高い。図 3.1 で， ( a ) 
では X をクラスタ A と判定するのに対し， ( b )ではクラスタ B と判定するため誤認
識する可能性が高くなる。以上より境界線を，教師信号で与えられるクラスタ聞の中
央位置に近づけることが，認識率(汎化能力)の高いネットワークを得るために必要
なことが分かる。同様にクラスタが超領域，境界が超曲面の場合でも，汎化能力を高
めるためには，超曲面を特定の超領域に隔たらせないことが必要となる。
2 つのクラスタを 1 次元上の点A ， B で代表し，同一の頻度で入力される各クラス
タの信号を汎化する場合を例に，境界位置が汎化能力に及ぼす影響を定量的に示す。
クラスタ問の距離を 2 p とし，汎化すべき入力には A ， B に対し標準偏差 q のガウシ
アンノイズが重畳している場合を考える 。 x は A ， B を結ぶ線分上の座標で，さらに
A に対応する座標を 0 ， B に対応する座標を 2 p とする。クラスタ A に対応した入力
の確率密度関数 f (x)は，
f (x)={ 1/(泥Jr .q)).{exp (-x 2/2q 2) }/2 (3.1) 
同様に，クラスタ B に対応した入力の確率密度関数 g (x) は，
クラスタ A
教師信号
x o 
境界
( a )良い境界の例
クラスタ A 境界
oX 
クラスタ B
クラスタ B
( b )悪い境界の例
図 3.1 クラスタ聞の境界
g (x )={ l/(m・ q) }・ [exp {ー (2p -x )2/2q 2) ]/2 
である。 x に対応した認識率は，
(クラスタ Aが正解の場合)
R A (x)= f (X)/ ! f(x)+ g(x)l 
一一
{ 1/(泥77・ q )}.{exp (-x2/2q 2)) 
(3.2) 
{ 1/(泥Jr . q )}.{exp (-x 2/2q 2)}+{1/(位Jr・ q )}・ [exp {ー (2p -x )2/2q 2} ] 
(クラスタ B が正解の場合)
R B(X) = g(X)/ ! f(x)+ g(x)l 
一
(1/(YIii'q )}. [exp {-(2p -x 2/2q 2)] 
(3.3) 
{ 1/(吃n.q )}.{exp (-X 2/2q 2)}+{ 1/(位n ・ q )} . [exp {-(2p -x )2/2q 2)] 
(3.4) 
となる 。 ここで境界がA ， B の中点である p に存在した場合の，線分上の入力に対応
したトータルの認識率 Rp は，
(3.5) 
である。一方，線分上の点 x 0 (一般性を失わず O 豆 x 0< P としてよい)に境界があ
る場合の，線分上の入力に対応した認識率は同様に
;:ORAMM+l:シRn いω川)ほg い
Rxず=
jop{RA い )f(χ 川 n (x ).g (χ 
となる。ここで，
ト (x )f (x )dx ト (x ). g (X )dx 
Rn-Ry ,,= 
・ h fp{RA(X)J(X)+RB(X)g(X 
fP 
I {R A (X ) f (X ) -R n (X ). g (X ) } dx 
J x 0 
fP {R A (x )f (x )+R n (X ). g (x ) } dx 
>0 
(3.6) 
(3.7) 
(なぜならば， x 豆 x ぎ p において ， R A(X) > R B(X) , f (x)> g(x) ) 
したがって上述したように，境界がA ， B の中点にある場合に， トータルの認識率が
最大となることが確認される。
第 3.2.2 項学習方法の提案
次に汎化能力の高いニューラルネットを構築する手法を述べる。このためには一般
的なクラスラリング問題において，各クラスタに対して平等な境界を学習によりどう
作るかを考えればよい。ここで教師出力信号が表すベクトルは各クラスタを識別する
ために便宜上定義された値に過ぎず，理想的なクラスタ問の境界に対応しているわけ
ではない。必然的にネットワークの出力誤差がかなり小さくなったとき，これをさら
に微小にする学習が，境界をクラスタの中央位置へ近づけている保証はない。第 3.3
節で示すシミュレーション結果からも，ネットワークが一定の出力誤差に到達した後
さらに学習を継続して出力誤差を小さくしても，汎化能力の向上は観察されない。以
上よりネットワークの出力を教師出力信号に近づける学習だけでは，理想的な境界を
構築できないことがわかる。
理想的な境界に直接対応する出力ベクトルを教師出力とし，出力誤差を最小化する
方向に学習を進めることができれば一番良いが，前述したように多層ニューラルネッ
トの場合，このような出力ベクトルを実際に得るのは難しい。
一方、教師入力信号に適当な振幅の乱数を重畳する手法は容易に実現できる。 この
手法の場合，
(X 1 , X i , X n (1) ) 
の教師入力信号に対して，実際にネットワークに入力する値はその都度発生させた振
幅R の乱数を重畳し，
(XJ + r J , ・・・ ， X1+ r i , ・・・ ， Xn ( J ) +rn ( J ) )
但し I r i I 亘 R
となる。たとえば乱数を一様に発生させる場合を考える。従来の同一入力信号を繰り
返し教える方法に対し，ネットワークに入力される信号は，教師入力信号を重心とし
一辺の長さが 2 R の超立方体の内側に均等に存在する。このためクラスタの境界がこ
の空間内を横断する確率を低くできる。すなわちクラスタ境界が，乱数の振幅に対応
した値で各クラスタから均等に遠ざかるため，乱数を重畳する学習方法は、汎化能力
の向上に有効と考えられる。
課題として，最適な乱数の振幅値の決定方法がある。乱数の振幅R とクラスタ問の
距離 2 p において、一般に R">p であると図 3.2 (a) のように，入力空間に両クラ
スタの入力信号が重複する領域が生じる。したがって安定した境界位置が確定できな
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R: 乱数振幅値
2p :クラスタ聞の距離
境界 重複領域
2R 
(a) Rが大きい場合
4‘ー・ーー
(b) Rが小さい場合
図 3.2 R と pがクラスタ境界に及ぼす影響
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いか，確定に多大な学習の繰り返しを必要とする。また R<'p の場合図 3.2 (b) に
示すように，境界は教師信号によって定義されていない空間に高い自由度で存在でき
るため，理想、位置から遠ざかる可能性が高くなる。以上より R キ p に設定するのが適
当と推察される。一方，クラスタの数が 3 以上の場合，クラスタ同士の 2 p はさまざ
まな値となる。このような場合には p の値を特定できず， したがって Rの値も決定で
きないため問題は困難となる。
この点を解決するために本論文では，学習の初期に振幅の大きな乱数を与え，学習
回数の進展とともにこれを漸減し，最終的に O にすることを検討する。この学習方法
の目的は，まず学習の初期に加えた大きな乱数により，距離を隔てた (p の値が大き
い)クラスタ問の境界をほぼ中央位置に確定し，この後加算する乱数の振幅を小さく
し，最初に確定した境界を破壊しないように，近接したクラスタ間の境界を中央位置
に位置付けることにある。学習が進み，乱数の振幅が小さくなるにつれ，出力誤差，
したがってシナプス荷重の更新量は微小となるため，距離を隔てたクラスタ問の境界
を大移動させることなく，近接したクラスタ間の境界を中央位置に位置付けることが
できると期待される。
図 3.3 はこの効果を表す模式図である 。 図は 2 クラスタの例で，入出力関係を仮想
的に 2 次元で表しており，縦軸はネットワークの出力誤差である。前述したように境
界は両クラスタ問の中間に存在することが望ましい。教師信号のみで学習した場合，
図 3.3 (a) に示すように，学習中は教師信号においてのみ Eの値が最小化される。
必然的に学習後は，教師として与えられた入力のごく近傍で対応する Eの値が非常に
小さくなるが，それ以外の入力に対する Eの値は未知である。ネットワークの出力と
して得られるクラスタ問の境界は，図中に示すように対応する E の曲線が交わるとこ
ろに存在するため，それが両クラスタの中間付近である保証はない。図 3.3 (a) の
ように一方のクラスタに近接する可能性があり，汎化能力低下の原因となる。
本手法では，図 3.3 (b) に示すように，学習中は乱数の振幅に対応した領域でE
を最小化させる。すなわちネットワークの出力を同ーの教師出力信号に一致させる。
したがって学習結果では，この領域における oE/ a Xi (i 番目の入力に対する出
力誤差の変化率) , したがって o Y k (3) / 0 X i ( i 番目の入力に対する k番目の出力
た!υ 応差対誤に力A出ィ/ B に対応した出力誤差
力差
3
出誤]
A Y 
教師入力信号
。
B 
実際の境界
学習後
( a )従来学習方式
出力
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E 
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、、
tI'
〆
可hυ/，tt、、
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図 3.3 教師信号近傍における出力誤差の模式図
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の変化率)が小さくなる 。 すなわち各教師入力信号の近傍で対応する Eの曲線が平坦
になる 。 また乱数の振幅を学習回数とともに減少させると，前述した理由で，平坦部
は教師入力信号同士の相対距離を反映した領域となる 。 したがって境界は各クラスタ
聞の中央付近に位置付けられる可能性を高められ，クラスタリング対象の特性や汎化
を行う環境のノイズレベルに依存しない汎化能力の向上が得られると考えられる。
第 3.3 節 実験結果および考察
第 3.3.1 項実験システム
図 3.4 に実験に用いたニューラルネットの構成を示す。( a )は 5 x 5 ピット平面
に展開された A--Z のアルファベットを認識するネットワークで，画像の各ピクセル
に対応した 2 5 個の入力ニューロン， A--Z に対応した 2 6 佃の出力ニューロン，適
当数の中間層ニューロンからなる。入力層と中間層にはさらに l 個づつのしきい値ニュ
ーロンを設けた。学習は 2 6 個の教師データを，各文字 2 0 回ずつネットワークに提
示する操作を繰り返して行った。 汎化能力(認識率)は，図 3 . 5 のように教師入力パ
ターンのピットを適当数反転して作った評価データを各文字あたり 5 0 個，計1300デ
ータ作り評価した 。 反転したピット数を以下ハミング距離という。また(b )は図
2.7 (a) と同様の車番認識を行うニューラルネットである。
第 3 . 3.2 項 出力誤差と汎化能力
まずクラスタリング問題において、ネットワークの出力誤差が小さい領域で，出力
誤差の減少が汎化能力の向上と対応しないことを示す。以下のシミュレーションで出
力誤差Eは各ニューロンの出力誤差を平均し、
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ただし T k : k番目の出力ニューロンに対応した教師出力
y J3) : k番目の出力ニユーロンの出力値
n (3) :出力ニューロン数
で計算する。
図 3.6 に図 3.4 (a) のニューラルネットで評価した，学習完了時のニューラルネッ
トの出力誤差と認識率の関係を示す。各振幅に対して初期値を変えた 3 つのネットワ
ークを作り認識率を評価した。評価データのハミング距離(反転させるピットの数)
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図 3.5 評価データ
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図 3.6 認識率と出力誤差の関係
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6 の 3 通りとした。図より認識率は出力誤差Eが0.03 ---0.05 より小さくな4 , 2 , は，
三刃三金法て
叫し、ロ同ん一十ー
E ると，飽和して一定値となる。これよりクラスタの大ざっぱな形状や境界位置は，
8 ここに至る学習がネットワークの認識率が 0.05 程度の時点ですでに構築されており，
を主として決定している。図 3.6 より Eが0.03-0.05以下となったネットワークで，
したがって過剰な精度これをさらに減少させる学習を行っても認識率は向上しない。
6 でネットワークを学習するのは無意味であり，認識率をさらに向上させるためには学
習方法自体を改善しなければならないことが分かる。
4 乱数重畳学習法第 3.3.3 項
0.25 0.5 0.75 
乱数の振幅値
一定振幅の乱数を一貫して重畳( a )のネ y トワークを用い，学習中，まず図 3.4
した教師入力信号で学習を行った結果を示す。同様に，各振幅に対して初期値を変え
た 3 つのネットワークを作り評価に供した。図 3.7 は乱数の振幅と認識率の関係であ
図 3.7 認識率と乱数振幅の関係
(中間層ニューロン数 9 個)
ネットワークは E く 0.01 の精度で収れんしている。他は一定る。振幅 O の結果では，
回数(各文字20回の学習を5∞セット，総学習回数は5∞X20X26ニ 260.000回)の繰り
?????????
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u v 
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8 13 
N 0 
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返しの後，学習を打ち切った 。
図より，振幅の大小にかかわらず乱数を重畳すると認識率が向上している。乱数の
したがって境界をクラスタ問の中央付近に位置付けるの重畳は汎化能力を向上させ，
に有効なことが分かる。適当な振幅値については，評価データのハミング距離が 2 の
Total 166 
( a )乱数振幅値 ==0.25
(中間層ニューロン数 9 ，ハミング距離 2 ) 
6 の場合0.75が最良であった。こ
これに相当する大れより評価データの教師入力信号からの空間距離が大きくなると，
とき 0.25---0.50であるのに対し、ハミング距離が 4 ，
Total 195 
???????????????????A B C 
8 36 50 
N 0 P 
3 12 7 
きな乱数を加えて学習した方が良いことが分かる 。
次に振幅値の効果を明らかにするために，詳細に認識結果を分析する。図 3.8 に評
価データのハミング距離が 2 ，学習時に教師入力信号に加算した乱数の値が0.25 ， 0.75 
のときの，各文字に対する認識結果の一例を示す。図より振幅0.75 の結果で認識率が
O のような特定文字の認識率が著しく低下するたB 低下する原因は、明らかに C ，
( b )乱数振幅値==0.75 
(中間層ニユ』ロン数 9 ，ハミング距離 2 ) 
めである。特定文字に共通しているのは，入力空間で比較的近接した地点に，他のク
B ラスタが存在することである 。 c からハミング距離を l 隔てた地点にO が存在し，
S からハミング距離 5 以下しか隔たっていない。 一方，加算した
図 3.8 各文字に対する認識結果
(50テストデータ/文字あたりの誤認識数)
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P , 0 , G , は E ，
乱数の振幅が0.25のときには，このような特定文字は観察されない。これ よ り振幅の
大きな乱数を重畳すると，入力空間でクラスタが近接した場合の認識率が低下するこ
とが裏づけられる。
以上より教師入力信号に乱数を付加した効果には 2 面あり，境界からクラスタを遠
ざけるためにはできるだけ大きな値とすることが望ましいが，クラスタ間の距離に対
して過大な値とすると，逆にこれらを識別できないことにより認識率が低下する。結
局第 3.2 節で述べたように，振幅の最適値はクラスタ同士の空間距離により相対的に
決定される。したがって各クラスタがさまざまな空間距離で混在している一般のクラ
スタリング対象で，教師入力から種々のハミング距離にある入力をまんべんなく認識
する場合，一定振幅の乱数の重畳ではうまく行かないことが分かる。
第 3.3.4 項乱数漸減学習法
次に教師入力に加算する乱数の振幅を，学習の進行(学習回数)とともに漸減する
手法を検討する。以下学習方法を区別する目的で，乱数を重畳しない通常の学習方法
をスタティック BP (SBP) ，提案手法をダイナミック BP (DBP) と呼ぶ。
図 3.9 に漸減方法を変えて学習したニューラルネットの認識率を，図 3.7 と対応さ
せて示す。いずれも学習回数260，000回の結果で， A は振幅を1.0から学習回数に比例し
て一様に減少させたもの， B は学習回数の平方根に，また C は 2 乗に比例した値で振
幅を漸減したものである。 B ， C の比較から，振幅の大きい乱数の効果を小さくした
とき (B の場合) ，ニューラルネットはハミング距離の大きな評価データを認識する
能力が乏しくなり，逆に振幅の大きい乱数の効果を大きくしたとき (C の場合) ，ハ
ミング距離の小さな評価データを認識する能力がやや劣る結果となっているが， 本解
析に関する限り，特定の乱数減少方法が認識率に著しく好影響を及ぼす様子は観察さ
れない。総合的には A ， C の結果が秀れており，評価データのハミング距離にかかわ
らず，図 3.7 の最大認識率の水準を確保している。したがってDBP 法により前節の
問題は解消され，評価データのノイズ値に関係なく汎化能力が最大化される。
次に図 3 . 1 0 に乱数を一様減少させた場合を例に，学習回数が認識率に及ぼす影響
を評価する。図より 26 ，∞0-----260，0∞回程度のかなり広い範囲で学習回数が変化しでも，
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認識率は安定した最大値を示している。これは学習回数設定の任意性が高いことを示
すとともに，少ない回数で素早く学習を打ち切っても，ネットワークに十分な性能を
与えられることを示している。学習回数がさらに増えると，認識率はやや低下する傾
向となる。これは学習終期の小さな乱数を重畳した学習を必要以上に行ったことによ
り，全体的に乱数重畳の効果が減じられたためと考えられる。とりわけ，学習初期に
おける大きな乱数の振幅の効果が希薄となり，いったんクラスタ聞の中央近傍に位置
づけられていた境界が，理想、位置から遠ざかったためと推察される。本学習法の場合，
適当振幅の乱数を加えた後，この効果が希薄にならないような回数で学習を打ち切る
ことが必要である。
次に中間層ニューロン数が異なるネットワークに対する学習方法改善の効果を示す。
図 3 . 1 1 は SBP で学習したネットワーク(収れん条件は Eく 0.01) における中間層
ニューロン数と認識率の関係，図 3 .1 2 は DBP で学習した結果で，学習回数は
260，000回，乱数の振幅を1.0から学習回数に比例して一様に減少させて学習したネット
ワークで解析した。図よりニューロン数が広範囲で変化しても，学習方法の改善はネッ
トワークの認識率を 15 ---20%程度向上させる 。
第 3.3.5 項 実機認識システムにおける学習方法改善の効果
前節までで述べたアルフアベット認識問題は， 1 クラスタを l つの教師信号で代表
しており，クラスタの形状や境界は一切定義されていない。またクラスタ同士は i つ
の分離超平面で確実に分離できた D したがって教師信号は質，量ともに不十分であり，
乱数の加算が最も有効な適用対象であったと考えられる。
一方， 一般のアプリケーションでは l つのクラスタは複数の教師信号で代表される
ため，ある程度クラスタの形状が明確になっているのが普通である。またクラスタの
• 
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図 3 . 1 0 認識率と学習回数の関係
形状やクラスタ問の相対位置関係が複雑になると，各クラスタを複数の分離超平面の
重ね合わせでしか分離できない場合が生じる。これらより実機における乱数加算の効
果は，前節までと多少異なることが予想される。本節では車番認識を行う図 3.4 (b) 
のネットワークを例に，開発手法を実システムに適用した場合の評価を行う。
図 3.1 3 に教師信号の数と 認識率の関係を示す。すべての結果は，重みの初期値を
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変えた 15個の異なるネットワークで評価した値を平均したものである。第 2.3 節で述
べたように，教師信号は各数字について20個，計2∞個用意されている。教師信号2∞
はこれらをすべて用いてネットワークを学習した結果である。また教師信号数1∞， 50 
は， 2∞個の教師信号から各数字について 10， 5 個を抽出し，これらを教師信号とした
結果で，信号の組み合わせは 15個のネットワークで異なっている。さらに 10は同様の
方法によるものと， 20個の教師信号を平均して各数字毎の代表入力信号をっくり，こ
れを用いて学習した結果の 2 通りを示した。中間層ニューロン数は 10個，乱数の振幅
は0.25からの一様減少とした。学習回数は各数字について20回の学習を l セットとし
てこれを5∞セット 計5∞ X20X10= 100.000回の後打ち切った。比較に用いた従来B
P 法の結果は， E <0.01で収れんしたネットワークを用いた。
図 3.1 3 より，いずれの場合においても，開発手法で学習したネットワークの認識
率は従来結果に比べ高い値となっているが，とりわけ学習時に十分な教師信号が与え
られていない場合に，差異が顕著になっている。教師信号が10個の場合，従来学習法
では認識率が大幅に低下するのに対し，本手法では高い水準を維持している。教師信
号としてクラスタの代表値(この解析では母集団の平均値)を用いた場合、認識率の
低下は非常に少ない。 以上より本手法は教師信号の採取に時間や費用がかかり多数収
集するのが困難な用途や、少数の教師信号でシステムをいち早く立ち上げたいときに
有効な学習方法と 言える 。 またノイズ含みの印刷文字認識のように，代表データが確
実に定義できる場合であれば，これに対応した教師信号のみを用いた学習で，かなり
の性能を発揮するネットワークを構築できる。反面、教師信号が十分に用意され，ク
ラスタの形状が明確になっている場合には，あえて乱数を重畳しても認識率向上の効
果は希薄となる。
図 3.1 4 に中間層ニューロン数が変化した場合の結果を示す。教師信号は2∞個全
てを用いた。中間層ニユーロンが十分備えられているとき(図では 6 個以上) ，乱数
を加算した結果は従来法に比べ認識率を向上させるが，中間層ニューロン数が 4 佃の
ときには逆に認識率を低下させる。これは中間層が入出力信号をマッピングする上で
の，自由度の違いに起因していると推察される。自由度が大きいとき(ニューロン数
が多いとき) ，乱数の重畳はシナプスの重み空間に多数ある可能な解の中で，汎イヒ能
10 50 100 
教師信号数
200 
図 3 .1 3 認識率と教師信号数の関係
(中間層ニューロン数 1 0 個)
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力最大化の観点から理想、に近い解にネットワークを収れんさせる。一方，自由度が小
さいとき(ニューロン数が少ないとき) ，乱数の重畳は限られた解にネットワークが
収れんするの逆に妨げることになる 。 本手法を適用する場合には中間層ニユ ー ロン数
にやや余裕を持たせることが必要である 。
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図 3 .1 4 認識率と中間層ニューロン数の関係
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第 3.4 節まとめ
与えられた教師信号の基で汎化能力を最大化することを目的に クラスタリングを
行うニューラルネットの学習方法を検討した。このためには教師入力信号に適当な振
幅の乱数を重畳し，クラスタの形状を見かけ上拡大することが有効であるが，とりわ
け振幅値を学習の進行とともに減少させ、最終的に O にすると，クラスタ同士の相対
距離や，汎化すべきデータに加わっているノイズの大きさに依存しない，高性能なネッ
トワークが得られることが明らかとなった。開発手法をアルファベット認識問題に適
用した結果，従来学習法に比べ認識率が15%---20%向上した。実機問題として開発手
法を車番認識システムに適用し，認識率の向上を確認した。とりわけ教師信号が十分
に揃えられていない場合に，従来学習法からの改善が顕著であり，本手法は少数の代
表データのみを用いて素早く認識システムを立ち上げたい場合，あるいは多数の教師
信号を収集するのが時間的，コスト的に困難な場合に特に有効であることが明らかと
なった D
反面，異なったクラスタに属する教師入力信号が入力空間の一部で交わりを持つ場
合のクラスタリングでは，上述した主旨から開発手法の汎化能力向上への効果は減じ
られると考えられる。同様に各クラスタが線形分離不能な場合等の，複雑なクラスタ
リング問題における開発手法の有効性評価，および汎化能力向上手法の確立が今後の
課題である。
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第 4 章 クラスタリング問題における
汎化能力の中間層ニューロン数依存性
第 4 章 クラスタリング問題における汎化能力の
中間層ニユーロン数依存性
第 4.1 節研究の概要
第 2 章において，最適中間層ニューロン数を“最小ニューロン数で最大汎化能力"
を実現する値と定義し，学習済みのニューラルネットに教師入力信号を再入力したと
きの中間層ニューロンのふるまいを統計解析することで，この値を決定論的に評価で
きることを示した。具体的には，ニューロン間に含まれる線形成分の大きさを評価し，
これに相当するニューロン数を中間層に初期設定されている値から差し引けば，得ら
れた値は初期設定数に依存せず，ニューロン数決定の指標となることを述べた。さら
に線形成分を抽出する手法として線形回帰分析を再帰的に適用するアルゴリズムを開
発し，シミュレーションで有効性を硲認した。
しかしながら求められたニューロン数が最適値として一般的に意味を持つかどうか
に関する検証は必ずしも十分でなかった。同線に，他の研究者により提案されている
中間層ニューロン数決定に関するいずれの手法 ( 1 ) - (6) においても ネットワークの
汎化能力と中間層ニューロン数の関係を明らかにした上で議論を展開した報告はない。
ニューロン数の最適値が一般的に存在することの検証，および第 2 章で提案したアル
ゴリズムの妥当性硲認のために，両者の関係を一般的に記述するモデルの立案が望ま
れる 。
本章では平番認識システムのようなクラスタリング問題を対象に，ニューラルネッ
トの汎化能力と中間層ニューロン数の関係を定量化することを検討する。まず，クラ
スタリング問題における中間層ニューロン数とネットワークの汎化能力の関係を明ら
かにし，これを記述する簡易なモデルを提案する 。 そして 最適ニューロン数を“ネッ
トワークの汎化能力を最大化できる最小数"と定義することの一般性を明らかにする。
とりわけ最適ニューロン数が，ニューラルネ y トが識別するデータに含まれるノイズ
の大きさに依存することを示し，評価を厳密化するためには，この効果を定量化して
最適ニューロン数決定アルゴリズムに反映することが必要なことを述べる。次に開発
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済みの線形重回帰分析を応用した手法を拡張し，このようなニューロン数を簡易に評
価するアルゴリズムを提案する。同時に，教師信号の数が少ない場合や，教師入力信
号が十分にカテゴリを網羅していないとき，第 2 章で提案したアルゴリズムでは評価
値の精度が低下する場合があることを示した上で，これを補う手法として，乱数を重
畳した教師信号を適当数生成し，統計解析用のデータベースに追加することが有効な
ことを明らかにする。最後にシミュレーションで，提案したモデルの妥当性，および
開発したアルゴリズムで最適ニューロン数が良好に評価できることを確認する。
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第 4.2 節 中間層ニューロン数と汎化能力
まずクラスタリング問題における，中間層ニューロン数と汎化能力の関係を検討す
る。問題を簡単にするために，以下の仮定をおく。
[仮定 1 ] 入力空間(入力ニューロンの創るベクトル空間)において各クラスタは特
定の単一座標で表現される。したがって任意の 2 つのクラスタは高々 l つの超平面で
分離可能である。
一般の問題で多くの場合，クラスタは形状を有した領域となるが 以下ではクラス
タの形状に依存しない検討を行なう 。 各クラスタが凸形状の領域である限り，任意の
2 つのクラスタは単一の起平而で分蹴可能であり，このような場合，仮定 l で問題の
一般性が失われることはない 。 ここで超平而は入力空間において，中間層ニュ ー ロン
数と対応した n (2)佃存在し， X(2)，・・・・， X; (2)，・・ ，え(幻(2) を O とおくことにより，
次式で定義できる (7)。
I Wil(1)Xi(l)+81(2)=O 
エ W ij (l )Xρ )+8 j (2) = 0 
(4.1) 
n (1) 
エ W in川
まず中間層ニューロン数が不十分なとき，ニューラ jレネットが十分な汎化能力を有
することができないことを，模式図を用いて示す口図 4 . 1 では入力空間に，特定の座
標で表現される 4 つのクラスタを想定する。入力空間を様式的に平面で表し，各クラ
スタが図のように配置されているとする。これらの座標ベクトルに対応した 4 つの教
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師信号を用いて学習されたネットワークが 教師座標ベクトル近傍の未学習データを
クラスタリングする場合を考える。
第 3 章で示したように，汎化能力(クラスタリング能力)を最大化するためにクラ
スタ問の境界線として理想的なのは，境界線が特定のクラスタに隔たらず，これらを
均等に区分している場合であるは)。図 4 . 1 (a) にこのような境界線の一例を示す。学
習の結果このような境界線が入力空間に形成されたとき，ネットワークの汎化能力は
最大となる。
次に，このために必要な超平面(中間層ニューロン)の数について検討する。図 4.
1 (a) の 4 つのクラスタは，明らかに 2 つの超平面で分離可能である。図 4 . 1 (b)に，こ
れらを 2 つの超平面で分離する場合を示す。図より超平面の数が不十分なため，これ
らをどのように配置しでも明らかに超平面とクラスタが近接した状態となる。したがっ
て教師入力信号にわずかなノイズが重畳した場合でも，この入力はいずれかの超平面
を越境し，他のクラスタに属する入力として認識されるため，誤認識が発生する可能
性が高くなる。実際のクラスタ境界は分離超平面の重ね合わせで構築されるが，図 4.
1 (b)より明らかなょっに，中間層ニューロン数が小さいときクラスタ境界位置には大
きな制約が加わるため，学習方法にかかわらずネットワークに十分な汎化能力を与え
られないことが分かる。一方，中間層ニューロン数が大きくなると，超平面の増加に
対応してクラスタ境界位置の自由度も大きくなる。このため理想的なクラスタ境界の
周辺にも学習を収れんさせる解が多く存在し，このような境界が形成される確率が高
くなる。したがって中間層ニューロン数の増大は，基本的には汎化能力を向上させる
と考えられる。
次に，学習を完了したネットワークが汎化の対象とする入力信号に対して，以下を
仮定する。
[仮定 2 ] 汎化すべき入力信号は教師入力信号に対して，常に一定半径 r の超球の内
側に存在する。
このような仮定は，特定のノイズ環境下における音声や画像の認識など，多くの実
問題と対応する。汎化対象となる信号が存在する入力空間中の領域を，汎化対象領域
と称、し，図 4.2 にこれとクラスタ境界との関係を示す。図から直感的に分かるように，
この場合の誤認識は，超球、が境界を越境するときに限り発生する可能性を有する。こ
れは境界が超球の外側に位置していさえすれば，ネットワークの汎化能力には影響を
及ぼさないことを意味している D
以下，超球同士に重複部分がない場合を考える。このとき，すべてのクラスタ境界
が超球の外側にある状態を，クラスタ境界の理想、状態と定義する。またある超平面が
2 つの超球の中間位置に存在するとき この超平面は 2 つの超球を理想的に分離して
いると言う口このとき仮定 1 ， 2 の基で，空間内に単述結の n個のクラスタが存在す
るとき，これらの理想状態を得るのに必要な超平面の数に関して，次の定理が導ける。
[定理 1 ] クラスタ数が n のとき，高々 n(n - 1 )/2 の超平面により，クラスタ境界
を理想状態にできるロ
[証明] (4.1) 式より各超平而は，入力空間において任意の位置に存在できる D
一方，唯一の超平面で任意の 2 つの超球を理想的に分離でき，このような超球のペア
は入力空間に n C 2 通り存在する 。 [証明終]
定理 1 より，汎化能力向上のために必要な中間層ニューロン数には上限が存在する。
また上限値以下であっても，すでに多数の中間層ニューロンが備えられたネットワー
クでは，汎化能力に及ぼすニューロン迫力nの効果は小さいと考えられる。以上より，
中間層ニューロン数の増加に対応して汎化能力が向上する割合はニューロン数の増加
とともに小さくなり，定理 l で示されるニューロン数以下の値で飽和する。
さらに以下のように考えると，実際に汎化能力を飽和させるニューロン数がr に依
存ることが導.ける。すなわち r が大きいとき，誤認識を避けるためには図 4 . 3 (a) に示
すように， tj~界は 2 つの超球の n日の極めて狭い領域に存在しなければ、ならない。この
場合，各超球のペアを独立した起平而で厳密に分離する必要があり，上限付近の多く
の超平面を必要とする。これは rが大きいとき汎化能力を飽和させる中間層ニューロ
丸/
• 
クうスタと
対応した
座標 超平面
2 
1. 
(a) クうけ境界の理想状態 (b) 2つの超平面による境界
図 4.1 クうけの境界と超平面
誤認識領域
クうけと対応した座標
図 4.2 入力空間における汎化対象領域
44・ . - -
① 
(a) r が大きい場合 (b) r が小さい場合
図 4.3 境界位置に及ぼす汎化対象領域の大きさの影響
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ン数が大きくなることを示している 。 rが小さいときには，図 4 .3 (b)のように超球間
の距離が大きくなるため境界の存在制約は緩くなり，単一の超平面で 3 つ以上の超球
を分離できる場合が多くある。したがって少数の中間層ニューロンでクラスタ境界の
理想状態を形成可能であり，この場合，汎化能力を最大化するために過剰な中間層ニユ
ーロンは必要ないことを示している 。 これより rが小さいとき，汎化能力を飽和させる
中間層ニューロン数は小さくなる 。
以上の検討結果から，仮定 1 ， 2 の基で，汎化能力と中間層ニューロン数の関係は
図 4.4 のモデルで一般化できる。モデルには 2 つの特徴的な挙動が存在し，
( 1 )汎化能力は中間層ニューロンの増加とともに増大し，やがて飽和する。
( 2 )汎化能力が飽和するニューロン数は，汎化の対象となるデータの r の値とと
もに大きくなる 。
このモデルの示す挙動は第 4.4 節で行なったシミュレーションにより実験的に裏付
けられる 。 また問題が仮定 1 ， 2 を満足しない場合でも定性的にこれらは成立し，と
りわけ(1)の挙動は，多くの研究者によりこれまで報告されている実験結果によっても
確認される ( 9 ) () 0) 。 最適ニューロン数を“最小ニューロン数で最大汎化能力を実現
する値"と定義した場合，図 4.4 より ， r の値に依存しで汎化能力が飽和するニュー
ロン数 Nopt (りが対応する 。 以下，この値を評価するためのアルゴリズムを検討する。
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第 4.3 節 最適中間層ニューロン数の決定方法
最適中間層ニューロン数は 収れんに十分な数の中間層ニューロン数を備え学習を
終えたネットワークに 入力信号を再入力したときの中間層ニューロンの出力に着目
して評価される。アルゴリスムの骨子は第 2 章と同様で，統計解析に用いるデータの
生成時に汎化対象領域の大きさを考慮する点が新たに付加された特徴である。まず第
4.2 節の仮定 1 ， 2 がともに成立している場合を示す。このとき本手法では図 4 . 5 に
示すように，教師入力信号に加えて，新たに生成した汎化対象領域の信号をネットワ
ークに入力し，対応した中間層ニューロンのふるまいに着目して，統計解析用のデー
タベースを構築する。第 4.2 節で述べたように入力空間全体のうち，ネットワークの
汎化能力に関与するのは汎化対象領域に属する空間のみである。したがってこの空間
のみに対応した中間層ニューロンのふるまいの統計量から，最適ニューロン数を決定
できる。汎化対象領域の信号は 教師信号に乱数を重畳する等の手法で容易に生成で
きる。最適ニユーロン数決定の基本アルゴリズムは第 2 章と同様のため省略する。
仮定 2 が成立していない場合には，汎化対象領域として教師信号近傍のかなり広い
領域を設定することにより同様の手順で最適ニューロン数を評価できる。この場合最
適中間層ニューロン数は，汎化対象領域が小きい場合に比べやや大きな値になると考
えられる 。 また仮定 l が成立しない場合には，教師信号がクラスタ全体に渡って十分
に備えられていれば 教師信号が網羅する領域と汎化対象領域が近似的に等しくなる
ため，教師信号のみに対応した中間層ニューロンの統計量から，最適ニューロン数を
高精度に評価できる 。 さらに教師信号が不十分な場合には，評価値は真の値より小さ
くなると考えられるが，汎化対象領域を想定し，この領域に属する入力信号を適当数
追加すれば，評価値の精度を向上させられる。
第 4.4 節実験結果および考察
X il ,Xi2, .、 、，Xin ( l )
Yil ,Yi2, .、一'，Yin(2)
第 4.4.1 項 中間層ニューロン数と認識率の関係
シミュレーションに用いたネットワークの構成は，第 3 章の図 3.4 で示した，アル
ファベット認識ネットワークと車番認識ネットワークである。まず中間層ニューロン
数と認識率の関係が，図 4.4 のモデルと一致することを確認する。図 4.6 に，アルファ
ベット認識ネットワークで評価した 中間層ニューロン数と認識率の関係を示す。同
一の中間層ニューロン数で，重みの初期値を変えた 3 つのネットワークを構築し，評
価した。評価データのハミング距離は 2 ， 4 , 6 の 3 通りである。図より認識率は中
間層ニューロン数とともに向上し，やがて飽和する 。 さらに図中の飽和曲線から明ら
かなように，認識率が飽和するニューロン数は，評価データのハミング距離が大きく
なるほど大きくなる。以上の挙動は図 4 . 4 のモデルと符合する。図 4.6 より本報の定
義にしたがった最適中間層ニューロン数は，評価データのハミング距離 2 ， 4 ， 6 に
対して，それぞれ約 14 ， 18 , 20である。
車番認識ネットワークについては第 2 章より，認識率はニューロン数が 4 のときや
や低い値となり， 6 以上のとき 97~98 %の飽和した値となるため，最適ニューロン数
は約 6 であることが明らかになっている 。 この挙動 もまた提案したモデルに符合して
入力空間
汎化対象
領域
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いる 。
第 4 . 4.2 項 最適中間層ニューロン数の評価
図 3 .4 (a)のアルファベット認識問題では，第 4 . 2 節の仮定 1 ， 2 を満足しているた
め，まずこの問題について検討する。学習を終えたネットワークに 教師信号に加え
て汎化対象領域に属する信号を適当数ネットワークに入力してデータベースを構築す
る 。 汎化対象領域の大きさを半径ハミング距離 2 ，中間層ニューロン数の初期値を30
とし，追加する入力信号は乱数を用いて決定したピットを該当数反転して生成した。
図 4 . 7 に汎化対象領域のハミング半径距離が 2 の場合を例に，追加した入力信号数と
最適ニューロン数の関係を示す。図より，教師信号のみで評価したとき最適ニューロ
ン数は約10であるが，ネットワークに入力する信号数を増やすとこの値は増大し， 14 
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程度で飽和する。結果は省略するが，この挙動は汎化対象領域の半径ハミング距離に
かかわらず同一で，最適中間層ニューロン数の評価値は各アルファベットについて 6
~7 個程度の信号の追加で飽和する。したがって，教師信号のみに対応したデータベ
ースで統計解析を行ったとき評価値は真の最適値より小さくなり，求められたニュー
ロン数の精度の低下が確認される。統計解析の精度からは，汎化対象領域の信号を 6
~7 個追加して評価用のデータベースを構築すれば十分なことが分かる 。 以下，追加
する信号の数をアルファベットあたり 10佃として，最適中間層ニューロン数の評価を
行なう。
図 4.8 は，図 2.6 のアルゴリズムで評価した最適中間層ニューロン数を，初期ニュ
ーロン数に対してプロットしたグラフである 。 初期ニューロン数が小さいとき，最適
ニューロン数は初期ニューロン数とともに増加し，やがて飽和する D 値を飽和させる
初期ニューロン数は汎化対象領域の大きさに依存して異なり，ハミング距離 2 ， 4 , 
6 に対してそれぞれ約25 ， 30 , 35である 。 飽和値は同様に， 14.4, 16.9 , 18.0であり，
図 4.6 より得た値を良好に近似している。したがって本方式によれば，初期ネットワ
ークの中間層ニューロン数として十分な値を設定しておけば 最適ニューロン数が精
度良く求められる 。 同時にニューロン数の最適値が比較的大きい場合であっても，図
2.6 のア jレゴリズムが有効に動作することも確かめられる 。
図 4.9 に，車番認識ネットワークの結果を示す口 この問題では，仮定 1 ， 2 は満足
されていないが，各クラスタ(数字)について20個の教師信号が備えられており，こ
れはクラスタを十分に網羅している。本問題の場合，入力信号を追加しなくても，最
適ニューロン数を高精度に評価できることを示す。 汎化対象領域は， 1430の評価信号
の存花領域で近似的に定義できる 。 (めは第 2 章で示した結果で， 2∞個の教師入力信号
をネットワークに再入力し，対応した中間層ニューロンの挙動から最適中間層ニュー
ロン数を評価した 。 (b)は 1430個の評価信号から任意抽出した2∞個を加えた，計4∞個
の入力信号で評価した 。 (a) ， (b)で類似の傾向が得られており，最適ニューロン数は初
期ニューロン数とともに増大し，やがて飽和する。飽和値では(b)の方がやや大きな値
となるが，最適ニューロン数の評価値はいずれも約 6 である。教師信号が十分に備え
られていれば，汎化対象領域を考慮しなくても，最適ニューロン数を良好に評価でき
ることが分かる 。
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第 4 . 5 節まとめ
クラスタリング問題を対象に，多層ニューラルネットの中間層ニューロン数決定方
法を検討した。 まず中間層ニューロン数と汎化能力の関係を記述する簡易なモデルを
提案し，汎化能力が中間層ニューロンの増加とともに増大しやがて飽和すること，飽
和するニューロン数は汎化データに含まれるノイズの大きさに対応して大きくなるこ
とを示した 。
次に汎化能力が飽和する中間層ニューロン数を最適数と定義し，提案済みの線形回
帰分析を応用したアルゴリズムの拡張により，これを算定する手法を検討した。本手
法では入力空間のうち，ネットワークが汎化の対象とする領域の信号に対応した中間
層ニューロンのふるまいから，最適ニューロン数を決定する。とりわけ教師信号が不
十分で，カテゴリおよびその近傍を網羅していない場合には，適当な大きさの乱数を
重畳した教師信号を加えて 解析用のデータベースを構築し 評価結果の精度を向上
させる 。
開発手法をアルファベット認識問題と実機車番認識問題に適用し 有効性を確認し
た。教師信号として，各カテゴリの代表点のみが備えられているアルファベット認識
問題では，不十分な教師信号を補うため，カテゴリあたり 10個の信号を新たに追加し
て統計解析を行った 。 このとき，汎化対象領域に対応した最適ニューロン数， 14 , 18 , 
20 (それぞれ領域の半径ハミング距離が2， 4, 6の場合)に対して，評価値は 14 .4， 16.9 , 
18.0であり，本報の定義に添った最適ニューロン数が良好に評価できることが明らか
となった 。 また教師信号がカテゴリを十分に網羅している実機数字認識問題では，汎
化対象領域を特に考慮しない第 2 章で示した手法でも，最適数に近い値が算出できる
ことを確認した。
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第 5 章 制御モデルのチューニングを高速・高精度に行う
アジャスティングニューラルネットの構成と
学習方式
第 5.1 節研究の概要
ニューラルネットを制御に応用する (1 ) 場合，適用先の多くは，非線形な制御対象の
同定である。圧延材の板厚張力 視度制御 電力供給最の制御 あるいは道路交通
の信号制御等，プラント制御の多くでは，制御対象をモデル化し，これに基づいて制
御対象の状態を予測したり，動作点の決定や制御指令値の算出を行う。したがって制
御対象を高精度にモデル化できていればいる程 これを用いた制御の精度を高めるこ
とができる。一方，上記プラントでは制御対象の特性が種々の要因で変化するため，
精度を維持するためにはこれに追従してモデルを修正なければならない。逆にこの修
正がうまく行かないと，制御精度が低下し保守員の介在等を余儀なくされる場合があ
る。非線形な制御対象を適応的に同定する手法として，自己組織化機能を有す
るニューラルネットが注目されている理由の一つである。
制御対象の同定にニューラルネットを用いる場合，制御対象の!lIIT方向あるいは逆方
向の入出力関係を直接ニューラルネットに訴え，モデル化する ( 2 ) ( 3 ) 手法が一般的で
あるが，制御対象のダイナミクスを記述する微分方特式与のf先見的に得られている場
合には，これに含まれる未知パラメ ータにモデjレ誤廷を集約し これをチューニング
することで，モデルのNi度を高める手法の方が，学宵の効率化，モデル誤差低減の点
で優れている。
本章では以下，後者を検討の対象とし，モデル誤差とパラメータ修正量の関係を獲
得したニューラルネットを用いてモデルチューニングを高速，高精度に行う手法を検
討する 。 ここで扱うニューラ jレネットは，実際に制御対象から検ln した制御量とモデ
ルを用いて算出した値との差分と，これに対応した望ましいパラメータ修正量の関係
を近似しており，差分を検出した場合にはニューラルネットの出力にしたがってモデ
ルのパラメータを修正する。一般に，差分と最適なパラメータ修正畳の関係は非線形
であるため，適切な修正量の算出は容易でない。実際のプラントでモデルチューニン
グを自動化する場合には，両者の関係を本来の関係より緩やかな勾配に設定した安全
な線形式で近似し，チューニングを行うことが多いが，収れんまでのチューニング回
数が多大となることが問題となる。
本章ではモデルチューニングの中でも，差分と最適なパラメータ修正量の関係に制
御対象の状態量が多様な影響を及ぼすため，適切なパラメータの修正が困難とされて
いた複雑なチューニングを良好に行なう手法を開発する。このような高度なモデルチュ
ーニングが必要なプラントは，本章の中で述べる加熱炉(泡度誤差と総括熱吸収係数
の修正量の関係に，各炉帯の温度や鋼材の挿入混度，板厚等が影響を及ぼす)の他に
も， 7昆度制御や各種化学プラントの反応速度制御等で一般的に存在する。本章では，
まずこのような制御モデルを従来のニューラルネットを用いてチューニングした場合，
目標点近傍の出力誤差により，チューニング精度が低下することを示す。次にこれを
解決するために従来のニューラルネットを拡張したアジャスティングニューラルネッ
ト(以下， A J N N) を提案する。そしてこれを用いたモデルチューニングシステム
の構成，およびAJNNの性能を最大化する学習方式を検討する。最後に熱問圧延に
おける加熱炉品度制御を模擬したシミュレーションで，開発手法の有完リ性を検証する。
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第 5.2 節 アジャステイングニューラルネットの構成
第 5.2.1 項 加熱炉制御システムとチューニングの問題点
以下，熱問圧延システムにおける加熱炉プラントを例に説明する。加熱炉の役割は，
圧延工程に先立ってスラプと H乎ばれる鋼材を目標涜度に昇視させることである。近年，
板の品質を含めた高精度な圧延を実現するため，加熱炉から抽出される銅材の温度を
目標値に対して高精度に一致させる要求が高まっている。図 5.1 に加熱炉と，これを
制御する加熱炉制御システムの栴成を示す。加熱炉は通常，複数の炉帯(図 5 .1 では
予熱帯，第 l 加熱帯，第 2 加熱帯，均熱帯)からなり，各炉帯はパーナで高温に保た
れている。加熱炉制御システムは，炉IR指令値算出部，鋼材モデル，パラメータ修正
部により構成されるロ炉渦指令値算出部では，鋼材の初期沼度，材質，熱特性等のパ
ラメータを用い，鋼材モデルを用いて鋼材を目標温度に昇温にするのに必要な炉温指
令値を算出する。しかしながら鋼材モデルに誤差があると，目標温度と実際に抽出さ
れる鋼材の温度が一致しない。パラメータ修正部では温度誤差と，制御対象の状態量
(炉混や板厚等)を取り込み，銅材モデルのパラメータを修正することで，鋼材モデ
ルを実際の特性と一致させる口鋼材モデルは，以下の熱師射，熱伝達方程式で記述さ
れることが知られている ( 4 )。
熱稲射方程式
Q = 4.88φ cg [{(T +273)1l00}4 -{(e s + 273)ハ OO}4]
熱伝達方程式
(c sP jk )(ae jat )ニ (ële/鍮x 2)+(?2e j?y 2)+(?2e j?z 2)
但し， Q: 雰囲気中から鋼材が吸収する熱量
φ c g 総括熱吸収係数(熱伝導係数)
T: 炉IR
ρ5 鋼材の表而満度
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(5.1) 
(5.2) 
加熱炉制御システム
炉温指令値
算出部
てラメータ
修正量
モデル
ノてラメータ
修正部 + 
第 l 第 2
加熱帯加熱帯
抽出温度
状態変数
図 5 . 1 加熱炉制御システムの構成
8: 銅材の内部温度
C 5 • 比熱
ρ: 密度
k: 熱伝達係数
加熱炉における鋼材の昇掘が (5 . 1) ， (5.2)式で示した熱方程式に従って行なわれる と仮
定すると，鋼材モデルの誤差は総括熱吸収係数 φc g ， 熱伝達係数 k ， 比熱 C 5 が実際
とどの程度隔たっているかに集約される 。 これらのうち k および C 5 は，さまざまな
満度において繰り返し実験された実測値がデータベース化 (り されており，このテープ
ルを逐次参照して値を決定しているため， 一定の精度が保証されている 。 したがって
本論文では， 鋼材モデルの誤差 を φc gの誤差が代表していると仮定して以下の検討を
進める 。 φc {l は炉の構造特性や，操業状態により変化する炉温に依存して変化するた
め，あらかじめ精度良く算出することは困難である。このためパラメータ修正部で，
実際の加熱炉から得た鋼材の抽出温度をモデルを用いて算出した値と比較し，この偏
差から φC {l を修正する 。
本チューニングを 囚旅に し て い る要因 は， jR度誤差 ( ò tJ O U [ ) とパラメータ修正量
( ò φ c g ) の関係が非線形で、ある 上に，こ の関係に制御対象の状態畳が複雑な影響を
与える点である 。 このため温度誤差から簡単な線形式等でパラメータ修正量を算出す
る従来手法では，線形式の勾配により，チューニングが発散したり，収れんまでに多
大なチューニング回数を要していた。 したがって良好なチューニングを行うためには，
非線形な関係を高精度に近似する手法でパラメータ修正部を構築する必要がある。関
数近似の手法はいくつかあるが，チューニングの結果蓄えられる ò tJ OU [ と望ましい
3φ c gの関係を追加的に用いて，近似式を高精度化したり，プラントの特性変化に伴
う ò 80 U [と dφ cgの関係の変化に近似式を追従させる目的で，ニューラルネットの
自己組織化機能に着目した 。 以下ではチューニング問題との対応から，ニューラ Jレネッ
トの出力を -1---1 で正規化して考える 。 すなわち Ô tJ OU [ が O で φc g に修正の必要
がない場合にニューラルネットは O を出力し， 0---1 は正の修正呈， -1---0 は負の
修正畳 と対応する 。
ここでプリミティブなニューラルネットを鋼材のモデルチューニングに用いると，
次の問題が生じる。ニューラ Jレネットの出力を
NNou[ (08 0u [ , x ぃ X 2 , •• , X n) 
ただし， X 1 ~ X n は o [) 0 u t と♂ φC Rの関係に影響を及ぼすプラントの状態変数
加熱炉プラントでは鋼材の板厚や各炉帯の炉沼等に対応する
とすると， 2dou r が O のとき φc gの修正量は O であることから，近似された非線形
関数は明らかに
NN out (0 , X 1, X 2 ，・ "， Xn)=O (5.3) 
ただし， X1--X n は任意
を恒等的にに満足する必要がある 。 すなわちニューラルネ ットの入出力超曲面は，入
出力ベクトル空間の 2 つの超附而である，
Ô{}out ニ G (5.4) 
NN o υ [ (ﾔ {}ou[ , X ぃ X 2' ・， X n) = 0 (5.5) 
の重ね合わせによる梢成される，次式の超 rll!而を包含しなければならない。
o {} 0υ [=NNou [ (?J OU[' X ぃ X 2 , . " X n) = 0 (5.6) 
しかしながら (5.6)式の超出而上の総ての点を教師信号で定義することは不可能なため，
学習をどれほど高精度に行ったとしても， (5.3) 式に対して実際の出力は誤差を含んで
いる。一方，モデルチューニングのね度を決定するのは，チューニングが収れんする
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領域である (5.6 )式近傍のニューラルネットの出力精度であり，この領域の出力誤差は，
チューニングの定常誤差と直接対応する。以上より，ニューラルネットを本問題のよ
うなモデルチューニングに用いる場合， (5.6) 式近傍の出力精度を高める必要がある。
以下，この問題を解決するために従来の多層ニューラルネットの拡張を検討した内容
を次節で述べる。本論文で提案する拡張ニューラルネットを以下，アジャスティング
ニューラルネット (A J N N) と呼ぶ。
第 5.2.2 項 アジャステイングニューラルネットの構成と入出力曲面
図 5.2 に AJNNの構成を示す。 AJNN は通常のニューラルネット(通常NN)
に，これと同ーの構成，重みを有した誤差算出用 NN を並列に設けたことが特徴であ
る。 AJNN は， φc gの真の値に対応したニューラルネットの出力誤差が，プラント
の状態変数が既知であればその都度正確に算出できることに着目して開発した。すな
わち 08 0u [=0 に対応したニューラルネットの出力誤差は NNou [ (0 , X" X 2 • ・
X n) で与えられる。したがって X ， --X nが分かっていれば，誤差の値を正確に計算す
ることができる。 AJNNでは ， NNou[ (O[)OU[ , X"X 2,". Xn) (プリミテイ
ブなのニューラルネットの出力)に対して，図 5.2 のように NN 0 u [ (0 , X" X 2' ・
X n) (誤差算出用ニューラルネットの出力)を並列に設け ， NNou[ (0 80u" X" 
X2 ， ・・・， X n) から NN o υ [ (0 ， X 1 ， X2'''''X n ) を減じた値を最終的な出力とする。
すなわち AJNNの出力 A ] N N 0 u[ (0 8 0 u [, X " X 2, . " X n) は，
AJNN Oul ( δ e oul , X 1 , X 2 , ''', X n ) = NN out ( δ e oul , X 1 , X 2 , "', X n ) 
-NN OUI (0 , X 1, X 2 , "', X n ) (5.η 
で与えられる。第 1 項は通常 NN の出力，第 2 項は誤差算出用 NN の出力で，
AJNN からは両者の差分が出力される。 AJNN を用いることにより，チュー
ニング精度を向上させる上で最も重要な o{}ou ， =O 近傍における出力精度が
向上する。しかも，
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アジャステイングニューラルネット (AJNN)
温度誤差 通常のニューラルネット
?e out
-・ー
+ 
: z← 修正量
十 (
誤差算出用ニューラルネット
-・・・ー・・・・・・-----------------------------------
図 5.2 アジャステイングニューラルネットの構成
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AJNN oul (0 , X 1 , X 2 ，・." X n ) = N N oul (0 , X 1 , X 2 ，・"， X n) 
-NN oul (0 , X 1, X 2 , " ', X n ) 
=0 
(5.8) 
であることから， AJ NN の入出力関数は (5.3) 式を恒等的に満足する。したがってチュ
ーニング終了時の定常誤差を O にできる。図 5.3 に AJNN の学習曲面の模式図を，
プリミテイプなニューラルネットの学習曲面と比較して示し， A J NN の利点を説明
する。簡単のため X l""'__ X n を一村!で表した。 ò 0 0 u ( と状態変数が入力されたときの
プリミティブなニューラルネットおよびAJNNの出力が，縦~jlh で表わされている。
理想的な学習山面は， (5.6) 式で表される 2φ c 11'= 0 と ò 0 0 υ ，= 0 が交叉した超曲面
(図では状態量の軌に対応した直線)を含む必要があるが，図 5.3(a)ではこのよう
な学習曲面は実現できない。チューニングの軌跡は一例として図のようになり，定常
的な温度誤差が生じる。一方図 5.3(b)では，学習曲面が前述した直線を含んでおり，
チューニングの定常誤差を O にでき高精度なチューニングが実現できる。
第 5.2.3m アジャスティングニューラ jレネットの学習方法
前節で述べたように，通常NN と誤差算出用 NN は同ーの梢成，重みを有している。
このため AJNN は，ニューラルネットの学習方法として広く用いられるパックプロ
パゲーション法(以下， B P 法)を用いて通常NN を学習し，これを 2 つ用意して並
列に組み合わせれば\簡単に椛築できる。しかしチューニング回数を低減した高速な
チューニングを行うためには，さらに学習方法を改普する必要がある。 AJNN は，
構造上の特徴から ò fJ ou ， 二 O 近傍において高村皮なパラメータ修正量を算出できる
ものの ， òOou ， =O から隔たった入力伯では誤差鉾山用 NN の出力が通常NN の出力
誤差と対応しない O このため誤差算出川 NN の出力が大きいと，通常NN からこの値
を減算する処理により AJNN の出力粁;度が逆に低下する場合がある。この結果，こ
れらの入力値における AJNNの出力精度にばらつきが生じ，チューニング回数が増
大する場合がある。
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これを解決するために， A J NNの学習では教師信号抽出後，まず ô fJ 0υt の値を検
出し，これに依存した以下の 2 つの学習則を繰り返すことにより行なう。
[1J ô fJ out 宇 O のとき
通常NN には ô fJ out及び状態変数を，誤差算出用 NN には Ô fJ out の代わりに
O を入力して順方向の演算を行なう。この結果得られた A JNNの出力値と教師
信号から誤差を算出し，後述する拡張BP法により誤差が減少する方向に通常N
N の重み係数を更新した後，この重み係数を誤差算出用 NNの重み係数にコピー
する。
[2J ô fJ out=O のとき
誤差算出用 NN に ô fJ out及び状態変数を提示し，得られた出力値と教師信号を
比較する。この結果から，通常の BP 法により，両者が一致する方向に誤差算出
用 NNの重み係数を更新した後，この重み係数を通常NNの重み係数にコピーす
チューニング
の軌跡の一例
の ~c包ヒ
対応する点
定常誤差
( a ) フ。リミテイブ守なニューう jレネットの学習曲面
る。
/、、 F状態量
量問、正，
φ''
修ム
真の~ cg と
対応する点 NNの学習した超曲
[ 1 J では，通常の NN の出力値から誤差算出用 NNの出力値を減じた AJNNの
最終出力値を教師信号と比較し，これらを一致させることにより ô fJ out の全領域で
AJNNの出力精度を高精度化する。このため後述するように，通常のNN と誤差算
出用 NNからなる並列ネットワーク用に BP 法を拡張する。
[ 2 J では，通常の BP 法を用いて誤差算出用 NNの出力を小さくする学習を行な
い，誤差算出用 NNが大きな出力値を持つ場合に生じる，以下の問題を回避する。
図 5.4 に， A J NNの出力空間と学習曲線の様子を，入出力空間が 2 次元の場合を例
に示す。横軸は Ô fJ out ， 縦軸は 3φc gの修正量にそれぞれ対応している。 AJNN
が O を出力するときの誤差算出用 NNの出力値を σ とすると，このとき AJNNの出
力空間の中立点は -a に設定される。したがって，図 5.4(a)に示すように，
AJNN の出力空間全体も σだけ負側にシフトされる。この結果， (b)に示すように，
教師信号で定義される出力空間 (-1----1) と AJNNの出力空間(- 1 -σ~ 
1 - a) の問に不一致が生じるため，正負いずれかの空間が σ に対応した(Ô fJ ouJth
以上の領域でクリップされてしまい，この領域で教師信号との誤差が大きくなる。こ
のように，誤差算出用 NNの出力値はチューニングの O 点と対応するため，この値が
、
、
(b) AJNNの学習曲面
図 5.3 学習曲面の比較
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0 から隔たると， A J NNの出力空間がいずれか一方の符号で縮退し， A J NNが教
師信号を学習できない場合が生じる。[ 2 J の学習は，誤差算出用 NN の出力値を O
に近づけることで空間の縮退を回避することに寄与する。
上記 [lJ ， [2J の学習則のプロック図をそれぞれ，図 5 . 5 ( a), (b) に示す。
[ 1 ]の操作により， 2d o u t 二 O 以外の教師信号に対して， A J NN の最終出力値と
教師信号が一致する方向に学習され， (5.3)式の超曲面近傍のみならず，教師信号で与
えた領域全体で良好な出力精度が期待できる。また[ 2 ]により，誤差算出用 NNの
出力が O に近づくため，出力空間の縮退を最小化したネットワークが実現できる。
拡張BP 法に用いる誤差関数及ぴ各重み係数更新方法を以下に示す。通常NN の出
力を NNout (?tJ out , x ぃ X 2. ・ ， X n) ， 誤差算出用 NNの出力を EN No u t (0, 
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X J , X 2 , • • " X n). A J N N の出力を AJNNout (?fJou ぃ X ぃ X 2. ・・・ . X n) とす
α α: 誤差算出用NNの出力
(a) A爪Nの出力空間
Afl叶Jの学習曲線
(b) AJNNの学習曲線
る。拡張BP では，教師信号と AJNNの出力値との誤差を小さくする学習を行うた
め，誤差関数を以下のように修正する。 Tは，入力値 (ô fJ out • X ぃ X 2 ， ・. '. X n) に
対応した教師信号(望ましい φ c 11 の修正量)であり，以下ではAJNNが l 出力の場
図 5.4 AJNNの出力空間と学習曲線 E = (l/2} {T -(NN out -ENNout)) 2 (5.9) 
合について示す。
(5 .9) 式で算出された誤差E を用いて，重み係数及びしきい値は (5.10)~ (5.13) 式にした
がい更新される 。 n は重みの更新回数を表し . a は学習係数である。
(中間層と出力層間の重み係数)
{W j }(2))n+l={W j 1(2)}n +α. ( d E /dW j 1 (2) } (5.10) 
(入力層と中間層間の重み係数)
{W ij (1) } n +1 = {W ij (1 ) } n+α ・{d E /d W lj(1 ) } j (5.11) 
(中間層と出力層間のしきい値)
? ?ハU? ? ? ? ? ?ハU‘,Ba 
一一一一一 コ二一一 一一ーー
拡張BP法
AJNN 
通常のNトj
?e out 1 
教師信号
( a) ?8 0川手 O のときの学習
AJNN 
0 
-・ー&.,. 
撚撚税約関1君主;]~~rtmt:mmm%示
、H三省巴刀h 芳ヨナ I 8 
qノ\.;~~ ~乙女え:
通常のNN
+(教師信号
(== 0 ) 
( b) ? 80ut二 O のときの学習
図 5.5 AJNN の学習法
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{8 1(3)}n+l={8 1(3)}n +α. {aE /a8 1 (3)} (5.12) 
(入力層と中間層間のしきい値)
{8j(2)}n+l={8j・ (2)}n +α ・ {aE /a8 j (2)}j (5.13) 
ここで
aE /aw j 1(2) =σNN.Y j (2) -σ ENN . YE j (2) (5.14) 
{ a E/aW j(1 ) } j= (ψ NN )j.Y j(l) -(伊 ENN )j" Y i (1) ( j 宇 1 ) 
= (伊 NN)j" Y i (1) (j=l) (5.15) 
aE /a8 1(3) =σNN - σ ENN (5.16) 
{aE /èJ θ j (2)}j = (伊 NN )j -(ψ ENN )j (5.17) 
σ NN = ?. N N ou! (1・NN OU!) (5.18) 
σ ENN = ?.ENN 。ω (1・ENN out) (5.19) 
(伊 NN)j = σ NN .W j 1 (2) ・ Y パ2).{1-Yj(2)} (5.20) 
(伊 ENN )j目 =σ ENN . W j 1 (2). Y E j (2). { 1-Y E j (2)} (5.21 ) 
?= T -(NN OU! -ENN ou! ) (5.22) 
である 。 また YE j ο) は誤差算出用 NN の j 番目の中問層ニューロンの出力値である。
図 5.6 に拡張BP の学習アルゴリズムの詳利1 を示す 。 州出した教師信号のペアに対
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して ô8 0u [ の値を検出し， 0 でないならば[1 ]の知里を， 0 ならば[ 2 ]の処理を，
学習が収れんするまで繰り返す。
教師信号のペアを抽出
入力信号を AJNN
に提示
AJNNの出力を
教師信号と比較
拡張BP法により通常
NNを学習，重みを誤
差算出用悶ぜにコピー
yes 
入力信号を誤差算出
用NNに提示
誤差算出用NNの
出力を O と比較
通常BP法により誤差
算出用NNを学習，重
みを通常NNへコピー
no 
図 5.6 AJNN の学習アルゴリズム
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第 5.3 節実験結果および考察
第 5.3.1 項実験条件
シミュレーションに用いた AJNN には，温度誤差 ô {} 0 IJ [の他に，状態変数として
各炉帯の温度 T j ----T 4 ， 鋼材の厚み H， 鋼材の挿入漏度 8 J n' モデルに設定されてい
る φ C Ilが入力され，これらから算出した φC gの修正率 σ を出力する。したがって一回
のチューニングでモデルの φC Il は， φ C Il から( 1 +σ) ， φc g に更新される。加熱炉
の操業条件は，実際のプラントを想定して表 5.1 のように設定した。
教師信号のデータベースは， φc gの偏差が温度誤差に及ぼす影響を，程々の偏差，
状態変数についてシミュレーションすることにより，構築した。 φc gの偏差について
は O および正側，負側の 1 0 通りづっの計 2 1 通り，状態変数に関しては表 5.2 に示
す，目標抽出温度，目標内外温度差(鋼材の表面と内部の許容温度差) ，鋼材の厚み，
銅材の挿入温度，加熱炉の φ c g について，操業上の上限と下限値の 2 つづっに対応し
た値を教師信号とした。教師信号の総計は 21X2 5 =672 個である。実機に適用す
る場合には，チューニングの度に獲得される入力と適切な φ c g修正畳の関係を教師信
号として蓄え，これを用いてAJNN を椛築したり，逐次的に再椛成することになる。
学習は教師信号の総てについて，下式が満足された時点で打ち切った。
?(J 0 IJ t 宇 O のとき
(1/2) ・ {T-(NN oul -ENN oul ) } 2 く 0.0001 (5.23) 
ô fJ out=O のとき
O/2).(ENN oul )2 く 0.0001 (5.24) 
第 5.3.2 項実験結果
まずA J NN，通常のニューラルネット，および現行のプラントで φ c gのチューニ
ングに広く用いられている線形式について，チューニング結果の一例を示し，精度お
よびチューニング回数の比較を行なう 。 φc gの真の値を0.6，モデルの φc gの初期値を
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表 5.1 加熱炉の操業条件
変数名 設定値
予熱帯在炉時間 1.0 h 
第 1 加熱帯在炉時間 0.5 h 
第 2 加熱帯在炉時間 0.5 h 
均熱帯在炉時間 0.5 h 
三仁三三ブ ミ{.IT日E 300C 
鋼材材質 リムド鋼
表 5.2 操業の上下限値
変数名 上限値 下限値
目標抽出温度 12000C 10000C 
目標内外温度差 500C 300C 
鋼材の厚み 0.2m 0.1 m 
鋼材の挿入温度 5000C 300C 
加熱炉の φcg 0.8 0.5 
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0.7 とし，線形式はチューニングが発散しないことに配慮した，
α= 0.005 ・ 58 0ω (5.25) 
を用いてチューニングを行った結果を一例として示した。表 5.3 中の φC U 2d ou t 
は，それぞれ修正された φC fl' およびこれを用いて算出された温度誤差である。チュ
ーニングが収れんしたかどうかの判定は次式に従った。
I{φ cg } n -{φ cg } n _11 壬 0.01 (5.26) 
η は試行回数であり，上式を満たす n が存在したとき，チューニングは n 回目で収れ
んしたと定義する。表より，線形式によるチューニングでは何度か振動した後， 6 回
のチューニングで真の φC iに収れんしている。通常のニューラルネットでは 2 回のチュ
ーニングで収れんしているが， φ c gの値は0.56であり，約 14"cの定常温度誤差が残つ
ている。これに対して， A J NN によるチューニングでは， 2 回のチューニングで真
の φc g に収れんしている。
次に評価結果の一般性を確認するため，状態変数の組合わやモデルの φ C 11 の設定値
を変えた 3 0 通りについてシミュレーションを行った結果を示すロ表 5.4 に線形式，
通常NN ，さらにAJNNのそれぞれについて，チューニングの収れん率，回数，精
度の比較を行なった結果を示す。表中の収れん率はチューニング精度を考慮にいれな
い成功率であり，チューニング精度は収れん状態における真の φ C il に対する誤差の割
り合いである。 AJNNによるチューニングは，線形式よりも収れん率が向上し，チュ
ーニング回数も低減されている。また，通常のニューラルネットに比べ，チューニン
グ精度が向上し， 1 "c以下の温度誤差を実現している。以上より， A J NN では線形
式より少ない回数で また通常のニューラルネットよりも高杓度にチューニングが行
なえることが分かる。
次に学習方法改善の効果を明らかにする。表 5.5 は 従来の BP 法により構築した
ネットワークを並列に組み合わせた AJNN と，前節で開発した学習方法により構築
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表 5.3 チューニング結果の一例
線形式 通常のニユ』う!レネット A介仔J
チューニンク.回数 o e out o e out o e out 
。 -32.939 0.70 -32.939 0.70 恒32.939 0.70 
25.027 0.53 9.314 0.57 -9.597 0.63 
2 -9.041 0.63 14.688 0.56 ー1.932 0.60 
3 5.678 0.58 14.864 0.56 ー0.685 0.60 
4 -2.975 0.61 14.710 0.56 -0.090 0.60 
5 1.664 0.59 14.726 0.56 -0.012 0.60 
6 -0.826 0.60 12.346 0.56 ー0.029 0.60 
7 0.463 0.60 19.557 0.56 -0.004 0.60 
チューニング回数 6 2 2 
チューニンク.精度 0.0% 6.70/0 0.00/0 
表 5.4 チューニング結果の比較
収れん率 子ユ}ニンゲ 温度誤差 平均チューニ精度 ング回数
線形式 70.0% 0.46% 0.640C 4.14 回
通常ニューラルネット 100% 10.78% 17.990C 2.40 回
AJNN 100% 0.44% 0.81
0C 2.20 回
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した AJNN について，重み係数の初期値を変えた 5 つのネットワークでチューニン
グ回数の比較を行なった結果である。いずれも，状態変数を変えた 3 0 通りのネット
ワークで評価した平均値である。従来学習法による AJNNでは，チューニング回数
がネットワークに依存してばらついており とりわけネットワーク 2 ではチューニン
グ回数が 3.9 回と大きな値になっている 。 開発学習法による AJNNでは，いずれの
ネットワークでも少ない回数で安定したチューニング結果が得られている 。 以上から
開発手法では，ぱらつきの少ないチューニング特性が実現できることがわかる 。
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表 5.5 学習方法の違いによるチューニング結果
ネットワサ番号 従来学習法 開発学習法
2.55 2.47 
2 3.90 2.27 
3 2.77 2.20 
4 2.70 2.47 
5 2.83 2.80 
平均 2.95 2.44 
第 5.4 節まとめ
制御モデルのパラメータチューニングを高速・高精度に行うことを目的に，従来の
ニューラルネットを拡張したアジャスティングニューラルネット (A J N N) を提案
した。 AJNN は，通常のニューラルネットに加え，これと同ーの構成および重みを
有した誤差算出用ニューラルネットを並列に結合したアーキテクチャを備えており，
通常のニューラルネットの出力から誤差算出用ニューラルネットの出力を減じた値を
出力する。さらに，パックプロパゲーションに用いる誤差関数を並列ネットワーク向
けに修正し，これを用いた並列ネットワークの学習と，誤差算出用ニューラルネット
の出力を O に低減する学習を組み合わせた， A J NN の学習方式を提案した。
AJNN を加熱炉漏度制御における鋼材モデjレのパラメータチューニングに適用し
たシミュレーションで，現在広く用いられている線形式によるチューニングや従来の
ニューラルネットを用いたチューニングに比べ，少ない回数で定常jR度誤差の小さい
チューニングが行えることを示した。
開発手法は，モデルを用いて指令を生成する制御系の制御モデルチューニングをは
じめ， レギュレータ制御の指令発生をニューラルネットで行う場合などに，広く適用
可能な手法である c 今後種々の応用へ適用を試み，応用分野の拡大を検討していく。
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第 6 章 ニューラルネットを搭載した
汎用コントローラの高速制御方式
第 6 章 ニューラルネットを搭載した汎用コントローラの
高速制御方式
第 6.1 節研究の概要
ニューラルネットを実際の生産ラインにおける制御や認識に適用する場合，計算時
間を要する学習はワークステーション等の計算サーバで行い，学習後のネットワーク
を用いた演算は応答特性を高める目的で， D D C (Di陀ct Digital Controller，以下，コ
ントローラ)と呼ばれる，制御対象に直接対応した末端の汎用コントローラで実行さ
れる場合が大半である 。 このような学習(オフライン系)と推論(リアルタイム系)
を切り分けたアーキテクチャでは，必然的にリアルタイム系のニューラルネット演算
は，コントローラにおいてニューラルネット以外の処理と並行して実行される。ニュ
ーラルネット以外の処理の大部分を占めるのはシーケンス処理であり したがってニュ
ーラルネットを搭載したコントローラの性能を高めるためには，第 2 章および第 4 章
で検討したニューラルネットの構成最適化の他に，シーケンス処理の高速化を達成す
る必要がある 。
シーケンス演算の処理速度向上の要求は，制御対象の拡大や末端の制御機器である
リレーやセンサの性能向上とともに年々高まっており，ハード，ソフト両面から種々
の工夫がなされている。ハード面では高速マイクロプロセッサの導入や，シーケンス
制御に特有の多数の論理処理を高速処理する専用 CPUの開発 (1) が挙げられる。ま
た，この積の制御装置の多くでは，入力信号を走査的に検出し，対応した出力を決定
するための論理演算を )1慎に実行する，いわゆる全スキャン方式で制御が行われている。
このため，ソフト面からのアプローチとしてプログラムの中で高速応答を必要とする
部分を別走査とし，タイマ割込で定周期実行する方法がある。さらに全スキャン方式
では，本来変化するはずのない入力に対しても周期的な検出処理や，それに伴う論理
演算，出力処理を行うことが本質的な実行上の無駄として存在している。この無駄を
省略するために，コントローラの一部では，プログラムをサブルーチンで定義し，各
サブルーチンの起動・終了を管理することでこれらを選択的に走査する方法が用いら
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れている。
一方，シーケンスシステムを構成する各作業が非同期・並列で次々と起動される様
子と， トークンの移行によって表現されるペトリネット (2 ) の状態遷移との親和性の良
さが指摘されており，これを実システムの設計 (3 ) やシミュレーション (4 ) へ適用する
試みが報告されている 。 また，ペトリネットの解析性の高さを利用した診断シ
ステム ( 5 ) ，可視性を利用したコントローラのプログラミングシステム (6)への適用
例も報告されている。
これらの研究に対し本章では，シーケンス制御を高速に実行する目的でペトリネッ
トの応用を試み，ニューラルネットの応答性を高めることを検討する。具体的にはペ
トリネットのトークン遷移を利用したタスク管理の導入で，全スキャン方式の実行上
の無駄を積極的に排除し，コントローラを高速化する手法について述べる。まずニュ
ーラルネット演算をはじめとした生産ラインで行うべき種々のタスクを実時間処理に
適した単純な形でモデリングする方法を示す。次にペトリネットの状態遷移を模擬し
たトークン管理により実行すべきタスクの高速抽出を行うアルゴリズムを提案する。
最後に試作システムを用いて演算速度を評価し，全スキャン方式に比べて処理速度を
向上できることを明らかにする 。
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第 6.2 節 シーケンス処理の高速演算法
第 6.2. 1 項 ペトリネットとこれを利用したシーケンスシステムのモデリング
ペトリネットは 1962年に Petri により提案されて以来，離散システムのモデリング手
法として，計算機システムを始めさまざまなシステムのモデリングに適用が検討され
ている。ペトリネット構造はプレースの集合 P ， トランジションの集合T，入力関数
1 ，出力関数O からなり，さらに Pt はマーキングベクトルと呼ばれ， トークンの存在
するプレースの集合を表す。これらは等価なペトリネットグラフで表される。図 6.1
( a )にペトリネット梢造およびマーキングベクトルの一例を示す。また図 6.1(b)にこ
れと対応したペトリネットグラフを示す。 図で 1 (ti) はトランジション Ti から見た入
力プレースを， 0 (ti) は同様にトランジション Ti から見た出力プレースを特定してお
り， Pt は，プレースの 2 ， 5 ， 7 ， 9 に一つずつ， 4 に 2 つのトークンが存在するこ
とを示している 。
ペトリネット構造により生産ラインの順序，並列処理の構造が対応よく表現でき，
トークンの遷移で加工物の移動が模擬できることから，緒言で述べたように，シーケ
ンスシステムの分野においても，ペトリネットの種々の性質(表現能力，解析能力，
ペトリネットグラフの可祝性)に着目した適用が検討されている。図 6.2 にペトリネッ
トを生産ラインのモデル化に適用した例を示す。プレースに各作業内容を割り付け
(ボックスに対応) ，作業順序にしたがってゲート(トランジションに対応)を介し
てアークにより接続する 。 図 6.2 では， B 1 でインタロックが解除された後，ロポッ
トのアクチュエータであるサーボ系の X軌と Y軌をそれぞれA 点， B 点に位置決めし，
さらにその後，ニューラルネットで所望の加工物の到着を検知し，ロボットのハンド
をオンする処理を行うことを意味している 。 各ボックスで定義した作業はトークンの
入力により起動され，ゲートによりトークン移行の可否が判定される。ゲートは以下
のゲート条件，
<ゲート条件>
・入力側のすべてのボックスにトークンがある
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( a )ペトリネット構造とマーキングベクトル 軸へY
古一
回一村印
図 6.2 ペトリネットを用いた生産ラインのモデリング
トランジ
ション
トークン
( b )ペトリネットグラフ
図 6.1 ペトリネット構造とペトリネットグラフ
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-出力側のどのボックスにもトークンがない
が成立したとき，入力側のすべてのボックスのトークンを消失させ，出力側のすべて
のボックスにトークンを出現させる。
本章で以下検討するのは，このような制御対象の構造を模擬したモデルから制御対
象を直接制御するためのデータベースを構築し，これに基づいて制御を行うことであ
る。 トークンの存在するボックスの作業が現在実行すべき作業であるため， トークン
に着目することにより，現在行うべき作業のみを対象とした制御を行うことができる。
これによりコントローラの演算量を全スキャン方式に比べ大幅に削減できることが期
待される。課題として，
( 1 )連続的な時間処理を必要とする作業(以下，連続系)のモデリング方法
( 2 ) トークン管理演算の簡単化手法
がある 。
( 1 )はペトリネットが時間の表現能力を有していないことに起因した問題点で，
ペトリネットの利用により生産ラインの状態遷移をトークンの移行により対応良く表
現できるが， トークンの移行に要する時間や， トークンが移行してからの経過時間等
を表わせない。一方，生産システムには出力処理等の一度の実行で演算が終了する離
散的な処理の中に，タイマ処理のような時間演算を必要とする処理や，入力待ちのよ
うな連続的な検出演算を必要とする処理が混在している。このため図 6.2 のモデルに
どのような方法で時間の概念を導入し，連続処理を必要とする対象に対して，一定間
隔以内の周期的な実行を保証するかが問題となる。
また( 2 )については，従来の全スキャン方式に比べ，ペトリネットを適用した方
式では，本来の市昨日演算に加えてトークンの移行を管理する演算が新たに付加される。
したがってこの演算時間を縮減することが，提案手法の利点を生かし， リアルタイム
制御への適用を可能にするために重要である。以下， 2 つの諒題について検討した結
果を述べる。
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第 6.2.2 項 連続系のモデリング方法
時間の経過を伴う離散システムをモデル化する場合，プリミテイプなペトリネット
でこれを表現できないことの不都合はすでに指摘されている。これを解決するために
提案されている 一般的な手法は，ボックスの機能を生産ラインへの出力処理に限定し，
入力処理等の連続系の作業を，新たに定義した許可枝，禁止校を用いてゲート条件と
することにより， トークン移行条件に組み入れる方法である。この手法の場合，入力
の検出はゲート条件を確認する演算に含めて行うことになるため 必然的にゲートの
周期的な走査が必要となる。またゲートにおける条件判定の演算が複雑になる。この
ためオフラインシミュレーションへ応用する場合には問題ないが， リアルタイム制御
に適用する場合には， トークン移行演算が増大するため適当でない。
本方式では，以下のようにして，ペトリネットに構造上の拡張を施すことなく連続
処理を扱う。まず連続処理をボックスの作業内容として独立して定義することでゲー
ト条件から切り離す。さらにトークンの概念を拡張し， 2 種類のトークンを用いて連
続処理ボックスの状態を識別する。 2 種類のトークンとは作業の実行中を示す実行ト
ークンと，作業は終了したが，ゲート条件が真でないためにボックスに停留している
終了トークンである 。 例えばサーボの位置決め制御の場合，図 6.3 に示すように，位
置決め実行中は実行トークンの状態を保持し，位置決め制御を完了すると終了トーク
ンに変わる 。 このとき先に述べたゲート条件は，
くゲート条件>
・入力側のすべてのボックスにトークンがあり，終了トークンである
.出力側のどのボックスにもトークンがない
の様に修正され，この条件が共に成立したとき， トークンの移行が行われる。 トーク
ンにこのような属性を新たに設け，コントローラが行うボックスの作業とゲートの判
定処理の実行タイミングを，次節に示すようにトークンの属性にしたがって決定する
ことにより，連続系の処理やゲート条件の判定処理を，離散的な出力処理の中に混在
させて適切に時分割処理できる 。
-120-
サ _*t 機器
。 a・、 f、
司圃，. -- \.._ノ
始点 目標位置
(a) 位置決め実行中
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。
• 始点 目標位置
(b)位置決め終了
図 6.3 実行トークンと終了トークン
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第 6.2.3 項 トークン管理演算の簡単化手法
図 6.2 のモデルにしたがって制御を行うためには，まずこのモデルを制御実行に適
した形で，データ化する必要がある。一般にボックスとゲートの接続関係は，それと
等価な接続マトリクスで表される。これを利用するとたとえば図 6.2 の内容は，図 6.
4(aXb)に示す接続マトリクスと，各ボックスの作業内容を示す情報とに分離してデ
ータイじすることができる。ここで接続行列の -1 はゲートから見て入力のボックスを，
また 1 は出力のボックスを示している。さらに O は未接続であることを示している 。
トークンのマーキングは一般に，図 6.5 に示すような接続マトリクスに基づいた演算
を実行することで求めることができる。発火ゲート列において， 1 はゲート条件が真
となったゲート番号と対応しており，図では G 1 のゲート条件が真となってトークン
遷移が可能となっていることを示している。しかしトークンが移行するたびに行列演
算を行い， トークンの移行先を決定するのは，多大な演算量を必要とする。また発火
ゲート列を求めるにあたり，各ゲートについて順にゲート条件をチェックするのは
無駄が多い。このため本方式では，図 6.4 のように接続マトリクスをし -1 の部分
のみを川出することで締約してデータ化した。すなわち各ボックスの出力ゲートと
各ゲートの入出力ボックスを特定し，図 6. 4 (c) のような接続テープルとして編集した。
コントローラは図 6 . 4 (b)(c) をプログラム実行のためのデータとして制御を実行する。
図 6 . 6 にトークン管理のアルゴリズムを示す。開発した方式は従来の全スキャン方
式に対して，部分スキャン方式とでも呼ぶべき手法で，その特徴は， トークンの存在
するボックスを一括して FIFO スタックに登録し，ゲート条件の判定結果に従って
スタックを更新することで，実行すべきボックスの抽出を能率的に行う点にある。
まずこのスタックにより実行すべきボックスを決定する。次にボックスのトークン
が実行トークンなのか終了トークンなのかを判定し，実行トークンの場合には図 6.4
(b)によりボックスの処理内容を認識した後，実行する。そして実行トークンを終了ト
ークンにするかどうかを判定する。 “ロボットのハンドをオンする"といった命令の
場合は一度の演算で実行トークンは終了トークンになるが，連続演算を必要とする
“サーボ X~!lllの位置決め"や“ニューラルネットでワーク検知"，“インタロック解除
待ち"のような命令の場合には，実行トークンの状態が継続される場合がある。実行
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トークンの状態が継続された場合には，このボックスを再びスタックに登録する。ま
た終了トークンに変化した場合には，図 6.4(c)のテーブルにより対応するゲートを
抽出し，ゲート条件(1)(2)の判定を行う。いずれも真と判定された場合には， トークン
の移行が許可されたので，ゲートの出力側のボックスを新たにスタックに登録する。
ゲート条件(1)が偽と判定された場合にはそのボックスをスタックに再登録し，次回の
処理へ進む。ゲート条件(1)は真であるがゲート条件(2)が偽と判定された場合には，抽
出しているボックスをスタックに再登録する。
図 6.6 に示すように，実行トークンが終了トークンに変化した時をゲート条件(1)の
判定タイミングとし，ゲート条件(1)が真と判定された時をゲート条件(2)の最初の判定
タイミングとした。そして，ゲート条件(1)が成立し，ゲート条件。)が成立していない
ゲートに関してのみ，入力側のボックスのうち最後に終了トークンに変わったボック
スをスタックに笠録しておくことで，スタックから終了トークンがを有したボックス
が抽出されたタイミングを関連するゲート条件判定処理の実行タイミングに対応させ
た。この結果，ゲート条件。)の判定処理をボックスで定義された制御演算の実行に組
み入れて時分割実行できる。以上のようにしてトークンの存在するボックスの処理の
みに着目し，不要な演算を極力除去することで，制御に必要な演算量を最小化した。
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第 6.3 節 プログラム実行方式とトークン管理機能の拡張方法
次に図 6. 4 (b)(c)のデータ構造に基づいたコントローラの実行方式を検討する。コン
トローラのプログラム実行方式としては一般にインタプリ夕方式とコンパイル方式が
ある。高速性を考えると基本的にはコンパイル方式で実行することが望ましいが，現
場での使用を考えると，制御定数の変更等はコンパイルなしに簡易なツールで行なえ
る方が操作性が良い。そこで図 6 . 4 (b)のボックスの作業内容を汎用化した命令コード
と定数を含む一定サイズの中間語表現とし，図 6 .4 (b)(c)のデータ構造を中間語として
プログラムを実行する方式とした。これらは最終的にコンパイルされた形で実行され
るが，中間語における定数格納領域のリロケータプルアドレスとサイズを固定してお
くことにより，定数の値の変更はコンパイル後のオブジエクトに対して直接行なうこ
とができ，再コンパイルの必要はない。図 6.7 にプログラム実行部の構成を示す。制
御実行部は図 6 . 6 のアルゴリズムを実行するトークン管理部と，図 6.4 (b)(c)のデータ
構造に対応する駆動データ，さらに処理アルゴリズム群により構成する。駆動データ
の中間語群には，ボックスの作業内容がそれぞれ命令コードと定数のセットに翻訳さ
れた形で格納されている。処理アルゴリズム群には各命令コードに対応して実行する
アルゴリズムを，定数部を未知数とすることにより一般化して備える。
次に制御実行の流れを示す。トークン管理部のスタックから抽出され，実行ト ー ク
ンを保持していると判定されたボックスについて，まずパス①により処理内容を示す
中間語を検案する。そして命令コードを解読し，パス②で対応する処理アルゴリズム
を抽出する。そして処理アルゴリズムの未知数を定数で置換し，これを実行する。連
続系の処理を行なうアルゴリズムでは，入力検出や論理演算を l 回だけ実行する。そ
して処理アルゴリズムの最後で，命令コードで定義された処理が終了したかどうかを
判定し，判定結果をコード化した後，パス③でトークン管理部に復帰する。トークン
管理部では，このコードの値により実行トークンを終了トークンに変えるかどうかを
判定する。
さらに図 6 . 6 のアルゴリズムは，順序，並列，多重制御に関して十分な能力を備え
ているが，実際の制御を高機能に行なうためは，分11皮，繰返し制御を始めとして，さ
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らにトークン管理機能の拡張が必要な場合がある 。 またコントローラの制御機能の上
限がこのアルゴリズムの能力で決ま ってしまうことを避けなければなら ず，このため
トークン管理機能の拡張方法を検討する必要がある 。 ここでは競合ゲートの調停演算
を例に，本論文で提案する機能拡張の考え方を説明する 。 競合ゲートの調停演算とは
図 6.8(a)に示す競合ボックスの，複数のトークン排出ゲートから一つを選択する処
理である 。 本方式では，例外処理の付加による基本アルゴリズムの煩雑化を避けるた
め，この演算をボックス処理として定義し，図 6.6 のアルゴリズムから分離した。そ
してこのボックスの出力アークを，図 6.8(b)のように仮想的に未接続とし，ゲー ト
の探索処理をボックスの処理アルゴリズムの中で実行する 。 さらにトークンの存在し
ているボックスが制御の対象となるため，タスクの単位はできるだけ小さく設定する
ことが望ましい 。 そこで競合ボックスは作業に対応したタスクと，競合ゲートの調停
演算を行うタスクに分割して図 6.8(b)の形でモデル化した 。
競合ゲートの調停演算を行なうボックスを，図 6.9(a)の中間話で表現し ， 命令 コ
ード CNF に対応して図 6.9(b)のアルゴリズムを定義する。そしてこのボックスに対
応した中間語表現の定数部には移行先のゲート番号を格納しておく 。 処理アルゴリズ
ムでは，まず移行先ゲートを決定する 。 そしてそのゲートについてゲート条件(2)の判
定を行ない，その結果によってトークン管理部の所定の部分に復帰する 。 移行先ゲ
ートの決定条件は，交互，優先等，いろ い ろ考えられるが，図 6.9(b)のアルゴリス
ムの内容に組み込むことにより図 6.8 の基本アルゴリズムに影響を及ぼすことなく対
処できる 。 条件分岐命令や繰返し命令についても，図 6.9(b)のアルゴリズムの“移
行先ゲート決定"の条件として， 論理演告~の結果やループカウンタの値を用いること
により同様の形で実行でき，多様なトークン符-理を実現することができる 。
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図 6.7 プログラム実行部の構成
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実験結果および考察第 6.4 節
開発手法を定量的に評価する目的で， 16 ピットの汎用 C P U ( i 80186, 8 ~任fz)とシス
6. 
査が完了することになる 。 以上より想定した生産システムでは，木方式は全スキャン
図 6 .13の記述では 10---20佃である。最大値である 20個の場合 4 msで走
すなわ
プログラムの記述方法により変化するが， 40ms程
ス
図 6.13のペトリネット表現で記述された並列度 5 ，多重度 2 の生産システ
タイマ等からなる試作
タイマ待ち等の基本
定義した基本命令の範囲
12 に CPU ボードと I/O インタフェースボードの概観を写真で示す。評価システム
入出力接点数としてのべ
1000点を想定した。等価なシステムをラダ-図で記述し，上述したハードウェア上で
れにインタロックのためのボックスに存在するトークンの数を足した値となる。同時
この演算を試作コントローラは約 140μsで、実行できる。処理
度である。図 6 .14 にこれと本方式による演算時間を比較した結果を示す。本方式では，
ゲート条件がいずれも
シミュレー
、~
'-
刻にスタックに存在するボックス数の最大値はインタロックボックスの記述の仕方に
このとき mu御の遅れ時間は
ポック
ちスタックに登録されているボックス i つについて必要な演算時間は，最大2∞μs と
コントローラを作成した 。 図 6.10 に試作コントローラの概観を示す。また図 6 .11 , 
図 6.6 のトークン管理アルゴリズムにおいてクリテイカルパスに相当するのは，
ス数は制御の対象となっている加工物が並列，多重にいくつ存在するかに依存し，
このとき基本ア jレゴリズム l サイク Jレの演算時間，
演算時間はスタックに登録されているボックス数に対して直線的に増大する。
次に全スキャン方式で制御を行なった場合との処理速度の比較を示す。
ボックスの作業は信号出力，信号の入力待ち，
真となった場合である。
1/0接点，
ボックスの作業を実行後，
実行に要する時間はボックスの作業内容に依存しているが，
ムを想定して行った。大規模システムに対応づける目的で，
方式に比べ制御を 10倍以上に高速化できる可能性があり，
データ RAM ，
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タックから実行トークンを 11" 出し，
実行した場合の走査時間は一定で，
プログラム RAM ，
では，最大60μsであった。
命令に限定した。
の簡単化のため，
より異なるが，
見積られる 。
テム ROM ，
ションは，
ドと
/ブ
トークン管理アルゴリズムへ復帰
競合ボックスの命令コー
処理アルゴリズム
-129 -
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(b) アルゴリズム
ド
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図 6.9
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口作業を行うボックス
囚インタロックボックス
図 6 .13 シミュレーションに用いたシーケンスシステム
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制御
時間
従来方式
(全スキャン方式)
二 20 40 
スタック中のボックス数
図 6 .14 各ルーチンの処理時間比
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1/10以下に短縮される。実システムを対象とした評価が今後の課題である。
全スキャン方式における一周期の制御速度は，走査するプログラムのステップ数で
決定される 。 したがって制御対象の規模が大きくなると記述に要するプログラム畳が
増加し，制御速度が遅くなることが問題となる。一方，開発方式では図 6 .14から分か
るように，スタックに登録されているボックス数が制御速度の指標となるロこの値は
制御対象が並列性，多重性の高いシステムであるかどうかにより異なり，制御実行中
にもトークンの分裂，統合により変化するが，システム規模に対して直接依存しない
ことが特徴である。さらに第 6.2.3 節で述べたように，保有しているトークンが終了
トークンに変わったボックスについては，出力ゲートに関して最後に変化したものを
除いてスタックには登録しない方式として，スタックに実際に登録されているボック
スを最小化している。これにより，同期待ちが多くしたがって管理すべきトークン数
が多いシステムを制御する場合においても，演算量の増大を最小限にできる。
開発方式では制御時間がシステム規模に対して直接依存しないことから，制御対象
の規模が拡大したとき，高速化の比率はさらに増大する傾向となる。逆に小規模シス
テムを制御する場合には，全休の演算に占めるトークン管理演算の割合が大きくなる
ためこの値は必然的に小さくなる。以上より，本方式は大規模システムの制御方式と
して適した手法であることが分かる。
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第 6.5 節まとめ
ニューラルネット演算とこれに付随するシーケンス演算，さらにタイマ処理やサー
ボ制御等の連続系演算を，汎用的に実行するコントローラの高応答化について検討し
た。まず高応答化のためにはコントローラの演算量を削減するとともに，コントロー
ラが実行するタスクの切り替えを高速に行なう必要があることを述べた。そして前者
に関しては，応答性の低下が特に問題となる大規模システムの制御に適した方式とし
て，ペトリネットのトークン遷移を模擬した手法でタスク抽出を行い，現在実行すべ
きタスクのみを制御の対象とすることでコントローラの演算量を削減し， しかも応答
性が制御対象のシステム規模に依存しない方式を開発した。また後者に関しては，ペ
トリネットのトークンの概念を拡張し，新たに実行トークンと終了トークンを定義し
た上で，これらを有するボックスが一律に登録されたスタックを走査することによる
高速タスク切り替えアルゴリズムを開発した。具体的には，実行トークンを有したボッ
クスのスタックからの排出をボックスで定義された作業の，また終了トークンを有し
たボックスの排出を関連するトークン移行判定処理の実行タイミングに対応させ，制
御対象に対する各種の演算やトークン移行演算を行うタイミングを効率的に設定する
ことで，タスク切り替えのオーバヘッドを最小化し，コントローラの応答を高めるこ
とができる。
さらに例外的なトークン管理はタスク処理として扱い， トークン管理の基本アルゴ
リズムから分離した。基本アルゴリズムの処理を固定したことで，アルゴリズムをハ
ードウェアで置き換えることが容易であり，さらなる高速化が実現できる。また例外
処理をボックスの作業として新たに定義したり削除することにより，コントローラの
制御能力を柔軟に変えることができる。
開発したシステムを試作システムで評価し，限られた場合についての評価ではある
が，従来の制御方式である全スキャン方式に比べて，コントローラの演算量を-桁以
上削減できることが可能なことを示した。
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第 7 章 開発技術の実システムへの適用
第 7 章 開発技術の実システムへの適用
第 7.1 節研究の概要
本章では，ニューラルネットを実システムに適用する場合の方法論，システム構成，
従来手法と比べた利点等について，いくつかの実機システムへの適用した結果を基に
述べる。
まず走行中の車のナンパプレートを自動的に認識する車番認識システムの認識アル
ゴリズムをニューラルネットで実現した例を示す。車呑認識システムは，ナンパプレ
ートの画像情報に対して適当な濃淡処理を施し，数字や文字の切り出しを行った後，
これらを認識する。認識のアルゴリズムとして，従来，画像情報から算出した複数の
特徴量を入力とする決定木(デシジョンツリー)が用いられてきた。しかしカメラと
ナンパプレートの角度のバラツキやナンバープレートの汚れ，昼夜の輝度の変化等に
対して普遍的な認識を行うためには膨大なサイズの決定木が必要で このチューニン
グは経験豊富なエンジニアをもってしても，数日~数週間を必要としていた。今回開
発したのは，数字認識の部分にニューラルネットを用いたシステムで，従来手法とア
ルゴリズム生産性，認識性能の比較を行い，ニューラルネットを用いた場合の利点を
明らかにする 。 また第 2 章，第 4 章で示した最適中間層ニューロン数決定手法の認識
アルゴリズム生産性向上に対する寄与についても概算する。
次に熱問圧延システムの加熱炉温度制御にニューラルネットを適用した例を示す。
ニューラルネットは温度指令生成時に用いる鋼材の熱モデルの特性を，実際の鋼材と
一致させるためのチューニング手段として用いる 。 加熱炉は圧延工程に先立ち，鋼材
を目標温度に精度良く昇温させるプロセスで，実加熱炉から装出される鋼材の温度と
加熱炉モデルを用いて算出された温度を比較し，この偏差を減少させる方向にモデル
パラメータのチューニングを行う。まず構築した加熱炉制御システムについて説明し
た後，第 5 章で開発したアジャスティングニューラルネットを学習するための教師信
号の獲得方法，およびチューニングシステムの構成を明らかにする。
最後にワークステーション上で実現した，ニューラルネット開発支援システムの構
成を示す。 上記 2 つのシステムを含め，産業システムは複雑・大規模化しており，こ
れらの中で処理の一部にニューラルネットを適用する場合，学習のパラメータを変更
したり，教師信号を変更して学習した複数のネットワークで性能の比較を行う等の試
行錯誤を必要とする場合が多い。 ニューラルネット開発支援システムは，ユーザがこ
れらを行いやすい環境を整え，ニューラルネット応用システムの立ち上げ時間を短縮
することを目的に開発した。とりわけ第 2 章，第 4 章で示した最適中間層ニューロン
数決定アルゴリズムを組み込み，構造決定に要する試行錯誤を低減した。また第 3 章
で示した学習方法を従来の BP と選択的に使用できる環境を提供し，高性能なニュー
ラルネットの構築を容易にした 。 本章では支援システムの機能，ソフトウェア構成，
およびこれを組み込んだ制御システムのアーキテクチャを概説する 口
第 7.2 節車番認識システム
第 7.2.1 項 システム構成
開発した車番認識システムでニューラルネットが認識の対象とするのは数字の部分
のみであるため，以下，数字認識に限定して説明する。車番認識システムが行う処理
の概要は図 1.1 にも示したように， I TV カメラにより取り込んだ車の画像からナン
パプレートを基に，各数字が何であるかを認識する。今回実用化したのは，認識した
ナンパプレートを盗難車のナンパプレートが格納されているデータベースと照合する
システムであるが，今後は，建設省により整備が進められているフリーウェイ情報提
供システム(車がある区間をどの程度の時間で走行したかを検出し，この結果を基に
これから走行する車がその区間を通過するのに必要な時間を算出，表示するシステム)
や，駐車場における自動管理・課金システム等への適用を検討中である。
図 7.1 にシステム構成図を示す。車番認識システムは，カメラと接続され， i農淡処
理による 2 値化や後述する特徴量の抽出，およびこれを入力とし数字の認識を行う画
像認識装置(目立 HIDIC -IP/200) 仁教師信号の生成，編集，およびこれを用いたニュ
ーラルネットの学習を行うワークステーション(同 2050β2) からなる。このような機
能分散型のシステム構成により，認識は画像処理専用のハードウエアで，また学習は
汎用演算に関して能力の高いワークステーションで，共に高速に実行できる。ワーク
ステーションは，輝度や変形を変えた画像から抽出した特徴量の組みを学習用データ
として画像認識装置から取り込み，これと正解の数字をペアにして編集したデータベ
ースを教師信号として学習した後，ネットワークの重みを画像認識装置にセットする。
製品化したシステムではワークステーションに上記の処理を行うソフトウェアを新規
に作成したが，その後開発した第 7.4 節で述べるニューラルネットシステム構築支援
システムを搭載すれば，さらに作業効率を高めることができる。
ニューラル不ツトの入力としては，画像を展開した各回素を取り込むことも考えら
れるが，入力数が膨大となり学習時間，認識時間が増大すること，画像のズレに対す
る認識率の低下が問題になることから，特徴量を抽出して入力要素とした。特徴量の
選定はこれまでの経験，および恋意的にならないことに留意して図 7.2 で示した 12個
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図 7.2 ニューラルネットの入力となる特徴量一覧
を用いている。
第 7.2.2 項 システム性能の比較
アルゴリズム開発期間，認識率，認識時間について，ニューラルネットを用いた場
合と，チューニングされた決定木を用いた場合の比較を示す。図 7.3 に決定木の一部
分を示す。従来の認識アルゴリズムは，このような決定木の流れにしたがってカテゴ
リの可能性を限定していき，最後に結論を導出する。決定木のチューニングとは，各
分校における特徴量のしきい値を最適な値に設定したり，木の構成決定，誤認識を起
こした場合の枝の追加，削除等を行うことに対応するo 表 7.1 に性能の比較表を示す。
アルゴリズム開発期間と認識率の評価は対で考えるべきで， ともに特徴量が決定され，
教師データ(本評価では各数字143個づつの計1430セット)が与えられた状態から，一
定水準の認識アルゴリズムが構築できるまでの期間と，このときの認識性能を示して
いる。認識性能は教師とすべきデータに含まれない合計78∞セットの評価データで行っ
た。決定木の構築は従事する人の熟練度により大きく変化する。さらに特徴量そのも
のの追加をチューニングの対象とすると，アルゴリズム開発期間はさらに増大するが，
認識率をさらに高められる可能性もある。またニューラルネットに関しても，認識率
は教師信号の品質に大きく依存する 。 さらに誤認識したデータを新たに教師信号に加
えて再学習することを繰り返せば，アルゴリズム開発期間は長くなるものの，認識率
の吏なる向上が可能である 。 また計算機の演す7.速度により値は大きく変わる。したがっ
て評価としては必ずしも定量的でなく，性能の一つの目安と考えられる。
認識アルゴリズムとして決定木を用いた場合，本条件下では 7---14人・日で， 98.6% 
の認識率が達成されている D これに対しニューラルネットを用いた場合，アルゴリズ
ム開発期間はワークステーションにより学習が収れんするまでの時間である。まず予
備学習を行い，第 2 章で述べた手法で，最適中間層ニューロン数を算出し，この値で
ある 6 を中間層ニューロン数にして再学習を行う 。 以上の処理が完了するのに約 8 時
問かかった 。 またこのときの認言及率は99.8% であった。ワークステーションとして用
いた2050β2の演算速度は 5MIPS (Mega Instruction pcr Se∞nd) 程度であることから，
100MIPSクラスの最新ワークステーションを用いれば， 30分程度でアルゴリズム開発
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表 7.1 ニューラルネ ットと従来手法の性能比較
ァシンヨン
ニューラル手法 ツリー ネット(従来手法)
入力データ 1 2 種類の特徴量
アルゴリズム
開発期間 7 ~ 1 4 0.3 3 
(人・日)
-・口e心'}・J 壬ーロ一ほ千令ん1 子、 一〆~十-一7 9 8. 6 % 9 9. 8 % 
処理時間 5 0 0 ms 6 6 0 ms
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が行える 。 以上の比較から，ニューラルネットを用いたシステムでは，少ないアルゴ
リズム開発期間で高い性能の認識アルゴリズムが得られることが分かる。また学習は
ワークステーションで自動的に行なわれるため，決定木チューニングの熟練者は必要
なくなり，人手を省略できる。さらに中間層ニューロン数が未知であり，これを変化
させてシミュレーションで値を決定したとすると，一度の学習にかかる時間約 4 時間
(中間層 ニューロン数により値は変化する)に，構築したネットワーク数を乗じた多
大な値がアルゴリズム開発期間として必要となるため，本論文で開発した中間層ニユ
ーロン数決定アルゴリズムが，実用的に効果の大きいことが分かる。
また処理時間は，画像からナンパプレートを抽出した状態から，濃淡処理を行い，
単一の数字を切り出し，特徴抽出を行った後，数字を認識するまでの時間である。決
定木法では，認識時間は決定木の深さで決まるが，値はごく僅かである。これに対し
てニューラルネ ッ トを用いた場合，各ニューロンの入出力演ti を順に演算するため
処理時間が大きくなる 。 HIDJC-IPβ00 の数値演算能力が低いこともあり，処理時間の
増加分は 16伽lS となっているが，この他が実用上問題となる場合には，高速のマイコ
ンを搭載したり，専用のハード回路を用いて各層の演算を並列に行うことにより，高
速化を図ることができる 。
以上の比較より，ニューラルネットを用いて認識システムを椛築する場合，最大の
メリットはアルゴリスム生産性の向上である 。 ただし 100% に限りなく近い認識率を要
求される用途に適用する場合には，時間をかけた決定木のチューニングで誤認識をこ
とごとく排除していく方が確実な場合もある 。 したがってニューラルネットは後処理
により誤認識を補える用途や，限られた数字の組み合わせのみを対象とした認識を行
う用途等で，システムを短時間に立ち上げるのに適した手法と考えられる。例えばフ
リーウェイ情報提供システムでは，区間の入り口と出口で認識結果が一致した場合の
データのみを用いて情報提供すればよく， しかも何台かの試行から結論を導ける。ま
た駐車場における自動包~JIII ・説会システムでは，あらかじめ笠録されたナンパプレー
トの車を対象に，駐車場の専有時間の記録， fJìl1t1:内容の出力を行えばよい 。 開発手法
は，このようなシステムの認識アルゴリズムをすみやかに構築する場合に特に適した
方法と言える 。
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第 7.3 節加熱炉制御システム
第 7.3.1 項加熱炉と鋼材の熱現象
まず想定した加熱炉と加熱炉制御システムを説明する 。 図 7.4 に加熱炉と加熱炉温
度制御システムの構成を示す。 加熱炉は，通常，温度の異なる 4 つ程度の炉帯から構
成される 。 加熱炉温度制御システムは，与えられた鋼材の目標装出温度を基に銅材の
熱現象を記述するモデル(銅材モデル)を参照して各炉帯への炉温指令値を算出する
炉沼指令発生部，炉沼指令と実際に炉帯から検出した温度の偏差から，パーナの燃料
流量の増減を制御する燃料流量制御部からなる。鋼材モデルは，熱伝達，熱伝導係数
をはじめ，鋼材の材質や炉の構造等に依存したいくつかの定数を有しているが これ
らの一部は操業条件や材質のばらつき，程々の検出できないファクタに依存して非線
形に変化する 。 モデルと実際の制御対象との誤差が無視できなくなると温度の指令値
が不適切となり，加熱炉から技出される銅材の沼度に誤差を生じる。このような場合，
鋼材モデルをチューニングするとともに，システムを監視している操作員が温度指令
を手動で変更することになる 。
次に，加熱炉内部で想定した熱現象を示す。 加熱炉から鋼材への熱伝達要素は，炉
壁とスラブ問の輔射伝熱と，対流しているガスからの対流伝熱である 。 一般に連続銅
片加熱炉では砲射伝熱が支配的となるため，加熱炉から鋼材へ伝わる熱量としては幅
射伝熱のみを考慮すればよく，これは次のステファンボルツマン方程式(熱鞄射方程
式)で記述される 。
熱砲射方程式
Q = 4.88ゆ cg [{(T +273)/lOQ}4 -{(8s +273)/100}4] (7.1) 
但し， Q: 雰囲気中から鋼材が吸収する熱量
φC fI 総括熱吸収係数 (熱伝導係数)
T: 炉j昆
fJ s 鋼材の表而温度
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加熱炉温度制御システム
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図 7.4 加熱炉温度制御システムの構成
パーナ
また鋼材内部の熱伝達は，以下の熱伝達方程式で記述される 。
熱伝達方程式
(c s P jk )(d θ jdt) = (d2e jdX 2)+(d2e jdy 2)+(d2e jdZ2) (7.2) 
但し， C 5 比熱
ρ: 密度
k: 熱伝達係数
次に炉内の熱収支と，各炉帯のパーナの燃料流量の算出方法を示す。図 7.5 に I番
目の炉帯における熱の流入出の様子を示す。 炉帯 I の熱収支はエネルギ保存の法則か
ら次式で与えられる 。
Q f(I)+ Q A(J)+ Q g(l +1) -Q g(J) -L1 Q s(J) -Q L(I) = 0 (7.3) 
但し I Q ((l) :燃料発熱量
Q A (l) :燃料とともに炉帯に投入される空気の熱量
Qg(I +1): 水蒸気，排ガスの形で、炉帯(I +1)から流入する熱量
Q g(I) : 水蒸気，排ガスの形で、炉有(J -1)へ流出する熱量
L1 Qs (l): 炉帯 I でスラブが吸収した熱量
Q L(J) :炉壁，扉，スキッド等から漏れる損失熱量
であり，それぞれ以下のように定式化される 。
Q f(I)= V ((l)' H L 
QA(I)= Vr(I)'Ar'( t pre-t room)' CA 
(7.4) 
(7.5) 
Q g(I)ニ Vg (J) ・ (t r t room)' Cg+ Vw(I)'( t 1 -t room)' Cw (7.6) 
LJ QS(J)={O 1 -f} I-l}CS ，j\イ σ)
Q L(J)= ク L ・ t 1 ートヂ L
(7.η 
(7.8) 
Qf (I) QA (I) 
バーナ
Qg(1) 三 三 Qg(1+ 1) 
図 7.5 炉帯 I における熱収支
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ここで ， H L 単位熱量発熱量
A r :空然比
V g(I) : 炉帯から流出する排ガスの体積
V w(J) :炉帯から流出する水蒸気の体積
t p r e • 燃焼に供する余熱空気温度
C g :排ガスの比熱
Cw :水蒸気の比熱
C 5 :スラプの比熱
M(J) : 全スラブ重量
ク L • 炉帯熱損失係数
f L : 排ガス j昆度係数
また単位燃料あたりの燃焼によって新たに生じる気休の体積を G o. 水蒸気の体積を
Wo ， 燃焼に伴って消費される空気体積を Ao とすると，流入ガス中の排ガスの体積，
水蒸気の体積は次の様になる 。
Vg(J)= V/J+l)+ V f (T) ・ (G 0 -A 0 + A r) (7.9) 
V w(l)= V w(l + 1)+ V r(J)' W。 (7.10) 
ここで右辺第 1 項は流入してきた排ガスおよび、水蒸気の体積，右辺第 2 項は炉帯 I で
新たに発生したこれらの休積である 。 加熱炉が 4 帯の炉で構成されている場合であれ
ば， V，lJ)および Vw(J)が O になることを考慮して (7.4) "'- (7.10) 式を( 7 . 3) 
式に代入すると，パーナで消費される全燃料流量 j は次式で与えられる 。
ヱ L1Qs (J)+ エ QL(!) 
J= ツ ν ， A=1 I =1(711) 
I-lH L+A r (fpre-f r仰7〆 A -Cgw (t 1-t room) 
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ここで明らかにした全燃料流量 j は，次節で述べる炉温指令値決定に用いられる。
第 7.3.2 項炉温指令値設定方法
各炉帯には，仕様として与えられた内外温度差(鋼材の表面と中央の温度差)の基
で鋼材を目標温度まで適切に昇温させるための炉温指令値が設定され，各パーナの燃
料流量はこれを指令値として制御される。加熱炉が複数の炉帯で構成される場合，目
標を満足させる炉活指令値の組は多数存在するため，前節で述べた J の最小化を新た
に目標として設定し，これらに対応した炉沼指令の組を最適炉温指令と定義した。す
なわち炉温指令最適パターンは，最小の燃料流量で鋼材を目標温度へ昇温させる組み
合わせである。最適炉温指令を決定する問題は，制約イすき最適化問題に定式化できるロ
すなわち非線形関数である (7.11 )式を評価関数とし 以下を制約条件として解くこ
とができる。
(T1) min 孟 T 1 豆 (TJ maJC 
(T2) min 豆 T 2 5:. (T2) m8x 
(T3) min 三五 T 3 豆 (T3) m2r 
(TJ m i n 三三 T 4 亘 (TJ m2r 
( IJ ・ OUl) min 三五 0*0 U [三三 (8*ou[) max 
LJ 8 ou [ 豆 (LJ fJOU() max 
I T 1 - T [.) I 豆(/
0::;玉 V [(1)豆 (V[(1)) m2X 
0 三三 V [(2) 孟 ( V [(2) m a r 
0 豆 V [(3)豆( V [(3)) m a r 
O 三三 V [(4) 豆 ( V [(4)) m a x 
ここで ， (T[) min ' 炉帯 I の温度下限値
(Tj) max: 炉帯 I の温度上限値
(fJ*OU() mln: 目標抽出温度の下限許容値
(7.12) 
(7.13) 
(7.14 ) 
(7.15) 
(7.16) 
(7.17) 
(7.18) 
(7.19) 
(7.20) 
(7.21 ) 
(7.22) 
(IJ*OU[) maJC: 目標抽出温度の上限許容値
LJ IJ OU [ 内外温度差
(LJ lJ o υ [) m a JC : 内外温度差の許容値
( J : 炉帯 I と炉帯(I ・ 1)の温度差の上限値
(V[(J)) maJC: 炉帯 I の燃料流量の上限値
このような制約付き非線形最適化問題の解法はいくつかあるが，本システムではコ
ンプレックス法で解を求めた。コンプレックス法は以下の手順で計算が進められる。
まず T)----T 4 からなる 4 次元のベクトル空間を定義し，この中で制約条件を満足する
炉温の組を複数個用意する。次に各点で j を計算し，最悪点を抽出する。そして最悪
点を残りの点の重心の方向に更新し，上記の操作を繰り返す。更新した点がやはり最
悪点であったり，境界条件を満足しない場合には，更新量を変えて同様の操作を繰り
返す。最終的に複数の炉温ベクトルが互いに近傍に集まった時点で演算を終了し，得
られた炉温を温度指令値として各炉帯に出力する。
第 7.3 . 3 項 鋼材モデルのパラメータチューニングシステム
前節で述べた温度指令値は，各炉帯における鋼材の温度上昇を (7.1) ， (7.2) 式の
鋼材モデルに従って計算しているため，高精度な温度指令算出には鋼材モデルの精度
を高めることが必要である。そこで加熱炉炉漏指令発生システムには，第 5 章で述べ
た AJNN を核とした鋼材モデルのパラメータチューニングシステムを設けた。本シ
ステムでは第 5 章で述べた理由で，モデル誤差を φ C K に集約し，抽出温度誤差が減少
する方向に φ C8 を修正する。図 7.6 に加熱炉炉混指令発生システムの構成を示す。パ
ラメータ修正部は抽出温度誤差と抽出温度が検出されたときの状態変数から，鋼材モ
デルの φC 1/修正量を出力する。状態変数として板厚，鋼材の挿入温度，各炉帯の温度
を考慮した。パラメータ修正部として，シミュレーションベーストパラメータ修正部
と実プラントベーストパラーメータ修正部を並列に設けたことが特徴で，どちらも
AJNN により構成されている。前者は加熱炉モデルを用いたシミュレータを用い，
種々の場合についての鋼材の温度誤差と φC 1/修正量の関係をデータベース化した後，
炉温指令発生システム
炉温指令値
算出部
シミュレーションヘ.ースト
ハ.うメータ修正部
実7'うントイースト
ハ.うメータ修正部
て〉
イヘ子
炉温指令値
実加熱炉
図 7.6 加熱炉制御システムの構成
抽出
温度
これを教師信号としてシステムの立ち上げに先立って学習したネットワークが備えら
れている。後者は実際のプラントから得た抽出温度誤差と状態変数を入力，チューニ
ングの最終結果として得られた φc g を対応した教師出力とした学習用データベースに
基づいた AJNNで処理が行なわれる。両者の出力を重み付け加算することにより，
最終的な φc g修正量が算出される。学習用データベースには，プラントが稼働
し，チューニングが行なわれる度に，一つないし数個づっ教師信号が蓄えられる。実
プラントベーストパラーメータ修正部は，これを学習してネットワークの出力精度を
高める。このため，プラントの立ち上げ初期は σ を l にし，シミュレーションペース
トパラメータ修正部の出力により， φc g を修正するロ一方，シミュレーションベース
トパラメータ修正部の出力はシミュレータの加熱炉モデルと実加熱炉の不一致による
本質的な誤差を有しており，これは不変である。このため学習用データベースに多様
な実機データが蓄えられた後は，これを用いて構築した実プラントベーストパラー
メータ修正部の出力の方が信頼性が高い。このため σ を小さくし，この影響を高める
処理を行なう。実際には，実加熱炉からの入力に類似のデータが学習用データベース
に含まれる場合に， σ を小さくして φc g 11多正量の精度を高める 。 さらにシミュレーショ
ンベーストパラメータ修正部と実プラントベーストパラメータ修正部の σ が一定以上
隔たっていた場合には，シミュレーションベーストパラメータ修正部の出力値を最終
的な φ cgの修正量とすることで，誤った値が出力されることを防いでいる。
以上述べた 2 つのパラメータ修正部を備えたモデルチューニングのアーキテクチャ
により，プラントの立ち上げ初期にはシミュレータが実加熱炉を模擬している範囲で
高精度な，またプラントが稼働 した後は，チュー ニングの実績を反映した φc gの修正
量が算出でき，信頼性の高いモデルチ ューニングを行うことができる 。
第 7.4 節 ニューラルネット構築支援システムの構成
第 7.4.1 項 ニューラルネット構築支援システムのコンセプト
ニューラ jレネット構築支援システムは，圧延，電力，化学，交通，公共等の産業プ
ラントにおいて，ニューラルネットを組み込んだシステムを構築する場合に，ワーク
ステーションベースでこれを支援するツールである。支援システムは，以下の 4 点を
コンセプトとして開発した。
( 1 )生産性向上の支援:ニューラルネット応用システムの構築時間短縮を目的と
した支援機能を設けた。具体的には，本論文で述べた中間層ニューロン数決定アルゴ
リズムをサポートし，この値を決めるのための試行錯誤を省略させた。また同一の教
師信号に対応して，異なった構造や重みの初期値で構築したニューラルネットの汎化
能力や汎化特性を，グループ化して一つのファイルにまとめる機能を備え，過去の試
行を容易に検索できる構成とした。
( 2 )信頼性向上の支援:ニューラルネットの信頼性を定性的にではあるが評価で
きる環境を提供した 。 すなわち誤出力する可能性をチェックする機能として，認識を
行うニューラルネットでは，誤認識した場合にどのクラスをどのクラスに間違えたか
を一覧として表示する機能を備えた 。 また関数近似を行つニューラルネットでは，誤
差が一定値以上の入力データを列挙する機能を備え，ネットワークの特性を観察でき
るようにした 。
( 3 )性能向上の支援:複数の学習アルゴリズムを備え，これらを選択的に使用可
能とした。学習方式として，通常のパックプロパゲーションの他に，本論文の第 3 章
で述べた教師入力信号に乱数を重畳させて入力する方式，後述する共役勾配法を応用
した学習でニューラルネットの出力誤差を低減させる方式等を備え，問題に応じてこ
れらを選択的に用いる環境を提供した。
( 4 )拡張性向上の支援:上述したプラン卜で頻繁に用いられる，ファジイ処理や
知識処理，数値解析処理等とリンクした実行系の構築を容易化した。すなわちニュー
ラルネットの処理ルーチンをサブルーチン化し，その他の処理からの呼び出しが可能
な構成とした。 またデータベースのフォーマットを これらの処理の問で統ーした。
第 7.4.2 項 ニューラルネット構築支援システムのソフトウェア構成
ニューラルネット構築支援システムのソフトウェア構成を図 7.7 に示す。本論文で
開発した内容は網掛部分であり，他のニューラルネット構築装置に対し本支援システ
ムを特徴付けるための中核機能となっている。
ネットワークおよびデータに対して，学習エンジンは図中の種々の学習方法のいず
れかにより，重みの更新を行う。通常の BP 法に対して， DBP は第 3 章記載の学習
方法で，教師信号に適当な乱数を重畳することにより，クラスタリングを行なうニュ
ーラルネットの認識性能を高める方式である。共役BP は重みの更新を総ての教師信
号の誤差に対して共役勾配方向に更新する方式で，ニューラルネットが学習する対象
により，学習回数の低減や教師信号の近似精度向上が実現できる。また適応BP は
(2.6) -. (2.9) 式の学習係数(誤差と重みの更新量の割合を与える定数)を学習
の進行(あるいは誤差の減少)と共に適切な割合で低下させることにより，やはり教
師信号の近似精度を高める方式である。
実行エンジンは，ある入力に対してニューラルネットの演算を行い，出力を算出す
る 。 同時にニューラルネットを，層数と各層のニューロン数で構成される構造データ
と重みデータからなる実行モジュールとしてサブルーチン化する 。 さらに次節で述べ
るように，必要に応じてこのサブルーチンを C のソースに変換する。
設計エンジンは，学習済みのニューラルネットを用いて，本論文の第 2 章で述べた
最適中間層ニューロン数決定アルゴリズムを実行し，算出された最適中間層ニューロ
ン数を提示する 。 さらに文献 1 で示されている統計解析や，文献 2 の感度解析結果を
基に，不要な入力ニューロンを提示し，ニューラルネットのコンパクトな設計を支援
する。評価エンジンは，教師信号に対する学習誤差や，未学習信号に対する汎化能力
を評価する。さらに前述したように，誤認識した場合にどのクラスをどのクラスに間
違えたかを一覧として表示したり，誤差が一定値以上の入力データを列挙する機能を
備え，ニューラルネットの特性が観察できる機能を設けた。
栴築支援ファイルとしては代表的なもののみを示す。組み込み実績ファイルには，
ネットワークの椛造や重みの初期値，学習プロセス(適用した学習方法，学習に要し
た回数，学笥パラメータの値，誤差の減少過程等)が，アプリケーション毎に記憶さ
データ
・教師信号
・ネットワークデータ
.学習データ
評価データ
れている。この情報を基に対象で稼働しているネットワークを忠実に再現したり，シ
ステム更新時に前回の情報を検窯することが容易になる。試行実績記憶ファイルは，
構築されたネットワークに対して，教師信号を特定する情報や，ネットワークの構造，
学習プロセス，ネットワークの性能等をひとまとめにして記憶している口同ーの教師
信号に対し程々の条件でネットワークを構築レ性能評価を行う場合に，これまでの試
行の検索を容易にし，試行の重複や欠落を避けることができる。操業データ記憶ファ
イルは，現場から採取した操業のデータを，操業条件や操業時期，操業場所との対応
で記憶する。この他にもユーザ定義により任意の支援ファイルが構築できる。
以上の機能に対し ユーザは Motif 上のグラフィックなユーザインタフェースでア
クセスでき，ニューラルネット応用システムの立ち上げや保守が効率化される。
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第 7.4.3 項 ニューラルネット構築支援システムを組み込んだ制御システムの構成
図 7.8 に，ニューラルネット構築支援システムが制御システムに組み込まれた場合
のシステム構成の一例を示す。制御システムは，上位の基幹制御 LAN と下位の制御
LAN を筏として構成される 。 支援システムは，制御対象のシミュレーションやこの
結果を基に圧延材の形状や温度情報をトラッキングするプロセスコンピュータや，コ
ントローラのプログラミング・モニタ装置である P 0 C (Programming Opcrating 
t 
-学習誤差評価
・汎化能力評価
.誤認識テ・ -j提示
.誤差大テ・ -j提示
Console) とともに，基幹制御 LAN に接続される。一方，下位の制御 LAN には，制
御演算を実行したり制御対象と信号の授受を行うコントローラや 1/0 (Input / 
t 
Output) が接続されている。
このような制御システムの中で効果的に稼働させるための機能として，支援システ
ムには以下の機能を備えた。
( 1 )基幹制御 LANへの接続機能:学習したネットワークの情報(構造，重み)
をコントローラへ転送したり， 1/0 から得た制御対象の操業データを前述した操業
データ記憶ファイルに格納することを，容易でしかも高速に行うことを目的として，
基幹制御 LANへの接続を可能とした。したがってこれらの処理を LAN を介して高
速に実行できる 。
図 7.7 支援システムのソフトウェア構成
( 2 )学習済みのニューラルネットを C コードへ変換しパッケージ化する機能:学
帳票/7トム
A3 己J
操業診断/解析
ギL
基幹制御 LAN
制御対象
ニューう j以ット構築
支援システム
亡ゴb
t白至三ヲ
図 7.8 ニューラルネット才毒築支援システムが
組み込まれた制御システム
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E -- Z 
習結果を図 7.7 の実行エンジンで C ソース化する機能と対応しており ニューラルネッ
ト演算を POC で作成する制御プログラムに埋め込み，他の制御処理と関連づけて実
行することが容易となる。 図 7.9 は，ニューラルネット演算を行つ C プログラムのパッ
ケージを制御演算とリンケージする機能の模式図である。図のように，第 6 章で述べ
たペトリネットベースの制御プログラム および現行広く用いられているラダープロ
グラムのいずれの場合も，リンケージは容易である 。 リンケージされた結果は，基幹
制御 LAN，下位制御 LAN を介して，コントローラに転送され，実行される。これ
によりニューラルネット演算の実行タイミングを，シーケンス演算の中で自由に設定
でき，ニューラルネット演算結果をシーケンス制御演算に反映させることも，特に工
夫なく行える 。
( 3 ) 出力先のパッケージに対して重みのデータのみを差し替える機能:再学習等
によりニューラルネットの重みが変更される度に，ネットワークの転送，シーケンス
プログラムとのリンケージを行う手間を省略することを目的としており，パッケージ
の転送先にアクセスし，重みのデータのみの差し替えを行う。実際には，支援システ
ムは転送先のコントローラにおけるパッケージの先頭アドレスを POC からの返信
で把握しておき，これを起点にニューラ ル ネ ッ トのプログラムが占有するエリア中で，
重みデータに相当する部分の差し替えを行う 。 これによりプラントの特性が変化した
場合等においても，同一構造のニューラルネットで重みのみを変更する場合であれば，
コンパイルやリンク演算なしで，短時間にニューラルネットの演算内容を変更できる 。
以上述べた機能の大半を備えたニューラルネット構築支援システムは， EURIK 
A m (glcctronic !lndc円tanding 制 REasoning by ~owledge 却ivation) の名で製品化さ
れ，圧延プラント，化学プラント等で稼働中であり，ニューラルネット応用システム
の構築，保守の効率化に大きな効果を発問している 。
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図 7.9 ニューラルネット演算プログラムと
制御プログラムのリンケージ
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第 7 . 5 節まとめ
本章では，本論文で提案した技術を現実のシステムに実装する場合の方法論を，車
番認識システム，圧延制御システム，ニューラルネット開発支援システムを例に示し，
開発技術の有用性を明らかにした 。
ニューラルネットは 車番認識システムにおいてはソフトウェア生産性の向上に，
また圧延制御システムのモデルチューニングにおいては高速なチューニングの収れん
に威力を発悔する 。 第 2 章，第 4 章で開発した技術を適用すれば中間層ニューロン数
の決定が迅速化されるため，ネットワーク構築の試行錯誤を軽減でき，システム立ち
上げの労力が軽減される 。 さらに車呑認識システムでは，第 3 章で述べた教師信号に
乱数を印加する学習方式により認識率の向上が，モデルチューニングでは，第 5 章で
示した AJNN により定常誤差を低減した高精度なチューニングが実現できる。さら
に汎用のニューラルネット開発支援システムに本論文で開発した技術を適用した場合
には，汎化能力を高めることを目的とした学習の支援，迅速な構造決定の支援が可能
となり，使用者に大きな利点を与えることができる 。
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第 8章結論
第 8章結論
本論文では，産業システムの制御・認識に多層ニューラルネットを適用する場合の
方法論を，ネットワークの構成の最適化，学習方法，制御装置における実行方式の観
点から検討した。 また検討結果を用いて実際の制御・認識システムを構築した例とし
て，車のナンパプレートを自動認識する車呑認識システム，圧延プラントにおける加
索以戸温度制御システムを示し，システム構成，従来技法との比較結果を明らかにした 。
さらにニューラルネット構築支援ツールの機能，ソフトウェア構成，および開発技術
の適用形態について述べ 本論文で提案した技術が開発した支援ツールを特徴あるツ
ールとして位置づける上で大きく貢献していることを示した 。 本論文で得られた主な
結論を以下に要約する 。
( 1 )多層ニューラルネットの中間層の最適ニユーロン数を“最大汎化能力を実現す
る最少数"と定義し，簡易な手法でこれを決定するアルゴリズムを開発した。具体的
には，学習済みのニューラルネットに教師入力信号を再入力したときの中間層ニュ
ーロンの動作に含まれる線形成分を求め，この値に対応するニューロン数をニューラ
ルネットに初期設定されているニューロン数から除くことが有効なことを示した。さ
らにクラスタリング問題を対象に，中間層 ニューロン数と汎化能力の関係を記述する
簡易なモデルを提案し，汎化能力が中間層 ニューロンの増加とともに増大しやがて飽
和する挙動の一般性を明らかにした。
開発手法を用いれば，中間層ニューロン数を決定するために 1 回の予備学習は必要
になるものの，従来行われていた試行錯誤的なシミュレーションは不要となり，ニュ
ーラルネット応用システムの構築時間を短縮できる 。
( 2 )パターン認識を行うニューラルネットの汎化能力最大化を目的に，学習方法の
改善を提案した。教師入力信号に，その都度発生させた適当な振幅の乱数を重畳する
ことが認識能力向上に有効なことを述べ そのメカニズムを明らかにした口さらに振
幅値を学習の進行とともに減少させ、最終的に O にすると クラスタ同士の相対距離
や，認識すべきデータに加わっているノイズの大きさに依存しない，高性能なネット
ワークが得られることを示した 。 開発手法では，教師信号が十分に揃えられていない
場合に従来学習法からの改善が顕著であり，少数の代表データのみを用いて素早く認
識システムを立ち上げたい場合，あるいは多数の教師信号を収集するのが時間的，コ
スト的に困難な場合に特に有効な方法である 。
( 3 )制御モデルのパラメータチューニングを高速・高精度に行うことを目的に，従
来のニューラルネットを拡張したアジャステイングニューラルネット (A J N N) を
提案した 。 AJNN は，通常のニューラルネットに，これと同一の構成および重みを
有した誤差算出用ニューラルネットを並列に結合したアーキテクチャを備えており，
通常のニューラルネットの出力から誤差算出用ニューラルネットの出力を減じた値を，
最終的に出力する D 誤差算出用ニューラルネッ ト の出力は制御モデルが正しいときの
通常ニューラルネットの出力誤差に対応しており，通常ニューラ Jレネットの出力から
この値を減じる処理によりチューニンク.の定常偏差 を O にできる 。 さらに，バックプ
ロパゲーションに用いる誤差関数を並列ネットワーク向けに修正した誤差関数を新た
に定義し，これを用いた並列ネットワークの学習と 誤差算出用ニューラルネットの
出力を O に低減する学習を組み合わせた， A J NNの学習方式を提案した。
AJNN を加熱炉涜度制御における鋼材モデルのパラメータチューニングに適用し
たシミュレーションで，現在広く用いられている線形式によるチューニングや従来の
ニューラルネットを用いたチューニングに比べ，少ない回数で定常満度誤差の小さい
チューニングが行えることを示した。
( 4 )ニューラルネットを搭載したコントローラの性能を総合的に高めることを目的
に，ニューラルネットにイJI泊する処理(シーケンス制御演算，ループ制御演算)を高
速化し， しかも各処理の切 り 換えを効率化することを検討- した 。 具休的には，ペトリ
ネットのトークン遷移を模擬した手法でタスクのわ11出を行い，現在実行すべき処理の
みを制御の対象とすることで，コントローラの演算量を i刊滅する手法を開発した 。 開
発方式ではペトリネットのトークンの概念を拡張し，新たに実行トークンと終了トー
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クンを定義する 。 そしてトークンが存在するボックスをスタックに登録し，実行トー
クンを有したボックスの抽出をボックスの処理の，また終了トークンを有したボック
スの抽出を関連するトークン移行判定処理の実行タイミングに対応させる 。 これによ
り， トークン移行処理に要する演算を最小化できるとともに，ニューラルネット演算
を含む各種処理の実行タイミングやトークン移行処理のタイミングを時分割の中で効
率的に設定できる 。
開発手法を試作システムで評価し，従来の全スキャン方式に比べてシーケンス制御
の応答時間を一桁以上高速化できることが可能なことを示した。
( 5 )本論文で提案した技術を現実のシステムに実装する場合の構成を，車番認識シ
ス子ム，圧延制御システム，ニューラルネット開発支援システムを例に示し，従来技
術との比較を通して開発技術の有用性を明らかにした。
ニューラルネットは， 車呑認識システムにおいてはソフトウェア生産性の向上に，
また圧延制御システムのモデルチューニングにおいては高速なチューニングの収れん
に威力を発部する 。 開発技術の適用により中間層ニューロン数の決定が迅速化される
ため，ネットワーク併築の試行錯誤を軽減できる 。 さらに車番認識システムでは，教
師信号に乱数を印加する学習方式により認識率の向上が，モデルチューニングでは，
AJNN により定常誤差を低減 した高精度なチューニングが実現される。また汎用の
ニューラルネット開発支援システムに開発技術を適用した場合には，汎化能力を高め
ることを目的とした学習の支援，迅速な栴造決定の支援が可能となり，使用者に大き
な利点を与えることができる 。
本論文で提案した技術により，ニュ ー ラルネットを応用展開する場合の課題のいく
つかが解決できた。 ニューラルネットの適用分野は，論文中に述べた制御，認識装置
から，電力やエネルギの需要，株価等の予測装置，プラントの異常診断装置，家電品
等，産業の各分野に広がっている 。 本論文の成果はこれらを開発する場合の期間短縮，
性能向上に大きく貢献できるものと考えている 。
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