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Starting from the single-particle Dirac Hamiltonian for charge carriers in monolayer transition
metal dichalcogenides (TMDs), we construct a four-band Hamiltonian describing interlayer excitons
consisting of an electron in one TMD layer and a hole in the other TMD layer. An expression
for the electron-hole interaction potential is derived, taking into account the effect of the dielectric
environment above, below, and between the two TMD layers as well as polarization effects in the
transition metal layer and in the chalcogen layers of the TMD layers. We calculate the interlayer ex-
citon binding energy and average in-plane interparticle distance for different TMD heterostructures.
The effect of different dielectric environments on the exciton binding energy is investigated and a
remarkable dependence on the dielectric constant of the barrier between the two layers is found,
resulting from competing effects as a function of the in-plane and out-of-plane dielectric constants
of the barrier. The polarization effects in the chalcogen layers, which in general reduce the exciton
binding energy, can lead to an increase in binding energy in the presence of strong substrate effects
by screening the substrate. The excitonic absorbance spectrum is calculated and we show that the
interlayer exciton peak depends linearly on a perpendicular electric field, which agrees with recent
experimental results.
I. INTRODUCTION
Monolayer transition metal dichalcogenides (TMDs)
such as MoS2, MoSe2, WS2, WSe2, etc.
1–6, lack inversion
symmetry, which leads to a direct band gap at the cor-
ners of the hexagonal first Brillouin zone. This allows for
the optical excitation of excitonic states7–11, i.e. bound
systems of an electron and a hole. Monolayer TMDs are
strictly two dimensional (2D) systems and as a result
the excitons in these systems are very tightly bound, i.e.
they have binding energies of the order of several hun-
dreds of meV, which is two orders of magnitude larger as
compared to excitons in conventional three dimensional
semiconductors12–16.
More recently attention has turned towards assembling
and studying van der Waals heterostructures17. This in-
cludes the possibility of stacking different kinds of TMDs
on top of each other. When this stacking results in a
type-II band alignment, which is predicted to occur in a
wide range of TMD heterostructures18–22, it is possible
to optically excite so-called interlayer excitons. These are
excitons consisting of an electron localized in one of the
TMD layers and a hole localized in the other TMD layer
and play a crucial role in excitonic superfluidity23–27.
These interlayer excitons, which were detected in recent
experiments28–32, have a binding energy, of the order of
hundred meV, and their lifetime is one to two orders of
magnitude larger than that of intralayer excitons29,30.
There are a few theoretical works studying interlayer
excitons in TMD heterostructures, for example by us-
ing ab initio many-body perturbation theory with the
Bethe-Salpeter equation33, which is computationally de-
manding, and by solving the effective mass Wannier
equation34. In the present paper we construct a theo-
retical two-body massive Dirac model for describing in-
terlayer excitons, including a complete description of the
interlayer electron-hole interactions obtained by solving
the Poisson equation for a general heterostructure sys-
tem, which allows to calculate exciton binding energies,
in-plane interparticle distances, and the excitonic ab-
sorbance spectrum. This model has the advantages of be-
ing computationally fast and yet still allowing to include
the effects of the valence bands. We use it to investigate
the effect of different dielectric environments and polar-
ization effects in the chalcogen layers on the interlayer
exciton binding energy and we compare our calculated
excitonic absorbance spectrum and electric field depen-
dent interlayer exciton energies to recent experimental
results.
Our paper is organized as follows. In Sec. II we present
an outline of the exciton model and the calculation of the
interlayer electron-hole interaction potential. The nu-
merical results are discussed in Sec. III. We summarize
the main conclusions in Sec. IV.
II. MODEL
A. Exciton Hamiltonian
We start from the effective low-energy single-electron
Hamiltonian35 in the basis Bes,τ = {|φec,s,τ 〉 , |φev,s,τ 〉}
spanning the 2D Hilbert space Hes,τ , with |φec,s,τ 〉 and
|φev,s,τ 〉 the atomic orbital states at the conduction (c)
and valence (v) band edge, respectively:
Hes,τ (k) = at(τkxσx + kyσy) +
∆
2
σz +
λsτ
2
(I2 − σz),
(1)
where σi (i = x, y, z) are Pauli matrices, I2 is the two by
two identity matrix, a the lattice constant, t the hopping
parameter, τ = ±1 the valley index, s = ±1 the spin
index, ∆ the band gap, and λ the spin-orbit coupling
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2strength leading to a spin splitting of 2λ at the valence
band edge.
Since a hole with wave vector k, spin s, and valley in-
dex τ is the absence of an electron with opposite wave
vector, spin, and valley index, the single-hole Hamil-
tonian can immediately be obtained from the single-
electron Hamiltonian as Hˆhs,τ (k) = −Hˆe−s,−τ (−k), and
the eigenstates of this Hamiltonian span the Hilbert
space Hhs,τ . The total exciton Hamiltonian acts on the
product Hilbert space spanned by the tensor products
of the single-particle states at the band edges, Bexcα =
Bese,τe ⊗ Bhsh,τh , and is given by
Hexcα (k
e,kh, reh, h) =H
e
se,τe(k
e)⊗ I2
− I2 ⊗He−sh,−τh(−kh)− V (reh, h)I4,
(2)
where α is a shorthand notation for {se, τe, sh, τh} and
the electron-hole interaction potential V (reh, h) is de-
rived in the next subsection with reh = |re − rh| the
in-plane distance between the electron and the hole and
h the interlayer distance. Explicitly writing out the dif-
ferent matrix elements gives
Hexcα (k
e,kh, reh, h) =

δ1 − V (reh, h) ahth(−τhkhx − ikhy ) aete(τekex − ikey) 0
ahth(−τhkhx + ikhy ) δ2 − V (reh, h) 0 aete(τekex − ikey)
aete(τekex + ik
e
y) 0 δ3 − V (reh, h) ahth(−τhkhx − ikhy )
0 aete(τekex + ik
e
y) a
hth(−τhkhx + ikhy ) δ4 − V (reh, h)
 , (3)
with
δ1 =
∆e −∆h
2
,
δ2 =
∆e + ∆h
2
− λhshτh,
δ3 = −∆
e + ∆h
2
+ λeseτe,
δ4 = −∆
e −∆h
2
+ λeseτe − λhshτh.
(4)
The eigenvalue problem for this Hamiltonian,
Hexcα (k
e,kh, reh, h) |Ψexcα 〉 = Eexcα (ke,kh) |Ψexcα 〉 , (5)
defines the interlayer exciton energy Eexcα (k
e,kh)
and the interlayer exciton eigenstate |Ψexcα 〉 =(|φe,hc,c 〉 , |φe,hc,v 〉 , |φe,hv,c〉 , |φe,hv,v〉)T , where the subscript α and
the superscript exc have been dropped in the right hand
side for notational clarity. In this work we will always
consider α = {1, 1,−1,−1}. The above eigenvalue prob-
lem is a matrix equation which can, following a procedure
analogous to earlier works27,36–39, be decoupled into a
single equation. Transforming to center of mass and rel-
ative coordinates, taking the center of mass momentum
to be zero, and assuming the electron and hole kinetic
energies to be small compared to the band gap and the
exciton energy, this equation reduces for s-state excitons
to
[
− (ahth)2( 1
Eexcα + V (r, h)− δ1
∇2r +
∂
∂r
(
1
Eexcα + V (r, h)− δ1
)
∂
∂r
)
+ δ2 − V (r, h)
− (aete)2
(
1
Eexcα + V (r, h)− δ4
∇2r +
∂
∂r
(
1
Eexcα + V (r, h)− δ4
)
∂
∂r
]
φe,hc,v (r) = E
exc
α φ
e,h
c,v (r),
(6)
where φe,hc,v (r) is the component of the exciton eigenstate
representing an exciton consisting of an electron in the
conduction band and a hole in the valence band. Note
that our choice of α and the zero center of mass momen-
tum imply that we study optically active excitons. We
presented a detailed derivation of this equation and the
expressions for calculating the other three components
of the exciton eigenstate in Appendix A of Ref. [39].
3FIG. 1: (Color online) Schematic of a TMD heterostructure
with substrates with isotropic dielectric constants εb and εt
below and above the system, respectively. (a) The TMDs
are modeled by monolayers with 2D polarizabilities χb2D and
χt2D for the bottom and top TMD layer, respectively. The
barrier between the two layers has a dielectric constant εr and
εz parallel and perpendicular to the plane, respectively. (b)
The TMDs are modeled by trilayers with 2D polarizabilities
χi,M2D and χ
i,X
2D for the transition metal and chalcogen layers,
respectively, with i = b, t. In between the two TMDs are hBN
layers with 2D polarizability χhBN2D .
The above equation is a differential eigenvalue equation,
which we solve with the finite element method, with the
additional complication of the eigenvalue appearing in
the left hand side as well. Therefore we have to solve
this equation self-consistently by choosing an initial value
for Eexcα and inserting it in the left hand side and nu-
merically calculating the corresponding eigenvalue in the
right hand side. This newly calculated eigenvalue is sub-
sequently used in the left hand side to calculate a new
eigenvalue. This is repeated until convergence is reached.
After the exciton energy Eexcα is obtained, the binding
energy is obtained from
Eexcb,α =
∆e + ∆h
2
− λhshτh − Eexcα . (7)
B. Electron-hole interaction
Excitons in a single TMD layer are governed by the
intralayer interaction potential which, due to non-local
screening effects, is given by40–42
V intra(rij) =
e2
4piκε0
pi
2r0
[
H0
(
rij
r0
)
− Y0
(
rij
r0
)]
, (8)
with rij = |ri − rj |, where Y0 and H0 are, respectively,
the Bessel function of the second kind and the Struve
function, with κ = (εb + εt)/2 where εb(t) is the di-
electric constant of the environment below (above) the
TMD monolayer, and with r0 = χ2D/(2κ) the screen-
ing length where χ2D is the 2D polarizability of the
TMD. For r0 = 0 this potential reduces to the bare
Coulomb potential V (rij) = e
2/(4piκε0rij). Increasing
the screening length leads to a decrease in the short-
range interaction strength while the long-range inter-
action strength is unaffected. For very large screening
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FIG. 2: (Color online) (a) Solid, blue: Interlayer interac-
tion potential between a hole and an electron in a TMD
heterostructure for εb = εt = εs = 1, interlayer distance
h = 1 nm, and with 2D polarizabilities χb2D = χ
t
2D = 8 nm.
Dashed, red: Same as the previous but now for χt2D = 0.
Dot-dashed, green: Interlayer interaction potential taking
into account the polarizabilities of the chalcogen layers with
χb,X2D = χ
t,X
2D = 2 nm. Dotted, black: Intralayer interaction
potential with r → √r2 + h2. (b) Interlayer interaction po-
tential for a MoS2-WS2 heterostructure on SiO2 (blue) and
between hBN layers (red) and with 1 layer of hBN between
the two TMDs which are modeled by trilayers with (dashed)
and without (solid) polarization effects in the chalcogen lay-
ers with χX2D = χ
M
2D/4. We use εb = 3.8 for SiO2 and
(εr = 4.5, εz = 1) for the hBN substrates. For the hBN
layer in the barrier we use χhBN2D = 1.17 nm. For Mo and for
W we use χMo2D = 8.29 nm and χ
W
2D = 7.58 nm, respectively.
lengths r0 → ∞ the interaction potential becomes loga-
rithmic, i.e. V (rij) = e
2/(4piκε0r0)ln(r0/rij).
The electron-hole interaction which binds the inter-
layer exciton differs considerably from the above in-
tralayer interactions. An expression for this interlayer in-
teraction potential can be found by starting from Gauss’s
law and is derived in Appendix A. In Fig. 1 we show two
possible models of a TMD heterostructure. In (a) the
TMDs are modeled by monolayers and the barrier be-
tween the two TMDs is modeled by a 3D homogeneous
material. The substrates above (t) and below (b) the
TMD heterostructure are assumed to be isotropic, i.e.
ε
t/b
r = ε
t/b
z = εt/b, whereas for the barrier between the
4two TMDs the more general case in which εr and εz can
differ from each other is considered. For the interaction
between a charge in the top layer (z′ = h/2) and a charge
in the bottom layer (z = −h/2) we find the following
wave vector dependent dielectric function:
ε
(
q,−h
2
,
h
2
)
=
εb + εt + (χ
b
2D + χ
t
2D)q
2
cosh
(√
εr
εz
hq
)
+
εrεz + (εb + χ
b
2Dq)(εt + χ
t
2Dq)
2
√
εrεz
sinh
(√
εr
εz
hq
)
,
(9)
with h the distance between the two TMDs and with χb2D
(χt2D) the 2D polarizability of the bottom (top) TMD. In
general, no analytic expression can be found for the real
space interaction potential (A7) and one has to resort
to numerical integration. The results are shown in Fig.
2(a). This shows that the interaction potential is consid-
erably weaker than what is found by simply substitut-
ing r → √r2 + h2 in the intralayer interaction potential
(8). The only limits for which an analytic expression
for the real space interaction potential can be found are:
1) h = 0, for which ε(q) = κ + χ2Dq/2 and the inter-
action potential reduces to the intralayer potential (8)
(when one of the 2D polarizabilities is set to 0) and 2)
χb2D = χ
t
2D = 0 and εb = εt = εr = εz = 1, for which
ε(q, h) = ehq and the interaction potential reduces to
q1q2/(4piε0
√
r2 + h2).
In Fig. 1(b) the TMDs are modeled by trilayers, i.e. a
transition metal layer between two chalcogen layers, and
the barrier between the two TMDs is modeled by a stack
of 2D layers. The interlayer distance h is defined as the
separation between the transition metal layers of the two
TMDs and is therefore given by h = (Ns + 3)d with Ns
the number of layers in the barrier and d = 0.333 nm
the elementary distance between the different layers in
the system. Therefore, when there is no barrier between
the two TMDs, the interlayer distance h equals 1 nm.
In principle an analytic expression for ε(q,−h/2, h/2) for
the interaction between a charge in the transition metal
layer of the top TMD and a charge in the transition metal
layer of the bottom TMD can be found. This expression
is very lengthy and is given in Appendix B for a single
hBN layer barrier and in the limit of no polarization in
the chalcogen layers. The real space interaction potential
can only be determined numerically. The interlayer inter-
action potential in the double trilayer model is shown in
Fig. 2(b). As expected, the additional dielectric screen-
ing effect in the chalcogen layers reduces the interaction
strength. The dielectric environment above and below
the heterostructure only leads to an approximately con-
stant shift of the interaction potential.
III. RESULTS
In Table I (Table II) we give the binding energy (aver-
age in-plane interparticle distance) of interlayer excitons
TABLE I: Interlayer exciton binding energy (meV) for dif-
ferent TMD heterostructures modeled by two monolayers on
top of a SiO2 substrate (εb = 3.8) with interlayer distance
h = 0.6 nm (left) and h = 1 nm (right) (i.e. no barrier be-
tween the two TMDs). The rows and columns indicate the
n-doped (bottom layer) and p-doped (top layer) materials,
respectively.
MoS2 MoSe2 WS2 WSe2
MoS2 119.5/103.1 112.3/97.1 117.1/101.4 112.1/97.1
MoSe2 113.9/98.7 107.4/93.2 111.4/96.9 106.9/93.0
WS2 116.4/100.7 109.3/94.7 114.8/99.6 109.7/95.3
WSe2 112.7/97.7 106.1/92.1 110.9/96.5 106.3/92.5
TABLE II: Average interlayer exciton in-plane interparticle
distance (nm) for the same systems as in Table I.
MoS2 MoSe2 WS2 WSe2
MoS2 2.37/2.67 2.43/2.75 2.57/2.89 2.62/2.95
MoSe2 2.41/2.72 2.47/2.79 2.63/2.95 2.67/3.00
WS2 2.58/2.91 2.66/3.00 2.75/3.09 2.81/3.16
WSe2 2.61/2.93 2.68/3.02 2.79/3.13 2.84/3.19
in different TMD heterostructures for two different inter-
layer distances: h = 0.6 nm, which is the lower bound
from ab initio predictions43,44, and the above mentioned
theoretical value h = 1 nm. As such we have a range of
binding energies and interparticle distances which should
be relevant for experiments. For these calculations we
used the parameters given in Table III. To calculate the
exciton in-plane interparticle distance we start from the
electron-hole correlation function, defined as
Cαeh(r) = 〈Ψexcα |δ(re − rh − r)|Ψexcα 〉 , (10)
from which we can calculate the probability to find the
electron and hole at a distance r. For an axisymmetric
system, this reduces to
Pαeh(r) = 2pirC
α
eh(r), (11)
which satisfies ∫ ∞
0
Pαeh(r)dr = 1. (12)
The average electron-hole distance is then obtained by
〈rαeh〉 =
∫ ∞
0
rPαeh(r)dr = 2pi
∫ ∞
0
r2Cαeh(r)dr. (13)
It is important to note that in Tables I and II we show
all the possible combinations of TMDs, including those
where both TMDs are identical, for the sake of complete-
ness. In order to optically excite interlayer excitons one
needs a type-II band alignment where the energy bands
of the electron TMD are shifted downwards in energy
with respect to those of the hole TMD, which is predicted
5TABLE III: Lattice constant (a)35, hopping parameter (t)35,
band gap (∆)35, spin splitting (2λ)45, and 2D polarizability
(χ2D)
46 for different TMD materials.
a (nm) t (eV) ∆ (eV) 2λ (eV) χ2D (nm)
MoS2 0.32 1.10 1.66 0.15 8.29
MoSe2 0.33 0.94 1.47 0.18 10.34
WS2 0.32 1.37 1.79 0.43 7.58
WSe2 0.33 1.19 1.60 0.46 9.02
to occur in a wide range of TMD heterostructures18–22.
For heterostructures which do not have a type-II band
alignment we artificially put the electron in one TMD
and the hole in the other TMD. In theory, the necessary
band alignment can always be created for any combina-
tion of TMDs using a perpendicular electric field, how-
ever the required electric field strengths may be unreal-
istically large depending on the band offsets. It is also
possible to create interlayer excitons by external doping
of the different TMDs of choice but in that case a dielec-
tric barrier is required between the two TMDs to prevent
immediate electron-hole recombination.
The difference between the maximum (MoS2-MoS2)
and minimum (WSe2-MoSe2) binding energy in Table I is
13.4 meV for h = 0.6 nm and 11 meV for h = 1 nm. The
binding energies for h = 1 nm are smaller than those for
h = 0.6 nm because of the reduced interaction strength.
Heterostructures consisting of two TMD layers contain-
ing sulfur have noticeably larger binding energies than
heterostructures consisting of two TMD layers containing
selenium. The difference between the maximum (WSe2-
WSe2) and minimum (MoS2-MoS2) interparticle distance
in Table II is 0.47 nm for h = 0.6 nm and 0.52 nm for
h = 1 nm. The interparticle distances for h = 1 nm are
larger than those for h = 0.6 nm because of the reduced
interaction strength. Heterostructures consisting of two
TMD layers containing tungsten have noticeably larger
interparticle distances than heterostructures consisting of
two TMD layers containing molybdenum. Therefore we
can conclude that the chalcogen atoms mostly influence
the binding energy whereas the transition metal atoms
mostly influence the interparticle distance. Notice also
that the result for e.g. MoS2-MoSe2 is slightly different
from that for MoSe2-MoS2 because of the asymmetric
dielectric environment. The intralayer exciton binding
energies are, respectively, 320.9 meV, 290.1 meV, 284.6
meV, and 265.1 meV for monolayer MoS2, MoSe2, WS2,
and WSe2 on a SiO2 substrate. These are about a fac-
tor 3 larger than the interlayer exciton binding energies.
The corresponding intralayer exciton average interparti-
cle distances are 1.02 nm, 1.05 nm, 1.21 nm, and 1.22 nm,
respectively. These are about a factor 2.5 smaller than
the interlayer exciton average interparticle distances.
In Table IV we compare the interlayer exciton binding
energies for two different TMD heterostructures with the
other theoretical works mentioned in the Introduction.
TABLE IV: Exciton binding energy (meV) for the lowest
three s-states for two different TMD heterostructures in vac-
uum and on top of a SiO2 substrate (εb = 3.8), modeled by
two monolayers (left) and two trilayers with no polarization
effects in the chalcogen layers (right), with interlayer distance
h = 0.6 nm and h = 1 nm (i.e. no barrier between the two
TMDs) compared to other theoretical works. Mo- and W-
based TMDs are n-doped (bottom layer) and p-doped (top
layer), respectively.
Substrate State Current work Theory
0.6 nm 1 nm
MoS2-WS2 Vacuum 1s 221 197 430 [33]
2s 134 124 -
3s 91 86 -
SiO2 1s 117/139 101/120 -
2s 56/65 51/59 -
3s 32/36 30/34 -
MoSe2-WSe2 Vacuum 1s 195 175 320 [33]
2s 123 114 -
3s 86 81 -
SiO2 1s 107/124 93/108 173 [34]
2s 54/62 49/57 69 [34]
3s 32/36 30/33 35 [34]
We find considerably smaller binding energies which is
possibly due to the fact that other models for the inter-
action potential are used in the other theoretical works.
The agreement is better for higher excited states, which
is because the binding energy converges to 0 in this limit,
and for smaller interlayer distances. In Ref. [33] inter-
layer distances between 0.6 nm and 0.65 nm were used
whereas in Ref. [34] an interlayer distance of 0.645 nm
was used. Little to no details on the interaction poten-
tial are given in Ref. [33] but the authors claim that
their large interlayer exciton binding energies, which are
only 20% smaller than the intralayer exciton binding en-
ergies, are the result of reduced out-of-plane screening.
However, we found in Fig. 2 that the interlayer interac-
tion potential is considerably weaker than what would be
expected from a simple substitution r → √r2 + h2 in the
intralayer interaction potential because there is a screen-
ing effect in both TMDs. In Ref. [34] a model similar to
ours is used for the interlayer interactions, except that the
TMDs are modeled by homogeneous slabs with a certain
thickness and constant dielectric constant, meaning that
there can be a spacing between the charge carriers and
the substrate, whereas we model the TMDs by strictly 2D
materials with a 2D polarizability. To facilitate compar-
ison we have therefore also done the calculations for the
case in which the TMDs are modeled by trilayers with-
out polarization effects in the chalcogen layers, meaning
that there is a spacing of 0.666 nm between the transition
metal layer and the SiO2 substrate, in accordance with
Fig. 1(b). These results are also shown in Table IV and
we find that the interlayer exciton binding energies are
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FIG. 3: (Color online) 2D polarizability of the hBN layers
for which the interaction potential is identical to that when
a homogeneous barrier is present between the TMDs, which
we model by monolayers, with εr = 4.5 and εz = 1, as a
function of the number of hBN layers. We take εb = εt = 1
and χb2D = χ
t
2D = 8 nm. The thickness of the homogeneous
barrier is modified according to the number of hBN layers.
The red dashed line indicates the in-plane 2D polarizability
χhBN2D = d(εr − 1). The blue curve is a guide to the eye.
larger due to the reduced influence of the substrate and
as such the results are closer to those of Ref. [34].
There are two possible ways of modeling the presence
of hBN as a barrier: as a homogeneous 3D slab with a rel-
ative dielectric constant εs or as a stack of 2D layers with
2D polarizability χhBN2D . The relation between these two
parameters is approximately given by χhBN2D = d(εs−1)42.
When we calculate the interlayer interaction potential in
both models we find that they can never be identical
when hBN is assumed to be isotropic in the 3D model.
It turns out that we need to put the out-of-plane relative
dielectric constant equal to 1 in order to have equal in-
teraction potentials in the two models. In Fig. 3 we show
the 2D polarizability for which the interaction potential
in the 2D model is identical to that in the 3D model with
εz = 1 and εr = 4.5 as a function of the number of hBN
layers. This shows that for an increasing number of hBN
layers the equivalent 2D polarizability converges to the
result found using the formula of Ref. [42]. For a finite
number of layers the 2D polarizability is always larger
than this limiting value, with a maximum difference of a
factor 2 for a single hBN layer.
In Table V we show the interlayer exciton binding
energy for two different heterostructures, modeled by
two trilayers with and without polarization effects in the
chalcogen layers, in two different dielectric environments
and for a different number of hBN layers between the two
TMDs. As expected, the binding energy decreases with
increasing number of layers in the barrier and when there
are polarization effects in the chalcogen layers, with the
latter effect being stronger than the former. Even though
the in-plane dielectric constant of hBN is larger than that
TABLE V: Exciton binding energy (meV) for two different
TMD heterostructures in two different dielectric environments
for 1 up to 3 layers of hBN between the two TMDs which are
modeled by trilayers with (right) and without (left) polariza-
tion effects in the chalcogen layers with χX2D = χ
M
2D/4. We
use εb = 3.8 for SiO2 and (εr = 4.5, εz = 1) for the hBN sub-
strates. For the hBN layers in the barrier we use χhBN2D = 1.17
nm. Mo- and W-based TMDs are n-doped (bottom layer)
and p-doped (top layer), respectively.
Substrate t/b NhBN = 1 NhBN = 2 NhBN = 3
MoS2-WS2 Vacuum/SiO2 103/83 90/74 81/68
hBN/hBN 133/107 118/97 107/88
MoSe2-WSe2 Vacuum/SiO2 94/75 83/68 75/62
hBN/hBN 121/96 108/87 98/81
of SiO2, the interlayer exciton binding energy of a system
with hBN both above and below the heterostructure is
larger than that of a system with vacuum (SiO2) above
(below) the heterostructure. This is because the out-of-
plane dielectric constant of hBN is smaller than that of
SiO2.
In Fig. 4 we show the interlayer exciton binding en-
ergy (a) and average in-plane interparticle distance (b)
as a function of the interlayer distance and we compare
the monolayer and the trilayer model for the TMDs.
The binding energy decreases in both models with in-
creasing interlayer distance due to the reduced interac-
tion strength, with the binding energy at h = 10 nm
being more than twice as small as the value at h = 1
nm for the ground state. The additional polarization in
the chalcogen layers in the double trilayer model reduces
the binding energy by an amount in the order of tens of
meV, with the effect being more pronounced at small in-
terlayer distances. For higher excited states, which have
smaller binding energy, the effect of the chalcogen layers
is less pronounced. Correspondingly, the average inter-
particle distance of the interlayer exciton increases with
increasing interlayer distance, reaching more than twice
the value of h = 1 nm at h = 10 nm for the ground state.
The polarization in the chalcogen layers increases the av-
erage interparticle distance by about 0.5 nm, 1nm, and
1.5 nm for the 1s, 2s, and 3s exciton, respectively. This
means that the chalcogen layers lead to a larger absolute
increase in the average interparticle distance of higher ex-
cited states, although the relative increase in interparticle
distance is smaller for higher excited states. Remarkably,
in absolute terms, the effect of this additional polariza-
tion on the interparticle distance is approximately inde-
pendent on the interlayer distance.
We show the dependencies of the interlayer exciton
binding energy on the different relative dielectric con-
stants of the system in Fig. 5. The exciton binding en-
ergy decreases by a factor 4 when the dielectric constant
of the substrate below the TMD heterostructure increases
from 1 to 10, as shown in Fig. 5(a). When the polar-
ization in the chalcogen layers is taken into account in
70
50
100
150
200
0 2 4 6 8 10
0
5
10
15
20
FIG. 4: (Color online) Binding energy (a) and average in-
plane interparticle distance (b) for the 1s (blue), 2s (red), and
3s (black) interlayer excitons in a MoS2-WS2 heterostructure
in vacuum, modeled by two monolayers (solid) and two trilay-
ers with χX2D = χ
M
2D/4 (dashed). We take no barrier between
the two TMDs. Mo- and W-based TMDs are n-doped (bot-
tom layer) and p-doped (top layer), respectively.
the double trilayer model the decrease in binding energy
is limited to a factor 3 for the same dielectric constant
range. At low dielectric constants this additional polar-
ization leads to a decrease in binding energy. However,
for dielectric constants above εb ≈ 7 the additional polar-
ization leads to an increase in binding energy. This can
be explained due to the fact that, although the chalco-
gen layers themselves weaken the interactions, they also
screen the effect of the substrate. When the effect of the
substrate is stronger than that of the chalcogen layers,
i.e. for large values of εb, this screening of the substrate
can enhance the total interaction strength.
We find a remarkable dependence on the isotropic di-
electric constant εs = εr = εz of the barrier between the
two TMD layers, as shown in Fig. 5(b). At first the bind-
ing energy increases with increasing εs, before reaching
a maximum at εs ≈ 4 after which it starts to decrease.
When the additional polarization in the chalcogen layers
is taken into account this dependence changes quantita-
tively, the binding energy is reduced, the dependence on
εs is less pronounced, and the maximum binding energy
is reached at a slightly smaller value of εs, but qualita-
tively it remains the same. To gain more insight into
this behavior we also study the anisotropic case. The
εr-dependence, as shown in Fig. 5(c), is similar to the
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FIG. 5: (Color online) Binding energy for interlayer excitons
in a MoS2-WS2 heterostructure with interlayer distance h = 1
nm, modeled by two monolayers (blue, solid) and two trilayers
with χX2D = χ
M
2D/4 (red, dashed) as a function of εb (a), εs
(b), εr (c), and εz (d). The dielectric constants which are not
varied are set to 1 for each figure. The red dashed curves in
(b) and (d) are shifted upwards by 40 meV for clarity. Mo-
and W-based TMDs are n-doped (bottom layer) and p-doped
(top layer), respectively.
εb-dependence but it is less strong. At some value of
εr between 12 and 13 the additional polarization in the
chalcogen layers again leads to an increase in the exci-
ton binding energy. It is not entirely clear what physical
mechanism is behind this increase. Finally, we show the
εz-dependence of the exciton binding energy in Fig. 5(d).
In contrast to what might be expected, we find that the
binding energy increases as a function of εz. In the limit
of large εz it converges to a fixed value. When the po-
larization in the chalcogen layers is taken into account
this convergence occurs at smaller values of εz. We find
limiting values of Eb = 315 meV and Eb = 165 meV in
the absence and presence of the chalcogen layers, respec-
tively. We can conclude that εr and εz are in competition
with each other for the εs-dependence of the binding en-
ergy. It is the increase as a function of εz which causes
the binding energy in (b) to increase for small values of
εs, whereas the decrease as a function of εr and the con-
vergence at large εz lead to the subsequent decrease in
binding energy.
When both the excitonic energy spectrum as well as
the wave functions are known we can also calculate the
absorbance spectrum using the formula47
α(ω) ∝ 1
ω
Im
∑
j
|P0|2|φe,h,jc,v (0)|2
Ej − ~ω − iγ
 , (14)
with Ej the exciton energy of state j, φ
e,h,j
c,v the corre-
sponding dominant component of the exciton wave func-
tion, ~ω the photon energy, γ the broadening of the
peaks and where P0 = 2m0at/~ is the coupling strength
with optical fields of circular polarization evaluated at
the band edges35. The result is shown in Fig. 6. The
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FIG. 6: (Color online) Excitonic absorbance spectra for a
MoSe2-WSe2 heterostructure modeled by two monolayers on
a SiO2 substrate (εb = 3.8) with vacuum on top, in the ab-
sence (a) and presence (b) of a perpendicular electric field of
−0.1 V/nm and with interlayer distance h = 1 nm (i.e. no
barrier between the two TMDs). We used a broadening of
γ = 10 meV. The red dashed curve is the experimental pho-
toluminescence result from Ref. [30]. The interlayer (I) and
intralayer (Mo/W) exciton (E) and trion (T) peaks are indi-
cated on the figure. Mo- and W-based TMDs are n-doped
(bottom layer) and p-doped (top layer), respectively.
highest energy peak corresponds to intralayer excitons
in the WSe2 layer. The peak next to it corresponds to
intralayer excitons in the MoSe2 layer. The small low-
energy peak corresponds to interlayer excitons. We have
modified our band gap parameters in order to align the
different peaks with those from the experimental results.
As such we find an offset between the conduction bands
of the two TMDs of 515 meV and a valence band off-
set of 453 meV. These results are indeed larger than the
lower bounds of 310 meV and 230 meV for the conduction
band offset and valence band offset, respectively, which
were found in Ref. [30]. The additional peaks which are
present in the experimental results correspond to trions,
which are not considered in our calculations. There are
considerable differences in the intensities of the interlayer
exciton and the WSe2 intralayer exciton peaks between
our absorbance spectrum and the experimental photolu-
minescence spectrum. The difference lies in the degree
of occupation of the different excitonic states. This de-
pends on multiple factors such as the temperature, laser
power, recombination times, . . . , and is therefore difficult
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FIG. 7: (Color online) (a) Schematic of the band diagram
of a MoSe2-WSe2 heterostructure with (dashed) and without
(solid) a perpendicular electric field. ∆Mo (∆W) indicates the
intralayer exciton band gap in MoSe2 (WSe2) and ∆I indi-
cates the interlayer exciton band gap. (b) 1s (blue), 2s (red),
and 3s (black) interlayer exciton energy as a function of the
perpendicular electric field pointing from MoSe2 to WSe2 in
the case of a hBN substrate above and below the heterostruc-
ture. We model the TMDs by monolayers. The green curve is
the experimental result for the 1s interlayer exciton from Ref.
[48]. The dashed blue curve is our theoretical result when we
reduce the interlayer distance from 1 nm to 0.53 nm.
to predict.
Finally, we also show the results in the presence of a
perpendicular electric field of −0.1 V/nm, which is added
as a constant term to the diagonal elements of the exciton
Hamiltonian (3). The intralayer exciton peaks are unaf-
fected, but the interlayer exciton peak shifts upwards in
energy by about 0.1 eV. Mathematically, this can be un-
derstood since the electric field shifts the energy bands of
the two TMDs with respect to each other, thus reducing
the interlayer exciton band gap, while the intralayer exci-
ton band gaps remain the same. This is shown schemat-
ically in Fig. 7(a). Physically, this is because the inter-
layer excitons form an electric dipole pointing (partly) in
the perpendicular direction and as such couple to a per-
pendicular electric field. In this case the electric field is
oriented opposite to the interlayer exciton dipole moment
and as such the interlayer exciton energy is increased.
This is very different for intralayer excitons which have an
9electric dipole pointing completely in the material plane
and as such do not couple to a perpendicular electric field.
This effect was also found in Ref. [48] in which a bottom
and top gate were placed on the hBN substrate above
and below the material, respectively. In Fig. 7(b) we
compare these experimental results with our results. The
interlayer exciton energy depends linearly on the perpen-
dicular electric field, which corresponds with the energy
of a electric dipole in an electric field. However, we find
that the slopes of our curves, which are determined by
the interlayer distance, do not agree with the slope found
in the experimental results. When we take the interlayer
distance as a fitting parameter we find excellent agree-
ment with the experimental results when we take an in-
terlayer distance of 0.53 nm, as opposed to our assumed
interlayer distance of 1 nm. This indicates that interlayer
exciton formation may cause the electrons and holes to
be pulled out of the transition metal layer. This effect is
not taken into account in our single-particle Hamiltonian
(1) which describes a strictly 2D system. A similar ex-
periment was carried out in Ref. [30], in which vacuum
(SiO2) was placed above (below) the heterostructure and
where only a top gate and a backgate were used, which
is more difficult to model theoretically. They found non-
linear behavior as a function of the backgate potential,
however they mention explicitly that the use of top and
bottom gates may elucidate this phenomenon.
IV. SUMMARY AND CONCLUSION
In this paper, we studied interlayer excitons in TMD
heterostructures. We started from the single-particle
Dirac Hamiltonian to construct a four-band exciton
Hamiltonian and we solved the corresponding eigenvalue
equation using the finite element method. Starting from
Gauss’s law in dielectrics, we derived an expression for
the electron-hole interaction potential taking into ac-
count the effects of the different dielectric environments
and the polarization effects in the transition metal layer
and in the chalcogen layers of the TMD layers. We have
modeled the barrier between the two TMD layers both by
a 3D slab and by a stack of 2D layers and found that the
two models can only be mapped onto each other when
the dielectric constant perpendicular to the layers of the
barrier is taken to be εz = 1.
We investigated the effect of additional polarization in
the chalcogen layers and found that this effect is most
pronounced when the interlayer exciton binding energy
is large, i.e. at small interlayer distances and/or small
substrate or barrier dielectric constants, meaning that
the average in-plane interparticle distance is small. In
general this extra polarization effect reduces the exciton
binding energy. However, when there are very strong
substrate effects present in the system it can lead to an
increase in binding energy because it screens the sub-
strates.
Furthermore, we investigated the dependence of the ex-
citon binding energy on the different dielectric constants
of the dielectric environment and found remarkable be-
havior, i.e. an initial increase followed by a steady de-
crease, as a function of the dielectric constant of the bar-
rier between the two layers. We could link this behavior
to the presence of two competing effects: a decrease of
the binding energy as a function of the in-plane dielectric
constant and an increase as a function of the out-of-plane
dielectric constant, although why this latter effect occurs
remains an open question.
Finally, we calculated the excitonic absorbance spec-
trum and compared it with recent experimental results.
By doing so we were able to obtain the band offsets for
both the conduction and the valence band. We also in-
vestigated the effect of a perpendicular electric field on
the absorbance spectrum and found that it shifts the in-
terlayer exciton peak linearly, which was in perfect agree-
ment with experiment if we changed our interlayer dis-
tance from 1 nm to 0.53 nm, while the intralayer exciton
peaks remain unaffected.
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Appendix A: Derivation of the interlayer interaction
potential
In order to find an expression for the interlayer inter-
action potential we start from Gauss’ law: ∇.D = next,
with next the charge density of an external point charge
located at (r′, z′) with charge q1. The displacement field
D is given by D = ε0E+P , with E the electric field and
P = χε0E the polarization density, with χ the polariz-
ability. For homogeneous 3D dielectrics this simplifies
to D = ε˜E, with ε˜ the dielectric tensor of the material.
Using E = −∇φ(r − r′, z, z′), with φ(r − r′, z, z′) the
electrostatic potential, Gauss’s law becomes(
εir
(
∂2
∂x2
+
∂2
∂y2
)
+
∂
∂z
(
εiz
∂
∂z
))
φ(r − r′, z, z′)
= −q1
ε0
δ (r − r′) δ (z − z′) ,
(A1)
with εir and ε
i
z the in-plane and out-of-plane relative di-
electric constants of the homogeneous 3D region i. For
2D materials such as the layers of the TMDs as well as the
layers of a layered substrate or barrier such as hexagonal
boron nitride (hBN) there will only be an induced charge
density in the material plane49, i.e. χ(z) = χ2Dδ(z − z0)
for a 2D material located at z0, where χ2D has the dimen-
sions of length as opposed to the dimensionless 3D polar-
izability χ. As a consequence it is no longer possible to
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write D = ε˜E and it is this nonlocal dielectric screening
which leads to the interaction potential (8) inside a single
layer. Gauss’s law becomes ε0∇.E = next +
∑N
j=1 n
j
ind,
with N the number of 2D layers in the system and with
njind = −∇.P j = ε0χj2D∇. (δ (z − zj)∇φ(r − r′, z, z′))
= ε0χ
j
2D
(
δ (z − zj)
(
∂2
∂x2
+
∂2
∂y2
)
+ δ (z − zj) ∂
2
∂z2
+
(
∂
∂z
δ (z − zj)
)
∂
∂z
)
φ(r − r′, z, z′)
(A2)
the induced charge density in the layer located at zj with
2D polarizability χj2D. Adding the above induced charge
densities to Eq. (A1) and performing an in-plane 2D
Fourier transform over r − r′ gives the equation
∂
∂z
(
εiz
∂
∂z
φq(z, z
′)
)
− εirq2φq(z, z′) = −
q1
Aε0
δ (z − z′)
+
N∑
j=1
χj2D
(
q2δ (z − zj)− δ (z − zj) ∂
2
∂z2
−
(
∂
∂z
δ (z − zj)
)
∂
∂z
)
φq(z, z
′),
(A3)
with A the area of the system. This equation has to be
solved for each homogeneous 3D region i in the system50.
In these regions the right hand side of the above equation
vanishes and the solutions are given by
φiq(z, z
′) = Ai(z′)e
√
εir/ε
i
zqz +Bi(z
′)e−
√
εir/ε
i
zqz, (A4)
with Ai and Bi integration constants. The external and
induced charge densities are located in the layers between
the different homogeneous 3D regions and as such will
only enter in the boundary conditions relating the differ-
ent piecewise solutions φiq(z) at the interfaces at zi (z
′
is equal to one of the zi because we assume that the ex-
ternal charge is located in one of the TMDs). We take
region i (i = 1, . . . , N + 1) to be located between zi−1
and zi, implying that z0 = −∞ and zN+1 = +∞. Fur-
thermore, we have to impose B1 = AN+1 = 0 to avoid
divergences. The boundary conditions are given by
φi+1q (zi, z
′) = φiq(zi, z
′)
εi+1z
∂
∂z
φi+1q (zi, z
′) = εiz
∂
∂z
φiq(zi, z
′) + q2χi2Dφ
i
q(zi, z
′)
− q1
Aε0
δz′,zi .
(A5)
Notice that the last two terms on the right hand side of
Eq. (A3) cancel each other. The interaction potential
between the external charge q1 and a charge q2 in region
i can in general be written as
V (q, z, z′) = q2φiq(z, z
′) =
q1q2
2Aqε0ε(q, z, z′)
(A6)
with ε(q, z, z′) a relative dielectric function. The real
space interaction potential can then be found by per-
forming the inverse 2D Fourier transform, which gives
V (|r − r′|, z, z′) = A
4pi2
∫
d2qV (q, z, z′)eiq.(r−r
′)
=
q1q2
4piε0
∫ ∞
0
dq
J0(q|r − r′|)
ε(q, z, z′)
,
(A7)
with J0 the zeroth order Bessel function of the first kind.
The relative dielectric function for a TMD heterostruc-
ture is discussed in more detail in the main text.
Appendix B: Dielectric function in the presence of a layered hBN barrier
The dielectric function of the system shown in Fig. 1(b) can be found by solving the Poisson equation. For the
case of a single hBN layer barrier and in the limit of no polarization of the chalcogen layers we find the following
expression:
ε
(
q,−h
2
,
h
2
)
=(
− e−4dq(1− εb)(1− εt)(2− χb2Dq)(2− χt2Dq)(2− χhBN2D q) + e12dq(1 + εb)(1 + εt)(2 + χb2Dq)(2 + χt2Dq)(2 + χhBN2D q)
+ 4χb2Dq(1− εt)(1 + εb − εbχhBN2D q) + 4χt2Dq(1− εb)(1 + εt − εtχhBN2D q)− 2χb2Dχt2Dq2(2− 2εbεt − (εb + εt − 2εbεt)χhBN2D q)
+ e8dq
(
4χb2Dq(1 + εt)(1− εb − εbχhBN2D q) + 4χt2Dq(1 + εb)(1− εt − εtχhBN2D q)− 2χb2Dχt2Dq2(2− 2εbεt
− (εb + εt + 2εbεt)χhBN2D q)
)
+ e4dq
(
4χhBN2D q(2− 2εbεt + (εb − εt)χb2Dq)− 4(εb + εt)χb2Dχt2Dq2
+ 2q2χt2Dχ
hBN
2D (2(εt − εb) + (3εbεt − 1)χb2Dq)
))
/
(
8(1− εb + e4dq(1 + εb))(1− εt + e4dq(1 + εt))
)
.
(B1)
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