ABSTRACT
INTRODUCTION
Emotion is a state of feeling like thoughts, psychological changes and expressions. Emotions positively affects intelligent functions such as decision making, perception and empathic understanding according to Beeahara et.al's [1] .The approach on Facial Action Coding System (FACS) which separates the expression into upper and lower face action. FACS was developed by EKMAN [2] for facial expression description. Facial expression recognition involves three steps face detection, feature extraction and expression classification. 
FACE DETECTION
The first step in face detection is preprocessing. The reason is to obtain pure facial images with normalized intensity, uniform size and shape. The steps involved in converting a image to a normalized pure facial image for feature extraction is detecting feature points, rotating to line up,
Face Detection
Feature Extraction Expression Classification locating and cropping the face region using a rectangle, according to the face model. Detecting faces in a single image involves four methods Knowledge based, Facial invariant, Template matching and Appearance based according to the author Ming-Hsuan yang et.al's [3] is referred in the below table1. 
Related work for Detecting Regions in the Face
According to the author Rajesh AP et.al's [4] illumination effect is eliminated for scaling the image to fixed size . To detect facial feature points automatically, the face has to be located in the image. For face detection, the scheme proposed by WolfKienzle [5] is commonly used with the technique of Viola-Jones [6] algorithm. In this paper the face detection algorithm detects the face as shown in Figure 2 (a). Face is enclosed by a rectangle. The algorithm gives the coordinates of upper left corner of rectangle and gives the width and height of the rectangle as in Figure 2 (b). Binary image is scanned vertically to get first and last black point, with corners of eyes then starts from eyebrows left side of left eye and right side of right eye is cropped. Here image normalization is applied for thresholding and vertical scanning technique to get each eyebrow coners. Again the same techniques are applied to detect nostrils and the mouth region, here also the image is cropped from left as well as from right side, then image normalization, thresholding, and vertical scanning techniques are applied to detect lip corners. The algorithm has been tested on Cohn-Kanade database as well as on Informatics and Mathematical Modeling (IMM) [7] database. The detection of 14 facial feature points with average accuracy of 86% on CohnKanade database and 83% on IMM face database.
Review for detection methods:

Knowledge Based:
According to Yu-Buhee et.al's [8] knowledge on human face such as skin color and shape is directly set to window size and color signature for computing the color distance. The method has reached a detection of 93.4% with false positive as 7.1%.
Feature Based:
According to Kin Choong Yow et.al's [9] the algorithm detects the feature points from the image using spatial filtering techniques and then groups the points into face candidates using perceptual grouping principles and selects the true candidate using probabilistic frame work. This method has the detection rate as 85% with 110 images with different scale orientation and view point.
Texture Based:
According to A.Punitha et.al's [10] the emotion recognition is based on the texture feature extracted from the gray-level co-occurance matrix (GLCM) ,the extracted GLCM features are trained with Support Vector Machine with different kernels. The images in the database are of pixels 63*63 and GLPM is computed for all the images. The second order statistical texture features are extracted from the GLPM is given as input to the SVM for classification. The detection rate is 90%.
Skin color Based:
According to Sanjay Kr.Singh et.al's [11] three color spaces RGB, YCbCr and HSI are used to compare algorithms. These colors are combined to get a new skin color based on face detection algorithm .After getting skin region, facial features eyes and mouth are extracted by darkening the background colors and then the image is transformed to gray scale and binary image by suitable threshold. The detection rate is 95.18% of accuracy.
Multiple Features:
According to Jiaming Li et.al's [12] multiple face region features are selected by Adaboost algorithm. Face is divided into sub regions by Adaboost based on multiple region Orthogonal component principle component analysis features like eyes, mouth and nose. The region combination were used as input to AdaBoost classifier, this at each stage chooses the best such combination before changing the weights for next iteration. The detecting performance in multiple feature is much better compared to general Orthogonal component principle component analysis method.
Template Matching:
According to Caifeng Shan et.al's [13] face is represented based on statistical local features, local binary patterns(LBP) for person independent expression recognition.LBP is used for texture analysis along with Support Vector Machine for low resolution and better performance.LBP labels pixels of each image by thresholding 3*3 with neighborhood along with center value of each pixel. By considering the result as binary number finally 256 bin histogram of LBP labels computed over a region is used as texture descriptor, the number codify curved edges, spots and flat areas as microtexton. The recognition with MMI is 86.97% and 85.6% on JAFFE database.
Active Shape Model:
According to Rajesh A,Patil et.al's [14] the expression in image sequence is done with candid wire frame model and active appearance algorithm for tracking and Support Vector Machine(SVM) for classification is used. The geometric displacement of wire frame nodes is defined as difference of the node coordinates between and greatest intensity frame which is given as an input to SVM for facial expression recognition. When expressions are changed in subsequent frames the model deform its shape till the last frame.
Appearence Based:
According to Yogesh Tayal et.al's [15] eigenface based algorithm is applied to variety of images taken under different lighting and backgrounds, the size of an image is 180*200 and time taken by the algorithm is4.5456 seconds. Here weight and Euclidean distance of an input image is taken for computing the features and then face is compared with database for recognition.
Distribution Features:
According to Jeemoni Kalita et.al's [16] the images were acquired and five significant portions are cropped from the image which is perfomed for extraction and thus store eigen vectors specific to the expressions. Eigen vectors are computed and input facial image is recognized when similarity was obtained, the Euclidean distance between the test image and different expression is calculated. The classification is done with Support Vector Machine. The recognition for JAFFE database is 92.93% and Cohn-Kanade is 94.8%.
FEATURE EXTRACTION
Feature extraction is a method in facial recognition. It involves several steps like dimensionality reduction, feature extraction and feature selection. Dimensionality reduction is an important task in pattern recognition system.
Feature Extraction using Discrete Cosine Transform (DCT):
According to SandeepK.Gupta et.al's [17] Discrete Cosine Transform (DCT) is applied on input image(img).The DCT coefficient are kept in Zigzag positions and these are implemented to convert 2D DCT image matrix to feature vector, here domain frequency component is kept at the start vector.The features like eyes and mouth is extracted from input image and, DCT is applied on this sub image to get DCT coefficient of eyes and mouth region, finally these features are added with feature vector.AdaBoost is used as a classifier for emotion recognition.The recognition rate is 75.94%.
Facial Feature Extraction using Gabor Filter:
According to Ziyang Zhang et.al's [18] the facial images are preprocessed based on affine transform to normalize the faces, the evaluation is done with separability of different Gabor filters, these filters are used to separate different expression. Dimension reduction achieved by Principle Component Analysis(PCA) and Feasibility of Linear Discriminant Analysis(FLDA) multiclassifier are used for recognition. The classifier assumes the discriminate function to be a linear function of the feature data. In this case the data is the feature vector obtained. According to the author the Gabor filter selection reduce the dimension of feature space and computation complexity. The expression database used here to examine recognition system is the JAFFE database and the recognition rate is 93% and above.
Facial Feature Extraction using Principle Component Analysis:
According to the author Zhiguo Niu et.al's [19] Weighted Principal Component Analysis(WPCA) method is used on multi feature fusion. This high dimensional local self related features are extracted from facial expression images, thus the images are divided into regions. Then WPCA is used for dimension reduction, the weights is quickly determined based on facial action coding system, also Radial Basis Function(RBF) is used.Support Vector Machine algorithm is applied for classification of facial expression characteristics. Finally Euclidean distance is calculated to obtain the similarity between templates and then facial expression recognition is done with nearest algorithm. The recognition rate is 88.25% in this method.
Facial Feature Extraction using Independent Component Analysis:
According to the author Marian Stewart Bartlett et.al's [20] Independent Component Analysis(ICA) derived from the principle of optimal information transfer through signodial neurons. ICA is used to perform on face images in the FERET database under two different architecture. The first architecture takes images as random variables and pixels as random trials, hence ICA consider images statistically independent images these images are sparse and localized in space resembling facial features.The second architecture takes pixels as random variables and images as random trials,here image coefficient are approximately independent and thus give result in factorial face code .Finally the two ICA representation are combined in single classifier. In this paper sources was controlled by dimension reduction through Principal Component Analysis and information maximization algorithm is used for performance of ICA.The overall classification performance is 99.8% with 400 out of 500 test images.
Facial Feature Extraction using Linear Discriminant Analysis
According to the author Li Fen Chen et.al's [21] in this paper more efficient, accurate and stable method is proposed to calculate the discriminant vectors based on Fisher's criterion and here a two stage procedure is implemented. In the first stage the homogeneous regions of a face image are grouped as same partition based on geometric characteristics, then the mean gray value is used for pixels within the partition region and thus the face image is reduced as feature vector .In the second stage the feature vector is used to determine discriminant projection axes based on the proposed LDA. The vectors are clustered using K-means clustering method with each changed samples. The performance in the proposed method is 91%.
CLASSIFICATIONS
Hidden Markov Model (HMM) as classifier:
According to the author Teik-Toe-TEOH et.al's [22] in this paper Hidden markov model is developed to classify the higher level emotions states like interested, unsure, disagreeing, encouraging and discouraging from the lower level emotions like neutral ,joy, surprise and sad. An emotional indexing is modeled is used to understand the states of emotions thus it functions as database hence there is an one to one mapping is done between an facial emotions and expressions. The indexer receives the symbol and matches them against stored in the mind and then chooses symbols to represent concepts in the index. Hidden markov expert rule(HMER) is used for segmentation and to recognize emotional states from a set of video sequences. A classification framework is used for every incoming video frame and hence the facial expression recognizer identifies the head and actions which combines to form displays and thus HMER represents dynamic display and classification framework. HMER topology is constructed for four state emotional state like N represents neutral state and SU for surprise etc from which it is possible to transit the higher level emotion states. Here the probabilistic framework for modeling ,time varying sequences and convergence of recognition computation runs in real time. The performance of recognizing the emotions unsure is 87% and disagreeing 78% .
Neural Networks as classifier:
According to the author Er.MonicaVerma et.al's [23] in this paper there is a combination of two methods Feature extraction and Neural network and two stages are involved for face detection and classification. Images are preprocessed in order to decrease the time and to increase the quality of image. In the first stage features are extracted from face image using Gabor filters with orientation of 5*8 that is 40 filters. Second stage to classify the facial images obtained from feature vector using Neural network. Here the Neural network is trained with face and non-face images from Yale face database. The images in the dataset is of 27*18 pixels, the images are in the gray scale in TIFF format. The performance rate is 84.4%.
Support Vector Machine as classifier:
According to author Stewart Bartlett et.al's [24] each video frame is first scanned in real-tine to detect frontal faces, then the faces are scaled into image patches of equal size along with a bank of Gabor energy filters. The filtered image is given as an input to recognition classifier which codes expression into different dimensions. The facial features are selected from gabor filters using AdaBoost and this again trained with Support Vector Machine. The author developed endto-end system that provides different facial expression codes at 24 frames per second and animates a computer generated characteristics, fully automated facial action coding is also applied and recognition rate is 93%.
AdaBoost as classifier:
According to the author Chin-Shyurng Fahn et.al's [25] the frontal face in an image sequence is classified into seven classes like an neutral, joy, sad, surprise, anger, fear, disgust. Here the recognition system is done without characteristic blocks .In this paper skin color detection techniques is used for face detection that is YCbCr ,HSI,RGB is applied for the images. Then the skin color region is distinguished from non skin color region by means of lower and upper bound threshold hence the value are taken between 3 and 38 as the range of skin colors. Then the facial feature detections is done using Color Space Transformation, Connected Component Labeling Technique, Face Region Verification like face segmentation, Pupils detection like referring height and width of the face region etc. Thus the landmarks regions like eyes, eyebrows ,mouth of the facial features are extracted and finally the facial expressions is distinguished by the displacement of land mark features in the face by the algorithm proposed by the author using AdaBoost based classifier. Hence the accuracy rate is 90%. 
.CONCLUSION
Although humans recognize facial expressions virtually without effort or delay, reliable expression recognition by machine is still a challenge, in achieving optimal preprocessing, feature extraction or selection, and classification, particularly under conditions of input data variability. To attain successful recognition performance, most current expression recognition approaches require some control over the imaging conditions because many real-world applications require operational flexibility. In particular, research into automatic expression recognition systems capable of adapting their knowledge periodically or continuously has not received much attention. The authors are of the opinion that robustness of expression recognition, against the variability of facial characteristics, would be difficult to achieve without incorporating adaptation in the recognition framework in future.
