Abstract. Consider a non-commutative algebraic surface, X, and an effective divisor Y on X, as defined by Van den Bergh. We show that the Riemann-Roch theorem, the genus formula, and the self intersection formula from classical algebraic geometry generalize to this setting.
Introduction
In any decent world, two curves on a surface should have an intersection. This is so fundamental that it ought to hold even when "curve" and "surface" mean something other than they normally do.
The above truism has become topical with Van den Bergh's paper [10] , which introduces a new general framework for the study of non-commutative algebraic surfaces, and curves and points on such surfaces. Van den Bergh's setup is so comprehensive, including things such as blow up, that we can hope to develop a theory of non-commutative surfaces which parallels the commutative theory closely. Hence it seems obvious that we should try to develop a non-commutative intersection theory -after all, intersection theory is one of the essential ingredients in the classical commutative theory of algebraic surfaces. This project has been initiated in [7] , [8] , and [9] . Also, it is hoped that the theory of non-commutative surfaces will help us to understand 3-dimensional graded algebras better: When A is such an algebra, Proj(A) (as constructed in [2] ) is a non-commutative algebraic surface (and this is the principal way of getting such surfaces). Again, intersection theory should prove a useful ingredient, just as in the classical commutative theory.
This manuscript does some intersection theory within the framework set up by Van den Bergh in [10] to which we refer for the terminology of "quasi-schemes" which we will employ, but see also section 1 below for an explanation of some rudiments of the theory. However, for the purpose of this introduction, one should just think of quasi-schemes as some sort of "non-commutative schemes", and keep in mind that a special case of a non-commutative scheme is a commutative scheme -in other words, an ordinary scheme!
The strategy we will use for getting intersection theory is the following: We start with a quasi-scheme (X, O X ) over the field k. We suppose that Y is an effective divisor on X. We then define c(Y ), the first Chern class of Y , as the operator
defined on the K-theory of X, which we use as a substitute for X's (presumably non-existing) Chow groups. We think of c(Y ) as being the operator "intersect a Kclass with the hypersurface determined by the divisor Y ". This idea of defining the first Chern class as an operator on K-theory, rather than an element in K-theory (as many authors do) is borrowed from [3] . The operator point of view turns out to be very well suited to the present situation.
The Chern class c(Y ) is now used to define intersection multiplicities: If C ∈ mod(X) is a curve module on the quasi-scheme X, we define the intersection multiplicity between the divisor Y and the curve C by
Y, [C] = χ(c(Y )([C])),
where χ is Euler characteristic, which is well-defined on K-theory.
Specializing the above to the case where X is 2-dimensional (i.e. a "quantum surface"), and making a number of further assumptions on X and Y (which basically say that X is proper, and also prohibit the worst pathological behaviour), it turns out that one can prove several theorems which directly generalize well-known results from the intersection theory of commutative projective surfaces:
• There is a Riemann-Roch theorem, theorem 5.1, stating that
For a detailed explanation of the symbols involved in this formula, we refer to sections 3 and 4 below. However, note already here that, typographically speaking, the terms in the Riemann-Roch formula look like terms well-known from commutative algebraic geometry, and that, when X is in fact a commutative projective algebraic surface, the terms in the formula become equal to the relevant terms from commutative geometry.
• There is a genus formula, theorem 5.2, stating that
where g(Y ) is the "genus" of the "non-commutative curve" Y . Note that if Y is in fact a commutative smooth projective curve, then g(Y ) is the usual genus of Y .
• There is a self intersection formula, theorem 4.5, stating that
where N is the normal bundle of Y in X.
• If p ∈ X is a point, and α : X −→ X is the blow up of X in p, and if p is such that the blow up admits an exceptional divisor, E (see [10, sec. 6.6] ), then on X, by theorem 6.3 we have that
In fact, all these results contain the corresponding commutative results as special cases.
We also give some sample applications of these results. First, we develop a theory of Hilbert polynomials of modules on non-commutative surfaces. The principal results here are corollary 5.3, theorem 5.6, and corollary 5.9. Secondly, we perform some concrete computations. One such is example 5.5, where Riemann-Roch is employed to compute the degree of the normal bundle of a certain effective divisor on an elliptic quantum P 2 . Another is example 6.4, where Riemann-Roch is applied to a certain quantum P 2 , which contains an effective divisor isomorphic to P 1 . Riemann-Roch here tells us that the divisor has self intersection different from −1, and so cannot be blown down.
The results of this paper can be used on non-commutative surfaces of the form Proj(A) where A is a 3-dimensional graded algebra, illustrating the point made above that the theory of non-commutative algebraic surfaces can be applied to get results about such algebras.
One general remark: The structure of the theory in this paper differs from commutative geometry in one important way. In the commutative theory, there is an isomorphism between the group of divisor classes, Pic(X), and a certain slice of
is given by dimension of support). In the noncommutative theory, this breaks down: Now Pic(X), the group of divisor classes, consists of certain bi-modules in the sense of [10] (see section 1 below), and could be a non-commutative group. And there is no reason to suppose that an arbitrarily chosen element of
has a bi-module corresponding to it; presumably, there are only rather few bimodules. In other words, there is a genuine schism between "one-sided divisors" (given by elements of F d−1 K(X)/F d−2 K(X)) and "two-sided divisors" (given by bi-modules), and this is reflected in the design of the intersection theory, which uses both bi-modules and (classes of) elements of K(X).
Of course, one has to prove a number of things about c(Y ) and Y, − in order to get the results quoted. The manuscript is therefore structured as follows: Section 1 collects a number of definitions and basic lemmas concerning quasi-schemes and effective divisors on quasi-schemes. Section 2 defines positive multiples of effective divisors, and gives some technical results; it turns out that positive multiples are handy when combined e.g. with the Riemann-Roch theorem. Section 3 defines c(Y ) and proves some properties. Section 4 defines Y, − and proves some properties, and also proves the self intersection formula. Section 5 contains the Riemann-Roch theorem, the genus formula, and some consequences, mainly for Hilbert polynomials. Finally, section 6 applies the theory to the case of a non-commutative blow up, and proves the result about the exceptional divisor quoted above.
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Effective divisors on quasi-schemes
Throughout this manuscript, k is a fixed field. All categories and functors are klinear.
This section collects a number of definitions and basic properties from the theory of quasi-schemes as laid out in [10] . It deals with the following subjects:
• Quasi-schemes and bi-modules on quasi-schemes (definitions 1.1 and 1.2).
• Effective divisors and their basic properties (definition 1.3 to example 1.10).
• The K-theory of quasi-schemes (definition 1.11 to definition 1.13).
• Useful conditions which can be imposed on effective divisors (definition 1.14).
• The case of a commutative divisor (proposition 1.15).
When reading below, one should keep in mind that commutative schemes, divisors and so on are special cases of the non-commutative objects introduced. For this to make sense, one has to identify a commutative scheme X with the Grothendieck category Mod(X) of quasi-coherent sheaves on X, and identify an invertible sheaf L with the functor Hom(L, −).
We start by reiterating from [10] the notion of quasi-scheme and the definition of a bi-module on a quasi-scheme.
We follow [10] and define Mod(X) = X. (For Mod(X) to be a Grothendieck category means that it is abelian, cocomplete, that colimits over small directed sets are exact in Mod(X), and that Mod(X) has a small set of generators. Note that a Grothendieck category has enough injectives; in fact, it has injective envelopes.)
If O X is a noetherian object of Mod(X), and Mod(X) has a small set of generators which are noetherian, then we call the quasi-scheme (X, O X ) over k noetherian.
In the noetherian case, we write mod(X) for the full subcategory of Mod(X) which consists of all noetherian objects. Definition 1.2. Let (X, O X ) be a quasi-scheme over k.
We write
where LeftExact k (A, B) denotes the category of k-linear left exact functors from A to B, when A, B are k-linear categories. If M is an object of BIMOD(X, X), we write
Hom(M, −)
for the corresponding functor in LeftExact k (Mod(X), Mod(X)). Composition of functors is denoted by ⊗, so
The identity functor on Mod(X) gives us a bi-module which we denote by o X . So
A bi-module M is called invertible if the functor Hom(M, −) is an autoequivalence.
Finally, we also write
Note that by [10, prop. 3.1.1(3)], the category BIMOD(X, X) is abelian, and in fact k-linear.
We go on to discuss effective divisors on a quasi-scheme. It should be noted that the word "subobject" in this definition is meant in the strict categorical sense; see [6, p. 122] . So the definition in fact says that an effective divisor Y is a certain class of monics going into o X . The use of the notation o X (−Y ) is possible because it will always be true that only the BIMOD(X, X)-isomorphism class of o X (−Y ) really matters. Of course, this class is the same no matter which representing object of Y we take. Also for this reason, we usually write "=" between bi-modules even when we only mean that they are isomorphic, and not literally equal.
In the next definition, our conventions can be seen at work. Definition 1.4. Let (X, O X ) be a quasi-scheme over k, let Y be an effective divisor on X, and let n be an integer. We write
(where it is understood that raising to a negative power is defined by raising the inverse bi-module to the corresponding positive power). For M ∈ Mod(X) we write
(see [10, secs. 3.1 and 3.7] for a discussion of this notation, which is based on identifying M with the bi-module given by the functor Hom X (M, −). Note that
Some remarks: The bi-module o X (nY ) is only defined up to isomorphism. This is because, as noted above, the bi-module o X (−Y ) itself is only defined up to isomorphism, since it is only defined as a representative of an o X -subobject.
If Y is an effective divisor on X, we will see in section 2 that o X (−nY ) determines an effective divisor for any n ≥ 0.
Note that invertibility of
. As a consequence of the following lemma, we see that o X /o X (−Y ) is also in Bimod(X, X). Lemma 1.5. Let (X, O X ) be a quasi-scheme over k, and let
. So these functors define inverse autoequivalences of
Proof. 1
• : The formulas for the right and left adjoints of i * follow from the discussion in [10, beginning of sec. 3.4] (one has to compute a bit to see i
• : The short exact sequence
If one applies this sequence to an injective object from Mod(X), one gets a short exact sequence in Mod(X) (see [10, proof of 3.1.1(3)]), and consequently, for any M ∈ Mod(X), there is a long-exact sequence of right-derived functors, consisting of pieces
where we use the obvious notation Ext j = R j Hom. The start of this sequence gives the sequence (1.2). 4
where the second "⇔" follows from the sequence (1.2) . Note that this result shows that we are in fact in the situation described in [11, sec. 8] . Our notation can be translated into the notation of [11] as follows:
) is cocomplete and has exact colimits over small directed sets. And it is easy to see that if {O α } α is a small set of generators of Mod(X), then
Grothendieck category, and
is a quasi-scheme over k. 
which is frequently handier than (1.2) itself.
2 Definition 1.9. Let (X, O X ) be a quasi-scheme over k, let Y be an effective divisor on X, and denote by i * :
The support of Y is the quasi-scheme
which we denote by
Note that the letter " Y " has a double role: On one hand, it denotes an effective divisor on X (i.e. an invertible subobject of o X ). On the other hand, it denotes a quasi-scheme (namely the Grothendieck category Y = Mod(Y )). By proposition 1.7, part 1
, this is consistent with the way i * was used above. Note that i
To illustrate the concepts of the theory, let us look at an example. 
. By the methods of [1] we can associate to the data (Y, τ, L) a certain algebra, A, which has the following properties:
• It is connected graded Artin-Schelter regular with gldim(A) = 3.
• It has Hilbert series H A (t) = (1 − t) −3 , and consequently, dim A n = We know that (S, O S ) := Proj(A) = (Tails(A), πA) is a quasi-scheme over k, known in the literature as "an elliptic quantum plane", and as we shall see, Y is isomorphic to an effective divisor T on S. We prove this in two steps.
1
• : There is an effective divisor T on S, defined as follows: Consider the invertible bi-module o S (−T ) on S given by the functor M −→ M (3) . There is a natural transformation of functors
induced by multiplication with the regular central element g. This gives a morphism of bi-modules o S (−T ) −→ o S , and we claim that the morphism is monic, and so determines an effective divisor T on S.
To see monicness, observe that by [10 • , says that for
where the latter "=" is one of the general properties given above.
2
As one of our basic tools, we need K-theory for quasi-schemes. In particular, we need filtered K-groups with filtration induced by Krull dimension. Definition 1.11. Let (X, O X ) be a noetherian quasi-scheme over k. We can then consider Krull dimension of objects in mod(X) (although not all objects may have Krull dimension). If d is an integer, then we say that X is d-dimensional if
• Each object M ∈ mod(X) has a Krull dimension, and Kdim(M ) ≤ d.
• There exists an object M ∈ mod(X) with Kdim(M ) = d.
Note that if (X, O X ) is a noetherian quasi-scheme over k, and Y is an effective divisor on X, and we consider an object N ∈ Mod(Y ), then N has the same subobjects whether we think of N as sitting in Mod(Y ) or in Mod(X), because Mod(Y ) is bi-closed in Mod(X). Consequently, the Krull dimension of N is also the same whether we compute it in mod(X) or in mod(Y ). Definition 1.12. Let (X, O X ) be a noetherian quasi-scheme over k. We write
So K(X) is the Grothendieck group of the abelian category mod(X). If M ∈ mod(X), then we write [M ] for the class in K(X) corresponding to M . Definition 1.13. Let (X, O X ) be a noetherian quasi-scheme over k. For any integer j ≥ −1, we set
We clearly get a filtration on K(X),
which may not exhaust all of K(X). But of course, in the case of a d-dimensional X, the filtration is finite and exhaustive, and of the form
If (X, O X ) is a noetherian quasi-scheme over k, and Y is an effective divisor on X, then the inclusion
is an exact functor, and hence induces a group homomorphism
Moreover, since Krull dimension of a mod(Y )-object is the same whether we compute it in mod(X) or in mod(Y ), the homomorphism K(i) respects the filtration we have introduced on the K-groups. That is, for each integer j,
Having introduced K-theory, we go on to look at some conditions that we might want to impose if we have a noetherian quasi-scheme (X, O X ) over k, and possibly an effective divisor Y on X. We will refer to these conditions throughout the manuscript, so for handy reference, they are collected in the following definition in one long list. The conditions are all rather natural: Some of them (such as [Euler] and [Dual] ) tell us that X behaves like a projective scheme, while others (such as
Definition 1.14. In the following conditions, (X, O X ) denotes a noetherian quasischeme over k, and Y denotes an effective divisor on X, and d ≥ 0 denotes an integer which we sometimes think of as X's dimension.
[
(This is sometimes known as admissibility of the divisor Y on X.)
So Euler characteristic is well-defined on mod(X) by
[Invariant]: (This condition is only imposed when (
. By a point on X, we mean a simple object of the category mod(X). Note that when p is a point, then the twist p(Y ) is also a point.
[Dual]:
There is a dualizing object ω ∈ mod(X), characterized by the existence of isomorphisms for all integers j,
The prime denotes dualization with respect to k.
[Dual+K]: (X, O X ) satisfies condition [Dual] , and the dualizing object ω satisfies
One central point about definition 1.14 is that some of its conditions on (X, O X ) (such as [Euler] and [Dual] ) are satisfied when X is a good non-commutative projective scheme; see [2] and [12] . (Non-commutative projective schemes are really our main examples of quasi-schemes.) Another point is that if (Y, O Y ) is a good commutative scheme (the main example being a smooth projective curve), some of the definition's conditions on Y are in fact satisfied. The proof of the following result is a matter of using well-known properties of commutative (projective) schemes. Let us round off with a result on Euler characteristic.
for all integers j, natural in M and N . 
makes sense, and we have
• : This clearly follows from 1 • , which gives
Positive multiples of effective divisors
It will turn out to be useful that one can define positive multiples of an effective divisor; in particular when one combines positive multiples with the Riemann-Roch theorem to be proved in section 5. The present section, which is purely technical, defines such positive multiples, and shows in propositions 2.4 to 2.6 that some of the important properties from definition 1.14 are inherited from an effective divisor to its positive multiples. These results are summed up in remark 2.7. Finally, a result on the connection with K-theory is shown in lemma 2.8. 
⊗n for any integer n. Now let n ≥ 0. We construct morphisms o X (−nY ) −→ o X inductively, as follows:
First we set λ 0 equal to the identity on Hom(o X , −). This defines a morphism
Note that of course, λ 1 = λ.
Like o X (−nY ), the morphism λ n is only defined up to unique isomorphism. The rest of the manuscript uses the notation set up in definition 2.1 (including the λ i 's) without comments.
Note that the construction of the morphism o X (−nY ) −→ o X could also be written as follows:
and compose this morphism with the inclusion o X (−Y ) −→ o X . This also makes it easy to see inductively that each o X (−nY ) −→ o X is monic. Of course, as suggested by the notation, o X (−nY ) determines an effective divisor which we denote nY , for any n ≥ 0:
Proof. First recall that an effective divisor is in fact defined as an invertible subobject of o X . However, our monic o X (−nY ) → o X is determined up to unique isomorphism, so it determines a subobject of o X which is well-defined, that is, independent of the choice of
We have left to see that the bi-module o X (−nY ) is invertible, but that is obvious since o X (−nY ) is a tensor product of invertible bi-modules.
Note that we have not tried to attach any meaning to "the divisor nY for n ≤ −1". In other words, we will always stick with effective divisors, and will not try to define what the word "divisor" might mean on its own. 
Proof. 1
• : Using the notation of definition 2.1, we obtain the natural transformation
And combining this with proposition 1.7, part 4
• , we get the implications
We use induction on n. So we suppose that any Kdim-critical object in
Let M ∈ mod(Y ) be -critical with respect to Kdim. We aim to prove that M ∈ mod(nY ).
By proposition 1.7, part 4
• , we know (λ 1 ) M = 0. And by induction, we have M ∈ mod((n − 1)Y ), hence (λ n−1 ) M = 0 by proposition 1.7, part 4
• , hence
We now use equation (2.1), by which the map (λ n ) M is obtained as the composition
Since both maps here are non-zero while all three objects are -critical it follows that both maps are monic, whence the composition of the maps is monic and, in particular, non-zero. So M ∈ mod(nY ) by proposition 1.7, part 4
• .
Not only can we get new divisors nY from the divisor Y ; it is also true that nY will inherit some good properties from Y .
, and let n ≥ 1 be an integer.
Then the effective divisor nY also satisfies definition 1.14's condition
Proof. We are given a Y satisfying condition [(d − 1)-dim], and use induction on n.
On one hand, we have Mod(Y ) ⊆ Mod(nY ) by lemma 2.3, and this makes it clear that nY is at least
On the other hand, suppose that M ∈ mod(X) has
(note that this could mean that M does not have Krull dimension at all). We want to see that M ∈ mod(nY ). Letting i : Y → X and j : (n − 1)Y → X be the inclusions, we get short exact sequences from proposition 1.7, part 3
By induction, both i ! M and j ! M have Krull dimension less than or equal to d − 1. The first sequence then implies
and the second sequence implies Kdim(Ker(λ n−1 ) M ) ≤ d − 1, and hence
However, by equation (2.1), we then see that (λ n ) M = 0, whence by proposition 1.7, part 4
• , we have M ∈ mod(nY ). 
Proof. We must show that if
By the existence of critical composition series, we can assume that M is (d − 1)-critical. But then M ∈ mod(Y ) by lemma 2.3, part 2
• , so there is the equation
for each m, and adding these for m = 0, . . . , n − 1 gives 
And this certainly implies
Proof. For n = 0 and n = 1, the conclusion of the lemma is trivial. For larger n's, we induct on n, assuming that (n − 1)Y satisfies the conclusion of the lemma. First note that since Y satisfies condition [Admissible], so does each positive multiple mY by proposition 2.5. So using the exact sequence (1.4), we clearly have the equation in K(X),
and if one twists this equation by − Y , one gets 
Subtracting the first of these equations from the sum of the latter two produces the result
Next, condition [Fixd comp] is valid for (n − 1)Y by proposition 2.6, hence we have
Now we combine the equations: By induction,
Adding equations (2.5) and (2.6), we have
And because of equation (2.4), this reads be an invertible bi-module. Clearly
is a well-defined automorphism of K(X), and we use it to define an endomorphism c(M) of K(X), called "the first Chern class of M", by
In particular, let Y be an effective divisor on X. We define
This definition can already be made in commutative geometry. Moreover, in the commutative setting, for any integer i it is true that
and hence, one gets well-defined maps 
Defining the ith Chow group of X as
Proof. This follows immediately from the exact sequence (1.4), which gives the second "=" in the following computation: 
where the first "=" follows from lemma 3.2. In other words, intersecting Y with "everything" gives us the structure sheaf of Y , as one would expect. 
Proof. 1
• : From lemma 3.2, we have
, and using proposition 1.7, part 5
• , we see that so is (i Proof. Let M ∈ mod(X). We can compute as follows:
Thus, all we need to see is that when
M is (d−1)-dimensional, we have c(Y )([M ]) ∈ F d−2 K(X).(c(M) + c(N ))([M ]) − c(M ⊗ N )([M ]) = ([M ] − [M ] ⊗ M −1 + [M ] − [M ] ⊗ N −1 ) −([M ] − [M ] ⊗ N −1 ⊗ M −1 ) = [M ] − [M ] ⊗ N −1 − [M ] ⊗ M −1 + [M ] ⊗ N −1 ⊗ M −1 = ([M ] − [M ] ⊗ N −1 ) − ([M ] − [M ] ⊗ N −1 ) ⊗ M −1 = c(M) • c(N )([M ]).
Intersection multiplicities on surfaces
This section uses the Chern class c(Y ) to introduce the intersection multiplicity mapping Y, − . Under suitable conditions, it then proves some crucial properties of Y, − : A self intersection formula (theorem 4.5) and some additivity results (theorem 4.8 to corollary 4.11).
Definition 4.1. Let (X, O X ) be a noetherian quasi-scheme over k, satisfying condition [Euler] , and let Y be an effective divisor on X. We define a homomorphism
Most of the time, we will in fact think of Y, − as being defined just on F 1 K(X). It is, however, handy to allow Y, − to be defined on all of K(X). If C ∈ mod(X) is 1-dimensional (i.e. a curve module), then we think of the integer Y, [C] as "the intersection multiplicity of the hypersurface Y with the curve C".
Before going on to prove properties of Y, − , let us remark that our intersection multiplicity is closely connected with the intersection multiplicity introduced in [7, def. 8.8] . In [7] , the bi-linear form on K(X) defined by
is introduced, and used to define the intersection multiplicity
Of course, for this to work, one has to require that X satisfies that for any M, N ∈ mod(X), we have
The connection between our intersection multiplicity and the one defined in [7] is now given by
Proposition 4.2. Let (X, O X ) be a noetherian quasi-scheme over k, satisfying conditions (4.1), and let Y be an effective divisor on X satisfying [Admissible]. Then (X, O X ) satisfies [Euler], and if z ∈ K(X), then
Y, z = [O Y ] · z(−Y ).
Proof. It is clear that (X, O X ) satisfies [Euler]
, and the equation can be checked by direct computation: 
In the following simple example, Y, − behaves as one would expect. We now borrow some terminology from [9] : We let C ∈ mod(X) be a pure curve module, that is, we have Kdim(C) = 1 and i ! (C) = 0. We also suppose that i * (C) is semisimple, and write
for some points p 1 , . . . , p n on Y . (Recall that a point on X is just a simple object of mod(X); when p is a point on Y in the usual sense, we identify it with the skyscraper sheaf O p at p, which is indeed a simple object of mod(Y ), hence a simple object of mod(X).) Note that condition (4.2) is among the conditions in [9] which characterize curve modules in good position with respect to Y . [9] thinks of the points p 1 , . . . , p n as the intersection of Y and C, and of the number n as the intersection multiplicity between Y and C.
We then have
where the first "=" follows from lemma 3.
So c(Y ) gives the correct intersection between Y and C. If moreover all points p i have Euler characteristic 1, then we also get Y, [C] = χ(c(Y )([C])) = χ([p 1 ] + · · · + [p n ]) = n, the correct intersection number. The condition that all points have Euler characteristic one is satisfied for instance if k is algebraically closed. 2
From now on, the integer d mentioned in definition 1.14 will always be equal to 2. We therefore also write "condition 
Proof. The short exact sequence
gives rise to the short exact sequence
Hence the leftmost morphism is zero in the right exact sequence
and since we already know that Proof. We can compute as follows, In fact, this contains the commutative self intersection theorem for curves on surfaces, [5, ex. V.1.4.1], as a special case; cf. the remarks after theorem 5.2.
After these facts, we proceed with proving that −, − has some handy additivity properties.
Lemma 4.6. Let (X, O X ) be a noetherian quasi-scheme over k, and let Y be an effective divisor on X. Then for any M ∈ mod(X), we have the equation in K(X), c(o X (−Y ))([M ]) = (−c(o X (Y ))([M ]))(Y ) = (−c(Y )([M ]))(Y ).
Proof. For any invertible bi-module M ∈ BIMOD(X, X), we can compute as follows, 
Proof. 
So M is noetherian of Krull dimension 0, hence of finite length. Using 1
• , we get • Z satisfies condition [Fixd comp].
• W satisfies condition [1-dim] .
Then for any z ∈ K(X), and any integers m, n (positive or negative), we have
Proof. We have
where "(a)" follows from lemma 3.5. We want to see that ( * ) = 0. The idea of the proof is to see that c(o
; it will then follow from lemma 4.7, part 2
• , that ( * ) = 0, since Y satisfies condition [Invariant] .
We start by proving that 
The integer −n is positive, so by the argument given for case 2, we have
So clearly also ( * * ) ∈ F 1 K(X), and we have proved equation (4.7). We go on to prove that 
The integer −m is positive, so by the argument given for case 2, we have
So clearly also ( * * * ) ∈ F 0 K(X), and we have proved equation (4.8) .
Combining equations (4.7) and (4.8), we have that
In conjunction with lemma 4. 
c(Z)(z) .
Proof. The case m ≥ 1 is immediate from theorem 4.8 by induction. The case m = 0 is trivial. And if m ≤ −1, we note that
where the last "=" uses theorem 4.8. Combining this with the result for m ≥ 1, we get the corollary's statement. 
Proof. We may compute as follows, using
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use where "(a)" comes from lemma 3.5. To see that ( * ) = 0, we observe that since Then for each n ≥ 0, we have
Proof. The case n = 0 is obvious. And the case n ≥ 1 follows immediately from theorem 4.10 by induction.
The Riemann-Roch theorem
We remind the reader that the integer d from definition 1.14 is assumed to be 2. This section gives our main results, theorems 5.1 and 5.2. These are the noncommutative generalizations of the Riemann-Roch theorem and the genus formula for curves on surfaces. The results contain their commutative counterparts for projective surfaces as special cases.
Having obtained these results, we apply them to investigate the behaviour of the quantity χ(O X (nY )). It turns out to be a second degree polynomial in n which we call O X 's Hilbert polynomial. We give explicit expressions for the coefficients of the Hilbert polynomial in corollaries 5.3 and 5.4. These expressions are just like the ones encountered in commutative geometry. The use of the first of these expressions is illustrated in example 5.5, which computes the degree of a certain normal bundle.
The remaining part of the section considers the quantity χ(M (nY )) for an arbitrary M ∈ mod(X). The main results are theorem 5.6 and corollary 5.9, which tell us that χ(M (nY )) is a polynomial in n with various properties. Then there is the formula
(recall that ω ∈ mod(X) is the dualizing object which exists by condition [Dual]).
Proof. Note first that by duality,
We can now compute as follows:
where "(a)" is by example 3.3, "(b)" is by corollary 4.9, and "(c)" is by equations (5.1) and (5.2). Rearranging terms produces the equation displayed in the theorem. Set
note that if k is algebraically closed, and Y is a commutative smooth projective curve, then g(Y ) is the usual genus of Y ).
Then there is the formula
Proof. First we compute
where the latter two equalities follow from equations (5.1) and (5.2). Now,
Here "(a)" follows from the Riemann-Roch theorem, "(b)" follows from equation (5.3), and "(c)" follows from example 3.3.
Theorems 5.1 and 5.2 contain the commutative Riemann-Roch theorem and genus formula as special cases (although one has to restrict Riemann-Roch to deal with effective divisors): Suppose that k is algebraically closed, and that one has a commutative smooth projective surface X over k, and an effective divisor Y on X. As remarked in section 1, (Mod(X), O X ) is then a noetherian quasi-scheme over k, and Y determines an effective divisor on the quasi-scheme X in the sense of definition 1. So all conditions in theorems 5.1 and 5.2 hold, and we now claim that the statements in the theorems really are the usual Riemann-Roch theorem and genus formula for Y . For this, one has to note two things: 
where K is the canonical divisor on X. This is also easy to check, since we have in K-theory • applies to K.) Using 1
• and 2
• , we can rewrite theorem 5.1 as Then for each n ≥ 0, we have
Remark. As we shall see in corollary 5.7, the formula from corollary 5.3 is in fact valid for any integer n.
Proof. The corollary's formula is obvious for n = 0, so we assume that n ≥ 
and this is the desired formula. Here "(a)" is by lemma 2.8, "(b)" is by lemma 4.7, part 2 • , and "(c)" is by corollary 4.11. Note that it is the application of corollary 4.11 which makes it necessary to assume condition [Dual+K] rather than just [Dual] 
, and this is needed for the application of corollary 4.11.
As a variation of this corollary, we have Then for each n ≥ 0, we have
(this is the same formula as in the commutative case; see [5, exer. V.
1.2]).
Remark. As we shall see in corollary 5.7, the formula from corollary 5.4 is in fact valid for any integer n.
Proof. This is obtained by combining corollary 5.3 with theorem 5.2:
As one can see from theorem 5.2 and corollary 5.4, the two numbers Y, [O Y ] ("the self intersection") and g(Y ) ("the genus") for an effective divisor Y on X are important numerical invariants of Y and its embedding in X, just as in commutative geometry.
The next example shows an application of our machinery, in particular, corollary 5.3, to a practical computation.
Example 5.5. (The degree of the normal bundle of the cubic divisor in the elliptic quantum plane.) This example is a continuation of example 1.10, and uses its setup and notation. In particular, A is a graded Artin-Schelter regular algebra of dimension three over the algebraically closed field k, and g ∈ A 3 is a regular central element. S = Proj(A) is an elliptic quantum plane, and T is the elliptic curve which is an effective divisor on S.
Applying the theory developed above, in particular, theorem 4.5 and corollary 5.3, we will see that it becomes an easy computation to show that the degree of the normal bundle of T in S is deg(N ) = 9 (the construction of N is described prior to lemma 4.4).
We need to do two things: 1 • : Check that S and T satisfy the conditions posed in theorem 4.5 and corollary 5.3. 2
• : Perform the mentioned computation based on those results. Condition [Invariant] on T : Let p ∈ mod(S) be a point, i.e. a simple object. We split into two cases:
Case 1: p ∈ mod(T ). In this case, λ p = 0, so since p is simple we have that λ p : p −→ p(T ) is an isomorphism. In particular, we must have
Case 2: p ∈ mod(T ). We have 
2
• : We now have for n 0 that
where "(a)" holds because A satisfies χ, and where "(b)" is by the formula for dim A n given in example 1.10. But by the statements proved in 1 • , corollary 5.3 applies to the present situation, and tells us that
Comparing coefficients in the two expressions for χ(O S (nT )), we get
Theorem 4.5 also applies to the present situation, and so we get the desired result,
2 Corollaries 5.3 and 5.4 tell us that the quantity χ(O X (nY )) is a quadratic polynomial in n for n ≥ 0, and also give us some expressions for the coefficients of this polynomial. More in the abstract, we can consider any M ∈ mod(X), and ask for the behaviour of χ(M (nY )). 
, and Kdim(M ) = 0, then M has finite length. Lemma 4.7, part 1
• , then implies that for any integer n, we have
Euler characteristic is additive, and the category mod(X) has critical composition series, so it is clearly sufficient to prove this statement when M is 1-critical. 
and telescoping, we get for n ≥ 1 that
For the last "=", we have used that by criticality of M we have
whence by lemma 4.7, part 1
for any .
Telescoping the other way as well, one gets the same formula as above,
so this formula is valid for any n ∈ Z. Case 2: M ∈ mod(Y ). We use condition [Fixd comp] to write
We can telescope as follows for n ≥ 1,
For the last "=", we have used lemma 4.7, part 1
• , by which we have
so this formula is valid for any n ∈ Z. 
Consider the exact sequence (1.4), and twist it by nY , getting
Using this sequence to telescope, we get for n ≥ 1 that
where "(a)" uses equations (5.5). Telescoping the other way, one gets the same equation,
which is therefore valid for any n ∈ Z. Proof. Consider the quantity χ(O X (nY )). On one hand, by theorem 5.6, it is a polynomial in n of degree at most 2. On the other hand, in corollaries 5.3 and 5.4, we have concrete expressions of χ(O X (nY )) as polynomials of degree at most 2, for n ≥ 0. But these statements are certainly only compatible if the concrete expressions from corollaries 5.3 and 5.4 hold for any integer n.
We can apply theorem 5.6 in another obvious way, when the divisor Y is ample. Let us recall from [10, def. 3.9 .5] the definition of ampleness: Definition 5.8. Let (X, O X ) be a noetherian quasi-scheme over k, and let Y be an effective divisor on X. We say that Y is ample if the following are satisfied for each M ∈ mod(X) and each n 0: • M (nY ) is generated by global sections, i.e. there is an epimorphism
Let us now look at a noetherian quasi-scheme (X, O X ) over k, and an effective divisor Y on X. We get a triple (mod(X), • For n 0, we have dim k M n = p M (n), where M n is the nth graded piece of M .
• For any integer n ∈ Z, we have χ((πM )(nY )) = p M (n).
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• The degree of p M (t) is less than or equal to Kdim(πM ). Remark. Note in connection with part 2
• that it really says that when we use Y to realize X as projective space by the equivalence 
Proof. 1
• : That χ((πM )(nY )) is equal to p M (n) where p M is a polynomial with degree less than or equal to Kdim(πM ) can be read in theorem 5.6, because we have identified tails(A) with mod(X).
So we just need to see that dim k M n = p M (n) for n 0. However, for n 0 we have
where the last two "="'s hold because A satisfies condition χ. 
Intersection multiplicities on a blow up
Throughout this section, the base field k is algebraically closed. To exemplify the theory developed above, this section applies it to the quasischeme X obtained by the blow up α : X −→ X of the non-commutative surface X in a suitable point p. In particular, it investigates the intersection theoretic properties of the exceptional divisor, E (when this divisor exists), and shows the result given in theorem 6.3 below: The self intersection of E is
This is a direct generalization of the corresponding property of the exceptional divisor on a commutative blow up; see [5, prop. V.3.2] . We also apply this result • It is Artin-Schelter regular with gldim(A) = 3.
• It has Hilbert series H A (t) = (1 − t) −3 , and consequently, dim k A n = We know that (S, O S ) := Proj(A) = (Tails(A), πA) is a noetherian quasi-scheme over k, and as we shall see, P 1 is isomorphic to an effective divisor T on S. However, using corollary 5.3 we will prove that this divisor has self intersection +1, and so by theorem 6.3 can not be "blown down". and [Invariant] . The first of these three facts implies that it makes sense to ask: Can T be blown down? That is, does there exist a quasi-scheme (X, O X ) over k with a suitable point p, such that when we take the blow up X −→ X in p, we get (S, O S ) = ( X, O X ), and such that T corresponds to the exceptional divisor E on X?
We will use our theory to show that the answer to this question is no. This can be done as follows: We have for n 0 that χ S (O S (nT )) = χ tails(A) (πA(n))
where "(a)" is since A satisfies [2] 's condition χ (see [2, thm. 8.1(1)]), and where "(b)" is by the formula for dim A n given above. But by the statements on S and T given above, corollary 5.3 applies to the present situation, and tells us that
Theorem 6.3 also applies to the present situation, and so we see that S cannot be a blow up, X, in such a way that T is the exceptional divisor: T has self intersection +1, not −1. 2
