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Abstract
Purpose. The purpose of this study was to examine the influence of patient‑perceived provider availability
on nonurgent emergency department use (NUEDU). The study population consisted of a
nationally‑representative population of non‑elderly adults who were continuously privately insured (CPI)
for at least a year before an emergency department visit that was determined to be nonurgent, and who
reported having a regular source of care (RSC).
Methods. Data were obtained from a nationally‑representative longitudinal survey, the Medical
Expenditure Panel Survey (MEPS). The classification of ED visits as nonurgent was based on patient
report using a method developed for this study. Patient‑perceived provider availability was based on
patient report of how difficult it was to contact their RSC by phone for medical advice during office hours
(Regular Hours Contact), how difficult it was to reach their RSC after hours in case of an urgent problem
(After Hours Contact), and whether their RSC had office hours at night or on weekends (Night or Weekend
Hours). Multiple logistic regression analysis was used to determine whether the patient-reported provider
availability factors predicted NUEDU.
Findings. Nonurgent ED visits made by continuously insured non-elderly adults with a RSC accounted for
an estimated 2,309,399 ED visits in 2006. This number represents 9.31% of ED visits made by people of
all ages, and 12.08% of all ED visits made by non‑elderly adults. The percentage ED visits categorized as
nonurgent in the study population was 45.15%. Reported lack of night or weekend hours predicted an
increased likelihood of a nonurgent ED visit; OR 1.371(1.368, 1.374). Increasing reported difficulty in
contacting a RSC by telephone outside of regular office hours predicted decreasing likelihood of NUEDU.
In contrast, increasing difficulty in contacting a RSC during office hours by telephone predicted increasing
likelihood of NUEDU. Those who reported that it was "very difficult" to contact a RSC by phone during
regular office hours were more than 4 times as likely to have a nonurgent ED visit as those who reported
that it was "not at all difficult"; OR 4.136(4.122, 4.151). Difficulty in reaching a RSC during regular office
hours was a consistent predictor of increased likelihood of NUEDU regardless of how the population of
nonurgent ED users was segmented, almost without exception.
Conclusions. The factors representing availability of night or weekend hours, ability to make after‑hours
contact by telephone with a RSC, and regular‑hours contact by telephone were found to be statistically
significant predictors of NUEDU among non‑elderly adults with CPI and a RSC. These findings suggest
that privately‑insured persons with a RSC rely on EDs for a significant portion of their acute but nonurgent
health care needs.
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ABSTRACT
Purpose. The purpose of this study is to examine the influence of patientperceived provider availability on nonurgent emergency department use (NUEDU). The
study population consists of a nationally-representative population of non-elderly adults
who were continuously privately insured (CPI) for at least a year before an emergency
department visit that was determined to be nonurgent, and who reported having a regular
source of care (RSC).
Methods. Data were obtained from a nationally-representative longitudinal
survey, the Medical Expenditure Panel Survey (MEPS). The classification of ED visits
as nonurgent was based on patient report using a method developed for this study.
Patient-perceived provider availability was based on patient report of how difficult it was
to contact their RSC by phone for medical advice during office hours (Regular Hours
Contact), how difficult it was to reach their RSC after hours in case of an urgent problem
(After Hours Contact), and whether their RSC had office hours at night or on weekends
(Night or Weekend Hours). Multiple logistic regression analysis was used to determine
whether the patient-reported provider availability factors predicted NUEDU.
Findings. Nonurgent ED visits made by continuously insured non-elderly adults
with a RSC accounted for an estimated 2,309,399 ED visits in 2006. This number
represents 9.31% of ED visits made by people of all ages, and 12.08% of all ED visits
made by non-elderly adults. The percentage ED visits categorized as nonurgent in the
study population was 45.15%. Reported lack of night or weekend hours predicted an
increased likelihood of a nonurgent ED visit; OR 1.371(1.368, 1.374). Increasing
reported difficulty in contacting a RSC by telephone outside of regular office hours
predicted decreasing likelihood of NUEDU. In contrast, increasing difficulty in
contacting a RSC during office hours by telephone predicted increasing likelihood of
NUEDU. Those who reported that it was “very difficult” to contact a RSC by phone
during regular office hours were more than 4 times as likely to have a nonurgent ED visit
as those who reported that it was “not at all difficult”; OR 4.136(4.122, 4.151). Difficulty
in reaching a RSC during regular office hours was a consistent predictor of increased
likelihood of NUEDU regardless of how the population of nonurgent ED users was
segmented, almost without exception.
Conclusions. The factors representing availability of night or weekend hours,
ability to make after-hours contact by telephone with a RSC, and regular-hours contact by
telephone were found to be statistically significant predictors of NUEDU among nonelderly adults with CPI and a RSC. These findings suggest that privately-insured persons
with a RSC rely on EDs for a significant portion of their acute but nonurgent health care
needs.
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CHAPTER 1.

INTRODUCTION

Statement of the Problem
The number of emergency department (ED) visits in the United States has
increased markedly in recent years, fueling concerns regarding overcrowded EDs and
increased health care costs (Forster, 2005; Kellerman, 2005; Showstack, 2005). A
substantial proportion of ED visits are for care that is nonurgent. While the exact
definition of nonurgent care and the magnitude of the problem has been and continues to
be a matter of debate (Wolcott, 1979; Ballard et al., 2009), nonurgent ED visits are of
particular concern. This concern stems, in part, because it is widely believed the care
provided in an ED for nonurgent conditions is care that could be provided with higher
quality and for less cost in a doctor’s office or clinic (Fleming & Jones, 1983; Forrest &
Starfield, 1996).
Because the majority of U. S. citizens, about two-thirds, have health care
coverage through private insurers (Cohen & Rhoades, 2009), it seems reasonable to
presume that privately insured persons account for a large percentage of ED visits in the
U. S. In spite of this, little research is focused on how privately insured persons use the
ED for nonurgent care. Nonurgent ED use (NUEDU) is viewed as evidence of
inadequate access to health care for the uninsured and underinsured (Billings et al.,
2000a), with resultant negative consequences mentioned above. However, anyone who
uses the ED for nonurgent care contributes to crowding and increased costs, regardless of
the insurance status.
The population chosen for this study is defined as privately insured persons who
report having a regular source of care. This population was chosen because it offers an
opportunity to examine how people use the ED for nonurgent care when they are
relatively free of some of the known constraints that uninsured and publicly insured
persons face (Northington et al., 2005). Previous work that supports this is discussed at
length in Chapter 2. Gaining an understanding of factors that may influence this
population’s use of the ED translates into information regarding many thousands of ED
visits annually (Pitts et al., 2008). This information could potentially be used to create
policy or strategies to reduce NUEDU.
Study Hypothesis and Purpose of Study
The purpose of this study is to determine, in a nationally-representative
population of privately insured non-elderly adults with a regular source of care, whether
variables representing three measures of provider availability influence NUEDU. These
measures of availability are based on the patient’s report of how difficult it is to contact a
medical person at the office of their regular source of care (RSC) by phone about a
medical problem during regular business hours, how difficult it is to contact their health
care provider by phone after regular business hours in case of an urgent medical problem,
1

and whether the provider has office hours at night or on weekends. Other variables also
known to influence use of health care services; age, sex, race, ethnicity, marital status,
education level, income level, employment status, and whether the patient lived in a
metropolitan area were included. Previous studies that describe these effects of these
additional variables are discussed in Chapter 2. These variables were included so that
relative contributions of factors contributing to NUEDU could be determined.
The overall hypothesis is that, in this study population, NUEDU is influenced by
how available the patient perceives their regular provider to be, among the other factors.
This overall hypothesis is comprised of three discreet hypotheses:


NUEDU is influenced by whether the provider has office hours at night or on
weekends.



NUEDU is influenced by provider availability outside of regular office hours.



NUEDU is influenced provider availability during regular office hours.

The conceptual framework is discussed later in this chapter, and the theoretical basis for
the inclusion of the remaining independent variables is discussed in Chapter 2.
NUEDU and Primary Care Access
The fact that people choose to go to an ED for nonurgent care rather than seeking
that care in a more traditional outpatient care setting is seen as a measure of inadequate
access to effective primary care (Billings et al., 2000a). Among the uninsured and
publicly insured, nonurgent ED use (NUEDU) is seen as yet another example of the
many access to care challenges they face, and has been the focus of a large body of
research as a result (Hadley, 2003). In contrast, although a large portion of ED visits for
nonurgent care that occur in U. S. hospitals are made by people who have private health
insurance (Cunningham & May, 2003; Weber et al., 2008), relatively little study has been
reported about what influences NUEDU among the privately insured. Although privately
insured persons face fewer obstacles to obtaining health care, it does not necessarily
follow that they experience no obstacles to health care access. Privately insured persons
cite barriers to care that include difficulty getting appointments as soon as desired, lack of
convenient appointment times, and difficulty getting through by phone, among others
(Forrest & Starfield, 1998; Rust et al., 2008; Veith & Rhodes, 2008). It is therefore
important to examine NUEDU in populations consisting exclusively of privately insured
persons.
Definition of NUEDU
Although NUEDU has been extensively studied (Padgett & Brodsky, 1992;
Billings et al., 2000b; Billings et al., 2000c; Derlet & Richards, 2000), assigning specific
meaning to the term “nonurgent” has proved troublesome (O’Brien et al., 1996).
Broadly, NUEDU is generally taken to mean any care provided in an ED that is not due
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to an emergency condition. An emergency condition, according to the American College
of Emergency Physicians (ACEP) is defined as follows:
An emergency medical condition is any medical condition of recent onset
and severity, including but not limited to severe pain, that would lead a
prudent layperson, possessing an average knowledge of medicine and
health, to believe that his or her condition, sickness, or injury is of such a
nature that failure to obtain immediate medical care could result in:
placing the patient’s health in serious jeopardy; serious impairment to
bodily function; or serious dysfunction of any bodily organ or part (King,
2002).
This definition is commonly referred to as “the prudent layperson” definition. As
can be seen by this definition, NUEDU is defined by what it is not; that is, any care
provided in an ED that is not consistent with the ACEP definition of emergency care is
considered nonurgent. In principle, this results in a distinction between urgent and
nonurgent ED use that is relatively simple and straightforward. In practice, however, it
has been the source of considerable debate, including what name best describes it. For
example “nonurgent ED use” and “inappropriate ED use” have both been commonly
employed (Buesching et al., 1985; Bernstein, 2006). Also a matter of debate is whether
and how the patient’s perspective and understanding of the medical condition that
prompted an ED visit should be taken into account (Gill & Riley, 1996), or whether the
distinction between urgent and nonurgent should be based on clinical factors only
(Billings et al., 2000b). Although retrospective, clinically-based classification of ED visit
urgency does not factor in the patient’s perspective, which is a fundamental component
determining ED use (Krug et al., 2004), published reports of ED visit urgency
classification almost exclusively employ retrospective clinical methodology (Billings et
al., 2000a; Billings et al., 2000b; Buechner & Williams, 2007; Mistry et al., 2008; Ballard
et al., 2009). This issue will be discussed in detail in Chapter 2.
Although ED visit urgency may be classified using clinical criteria, and with the
benefit of hindsight, urgency may not be at all clear when symptoms first appear. For
example, chest pain is a common clinical presentation in an ED. Chest pain could be due
to something as benign as indigestion or as serious a heart attack. In such a case, it is
understandable that a person might choose to seek care at an ED in the belief that his or
her condition may be life-threatening. Determination of urgency may be possible only by
performing tests only available in a health care facility. In this example, a person could
hardly be faulted for misuse of the ED if it turns out that the chest pain is, in fact, due to
indigestion. However, a significant percentage of patients who seek medical care at EDs
for nonurgent problems do so for health concerns that they themselves categorize as
nonurgent. In one study (Gill & Riley, 1996), it was found the reasons some patients
chose an ED for care instead of a doctor’s office included that the ED was closer or more
convenient than their regular source of care, that emergency care was faster, and that they
thought they got better care at the ED. These visits are thus the result of a patients’
choice to seek care at ED that they could have reasonably expected to obtain at a doctor’s
office or clinic, if care at a site other than the ED was a realistic option open to them.
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Because the focus of this study is factors that influence a patient’s decision to use
the ED for care that they believe is nonurgent, the definition of nonurgent that is used is
based on the patient’s perception that the visit was for nonurgent care. It is specifically
because a patient is not expected to have the same knowledge of medicine that a health
care provider has that the “prudent layperson” language is included in the ACEP
definition of an emergency medical condition. Once a patient presents at an ED, whether
the judgment that prompted the visit is consistent with a determination of medical
urgency after the fact has no retroactive bearing on the patient’s decision to go to the ED
in the first place.
Health Policy Significance of NUEDU
Nonurgent emergency department use is seen as a problem for a number of
reasons. Perhaps the most obvious is that it taxes the capacity of hospital emergency
departments that are intended and equipped to treat patients with emergency conditions
(Grumbach et al., 1993). NUEDU also contributes to long waiting times for all ED
patients (Lambe et al., 2003). Although it has been argued that the actual costs associated
with providing routine health care services at EDs are not significantly higher than costs
incurred providing those services in an office setting (Tyrance et al., 1996), fees charged
for providing them in an ED are significantly higher (Baker & Baker, 1994; Williams,
1996; Reinhardt, 2006). Insurance companies balk at paying higher fees charges for
services provided at an ED compared to what those services would cost elsewhere, and
retroactive denial of coverage for ED visits that insurers deem to have been nonurgent
has resulted in disputes between patients and insurance companies over coverage
(Gresenz & Studdert, 2004).
Compared to quality primary care that takes place in the context of a relationship
with a patient’s RSC, primary care provided in an ED is episodic and fragmented. When
a patient receives care for a nonurgent condition in an ED it is often seen as a missed
opportunity for the patient to experience the benefits associated with quality primary
care, such as continuity and comprehensiveness (Starfield, 1998). Given this, it would
seem reasonable that lack of a RSC would be a typical characteristic of ED users. In fact,
it is not; a national population-based study found that 83% of ED users report having a
usual source of care (Weber et al., 2005). Also, although the uninsured are often the
focus of studies on ED use (Cetta et al., 2000, Baillargeon et al., 2008), ED visits have
increased in recent years in all categories of insureds as well as among the uninsured
(Weber et al., 2008). NUEDU is therefore seen as evidence that primary health care
services are not adequately accessible to the uninsured (Hadley, 2003), the underinsured
(Northington et al., 2005), and, increasingly, the privately insured (Cunningham & May,
2003). For these reasons and others many attempts have been made to identify the causes
for NUEDU in order to reduce their number (Selby et al., 1996, Washington et al., 2002).
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NUEDU among the Privately Insured
As was mentioned in the introductory comments, privately insured people make
up the majority of the U. S. population. Because of its size, how people in this group use
health care might be expected to have a greater effect on the health care system compared
to other groups. The following discussion compares the ED use of the privately insured
and the uninsured, groups that arguably represent the extremes of access with regard to
health care coverage. This discussion demonstrates that even though the percentage of
ED visits made by each group has remained nearly constant over time, the increase in the
number of ED visits made by people in the privately insured group far exceeds those
made by the uninsured.
At any given time, approximately 65.4% of the non-elderly U. S. population has
private health insurance coverage, and approximately 15% are uninsured (Adams et al.,
2008). A recent study (Weber et al., 2008) reported that there were 90.3 million ED
visits in the U. S. in 1996-1997, and 44.8% of those were made by privately insured
persons, equaling 40.5 million visits. By 2003-2004 the total number of ED visits had
increased to 113.9 million visits. The percentage of ED visits made by privately insured
persons in 2003-2004, 44.4%, was virtually unchanged from 1996-1997. However, the
total number of ED visits increased, and thus the same percentage of visits amounted to
50.6 million visits, or an increase of more than 10 million ED visits made by privately
insured persons in 2003-2004 compared to 1996-1997.
By comparison, over the same time period, 1996-1997 to 2003-2004, the
percentage of all ED visits made by uninsured persons also varied little; 15.5% in 19961997 and 14.5% in 2003-2004. The corresponding number of ED visits made by
uninsured persons was 14 million and 16.5 million ED visits, respectively. The net result
was an increase of 2.5 million ED visits made by uninsured persons in 2003-2004
compared to 1996-1997. In terms of relative number of visits, the increase in ED visits
made by uninsured persons was one quarter the increase compared to privately insured
persons over the same time period.
This shows that it is important to keep the size of the privately insured population
in perspective when studying how people use health care. As an indicator of inadequate
access to quality primary care, the high and rising prevalence of NUEDU among
privately insured persons suggests that there are obstacles to access other than lack of
insurance at work in this group (Rust et al., 2008), making the topic of this study more
cogent and timely. In addition, the increasing number of ED visits by the privately
insured has been due simply to the increasing size of the U. S. population over time.
However, if the access to health insurance provisions of the recently passed Patient Care
and Accountability Act come to fruition, this will dramatically increase the number of
insured Americans, and consequently the amount of ED use by the insured population. If
something is not done to decrease the prevalence of NUEDU among the privately
insured, this could have a detrimental effect on the U. S. health care system.
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The Role of Primary Care Access
In studies of nonurgent ED users, improved access to primary care services is
frequently listed as a means of reducing NUEDU (Malone, 1995; Powers, 2000). In any
discussion of primary care access, it is important to understand what primary care is and
why it is believed that improved access to it would be related to a reduction in nonurgent
ED use.
The textbook Primary Care Medicine (Stoeckle, 2000) defines primary care as
follows:
Primary care is coordinated, comprehensive, and personal care, available
on both a first-contact and a continuous basis. It incorporates several
tasks: medical diagnosis and treatment, psychological assessment and
management, personal support, communication of information about
illness, prevention, and health maintenance (p. 1).
Emergency department care, in contrast, is by its very nature episodic and fragmented,
meaning that patients who obtain primary care services in an ED forego the continuity
and personalization that are ranked high among the goals of quality primary care.
Also among the goals of primary care is the coordination of treatment for the
patient within the entire health care system. With the primary care provider serving as a
guide and counselor, use of other components of the system is based on knowledge of the
patient and his individual medical needs, thus reducing unnecessary tests and duplication
of services, while still providing comprehensive care (Davis et al., 2005). By having one
provider effectively coordinating care within the system, the likelihood of medical errors
is reduced, and likelihood of improved health outcomes is increased, which benefits the
system as well as the individual (Institute of Medicine, 2001). Included in efficient use
of health care resources is reduced use of the ED for nonurgent medical care.
Access to primary care involves several factors, including geographic proximity
to a RSC, adequate personal financial resources (for most people part of which is health
care insurance coverage), and convenience of obtaining care at a regular place. Among
these, patients perceive having health care insurance as the most important factor in
access to health care, and having a regular doctor the most important manifestation of
that access (Stewart et al., 1997). This perception is supported by studies that report less
use of access-indicator health services among people who do not have a regular doctor
(Lambrew et al., 1996), and that lack of health care insurance is perceived as an obstacle
to having a regular doctor among people who do not have one (Hayward et al., 1991).
Taken together, these would seem to lead to the conclusion that having health care
insurance would result in access to health care, but insured persons who have a RSC still
report that their regular doctors are not always available to them when they need them
(Vieth & Rhodes, 2008).
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Availability is one of the defining characteristics of quality primary care (Rakal,
1998). In order for primary care to realize the goals of efficient and effective health care,
a patient must not only have a regular doctor, that doctor’s care must be available when it
is needed. Of course, when a person does not have a primary care provider who serves as
a RSC, there is no context for consideration of provider availability. However, in cases
where a person does have a RSC, provider availability can be seen as a measure of access
to care.
Provider Availability as a Measure of Access to Care
Access to care has been described as consisting of three measures: financial,
potential and realized (Seid & Stevens, 2005). Financial access in the U. S. is largely
synonymous with having health care insurance; health insurance reduces the expense of
medical care to the patient, thus reducing financial barriers to full access to the health
care system. While health insurance coverage varies greatly, any coverage confers some
access advantage; the uninsured make less use of health care services than insured
persons, regardless of the type of insurance coverage (Schappert & Burt, 2006).
Potential access is described as the existence of circumstances that allow for the
possibility of establishing a relationship with a health care provider, such as geographic
proximity, and realized access is defined as actually obtaining health care services (Seid
& Stevens, 2005). Having health insurance facilitates potential access, but does not
guarantee realized access. Even though health insurance reduces financial barriers to
realized access, and insured persons report being unable to get needed medical care less
often than uninsured persons, they still report nonfinancial problems with achieving
realized access. These problems include difficulty making appointments as soon as they
are needed, having to wait too long once in a provider’s office, and difficulty in getting
through on the phone, among others (Strunk & Cunningham, 2004). Realized access can
be affected by a number of factors that are outside the control of the provider, such as
how far away he is from a patient’s home or work, but others are related to how and
when providers choose to make themselves available.
Among persons who reported that they were unable to get needed medical care in
2001, 24% gave as the reason, “could not get there when the doctor’s office or clinic was
open,” and 12% listed, “could not get through on the telephone.” These two problems
were ranked second and third in frequency on a list of access problems related to
patients’ ability to actually make use of the health care system; that is, achieve realized
access. Among insured persons, 62% of those who reported difficulty in getting needed
care cited system-related factors as problems (Strunk & Cunningham, 2004).
In the conceptual framework used for this study, the factors of patient
circumstance that contribute to realized access to health care services are categorized as
“enabling” factors. Three aspects of provider availability as perceived by the patient,
availability by phone during regular office hours, availability by phone outside of regular
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office hours and office hours at night or on weekends, are the enabling factors of interest
in this study.
Conceptual Framework
Every health care visit, that is, every instance of realized health care access,
occurs as a result of the combined influences of a patient’s predisposition to seek health
care, his self-perceived need for health care, and the availability of health care services.
A framework for examining the relationship of these influences, the Behavioral Model of
Health Services Use, was first developed by Ronald Andersen in 1963. It has been
extensively used by Andersen and others since then, undergoing expansion and revision
in the process (Andersen & Aday, 1978; Andersen, 1995, 2008). The first version of the
Behavioral Model was proposed as a framework for understanding health services use at
the person level and is shown diagrammatically in Figure 1-1.
The model was later expanded to include community-level and outcome
components when subsequent research demonstrated their relationship to health services
use (Andersen, 1995: Andersen, 2008). The expanded version of the model is shown in
its general form in Figure 1-2.
A diagram of the behavioral model of health services utilization adapted for use in
this study, using person-level predisposing, enabling and need variable categories, is
shown in Figure 1-3.
The demographic characteristics listed as predisposing factors, (race, sex,
ethnicity, marital status, age and education level), have been demonstrated in other
studies to influence health behaviors, and the literature includes abundant examples that
support their inclusion in this category (Andersen, 2008). Similarly, categorization and
use of income level, whether a person lives in or near a city, (represented in this study as
metropolitan statistical area, [MSA]), and employment status as enabling factors, and
self-reported health status as a need factor are supported in existing literature. Previous
studies are discussed in greater detail in Chapter 2.
New in this study is the exploration of three aspects of patient-reported health
provider availability as enabling factors and predictors of NUEDU. The variables
representing these factors are indicated by asterisks in Figure 1-3 and are the patient’s
report of how difficult it is to contact a medical person at their RSC provider by phone
about a medical problem during regular business hours, how difficult it is to contact a
medical person at their RSC after regular business hours in case of an urgent medical
problem, and whether the provider has office hours at night or on weekends. These
variables were chosen because they represent aspects of provider availability that are for
the most part procedural, and are therefore relatively amenable to intentional alteration.
For example, if the findings of this study support the suggestion that extended office
hours are associated with less NUEDU among privately insured persons with a RSC,

8

Figure 1-1.
Behavioral Model of Health Services Utilization.
Used with permission. Andersen, R. (1968). A behavioral model of families’ use of
health services. University of Chicago Center for Health Administration Studies,
Research Series 25.

Figure 1-2
Expanded Version of the Behavioral Model of Health Services Utilization.
Used with permission. Andersen, R. M. (2008) National health surveys and the
behavioral model of health services use. Medical Care, 46:7, 647-53.
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Figure 1-3.
Conceptual Framework Specific to This Study.
* Indicates the explanatory variables in this study.
** Indicates the dependent variable. Independent variables are explained in the text.
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measures that create incentives for health care providers to offer extended office hours,
with the intent of reducing NUEDU, could be a possible policy recommendation.
The only community-level variable that was included in this model was
metropolitan statistical area (MSA). The determination of MSA is made by a
combination of factors that include a large population center, adjacent communities that
are economically and socially connected with the population center, and a total
population of 1 million or more persons (U. S. Census Bureau). Other community-level
factors that were incorporated into later versions of the behavioral model were not
included in this study for two reasons. First, the data source used for this study, the
Medical Expenditure Panel Survey (MEPS), does not field community-level information
in detail adequate to assess those factors, (such as number of physicians per capita, for
example), both because of the sampling methods used, and because that demographic
information is not disclosed in order to safeguard the confidentiality of the survey
respondents (Medical Expenditure Panel Survey, 2008). Second, the study design creates
some de facto conditions with regard to community-level factors. Because of how the
study population was selected, minimally the following are true: the study subject lived in
a community where it was possible to have a regular source of care and in which he had
access to an ED. This study would have been enhanced if community-level factors could
have been included, and it is a limitation that is discussed at greater length in Chapters 2
and 4. The MEPS data source is discussed in greater detail later.
Provider Availability: Access to Care Variables Used in This Study
Previous studies have addressed the ability to make phone contact as an access to
care issue, and those studies will be discussed in Chapter 2. Availability by phone is an
indicator of provider availability because communication between patient and provider
still occurs almost exclusively in person or by phone, with in-person encounters arranged
by phone almost without exception. Given that telephone contact is the primary means
that patients have for initiating a patient-provider encounter, it is not surprising that any
difficulty a patient may have in reaching a provider or his representative (most likely an
appointment scheduler) by phone is an obstacle to realized access, whether or not it is
intentional on the part of the provider (Vieth & Rhodes, 2008).
What has not been addressed in previous studies is patients’ ability to make phone
contact specifically for the purpose of medical advice. Fortunately, the MEPS questions
that generate the variables used for this study do specify that the patient is calling for
medical advice. The specific questions as they appear in the MEPS questionnaire are
shown in Appendix A, questions AC23 and AC35. (Questions that generated variables
used to determine RSC and NUEDU are also listed in Appendix A.) Specifically with
regard to NUEDU, advice by phone, either during regular office hours or outside regular
office hours, could help patients determine whether they needed to seek care at an ED or
with their RSC.
Provider availability for appointments outside of typical weekday office hours is
important for this study for two reasons. First, because “regular” office hours are by
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definition during working hours Monday through Friday, if office hours at night or on
weekends are offered in addition to those hours, there are more hours during a week that
a person’s regular source of care would be an alternative to an ED for non-urgent
treatment. Second, office hours outside the traditionally offered weekday hours, even if
they are offered in place of some of regular Monday-Friday hours, may create scheduling
opportunities for people to get routine care who would otherwise have trouble coming to
appointments because of time away from work or other obligations. Routine care, in
turn, has been shown to reduce both urgent and non-urgent exacerbations of chronic
illness (Baker et al., 2002; Gill et al., 1998).
Data Source
Data for this study were obtained from the Medical Expenditure Panel Survey
(MEPS). MEPS is a large-scale, longitudinal overlapping panel design survey that is
nationally representative of the U. S. civilian noninstitutionalized population. It is
conducted and administered under the auspices of the U. S. Department of Health and
Human Services (HHS) and the Agency for Healthcare Research and Quality (AHRQ)
(Medical Expenditure Panel Survey, 2008).
The history, design and scope of the MEPS data base are discussed in greater
detail in Chapters 2 and 3. Data analysis and findings are discussed in Chapters 3 and
4.
Organization of the Study
This dissertation is divided into five chapters. This chapter provides a brief
discussion of the problem of non-urgent ED use among privately insured persons, an
introduction to the conceptual framework that is used for this study, and the rationale for
using the explanatory variables that were chosen. Chapter 2 is a review of the literature,
which further defines the problem, describes previous work that has been done related to
the problem of NUEDU, and provides support for the conceptual framework as it has
been adapted for this study. In Chapter 3 the methods used to conduct data analysis is
described, including how each of the variables was generated from the data source, the
data analysis procedures used to select the study population, and the analyses that were
performed to examine the relationship among dependent, independent and explanatory
variables. A presentation of findings is in Chapter 4. Chapter 5 includes a discussion
of findings, policy implications and suggestions for future research.
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CHAPTER 2.

REVIEW OF THE LITERATURE
Overview

The purpose of this chapter is to review the literature relevant to this research.
Nonurgent ED use (NUEDU) has connections to and implications for the entire health
care system, so that a review of the literature necessarily touches on many interrelated
topics. These include how EDs evolved over time, and why ED care for nonurgent
conditions is inconsistent with quality care. Some of the features of the health care
system related to the practice of primary care and how they contribute to NUEDU are
discussed. Central to this study is what determines the distinction between an urgent and
a nonurgent ED visit, different perspectives on urgency, and methods used to distinguish
urgency. NEUDU has long been thought to contribute to ED crowding, and the body of
work that examines ED crowding and its causes are reviewed. The financial implications
of NUEDU include how EDs are financed and how ED care is paid for, what role health
insurance plays for those who have it, and how being uninsured affects NUEDU for those
who do not. The perspectives of the major financial stakeholders, which include
hospitals, physicians, and payers, are considered, along with how their different positions
influence health policy. Previous work on all these topics is covered.
This review also presents a history of the Behavioral Model of Health Services
Use, the model that is the framework for evaluating the relationship of NUEDU and the
variables used in this study. Consistent with this model, previous work on these
relationships is grouped into categories representing predisposing, enabling, and need
factors. The history of the MEPS database as well as an account of how has been used
for similar research in previous studies are given.
Evolution of Emergency Medicine and the Hospital Emergency Department
Today’s hospital EDs bear little resemblance to their early predecessors.
Emergency rooms, as they were more commonly referred to in the mid-twentieth century,
were usually low-tech, minimally staffed, and offered few, if any, services (Malone,
1995). In the 1950’s it was still common for physicians to make house calls for medical
emergencies. Medical care at that time was extremely unsophisticated relative to current
standards, and a physician’s black bag contained everything needed for the vast majority
of all diagnosis and treatment that was then available (Kao et al., 2009). Hospitals
emergency rooms typically served as a place where patients could wait for physicians
when they needed to be admitted (Malone, 1995). At the same time hospitals had barely
become what we think of as modern. Antibiotics were relatively new, surgical
techniques were unsophisticated, and intensive and critical care units had yet to be
developed (Shah, 2006; Valentinuzzi & Leder, 2009). Hospital emergency rooms were
thus a reflection of the medicine that was practiced at the time.
It was not until the 1960’s that emergency medicine began to gain recognition as a
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separate branch of medicine. Medical personnel returning from the war in Korea brought
with them knowledge and experience treating traumatic injuries that they acquired by
treating wounded soldiers. This knowledge was not limited to new surgical techniques;
significant advances had been made in the services auxiliary medical personnel
contributed to the care of the wounded. The duties and training of battlefield medical
personnel were expanded, and helicopters were used to transport the most severely
injured, dramatically reducing the time between injury and treatment. The establishment
of forward hospitals, known as mobile army surgical hospital (MASH) units, also meant
that the injured could be treated sooner, then stabilized and transferred to evacuation
hospitals for further treatment. From the time a soldier was wounded in action through
the time he was sent home or returned to duty, the medical care he received was more
sophisticated and coordinated than any before seen in wartime. Morbidity and mortality
rates decreased dramatically as a result (Howard, 2000).
Informed primarily by these medical advances, a report on traumatic injury in the
U. S. appeared in 1966. Titled “Accidental Death and Disability: The Neglected Disease
of Modern Society”, it called for establishing emergency departments and suggested
standards for their organization, categorization and accreditation (National Academy of
Sciences, 1966). The need for facilities capable of providing treatment for traumatic
injuries became part of the national consciousness. This report is thus credited with
being the impetus for the creation of many of the features associated with today’s
emergency medical system. These include standardization of ambulance vehicles and the
standards for training of emergency medical technicians (EMT) and paramedics,
communication systems so that first responders could communicate en route with the
hospitals to which accident victims were being transported, and the designation of trauma
centers (Howard, 2000). It has been estimated that the number of ED visits in the U. S.
doubled from 1960-1970 (Satin & Duhl, 1972.)
Throughout the 1960’s, 70’s, and into the 80’s a number of other milestones in
emergency medicine occurred. It was in 1961 that physicians first practiced emergency
medicine full-time, forming physician groups to replace the system of on-call physicians
at that existed at the time. In 1965 a landmark liability decision found that hospitals,
previously immune from liability, shared responsibility with physicians for the care
patients received, which spurred hospitals to develop standards of care for their EDs
(American College of Emergency Physicians, 2010). In 1968, the American College of
Emergency Physicians (ACEP) was formed. The first medical residency that focused on
emergency medicine was offered in 1970, although it was not until the early 1970’s that
emergency medicine gained general recognition as a specialty (American College of
Emergency Physicians, 2010).
As emergency medicine evolved, so did hospital EDs. In 1973 Congress passed
the Emergency Medical Service Systems Act (EMSSA), which provided support and
funding for local and regional emergency medical services, as well for research and
training. The 911 emergency telephone system, which had been established locally in
1969 in response to Hurricane Camille, was adopted for use throughout the U. S. (Edlich,
2008). By 2000, EDs were a highly-coordinated system comprised of personnel,
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facilities and technology capable of providing treatment of injury at all hours of the day
and night (Howard, 2000). In 1986 the Emergency Medical Treatment and Labor Act
(EMTALA) was enacted, which applied to most EDs. EMTALA mandated that any
patient who presents at an ED with an urgent medical need or in labor must receive
medical screening and stabilization, regardless of ability to pay (Fields et al., 2001). The
effects of EMTALA will be discussed at greater length later in the health policy section
of this chapter, but its enactment meant that for most hospital EDs, providing treatment
for patients who could not pay was transformed from an issue of ethics and mission into
one of legal compliance.
While the intent behind creation of EDs was the treatment of medical
emergencies, the existence of facilities that were always open and staffed around the
clock with medical personnel meant that treatment for non-emergency medical conditions
was also available. Even when modern emergency systems were in their infancy,
concerns were being raised about the use of EDs for non-emergency care. Reports
published in 1966 sought to explain why anyone with a regular source of care would seek
care at an ED rather than at their physician’s office for nonurgent conditions (Vaughan &
Gamester, 1966; Weinerman et al., 1966). They concluded that NUEDU resulted from a
complex interaction of influences. These included demographic factors such as income,
age, and education level; whether the patient had health insurance and what kind; whether
the patient had a regular source of care; the patient’s health status; and the patient’s
imperfect understanding of what constitutes urgency. These studies are discussed at
greater length later in this chapter in the section “Defining Nonurgent.”
Even the earliest studies of EDs predicted that nonurgent use would increase,
leading to congested emergency rooms and making it difficult to effectively care for all
ED patients, whether their needs were urgent or nonurgent. They saw NUEDU as a
problem that merited special attention because it was evidence that primary care was
inadequately available, a concern that would be echoed almost without exception in
subsequent studies. The relationship of all these factors to NUEDU has been the focus of
hundreds of studies in the intervening half-century. The recurring themes in those studies
are presented in the following sections.
ED Care for Nonurgent Conditions: The Antithesis of Quality Primary Care
The definition and characteristics of quality primary care were introduced in
Chapter 1. In its 2001 report, Crossing the Quality Chasm, the Institute of Medicine
(IOM) identified six attributes of quality health care: safety, effectiveness, patientcenteredness, timeliness, efficiency, and equity (Institute of Medicine, 2001). Quality
patient-centered primary care is further defined as being accessible, continuous,
comprehensive and coordinated (Berenson et al., 2008). Eight dimensions have been
proposed as essential to patient-centered care: respect for the patient’s values,
preferences, and expressed needs; information and education; access to care; emotional
support to relieve fear and anxiety; involvement of family and friends; continuity and
secure transition between health care settings; physical comfort; and coordination of care
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(Audet et al., 2006). In 2007, joint principles of a patient-centered medical home were
proposed by a group of physicians representing the four medical specialties that provide
the vast majority of all primary care in the U. S.; internists, pediatricians, family
physicians, and osteopathic physicians. These principles emphasized the following
criteria for quality primary care: that each person have a personal physician whose
practice meets the requirements of a patient-centered medical home; that the patient’s
care is directed and coordinated by that personal physician; that the patient receives
“whole person” care, defined as comprehensive preventive, chronic, acute, and end-oflife care; that patients receive enhanced access; and that safety and quality are hallmarks
(American Association of Family Physicians, 2007). A physician who practices in a
manner that manifests these attributes can be viewed as providing a “patient-centered
medical home.” Patients who receive care in the context of a medical home have been
found to experience improved medical outcomes and satisfaction (Gill, 2004). It has
been shown that one of the aspects of a medical home, increased patient involvement in
the decision-making process, results in better patient compliance with treatment
recommendations and better outcomes for chronic conditions (Kaplan, 1995).
Figure 2-1 is a diagrammatic representation showing a medical home at the
center of a network of health care services. The arrows in the diagram represent how
patient information and treatment are interconnected throughout the health care system in
the presence of a medical home.
In contrast, NUEDU results in care that has almost none of the attributes of
quality primary care consistent with the medical home model. This means that every
occurrence of NUEDU is potentially a missed opportunity for a patient to receive care
that would better address his or her overall healthcare needs. For example, a 1970 study
found that only 27% of patients seen at an ED for nonurgent gastrointestinal complaints
received medical care that met minimal standards for their diagnoses (Brook &
Stevenson, 1970). In a population of inner city minority patients, those who depended on
ED care alone were more likely to have uncontrolled hypertension than those who also
had a regular source of care (Shea et al., 1992). Studies on ambulatory care-sensitive
conditions (ACSC), such as diabetes and asthma, suggest that patients who fail to receive
regular care do not fare as well as those who do (Shea et al, 1992; Laditka & Laditka,
2004; Yuen, 2004).
On the other hand, not every nonurgent ED visits represents a lost opportunity.
For example, one would not expect the outcome of treatment for conjunctivitis or a case
of swimmer’s ear to be significantly different whether treated at an ED or one’s personal
physician. Nevertheless, in many studies of NUEDU the issue is framed in terms of
idealized quality primary care being the alternative to care that was received in an ED
(Dickhudt et al., 1987; Guttman et al., 2001). Other studies recognize that for many
nonurgent ED users, access to quality primary care, or access to primary care at all, is not
really an alternative to ED care. This is often attributed to the fact that those users are
uninsured or underinsured (Murnik et al., 2006). In those studies the issue of NUEDU is
framed as inadequate access to quality primary care because of insurance status, with the
implication that improved health insurance coverage for those persons would provide
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Figure 2-1.
“Medical Home” Primary Care Model.
Source: Diagram created by C. DeWood using information from:
 American Association of Family Physicians. (2007). Joint principles of a patientcentered medical home. Retrieved January 31, 2010 from http://www.aafp.org.
 Berenson, R. A., Hammons, T., Gans, D. N., Zuckerman, S., Merrell, K.,
Underwood, W. S., and Williams, A. F. (2008). A house is not a home: Keeping
patients at the center of practice redesign. Health Affairs, 27:5, 1219-30.
 Audet, A., Davis, K., and Schoenbaum, S. C. (2006). Adoption of patientcentered care practices by physicians. Archives of Internal Medicine, 166, 754-9.
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access to primary care and would result in less use of the ED for nonurgent care (Billings
et al., 2000b). The same assumption about primary care underlies both of these positions;
that insurance provides the kind of access to primary care that would prevent NUEDU.
That assumption is challenged in this study by limiting the study population to nonurgent
ED users who are privately insured and report having a RSC. As for the U. S. population
at large, there is strong evidence that the primary care that is currently actually available
to them is far from the idealized version that could be expected to reduce NUEDU. The
following sections discuss how primary care in the U. S. does not meet ideal standards,
along with some of the possible reasons and consequences.
Quality Primary Care: Ideal vs. Real
By all accounts, primary care in the U. S. is in distress and does not in actuality
function at all as described in Figure 2-1 for the vast majority of U. S. citizens.
Described as “horribly broken” (Dentzer, 2010), it is characterized by a number of
ominous features that are summarized here and detailed later in this section. Among
these features are primary care providers (PCPs) who feel undervalued based on the
incomes they receive relative both to other physicians as well as other professionals, who
suffer from lack of respect among fellow physicians, and lack of trust from patients.
There are reports of increasing dissatisfaction with the practice of medicine among PCPs
due in part to practice changes mandated by managed care. This dissatisfaction has
influenced the incoming physician workforce, as evidenced by the decreasing interest in
primary care as a career choice among medical students. For all PCPs demands and
expectations are increasing continually, along with increases in the administrative and
clinical complexity of primary care. Absent fundamental changes in how primary care is
structured and paid for, these trends are expected to continue, with dire consequences
predicted, including seriously diminished access to preventive, acute, and chronic care,
and poorer health outcomes (American College of Physicians, 2006).
Primary Care Physician Income
There is a significant income gap between PCPs and specialty physicians. On
average, PCPs earn about half what specialty physicians earn, with an annual difference
of over $100,000, and an expectation of only half the wealth accumulation over a practice
career (Vaughn et al., 2010). Compared to other professionals, PCPs can expect a lower
return on investment for their education than dentists, attorneys, and MBAs. They will
achieve about a third less annual income than dentists or businesspeople and will not
achieve the same career earnings, (Steinbrook, 1994; Weeks et al., 1994; Vaughn et al.,
2010). From 1995 to 2003, after adjusting for inflation, PCPs’ incomes fell 10.3%
compared to medical specialists whose incomes remained stable (Tu & Ginsburg, 2006).
This income gap has been attributed to the method Medicare uses to calculate
payment for physician services, which is based on the Resource-Based Relative Value
Scale (RBRVS) (American College of Physicians, 2006). First instituted in 1992, the
18

RBRVS was developed as a means of determining payment amounts, based on the
resources necessary to provide services, which would equitably divide the total amount of
money Medicare paid for health care services among all health care providers (Maloney,
1991). Relative values are determined by three components: physician work, physician
practice expense, and the cost of professional liability coverage. Each component has a
multiplier that reflects geographic differences in resource costs, called a geographic
practice cost index (GPCI). A brief description of how the RBRVS components and the
formula for calculating payment amounts is shown in Appendix B (American College of
Physicians, 2006).
The majority of services provided by primary care physicians are evaluation and
management (E/M) services. These are the recording or updating of a patient’s medical
history, examination, and medical decision making that make up a typical primary care
office visit. E/M services have a low relative value compared to procedural services
because they are considered to require less resource use for each of the three RBRVS
components. For example, the relative value of a half-hour office visit would be about
one-fourth the value of a colonoscopy. While a colonoscopy takes about the same
amount of time as a typical primary care office visit, it is deemed to require more
technical skill, more facility expense, and to represent greater malpractice liability
(Bodenheimer et al., 2007). Further, the amount of time required for a colonoscopy
might be reduced with physician experience and advances in the technology associated
with it. This comparison exemplifies how the RBRVS system of determining physician
payment is thought to be responsible for the growing gap between primary care and
specialist incomes for a number of reasons. First, since physicians who provide
procedural services can benefit from technical improvements that decrease the time
needed for each procedure, they can increase their income by means of increasing the
number of services they provide in a given amount of time without a decrease in the
quality of the service provided. By contrast, the time needed for E/M services cannot be
reduced without also reducing quality. Since the RBRVS was introduced, the number of
E/M services provided has increased by 15%. Over the same period of time, most
procedural services have increased by much greater percentages: minor surgery 26%;
diagnostic testing 36%; and imaging 45% (Bodenheimer, et al., 2007). In addition to the
fact that these procedures have higher relative values to begin with, their higher rates of
increase in number further widens the gap between specialist physician and PCP
incomes. Second, the Relative Value Update Committee (RUC), an advisory body that
recommends changes in relative values to the Centers for Medicare and Medicaid
Services, has a membership that disproportionately represents specialist physicians.
Historically RUC recommendations have resulted in increased value for procedural
services, which are mostly provided by specialist physicians. Given that in the RBRVS
system any increase in value of one service is at the expense of all other services, this has
resulted in a relative devaluing of E/M services. In addition, because E/M services
account for more than half of all Medicare payments to physicians, it would not take
much of an increase in the relative value of E/M services to decrease the relative value of
all procedural services (Bodenheimer et al., 2007). Lastly, because the methods most
private insurers use to determine how they pay providers are increasingly modeled after
Medicare (McConnell et al., 2007), the factors that influence the relative value of E/M
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services in Medicare reimbursement carry over into how private insurers pay. To further
exacerbate this issue, because there is competition among commercial insurers for
specialist services, the relative value difference between E/M reimbursement and
specialty reimbursement is magnified: payments to primary care physicians for office
visits average 104% of Medicare fees, compared to 120% paid to specialists
(Bodenheimer et al., 2007).
Primary Care Physicians’ Professional Environment
There is compelling evidence that the impression medical students get regarding
careers in primary care is not positive starting in medical school. Medical students report
that PCPs are generally not highly regarded by their colleagues; medical students and
medical school faculty were both reported to judge that the skills and competence
required of PCPs to be less than that of specialists. Less than half of them, 48.4%, rated
PCPs positively with regard to competence, and only 18.1% of medical students
perceived that general attitudes toward practicing PCPs were positive. Further, less than
half of one percent, .3%, of medical students reported that students who achieved the best
academic performance were encouraged by faculty to pursue careers in primary care
(Block, 1996).
The choice of a career in primary care is also influenced by the fact that it offers
less opportunity for a controllable lifestyle, defined as the physicians’ control of the time
spent on professional responsibilities, than most specialties (Dorsey et al., 2005). Once
thought to be driven by the steadily increasing number of women in the physician
workforce (7.7% of medical school graduates in 1964 were women, compared to 45.1%
in 2003), the increased preference for specialties with controllable lifestyles is calculated
to be approximately equally responsible for the career choices made by both men and
women (Lambert & Holmboe, 2005).
The effect of managed care has arguably had a more profound effect on how
PCPs practice than on any other group of physicians. By 2001, it was estimated that 93%
of all privately insured persons’ coverage was through a managed care plan (Strunk &
Cunningham, 2002). Managed care plans are defined as any health care system which
integrates the financing and delivery of medical services, whose aim is to control costs
and improve quality, and uses methods which control treatment choices traditionally
made exclusively within the patient-physician relationship, e. g., HMOs (health
maintenance organizations), PPOs (preferred provider organizations), IPAs (independent
practice association) (Feldman et al., 1998).
Managed care plans were developed with the intent of reducing health care costs
by making health care delivery more efficient and effective. It was thought that if people
had routine preventive care, the development of conditions that required greater health
care expenditures would be avoided. This was to be accomplished by making sure all
managed care enrollees had a PCP whose responsibility it would be to make sure patients
had preventive care. The PCP would also coordinate care, including determining when it
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was necessary for patients to have specialty care (Santerre & Neun, 2004). In practice,
however, although managed care has shown some ability to reduce costs and utilization
(Hellinger, 1996), critics contend that cost savings were not due to more efficient care,
but because financial arrangements between managed care plans and providers fostered
behaviors on the part of PCPs that resulted in increased profits for the insurers because
needed medical care for the insured was withheld (Woolhandler & Himmelstein, 1995).
This led to dissatisfaction on the part of both patients and providers, with PCPs finding
themselves in the difficult position of having contractual obligations to insurers that
compromised their role as patient advocate, either in fact or in appearance (Hadley &
Mitchell, 1997; Mechanic, 1998). Rather than seeing their physicians as partners who
placed their patients’ best interests first and foremost, patients increasingly viewed their
PCPs as adversaries whose job was to deny them care. This became known, mostly
pejoratively, as “gatekeeping.” The PCPs’ function as gatekeepers was perceived by the
majority of PCPs as a cause of damaged relationships between doctors and patients,
contributing to poorer patient outcomes (Feldman et al., 1998; Hadley et al., 1999; Shi et
al., 2003), as well as diminished trust and patient satisfaction (Shi et al., 2003).
These consequences of managed care have not been lost on medical students;
from 1982 to 1992, the percentage of seniors in medical school who expressed a
preference for a career in primary care dropped from 36.1% to 14.6% (Petersdorf, 1993).
This trend has continued. In 2005, 2006 and 2007, the percentage of medical school
graduates who were in first-year family medicine residencies held steady at about 8.5%
(McGaha et al., 2008). For many of those, however, matching to a primary care
residency program was not their first choice (Newton & Grayson, 2003). In 2005, only
13% of internal medicine residents intended to pursue a career in primary care (American
College of Physicians, 2006). In fact, 75% of internal medicine residents go on to
specialty training (Bodenheimer et al., 2007). Only slightly more than 7% of all current
U. S. medical students plan to pursue primary care practices (Dentzer, 2010). Changes in
the makeup of the total physician workforce reflect these preferences; from 1965 to 1992
the number of primary care physicians per 100,000 persons increased 13%, to 7/100,000.
By comparison, the number of specialists increased 121%, to 124/100,000 persons. This
has resulted in a reduction in the percentage of PCPs as a percentage of all physicians
from 51% to 35% (Rivo & Kindig, 1996).
Those physicians who do elect to enter primary care face daunting challenges.
For example, there is evidence that longer visits enhance the doctor-patient relationships
and improve both patient satisfaction and health outcomes (Kaplan et al., 1995;
Blumenthal et al., 1999; Trude, 2003). However, with a population that is, on average,
getting older, patients present with more complicated issues and need more time to be
adequately evaluated (Trude, 2003). In spite of this, payment rates (Feldman et al., 1998;
Hadley & Mitchell, 2002) and shortages in PCPs in many areas (Bodenheimer & Pham,
2010) create conditions that tend to drive the length of primary care E/M appointments
downward. The amount of time and effort needed to properly coordinate care with
specialists and labs and to otherwise manage care for patients with complicated medical
problems is increasingly time consuming, and insurers typically do not pay for these
services (Ginsburg, 2003; Katz, 2003; American College of Physicians, 2006; Baron &
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Cassel, 2008). Time and effort spent with patients on the phone is also not usually paid
for, but the care thus provided is nevertheless subject to medical malpractice liability
claims (Katz et al., 2007). The administrative complexity of primary care practice also
increases continually. With new recommended screening and patient counseling
protocols being developed, new expectations for the implementation of an everexpanding list of health information technology (HIT) items, and new documentation
requirements, PCPs are often left feeling that time for actual patient care occupies a
smaller and smaller part of their practice day (Reisman, 2010).
Consequences for Patient Care
It is difficult to know the number of PCPs that would constitute the “correct”
number to meet the primary care needs of U. S. citizens, but there are many reasons to
conclude that the current number is insufficient. About 1 in 5 of Americans lives in an
area that is considered to have a shortage of PCPs (Dentzer, 2010). Less than a quarter of
primary care practices have accomplished the implementation of more than half of the
attributes that characterize a patient-centered medical home (Audet et al., 2006). Only
27% of all working-age adults have what one study called an “enhanced” regular
provider, defined as one that is available by phone without difficulty, from whom there is
no difficulty getting advice by phone at night or on weekends, and whose office visits are
well-organized and run on time (Berenson et al., 2008). In 2004, 22% of all PCPs were
not accepting any new patients, and in 2008, 31% of privately insured persons reported
that they had to wait longer than they wanted to for an appointment for routine care
(Bodenheimer & Pham, 2010). The emergence and proliferation of retail clinics,
expected to grow from approximately 450 nation-wide in 2008 to almost 6,000 by 2011,
is seen as evidence that there is a population of health care users that is underserved by
PCPs. An estimated 40% of retail clinic users report having a RSC (Mehrota et al.,
2008). Similarly, “concierge” or “boutique” medical practices, first established in Seattle
in 1996, are also on the rise (Kirkpatrick, 2002). MDVIP, which is a registry and
promoter of concierge practices, boasts 280 physicians in 28 states (MDVIP, 2010).
These practices offer patients, for a yearly retainer fee that ranges from several hundred
to several thousand dollars per year, a list of “premium” services, including 24/7 access
to their doctors (Zugar, 2005). That patients are willing to pay extra just to have access
to their physicians when they need them is testimony to the fact that such access is not
now the norm.
Given this state of affairs in primary care, it is probably not surprising that some
patients turn to EDs for nonurgent care. However, as discussed in Chapter 1,
determining an exact definition of “nonurgent” has proved elusive.
Defining Nonurgent
The difficulty in creating a standardized definition of “nonurgent” been has
recognized as a methodologic limitation since of the earliest studies of NUEDU
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(Weinerman et al., 1966). This lack of a universally-accepted definition persists to the
present day (Mistry et al., 2008). Even the determination of an apt name has been a
matter of debate; some take exception to the fact that the terms “inappropriate” and
“nonurgent” are often used as though they were synonymous, noting that while
“nonurgent” suggests a classification based on clinical criteria, “inappropriate” arguably
transcends the merely clinical and suggests wrong intent on the part of the patient
(Bernstein, 2006). The same can be said for the pejorative connotations associated with
the term “emergency room abuse,” which has also been used to describe ED care that
could be provided in a setting other than an ED (Dickhudt et al., 1987).
Conflation of the terms “nonurgent,” “inappropriate,” and “emergency room
abuse,” among others, serves to cloud the issue and typically reflects both value
judgments and point of view. For example, while emergency room personnel might
easily view these terms as all describing the same thing, it is easy to imagine
circumstances in which a patient would consider a nonurgent visit to the ED appropriate
(Lowe & Bindman, 1997).
Table 2-1 lists 25 studies that have made some classification of ED visits
according to urgency or an approximately equivalent term. These studies were obtained
by performing a PubMed search using the search term “nonurgent use of the emergency
department.” The search returned 177 studies. Studies were excluded if they were
restricted to an age range that did not overlap with the age range of the study population
in this study. For example, many studies were restricted to pediatric populations, and
many to Medicare populations, both of which are outside the ages of interest in this
study. Any studies that took place outside of the U. S. were excluded. Any studies that
were otherwise restricted to a population that was meaningfully dissimilar to this study’s
population was eliminated. For example, a study of only Medicaid recipients would have
been excluded. Although the first three studies in Table 2-1 were not returned in the
PubMed search, they were included in the table because they were repeatedly cited by the
others and were thus considered seminal.
Table 2-1 is arranged chronologically, with studies identified by the first author
and year of publication. The type of study, study site, and size of the study population
are shown in columns 3-5. These studies have the underlying commonality that their
focus is on visits made to an ED for care that could have been provided outside the ED.
While the definition of this type of ED visit is broadly the same, the term used to describe
that type of ED visit is not the same in all studies. The column in Table 2-1 labeled
“Term” refers to the name given to an ED visit that is referred to as “nonurgent” in this
study and generally conforms to the idea “care provided in an ED that could be provided
elsewhere.” The column labeled “assessors” refers to whom it is in the study making the
determination of what will hereafter be referred to as “nonurgent.” “Valid” refers to
whether the method used to determine what is nonurgent is one that is validated outside
the study itself, and “percentage” refers to the percentage of visits that the study
determined to be nonurgent, if that percentage was reported.
An examination of Table 2-1 demonstrates why it is so difficult to draw a general
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Table 2-1.

Selected Studies That Classify Emergency Department Visits by Urgency.

1st Author,
year
Vaughan,
1966

Retrospective
observational

Lavenhar,
1968

Retrospective
observational

Ullman,
1975

Retrospective
observational

Gifford,
1980

Combined
prospective/
retrospective

Buesching,
1985

Retrospective
observation

Three
community
hospitals

3,130

Haddy,
1987

Retrospective
observational

Communit
y hospital

1,003

Type

Site(s)

N

22
Michigan
EDs
Urban ED

3,650

Term
*
Nontrauma

402

Nonurgent

Suburban
committee
hospital
24 hospital
EDs

750
10,253

Method
**
Clinical criteria

Assessors
***
Authors

Valid
****
No

“Does not
require
resources of an
ED”
Non-accident Not specified

Resident
physician
on duty

No

59.2

Authors

No

51.5

No

No

Physician
prospective
33%
Physician
retrospectiv
e 37.6%
Patient
prospective
19.5%
10.8

No

Not reported

Nonurgent

Treatment could Prospective
be delayed at
judgment of
least 12 hours
patients and
ED
physicians,
retrospectiv
e judgment
of ED
physicians
Inappropriate Clinical criteria, Authors
plus patient’s
attempts to
access care at
other sites
Non“Any condition Attending
ED
emergency
that could be
safely treated in physician
an office
setting”
24

Percentage
*****
42.9

Table 2-1. (Continued).
1st Author,
year
WhiteMeans,
1989

Type

Site(s)

N

Retrospective
observational

National
survey data

17,123

Shesser,
1991

Observational, Urban ED
case-control

Baker,
1994

Retrospective
observational

National
survey data

Schwartz,
1995

Retrospective
observational

Urban
teaching
hospital

325
(case)
224
(control)
3,084

Term
*
Nonemergent

Minor illness Clinical criteria
(for case group)
Nonurgent

42

Nonurgent

Cunningham, Retrospective
1995
observational

National
survey data

9,461

Nonurgent

Williams,
1996

Six
Michigan
community
hospitals

24,010

Nonurgent

Retrospective
observational

Method
**
Patient opinion
based on
clinical criteria

25

Assessors
***
Patient

Research
assistant

Valid
****
No

No

Percentage
*****
Not
reported; a
nonemergent
visit was the
inclusion
criterion
NA- Minor
illness was
inclusion
criterion
10%

Clinical criteria, Authors
based on ICD-9
codes
“Not lifeNot stated
threatening”

No

Patient report
and clinical
criteria
Clinical criteria

Authors

No

NAnonurgent
was
inclusion
criterion
39.5

Authors

No

32

No

Table 2-1. (Continued).
1st Author,
year

Type

Site(s)

N

Term
*

Method
**

Assessors
***

Valid
****

Percentage
*****

Inappropriate Triage,
prospective
physician
judgment,
retrospective
physician
judgment
Nonurgent
Patient
judgment

Authors and
ED
physicians

No

18

Patient
judgment

No

82

O’Brien,
1996

Retrospective
observational

Urban
teaching
hospital

892

Gill,
1996

Urban ED

268

Urban ED

596

Inappropriate

Patient
judgment,
clinical criteria

Patients,
triage
nurses, ED
physicians

No

10-90

Petersen,
1998

Combination
prospectiveretrospective
Combination
prospective
(triage) and
retrospective
(chart review)
Retrospective
observational

1696

Nonurgent

Clinical criteria

Staff
physicians

No

50

Liu,
1999
Caterino,
2000

Retrospective
observational
Prospective
observational

Five urban
teaching
hospitals
National
survey data
Rural/subur
ban ED

135,723

Nonurgent

Clinical criteria

Not stated

No

Not reported

301

Nonurgent

Patient
judgment
Physician
prospective/
retrospective
judgment

Patients and
physicians

No

Patient- 28
Physician
prospective
31
Physician
retrospectiv
e 40

Lowe,
1997
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Table 2-1.

(Continued).

1st Author,
year
Billings,
2000c

Type

Site(s)

N

Retrospective
observational

Four urban
EDs

669

Not very
serious

Patient
judgment

Patients

No

53.1

Urban ED

279

Clinical criteria

Triage
nurses

Yes

Not reported

Combined
Urban ED
observational,
retrospective
observational
Retrospective Tennessee
observational EDs

310

Emergency
Severity
Index triage
category 4
or 5
Nonurgent

Clinical criteria

Not stated

No

Not stated

Northington, Retrospective
2005
observational

Vieth,
2006
Chang,
2008
Ballard,
2009
*
**
***
****
*****

1,956,64
1

Term
*

Nonemergent

Method
**

Assessors
***

Valid
****

Percentage
*****

Clinical criteria Authors
Yes 53.2
based on ICD-9
codes
Yes 47.8
Retrospective Kaiser2,518,53 NonClinical criteria Authors
6
emergent
based on ICD-9
observational Permanente
codes
Insureds
Selection criteria, and inclusion, exclusion criteria described in text.
These studies all make classifications of ED patient visits that are ideologically similar, but they do not all use
the same term. See text for details.
Indicates the method that was used to classify ED visits. See text for details.
Indicates who in the study determined ED visit classification. See text for details.
Indicates whether the method for determining ED visit classification was validated outside the study.
Indicates the percentage of ED visits in the study that were classified as “nonurgent” or its equivalent.
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conclusion on what portion of all ED visits should be considered nonurgent, because it is
apparent that individual studies not only use different terms for what appears to be the
same intent, some also use the same term to describe things that are different. For
example, visits deemed to be clinically nonurgent were called “nonurgent” by Baker and
Baker in 1994 and “inappropriate” by O’Brien et al. in 1996—that is, the two studies
used different terms to name the same thing. Conversely, in 1985 Buesching et al. used
the term “inappropriate” to describe an ED visit that was not urgent based on the prudent
layperson definition of defining the urgency of an ED visit. This definition takes into
account whether the patient had other options available for treatment. Comparison of
these two ways in which the term “inappropriate” was used to label ED visits
demonstrates two studies that used the same name for different things. Also, is it often
unclear how “care provided in an ED that could be provided elsewhere” is defined in any
given study, and the problem is compounded when comparisons between studies are
attempted. Given all this, it is not surprising that reported percentages of ED visits that
are made for nonurgent conditions varies widely, from 10.8% (Buesching et al., 1985) to
90% (Lowe & Bindman, 1997). This variation exists because methods of urgency
classification are for the most part subjective, evaluation criteria are often ambiguous,
and different perspectives influence classification (Lowe & Abbuhl, 2001).
The studies shown in Table 2-1 span almost 45 years of research on NUEDU.
Taken together, they chronicle an evolution in the understanding and attitudes about
NUEDU. Even the earliest of the studies considered NUEDU as undesirable for reasons
that have remained consistent. These reasons include: nonurgent care contributes to ED
crowding, the 24 hour-a-day/7-day-a-week operation of EDs contributes to increasing
patients’ expectations that medical care should be available to them whenever they
consider it necessary, and to physicians’ decreasing sense of responsibility to be
personally available to their patients outside of regular office hours (Vaughan &
Gamester, 1966). On the other hand, even the earliest of these studies recognized that the
the ED represents a source of care for indigent and uninsured persons who do not have
another source of care (Weinerman, 1965). Both of these early studies created criteria to
attempt to distinguish urgent from nonurgent so that to the problem of NUEDU could be
quantified.
It is noteworthy that these studies from the mid-60’s describe the problem of
crowding in less dire terms than later studies, which is not surprising given the trends in
ED use that were occurring at the time. The number of ED visits increased in the 1940’s,
50’s, and 60’s at a rate that merited attention and concern (Caplan, 1975), but at a much
slower rate than would occur in subsequent decades. In contrast, by the 2000’s ED
crowding was increasingly being described using terms more suggestive of alarm;
“overcrowding is a serious problem” (Velianoff, 2002), “a significant problem that is
getting worse” (Lambe et al., 2003), and “a crisis” (Bernstein et al., 2003). This change
in perspective was not without merit; Figure 2-2 shows the increase in ED visits as a
percentage of the population from 1940 through 2008.
Similarly, the language authors used in early studies to describe a patient’s choice
to seek nonurgent care at EDs demonstrates qualitative differences from later language.
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Figure 2-2.
Emergency Department Visits per 100 Persons from 1940 to 2008.
Data sources:
 1940-1973: Caplan, C. (1975). Emergency room use by patients from a family
practice: Patterns of illness and motivation. The Journal of Family Practice
Medicine, 2:4, 271-6. Reproduced with permission.
 1992: Burt, C. W., and McCaig, L. F. (2001). Trends in hospital emergency
department utilization: United States, 1992-99. Hyattsville, MD: U. S.
Department of Health and Human Services.
 2001-02: Schappert, S. M., and Burt, C. W. (2006). Ambulatory care visits to
physician offices, hospital outpatient departments and emergency departments:
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For example, in earlier studies, if it was less costly or more convenient for patients to go
to EDs instead of their physicians’ offices for nonurgent care, those patients were largely
credited for making a rational decision. Use of the ED for nonurgent care was seen as a
logical consequence of the health care system being the way it was (Vaughan &
Gamester, 1966; Weinerman, 1965). In contrast, in later studies terms with value-laden
connotations increasingly appear; “abuse” (Dickhudt et al., 1987), and “inappropriate”
(O’Brien et al., 1996). This may be in part due to health policy changes. Medicare and
Medicaid were enacted in 1965, and EMTALA in 1986. The first ACEP “prudent
layperson” position paper was published in 1982. After these changes NUEDU among
Medicaid recipients and the uninsured was often presented as being an unnecessary waste
of taxpayers’ money (Dickhudt et al., 1987). This may reflect the attitudes of many that
Medicaid was an expensive form of welfare that encouraged irresponsibility among its
recipients (Stark, 2009), and was a serious threat to diminish the ability of physicians to
practice quality medicine (Starr, 1978).
Throughout the decades of the 70s, 80s, and 90s, several reports were published
on the effects of NUEDU. Most often these studies were based on data from a single site,
usually an urban ED or a teaching hospital, or a small number of hospitals (refer again to
Table 2-1). Apart from the issue of quality of care, which was generally a shared
concern of all studies, there were two predominant themes related to NUEDU that were
continually at odds. These two concerns were the high charges for nonurgent ED care
compared to the costs for the same care in an office or clinic setting, and that EDs
represented the only realistically available source of care many people. In those studies
where the authors advocated one of these positions, the proportions of ED visits that were
reported as nonurgent often reflected the authors’ points of view. For example, in a study
that considered patients’ possible alternative sources of care and whether they had a RSC,
the authors found that only 11% of ED visits were inappropriate (Buesching et al., 1985).
In contrast, a study that included the potential cost reductions that could be achieved if
“misuse” of the ED could be curtailed (misuse defined as “any medical problem that
could be treated adequately and safely in an office setting”) found that 76% of all ED
visits constituted misuse (Haddy et al., 1987).
Part of the problem with the diverse findings from these different studies had to
do with location as well as ideological issues. In reports from a single or a few sites, the
degree to which the studies’ findings are generalizable is limited, because communitylevel factors such as socioeconomic stratification and the ratio of primary care doctors to
population has been shown to affect ED use. For example, ED use was about one fourth
as much in communities where the drive time to the nearest ED was 30 minutes or more
compared to ED use in communities where the drive time to the nearest ED was 10
minutes or less (Lowe et al., 2009). However, in two studies using data from nationallyrepresentative data bases, the proportion of ED visits that were categorized as nonurgent
was 10% in one study using a method based on ICD-9 (International Statistical
Classification of Diseases and Related Health Problems) codes for categorization (Baker
& Baker, 1994) and 40% in another that used a combination of criteria that included
patient report (Cunningham et al., 1995). These studies collectively demonstrate that
NUEDU is a problem throughout the U. S., and that a consistent means of categorizing it
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is necessary to make meaningful comparisons between similar studies.
For some studies the answer to the problem of being able to compare “apples to
apples” came with the NYU ED classification algorithm developed by Billings et al. in
2000, which is discussed at length in the next section. For studies that met its criteria for
use, this system of categorizing ED visits with regard to urgency allowed different studies
to use a common method. In other words, ED classification algorithm made it possible
for a more meaningful comparison of nonurgent ED visits between similar types of
studies. Of all the methods used to classify ED visit urgency, only the NYU ED
classification algorithm and one other have been validated outside the study or group of
studies for which they were developed. The other method is the Emergency Severity
Index (ESI). As was described in Chapter 1, there are limitations with each that make
them unsuitable for use, or adaptation for use, here. Both methods are discussed in the
following sections, however, because they provide examples of the difference between
retrospective and prospective urgency classification, which is a relevant distinction for
this study, and because they are so commonly used.
The NYU Algorithm
Development of the NYU algorithm for determining clinical urgency of ED visits
was first reported in 2000 (Billings et al., 2000a). It was developed by examining the
information contained in 5,700 ED records from New York City hospitals. Using this
information and the advice of a panel of ED physicians, patients were divided into four
categories with regard to ED visit urgency. The four categories are:


Nonemergent—The patient’s initial complaint, vitals signs, medical history, and
age indicated that immediate medical care was not required within 12 hours.



Emergent/Primary Care Treatable—Treatment was required within 12 hours, but
care could have been provided in a primary care setting. The complaint did not
require continuous observation, and no procedures were performed or resources
used that are not available in a primary care setting.



Emergent/ED Care Required but Preventable or Avoidable—Emergency care was
required based on the complaint or procedures or resources used, but the emergent
nature of the condition was potentially preventable or avoidable if timely and
effective primary care had been provided.



Emergent/ED Care Needed, Not Preventable or Avoidable—Emergency care was
required and primary care treatment could not have prevented the condition.

Using these categories defined by the ED physician panel, a retrospective
assessment was made of each ED visit based on clinical criteria, and the visit was
assigned to one of the urgency categories. It was then determined how often each
category corresponded to specific discharge diagnoses, as determined by ICD-9 codes.
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This made it possible to create a statistical probability that a given ED discharge
diagnosis corresponds to one of the four urgency categories (NYU ED algorithm
background, 2000). Since its development the NYU ED algorithm has been used in
many studies (Burt & Arispe, 2004; Begley et al., 2006: Buechner & Williams, 2007;
Chang et al, 2008; Ballard et al, 2009) and seems to be showing promise as a way to
standardize ED classification when properly applied. It is superior to some of the
previous attempts to categorize ED urgency for several reasons. First, its urgency
categories are clearly and specifically defined. Second, its intent is clearly defined: to
categorize ED visits with regard to clinical urgency only. Third, the use of ICD-9 codes,
a system that is already accepted and universally applied by medical personnel to define
diagnoses, means that subjectivity regarding diagnosis is reduced. Fourth, since it uses a
computer software program to apply it, it will always yield the same result when applied
to the same data, which is the definition of research reliability (Shi, 1997). Finally, it has
been validated in at least one study (Ballard et al., 2009), which means in research terms
that it has been shown to actually measure what it purports to measure (Shi, 1997).
The NYU algorithm also has limitations. First, it is not useful for assigning
urgency classifications to individual visits. Because it assigns a probability that a given
diagnosis corresponds to one of the urgency categories, it is useful for determining what
percentage of visits in a set of ED visits will be in each of the urgency categories.
However, for individual ED visits, it can only determine a statistical likelihood rather
than a certainty that particular ED visit would match one of the categories. In fact, the
developers of the NYU ED algorithm explicitly state that it was not intended to make
assessments of individual visits (NYU ED algorithm background, 2000), an admonition
that is repeated in the study that validated the algorithm (Ballard et al., 2009). Second,
there are diagnosis groups for which it does not assign a category. These are conditions
that are mental health-, alcohol-, or substance abuse-related; any for which injury is the
primary diagnosis; and a group simply designated as unclassified. Based on feedback
from early users it was determined that those diagnoses should be examined separately,
and the NYU algorithm excludes these from classification (NYU ED algorithm
background, 2000). Third, it is a retrospective analysis. Its intent is to assign urgency
classification after all the information relevant to an ED visit is available. When a
study’s research question is what the urgency classification was when the decision was
being made whether to seek care at an ED, as is the case in this study, a retrospective
method is not appropriate. Finally, in a study such as this where it is the patient’s, rather
than a health care provider’s opinion that determines the urgency category, classification
based on knowledge that a lay person cannot be expected to possess is not an appropriate
assessment tool. Therefore, while it has been demonstrated that the NYU algorithm
provides a reliable and valid means of sorting ED visits into urgency categories, it does
so in a manner that makes it unsuitable for use in this study.
The Emergency Severity Index
The Emergency Severity Index (ESI) is a triage instrument developed to improve
the assessment of patients’ need for treatment when they first present at EDs. It sorts
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patients into one of five severity categories, ES1 through ES5, with ES1 indicating
patients who have the most immediate need for medical care. It was first reported in
2000 (Wuerz et al., 2000) and was found to be most valid for the two highest severity
categories (Tanabe et al., 2004). The ESI uses the following series of decision points to
determine its categories:


Decision Point 1: Is patient intubated, without pulse or respiration, or
unresponsive? If yes, patient is ESI category 1. If no, proceed to Decision Point
2.



Decision Point 2: Is patient in a high-risk situation, or confused, lethargic or
disoriented, or in severe pain? If yes, patient is ESI category 2. If no, proceed to
Decision Point 3.



Decision Point 3: How many resources will be needed to take care of this
patient? If none, patient is in ESI category 5. If one, patient is in ESI category 4.
If many, go to Decision Point 4.



Decision Point 4: Evaluate patient based on vital signs. If vital signs indicate,
consider upgrading patient to ESI 2. If not, patient is ESI category 3.

Correct application of any triage instrument facilitates judicious allocation of ED
resources so that the most severely ill or injured patients can receive safe and timely care
(Tanabe et al., 2004). Using this system, patients assigned to categories ES4 and ES5 are
deemed to be stable and need treatment that could be delayed; thus the needs of patients
assigned to ES4 and ES5 categories are considered nonurgent. It is noteworthy that this
system has a “danger zone” decision step that describes when to consider moving
borderline patients into a higher severity category. For example, if it is determined that a
patient is in category ES4 or ES5 (requiring few or no resources), but vital signs are
outside designated limits, it is at the discretion of the triage nurse as to whether the
patient is “up-triaged” to a higher severity category.
As with the NYU algorithm, urgency classifications for the ESI triage instrument
are clearly and specifically defined. The intent of the ESI is also clearly defined: to
correctly allocate resources to facilitate safe and timely treatment for patients with
different needs. The criteria the ESI uses to determine urgency category are
unambiguous. Because it has been validated, it has been demonstrated that the ESI triage
instrument does accurately predict the nature of an ED patient’s medical care needs on a
prospective basis. Because it provides a prospective assessment of a patient’s treatment
needs, it is more similar to the decision making process that an ED patient makes when
deciding whether to seek care at an ED than is a retrospective assessment such as the
NYU algorithm.
The ESI also has limitations when considering how it could be used for a study
such as this. First, because it was developed as a triage instrument rather than a research
instrument, it was designed more to determine urgency rather than nonurgency. Because
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of this its validity testing was focused on whether it correctly identified patients in its
higher severity categories, and is less concerned with correctly categorizing nonurgent
needs. Finally, as with the NYU algorithm, its proper use requires specialized knowledge
that the vast majority of laypersons do not possess. It would therefore not be expected to
place ED patients in the same urgency category that they would place themselves (Lowe
& Bindman, 1997). This final point is a critical shortcoming of both the NYU algorithm
and the ESI for this study: lay persons cannot be expected to make professional-level
assessments of their medical needs because they are not health care professionals. When
they are deciding whether they should go to an ED for care, they are basing that decision
on lay knowledge.
While the NYU algorithm and the ESI triage instrument are similar with respect
to the fact that they are designed to be used by health care professionals, they are
different with respect to whether the assessments they make are prospective or
retrospective. As was mentioned previously, it is important for the purposes of this study
to keep in mind that patients must make a prospective assessment of the urgency of their
health problems when they are deciding whether to make an ED visit.
Prospective vs. Retrospective Identification of Nonurgency
A comparison of the NYU algorithm and the ESI triage instrument allows for
some interesting observations. A prospective assessment attempts to answer the
question, “What can be done?”, whereas a retrospective assessment attempts to answer
the question, “What could have been done?” The answers to the former can only come
from information that is available at the time the question is being asked. In contrast, in
answering the latter question much more information is potentially available. Using
hindsight, the answers can take into consideration information from both before and after
the event itself takes place, such as interventions that might have kept the patient out of
an ED in the first place.
It is also relevant to compare the consequences to a patient for the wrong answer
to an urgency classification question when using a prospective vs. a retrospective
assessment. The NYU algorithm, designed to be used for retrospective analysis of
urgency classification, uses information from patient visits where the patients’ treatment
has already been provided. There are no consequences to patients for being incorrectly
assigned, after the fact, to a category that does not accurately reflect their treatment
needs. (Also, again, it is the intent of the NYU algorithm to categorize groups of ED
visits, not individual ones.) In contrast, if a patient is incorrectly assigned by the ESI
triage instrument, there are immediate and potentially harmful consequences. Being
assigned to a lower severity category than is indicated by his or her medical needs means
that life-saving treatment may be attempted too late. That means that a prospective
urgency assessment like the ESI needs to err on the side of upgrading urgency rather than
downgrading it, and it is designed to do so.
A result that might be expected from this difference in approach is that
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prospective assessments would likely assign lower percentages of patients to nonurgent
categories than retrospective assessments, and a reexamination of Table 2-1 suggests that
this may be the case. Among the studies listed, only one that included a comparison of
prospective vs. retrospective urgency assessments (Gifford et al., 1980). In that study
physicians reviewing a set of charts said 37.6% of the patients needed care immediately
or urgently when presented with only intake information, compared to 32.8% when they
had chart information for the entire ED visit. In another study, patients were separated
into those who needed emergency treatment and those whose needs were not
emergencies, and ED care was denied entirely to those who were in the nonemergency
group, who were then directed to other sources of care. Perhaps in recognition of the
consequences to individual patients for being incorrectly assigned, only 19% of the
patients were placed in the nonemergency category (Derlet & Nishio, 1990).
Patient Prospective Assessment of Urgency
Except in those cases where a person has been directed to an ED by a health care
professional, any patient who presents at an ED for medical care has made a prospective
assessment of his or her need, including whether it is urgent. As was discussed
previously, unlike health care professionals, laypersons do not share a well-defined body
of knowledge that can inform their decisions regarding health care use. The fact that
ACEP created the “prudent layperson definition,” cited in Chapter 1, recognizes the
significance of that difference. In an earlier version, issued by ACEP 1982, the issue of
ED visits was specifically addressed:
We feel that a patient has made an appropriate visit to an emergency
department when: an unforeseen condition of a pathophysiological or
psychological nature develops which a prudent lay person, possessing an
average knowledge of health and medicine, would judge to require urgent
and unscheduled medical attention most likely available, after
consideration of possible alternatives, in a hospital emergency department
(American College of Emergency Physicians, 1982, p.1).
With this obvious recognition that patients’ assessments of urgency plays a part in
whether they seek care in an ED, it would seem that researchers would want to know
what patients think about the clinical urgency of their ED visits. However, in only 7 of
the 25 studies listed in Table 2-1 was the patient’s opinion considered in determining the
ED visit urgency classification (Gifford et al., 1980; White-Means & Thornton, 1989;
Cunningham et al., 1995; Gill & Riley, 1996; Lowe & Bindman, 1997; Caterino et al.,
2000; Billings et al., 2000c).
Patients identified their visits as urgent or emergencies more often than health
care providers did in the two studies that reported percentages for both. In the first of
these, patients were asked whether their visit was urgent on arrival at the ED, and
physicians were asked to make an urgency determination based on their initial
assessment. Physicians categorized the visits as nonurgent 33% of the time compared to
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19% for patients (Gifford et al., 1980). In another study, triage nurses classified ED
visits as nonurgent 82% of the time, while the patients called 18% of the same set of ED
visits nonurgent (Gill & Riley, 1996). In two other studies patients’ self-classification of
their visits as nonurgent was used as an inclusion criterion for studies of only nonurgent
ED visits (White-Means & Thornton, 1989; Brown et al., 1999), and was not compared to
a health provider assessment.
In the remaining 18 studies in Table 2-1, the reasons researchers did not consider
patient opinion generally fell into one or more of three categories. They can be
summarized as: patient opinion was not available because it was not part of the data
being analyzed (i.e., any of the studies using retrospective chart review; see Table 2-1);
patient opinion was not considered accurate (i.e., patients do not know what constitutes
clinical urgency) (Wolcott, 1979; Gifford et al., 1980); and, patients cannot be trusted to
honestly report medical urgency, even when their relative lack of knowledge is taken into
consideration (i.e., patients will “game the system”) (Dickhudt et al., 1987; Haddy et al.,
1987; Derlet & Nishio, 1990).
There is considerable overlap in the first two reasons. Patient opinion regarding
whether an ED visit is urgent or nonurgent is often not solicited because researchers
believe patients do not know what is urgent, and that is why it is not collected as data in
the first place. This is arguably a valid reason; most patients cannot make an accurate
determination of clinical urgency for reasons that have been discussed previously. The
third reason is qualitatively different from the other two because it is based on the
presumption that not only do patients not possess relevant knowledge, they also often
have an incentive to be dishonest. The most common perception among health care
providers and researchers is that the only “correct” use of EDs is for clinically urgent
medical conditions as they identify them. The belief that patients will intentionally
overstate the clinical urgency of their medical conditions is so pervasive that the
possibility that a patient will make a good-faith error in self-classification of urgency is
highly discounted in research studies (Wolcott, 1979; Cunningham et al., 1995). In any
case, whether for these reasons or others, there has been no standard method for
determining how to take patients’ opinion of ED visit urgency into consideration. The
method that was used in this study was therefore devised by the author, and will be
discussed in detail in Chapter 3.
Crowded Emergency Departments and NUEDU
Studies on ED crowding that were done in the 1990’s reflected attempts to gain
understanding of what was then a rapidly changing phenomenon. As was shown in
Figure 2-2, the number of ED visits was increasing rapidly. From 1996 to 2006 alone,
ED visits increased from 34.2 to 40.5 visits/100 persons, which amounted to 119.2
million visits in 2006, and 11% of all ambulatory care visits (Horwitz, 2009; Pitts et al.,
2008). Simultaneously, ED capacity was decreasing. Between 1994 and 2004, during
which time ED visits increased 18-26%, there was a 9-12% decrease in the number of
EDs, resulting in a 78% increase in visits/ED (Wilper et al., 2008). These data suggest
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dramatic increases in ED crowding, but throughout much of that time, there was no
agreement how ED crowding should be defined. Measures of crowding included long
waits to see a physician, defined by average waiting times longer than an hour
(Thompson et al., 1996; Lambe et al., 2003) and patients leaving before they could be
seen (Grumbach et al., 1993), but these measures did not constitute a definition.
In 2002 ACEP developed this definition of ED crowding:
A situation in which the identified need for emergency services outstrips
available resources in the ED. This situation occurs in hospital EDs when
there are more patients than staffed ED treatment beds and wait times
exceed a reasonable period. Crowding typically involves patients being
monitored in nontreatment areas (e.g., hallways) and awaiting ED
treatment beds or inpatient beds. Crowding may also involve an inability
to appropriately triage patients, with large numbers of patients in the ED
waiting area of any triage assessment category (American College of
Emergency Physicians Crowding Resources Task Force, 2003, p. 3).
In a study where the directors of 836 EDs nationwide were surveyed regarding
ED visits that occurred in 1998-1999 the following more specific version of this
definition was used: all treatment areas full, waiting rooms full more than 6 hours/day,
acutely ill patients waiting longer than an hour to be seen by a physician, admitted
patients waiting for an inpatient bed (referred to as “boarders”), and the ED closed to
incoming patients (i.e., being “on diversion”). High percentages of these ED directors
reported that crowding consistent with those measures occurred at their EDs at some time
during 1998-1999. EDs serving populations of less than 250,000 were affected less than
those with higher populations (87% and 96%, respectively), but 39% reported that their
EDs were crowded on a daily basis (Derlet et al., 2001). In another study of 89 EDs that
were all asked to report on crowding on a single day (Monday, March 12, 2001), it was
found that 11% were on diversion, 52% were at greater than 100% capacity, and 73% had
more than two boarders (Schneider et al., 2003).
Crowding at U. S. EDs has continued to increase since these studies were
reported. One of the manifestations of ED crowding, being on diversion, has become a
commonly-used proxy measure for ED crowding (Bernstein et al., 2003). In some cities
ED capacity has periodically been so challenged that several of the EDs serving a given
area have been on diversion at the same time (Velianoff, 2002).
These findings suggest that U. S. EDs are increasingly unable to keep up with the
demand for their services. Average wait times at EDs from arrival to being seen by a
physician increased 4.6%/year from 1997-2006 (Horwitz, 2009). Ambulance diversion
(ambulances being directed to other EDs because the ED is at or beyond full capacity) is
common (Derlet et al. 2001), and long waits contribute to patients leaving without being
seen or without treatment (Pitts et al, 2008). The percentage of ED visits that are for
nonurgent medical needs depends on how nonurgent is defined, as was discussed in
previous sections, but a range of 20% - 50% is consistent with reports based on validated
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clinical criteria (see Table 2-1), which equals 23.8 to 59.6 million visits. It would seem
to be a given that if NUEDU could be reduced, then ED crowding would be reduced as
well. This relationship between NUEDU and ED crowding has been an a priori
assumption in many studies of NUEDU.
Examples of such studies include those done with the intention of reducing
NUEDU by providing alternate sites for patients to receive care for nonurgent medical
needs. It was found that patients with clinically nonurgent needs were for the most part
amenable to treatment at another site if it could be arranged for them. In other words,
they were willing to “trade” an ED visit for one with a PCP within 1-3 days (Derlet &
Nishio, 1990; Grumbach et al., 1993; Lowe & Bindman, 1997; Washington et al., 2002).
In a study of the effects of having an acute-care unit in addition to an ED department, it
was found that those effects included a reduction in the percentage of time that an ED
was on diversion, a reduction in the number of patients who left the ED without being
seen, and that ED crowding was reduced. However, patients chosen for the alternate site
included patients that would be considered urgent in other studies, and its authors
conceded that their study could be seen as an example of the effects of increased ED
capacity rather than reduced nonurgent use of the ED (Kelen et al., 2001). In another
study that examined whether charging patients a copayment when they presented at an
ED reduced nonurgent visits found that patients who were charged a copayment used the
ED 15% less than a similar group of patients that were not. The authors suggested that
the reduction in the copayment group was mostly at the expense of nonurgent visits,
although there was also a reduction in visits categorized as “always an emergency,”
which supports the conclusion that a copayment influenced patients to forego urgent as
well as nonurgent ED care (Selby et al., 1996). These studies did not seek to demonstrate
that reduction on NUEDU resulted in a reduction of ED crowding, but rather that
measures intended to reduce NUEDU could be successfully implemented. It was
assumed that reductions in ED crowding would follow if those measures were employed.
The 2002 ACEP definition of ED crowding was helpful in that it gave researchers
a common frame of reference for measuring crowding, but it did not contribute much to
understanding its causes. In 2003 a conceptual model was developed which proposed
that ED crowding occurs as a result of problems in one or more of three components.
These components of ED crowding are referred to as input, throughput, and output
(Asplin et al., 2003). They are shown in Figure 2-3, along with a brief description of
what goes into each.
This model shows that the number of people who present at the ED for care is
only one part of what will determine ED crowding, and that many of the reasons for ED
crowding originate outside the ED. This model also graphically represents that ED
crowding occurs when patients are coming into the ED faster than they are going out.
While this concept may seem to be intuitive, prior to this model it had not been
specifically incorporated into a framework for studying ED crowding.
The concept that ED crowding results when throughput and output fail to keep up
with input is consistent with findings that delays in admitting boarders, part of the output
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Figure 2-3.
Input, Throughput, Output Components of ED Crowding.
Used with permission. Asplin, B. R., Magid, D. J., Rhodes, K. V., Solberg, L. I., Lurie,
N., and Camargo, C. A., Jr. (2003). A conceptual model of emergency department
crowding. Annals of Emergency Medicine, 42:2, 173-80.
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component, is a key factor in ED crowding (Bazarian et al., 1996; Brewster et al., 2001;
Kelen et al, 2001; Derlet et al., 2001; Schneider et al., 2003; Asplin et al., 2003; Brewster
& Felland, 2004; Olshaker, 2009). These findings also support the conclusion that delays
in admitting boarders is an indication of insufficient inpatient capacity due to a shortage
of staffed beds (Brewster et al., 2001; Olshaker, 2009). Delays in assigning a person
admitted though the ED to an inpatient bed may also stem from an unwillingness to do so
at the expense of rescheduling more profitable scheduled surgical admissions (Fields,
2003). This is a conclusion that is repeated in a study on the causes of ambulance
diversion (Brewster & Felland, 2004). About 6% of all admissions from the ED are
uninsured persons, for whom ability to pay varies widely (Anderson, 2007). About twothirds are Medicare or Medicaid insureds, providing care for whom will be less profitable
to a hospital than providing care for a patient with a scheduled surgical admission about
95% of the time (United States General Accounting Office, 2003; Olshaker, 2009).
Throughput factors are those that are managed within the ED itself. It has been
shown that improving systems to reduce the time for triage, physician evaluation, and
diagnostic tests decreased both length of an ED stay and ED crowding, even without
increased staffing (Hoffenberg, 2001). Increased staffing and investment in
technology that minimizes turnaround time for diagnostic tests are recommendations that
would be expected to result in further reductions of ED crowding due to improved
throughput (Forster, 2005).
The input, throughput, output model provides a way to assess how NUEDU
contributes to ED crowding. Looking at nonurgent ED users solely in terms of what
proportion of all ED users they account for ignores the fact that not all ED visits require
the same expenditure of resources. If an ED visit is viewed, instead, in terms of
resources used, it becomes apparent that a single complicated emergency ED visit can be
the equivalent of many nonurgent ED visits. The empirical notion that a reduction in
NUEDU would automatically translate into less crowded EDs considers only the input
component of NUEDU on ED crowding. When the other components are taken into
account, it is obvious that a nonurgent ED visit has very little throughput component.
Nonurgent visits are by definition visits that require few or no resources and far less time
than an urgent visit. In addition, nonurgent visits require almost no output component; a
recommendation to seek follow-up care is usually all that is required for disposition of an
ED patient with nonurgent medical needs (Wuerz et al., 2000).
It should not be surprising, then, that a strong link between NUEDU and ED
crowding has not been found (Olshaker, 2009). In fact, waiting time to see a physician, a
frequently-used ED crowding indicator, has been found to be inversely related to the
proportion of nonurgent ED patients (Lambe et al., 2003). This suggests that ED
crowding is more a factor of the total ED resources used by all patients in the patient mix,
not the total number of ED patients. ED crowding is now widely believed to be primarily
the result of difficulty in getting sicker people out of the ED and into inpatient beds or
other treatment facilities. Patients who are not transferred to another appropriate
treatment area in a timely manner stay in the ED, taking up time, space, and staff
resources. These patients, boarders, occupy ED space for extended periods and squeeze
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out other patients from the back of the system to the front (Forster et al., 2003). Thus,
nonurgent ED users are not a significant cause of ED crowding, and they are also the
ones most likely to be squeezed out.
Because nonurgent users are figuratively at the end of the line for treatment in
EDs based on triage status, they wait until patients with more urgent needs are taken care
of and thereby have the longest waits. While it is generally accepted as appropriate that
nonurgent ED users wait when there are patients with urgent needs to be taken care of,
triage is an imperfect science, and long wait times mean that people sometimes leave the
ED without being seen or without having treatment completed, including some patients
with urgent needs (Pitts et al., 2008). Long waits also contribute to patient dissatisfaction
and avoidable pain and suffering (Wilper et al., 2008). No link between crowding and
negative outcomes has yet been found, but there is widespread concern that crowding
greatly increases the risk for negative outcomes (Derlet et al., 2001; Liu et al., 2009). In
additions, the practice of boarding patients in EDs for extended periods is seen by some
as an ethical issue as well as a facility problem (Agrawal, 2007).
In summary, the literature on ED crowding makes a compelling case that
crowding is primarily the result of the inability to adequately manage the output (Kelen et
al., 2001; Derlet et al., 2001; Fields, 2003), and throughput (Hoffenberg, 2001; Asplin et
al, 2003) components of ED visits. This is especially true in areas where throughput is
stalled due to insufficient inpatient capacity (Schneider et al., 2003), and ED populations
with high percentages of Medicare and Medicaid patients (Cunningham, 2006), because
hospitals have been shown to preferentially assign inpatient capacity to more profitable
scheduled admissions over ED admissions (United States General Accounting Office,
2003; Fields, 2003). Due to the fact that NUEDU typically requires far less resource
utilization than urgent ED use, it makes a relatively small contribution to ED crowding
(Asplin et al, 2003). Therefore, a reduction in NUEDU is desirable, but not because it
could be expected to make EDs less crowded. Rather, particularly for nonurgent users,
NUEDU should be reduced because EDs are crowded, and EDs are not well-equipped for
dealing with nonurgent needs. It would be a mistake to think that reducing NUEDU
would reduce ED crowding because nonurgent users are not the major contributors.
In addition to crowding, the costs related to nonurgent ED care are among the
most frequently cited reasons for seeking to reduce NUEDU. The following section is a
review of previous work related to the financial implications of NUEDU.
NUEDU: Costs, Charges and Payments
Excess cost is frequently cited as a reason that NUEDU should be reduced (Baker
& Baker, 1994; Gill, 1994; Bamezai et al., 2005). However, it can be difficult to
compare studies about the cost of NUEDU because the term “cost” is often used to refer
to what should more precisely be called charges (Baker & Baker, 1994) or payments
(Hsia et al., 2006). In addition to times when use of the term “cost” is technically
inaccurate, there are other times when there is considerable overlap among terms. For
41

example, the Webster’s dictionary definition of cost includes both “whatever must be
given, sacrificed, suffered or forgone to secure a benefit or accomplish a result” and,
“charge or price” (Webster, 1993a). Considering this in terms of NUEDU, a given dollar
amount would be called a charge if it is viewed from the standpoint of a hospital asking
for payment, but it would also correctly be called a cost from the standpoint of the payer.
This demonstrates that choosing an accurate term depends on perspective as well as
definition. In order to have a meaningful discussion about the “costs” of NUEDU, the
definitions of the terms “cost”, “charge” and “payment” must be specified. However,
when it comes to NUEDU, understanding the relationships among them is challenging
even with specific definitions because the methods for determining each are complicated.
What follows is synopsis of how the terms are defined, and how each is determined for
NUEDU.
Cost comes in many varieties. Non-monetary costs, such as the time or effort a
patient spends to get medical care, are important and will be discussed in the section on
factors that influence health services use. In addition, there are opportunity costs, which
are defined as the value of an option that is foregone in favor of an option that is chosen
(Flynn, 2005). However, for the majority of studies on NUEDU it is the monetary
definitions of cost that are being considered, and that is what will be discussed in this
section. In the following description of costs, the perspective is the costs to the ED for
providing ED services.
Any expenditure made to provide a good or service is a cost, and costs are defined
as direct, indirect, fixed, and marginal. Direct costs are those that can be linked directly
to the production of goods and services (Cooke, 1993; Santerre & Neun, 2004). An
example of direct costs for an ED patient visit would be the supplies used to examine and
treat a patient, such as disposable gloves, gowns, and bandages. Indirect costs are those
that are necessary for the provision of services in general, but not directly related to a
specific visit. For example, indirect costs for an individual ED visit would be the costs of
keeping the ED open, such as administrative costs, cleaning services, and marketing
costs.
Fixed costs are costs that remain constant regardless of the amount of good or
service provided, and may include both direct and indirect costs. In a business that
produces a single type of good or service it is relatively easy to figure out what the fixed
costs are. For example, the fixed costs of producing an automobile are relatively
straightforward. They include facility expense, research and development, materials, and
labor, all of which are quantifiable. Importantly, keeping with the automobile analogy,
the costs for each one of any type of automobile are the same as the costs for any other of
one (Davis, 2003). The same is not true of ED services. First, because each ED visit is
unique, fixed costs can vary greatly from one ED visit to the next (Asplin et al., 2003).
Contributing to the difficulty of determining the fixed costs of an ED visit is the
considerable variability in how hospitals allocate indirect costs; that is, what part the
costs of running a hospital (e. g., security, housekeeping, facility maintenance) are
assigned its ED. In addition, for some of the care hospitals provide there is routinely
little or no reimbursement. These services, such as social work, are subsidized by using
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funds garnered from payments made for other services the hospital provides. Deciding
what part of that subsidization should or can be allocated to the ED as part of a hospital’s
fixed costs of doing business is generally at the discretion of individual hospitals.
Because there is substantial leeway in how hospitals do all this, fixed costs are for
providing ED care are usually at best only estimates (Showstack, 2005).
Marginal costs are costs that vary with the amount of product or service provided
(Santerre & Neun, 2004). Keeping the perspective of a hospital ED, all the fixed
expenses required to have an ED open will be incurred even if there is just one patient.
In theory, once the investment in fixed expenses has been made, the costs of treating the
second patient are only those directly related to that patient. In actuality, however, the
fixed costs are spread out over all ED visits provided, effectively reducing the costs of
production for each. This is the basis of economy of scale. In the scope of all ED care
the costs for nonurgent care are often defined as marginal costs because nonurgent care is
provided only after all other more urgent care is provided, and it is the more urgent care
for which the initial investments were made (Baker & Baker, 1994; Gill, 1994; Williams,
1996; Florence, 2005; Bamezai, 2005.) It has been argued that because the marginal cost
for nonurgent ED care is relatively low, NUEDU actually benefits some hospital EDs.
This benefit occurs because nonurgent ED visits are potential revenue generators that fill
in what would otherwise be down time (Gill, 1994; Williams, 1996), and contribute to
spreading out fixed costs over all ED visits, not just nonurgent ones. Of course,
economies of scale are not helpful for EDs that have high rates of uncompensated care. It
doesn’t matter how low production costs are if there are too many ED visits for which
there is no payment. This is discussed next, along with charges and payments.
There are conflicting reports on the difference that comes from figuring the cost
of NUEDU as only marginal cost instead of marginal + fixed cost. That is, there are
disagreements on whether there is economy of scale in providing nonurgent ED care, and
if so, what is the magnitude of that economy of scale. In a study comparing the costs of
nonurgent care in an ED compared to a physician’s office, it was found that the actual
resources used to provide care was about the same in each. This study concluded that
reduction in resource use from treating nonurgent patients in a physician’s office instead
of an ED were minimal (Williams, 1996). Another study found that economy of scale
did not result in cost savings when calculated as dollar amounts; that is, the dollar amount
spent for a non-trauma ED visit was not less for EDs that saw high volumes of patients
compared to EDs that saw low volumes of patients (Bamezai, 2005). The reason this is
important is that estimating the marginal costs of nonurgent ED care helps to determine
whether cost savings would be achieved by shifting nonurgent care from the ED to
another site. Generally it is assumed that it would, but it has not yet been clearly
demonstrated that moving nonurgent care from an ED to a primary care setting would
result in markedly less, or even somewhat less cost than providing that care in an ED
(Florence, 2005; Kellerman, 2005). Also, it is here in the discussion of costs of NUEDU
that the distinction between “cost” and “charge” is critically important. From the
perspective of EDs, the dollar amount demanded from a payer to cover the resources used
to provide a service is called a charge. From the perspective of payers, the dollar amount
given to hospital for an ED service is a cost. (Note here that the actual amount is not the
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point of this discussion, but that the term used, “cost” or “charge”, depends on from
which side of the transaction one is looking.)
A charge is the price demanded for a good or service (Webster, 1993b). Most
businesses determine charges by calculating how much it costs them to provide goods or
services, and adding an amount for operating margin (in the case of non-profit
businesses) or profit (in the case of a for-profit business). As was discussed previously,
most businesses can determine with relative precision what their production costs are,
and deciding what to charge for a product is simply a matter of deciding how much more
than the cost of production the market will allow for profit. In the case of a not-for-profit
business, charges must at least cover costs.
Again, however, hospital EDs are not in a position to figure charges based on
costs the way a typical business can. For example, hospital EDs cannot refuse to provide
service to people who do not have a way to pay for it. Since EMTALA was enacted in
1986, most EDs are required by law to provide a minimal level of care for anyone who
needs it, regardless of ability to pay (McConnell et al., 2007), and the costs of this
uncompensated care must be figured into the costs of doing business. Determining what
to charge for ED care based on costs is thus understandably difficult: the contribution of
fixed costs is hard to figure exactly; marginal costs vary significantly from patient to
patient; and the percentage of free care that will have to be provided is unpredictable.
One way to avoid the problems associated with basing charges on costs is simply
to not base them solely on costs, and that is what most hospitals do. Instead, ED charges
are set high so that hospitals have as much room as possible to negotiate payment
amounts, and to create as much incentive as possible for private insurers to negotiate a
specific payment arrangement with a particular hospital. This is supported by findings
that total hospital charges are, on average, three times estimated costs (Anderson, 2007),
and that total payments hospitals collect are 38% of their total charges (Reinhardt, 2006).
Hospitals can use this essentially arbitrary method of determining charges for a number
of reasons. Privately insured persons have little incentive to question ED charges when
actual payments are negotiated and made on their behalf by insurance companies.
Medicare and Medicaid pay according to their own fee schedules regardless of charges
(more on this later), and uninsured persons have little or no leverage with which to
negotiate payments (Anderson, 2007).
This is where the debate over NUEDU “costs” heats up. Although the actual
costs of production of nonurgent ED care remain uncertain, charges for nonurgent care in
the ED are 2-3 times what they are in settings outside the ED (Baker & Baker, 1994;
Williams, 1996). The implication for insurers is that they are being asked to pay more for
essentially the same service in an ED compared to what they would be asked to pay in an
office or clinic setting. From the standpoint of private insurers, these higher charges (the
payment demand from the ED vs. the payment demand from a physician’s office) are
translated into higher costs (the money it takes to provide the services they provide;
insurance coverage) of doing business. As stated earlier, part of choosing the right term
to talk about money and ED visits is perspective. From the perspective of a third-party
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payer, insurance reimbursements are costs.
Payment is remuneration made for goods and services (Webster, 1993c). In a
2007 report an overview of how EDs are financed was published (McConnell et al.,
2007). This report illustrates the complexity behind how ED payments are figured and is
the reference for the following discussion of ED payment mechanisms.
There are multiple types of payers, from indigent uninsured persons to large
insurers that provide comprehensive private health care coverage. Approximately 40% of
ED visits are paid for by all private insurers combined. However, the most significant
single payer is Medicare, which pays for about 17% of all visits, and reimbursement
schemes for all other payers are influenced by the standard Medicare sets. Uninsured
patients accounted for another 17% of ED visits. Medicaid and State Children’s Health
Insurance Program (SCHIP), collectively, were responsible for 25.5% of visits (Pitts et
al., 2008).
The methodology Medicare uses to calculate ED payments is directed by the
Centers of Medicare and Medicaid Services (CMS). Medicare pays hospitals and
physicians separately for ED care. Payments made to physicians are the same whether
the patient is admitted as a result of an ED visit or not, and that methodology will be
discussed first. On the other hand, if a patient is admitted to the hospital through the ED,
Medicare pays the hospital a total amount based on the category of care the patient
receives. Thus, there is not a separate payment for care received in the ED in addition to
care provided after a patient is admitted. The result is that EDs are often not credited
with the financial contributions they make to the care provided for those patients. This
will be discussed later.
For physician reimbursement, instead of making payments based on costs or
charges for individual ED visits after the fact (fee-for-service), Medicare reimburses
according to fees set prospectively for broad categories of care. These categories are
assigned Current Procedural Terminology (CPT) codes. Rather than describing specific
services or procedures performed, these codes represent the general severity of the
patient’s problem and the level of medical decision-making and resources required to
treat the problem. Approximately 80% of all ED visits fall into one of five categories, the
codes for which, along with brief descriptions, are shown in Appendix C. The CPT code
is converted to relative value units (RVUs), which are the basis all Medicare
reimbursement (RVUs will be discussed later). For most Medicare patients Medicare
pays the physician 80% of the amount thus calculated, and the patient is responsible for
the remaining 20% (McConnell et al., 2007).
Medicare payments made to hospitals for ED care that results in a patient being
discharged home are calculated using a methodology very similar to that used to
determine physician payment. The hospital reports to CMS the supplies used to provide
ED care using Healthcare Common Procedure Coding System (HCPCS) Level II codes.
These are combined with CPT codes to assign ED visits to an ambulatory patient
category (APC). As with physician payments, each APC code represents a category of
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care for which a payment amount has been decided in advance, and for more than 80% of
ED visits Medicare makes that payment without regard to the actual costs or charges for
individual visits. In the small percentage of ED visits that do not conform to one of the
APC categories because they involve more extensive or complicated care, Medicare has a
system for supplementing the standard payment.
Medicare payment for inpatient care is based on diagnostic related groups
(DRGs), which are the inpatient equivalent to outpatient APCs. As with APCs, for the
majority of cases the Medicare payment is based on the category of care, not actual costs
or charges, with allowances made for unusually complicated cases (Reinhardt, 2006).
The payment for a given DRG is the same whether the patient was admitted directly to
the hospital or through the ED. That means that any ED charges are paid out of a single
lump Medicare payment made for the entire hospital stay. This method of making one
payment for all the services related to a hospital stay is often referred to as “bundling,”
and, as described previously, often makes it difficult to separate out what portion of the
payment was for ED care.
As mentioned previously, Medicare is the largest single payer in the U. S. health
care system, and although it considers regional differences in the costs of providing care
in different areas, the underlying methodology it uses to determine payment is the same
throughout the U. S. The rules for Medicaid payments are more variable because they
are determined by each state individually. Medicaid payments are usually substantially
lower than those for Medicare, but the basic methodology for determining them is
modeled after Medicare. Private (commercial) insurers have methods for determining
payments that are highly variable, including fee-for-service and capitation plans, but
methods other than Medicare-like systems based on DRGs are becoming increasingly
uncommon. Payment rates for commercial insurers also vary widely, but the high end of
commercial reimbursement is substantially higher than Medicare reimbursement.
However, in testimony to the influence Medicare has had on commercial payment rates,
in 1995 private insurance payments rates were on average 1.43 times Medicare payments
rates. In 2003 the ratio was 1.23. This occurred in spite of the fact that increases in
Medicare payment rates failed to keep up with inflation, with increases of 13% and 21%,
respectively (Tu & Ginsburg, 2006).
These myriad payment mechanisms have far-flung implications for the entire U.
S. health system. However, the focus of this discussion is what those implications are for
NUEDU, which, in turn, varies based on one’s position relative to the issue. As can be
seen from the previous discussion of costs, charges and payments, the financial
significance and implications of NUEDU depends greatly on the position of the
stakeholder. The stakeholders most directly involved in NUEDU are patients, physicians,
hospitals and payers. Not all motivations regarding NUEDU are financial, but money is
an important part of the motivation for all stakeholders. How the financial concerns of
each fit into the discussion of NUEDU follows.
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Stakeholders
Hospitals
With regard to NUEDU, the financial interests of all the stakeholders mentioned
above come together in the hospital ED. As was discussed previously, where the patient
mix has a high percentage of privately insured persons, NUEDU can provide a source of
revenue for hospitals that partially offsets lower payment rates of other users (Tyrance et
al., 1996). In such cases the hospital can benefit financially from soliciting NUEDU. For
other hospitals with high levels of uncompensated care or high costs relative to payments,
NUEDU represents a drain on resources that can negatively affect the financial viability
of the entire hospital (Miller, 2003; Baillargeon, 2008). It is not uncommon that these are
hospitals in urban areas that also serve high percentages of Medicaid patients, lowincome insureds, and uninsured persons (Burt & Arispe, 2004). In some circumstances
these hospitals can receive extra payments through Medicare and Medicaid. For
example, hospitals that provide a large percentage of their care to Medicaid recipients,
referred to as disproportionate share hospitals (DSH) can receive larger payments, but
these subsidies rarely offset the full financial liability these populations represent (Burt &
Arispe, 2004; McConnell et al., 2007).
As was stated previously, hospitals do not typically have unfettered license to set
the payment amounts for most of their ED patients. Payment rates are negotiated on a
prospective basis with almost all payers except uninsured persons (Reinhardt, 2006). In
addition, they have limited ability to collect fees from a large majority of the uninsured
persons who receive treatment in EDs. On average, hospitals collect only 10% of charges
for uninsured patients, which is low even taking into account that these are undiscounted
charges (Anderson, 2007). In order to compensate for relatively low payment rates from
Medicare, Medicaid, the uninsured, and private payers with low payment rates, hospitals
increase their charges to other payers. This practice is known as “cost shifting” or “crosssubsidization (Ginsburg, 2003a; Santerre & Neun, 2004). The payment rates hospitals
negotiate with individual insurers typically result in payments significantly higher than
Medicare and Medicaid payments (Reinhardt, 2006), which effectively means, for the
most part, that private insurers pay more when Medicare and Medicaid pay less
(Ginsburg, 2003a).
Ironically perhaps, it is almost without exception that the only patients who are
billed the full amount of hospital charges are self-pay patients. Only a small percentage
of self-pay patients are not personally responsible for ED payments. For example, people
whose treatment is covered by workers’ compensation coverage and automobile
insurance coverage are labeled “self-pay.” Also, patients who travel to the U. S. from
foreign countries for medical treatment are typically not offered discounted fees. The
vast majority of self-pay patients, however, are uninsured U. S. citizens or insured
persons who have not met their insurance deductables. It has been suggested that part of
the reasons hospital charges for ED care are as high as they are is to discourage uninsured
persons from seeking care at EDs, thus reducing the number of ED visits for which
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collecting a fee will be difficult or impossible (Seifert & Rukavina, 2006). In addition,
for those visits made by patients who are clearly eligible for free care due to poverty,
high charges allow hospitals to count the full undiscounted amount toward charity care.
This means that they can maximize any benefit that the provision of charity care confers,
such as the ability to issue positive public relations statements and the fulfillment of any
obligations they may have to provide charity care (Anderson, 2007). Although the
American Hospital Association (AHA) has guidelines for reduced or free care for the
poor, and some states have laws requiring that poor receive care at discounted rates (for
example, California has a law that uninsured patients who earn up to 350% of the poverty
level must be offered discounts for care), in many cases adherence to the guidelines is
voluntary. Hospitals are not required to disclose the extent to which they follow them
(Sloane, 2007). For uninsured patients who are not poor, some states have restrictions on
how much they may be charged. For example, Tennessee law caps payment amounts,
with some exceptions, at 100% of Medicare rates (Tennessee’s Workers’ Compensation
Medical Fee Schedule). While these are unfortunate circumstances for poor or uninsured
people, from the hospital’s standpoint, care provided for them is for the most part
uncompensated and represents ED costs for which other sources of reimbursement must
be found (McConnell et al., 2007).
As can be seen by this discussion, it can be difficult for hospitals to separate out
exactly what financial contribution their EDs make to the overall productivity of the
hospital, but it is estimated that EDs, on average, make a net positive financial
contribution. For example, on the plus side, an estimated 40%, of all inpatient stays
originate in the ED (McConnell et al., 2007). The majority of these are for insured
persons (the percentages of privately insured and publicly insured were discussed
previously), although the ED is often not given credit for the contribution it makes to the
revenues generated by those inpatient stays because of how services are bundled. On the
other hand, the majority of uncompensated care that hospitals provide comes into the
hospital through the ED (McConnell et al., 2007). Overall, it is estimated that the
hospital sustains a net loss for each ED patient who is treated and discharged, but a net
gain for every ED patient who is admitted, with the inpatient gains outweighing the
outpatient losses (Melnick et al., 2004).
As discussed earlier, on average hospitals are paid for ED care at a higher rate for
privately insured persons than for those who are insured by other payers. Historical
trends in pricing support the conclusion that hospitals and physicians respond to reduced
rates from public payers by increasing rates for private payers, i. e., they shift costs (Lee
et al., 2003). This suggests that the portion of NUEDU that is due to privately insured
persons represents a revenue source that subsidizes other ED care. For example, in
Maine privately insured persons use 38% of all hospital services, but payment for those
services accounts for 50% of all payments (Maine Hospital Association, 2005). In fact, if
all nonurgent ED visits were made by privately insured persons, resulting in relatively
high payments made by private insurers, EDs would have a financial incentive to seek
out nonurgent users because of the relatively low marginal costs associated with
providing nonurgent ED care (Asplin, 1997).
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Physicians
Physicians’ perspectives on NUEDU are influenced by the relationship they have
to it. The opinions ED physicians express reflect the ideologies they bring to the issue.
For example, some are frustrated because they think nonurgent care is a misuse of their
time and talents as physicians specifically trained in emergency medicine and, similarly,
a misuse of the ED facility that was designed for urgent and emergency care. One author
used the word “hostility” to describe the attitude of ED personnel, including physicians,
to nonurgent ED users (Wolcott, 1979). A qualitative study identified physician’s
ideologies regarding nonurgent ED care as falling into three categories: restrictive,
pragmatic, and all-inclusive. These ideologies were summarized, respectively, by the
following statements: “only urgent care belongs in the ED,” “ED can be used when other
options are limited,” and, “there is nothing too small to bring in” (Guttman et al., 2001).
ED physicians are often called on to address the social as well as medical needs of
patients in communities where the ED is the only source of care for those patients
(Malone, 1995; Billings et al., 2000a). They have to deal with patients who have waited
hours for care and are no less unhappy about waiting just because their needs may not
meet someone else’s definition of clinical urgency. In contrast, in communities with a
less challenging and higher-paying patient mix, NUEDU represents a relatively lowstress means for ED physicians to generate income in EDs where their time is not wholly
occupied by patients with more urgent needs (Asplin, 1997).
From the primary care physician’s point of view the ED is often seen as a
welcome substitute for being available to their patients outside of regular office hours
(Caplan, 1975), or during office hours when fitting in an unscheduled acute care
appointment is difficult (Williams, 1996). In the last half century around-the-clock
availability of the ED has become part of the environment in which the practices of
emergency medicine and primary care medicine have concurrently evolved. The fact that
EDs are open 24/7 means that in communities where EDs are available, the ED can serve
as an alternative to a person’s regular physician for care outside of regular office hours.
In these communities physicians can choose not to be available to their patients after
hours. If a patient calls for medical advice after hours, there is often no insurance
reimbursement for that service, but the physician still has malpractice liability for that
advice, which creates a disincentive for physicians to offer advice by phone after hours
(Ginsburg, 2003a; Zugar, 2004). In markets with increased malpractice liability this
disincentive manifested itself as an increased reluctance to provide unscheduled acute
care. In these markets both PCPs and specialists avoided providing acute care in their
offices by sending patients to the ED, and physicians associated a higher liability risk
with low-income patients (Pham et al, 2004). Because of increasing specialization and
shifts toward group practice, it has become less common that a patient will depend solely
on a single PCP for his or her care (Liebhaber & Grossman, 2007; Goldstein, 2008). The
increasing number of “boutique” primary care practices is seen by some as evidence that
patients’ after-hours acute care needs are not being met in more traditional primary care
settings (Brennan, 2002; Zugar, 2005). In boutique (also known as “concierge”)
practices, patients pay an additional annual fee of several hundred to several thousand
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dollars for services not typically found in most private practices (Zugar, 2005). Access to
one’s physician by phone after hours is typically a prominently-mentioned feature of such
practice arrangements (MDVIP, 2010). Similarly, the number of retail medical clinics,
most of which offer extended hours, is expected to increase from about 450 in 2008 to
about 6,000 in 2011. It has been suggested that this is evidence of a patient population
that is not being adequately served by other forms of primary care (Mehrotra et al., 2008).
In areas where patients have a reasonable alternative to their own doctor’s care outside of
office hours, such as an ED, a physician has no legal obligation to be available (Kern,
2008). Additional strains on the capacity of primary care physicians were discussed
earlier in this chapter. Taken together these add up to considerable incentives for doctors,
including those whose patients are privately insured, to count on EDs to help take care of
their patients’ acute care needs.
Payers
Payers understandably want to pay as little as necessary for health care, including
nonurgent ED care. The vast majority of ED users are insured; about 85% (Weber et al.,
2008). Therefore payment for NUEDU comes directly from insurers far more than from
any other source. For that reason insurers as payers will be discussed first.
As discussed earlier, nearly all insurers negotiate payment rates with providers.
Those who represent larger numbers of insured persons or who are in a position of power
in their community (Ginsburg, 2003b) are capable of negotiating lower rates (Reinhardt,
2006). However, regardless of negotiating power, charges for care provided in an ED are
higher than charges for the same care provided in an outpatient setting, also discussed
previously (Baker & Baker, 1994). For markets in general, in most if buyers can obtain
essentially the same product for less from one source compared to another it creates an
incentive for them to seek out the source where they can pay less. But the market for
health services is not like most markets (Santerre & Neun, 2004). The existence of health
insurance changes typical market incentives because the patients who are “purchasing”
health care services are not the ones paying for those services (at least not directly).
When the person who receives a service is not paying for it, price is effectively removed
as a factor when patients are deciding where to seek care. In these circumstances patients
typically behave differently than they would if they were more directly connected to
paying for their care. This difference in behavior is known as “moral hazard” (Santerre
& Neun, 2004). In such a case a patient is less likely to weigh the higher charges for
nonurgent care at the ED compared to an alternative source of care against other factors,
such as time away from work or the inconvenience of waiting for a doctor’s appointment.
From the point of view of insurers, there is a financial incentive to shift nonurgent
care from EDs to other sites where charges, and thus their payments, would be less for
what is essentially the same product. To encourage such a shift, insurers have attempted
several different methods to discourage NUEDU. These strategies include retroactive
denial of coverage (Shesser et al., 2000), making it mandatory that a patient have a
primary care provider as a condition of coverage (Powers, 2000), using the internet to
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facilitate patients’ use of primary care (Murnik et al., 2006), use of physicians to direct
patients’ use of hospital services (Grumbach et al., 1999), and imposition of copayments
for patients who seek care at an ED (Hsu et al., 2006; Reed et al., 2005; Selby et al.,
1996). All of these methods have been reported to reduce ED use. It is assumed that the
overall reduction in ED use would be primarily at the expense of nonurgent use. In other
words, these disincentives would be expected to influence patients to forego nonurgent
ED visits before they would forego urgent visits, but it is feared that patients are deterred
from seeking urgently needed care as well (Grumbach, 1993). In a study of the effects of
cost-sharing on health services use in general, imposing copays on a randomly-selected
segment of privately-insured persons found that when patients had to pay a portion of the
charges of care themselves, their use of all health services was reduced, but the reduction
included necessary as well as discretionary services. For example, fewer women in the
copay group had Pap smears than those in the group without copays; 65% and 52%,
respectively (Davis, 2004).
The preceding discussion of the positions of hospitals, physicians and insurers
relative to NUEDU illustrates the predictable tension between providers and payers,
particularly third-party payers. It also shows why it is likely that providers and payers
would be most at odds over the portion of nonurgent ED users who are privately insured.
Of all ED users privately insured persons represent, on average, the highest payments for
ED visits, and nearly 40% of all ED payments come from private insurers (McConnell et
al., 2007). In addition, many private insurers believe that the amounts they pay are in
part due to cost shifting, essentially subsidizing the lower payment rates of other payers.
Ultimately cost shifting results in either higher insurance premiums for privately insured
persons, fewer covered services, or both (Morrisey, 2003). Meanwhile, as demonstrated
by the fact that the number of ED visits made by privately insured persons continues to
climb (Weber et al., 2008), physicians have at least accepted or at most embraced EDs as
an alternative means of addressing their patients’ acute care needs.
Much like physicians, the position individual patients have as stakeholders in
NUEDU depends on their relationship with the issue. As one author put it, “Americans
continue to vote with their feet” (Fields, 2003), meaning that individuals make decisions
based on unique combinations of factors resulting in health care choices that work best
for them. Costs, charges and payments are significant drivers, but are only part of what
determines patient choice. These and other reasons that have been shown to influence
health services use in general and ED use in particular will be discussed in the variables
section.
While individual stakeholders are driven by what works best for them, health
policy measures are designed to seek a balance that works for everyone. Some health
policies and their implications for NUEDU are discussed in the following section.

51

Health Policy and NUEDU
The policy measure that arguably has had the most direct and significant effect on
ED use is EMTALA. Enacted in 1986, EMTALA requires that any person who presents
for treatment at an ED receives screening and stabilization, regardless of ability to pay.
Any hospital that receives Medicare reimbursement must comply. Both physicians and
hospitals face substantial legal and financial penalties, enforced through CMS, for failure
to do so. However, there is no corresponding mechanism in place to provide payment to
hospitals for the care patients receive as a result of the access granted to them through
EMTALA. In effect this means that hospitals are subject to an unfunded mandate to
provide uncompensated care (Fields et al., 2001). While EMTALA does not mandate
that care be provided for nonurgent conditions, it is often less costly to treat a patient for
a nonurgent condition than to do the tests necessary to exclude an emergency condition.
This means that in practice EMTALA is an unfunded mandate to provide care for nearly
all ED patients who request it, both urgent and nonurgent (Bitterman, 2006; McConnell
et al., 2007). In 2006, 17.4% of all ED visits were made by uninsured persons (Pitts et
al., 2008).
For the most part, privately insured persons are not directly affected by
EMTALA. Due to the generally higher reimbursements rates private insurers pay, their
insureds generally do not need EMTALA’s protection to be welcome at EDs. They are
subject to indirect effects of EMTALA, however, because the same EDs are used by all
comers (McConnell et al., 2007). Privately insured ED users with nonurgent or urgent
needs may face longer waits in EDs with higher numbers of uninsured or underinsured
patients simply due to the increase in number of patients.
Another indirect effect of EMTALA for privately insured persons is that many
EDs have difficulty maintaining on-call specialist physician coverage. Because
EMTALA’s mandate extends to all physicians who see patients in the ED, specialists
who take ED call are subject to interruptions of their regular schedules, the burden of
follow-up care, and the increased malpractice liability that emergency patients represent.
All those risks are eliminated simply by declining to be on-call for EDs. Half of all EDs
report difficulty in maintaining specialist on-call coverage, which affects all ED users
(McConnell et al., 2007).
Other health policies affect NUEDU more indirectly. Anything that diminishes
physicians’ ability, particularly PCPs, to address patients’ acute care needs may
contribute to patients electing to seek care in an ED instead of with their RSC. These
health policy issues have been discussed in previous sections of this chapter within the
contexts of their relationships to the current state of primary care and how they affect
different stakeholders. For example, the RBRVS system used to calculate Medicare
reimbursement influences all third-party payers. This system typically does not provide
for insurance reimbursement for advice that a health care provider offers by phone
(Barron & Cassel, 2008), although the provider still has malpractice liability for that
service (Katz et al., 2007). This is a powerful disincentive for a primary care provider to
be available after hours if an ED is a possible alternative. Another problem with RBRVS
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is the relatively low reimbursement rates it calculates for E/M services, which account for
the bulk of the PCP’s income (Bodenheimer et al., 2007). This means that the average
full-time PCP manages a case load of 2,000 patients, leaving him or her barely able to
take care of those patients’ routine needs, let alone their acute care needs. A result of this
is that 31% of privately insured persons reported that they had to wait longer than they
wanted for an appointment for routine care (Bodenheimer & Pham 2010). A study of ED
users with a RSC the found that the patient reports of “couldn’t get through on the phone”
and “couldn’t get an appointment soon enough” were positively associated with ED use
(Rust et al., 2008).
Because Medicare and Medicaid reimbursement rates for E/M services are low,
on average, relative to private insurance rates, physicians are often reluctant to be
providers for patients with Medicare or Medicaid coverage (Sloan et al., 1999). For
example, a study of Florida physicians found that while 87% were accepting new patients
overall, only 68% were accepting new patients who were Medicaid recipients (Hall et al.,
2008). Another study reported that some physicians employed the strategy of having
long waits for appointments to discourage publicly insured patients (Pham et al., 2004).
This may result in increased reliance on the ED for Medicare and Medicaid recipients.
These examples demonstrate how policies not intended to affect privately insured
persons affect them nonetheless because of the democracy of the ED. They further
suggest that changes in the reimbursement system used by Medicare would influence the
reimbursement system for privately insured persons as well as Medicare recipients. This
reinforces the notion that NUEDU by privately insured persons takes place in the context
of all ED use.
Conceptual Framework: The Behavioral Model of Health Services Use
The Behavioral Model of Health Services Use was introduced in Chapter 1. The
person-level version is represented diagrammatically in Figure 1-1. As was discussed in
Chapter 1, the underlying concept in this original version of the model is that the use of
health services is determined by a combination of individual characteristics and
characteristics of the community. At the person level individual characteristics fall into
categories of predisposing, enabling, and need. The model’s history and its influence in
health research will be discussed in this section.
The Behavioral Model was first developed because it was necessary to create a
framework for evaluating data from one of the earliest nationwide surveys. This survey
was conducted by the Health Information Foundation (HIF) and the National Opinion
Research Center (NORC). It produced what was, for 1964, a vast amount of data
regarding the comprehensive health information from 2,367 families (Andersen, 1968).
The Behavioral Model offered a way to systematically relate all that data in a way that
was useful for analysis. It influenced the design of surveys that came into existence
subsequent to its introduction, because it was expected that the Behavioral Model would
be used to frame the analyses (Ricketts & Goldsmith, 2005; Eden, 1998). Findings
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influenced policy, which in turn fueled the demand for more data. New surveys were
created to produce the data (Gold, 1998). Among the most significant of these is the
survey used for this study, MEPS, which is discussed in a later section.
Since its introduction in 1968, the Behavioral Model has been used in hundreds of
studies as the framework for examining many interrelated aspects of the health care
delivery system, but most particularly access to health care and health care use (Ashton,
2008). Its extensive use has gained it pre-eminence among other frameworks used for
research in healthcare access, which has led to it being described as “the most important
and most often cited” theoretical framework in the field (Ricketts & Goldsmith, 2005).
Almost from the beginning of its use the model was being revised. Over time five
distinct Phases were named, resulting in an expanded model that included communitylevel and outcome components (Andersen & Aday, 1978; Andersen, 2008). The
expanded version of the model was shown in Figure 1-2. Subsequent revisions have
made adjustments to the individual components of the model, but the basic framework
has remained the same since the Phase 2 revisions of the 1970’s. For example, the name
of the component called “use of health services” in the earliest versions was changed to
“health behaviors” in later versions. This change was made because it was recognized
that the individual characteristics predictive of health services use were also predictive of
other health-related behaviors, such as diet and exercise. Other changes include the
addition of feedback arrows between some of the model’s components. These additions
were made because it was recognized that a person’s interaction with the health care
system influences his or her future use of health care. That is, outcomes and health
behaviors influence both contextual and individual characteristics, suggesting that
learning and adaptation occurs for both individuals and local-level providers (Phase 4).
For example, if a person’s use of health care (a health behavior) results in improved
consumer satisfaction (an outcome), they may have increased willingness to seek health
care (a feedback to an individual characteristic, predisposition), and consumer
satisfaction may also contribute to an increase in demand for health care, a feedback to
contextual characteristics (Andersen, 2008).
One of the advantages of the predominance of the Behavioral Model in health
services use research is that it has provided a common frame of reference for hundreds of
studies on health services use (Ricketts & Goldsmith, 2005; Ashton, 2008). While this
makes the Behavioral Model extremely useful for comparing studies, it also means that
any limitations it has are manifested in any study that uses it. For example, since the
Behavioral Model is based on health services use, it is not very helpful in understanding
why it is that people do not use health services (Ricketts & Goldsmith, 2005). Another
criticism of the model is that the unidirectional arrows within the contextual and
individual characteristics components suggest a causal linkage between predisposing,
enabling and need factors (Andersen, 2008). Although it has been demonstrated that
most or all of the variables representing predisposing, enabling and need factors in the
Behavioral Model are correlated rather than causally related (Phillips et al., 1998; Fuchs,
2004), they are operationalized as being linked causally when they are used in this
framework.
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The person-level version of the Behavioral Model that was adapted for use in this
study was shown in Figure 1-3. While the particular combination of variables used for
this study is unique, the relationship among most of the variables has been tested in other
studies. Those studies are discussed in the following sections.
Person-Level Behavioral Model Study Variables and NUEDU
Because much of the study of health care access involves how the health care
delivery system helps or hinders people in obtaining health care services, most of the
hypotheses in those studies related to NUEDU involved testing the influence of a variable
or variables in the enabling category. As a result, examples of how enabling factors
influence NUEDU are plentiful. Conversely, predisposing factors represent patient
characteristics that are not at all or not very amenable to outside change. Therefore,
studies specifically related to the influence predisposing factors have on NUEDU are rare
relative to systems-related studies. For example, while it may be useful to know that
males and females use health services differently, there are no policies or interventions
that are going to change the fact that people are male or female (Andersen & Aday,
1978). Also, although efforts have been made to reduce racial and ethnic disparities in
health services use, such as physician education on minority health issues and providing
interpreters and patient education materials in the patient’s native language (Reschovsky
& Boukus, 2010), race or ethnicity have not been the primary focus of studies related to
NUEDU. The same is true for the other predisposing factors included in this study; age,
education level, and marital status. However, they are included in this study because they
have been shown to influence health services use outside of the ED. Similarly, need
variables have been shown to influence health care use in contexts other than the ED, so
they are included to see if those patterns also influence NUEDU.
For all the independent variables efforts were made to cite previous studies
specifically related to NUEDU. For some of the variables discussed, no studies could be
found that focused on them in the context of NUEDU. Those variables are discussed in
the context in which they were studied.
Predisposing Factors: Age, Sex, Race, Ethnicity, Marital Status and Education
Level
The predisposing factors used in this study are age, sex, race, ethnicity, marital
status and education level. The influence of age on health services use in general has
been largely attributed to the increased disease burden associated with age (Andersen &
Aday, 1978; Wolinsky, 1978). While sex is included as a control variable in nearly all
studies, there were no studies found in which sex as a predictor of ED use was the
primary focus. However, a study of ED users with minor illness found that more men
than women sought care (53.2% men vs. 46.8% women), although the generalizability of
these findings may be limited due to the fact that the study was based on a sample from a
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single urban ED (Shesser, 1991). Other studies have found that in general females seek
health care more than males do, for reasons that include greater self-awareness, greater
incidence of illness, and differences in attitudes toward medical care (Shumaker & Hill,
1991; Norcross et al., 1996).
As with age and sex, race and ethnicity are nearly universally included as
independent variables in studies of health care use, but rarely are they the central focus of
use studies. A single-site urban study found no racial differences in a sample of ED users
with minor illness (Shessser et al., 1991). Two studies specifically addressed race as a
predictive factor in ED use. One found that race alone did not influence nonurgent ED
use when comparisons were made between black and white users (White-Means &
Thornton, 1989). The other compared ED use among blacks, whites and Hispanics. It
found that while blacks were more likely to report ED use than white or Hispanic users,
the differences were attributable to other factors than race or ethnicity when findings
were adjusted for enabling factors (Baker et al., 1996). Outside the ED, race and
ethnicity have been found to be responsible for disparities in health services use in
numerous studies. In a study of thoracic surgery rates, it was found that clinically similar
blacks received bypass surgery only 40% as often as whites for ischemic heart disease
(Jones, 2001). Blacks and Hispanics were significantly less likely than whites to have
had vaccinations for influenza or to have had mental health care (Fiscella et al., 2002).
When patients were asked if they perceived that the health care they received was better
or worse than someone from a different race, 2%, 5.2%, and 10.9% of whites, Hispanics,
and blacks, respectively reported that they perceived discrimination in how they were
treated because of their race, and perceived discrimination was associated with a lower
level of self-reported health status (Hausmann et al., 2008). Disparities in access to
health care was found to be among the factors associated with a difference in life
expectancy of over 35 years in a study of highest and lowest race and county
combinations in the U. S. (Murray et al., 2006).
Race and ethnicity are discussed here together because ethnicity is presented as a
racial category in most studies that report on ethnicity. In a study that examined the
effect of ethnicity on health status and use of health services in children, the difficulty in
distinguishing race and ethnicity was exemplified (Flores et al., 1999). In fact, it was not
until the 2000 U. S. census that a specific effort was made to distinguish the two in the
census questionnaire (Grieco & Cassidy, 2001). Nevertheless, in the Flores study it was
found that Hispanic ethnicity was a predictor of health status and health services use in
children distinct from race.
No studies were found that were designed to test the influence of marital status on
ED use, but there are studies that examine how being married is predictive of health
services use in general. Married people have been found to be more likely to make use of
health care services than unmarried people. The effect is more strongly expressed for
men than for women; that is, the difference between married and unmarried men’s careseeking behaviors are greater than the difference in married and unmarried women’s. A
study on prostate cancer screening found that married men and men who lived with
someone were 1.7 times more likely to be screened than men who lived alone (Wallner et
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al., 2008). Another study found that married people were more 2.4 times more likely to
report being encouraged to seek medical care from someone of the opposite sex than
unmarried people, and that men were 2.7 times more likely than women to be influenced
by someone of the opposite sex to seek medical care (Norcross et al., 1996). Part of the
reason for this may be the social position of women as caregivers, which manifests itself
most within the family unit, although women’s influence on the care-seeking behavior of
friends as well as on husbands and other family members has been demonstrated
(Shumaker & Hill, 1991). It has been argued, however, that the relationship between
marital status and health in general is correlative rather than causative. Being healthier
and being inherently suited to a collaborative relationship are factors that contribute to
people getting married, and thus the tendency toward care-seeking may exemplify a type
of behavior that is a contributing factor in being married rather than the reverse (Fuchs,
2004).
No studies were found that specifically focused on education level as a predictor
of ED use. Other studies relating education level to health care use in general are sparse
and findings are mixed. An early study on NUEDU found no correlation between
education level and NUEDU (Lavenhar et al., 1968). A later study found that people
who had at least a college degree were significantly less likely to be ED users than those
with a high school diploma or less (Zuckerman & Shen, 2004). Studies that used
physician visits as a measure of health services use found that education level was only a
weak predictor of use (Andersen & Aday, 1978; Wolinsky, 1978).

Enabling Factors: Insurance Status, RSC, Provider Availability Factors, Income
Level, Employment Status, and MSA
The variables used in this study representing enabling factors are income level,
employment status, and the three patient-reported provider availability variables that have
been discussed previously. These provider availability variables are discussed later in
this section. Two of the most commonly studied enabling factors in the field of health
services use, insurance status and regular source of care, while not included as enabling
factors in the diagrammatic representation of the study model, are included in this study
as selection criteria for the study population, as was discussed in Chapter 1. Because of
their known profound effects on health services use, part of the rationale for how this
study’s population was selected was to minimize their influence. Since the study
population is one defined by being continuously privately insured (CPI) and having a
RSC, the enabling effects of private health care coverage and a RSC are givens. They are
discussed here, along with the enabling factors that were included in the study model
because the reasons for their exclusion as enabling factors are important to this study.
In MEPS, insurance status for individuals under the age of 65 is divided into three
categories: privately insured, publicly insured, and uninsured. Private insurance as
defined by MEPS is “nonpublic insurance that provides coverage for hospital and
physician care” (Cohen & Rhoades, 2009). Private insurance is further divided into
group and non-group coverage. Group insurance is insurance obtained for individuals
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through their employers, with coverage that may or may not also cover the employees’
dependents. Non-group insurance is purchased directly from an insurance company by
individuals. Group, or employer-sponsored insurance, makes up by far the largest
portion of all private insurance; about two-thirds of all persons under age 65 have private
insurance through an employer. Non-group insurance, by comparison, provides health
care coverage for about 4% of the U. S. population (Cohen & Rhoades, 2009). There is
considerable variation in health insurance plans that share the definition of private
insurance, especially when individual private insurance is considered (Gabel et al., 2002).
However, it is a category widely accepted in the literature as one that is both sufficiently
homogenous within itself, and sufficiently distinct from publicly insured and uninsured
classifications, to make it a meaningful way to classify health care coverage (Northington
et al., 2005; Cunningham & May, 2003). Nonelderly adults covered by either group or
non-group private insurance were included among privately insured persons for this
study.
Private health insurance coverage has been demonstrated to provide an advantage
in realizing access to care over being uninsured or publicly insured. In two similar
studies where researchers posed as patients attempting to schedule appointments for
recommended follow-up care after an ED visit, it was found that doctors’ offices were
more than twice as likely to offer an appointment to a privately insured person than to a
person who had Medicaid coverage or who was uninsured and could not pay in cash
(Asplin et al., 2005; Blanchard et al., 2008). However, even the hypothetical privately
insured persons in these studies would have had some difficulty getting an appointment
within the recommended week after their ED visit. They were successful 71% of the
time in one study and less than 66% of the time in the other, a point that will be revisited
later. Insured people are far less likely to report unmet medical needs or delays in
seeking care (Strunk & Cunningham, 2004). In a study of young adults aged 19-29, those
who were privately insured were twice as likely to have seen a physician within the
previous year compared to young adults who did not have private health insurance
coverage. Privately insured people in this age group reported that they would “wait as
long as possible to seek care when sick” 16% of the time compared to 39% for their
uninsured counterparts (Quinn et al., 2000). A study of ED users found that persons with
the same diagnoses were more likely to be admitted to the hospital if they were privately
insured than if they were uninsured or on Medicaid, had longer hospital stays, and
received more care. Among patients that were not admitted, privately insured persons
had higher charges and received more services (Jackson, 2001). Hospitalizations for
ACSCs, such as asthma, diabetes, and hypertension, were found to be about 70% and
105% higher for Medicaid recipients and uninsured persons, respectively, compared to
privately insured patients. This suggests that privately insured persons are more likely to
receive timely and appropriate primary care services (Laditka & Laditka, 2004).
All of this supports the premise that there is a correlation with private insurance
and health services use, but not necessarily that being privately insured contributes to
health. It is plausible that people who are privately insured are eligible for private
insurance because they are healthy and able to work, meaning that health contributes to
being privately insured rather than the reverse (Phillips et al,. 1998). However, in a
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review of 285 studies on the relationship between insurance coverage and health
published in 1991 through 2001, a compelling case was made to support the hypothesis
that having private health insurance actually contributes to improved health due to the
effects of the quantity and quality of medical care used (Hadley, 2003). Further, this
study suggests that the effects of being privately insured extend to increased worker
productivity and income.
It has been shown that insurance coverage needs to be uninterrupted in order for
privately insured persons to obtain the full benefits of that status. People whose
insurance was intermittent had health use behaviors similar to those who were uninsured,
including having no RSC, going without needed care, less use of preventive services, and
failure to fill prescriptions. Coverage that was interrupted was also associated with a
decrease in satisfaction with care that was similar to that of uninsured persons (Schoen &
DesRoches, 2000). In a study of adults aged 51-61, people with CPI had half the risk of a
major decline in health compared to those who lost health coverage (Baker et al., 2002).
These finding regarding the significance of continuous coverage is the reason that
continuity of coverage was one of the characteristics stipulated for this study’s
population.
As was mentioned briefly in Chapter 1, having health insurance facilitates but
does not guarantee access to health care services. One of the indicators of access to care
that is highly associated with being privately insured is having a RSC (Hayward et al.,
1991; Rask et al., 1994; Sox et al., 1998). In a study of patients’ perceptions about access
to care, according to patients the most important reason to have health insurance was that
it made it possible to have a regular doctor (Stewart et al., 1997). Several studies have
found that lack of a RSC is a significant predictor of NUEDU (Buesching et al., 1985;
Haddy et al., 1987), including one that found it to be the most significant predictor
(Petersen et al., 1998). Among ED users who identified the ED as their RSC, 63%
reported that they had tried unsuccessfully to establish a relationship with a regular health
care provider outside the ED at sometime within the previous year (O’Brien et al, 1997).
Although being privately insured helps to remove one of the most significant
barriers to having a RSC, other barriers exist. These include community-level factors,
such as physician/patient ratio and the distance patients must travel to see a physician,
(Bashshur et al., 1994). These community-level factors are outside the scope of this
study for reasons previously discussed. Others access barriers can be in the form of what
have been described as “physician-enabling” factors, those physician practice
characteristics which determine how easy of difficult it is for a patient to actually receive
health care services. Among these physician-enabling factors are how long it takes to get
an appointment, length of time spent in the waiting room, and how difficult it is to
contact a physician by phone (Bashshur, 1994; Hall et al, 2008). Physician-enabling
factors have been associated with how satisfied patients are with their providers, and
NUEDU was found to be higher in patients who gave their physicians low ratings in
those factors (O’Brien et al., 1997; Sarver et al., 2002).
The variables central to this study’s hypothesis, availability by phone during and
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outside of regular office hours, and office hours at night or on weekends, fall into the
category of physician-enabling factors. Studies that have these factors as the primary
focus are rare, although many include them in some form. For example, questions about
availability by phone and the availability of office hours at night or on weekends were
part of a Patient Satisfaction Questionnaire used in a study that assessed overall patient
satisfaction (Ware et al., 1983). A similar set of the characteristics of physician practices
were included in a global measure of access in study linking primary care performance to
outcomes (Safran et al., 1998). In one of the few studies that have made physicianenabling factors the central focus, it was found that lack of after-hours care was a
significant obstacle to entry into primary care (Forrest & Starfield, 1998). Patients
having unmet needs and delayed care was associated with lack of after-hours care and
difficulty making contact with a physician by phone (Strunk & Cunningham, 2004). In a
study that included physician-enabling factors as predictors of ED use, it was found that
the patients in primary care practices with 12 or more evening hours per week used the
ED 20% less than those from practices with no evening hours (Lowe et al., 2005). In
most of these studies physician-enabling factors were studied in the context of being
additional barriers for uninsured persons and Medicaid recipients. No study was found
that examined these as barriers for the privately insured.
Income has been shown to influence both general health services use and ED use
in different ways for different reasons. In a study of ED patients with minor illness at an
urban ED, it was found that they were more likely to have higher incomes. In this study
ED users were surveyed regarding their reasons for choosing the ED. Slightly more than
half of the higher income respondents reported that it was easier to go to the ED than
their regular source of care as the major reason, while lower income respondents cited
having no regular physician as the main reason (Shesser et al., 1991). Other studies have
obtained different results. In studies conducted at New York City hospitals, Billings et
al. have consistently found that low income patients use the ED more than higher income
patients for both urgent and nonurgent care, and concluded that this was because they
lack alternative sources of care (Billings et al., 1993; Billings et al., 2000a; Billings et al.,
2000b; Billings et al., 2000c). Studies conducted at two high-volume EDs, an urban
hospital in California and a suburban teaching hospital in North Carolina, obtained
similar findings (Pane et al., 1991; Northington et al., 2005). Given that these studies
were all conducted at high-volume EDs, one might conclude that these findings are not
generalizable to the majority of EDs. This conclusion is supported by a nationally
representative study that found that while low income people were more likely to use the
ED for nonurgent care on a percentage basis, the majority of nonurgent ED visits were
made by middle to high income persons (Cunningham et al., 1995; Cunningham & May,
2003).
It is perhaps not surprising that employment status and income level would affect
ED use similarly, and there are commonalities. Overall, employed persons are less likely
than unemployed persons to use the ED for nonurgent care. However, when they do
make nonurgent ED visits, they were more likely to report a RSC that could not
accommodate their acute care needs in a timely fashion (e. g., “couldn’t get an
appointment soon enough,” or “not open when you could go”) rather than that they had
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no alternative other than the ED for care (Rust et al., 2008).
Need Factor: Self-Reported Health Status
The variable used in this study to represent the need component in the Behavioral
Model is self-reported health status. People who have a higher than average disease
burden, that is, people who are sicker than average, use more health services than people
who are healthy (Hadley, 2003). Being sicker was found to be associated with increased
ED use in general (Lucas & Sanford, 1998; Rask et al., 1998; Weber et al. 2005;
Sandoval et al. 2008), and NUEDU in particular (Cunningham et al., 1995; Schull, 2005).
Data Source: The Medical Expenditure Panel Survey (MEPS)
MEPS was introduced in Chapter 1 as the data source for this study. Survey
participants in MEPS are a subset of persons interviewed for the National Health
Interview Survey (NHIS). The NHIS is a survey that conducts interviews annually,
collecting extensive health-related data on between 75,000 and 100,000 individuals from
35,000 to 40,000 U. S. households (National Health Interview Survey). From those, a
group of households is selected to participate in MEPS. The MEPS interviews are
additional interviews conducted to collect data for individuals within these households.
Each person is assigned a unique identifier, known as a DUPERSID, (from “dwelling
unit person identifier”). By assigning each individual a DUPERSID, information can be
recorded and tracked for individuals while still protecting the confidentiality of all
respondents’ health information (Medical Expenditure Panel Survey: Annual
Methodology Report, 2008).
MEPS is a longitudinal survey that has been conducted on a continuous basis
since 1996, using an overlapping survey design to collect information on individual
respondents’ healthcare utilization and expenditures. The overlapping panel design is
illustrated by the chart in Figure 2-4.
Each year a new group of respondents is recruited to be part of a two-year
reporting period called a panel. In Figure 2-4 panels are represented by horizontal
sections. For each MEPS Panel, data are reported in four major sections, or components.
These are the household component (HC), insurance component (IC), nursing home
component (NHC), and medical provider component (MPC). The household component
includes questions about access to care, health services utilization, insurance coverage,
health status and health conditions, and demographic information, among others (MEPS
Annual Methodology Report, 2008). Panel 10, covers 2005-2006 (the most recent data
available at the time of this study), and is outlined in black in Figure 2-4. Data collection
is done by means of in-person interviews, using computer-based questionnaires.
Respondents are interviewed five times during each two-year panel during interview
periods called rounds, so there are five rounds per panel (refer again to Figure 2-4). Data
collection is
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Figure 2-4.
Medical Expenditure Panel Survey (MEPS) Overlapping Panel Design.
Panel 10 covers years 2005 and 2006 and is outlined.
Reprinted with permission. MEPS-HC Panel Design and Data Collection Process.
Retrieved June 10, 2008, from http://www.meps.ahrq.gov.
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carefully scheduled so that interviews are conducted at regularly spaced intervals within
panels and so that there is consistency in the timing of data collection between panels.
Using this data a study population consisting of persons who met the following criteria
was selected: continuously insured with private health insurance throughout the two years
of the panel, reported having a regular source of care, and presented to an ED for
nonurgent care at some time in 2006. The study population is represented
diagrammatically in Figure 2-5. The statistical analyses done to develop this population
are discussed in Chapter 3.
History of MEPS
The origins of MEPS are rooted in national health surveys that preceded it. As
was discussed in the section on the Behavioral Model, the usefulness of findings that
came from early surveys fueled increasing demand for more information. Among the
first national surveys were those conducted by the Committee on Cost of Medical Care
(CCMC), in which public health nurses fielded information on illness and medical
expenditures by visiting families 6 times over 12 months in 1928-1931. It was followed
in 1935 by the Public Health Service’s (PHS) National Health Survey (NHS). This
survey was noteworthy both because it was the first to include African American
respondents and for its scale, reporting on 737,000 households. It also demonstrated that
medical care was underused and its findings were used to promote the need for greater
health insurance coverage (Andersen, 2008).
In 1953 the first of four nationally-representative surveys was conducted by the
National Opinion Research Center (NORC) with funding through an industry-sponsored
non-profit agency, the Health Information Foundation (HIF). It generated findings that
were controversial, especially regarding medical expenditures and resulting indebtedness,
which contributed to demand for a follow-up survey, also a joint NORC-HIF venture. By
1964 it was expected that major health care legislation was likely, and a third study was
undertaken in part to provide baseline data against which the effects of such legislation
could be compared. It was this study, also conducted by NORC and funded through the
Center for Health Administration Studies (CHAS, formerly HIF), that collected the data
for which Andersen developed the Behavioral Model as the conceptual framework for its
data analysis (Andersen, 2008). The final NORC study, conducted in 1971, was funded
with a federal government grant through the National Center for Health Services
Research (NCHSR), which would later become AHRQ (Berk et al., 2007).
In 1957 the National Health Interview Survey (NHIS) conducted the first of its
annual surveys, and it has been in continuous operation ever since. Its focus is on illness,
disability and the use of medical services, with limited emphasis on expenditures. It was
recognized that the addition of information on expenditures would be essential to inform
decisions on health policy. This led to the 1977 National Medical Care Expenditure
Survey (NMCES), which conducted 6 interviews with respondent households over the
course of a year (Andersen, 2008). In 1987 the study was expanded and renamed the
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Figure 2-5.
Diagrammatic Representation of the Study Population.
Reprinted with permission. MEPS-HC Panel Design and Data Collection Process.
Retrieved June 10, 2008, from http://www.meps.ahrq.gov.
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National Medical Expenditure Survey (NMES). By the 1990’s the importance of data on
the issues of expenditures, payment sources, and health use disparities, among others,
prompted the federal government to commit to ongoing data collection through MEPS
Berk et al., 2007).
The household component of MEPS is public-use data; anyone may download
and use it virtually unrestricted. The only conditions are that any inadvertent
compromise of respondent confidentiality be reported immediately and that the data is to
be used for legitimate research purposes (Medical Expenditure Panel Survey Annual
Methodology Report, 2008). Testimony to its usefulness, a PubMed search using the
keywords “Medical Expenditure Panel Survey” returns a list of 611 published studies that
have used MEPS data.
Some of the strengths of MEPS can also be viewed as weaknesses in some
contexts. For example, one of the strengths of a longitudinal study is that the same
information is collected over several years. Therefore, changes in the content of MEPS
questionnaires are not made lightly (Medical Expenditure Panel Survey Annual
Methodology Report, 2008). This makes it difficult for some aspects of MEPS data to
stay relevant in a rapidly-changing health care delivery system. This is demonstrated by
the fact that when some health insurance providers changing from fee-for-service to
capitation plans, it is difficult to compare expenditures for specific services (Berk et al.,
2007). Because MEPS generates huge quantities of data, there is a significant lag
between data collection and data release, meaning research using MEPS data is based on
health services that occurred at least two years previous to the release of the data. In a
rapidly-changing health care environment this must be taken into consideration as a
possible limitation.
Nevertheless, MEPS offers many advantages for a study such as this. Because of
its longitudinal design, it allows for the selection of a population whose history of being
continuously insured can be established, the significance of which has already been
discussed (Schoen & DesRoches, 2000). As a secondary data source, some of the issues
related to primary data collection are obviated, such as the need for pilot-testing and data
collection approval procedures. Large sample sizes mean that statistical significance will
likely be found if it exists. On the other hand, limitations include that the data must be
used “as is;” that is, survey questions cannot be customized to a particular study. Also, it
is difficult to evaluate most community-level factors because sampling is not done in a
manner that allows for the evaluation of community-level factors other than MSA.
Summary
The factors on which this study’s hypotheses are based are categorized as
enabling factors. In the context of the Behavioral Model enabling factors are defined as
those that influence a person’s ability to make use of health care services (Andersen,
1968, 1995, 2008; Andersen & Aday, 1978). One way to evaluate enabling, or systemlevel, factors is to study people who use the system. That is what this study endeavors to
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do. This study’s population, continuously privately insured persons who report having a
regular source of care, was intentionally selected to represent demonstrated users of
health care. Further, also discussed earlier in this chapter, privately insured persons
experience fewer barriers to access to care (Hadley, 2003). By choosing a study
population for whom known access barriers such as lack of insurance and a regular
source of care do not exist, it is easier to examine other system-level factors. As was
discussed earlier in this chapter and in Chapter 1, this is a group that has not been
extensively studied. This is in spite of the fact that privately insured persons account for
well over half of the U. S. population (Cohen & Rhoades, 2009).
Based on theory and previous research, it was expected that the enabling variables
selected for this study would prove to be significant predictors of NUEDU in the selected
study population. The implications of those findings are discussed in Chapter 5.
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CHAPTER 3.

METHODOLOGY

Introduction
The purpose of this study was to examine, in a population of privately insured
non-elderly adults who reported having a regular source of care (RSC), whether
nonurgent ED use (NUEDU) was influenced by patients’ perceived access to care.
Perceived access was based on the responses patients gave to three access to care
questions regarding provider availability. These questions were asked: How difficult is it
to contact their provider by phone about a medical problem during regular business
hours, how difficult is it to contact their provider after regular business hours in case of
urgent medical problem, and whether their provider had office hours at night or on
weekends. The overall hypothesis therefore comprised three discreet hypotheses, as was
presented in Chapter 1. These can be represented as the following null hypotheses:
1. Ho(1): NUEDU is not influenced by whether the provider has office hours at night
or on weekends.
2. Ho(2): NUEDU is not influenced by patient perception of provider availability
outside of regular office hours in case of an urgent medical problem.
3. Ho(3): NUEDU is not influenced by patient perception of provider availability
during regular office hours.
The methodology used to conduct this examination is detailed in this chapter.
Summary of Data Analyses Performed
The data analysis performed for this study consisted of five groups of multiple
regression analyses. A description of the purpose for each of these groups of analyses
follows:
1. The first group of analyses was performed to test the study hypotheses.
2. The purpose of the second group was to examine the study variables in the
context of a known model of health services use and to test for the “best”
regression model.
3. The third was to test the study hypotheses when the population was further
subsetted (as will be described in more detail later).
4. The fourth group of analyses was done to test whether the variables related to the
study hypotheses were predictive of NUEDU differently from how they were
predictive for ED use not categorized as nonurgent.
5. The final group of analyses was performed to determine whether an additional
variable, census region, was predictive of NUEDU when added to the model, and
whether its addition statistically improved the regression model.
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The manner in which these analyses were performed is described in more detail later in
this chapter. SAS® statistical software, version 9.2 (SAS Institute, Cary, NC) was used
for all analyses. All odds ratios presented have a 95% confidence interval. Results are
based on the weighted values for all variables unless stated otherwise. The regression
coefficients that correspond to the confidence intervals presented were significant at the
level of p < .0001.
A brief description of the five groups of analyses follows. However, before those
descriptions are presented, the names that will be used to discuss the variables related to
this study’s hypotheses will be specified.
The study variables related to this study’s hypotheses have relatively cumbersome
descriptions even in abbreviated form. For example, unlike the variable name “Sex” to
describe whether the respondent is male or female, the variable that describes “a
respondent’s perception of how difficult it is to contact his or her medical care provider
during regular office hours” does not lend itself well to a single-word descriptor.
Therefore, in the interest of convenience and brevity, the variables used as predictors in
the study hypotheses will hereafter be referred to by shortened descriptive names. The
variable that describes the respondents’ reported difficulty in contacting their medical
provider by phone during regular office hours will be referred to as Regular Hours
Contact. Similarly, After Hours Contact will be the shortened version for the variable
that describes the respondents’ reported difficulty in contacting their provider by phone
outside of regular office hours. The respondents’ reported perception as to whether their
provider has office hours at night or on weekends will be called Night or Weekend
Hours. In those situations where it is appropriate to refer to these three variables
collectively, they will be given the collective designation Study Hypothesis-Related
Variables (SHRV).
The next paragraphs give brief descriptions of the multiple logistic regression
analyses that were performed. More information will be provided in the discussion of
how the data was processed to perform these analyses.
Testing the Study Hypotheses: “Primary Regression Model” (PRM)
Using only the three SHRV in the regression model, a multiple logistic regression
analysis was performed in order to determine whether the three SHRV were predictive of
NUEDU. In addition to the odds ratios obtained for the SHRV, this test produced model
fit statistics. The model fit statistics allowed for the determination of whether the
regression model used to test the study hypotheses was a valid one. The model fit
statistics, as well as all other findings for this group of regressions and the others
described, are presented in Chapter 4.
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Testing SHRV within the Behavioral Model: Finding the “Best of Models Tested”
(BMT)
Health services use has been extensively studied in the context of the Behavioral
Model of Health Services Use, as was discussed in Chapters 1 and 2. A group of
multiple logistic regression analyses was performed in which predictor variables
representing predisposing, enabling, and need factors were added, one at a time, to the
regression model used for the PRM analysis. This sequential addition of variables
produced ten separate regression models and ten corresponding sets of results, including
the regression model which contained only the SHRV. The order in which the variables
ware added to the regression model was suggested by previous work on the relative
predictive value of each category (Wolinsky, 1978; Phillips et al., 1998; Chen & Chang,
2002). Specifically, within the predisposing category the order the variables were added
to the regression model was: Age, Sex, Marital Status, Race, Ethnicity, Education Level,
and Employment Status. For the enabling category of independent variables the order
was: Income Level, then MSA. The variable representing the need category, Selfreported Health Status, was added last. The diagrammatic representation of the
conceptual framework used for this study is based on the final regression model in this
“best of models tested” (BMT) series of regressions. That diagram was shown in
Chapter 1 as Figure 1-3.
This group of BMT regression analyses produced two important sets of results.
The first of these was model fit statistics for each regression model. Comparison of the
model fit statistics allowed for the identification of the regression model that
corresponded to the best combination of predictors of NUEDU. The second set of results
was the odds ratios produced for the SHRV for each of the ten regression models. This
allowed for the determination of whether and/or how the SHRV prediction of NUEDU
changed with the addition of other variables to the regression model.
Testing the Predictive Value of SHRV in Subsetted Populations
In this group of regressions the study population was further subsetted so that it
had the characteristics of the original study population plus the additional characteristic
of one of the other predictor variables. For example, for the first of these additional
regression analyses, the study population was further sorted by sex. This resulted in a
pair of population subsets. Within this pair, one population had all the characteristics of
the original population as well as being exclusively male. The other, corresponding
population subset was exclusively female. The variable Sex was removed from the
regression model for these analyses. For the second pair in this group of regressions, this
procedure was repeated for the variable Age, resulting in a pair of population subsets that
were: non-elderly adults age 18-24, and age 25-64. This was done for each of the study
variables with the exception of the SHRV. These additional subsettings each produced a
population subset pair that had the characteristics of the original study population plus the
following:
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1. Male or Female
2. Age 18-24 or Age 25-64
3. White or Not White
4. Hispanic or Not Hispanic
5. Married or Not Married
6. Less than High School Education or More than High School Education
7. Poor/Near Poor or Low/Middle/High Income
8. Employed full-time or Not Employed full-time
9. MSA or Non-MSA
10. Poor/Fair/Good Health Status or Very Good/Excellent Health Status
Testing Predictive Value of SHRV for Urgent Use vs. Other ED Use
The purpose of this group of regressions was to evaluate how all of the variables,
including the SHRV, predicted urgent ED use compared to how the variables predicted
ED use that was not classified as urgent. For this group of regressions the study
population used was the original study population. That is, any of the subsetting that was
done for the group of regressions just previously described was not used for this group of
regressions. Using the independent variables in the regression model represented by the
diagram in Figure 1-3, a regression was performed for which “other ED use” (OEDU)
was the dependent variable.
Testing Predictors of NUEDU after Adding the Variable Census Region
Variables representing geographic region were not included in the regression
model represented in Figure 1-3 for theoretical reasons. These reasons were discussed at
length in Chapters 1 and 2. For the purpose of review, the most significant of these is
that MEPS does not conduct its survey in a way that makes it more than merely broadly
nationally-representative with regard to geographic considerations. Nevertheless,
keeping this limitation in mind, it was felt that an additional group of regressions using a
variable representing geographic region would produce informative results. To perform
these regressions, the variable Census Region was added to the regression model
represented in Figure 1-3 and a multiple logistic regression analysis was performed.
After that regression analysis, the study population was further sorted so that it had the
same characteristics of the original study population plus the added characteristic of
living in the one of the four geographic regions; Northeast, Midwest, South, and West.
(This is the same as the procedure used for the group of regressions described for the
subsetted population regression analyses.) These analyses allowed for observation of
how the SHRV predicted NUEDU in a population living in each of these regions.
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Data Source
The data source used for this study, MEPS, was introduced in Chapter 1. The
history, design, and scope of MEPS were presented in Chapter 2. The MEPS data sets
used for this study were the Panel 10 HC data set (HC-106), and the Emergency Room
Visits File for 2006 (HC-102E). The HC-106 file contains Panel 10 data from the years
2005-2006, the most recent available at the time of this study, and reports detailed
information on health care service usage for 15,699 respondents. When extrapolated
using the sampling weights from MEPS, 303,060,829 individuals are represented, the
entire U. S. population in 2005-2006. HC-102E contains information related to 3,010 ED
visits made by Panel 10 study participants, which extrapolates to 24,793,712 ED visits.
Review of the Conceptual Framework and the Multiple Logistic Regression
Equation
The conceptual framework for this study was based on the Behavioral Model of
Health Services Utilization. The history of this framework, its previous importance in the
field of health services research, and the rationale for its use in this study were discussed
in Chapters 1 and 2. Diagrammatic representation of this framework as adapted for use
for this study, with the specific independent variables used, was shown in Figure 1-3,
Chapter 1, and repeated earlier in this chapter. In this model, the independent variables
are grouped as predisposing, enabling, and need (Andersen, 1968; Andersen, 2008). In
the version of the model adapted for use in this study, predisposing factors are
represented by the variables Sex, Age, Race, Ethnicity, Marital Status, and Education
Level. Enabling factors are represented by the variables Income Level, Employment
Status, Metropolitan Statistical Area (MSA), and the three SHRV previously discussed.
Need is represented by the variable Self-reported Health Status. The study variables are
listed, along with their response categories, in Table 3-1. Specific definitions for each of
these variables are provided later in this chapter in the section, “Definition of Variables.”
Multiple logistic regression analysis was the statistical analytic method employed
to examine the relationship between NUEDU and the independent variables. This
analytic method is appropriate to investigate the relationship between a dependent
variable and independent variable when the dependent variable is dichotomous (yes/no)
and the independent variables are categorical or linear or both (Shi & Conrad, 2009). A
multiple logistic regression equation has the general form:
Log{(E[Y]/(1-E[Y])}x1+x2 +…nxn+
where Y is the probability of the occurrence of the dependent variable, is the
population average for that occurrence,x1+x2+…nxn are the combined effects for all
independent variables x1 through xn, and is an error term.
Inserting the variables already described, an equation that includes all the
variables proposed for this study can then be represented as:
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Table 3-1.

Independent Variables, Response Categories, and Equation Symbols.

Variable

Response category

Sex

Male*
Female
Young Adult (18-24) *
Adult (25-44)
Mature Adult (45-64)
White*
Not white
Hispanic*
Black/not Hispanic
Asian/not Hispanic
Other race/ not Hispanic
Married*
Not married
Less than High School*
High School or GED
BS, MS or PhD
Other degree
Poor*
Near poor
Low income
Middle income
High income
Employed full-time*
Not employed full-time
MSA*
Non-MSA
Yes*

Age

Race
Ethnicity

Marital Status
Education Level

Income Level

Employment Status
MSA
Night or Weekend Hours

No
Don't know
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Equation
symbol
g
g
a1
a2
a3
r
r
e1
e2
e3
e4
m
m
d1
d2
d3
d4
i1
i2
i3
i4
i5
w
w
c
c
h1
h2
h3

Table 3-1.

(Continued).

Variable

Response category

Equation
symbol

After Hours Contact

Not at all difficult*

t1

Not very difficult
Somewhat difficult
Very difficult
Don't know
Not at all difficult *
Not very difficult
Somewhat difficult
Very difficult

t2
t3
t4
t5
p1
p2
p3
p4

Regular Hours Contact

Don't know
p5
Self-reported Health Status
Poor*
b1
Fair
b2
Good
b3
Very good
b4
Excellent
b5
Census Region
South*
NA
Northeast
NA
Midwest
NA
West
NA
The independent variables, response categories, and equation symbols were used for the
BMT regression analyses and the additional regression analyses in which the study
population was further sorted by census region.
*The response category that was designated as the reference category for each variable.
See text for details.
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Log {(E[NUEDU]/1-E[NUDEU])}=g+a+r+e+m+
d+w+h+t+p+s+c+b+
where the probability of the occurrence of a nonurgent ED visit is equal to the population
average plus the probability vector for the variable Sex (g), plus the probability vector
for the variable Age (2a), and so on for the remaining variables, plus the error term. The
letters in the equation correspond to the variables as follows: Sex/g, Age/a, Race/r,
Ethnicity/e, Marital Status/m, Education Level/d, Income Level/i, Employment Status/w,
residence in a metropolitan statistical area (MSA)/c, Night or Weekend Hours/h, After
Hours Contact/t, Regular Hours Contact/p, and Self-reported Health Status/b. Selection
of the variables that were included in this study’s model was based on previous research,
much of which was discussed in Chapter 2. Because use of the Behavioral Model in
previous studies is extensive (Ricketts & Goldsmith, 2005; Andersen, 2008), it was
presumed that use of the variables chosen for inclusion in this study would result in a
valid model. As described previously, the series of BMT regressions was performed, in
part, to test this presumption.
Before the multiple logistic regression analyses could be performed, it was
necessary to complete other data analysis steps in order to sort and prepare the data. For
example, the variable used in this study to represent that a person has a regular source of
care (RSC) was created by combining five separate variables in MEPS. Similarly, a
combination of variables was used to sort the population of continuously privately
insured persons from all other non-elderly adults. The steps that were completed to
prepare the data for the multiple logistic regression analyses are described in the
following two sections.

Preparatory Data Analysis Steps
The Dependent Variable NUEDU: Sorting Nonurgent ED Visits from All ED Visits
Assigning a specific definition to NUEDU has proved elusive regardless of
perspective, as was discussed in Chapter 2. Since the purpose of this study is to explore
factors that influence a patient’s decision to seek care at an ED that he or she knew to be
nonurgent, it is the patient’s opinion as to whether the condition prompting the ED visit
was nonurgent that matters. For that reason, the classification of an ED visit as
nonurgent for this study was based on patient report. The rationale for the method used
to do so in this study was discussed in Chapter 2, and the operationalization of the
method is discussed later in this section. However, the reasons for rejecting the use of an
alternative method will be presented first. These reasons were discussed at length in
Chapter 2, and are reviewed briefly here.
Although a systematic method of categorizing ED visits as urgent and nonurgent,
the NYU algorithm, has been developed (Billings, et al., 2000a) and validated (Ballard, et
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al., 2009), it is not appropriate for use in this study. First, it determines ED visit
classification after the fact; this study is concerned with patients’ choice to use the ED
before a formal diagnosis is made. Second, ED classification is based on ICD-9 codes
and is made by health care professionals, using knowledge that lay persons cannot be
expected to possess. In addition, the NYU algorithm does not directly classify individual
ED visits as urgent or nonurgent. Rather, it assigns a probability that a given visit falls
into an urgent or nonurgent category. Because it can only assign a probability as to the
urgency classification for any single ED visit, it is not helpful here given that the goal of
this study is to examine the characteristics of the person associated with a specific ED
visit.
Instead, the patient’s report of ED nonurgency classification was determined by
using the MEPS variables VSTCTGRY and ERHEVIDX. The question that generates
the variable VSTCTGRY asks the respondent to a select the category that best describes
the care they received at an ED visit. The variable ERHEVIDX identifies ED visits that
correspond to a hospital stay. They were used together to select ED visits that were
nonurgent as described below.
As was discussed in Chapter 2, methods used to determine whether an ED visit is
nonurgent are most often exclusionary. In other words, they define what constitutes a
clinically urgent visit, and a nonurgent visit is defined as one that does not meet that
definition (King, 2002). The process employed to do this by patient report is
diagrammed in Figure 3-1, and an explanation of the process represented by the diagram
follows it.
In keeping with the rationale of defining nonurgent by what it is not, all ED visits
in the VSTCTGRY response category “emergency (e.g., accident or injury)” were
excluded from the nonurgent category. They were excluded because this response clearly
indicates that the respondent considered that ED visit to be urgent. In addition, any ED
visit that resulted in a hospital stay, as indicated by the variable ERHEVIDX, was
removed. This was done without regard to patient report, because any visit resulting in a
hospital stay would almost certainly have been due to an urgent condition. (This will be
discussed further later in this section.) Next, ED visits in the response categories “other,”
“refused,” “don’t know,” or “not ascertained” were excluded because there was
insufficient information to determine the patient’s opinion regarding the urgency of the
visit. Finally, ED visits for psychotherapy or mental health counseling were eliminated.
This was done because mental health disorders are classified using a diagnostic system
unique to that field (Larkin et al., 2005). As was discussed in Chapter 2, they are
typically considered not classifiable with regard to clinical urgency (Billings et al.,
2000a; Ballard, et al., 2009).
These exclusions leave the following VSTCTGRY response categories that may
represent nonurgent visits:
● Diagnosis or treatment
● Follow-up or post-operative visit
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Figure 3-1.
Diagrammatic Representation of the Process Used to Identify Selfreported NUEDU Using MEPS Variables VSTCTGRY and ERHEVIDX.
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Figure 3-1.

(Continued).
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● Immunications or shots
● Maternity care (pre/postnatal)
Of these, ED visits in the “follow-up or post-operative visit” and “immunizations
or shots” categories are clearly not urgent and were included in NUEDU. For ED visits
that patients report to be for “maternity care (pre/postnatal)” and “diagnosis or
treatment,” the patient’s perception of urgency is less clear. ED visits from these two
categories were selected for inclusion in NUEDU using the following rationale.
First, since VSTCTGRY includes a response category for emergency, implicit in
a respondent’s choice of a different category is the rejection of “emergency” as the best
response to describe their ED visit. With respect to medical care, most lay persons
consider the terms “urgent” (by definition, “calling for or demanding immediate
attention”) and “emergency” to be essentially synonymous (Brown et al., 1999). Study
participants tend to distort self-reported events to present their behaviors in a socially
acceptable light (Coughlin, 1990; Armstrong et al., 1992). Therefore, when asked to
choose a “best” response, this situation would seem to favor patients selecting the
“emergency” response category to best describe an ED visit not only if it was, in their
opinion, urgent, but also if “emergency” seemed to be as good a choice as any other. By
the same reasoning, it seems unlikely that a patient would select one of the remaining
categories (diagnosis or treatment, follow-up or post-operative visit, immunizations or
shots, maternity care) unless they thought their ED visit should not be called an
emergency.
Second, the variable ERHEVIDX (from “event ID for corresponding hospital
stay”) was used to sort all ED visits for the purpose of eliminating any that resulted in a
hospital stay. Doing this makes the assumption that any ED visit that resulted in a
hospital stay was an urgent visit and should not be included in this study. What this
sorting step accomplishes is perhaps best explained by an example. Consider the
situation where a woman goes to an ED because she is 28 weeks pregnant and believes
she is in labor. She is admitted to the hospital. Later, when a MEPS interviewer is
collecting information about that ED visit, the patient might choose from among the
VSTCTGRY responses “maternity care.” While it would be a correct response, it would
not be consistent with the intent of this study to classify her ED visit as nonurgent.
However, since she was hospitalized, that visit would have been removed by sorting
using ERHEVIDX. Similarly, any ED visit not already excluded because it was in one of
the excluded response categories, and that resulted in a hospital stay, would be removed
by ERHEVIDX.
By using this process of elimination, a data set was created consisting of ED visits
that were nonurgent as reported by patients. Table 3-2 shows the responses for the
variable VSTCTGRY and to which urgency category the ED visits that correspond to
those responses was assigned.
This method of selecting NUEDU has limitations. Even though MEPS interviews
are conducted so that a respondent would have been answering questions within six
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Table 3-2.

Nonurgent ED Visit Classification Based on VSTCTGRY Response.

Response
Diagnosis or treatment

Excluded/Not
excluded*
Not excluded

Emergency (e.g. accident
or injury)
Psychotherapy/mental
health counseling

Excluded

Follow-up or postoperative visit
Immunizations or shots

Not excluded

Excluded

Not excluded

Reason

Classification

Probably not urgent
given response choices
Clearly urgent per
patient
Classified using
diagnostic criteria
specific to mental health
conditions
Clearly not urgent

Nonurgent
Urgent
Possibly
Urgent
Nonurgent

Probably not urgent
Nonurgent
given response choices
Nonurgent
Maternity care
Not excluded
Probably not urgent
(pre/postnatal)
given response choices
Other
Excluded
Insufficient information **NC
Refused
Excluded
Insufficient information **NC
Don't know
Excluded
Insufficient information **NC
Not ascertained
Excluded
Insufficient information **NC
*Any ED visits classified as nonurgent using VSTCTGRY but that resulted in a hospital
admission were eliminated by use of the variable ERHEVIDX. See text for explanation.
**The responses in these categories were not classified with regard to ED visit urgency.
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months of an ED visit, respondent recall of the nature of the event may be biased or
inaccurate (Coughlin, 1990). Further, a patient’s retrospective opinion about the best
classification for care received at an ED visit may have been influenced by the clinical
diagnosis, and may be different than it was when the decision to go to the ED was being
made. However, it was the author’s intent to err on the side of wrongly excluding
nonurgent visits rather than wrongly including urgent visits. This method of urgency
classification by patient report method arguably eliminates ED visits that were nonurgent
based on the patient’s opinion.
Independent Variables: Choice of Variables, Definition of Variables, and Variable
Response Categories
Other than the three SHRV, the choice of independent variables used in this study
was informed by previous studies of health services use (Andersen, 1995; Andersen,
2008; Fuchs, 2004; Wolinsky, 1978). These variables are: Age, Race, Ethnicity, Sex,
Marital Status, Education Level, Income Level, Employment Status, Metropolitan
Statistical Area (MSA), and Self-Reported Health Status. Previous studies regarding the
influence of these variables on health services use were discussed in Chapter 2,
including whether the variables were studied in the context of the Behavioral Model of
Health Services Use. The study variables are listed in Table 3-1, presented earlier in this
chapter, and are grouped according to model category. The response category designated
as the reference category for that variable is indicated by an asterisk in Table 3-1.
For the most part, the response categories for the independent variables used in
this study are the same as those used in MEPS and are self-explanatory. For example, the
response categories used for in this study for the variables Sex, MSA, Income Level, and
Self-reported Health Status were the same as the MEPS response categories. For Sex and
MSA the responses were dichotomous, and the reference category was chosen arbitrarily.
For Income Level the categories are based on percent of the federal poverty level and are:
poor, less than or equal to 100%; near-poor, 100-125%, low income 125-200%; middle
income 200-400%; and high income, 400% and more. Similarly, the categories for Selfreported Health Status used in this study; poor, fair, good, very good, and excellent, were
the same categories as used by MEPS.
The Age variable response categories in MEPS that represented people younger
than 18 and older than 64 were not included for reasons discussed in Chapter 2. Briefly,
those younger than 18 were not included because children generally do not make
decisions about their own health care. Those older than 64 were not included because
most are eligible for Medicare and thus do not meet the definition of being privately
insured that was used for this study. Of the age categories included in the study
population, the response categories of 18-24, 25-44, and 45-64 were the same as MEPS’.
When there was more than one MEPS variable that might have been used to represent an
independent variable, the one chosen was at the author’s discretion. For example, there
were two MEPS variables available to represent marital status. One, MARRY, had
response categories indicating that the respondent was married, divorced, separated,
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widowed, or never married. Another, SPOUIN, had responses indicating that there was
or was not a spouse living in the same house. The latter was chosen because previous
literature suggests that this definition of marital status; that is, married and living
together, has an influence on health services usage distinctly different from other married
and non-married states (Fuchs, 2004). There were two response categories for the
variable SPOUIN, and the category corresponding to being married was chosen as the
response category.
For the variable Race, the a priori decision to collapse the response categories to
white and nonwhite was made because of relatively low sample sizes in this study
population for some of the individual non-white categories. Similarly, for the variable
HIDEG (representing education level), because of low sample sizes in the Master’s and
Doctorate response categories, both were combined with the response “Bachelor’s” into a
single category. The categories for education level thus became: less than high school;
high school or GED; BS, MS or PhD; and Other degree.
The variables in MEPS that describe ethnicity are limited. The one chosen,
RACETHNX, had the response categories: Hispanic; Black-no other race reported/not
Hispanic; Asian-no other race reported/not Hispanic, and Other race/not Hispanic. While
these response categories were deemed to be the most representative of the actual choices
in the U. S., they are not ideal. Because MEPS did not offer any other variable that
seemed to represent ethnicity any better, this variable, and these categories, were used to
represent ethnicity in the study model.
Frequency analysis was done to determine the sample sizes for each response
category for each variable. In the interest of consistency, for those variables with more
than two response categories, the category that represented the lowest or least was chosen
as the reference category. In the case of the variable for ethnicity, Hispanic was chosen
as the reference category because it was the reference category inherent in the response
category choices.
It is important to note that the response categories for the SHRV are based on
patient report, and are the subjective opinion of the patient. Thus, some people might say
that it is “very difficult” to contact their provider by phone during regular office hours if
they are put on hold for one minute, and others might say that being on hold for 20
minutes makes it “somewhat difficult” to contact their provider. Nevertheless, this study
is about the patient’s perspective, so it is the patient’s report that is used.
Independent Variable Response Categories Dichotomized for Subsetted Regression
Analyses
For one of the regression analysis groups, the response categories for the
independent variables were reduced so that all variables other than the SHRV would be
dichotomous. The group of analyses for which the response categories was reduced was
the group in which the study population was further subsetted based on each of the
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independent variables. This group of analyses was the third group described in the earlier
“Summary of Data Analyses Performed” section of this chapter. The reduction in the
number of response categories for the independent variables was done in recognition of
the likelihood that there would be insufficient sample sizes to perform regression
analyses in groups that were sorted by so many variables. The resulting list of modified
variables along with their response categories is shown in Table 3-3.
It should be noted that this list of variables with dichotomous response categories
was used only for the group of regression analyses in which the study population was
further sorted to produce an additional population characteristic. Note also that the
reference category for self-reported health status is “very good/excellent” instead of
“poor/fair/good” in the dichotomized variable list. This was done to make the odds ratio
results for this variable easier to interpret in the subsetted population regressions.
MEPS Variables Used for Other Data Preparation
In addition to the independent variables shown listed in Tables 3-1 and 3-3, there
are additional variables that were used to sort the study population. For example, five
individual MEPS variables were used to determine RSC. All the MEPS variables used
for this study are shown in Appendix D. The questions that were used to define RSC and
NUEDU, as they appear in the MEPS questionnaire, are listed in Appendix A. The
details of what MEPS variables were used and how they were used to develop the study
population is included in the following section.
Development of the Study Population
A flow chart showing the logic steps to create a subset of the MEPS population
having the characteristics desired for this study population is shown in Figure 3-2.
The right side of the figure shows how Panel 10 data were sorted to select
adults with continuous private insurance throughout 2005 and 2006, and who reported
having a regular source of care RSC. The left side shows how 2006 ED visits were
sorted into nonurgent visits made by Panel 10 respondents. The data sets thus created
were combined, shown at the bottom of Figure 3-2, to make the data set representing
the study population of continuously insured adults who reported having a regular
source of care, and who had an ED visit in 2006. Brief descriptions of the statistical
analysis steps done are shown in italics.
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Table 3-3.
Variables and Response Categories Used for Subsetted Multiple Logistic
Regression Analyses.
Variable
Sex

Response category
*Male
Female
*Young adult (18-24)
Other adult (25-64)
*White
Not white
*Hispanic
Not Hispanic
*Married
Not married
*Less than high school
More than high school
*Poor/Near Poor

Age
Race
Ethnicity
Marital Status
Education Level
Income Level

Low/Middle/High income
*Employed full-time
Not employed full-time
*MSA
Non-MSA
*Yes
No
Don't know
*Not at all difficult
Not very difficult
Somewhat difficult
Very difficult
Don't know
*Not at all difficult
Not very difficult
Somewhat difficult
Very difficult
Don't know
Poor/Fair/Good
*Very good/Excellent

Employment status
MSA
Night or Weekend Hours

After Hours Contact

Regular Hours Contact

Self-reported Health Status
* The reference response category.
84

Figure 3-2.
Development of the Study Population
Data analysis steps shown in italics.
Reprinted with permission. MEPS-HC Panel Design and Data Collection Process.
Retrieved June 10, 2008, from http://www.meps.ahrq.gov.
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Step 1: Select for Non-elderly Adults
The reasons for keeping only those individuals age 18 through 64 in the study
population have been discussed previously. The respondent’s age in year two of Panel 10
was used to determine his or her age category.
Step 2: Select for Private Insurance Coverage That Is Continuous throughout Panel
10 for 2005-2006
The differences in insurance coverage and the significance of continuous
coverage were discussed in Chapter 2. Because the benefits of being insured are
diminished when insurance coverage is not continuous, only individuals whose coverage
was continuous throughout the two years of the Panel were included in the study
population. This was done to ensure that anyone with an ED visit in the second year of
the panel would have had continuous insurance coverage for at least a year before the ED
visit, as well as at the time of the ED visit.
The determination of continuous private coverage was made by using the MEPS
variables indicating whether respondents had private insurance coverage for each month.
The MEPS variable corresponding to private insurance coverage for any given month
follows the formula: (PRI) + (MONTH) + (YEAR [of Panel]). Using this formula, the
variable indicating private insurance coverage for April of 2005 would be: PRIAPY1, for
example. Only respondents who reported having private health insurance for every
month in 2005 and 2006 were counted as having continuous coverage.
At the end of Step 2, the resulting study population was one defined by being
continuously covered by private health insurance throughout the Panel 10 time frame;
that is, all of 2005-2006. Descriptive statistics for those who were continuously privately
insured are presented in Chapter 4.
Step 3: Select for Individuals Who Have a Regular Source of Care
Whether a respondent had a regular source of care was determined by two
questions from the Access to Care section of the HC questionnaire. (See Appendix A.)
The first, question AC05, asks if the respondent has a regular person or place for health
care. The MEPS variable generated by this question was HAVEUS. The second
question used was AC22, which consisted of four parts, each of which generated a
separate variable. The question asks if the respondent would go to the usual source of
care for new health problems, preventive health care, referrals when needed, and ongoing
health problems. This question generated these four corresponding variables: MINORP,
PREVEN, REFFRL, and ONGONG.
The reason for choosing the first of these two questions is straightforward; it
simply asks if a person has a regular place to go for health care. The second question was
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chosen to amplify the answer to the first. As was discussed in Chapters 1 and 2, the
benefits derived by a patient from having a regular source of care are predicated in part
on the fact that there are certain attributes implicit in the relationship between a patient
and his primary health care provider. These include, minimally, the attributes suggested
by the second question. For the purpose of this study, it is important that the respondent
views this health care provider as one he or she would seek out for the services that are
traditionally associated with primary care. Respondents were deemed to have a regular
source of care only if they answered yes to AC05 and all four parts of question AC22. A
vast majority of MEPS respondents who had a regular source of care did so; 96%, of
respondents who answered “yes” to any one part of question AC22 answered “yes” to all
parts of it. This established that MEPS respondents’ opinions about the role of their RSC
is quite uniform, at least with respect to these factors, and reinforced the reasonableness
of having a single dichotomous variable to represent RSC.
At the completion of Step 3, the study population was limited to nonelderly adults
who had private health care insurance, continuous throughout the duration of the Panel,
and a regular source of care. By creating a study population missing three of the most
common factors cited as contributors to NUEDU, lack of health insurance, lack of
continuous health insurance, and lack of a regular source of care, how the factors chosen
for this study influence NUEDU may be more apparent. Descriptive statistics for
continuously privately insured adults who report having a regular source of care are
presented in Chapter 4.
Step 4: Identify ED Visits That Occurred in Year 2 of Panel
The conceptual framework for this study specifies that an individual’s ED visit
occurred in year 2 of the Panel. This was done for the same reasons as were discussed in
Step 2 above; to ensure that any ED visit included was made by someone who had at
least a year of continuous private coverage before the ED visit occurred. Choosing
people whose ED visit took place in the second year of a two-year period is possible
because of the fact that MEPS surveys the same people over a two-year period.
As was discussed in Chapter 2, MEPS’ two-year panels overlap. The overlapping
panel design is shown again in Figure 3-3, this time with the addition of an outline that
represents the 2006 emergency visits.
In it, Panel 10 is outlined by the solid horizontal rectangle and covers years 20052006. The Emergency Room Visits Files data set (HC-102E) reports on all ED visits for
2006, and is represented by the dashed rectangle in Figure 3-3. Note that the dashed
rectangle encompasses both year 2 of Panel 10 and year 1 of Panel 11. The ED visits
represented by the overlap of the solid and dashed rectangles are the ones needed for this
study; ED visits that occurred in year 2 of Panel 10. They were obtained by sorting the
emergency room visits file using the variable PANEL. The response category “10” for
the variable “PANEL” represents all the ED visits made by Panel 10 respondents in 2006.
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Figure 3-3.
Medical Expenditure Panel Survey (MEPS) Overlapping Panel Design.
Panel 10 is outlined with a solid black line. Year 2006, which is year 2 for Panel 10, and
year 1 for Panel 11, is outlined with a dashed black line.
Source: MEPS-HC Panel Design and Data Collection Process. Retrieved June 10, 2008,
from http://www.meps.ahrq.gov. Reproduced with permission.
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Step 5: Sort ED Visits as Urgent or Nonurgent
The method used to sort nonurgent ED visits from other ED visits was described
earlier. The MEPS variables used were ERHEVIDX and VSTCTGRY.
Step 6: Combine ED Visits Data and Study Population Data
Two separate data sets were used in the steps described in Steps 1 through 5.
They were the longitudinal data set for Panel 10, HC-106; and the emergency room visit
data for 2006 data set, HC-102e. The data from these two data sets needed to be
combined to create the data set that would be used for the regression analyses. This data
set would be one that contained a study population made up of individuals with the
following characteristics: a regular source of health care and private health care coverage
that was continuous for at least one year prior to an ED visit that was self-reported as
nonurgent. The data from the Panel 10 longitudinal file were merged with the 2006 ED
visit file using the variable DUPERSID, the unique person identifier used in MEPS.
Analyses Performed after the Data Preparation Steps
After the data were prepared using the steps described above, a series of multiple
logistic regression analyses were performed using the SAS data analysis procedure proc
logistic descending. These analyses were described earlier in this chapter. For each
multiple logistic regression analysis both weighted and unweighted response values were
used to obtain results. As discussed previously, odds ratios for the independent variables
are based on weighted response values. Model fit statistics for the various regression
models employed are presented for results obtained weighted values. Descriptive
statistics using unweighted response values are presented for the study population at each
stage of the process used to sort it. These results are presented in Chapter 4 and
discussed in Chapter 5.
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CHAPTER 4.

FINDINGS

Introduction
The purpose of this chapter is to make a report of findings. The presentation of
findings is organized based on the diagram shown in Figure 3-2. As was described in
Chapter 3, the left side of the diagram represents the sorting of Panel 10 data, from
MEPS data set HC-106, to obtain the study population. This population is characterized
by the following: nonelderly adults who had CPI throughout the two years of Panel 10,
2005 and 2006, and reported having a RSC. Descriptive statistics for the populations
represented by each step in Figure 3-2 will be presented. The right side of Figure 3-2
represents how ED visits from 2006, from MEPS data set HC-102e, were sorted into
urgent and nonurgent based on patient report. Data from the Panel 10 data set and the ED
visit data set were combined, represented by Step 6 in Figure 3-2, to create a data set in
which the predictors of NUEDU in the study population could be evaluated. The
evaluations of NUEDU predictors were made by means of a series of multiple logistic
regression analyses described in Chapter 3. These analyses were conducted based on the
conceptual framework presented and described in Chapters 1, 2, and 3. The results of
the multiple logistic regression analyses based on the conceptual framework will be
presented last. Discussion of findings is presented in Chapter 5, as well as policy
implications, limitations, and recommendations for further study.
Sorting the Study Population: Continuously Privately Insured Non-Elderly Adults
Who Report Having a RSC
Children under the age of 18 and adults over 64 were not included in the study
population for reasons that have been discussed. The methods used to determine CPI and
RSC were discussed in Chapter 3. The left side of Figure 3-2 is reprised in Figure 4-1,
and includes unweighted frequencies for the number of respondents in population at each
sorting step, along with the weighted values for those frequencies. Starting at the top of
Figure 4-1, the boxes represent the population at each stage of the sorting process. Each
box also lists what percentage that population is of the total Panel 10 population, as well
as the percentage it is of the population represented by the box above it.
For example, starting with the top box labeled “All Panel 10 respondents,” and
progressing down the page, it can be seen that adults aged 18 through 64 comprised
60.9% of the total U. S. population represented in the Panel 10 data set, or
approximately185 million out of 303 million persons. Since MEPS is a nationallyrepresentative survey, that means that in 2005-2006, 60.9% of the U. S. population were
age 18 through 64. Of these people, 56.5% had private health insurance coverage
continuously throughout 2005-2006 (the relationship between the second and the third
box in Figure 4-1), which corresponds to 34.4% of the total U. S. population (the first to
the third box). Figure 4-1 also shows that continuously privately insured nonelderly
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All Panel 10 respondents
Unweighted response frequency: 15,699
Weighted value: 303,060,829
% Panel 10: 100%
% Previous category: NA
Step 1: Sort by age category;
keep 18-24, 25-44, 45-64
Panel 10 respondents age 18-64 (Non-elderly adults)
Unweighted response frequency: 8859
Weighted value: 184,564,045
% Panel 10: 60.9%
% Previous category: 60.9%

*34.4

Step 2: Sort by continuous private
insurance coverage 2005-2006
Non-elderly adults with continuous private insurance
coverage throughout 2005 and 2006 (CPI)
Unweighted response frequency: 4166
Weighted value: 104,381,055
% Panel 10: 34.4%
% Previous category: 56.6%

***26.3

**43.2

Step 3: Sort all continuously privately
insured by regular source of care
Non-elderly adults with CPI
and a regular source of care (RSC)
Unweighted response frequency: 3196
Weighted value: 79,766,055
% Panel 10: 26.3%
% Previous category: 76.4%
Figure 4-1.
Response Frequencies, Weighted Values, and Percentages for Sorted
Panel 10 Population, Based on Sorting Steps 1-3 in Figure 3-2.
* Non-elderly adults with CPI are 34.4% of the total population.
** Non-elderly adults with CPI are 43.2% of all non-elderly adults.
*** Non-elderly adults with CPI and a RSC are 26.3% of the total population.
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adults who report having a RSC is 76.4% of all non-elderly adults who are continuously
privately insured, which is represented by the third and fourth boxes. As shown by the
right-most arrow, non-elderly adults with continuous private insurance coverage and a
RSC account for 26.3% of the total population. Figure 4-1 describes the study
population with the exception of the additional requirement of having had a nonurgent
ED visit in 2006. Determination of a nonurgent ED visit is represented by the left side of
Figure 3-2, and described in the following section.
Determination of NUEDU and NUEDU Findings
The rationale and method used to sort ED visits with regard to urgency was
discussed in Chapter 2, and the method for doing so using the MEPS variables
VSTCTGRY and ERHEVIDX was discussed in Chapter 3. The right side of Figure 3-2
shows the sorting steps that were done to select nonurgent ED visits made by Panel 10
respondents in 2006, and they are described in more detail here.
Step 4 in Figure 3-2 shows that the first step in sorting out nonurgent ED from all
ED visits for 2006 was to separate out the ED visits made by Panel 10 respondents from
those made by Panel 11 respondents. Because of the overlapping panel design used by
MEPS, the second year of each panel overlaps with the first year of the next panel. The
ED visit data sets, on the other hand, cover only a single year. Therefore, the ED visit
file for 2006, HC-102E, contains information on all ED visits for 2006, and includes
visits from year 2 of Panel 10 as well as year 1 of Panel 11. This is illustrated in Figure
4-2.
The vertically oriented rectangle outlined by the dashed line in Figure 4-2
demonstrates how the 2006 ED data file contains information on both Panel 10 and Panel
11 respondents. The area outlined by the dotted line represents the ED visits that are of
interest for this study, that is, those made by Panel 10 respondents in the second year of
Panel 10. There were 3010 ED visits made by Panel 10 respondents in 2006,
representing a weighted value of 24,793,712 ED visits.
Once the ED visits in year 2 of Panel 10 were identified, they could be sorted into
urgent and nonurgent using the method described in Chapter 3. To review, the response
categories for the variable VSTCTGRY used to determine nonurgent ED visits are:
“diagnosis or treatment,” “follow-up or post-operative visit,” “immunizations or shots,”
“and maternity care (pre/post-natal).” The response frequencies for these variables, using
the variables VSTCTGRY and VSTCTGRY+ ERHEVIDX, for all Panel 10 ED visits
and for ED visits in the study population are shown in Table 4-1.
Among Panel 10 non-elderly adults with CPI and a RSC there were 454 ED visits
in 2006. Of these, 205 were determined to be nonurgent. For all Panel 10 respondents
the number of nonurgent ED visits was 2764 of 3010. Weighted values were used to
calculate the percentage of visits that were nonurgent, as shown in Figure 4-3, using data
for all Panel 10 ED visits.
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2006 ED visits made by Panel 10 respondents

Figure 4-2.
Medical Expenditure Panel Survey (MEPS) Overlapping Panel Design.
Panel 10 longitudinal data file and 2006 ED data file intersection. Note that Panel 10 covers years 2005 and 2006,
and is outlined by a solid line. The ED visit file for the year 2006 contains data on the respondents represented by
the dashed outline and includes both year 2 of Panel 10 and year 1 of Panel 11. The overlap of Panel 10 and the
year 2006 is outlined by a dotted line, and represents the ED visits in 2006 that were made by Panel
10respondents.

94

Table 4-1.
Frequencies and Percentages for the Variables Used to Sort ED Visits by Urgency; VSTCTGRY and
ERHEVIDX, for All Panel 10 Respondents, and for Non-elderly Adults with Continuous Private Insurance (CPI) and a
Regular Source of Care (RSC).
VSTCTGRY response

All Panel 10
VSTCTGRY

VSTCTGRY +
ERHEVIDX=-1

Non-elderly adults + CPI + RSC
Difference

VSTCTGRY

VSTCTGRY + Difference
ERHEVIDX=-1

*Diagnosis or treatment
1498
*1349
-149
221
*196
-25
Emergency (e.g.,
1373
1282
-91
219
209
-10
accident or injury)
Psychotherapy/mental
15
13
-2
3
3
0
health counseling
*Follow-up or post29
*28
-1
3
*3
0
operative visit
*Immunization or shots
2
*2
0
2
*2
0
*Maternity Care
50
*50
0
4
*4
0
(pre/postnatal)
Other
30
30
0
2
2
0
Don’t know
1
1
0
0
0
0
Not ascertained
12
9
-3
0
0
0
Total
3010
2764
**246
454
419
**35
This table contains results based on data sorting Step 5 of Figure 3-2.
VSTCTGRY column represents the distribution of all responses among VSTCTGRY responses.
VSTCTGRY + ERHEVIDX=-1 column represents the number of responses left in each category after ED visits that resulted
in a hospital stay were removed.
Difference column represents visits that resulted in a hospital stay.
* Responses used to determine that an ED visit was nonurgent.
** The total number of ED visits in this population that resulted in a hospital stay.
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Figure 4-3.
Process Used to Identify Self-reported NUEDU Using MEPS Variables
VSTCTGRY and ERHEVIDX.
Frequencies and values shown are for all Panel 10 ED visits in 2006. Percentage is
calculated using weighted values.
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As shown in Figure 4-3, nonurgent ED visits accounted for 44.44% of all ED
visits in 2006, or 11,071,294 of 24,793,712 visits. Using all 2006 ED visits to obtain the
results in Figure 4-3 was done to demonstrate the process of sorting ED visits into urgent
and nonurgent categories. Using this same method, the percentage of ED visits made that
were determined to be nonurgent was calculated for each of the subpopulations described
in Figure 4-1. The results are shown in Table 4-2.
As can be seen in Table 4-2, the percentage of ED visits that were nonurgent
increased when the population when the people younger than 18 and older than 64 were
removed from the population, from 44.44% to 47.14%. When the population was further
sorted by CPI, the percentage of ED visits that were nonurgent decreased; to 45.20%.
There was very little change in the percentage of ED visits that were classified as
nonurgent with the additional condition of a RSC; from 45.20% to 45.15%. It is these
nonurgent ED users, non-elderly adults with CPI and a RSC, who make up the study
population.
Also shown in Table 4-2 is that nonurgent ED visits made by people in the study
population represented 20.96% of all nonurgent ED visits, and 9.31% of all ED visits,
made in the U. S. in 2006. These relationships are shown diagrammatically in Figure 44. Similarly to how Figure 4-1 reprises, in greater detail, the left side of Figure 3-2, so
does Figure 4-4 show the right side of Figure 3-2 in greater detail.
As can be seen in this figure, unweighted response frequencies and weighted
values are shown for each of the steps used to sort the ED visits used in this study. Each
box represents a subset of the preceding box. Note that the second box represents 100%
of all 2006 ED visits. The percentages in the third and fourth boxes therefore reference
the second box, not the first. The last box represents this study’s population: non-elderly
adults with CPI, a RSC, and a nonurgent ED visit in 2006.
The regression analyses described in Chapter 3, and more fully in the following
sections, were based on an unweighted value of 203 of the 205 ED visits shown in the
final sorting step in Figure 4-4. The number of ED visits used for the regression
analyses was reduced from 205 to 203 because the 205 value represents ED visits, while
the value 203 represents ED users. Thus, two of the individuals in the study population
were responsible for two visits each. For each of these individuals, one of the ED visits
was removed, so that the influence of those two individuals in the regression analyses
would not be double.
Descriptive statistics for the study population after each stage of the sorting
process are shown in Tables 4-3 and 4-4.
Each of the tables is arranged in sets of three columns. Each set of three columns
presents descriptive statistics, based on the study variables, for a subset of Panel 10
respondents. The subsets are the same as those presented in Table 4-2. In addition, the
population of non-elderly adults with CPI and a RSC whose ED visits were not
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Table 4-2.
Percentages of ED Visits Categorized as Nonurgent Within Subpopulations, Using the Method of Determining
"Nonurgent" by Patient Report Developed for This Study.
Population

Unweighted #
nonurgent

All Panel 10
1429
Panel 10, 18-64
832
Panel 10, 18-64, with CPI
261
Panel 10, 18-64, with CPI and RSC
*205
Percentages are calculated from weighted values.
* Study population nonurgent ED visits

Weighted value
11,017,924
6,974,363
2,994,748
*2,309,399
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% Nonurgent
within
population
44.44%
47.14%
45.20%
45.15%

% of all
nonurgent
100.00%
63.30%
27.18%
20.96%

Non urgent ED
visits % of all
ED visits
44.44%
21.13%
12.08%
9.31%

Figure 4-4.
Unweighted Frequencies, Weighted Value, Percentages of All 006 ED
Visits, and Percentages of Nonurgent ED Visits.
Note: Percentages are calculated using weighted values. *Regression analyses were based
on 203 of these 205 ED visits. Two ED visits were removed because two individuals
(based on DUPERSID) were responsible for two visits each.
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Table 4-3.
Percentages, Response Frequencies, and Weighted Values for Demographic and Self-reported Health Status
Variables for Panel 10 Respondents Based on Sorting Shown in Figure 3-2, Steps 1 and 2.

Variables
Sex
Male
Female
TOTAL
Age
Young adult (18-24)
Adult
(25-44)
Mature adult (45-64)
TOTAL
Race
White
Non-white
TOTAL
Ethnicity
Hispanic
Black/Non-Hispanic
Asian/Non-Hispanic
Other
TOTAL
Marital status
Married
Not married
TOTAL

All Panel 10 ages 18-64
Actual response frequency: 8859
(weighted value: 184,656,303)
Unweighted
Weighted
Percentage
frequency
frequency

+ Continuously Privately Insured
Actual response frequency: 4166
(weighted value: 104,380,534)
Unweighted
Weighted
Percentage
frequency
frequency

49.38
50.62
100.00
15.49

4160
4699
4699
1390

91,179,637
93,476,666
93,476,666
28,608,980

49.15
50.85
50.85
10.22

2014
2152
2152
404

51,306,990
53,074,544
53,074,544
10,665,112

44.79
39.72
100.00

3970
3499
8859

82,698,379
73,348,944
184,656,303

43.70
46.08
100.00

1780
1982
4166

45,615,756
48,100,666
104,380,534

80.68
19.32
100.00

6728
2131
8859

148,979,991
35,676,312
184,656,303

83.58
16.42
100.00

3233
933
4166

87,240,420
17,140,114
104,380,534

14.46
11.80
4.70
69.05
100.00

2259
1495
349
4756
8859

26,693,416
21,783,625
8,673,888
127,525,374
184,656,303

8.08
9.35
5.12
77.45
100.00

535
622
213
2796
4166

8,432,865
9,761,278
5,339,951
80,847,440
104,380,534

54.88
45.12
100.00

4805
4054
8859

101,336,042
83,320,261
184,656,303

65.60
34.40
100.00

2790
1376
4166

68,472,172
35,918,362
104,380,534

100

Table 4-3.

(Continued).
All Panel 10 ages 18-64
Actual response frequency: 8859
(weighted value: 184,656,303)
Unweighted
Weighted
Percentage
frequency
frequency

Variables

Education level
Less than high school
High school or GED
BS, MS, or PhD
Other degree
TOTAL
Enabling
Income level
Poor
Near poor
Low income
Middle income
High income
TOTAL
Employment status
Full-time
Not Full-time
TOTAL
MSA
MSA
Non-MSA
TOTAL

14.22
50.16
27.07
8.18

1978
4305
1838
651

*99.63

+ Continuously Privately Insured
Actual response frequency: 4166
(weighted value: 104,380,534)
Unweighted Weighted
Percentage frequency
frequency
6.39
47.30
36.72
9.48

370
2013
1378
398

6,666,200
49,375,977
38,332,139
9,886,072

*8850

26,263,180
92,617,295
49,987,006
15,099,549
*183,967,03
0

*99.83

*4159

*104,260,388

11.43
4.11
12.62
31.39
40.45
100.00

1486
548
1451
2610
2764
8859

21,111,697
7,596,057
23,303,272
57,959,527
74,685,750
184,636,303

2.51
1.28
6.98
32.14
57.09
100.00

130
75
382
1396
2183
4166

2,624,873
1,336,494
7,289,756
33,540,682
59,589,729
104,380,534

68.74
31.26
100.00

5592
3267
8859

126,940,000
57,720,187
184,636,303

80.13
19.87
100.00

3283
883
4166

83,642,334
20,739,200
104,380,534

82.99
17.01
100.00

7247
1612
8859

153,244,223
31,412,080
184,636,303

84.76
15.24
100.00

3495
671
4166

88,471,821
15,908,713
104,380,534

101

Table 4-3.

(Continued).

Variables

All Panel 10 ages 18-64
Actual response frequency: 8859
(weighted value: 184,656,303)
Unweighted
Weighted
Percentage
frequency
frequency

+ Continuously Privately Insured
Actual response frequency: 4166
(weighted value: 104,380,534)
Unweighted Weighted
Percentage frequency frequency

Need
Self-reported health status
Poor
2.83
2157
5,221,30
1.32
67
1,374,804
Fair
8.74
2757
16,143,378
5.63
280
5,880,426
Good
27.63
2622
51,024,901
26.40
1163
27,551,689
Very good
33.76
979
62,343,753
37.14
1504
38,770,893
Excellent
26.83
326
49,542,493
29.51
1152
30,803,722
TOTAL
*99.80
*8838
*179,576,655
100.00
4166
104,380,534
**Census region
Northeast
18.42
1312
34,007,224
20.63
773
21,537,380
Midwest
22.36
1747
41,287,041
24.74
1012
25,823,440
South
36.00
3279
66,477,724
33.48
1405
34,946,967
West
23.14
2510
42,735,464
21.15
976
22,073,747
TOTAL
*99.88
*8848
*184,507,453
100.00
4166
104,380,534
Percentages are based on weighted values.
* Totals do not equal 100% because responses in the categories “don’t know,” “not ascertained,” and “refused” were not
included.
** Census region is not included in model. See text for details.
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Table 4-4.
Response Percentages, Frequencies, and Weighted Values for Population Subsets for Demographic and SelfReported Health Status Variables for Sorted Populations Based on Sorting Shown in Figure 3-2, Steps 3-6, Plus Comparison
ED Users.

Variables
Sex
Male
Female
TOTAL
Age
(18-24) Young adult
(25-44) Adult
(45-64) Mature
Adult
TOTAL
Race
White
Non-white
TOTAL
Ethnicity
Hispanic
Black/Non-Hispanic
Asian/Non-Hispanic
Other
TOTAL
Marital Status
Married
Not married
TOTAL
Education Level
< High School
High School / GED
BS, MS, or PhD
Other degree
TOTAL

Panel 10 respondents
18-64+CPI+RSC
Unweighted Weighted
Percentage frequency
frequency

Panel 10 respondents
18-64+CPI+ RSC and NUEDU visit
Unweighted Weighted
Percentage frequency
frequency

Panel 10 respondents
18-64+CPI+ RSC and urgent ED visit
Unweighted Weighted
Percentage frequency
frequency

47.24%
52.76%
100.00%

1486
1710
3196

37,682,211
42,083,844
79,766,055

43.00%
57.00%
100.00%

80
125
205

992,951
1,316,448
2,309,399

51.54%
48.46%
100.00%

120
129
249

1,489,790
1,400,862
2,890,652

8.95%
41.21%

270
1290

7,137,690
32,870,531

10.76%
39.25%

16
82

248,605
906,386

7.99%
40.73%

22
87

231,059
1,177,228

49.84%
100.00%

1636
3196

39,757,834
79,766,055

49.99%
100.00%

107
205

1,154,408
2,309,399

51.28%
100.00%

140
249

1,482,365
2,890,652

84.40%
15.60%
100.00%

2513
683
3196

67,320,063
12,445,992
79,766,055

80.20%
19.80%
100.00%

150
55
205

1,852,226
457,173
2,309,399

81.39%
18.61%
100.00%

188
61
249

538,023
2,352,629
2,890,652

7.64%
8.99%
4.72%
78.65%
100.00%

392
456
154
2194
3196

6,096,428
7,169,356
3,763,097
62,737,174
79,766,055

7.07%
15.27%
2.03%
75.63%
100.00%

20
44
6
135
205

163,296
352,561
46,959
1,746,583
2,309,399

11.24%
13.39%
1.98%
73.39%
100.00%

36
49
5
159
249

324,869
387,079
57,299
2,121,405
2,890,652

68.63%
31.37%
100.00%

2224
972
3196

54,741,836
25,024,219
79,766,055

59.32%
40.68%
100.00%

128
77
205

1,369,852
939,547
2,309,399

57.13%
42.87%
100.00%

153
96
249

1,651,510
1,239,142
2,890,652

6.16%
48.08%
36.11%
9.53%
*99.88%

270
1547
1069
305
3191

4,913,053
38,350,613
28,803,985
7,594,101
79,661,752

8.80%
60.24%
25.13%
4.88%
*99.05%

22
118
52
11
203

203285
1391087
580391
112604
2,287,367

6.43%
47.41%
34.07%
11.72%
99.63%

24
127
66
30
*247

185,937
1,371,332
984,956
338,710
2,880,935
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Table 4-4.

(Continued).

Variables
Income Level
Poor
New poor
Low income
Middle income
High income
TOTAL
Employment Status
Full-time
Not full-time
TOTAL
MSA
MSA
Non-MSA
TOTAL
Night or Weekend
Hours
Yes
No
Don't know
TOTAL
After Hours Contact
Not at all difficult
Not too difficult
Somewhat difficult
Very difficult
Don't know
TOTAL

Panel 10 respondents
18-64+CPI+RSC
Unweighted Weighted
Percentage frequency
frequency

Panel 10 respondents
18-64+CPI+ RSC and NUEDU visit
Unweighted Weighted
Percentage frequency
frequency

Panel 10 respondents
18-64+CPI+ RSC and urgent ED visit
Unweighted Weighted
Percentage frequency
frequency

2.51%
1.15%
6.74%
31.16%
58.44%
100.00%

95
49
276
1041
1735
3196

2,002,506
915,303
5,373,017
24,860,701
46,614,528
79,766,055

2.00%
1.91%
11.04%
38.55%
46.50%
100.00%

7
7
28
70
93
205

46,289
43,761
255,038
890,360
1,073,951
2,309,399

1.48%
1.31%
9.98%
34.64%
52.59%
100.00%

5
4
31
94
115
249

42,616
37,850
288,607
1,001,407
1,520,172
2,890,652

79.27%
20.73%
100.00%

2495
701
3196

63,234,314
13,531,741
76,766,055

67.94%
32.06%
100.00%

134
71
205

740,508
1,568,891
2,309,399

76.52%
23.48%
100.00%

176
73
249

2,212,033
678,619
2,890,652

84.57%
15.43%
100.00%

2674
522
3196

67,459,981
12,306,074
79,766,055

77.53%
22.47%
100.00%

158
47
205

519,010
1,790,389
2,309,399

87.69%
12.31%
100.00%

211
38
249

355,846
2,534,806
2,890,652

37.75%
52.12%
10.13%
100.00%

1225
1665
306
3196

30,110,319
41,571,793
8,083,943
79,766,055

34.87%
59.93%
5.20%
100.00%

72
124
9
205

805,259
1,384,033
120,107
2,309,399

36.68%
57.45%
5.87%
100.00%

91
143
15
249

1,060,413
1,660,793
169,446
2,890,652

25.86%
22.00%
10.83%
9.46%
31.85%
100.00%

835
724
356
325
956
3196

20,627,356
17,546,401
8,637,523
7,544,996
25,409,779
79,766,055

25.44%
20.36%
12.65%
14.78%
26.77%
100.00%

56
41
31
27
50
205

587,553
470,291
292,133
341,257
618,165
2,309,399

24.50%
19.40%
17.46%
12.10%
26.54%
100.00%

60
54
47
29
59
249

708,161
560,915
504,690
349,663
767,223
2,890,652
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Table 4-4. (Continued).
Panel 10 respondents
18-64+CPI+RSC
Variables
Unweighted Weighted
Percentage frequency
frequency
Regular Hours Contact 100.00%
3196
Not at all difficult
52.33%
1648
41,740,037
Not too difficult
26.71%
879
21,308,452
Somewhat difficult
11.32%
364
9,032,348
Very difficult
5.94%
185
4,375,585
Don't know
3.70%
120
2,949,633
TOTAL
Self-Reported Health
Status
Poor
1.47%
58
1,172,354
Fair
6.22%
232
4,957,865
Good
26.89%
908
21,450,117
Very good
37.59%
1166
29,987,195
Excellent
27.83%
832
22,198,524
TOTAL 100.00%
3196
79,766,055
Region
Northeast
22.69%
651
18,096,854
Midwest
24.37%
766
19,435,432
South
32.95%
1053
26,285,583
West
19.99%
726
15,948,186
TOTAL 100.00%
3196
79,766,055

Panel 10 respondents
18-64+CPI+ RSC and NUEDU visit
Unweighted Weighted
Percentage frequency
frequency
79,406,055
100.00%
205
40.21%
84
928,594
28.33%
57
654,194
10.92%
26
252,236
19.62%
35
453,121
0.92%
3
21,254

Panel 10 respondents
18-64+CPI+ RSC and urgent ED visit
Unweighted Weighted
Percentage frequency
frequency
2,309,399
100.00%
53.87%
133
1,557,057
22.43%
60
648,268
13.53%
32
391,068
6.33%
16
182,929
3.84%
8
111,330

16.98%
10.27%
28.14%
28.26%
16.35%
100.00%

34
27
62
54
28
205

392,259
237,275
649,775
652,572
377,518
2,309,399

3.62%
7.87%
36.20%
30.86%
21.45%
100.00%

13
28
91
73
44
249

104,687
227,494
1,046,428
891,984
620,059
2,890,652

18.62%
24.04%
41.21%
16.13%
100.00%

37
51
86
31
205

429,944
555,133
951,801
372,521
2,309,399

27.68%
18.34%
37.50%
16.48%
100.00%

56
46
101
46
249

800,045
530,191
1,084,059
476,357
2,890,652

*Totals do not equal 100.00% because “not applicable” responses were not included.
Percentages are based on weighted values.
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categorized as nonurgent is described. These are the ED users and all other ED users will
be compared later in this chapter.
In each set of three columns, the left-most is a percentage. This is the percentage
of the corresponding variable response category, based on its weighted frequency. The
middle column of each set is the unweighted response frequency, or the actual number of
study participants in the selected population who had that response. The right-most is the
weighted response frequency, or the number of persons in the entire U. S. population
represented by that response. In the first of these tables, Table 4-3, the populations that
resulted from sorting by age, and then by CPI, are described.
The first of the three sets of columns in Table 4-3 represents the population of
non-elderly adults in MEPS Panel 10, or the entire population of adults age 18 through 64
in the U. S. in 2005-2006. The second set of columns describes all non-elderly adults
who were privately insured throughout the 2005-2006. The change in values from one
set of columns to the next demonstrates the differences made by CPI. For example, the
percentage males in each of the populations is only slightly different. Of all non-elderly
adults, 49.38% were male compared to non-elderly adults with CPI, 49.15% of whom
were male. For most of the other variables, however, the values change noticeably with
the added condition of CPI. The percentage of young adults dropped from 15.49% to
10.22%, with a corresponding increase in the percentage of adults age 45-64 from
39.72% to 46.08%. The percentage of whites compared to non-whites increased almost
three percentage points from 80.68% to 83.58%, and the percentage of married people
increased almost ten points, from 54.88% to 65.60%. Among the categories for ethnicity,
the percentage of both Hispanics and Black non-Hispanics was lower in the population
with CPI; from 14.46% to 8.08%, and 11.80% to 9.35%, respectively. In comparison, the
percentages of Asian non-Hispanics and other non-Hispanics both increased; 4.70% to
5.12%, and 69.05% to 77.45%. The percentage of people with less than a high school
education dropped by more than half, from 14.22% to 6.39%, and there was a reduction
from 50.16% to 47.30% among people with a high school education or GED. There
percentage point gains in population for people with any college degree, from 27.07% to
36.72%. Among the response categories for income level, the added condition of CPI
resulted in the largest change in population percentage for people with high incomes,
from 40.45% to 57.09%. The percentage of people of middle income changed very little;
from 31.39% to 32.14%. The percentages of people in income level categories of poor,
near poor, and low income all dropped; from 11.43% to 2.51%, 4.11% to 1.28%, and
12.62% to 6.98%. There was an increase in the percentage of people with full-time
employment; from 68.74% to 80.13%. For the variables representing where people live,
there was less than a 3-percentage point difference in any of the categories for MSA and
census region.
Response frequencies for the SHRV are not included in Table 4-3 because they
are not relevant unless the respondent has a RSC. In other words, the response
frequencies for the SHRV do not apply until one of the population characteristics is a
RSC. In Table 4-4 the SHRV are added, and the changes in the population that occurred
as a result of the remaining population sorting steps are shown. As shown in Figure 3-2,
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the remaining population sorting steps are the added conditions of a RSC and a nonurgent
ED visit in 2006. Also included in Table 4-4 are percentages, response frequencies, and
weighted values for non-elderly adults with CPI and a RSC who had an ED visit that was
not classified as nonurgent. (It should be noted that the visits not categorized as
nonurgent are not necessarily urgent ED visits. Recall from the discussion of urgency in
Chapters 2 and 3 that there are included among those visits not classified as nonurgent
some that are not typically classified as either urgent or nonurgent. For example, any
mental-health related visits. Therefore, instead of referring to these visits as urgent visits,
they will be referred to as “other” visits.)
The changes in the population percentages within categories can be compared for
the addition of a RSC by comparing the percentages in the first set of columns in Table
4-4 to the last set of columns in Table 4-3. For example, the addition of a RSC results in
a further decrease in the percentage of males from 49.15% to 47.24%. A continuation of
trends in the changes of population percentages can be observed in other categories. In
general, however, the addition of the condition of a RSC resulted in percentage
population changes of less than two percentage points in most response categories. The
exceptions were a drop in the percentage of adults aged 25-44 from 43.70% to 42.21%,
and a corresponding increase in the percentage of adults aged 45-64 from 46.08% to
49.84. There was a further increase in the percentage of married people from 65.60% to
68.63.
All of the populations represented in Table 4-4 share the characteristics of CPI
and a RSC. The left column represents all Panel 10 respondents with CPI and a RSC,
and the two right sets of columns represent subsets of that population. The middle set of
columns represents the subset that had an urgent ED visit, and the right set of columns
represents those who had an “other” ED visit. Odds ratios will be produced for each of
these subsets in a later section of this chapter. Because odds ratios offer a more precise
means of comparing these populations, their similarities and differences will be presented
using odds ratios. However, the actual response frequencies for the subpopulations that
had ED visits are noteworthy. In spite of the fact that there are 15,699 total Panel 10
respondents, with all the sorting steps required to obtain the study population there are
some response categories for which the response frequencies are small. For example, the
response frequencies for the “poor” and “near poor” income level categories are 7 and 7,
respectively, for ED users with urgent visits, and 5 and 4 for ED users with “other” ED
visits. While it will be demonstrated that the weighted values for these response
frequencies produce statistically significant results, those results will be interpreted with
these small frequencies in mind.
Also noteworthy in Table 4-4 are the percentages in the response categories for
the SHRV. For example, note the large percentages for the response category “don’t
know,” particularly for the variables Night or Weekend Hours, and After Hours Contact.
These percentages are 31.85% for all non-elderly adults with CPI and a RSC, and 26.77%
for those with an urgent ED visit, and 26.54% for those with an “other” ED visit.
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The difference in the percentages of each response category between populations
was not tested for significance. Therefore, they are presented to illustrate the possible
differences between populations, but not as statistically significant findings.
This completes the description of the process used to sort the data to obtain the
study population. With the population sorting complete, the regression analyses could be
performed. Five groups of regression analyses were discussed in Chapter 3. The results
of these analyses will be presented in that same order as they were presented in Chapter
3. All analyses were performed using SAS statistical software, version 9.2. All results
are based on weighted values, unless stated otherwise. All confidence intervals for odds
ratios are 95% confidence intervals. The chi-square values for all tests for which chisquare values are reported were significant at the level of p < .0001, unless otherwise
noted.
Testing the Study Hypotheses: “Primary Regression Model” (PRM)
The first regression analysis was performed using a regression model that
contained only the SHRV. This model will be referred to as the “Primary Regression
Model” (PRM). The purpose of this multiple regression analysis was two-fold. It was
intended to determine if the SHRV were predictive of NUEDU, and whether a model that
was statistically valid was obtained. Results of the multiple logistic regression analysis
using the PRM, including odds ratios, regression coefficients, standard errors, and Wald
Chi-Square statistics, are presented in Table 4-5. Model validity statistics for this model
are presented in Table 4-6. (In the interest of brevity, “results” will refer to this same set
of statistics for each of the multiple regression analyses discussed in the remainder of this
chapter.)
A minimal criterion for determining whether a regression model is valid is that
there is at least one predictor variable in the model for which the regression coefficient is
not zero. Stated in other words, a valid regression model is one in which at least one of
the predictor variables is actually statistically a predictor of the dependent variable. The
tests done to demonstrate this aspect of model validity are called global null hypothesis
tests. The global null hypothesis tests used; Likelihood ratio, Score, and Wald, are all
Chi-square test variations. The results they produce are chi-square statistics with
corresponding p-values. As shown in Table 4-6, these tests all reject the null hypothesis
that all the regression coefficients; the Betas, for the predictor variables in the model are
zero, at a level of significance of p < .0001. These results are thus consistent with the
PRM being a valid regression model.
The other set of statistic presented in Table 4-6 are the model fit statistics. These
are the Akaike Information Criterion (AIC), the Schwarz Criterion (SC), and the -2 Log L
statistic. None of these is of particular use for any single regression model; they are
instead used to compare the relative merits of models. When regression models are
compared, the model that has the lowest AIC, SC, and -2 Log L values is considered to
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Table 4-5.

Predictors of NUEDU in a Multiple Logistic Regression Model Containing Only the SHRV.

Variable and intercept
Odds ratio (95% CI)
Regression coefficient
Intercept
XX
-2.9258
Night or Weekend Hours
Yes
(reference)
(reference)
No
1.231 (1.229, 1.234)
0.2079
Don’t know
0.601 (0.599, 0.604)
-0.5085
After Hours Contact
Not at all difficult
(reference)
(reference)
Not too difficult
0.747 (0.744, 0.749)
-0.2923
Somewhat difficult
0.857 (0.854, 0.860)
-0.1541
Very difficult
0.735 (0.732, 0.737)
-0.3081
Don’t know
0.755 (0.753, 0.758)
-0.2804
Regular Hours Contact
Not at all difficult
(reference)
(reference)
Not too difficult
1.532 (1.528, 1.536)
-0.4266
Somewhat difficult
1.331 (1.327, 1.335)
0.2859
Very difficult
5.027 (5.012, 5.042)
1.6149
Don’t know
0.375 (0.371, 0.378)
-0.9818
The Pr > chi-square values for all Wald chi-square statistics are < .0001.
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Standard error
0.00111

Wald chi-square
7026768.32

(reference)
0.00101
0.00223

(reference)
42279.4039
52143.5642

(reference)
0.00149
0.00174
0.00181
0.00139

(reference)
38472.8599
7837.0129
29123.1637
40795.0195

(reference)
0.00123
0.00167
0.00155
0.00489

(reference)
119557.007
29316.3211
1092010.47
40381.4461

Table 4-6.

Model Fit Statistics for "Primary Regression Model" (PRM) Regression Analysis.

Model fit statistics/intercepts and covariates
Tests of global null hypothesis: Beta=0
Model
DF
AIC
SC
-2 Log L
Likelihood ratio
Score
Wald
PRM
10
35566845
35566912
35566823
1466391.52
1850369.01
1590262.90
Model Fit Statistics Used Are the Akaike Information Criterion (AIC), the Schwarz Criterion (SC), and the -2 Log L Statistic.
The Pr > chi-square values for the Wald chi-square statistics are < .0001.
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be the better model. The AIC, SC and -2 Log L statistics shown in Table 4-6 will be
used later to compare the validity of the PRM model to other models.
Given that the model validity statistics for the PRM are consistent with a valid
model, the odds ratios for the predictor variables can be examined. People who reported
that their RSC did not have night or weekend hours were more likely to have a nonurgent
ED visit than those who reported that their RSC did have night or weekend hours; OR:
1.231(1.229, 1.234). Those who said they don’t know whether their RSC had night or
weekend hours were less likely to have a nonurgent ED visit; OR: 0.601(0.599, 0.604).
For After Hours Contact, compared to the “not at all” difficult response, every response
category was associated with less likelihood of a nonurgent ED visit, including the “don’t
know” response. The variable Regular Hours Contact had the response with the largest
predictive value of all the response categories among the SHRV. Those respondents who
reported that regular hours contact was “very difficult” were more than five times as
likely to have a nonurgent ED visits; OR: 5.027(5.012, 5.042), as those who reported
regular hours contact to be “not at all difficult.” All levels of reported difficulty of
regular hours contact, compared to “not at all difficult,” was associated with an increased
likelihood of a nonurgent ED visit. The “don’t know” response was predictive of less
likelihood of a nonurgent ED visit for each of the SHRV compared to almost every other
response category.
While tests of the PRM indicate that it is a valid model, and that the SHRV are
predictive of NUEDU, it is also known from previous work in the field of health services
use that many factors work together to influence how people use health services. As was
discussed in Chapter 2, the Behavioral Model of Health Services Use has been used
extensively as the conceptual framework for studies in this field. Because of the known
influence of other factors, additional multiple logistic regression analyses were
performed. Those additional regressions are described in the next section.
Testing the SHRV with the Behavioral Model: Finding the “Best of Models Tested”
The Behavioral Model of Health Services Use was introduced in Chapter 1. The
version adapted for use in this study was shown diagrammatically in Figure 1-3. As was
discussed in Chapters 2 and 3, the variables that were chosen for inclusion in this model,
in addition to the SHRV, were chosen because they are known to influence health
services use. It is not known, however, if their inclusion improves the validity of the
particular model used in this study. Therefore, a series of additional multiple logistic
regression analyses was performed. The purpose of these regressions was to determine
whether adding other variables to the PRM would improve the statistical validity of the
model, and whether or how the predictive value of the SHRV would change with the
addition of other variables.
These additional regression models were created by sequential addition of
variables to the PRM, as described in Chapter 3. Each additional regression model in
this sequence was named based on the number of variables it contained in addition to the
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SHRV. For example, the multiple logistic regression model that contained the variable
Age in addition to the SHRV was named Model 1. In each subsequent regression model
contained another variable was added, resulting in Models 2-10. Model validity statistics
for this sequence of multiple regression models are shown in Table 4-7.
Recall from the previous section that the AIC, SC, and -2 Log L tests are used to
compare models, and that for each of these tests the model with the lowest test value is
considered the best. As can be seen from Table 4-7, Model 10 has the lowest value in
each of the three tests, which suggests that it represents the best model from among all
the models tested. Model 10 will therefore be referred to as the Best of Models Tested
(BMT). It is also the model that contains all the variables listed in Figure 1-3.
Results from each of the models in the sequence described above are presented in
Tables 4-8 through 4-17. As can be seen by examination of Tables 4-8 through 4-17, the
pattern of prediction exhibited by the SHRV remains consistent with the addition of other
variables to the regression model. For example, regardless of the other variables in the
model, the response that represents no night or weekend hours at a person’s RSC is
predictive of greater likelihood of NUEDU relative to a person who reports that their
RSC does have night or weekend hours. The odds ratio for this response category varies
from OR: 1.226(1.224, 1.229) in Model 3, to OR: 1.371(1.368, 1.374) in Model 10,
which is also the BMT. Similarly, the largest predictive value for any of the SHRV
response categories is consistently the “very difficult” response to Regular Hours
Contact, regardless of the model. Those odds ratios vary from OR: 4.136(4.122, 4.151)
in Model 6, to OR: 6.230(6.211, 6.250). For the variable After Hours Contact, the
response “not at all difficult,” the reference response category for this variable, was
consistently associated with the highest probability of an ED visit compared to all the
other response categories. Again, this pattern was consistent regardless of model.
The regression equation that contains all the variables in the BMT was presented
in Chapter 3 and is repeated here:
Log {(E[NUEDU]/1-E[NUDEU])}=g+a+r+e+m+

d+i+w+c+h+t+p+b+
where the probability of the occurrence of a nonurgent ED visit is equal to the population
average plus the probability vector for the variable sex (g), plus the probability vector
for the variable age (a), and so on for the remaining variables, plus the error term. The
letters in the equation correspond to the variables as follows: sex/g, age/a, race/r,
ethnicity/e, marital status/m, education level/d, income level/i, employment status/w,
residence in a metropolitan statistical area (MSA)/c, night or weekend hours/h, after
hours contact/t, regular hours contact/p, and self-reported health status/b. If this equation
is rewritten to include all the response categories for all the variables, the probability of a
nonurgent ED visit can be represented as:
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Table 4-7.

Model Validity Statistics for "Best of Models Tested" Regression Analysis Series.

Model fit statistics/intercepts and covariates
Tests of global null hypothesis: Beta=0
Model
DF
AIC
SC
-2 Log L
Likelihood Ratio
Score
Wald
*PRM
10
35566845
35566912
35566823
1466391.52
1850369.01
1590262.90
Model 1
12
35566899
35562978
35562873
1470341.31
1854807.04
1594329.12
Model 2
13
35524392
35524478
35524364
1508850.00
1892056.85
1628788.26
Model 3
14
35280544
35280636
35280514
1752700.14
2143498.13
1854535.90
Model 4
15
35248719
35248817
35248687
1784527.05
2177004.40
1883705.44
Model 5
18
35016336
35016452
35016298
2016916.31
2401008.91
2078875.57
Model 6
22
34360991
34361131
34360945
2672269.97
3099647.07
2609160.79
Model 7
23
34155536
34155682
34155488
2877726.97
3295636.98
2760279.53
Model 8
27
34007227
34007398
34007171
3026043.03
3446099.86
2888718.79
Model 9
28
33884517
33884693
33884459
3148755.52
3590866.72
2996840.81
**Model 10
32
32333236
32333437
32333170
4700044.32
7696342.94
4540287.56
Model fit statistics used are the Akaike Information Criterion (AIC), the Schwarz Criterion (SC), and the -2 Log L statistic.
The Pr > chi-sq values for all Wald chi-square statistics are < .0001.
* Primary regression model contains only the SHRV as predictors of NUEDU.
** Indicates the "Best of Models Tested” (BMT).
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Table 4-8.
Model 1: Predictors of NUEDU in a Multiple Logistic Regression Model Containing the SHRV Plus the
Variable Age.
Variable and intercept
Odds ratio (95% CI)
Regression coefficient
Intercept
XX
-2.864
Age (18-24)
(reference)
(reference)
Age 25-44
0.931 (0.928, 0.934)
-0.0711
Age 45-64
0.905 (0.902, 0.908)
-0.0998
Night or Weekend Hours
(Yes)
(reference)
(reference)
No
1.231 (1.233, 1.238)
0.2114
Don’t know
0.603 (0.600, 0.606)
-0.5059
After Hours Contact
Not at all difficult
(reference)
(reference)
Not too difficult
0.749 (0.746, 0.751)
-0.2896
Somewhat difficult
0.853 (0.850, 0.856)
-0.1589
Very difficult
0.737 (0.734, 0.740)
-0.3051
Don’t know
0.755 (0.753, 0.757)
-0.2814
Regular Hours Contact
Not at all difficult
(reference)
(reference)
Not too difficult
1.532 (1.528, 1.535)
0.4263
Somewhat difficult
1.335 (1.330, 1.339)
0.2887
Very difficult
5.037 (5.022, 5.052)
1.6168
Don’t know
0.375 (0.371, 0.378)
-0.9821
The Pr > chi-sq values for all Wald chi-square statistics are < .0001.
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Standard error
0.00174
(reference)
0.00163
0.00160

Wald chi-square
2696237.16
(reference)
1893.4547
3878.0870

(reference)
0.00101
0.00223

(reference)
43520.2766
51590.4968

(reference)
0.00149
0.00174
0.00181
0.00139

(reference)
37716.7432
8307.8229
28503.3709
41015.6256

(reference)
0.00123
0.00167
0.00155
0.00489

(reference)
119196.261
29851.0578
1095435.75
40398.7480

Table 4-9.
Model 2: Predictors of NUEDU in a Multiple Logistic Regression Model Containing the SHRV Plus the
Variables Age and Sex.
Variable and intercept
Odds ratio (95% CI)
Regression coefficient
Intercept
XX
-2.7795
Sex (Male)
0.830 (0.828, 0.831)
-01966
Age (18-24)
(reference)
(reference)
Age 25-44
0.931 (0.928, 0.934)
-0.0716
Age 45-64
0.910 (0.907, 0.913)
-0.0994
Night or Weekend Hours
(Yes)
(reference)
(reference)
No
1.232 (1.229, 1.234)
0.2086
Don’t know
0.608 (0.606, 0.611)
-0.4970
After Hours Contact
Not at all difficult
(reference)
(reference)
Not too difficult
0.751 (0.749, 0.754)
-0.2857
Somewhat difficult
0.857 (0.854, 0.860)
-0.1539
Very difficult
0.746 (0.743, 0.748)
-0.2937
Don’t know
0.756 (0.754, 0.758)
-0.2801
After Hours Contact
Not at all difficult
(reference)
(reference)
Not too difficult
1.523 (1.520, 1.527)
0.4209
Somewhat difficult
1.331 (1.327, 1.336)
0.2863
Very difficult
5.058 (5.043, 5.074)
1.6210
Don’t know
0.376 (0.372, 0.379)
-0.979
The Pr > chi-square values for the Wald chi-square statistics are < .0001.
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Standard error
0.00179
0.000954
(reference)
0.00164
0.00160

Wald chi-square
2413843.09
38259.3047
(reference)
1914.7900
3482.4352

(reference)
0.00101
0.00223

(reference)
42282.8979
49748.4252

(reference)
0.00149
0.00174
0.00180
0.00139

(reference)
36772.1033
7792.4210
26491.5901
40646.5527

(reference)
0.00123
0.00167
0.00154
0.00489

(reference)
116373.362
29386.3699
1102913.63
40163.9401

Table 4-10. Model 3: Predictors of NUEDU in a Multiple Logistic Regression Model Containing the SHRV Plus the
Variables Age, Sex, and Marital Status.
Variable and intercept
Odds ratio (95% CI)
Regression coefficient
Intercept
XX
-2.7096
Sex (Male)
0.841 (0.840, 0.843)
-01726
Age (18-24)
(reference)
(reference)
Age 25-44
1.263 (1.259, 1.267)
0.2334
Age 45-64
1.233 (1.229, 1.237)
0.2092
Marital Status (Married)
0.593 (0.592, 0.594)
-05230
Night or Weekend Hours
(Yes)
(reference)
(reference)
No
1.226 (1.224, 1.229)
0.2038
Don’t know
0.608 (0.606, 0.611)
-0.4970
After Hours Contact
Not at all difficult
(reference)
(reference)
Not too difficult
0.746 (0.744, 0.748)
-0.2927
Somewhat difficult
0.835 (0.832, 0.838)
-0.1806
Very difficult
0.711 (0.709, 0.714)
-0.3409
Don’t know
0.748 (0.746, 0.750)
-0.2906
Regular Hours Contact
Not at all difficult
(reference)
(reference)
Not too difficult
1.509 (1.505, 1.512)
0.4112
Somewhat difficult
1.360 (1.356, 1.365)
0.3076
Very difficult
5.309 (5.293, 5.325)
1.6694
Don’t know
0.361 (0.358, 0.365)
-1.0177
The Pr > chi-sq values for all Wald chi-square statistics are < .0001.
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Standard error
0.00179
0.000956
(reference)
0.00174
0.00170
0.00104

Wald chi-square
2290563.71
32567.7999
(reference)
18071.8616
15057.0512
253910.102

(reference)
0.00102
0.00223

(reference)
41075.7052
49538.0184

(reference)
0.00149
0.00175
0.00182
0.00139

(reference)
38585.0439
10637.4040
35274.7164
43485.9461

(reference)
0.00123
0.00167
0.00156
0.00489

(reference)
111024.189
33762.2205
1150531.22
43353.8053

Table 4-11. Model 4: Predictors of NUEDU in a Multiple Logistic Regression Model Containing the SHRV Plus the
Variables Age, Sex, Marital Status, and Race.
Variable and intercept
Odds ratio (95% CI)
Regression coefficient
Intercept
XX
-2.5282
Sex (Male)
0.846 (0.845, 0.848)
-01607
Age (18-24)
(reference)
(reference)
Age 25-44
1.245 (1.241, 1.249)
0.2191
Age 45-64
1.225 (1.221, 1.229)
0.2030
Race (White)
0.801 (0.799, 0.803)
-0.2222
Marital Status (Married)
0.605 (0.604, 0.606)
-05026
Night or Weekend Hours
(Yes)
(reference)
(reference)
No
1.229 (1.227, 1.232)
0.2062
Don’t know
0.609 (0.606, 0.611)
-0.4963
After Hours Contact
Not at all difficult
(reference)
(reference)
Not too difficult
0.741 (0.739, 0.743)
-0.2996
Somewhat difficult
0.823 (0.820, 0.826)
-0.1944
Very difficult
0.701 (0.699, 0.704)
-0.3550
Don’t know
0.745 (0.743, 0.747)
-0.2945
Regular Hours Contact
Not at all difficult
(reference)
(reference)
Not too difficult
1.501 (1.497, 1.505)
0.4061
Somewhat difficult
1.368 (1.363, 1.372)
0.3123
Very difficult
5.357 (5.240, 5.373)
1.6784
Don’t know
0.360 (0.357, 0.363)
-1.0217
The Pr > chi-square values for the Wald chi-square statistics are < .0001.
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Standard error
0.00204
0.000957
(reference)
0.00174
0.00171
0.00122
0.00104

Wald chi-square
1531957.96
30454.6441
(reference)
15887.4282
14153.1120
33004.2461
231403.804

(reference)
0.00102
0.00223

(reference)
41166.9177
49326.4863

(reference)
0.00149
0.00175
0.00182
0.00139

(reference)
40508.5708
12324.4119
38146.7065
44703.8645

(reference)
0.00123
0.00167
0.00156
0.00489

(reference)
108379.468
35014.9803
1161018.76
43695.3922

Table 4-12.
Model 5: Predictors of NUEDU in a Multiple Logistic Regression Model Containing the SHRV Plus the
Variables Age, Sex, Marital Status, Race, and Ethnicity.
Variable and intercept
Odds ratio (95% CI)
Regression coefficient
Intercept
XX
-2.6338
Sex (Male)
0.844 (0.843, 0.846)
-01690
Age (18-24)
(reference)
(reference)
Age 25-44
1.203 (1.119, 1.207)
0.1846
Age 45-64
1.176 (1.172, 1.180)
0.1621
Race (White)
0.806 (0.802, 0.811)
-0.2152
Ethnicity (Hispanic)
(ref)
(ref)
Black/Not Hispanic
1.531 (1.520, 1.542)
0.4258
Asian/Not Hispanic
0.360 (0.356, 0.363)
-1.0225
Other/Not Hispanic
1.085 (1.081, 1.089)
0.0819
Marital Status (Married)
0.633 (0.632, 0.635)
-0.4586
Night or Weekend Hours
(Yes)
(reference)
(reference)
No
1.257 (1.254, 1.259)
0.2285
Don’t know
0.638 (0.635, 0.641)
-0.4492
After Hours Contact
Not at all difficult
(reference)
(reference)
Not too difficult
0.736 (0.734, 0.739)
-0.3059
Somewhat difficult
0.819 (0.816, 0.822)
-0.2001
Very difficult
0.676 (0.673, 0.678)
-0.3919
Don’t know
0.739 (0.737, 0.741)
-0.3026
Regular Hours Contact
Not at all difficult
(reference)
(reference)
Not too difficult
1.533 (1.530, 1.537)
0.4275
Somewhat difficult
1.425 (1.420, 1.430)
0.3542
Very difficult
5.721 (5.704, 5.739)
1.7442
Don’t know
0.366 (0.363, 0.370)
-1.0051
The Pr > chi-square values for the Wald chi-square statistics are < .0001.
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Standard error
0.00373
0.000960
(reference)
0.00175
0.00811
0.00357
(ref)
0.00357
0.00465
0.00186
0.00106

Wald chi-square
497726.860
31018.1871
(reference)
11186.0422
8983.4176
4794.8758
(ref)
14212.9421
48410.3288
1931.0417
187070.072

(reference)
0.00102
0.00224

(reference)
50105.2814
40244.0055

(reference)
0.00149
0.00176
0.00183
0.00140

(reference)
41894.9495
12962.9402
45938.3834
47027.4622

(reference)
0.00124
0.00168
0.00157
0.00489

(reference)
119029.757
44380.9448
1226751.74
42257.3847

Table 4-13. Model 6: Predictors of NUEDU in a Multiple Logistic Regression Model Containing the SHRV Plus the
Variables Age, Sex, Marital Status, Race, Ethnicity, and Education Level.
Variable and intercept
Intercept
Sex (Male)
Age (18-24)
Age 25-44
Age 45-64
Race (White)
Ethnicity (Hispanic)
Black/Not Hispanic
Asian/Not Hispanic
Other/Not Hispanic
Marital Status (Married)
Education Level (<HS)
HS or GED
BS, MS, PhD
Other degree
Night or Weekend Hours
(Yes)
No
Don’t know
After Hours Contact
Not at all difficult
Not too difficult
Somewhat difficult
Very difficult
Don’t know

Odds ratio (95% CI)
XX
0.825 (0.823, 0.826)
(reference)
1.536 (1.531, 1.542)
1.383 (1.378, 1.388)
0.891 (0.885, 0.896)
(ref)
1.774 (1.762, 1.787)
0.486 (0.481, 0.491)
1.266 (1.261, 1.271)
0.631 (0.630, 0.632)
(reference)
0.799 (0.769, 0.802)
0.402 (0.400, 0.403)
0.291 (0.289, 0.292)

Regression coefficient
-2.5835
-0.1929
(reference)
0.4293
0.3243
-0.1158
(ref)
0.5734
-0.7216
0.2358
-0.4604
(reference)
-0.2245
-0.9124
-1.2360

Standard error
0.00397
0.000968
(reference)
0.00182
0.00176
0.00318
(ref)
0.00366
0.00474
0.00192
0.00107
(reference)
0.00182
0.00201
0.00275

Wald chi-square
423390.760
39700.2024
(reference)
55681.9381
34064.6578
1324.7907
(ref)
24506.3301
23216.5229
15071.6259
184342.332
(reference)
15263.1827
205983.274
201601.520

(reference)
1.351 (1.348, 1.354)
0.656 (0.654, 0.659)

(reference)
0.3010
-0.4209

(reference)
0.00103
0.00225

(reference)
84887.6547
34937.0396

(reference)
0.782 (0.780, 0.785)
0.819 (0.816, 0.822)
0.613 (0.611, 0.615)
0.716 (0.714, 0.718)

(reference)
-0.2455
-0.2014
-0.4895
-0.3335

(reference)
0.00150
0.00176
0.00187
0.00140

(reference)
26794.5929
13060.3186
68754.3205
56447.2945
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Table 4-13.

(Continued).

Variable and intercept
Odds ratio (95% CI)
Regression coefficient
Regular Hours Contact
Not at all difficult
(reference)
(reference)
Not too difficult
1.474 (1.470, 1.478)
0.3880
Somewhat difficult
1.494 (1.489, 1.498)
0.4012
Very difficult
6.230 (6.211, 6.250)
1.8294
Don’t know
0.386 (0.382, 0.390)
-0.9520
The Pr > chi-square values for the Wald chi-square statistics are < .0001.
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Standard error

Wald chi-square

(reference)
0.00125
0.00169
0.00162
0.00490

(reference)
97068.6872
56566.1862
1277532.99
37797.5031

Table 4-14. Model 7: Predictors of NUEDU in a Multiple Logistic Regression Model Containing the SHRV Plus the
Variables Age, Sex, Marital Status, Race, Ethnicity, Education Level, and Employment Status.
Variable and intercept
Intercept
Sex (Male)
Age (18-24)
Age 25-44
Age 45-64
Race (White)
Ethnicity (Hispanic)
Black/Not Hispanic
Asian/Not Hispanic
Other/Not Hispanic
Marital Status (Married)
Education Level (<HS)
HS or GED
BS, MS, PhD
Other degree
Employment Status (Full-time)
Night or Weekend Hours
(Yes)
No
Don’t know
After Hours Contact
Not at all difficult
Not too difficult
Somewhat difficult
Very difficult
Don’t know

Odds ratio (95% CI)
XX
0.868 (0.866, 0.870)
(reference)
1.832 (1.816, 1.829)
1.572 (1.567, 1.578)
0.873 (0.868, 0.878)
(reference)
1.770 (1.758, 1.783)
0.493 (0.489, 0.498)
1.250 (1.245, 1.254)
0.594 (0.593, 0.596)
(reference)
0.857 (0.853, 0.860)
0.436 (0.434, 0.437)
0.319 (0.317, 0.320)
0.603 (0.602, 0.604)

Regression coefficient
-2.3604
-0.1415
(reference)
0.6003
0.4527
-0.1358
(reference)
0.5711
-0.7071
0.2228
-0.5203
(reference)
-0.1549
-0.8310
-1.1434
-0.5056

Standard error
0.00399
0.000977
(reference)
0.00188
0.00179
0.00318
(reference)
0.00365
0.00472
0.00192
0.00107
(reference)
0.00183
0.00203
0.00277
0.00109

Wald chi-square
350769.837
20957.684
(reference)
101957.870
63710.6520
1828.0392
(reference)
24464.4163
22417.2521
13389.2279
229296.71
(reference)
7174.8420
167726.238
170460.521
214769.157

(reference)
1.352 (1.349, 1.355)
0.658 (0.655, 0.661)

(reference)
0.3016
-0.4183

(reference)
0.00103
0.00226

(reference)
84994.4247
34387.1336

(reference)
0.774 (0.771, 0.776)
0.591 (0.588, 0.593)
0.613 (0.611, 0.615)
0.715 (0.713, 0.717)

(reference)
-0.2566
-0.1975
-0.5265
-0.3351

(reference)
0.00150
0.00177
0.00189
0.00141

(reference)
29136.0474
12521.4370
77900.3779
56671.3869
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Table 4-14.

(Continued).

Variable and intercept
Odds ratio (95% CI)
Regression coefficient
Regular Hours Contact
Not at all difficult
(reference)
(reference)
Not too difficult
1.480 (1.477, 1.484)
0.3922
Somewhat difficult
1.520 (1.515, 1.525)
0.4188
Very difficult
5.955 (5.936, 5.974)
1.7842
Don’t know
0.375 (0.371, 0.379)
-0.9809
The Pr > chi-square values for the Wald chi-square statistics are < .0001.
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Standard error

Wald chi-square

(reference)
0.00125
0.00169
0.00164
0.00490

(reference)
98775.8142
61118.5992
1185397.42
40050.9395

Table 4-15. Model 8: Predictors of NUEDU in a Multiple Logistic Regression Model Containing the SHRV Plus the
Variables Age, Sex, Marital Status, Race, Ethnicity, Education Level, Employment Status, and Income Level.
Variable and intercept
Intercept
Sex (Male)
Age (18-24)
Age 25-44
Age 45-64
Race (White)
Ethnicity (Hispanic)
Black/Not Hispanic
Asian/Not Hispanic
Other/Not Hispanic
Marital Status (Married)
Education Level (<HS)
HS or GED
BS, MS, PhD
Other degree
Income Level (Poor)
Near Poor
Low
Middle
High
Employment Status (Full-time)
Night or Weekend Hours
(Yes)
No
Don’t know

Odds ratio (95% CI)
XX
0.872 (0.870, 0.874)
(reference)
1.768 (1.761, 1.774)
1.582 (1.575, 1.587)
0.927 (0.921, 0.933)
(reference)
1.834 (1.820, 1.847)
0.519 (0.514, 0.524)
1.276 (1.271, 1.281)
0.604 (0.603, 0.606)
(ref)
0.901 (0.898, 0.905)
0.496 (0.494, 0.498)
0.341 (0.339, 0.342)
(reference)
2.972 (2.944, 3.000)
2.360 (2.343, 2.378)
2.090 (2.076, 2.105)
1.578 (1.567, 1.588)
0.605 (0.603, 0.606)

Regression coefficient
-3.0987
-0.1370
(reference)
0.5969
0.4586
-0.0760
(reference)
0.6063
-0.6562
0.2440
-0.5034
(ref)
-0.1039
-0.7010
-1.0771
(reference)
1.0891
0.8558
0.7374
0.4559
-0.5032

Standard error
0.00516
0.000979
(reference)
0.00188
0.00179
0.00319
(reference)
0.00366
0.00473
0.00192
0.00110
(ref)
0.00184
0.00208
0.00278
(reference)
0.00480
0.00370
0.00350
0.00350
0.00111

Wald chi-square
360168.495
19584
(reference)
91764.9823
65587.4394
567.7935
(reference)
27422.7950
19211.6497
16104.9899
210645.056
(ref)
3179.3924
113312.141
150123.180
(reference)
51536.5684
53847.1801
44443.2846
16951.1117
205393.724

(reference)
1.369 (1.366, 1.372)
0.670 (0.667, 0.672)

(reference)
-0.5843
-0.3526

(reference)
0.00190
0.00141

(reference)
94172.9531
62272.5945
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Table 4-15.

(Continued).

Variable and intercept
Odds ratio (95% CI)
Regression coefficient
After Hours Contact
Not at all difficult
(reference)
(reference)
Not too difficult
0.757 (0.755, 0.759)
-0.2781
Somewhat difficult
0.811 (0.808, 0.814)
-0.2096
Very difficult
0.577 (0.555, 0.560)
-0.5843
Don’t know
0.703 (0.701, 0.705)
-0.3526
Regular Hours Contact
Not at all difficult
(reference)
(reference)
Not too difficult
1.502 (1.499, 1.506)
0.4070
Somewhat difficult
1.547 (1.541, 1.552)
0.4361
Very difficult
6.034 (6.015, 6.054)
1.7974
Don’t know
0.383 (0.380, 0.387)
-0.9584
The Pr > chi-square values for the Wald chi-square statistics are < .0001.
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Standard error

Wald chi-square

(reference)
0.00151
0.00177
0.00190
0.00141

(reference)
33908.9899
14039.7768
94172.9513
62272.5975

(reference)
0.00126
0.00170
0.00165
0.00490

(reference)
105111.934
65821.0224
1191592.15
38224.6025

Table 4-16. Model 9: Predictors of NUEDU in a Multiple Logistic Regression Model Containing the SHRV Plus the
Variables Age, Sex, Marital Status, Race, Ethnicity, Education Level, Employment Status, Income Level, and MSA.
Variable and intercept
Intercept
Sex (Male)
Age (18-24)
Age 25-44
Age 45-64
Race (White)
Ethnicity (Hispanic)
Black/Not Hispanic
Asian/Not Hispanic
Other/Not Hispanic
Marital Status (Married)
Education Level (<HS)
HS or GED
BS, MS, PhD
Other degree
Income Level (Poor)
Near Poor
Low
Middle
High
Employment Status (Full-time)
MSA (MSA)
Night or Weekend Hours
(Yes)
No
Don’t know

Odds ratio (95% CI)
XX
0.862 (0.861, 0.864)
(reference)
1.754 (1.748, 1.761)
1.537 (1.531, 1.542)
0.953 (0.947, 0.959)
(reference)
1.865 (1.851, 1.878)
0.528 (0.523, 0.533)
1.182 (1.177, 1.186)
0.593 (0.592, 0.594)
(reference)
0.925 (0.922, 0.929)
0.528 (0.526, 0.530)
0.355 (0.354, 0.357)
(reference)
2.866 (2.839, 2.893)
2.248 (2.232, 2.265)
2.003 (1.990, 2.017)
1.581 (1.571, 1.592)
0.608 (0.607, 0.610)
0.646 (0.645, 0.648)

Regression coefficient
-2.6890
-0.1481
(reference)
0.5620
0.4297
-0.0487
(ref)
0.6231
-0.6393
0.1670
-0.5223
(reference)
-0.0776
-0.6391
-1.0343
(reference)
1.0529
0.8102
0.6948
0.4583
0.4972
-04362

Standard error
0.00528
0.000981
(reference)
0.00189
0.00180
0.00318
(reference)
0.00365
0.00473
0.00194
0.00110
(reference)
0.00186
0.00210
0.00279
(reference)
0.00481
0.00371
0.00350
0.00351
0.00112
0.00121

Wald chi-square
25759.791
22798.5994
(reference)
88665.0970
56940.8762
225.9739
(reference)
29133.1279
18276.2919
7450.6227
226104.245
(reference)
1751.6642
92602.8843
137383.601
(reference)
47944.9507
47790.3378
39354.7949
17074.9798
198276.636
129281.192

(reference)
1.340 (1.337, 1.343)
0.665 (0.662, 0.668)

(reference)
0.2927
-0.4075

(reference)
0.00104
0.00226

(reference)
78930.5950
32470.4197
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Table 4-16.

(Continued).

Variable and intercept
Odds ratio (95% CI)
Regression coefficient
After Hours Contact
Not at all difficult
(reference)
(reference)
Not too difficult
0.759 (0.756, 0.761)
-0.2761
Somewhat difficult
0.814 (0.811, 0.817)
-0.2058
Very difficult
0.528 (0.526, 0.530)
-0.6378
Don’t know
0.701 (0.699, 0.703)
-0.3549
Regular Hours Contact
Not at all difficult
(reference)
(reference)
Not too difficult
1.544 (1.522, 1.532)
0.4341
Somewhat difficult
1.527 (1.522, 1.532)
0.4233
Very difficult
6.203 (6.183, 6.223)
1.8250
Don’t know
0.384 (0.380, 0.388)
-0.9573
The Pr > chi-square values for all Wald chi-square statistics are < .0001.
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Standard error

Wald chi-square

(reference)
0.00151
0.00177
0.00192
0.00141

(reference)
33438.0357
13563.6263
110201.183
63084.1349

(reference)
0.00126
0.00170
0.00165
0.00490

(reference)
119074.883
61945.9730
1207676.58
38080.1695

Table 4-17. Model 10: Predictors of NUEDU in a Multiple Logistic Regression Model Containing the SHRV Plus the
Variables Age, Sex, Marital Status, Race, Ethnicity, Education Level, Employment Status, Income Level, MSA, and Selfreported Health Status.
Variable and intercept
Intercept
Sex (Male)
Age (18-24)
Age 25-44
Age 45-64
Race (White)
Ethnicity (Hispanic)
Black/Not Hispanic
Asian/Not Hispanic
Other/Not Hispanic
Marital Status (Married)
Education Level (<HS)
HS or GED
BS, MS, PhD
Other degree
Income Level (Poor)
Near Poor
Low
Middle
High
Employment Status (Full-time)
MSA (MSA)
Night or Weekend Hours
(Yes)
No
Don’t know

Odds ratio (95% CI)
XX
0.801 (0.799, 0.802)
(reference)
1.377 (1.372, 1.382)
1.149 (1.145, 1.153)
0.877 (0.871, 0.882)
(reference)
1.772 (1.759, 1.784)
0.539 (0.534, 0.544)
1.218 (1.214, 1.223)
0.603 (0.602, 0.605)
(reference)
0.974 (0.971, 0.978)
0.579 (0.576, 0.581)
0.410 (0.408, 0.412)
(reference)
2.604 (2.579, 2.630)
1.943 (1.928, 1.958)
1.846 (1.833, 1.859)
1.651 (1.639, 1.663)
0.803 (0.801, 0.805)
0.775 (0.773, 0.777)

Regression coefficient
-0.5688
-0.2225
(reference)
0.3199
0.1389
-0.1317
(reference)
0.5719
-0.6187
0.1975
-0.5055
(reference)
-0.0261
-0.5465
-1.8916
(ref)
0.9572
0.6643
0.6130
0.5015
-0.2196
-0.2553

Standard error
0.00565
0.00101
(reference)
0.00194
0.00186
0.00318
(reference)
0.00336
0.00474
0.00199
0.00113
(reference)
0.00193
0.00218
0.00285
(ref)
0.00497
0.00388
0.00367
0.00368
0.00120
0.00129

Wald chi-square
10127.1491
48434.9210
(reference)
27234.1162
5561.2164
1716.1128
(reference)
24393.6860
17038.2745
9884.2902
199251.351
(reference)
182.4791
6806.6819
97896.3349
(ref)
37083.1378
29261.4671
27857.2284
18617.3504
33429.5233
38975.5980

(reference)
1.371 (1.368, 1.374)
0.789 (0.786, 0.793)

(reference)
0.3156
-0.2368

(reference)
0.00108
0.00228

(reference)
85858.2124
10775.1184
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Table 4.17.

(Continued).

Variable and intercept
Odds ratio (95% CI)
Regression coefficient
After Hours Contact
Not at all difficult
(reference)
(reference)
Not too difficult
0.884 (0.882, 0.887)
-0.1230
Somewhat difficult
0.853 (0.850, 0.856)
-0.1585
Very difficult
0.504 (0.502, 0.506)
-0.6858
Don’t know
0.733 (0.731, 0.735)
-0.3107
Regular Hours Contact
Not at all difficult
(reference)
(reference)
Not too difficult
1.436 (1.432, 1.440)
0.3618
Somewhat difficult
1.556 (1.551, 1.561)
0.4422
Very difficult
4.136 (4.122, 4.151)
1.4198
Don’t know
0.404 (0.400, 0.407)
-0.9076
Self-reported Health
Status (Poor)
(reference)
(reference)
Fair
0.160 (0.160, 0.161)
-1.8297
-2.2015
Good
0.111 (0.110, 0.111)
Very Good
0.090 (0.090, 0.091)
-2.4060
Excellent
0.073 (0.072, 0.073)
-2.6238
The Pr > chi-square values for all Wald chi-square statistics are < .0001.
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Standard error

Wald chi-square

(reference)
0.00153
0.00181
0.00206
0.00146

(reference)
6462.4484
7662.8805
111330.284
45545.0387

(reference)
0.00127
0.00172
0.00182
0.00492

(reference)
80690.9312
66220.3378
609635.189
34044.4391

(reference)
0.00231
0.00200
0.00200
0.00216

(reference)
627515.677
1210578.39
1449131.24
1481652.29

is rewritten to include all the response categories for all the variables, the probability of a
nonurgent ED visit can be represented as:
Log {(E[NUEDU]/1-E[NUDEU])}=g+(a1a2+a3)+r+(e1+ e2
+e3+e4)+m+(d1+ d2+d3+d4)+(i1+i2+i3+i4+i5)
+w+c+(h1+ h2+ h3)+(t1+t2+t3+t4+t5)
+(p1+p2+p3+p4+p5)+(b1+b2+b3+b4+b5)+


In this equation the response categories for each variable that is not dichotomous are
grouped in parentheses. The regression coefficients for the BMT are shown in Table 418, along with the symbol used for the variable in the equation, the possible values for
each of the variables, and the corresponding number. When the values for the
regression coefficients are inserted, the equation becomes:
Log {(E[NUEDU]/1-E[NUDEU])}= g+
(1.0000a1a2+a3)–r+(1.0000e1+ e20.6187e3+e4)-0.5055m+(1.0000d1-0.0261d2- d3-d4)+
(1.0000i1+i2+i3+ i4+i5)-0.2196 w-0.2553c
+(1.0000h1+h2-0.2368 h3)+(1.0000t1- 0.1230t2-0.1585t3
-0.6858t4-0.3107t5)+(1.0000p1+p2+p3+p40.9076p5)+(1.0000b1-1.8297b2-2.2015b3-2.4060b4-2.6238b5)+


Again, this equation represents the BMT, which was the same as Model 10 in the
sequential series of models. The odds ratios produced by this equation are shown in
Table 4-17.
The results shown in Table 4-17 demonstrate that among the predisposing
factors; sex, age, race, ethnicity, marital status, and education level, males were found to
be less likely to be nonurgent ED users than females, OR: 0.801(0.799, 0.802).
Compared to people aged 18-24, people in the age categories 25-44 and 45-64 were more
likely to have a nonurgent ED visit, OR: 1.377(1.372, 1.382), and OR: 1.149(1.145,
1.153), respectively. Nonurgent ED users were less likely to be white than not white,
OR: 0.877(0.871, 0.882). Relative to Hispanics, Asian non-Hispanics were less likely to
be non-urgent ED users, OR: 0.539(0.534, 0.544). Among Black non-Hispanics and
other non-Hispanics, nonurgent ED use was higher, OR: 1.772(1.759, 1.784), and
1.218(1.214, 1.223). A nonurgent ED visit was less likely among married people than
those who were not married, OR: 0.603(0.602, 0.605). Persons in the study population of
all education levels were less likely to be nonurgent ED users compared to those with less
than a high school education or its equivalent. The odds ratios for those with a high
school education or GED; a BS, MS, or PhD; or any other degree are: OR: 0.974(0.971,
0.978), OR: 0.579(0.576, 0.581), and OR: 0.410(0.408, 0.412).
The variables representing enabling factors in this BMT were income level,
employment status, MSA and the three SHRV. Relative to poor persons, people in all
other income categories were more likely to be nonurgent ED users. The odds ratios for
the income categories Near Poor, Low, Middle and High are, respectively: OR:
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Table 4-18.
Equation.

Regression Coefficients for Best of Models Tested (BMT) Regression

Parameter
Intercept
Sex (Male)
Female
Age (18-24)
25-44
45-64
Race (White)
Not White
Ethnicity (Hispanic)
Black/Not Hispanic
Asian/Not Hispanic
Other/Not Hispanic
Marital Status (Married)
Not Married
Education Level (< HS)
HS or GED
BS, MS, or PhD
Other degree
Income Level (Poor)
Near Poor
Low
Middle
High
Emp. Status (Full-time)
Not Full-time
MSA (MSA)
Non-MSA
Night or Weekend Hrs.
(Yes)
No
Don’t know
After Hours Contact
(Not at all difficult)
Not too difficult
Somewhat difficult
Very difficult
Don’t know

Parameter
symbol
a
g
g
a1
a2
a3
r
r
e1
e2
e3
e4
m
m
d1
d2
d3
d4
i1
i2
i3
i4
i5
w
w
c
c
xx
h1
h2
h3
xx
t1
t2
t3
t4
t5

Parameter
value
xx
1
0
1 or 0
1 or 0
1 or 0
1
0
1 or 0
1 or 0
1 or 0
1 or 0
1
0
1 or 0
1 or 0
1 or 0
1 or 0
1 or 0
1 or 0
1 or 0
1 or 0
1 or 0
1
0
1
0
xx
1 or 0
1 or 0
1 or 0
xx
1 or 0
1 or 0
1 or 0
1 or 0
1 or 0
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Beta number
xx
1
1
xx
2
3
4
4
xx
5
6
7
8
8
xx
9
10
11
xx
12
13
14
15
16
16
17
17
xx
xx
18
19
xx
xx
20
21
22
23

Beta value
-0.5688
-0.2225
xx
1.0000
0.3199
0.1389
-0.1317
xx
1.0000
0.5719
-0.6187
0.1975
-0.5055
xx
1.0000
-0.0261
-0.5465
-0.8916
1.0000
0.9572
0.6643
.06130
0.5015
-0.2196
xx
-0.2553
xx
xx
1.0000
0.3156
-0.2368
xx
1.0000
-0.1230
-0.1585
-0.6858
-0.3107

Table 4-18.

(Continued).

Parameter
Regular Hours Contact
(Not at all difficult)
Not too difficult
Somewhat difficult
Very difficult
Don’t know
Self-reported Health Status
(Poor)
Fair
Good
Very Good
Excellent

Parameter
symbol
xx
p1
p2
p3
p4
p5
xx
b1
b2
b3
b4
b5

Parameter
value
xx
1 or 0
1 or 0
1 or 0
1 or 0
1 or 0
xx
1 or 0
1 or 0
1 or 0
1 or 0
1 or 0
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Beta number
xx
xx
24
25
26
27
xx
xx
28
29
30
31

Beta value
xx
1.0000
0.3618
0.4422
1.4198
-0.9076
xx
1.0000
-1.3297
-2.2015
-2.4060
-2.6238

2.604(2.579, 2.630), OR: 1.943(1.928, 1.958), OR:1.846(1.833, 1.859), and OR:
1.651(1.639, 1.663). People who had full-time employment and those who lived in a
metropolitan statistical area were less likely to be nonurgent ED users than those who did
not, with corresponding odd ratios of: OR: 0.803(0.801, 0.805) and OR: 0.775(0.773,
0.777).
The pattern of how the SHRV predicted NUEDU was described earlier, and is
presented in greater detail here. Those who reported that their RSC did not have night or
weekend hours were more likely to be nonurgent ED users than those reporting a RSC
that did, OR: 1.371(1.368, 1.374). Those who did not know whether their RSC had night
or weekend hours were less likely to have a nonurgent ED visit 0.789(0.786, 0.793). For
After Hours Contact the likelihood of a nonurgent visit was inversely related to reported
difficulty in contacting a RSC, relative to the reference category “not at all difficult.”
The odds ratios corresponding to increasing difficulty in reaching a RSC after hours are:
OR: 0.884(0.882, 0.887), 0.853(0.850, 0.856), and 0.504(0.502, 0.506). Those who
reported that they did not know how difficult it was to contact a RSC after hours (recall
that the response frequency for this “Don’t know” response category was 26.77%), were
also less likely to be nonurgent ED users; OR: 0.733(0.731, 0.735).
In contrast, the likelihood of NUEDU was related directly reported difficulty for
Regular Hours Contact. Compared to the response “not at all difficult,” the increased
likelihood of a nonurgent ED visit is shown by the odds ratios corresponding to the
increasing “difficulty” response categories: OR: 1.436(1.432, 1.440), 1.556(1.551,
1.561), and4.136(4.122, 4.151). Next to self-reported health status, regular hours contact
was shown to produce the largest predictive value for NUEDU. As can be seen from
these odds ratios, those who reported that it was “very difficult” to contact their RSC
during regular office hours were over four times as likely to have a nonurgent ED visit as
those who reported that it was not at all difficult.
The variable used to represent need factors was self-reported health status.
Relative to those who reported that their health status was poor, persons of every other
health status were less likely to be nonurgent ED users. Self-reported health status
proved to be the most powerful predictor of NUEDU in this model. For example, those
who reported being in poor health were 13.7 times more likely to be nonurgent ED users
than those who reported being in excellent health. Note, however, that with “poor” as the
reference category, the odds ratio for the response “excellent” is OR: 0.073(0.072-0.073
95%CI). It is arguable that this relationship would be easier to interpret if the reference
category for the variable was “excellent” instead of “poor.” This will be revisited in the
upcoming section in this chapter on the subsetted population regressions. The odds ratios
corresponding to those reporting themselves to be in fair, good, very good, and excellent
health, relative to “Poor,” are: OR: 0.160(0.160, 0.161), OR: 0.111(0.110, 0.111), OR:
0.090(0.090, 0.091), and, OR: 0.073(0.072, 0.073).
The findings presented in this section establish that the variables included in the
proposed conceptual framework produce a valid regression model, and that the SHRV are
predictors of NUEDU among people age 18-64, with CPI and a RSC. In the following
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section findings will be presented as to how the SHRV are predictive of NUEDU in other
populations as well.
Testing the Predictive Value of the SHRV in Subsetted Populations
The purpose of the group of analyses described in this section was to determine the
predictive value of the SHRV in populations that had characteristics different from those
of the study population. As was described in Chapter 3, a series of additional multiple
logistic regression analyses was performed by sorting the study population in an
additional step, using each of the study variables. However, before additional population
sorting was done, all the predictor variables in the BMT that had more than one response
category were recoded so that their response categories were reduced to two, except for
the SHRV. This dichotomization of variable response categories was done in order to
make it more likely that there would be adequate sample size in each of the response
categories after an additional population sorting step was performed. The variable list
with its dichotomized categories was shown in Table 3-3.
Note that in the dichotomized list of variables the reference category for SelfReported Health Status is comprised of the responses “Good, Very Good, Excellent.”
This is in contrast to the designation of “Poor” as the reference category for the same
variable in the BMT model. As noted in the previous section, it was noted that the
influence of this variable was large in the BMT, but that it was difficult to fully
appreciate with “Poor” as the reference category. The change in reference was made to
make the results easier to appreciate. This model will hereafter be referred to as DBMT,
for “Dichotomized Best of Models Tested.” Multiple logistic regression analysis was
performed using the DBMT. Results are shown in Table 4-19.
Note that the odds ratios in the DBMT show the same general pattern of
predicting NUEDU. For example, the same variable categories predict for less likelihood
of NUEDU: males, OR: 0.800(0.798, 0.801); whites, OR: Hispanics, OR: 0.861(0.858,
0.864); married people, OR: 0.681(0.680, 0.682); those with less than a high school
education, OR: 0.908(0.905, 0.911); those with full-time employment OR: 0.689(0.688,
0.690); those living in a metropolitan statistical area OR: 0.552(0.551, 0.554); and those
who report being in better health; OR: 0.800(0.798, 0.801). Similarly, the SHRV show
the same patterns in the DBMT as they did in the original BMT. Respondents who
reported that their RSC did not offer night or weekend hours were more likely to be
nonurgent ED users OR: 1.371(1.368, 1.374). The same inverse relationship between the
reported difficulty responses for After Hours Contact and NUEDU was observed in these
results. The odds ratios for those responses were, starting with “not too difficult”: OR:
0.884 (0.882, 0.887), OR: 0.853 (0.850, 0.856), and OR: 0.504 (0.502, 0.506). The After
Hours Contact “don’t know” response was: OR: 0.733 (0.731, 0.735). The pattern for the
variable Regular Hours Contact was also maintained in the DBMT, demonstrating that
increasing reported difficulty corresponded to an increased likelihood of NUEDU. Those
odds ratios were, again beginning with “not too difficult,” were: OR: 1.370(1.367, 1.373),
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Table 4-19.

Predictors of NUEDU in a Dichotomized Best of Models Tested.

Predictor variable
and intercept
Intercept
Sex (Male)
Age (18 - 24)
Race (White)
Ethnicity (Hispanic)
Marital Status (Married)
Education Level (< HS)
Income Level (Poor/Near Poor)
Employment Status (Full-time)
MSA (MSA)
Night or Weekend Hours
Yes
No
Don’t know
After Hours Contact
Not at all difficult
Not too difficult
Somewhat difficult
Very difficult
Don’t know
Regular Hours Contact
Not at all difficult
Not too difficult
Somewhat difficult
Very difficult
Don’t know
Self-Reported Health Status
(Excellent/Very Good)

Odds ratio (95%CI)
XX
0.800 (0.798, 0.801)
0.997 (0.994, 1.001)
0.746 (0.762, 0.766)
0.861 (0.680, 0.682)
0.681 (0.680, 0.682)
0.908 (0.905, 0.911)
0.778 (0.775, 0.781)
0.689 (0.688, 0.690)
0.552 (0.551, 0.554)

Reg. coeff.
-1.10250
-0.22370
0.00254
-0.26900
-.014920
-0.38450
-0.09640
-0.25050
-0.37230
-0.59330

Standard error
0.001940
0.000873
0.001610
0.001160
0.001800
0.000923
0.001460
0.002010
0.000906
0.001020

Wald chi-square
324373.8490
65628.8568
2.4852
53821.6086
6889.5047
173393.5410
4365.8637
15575.0134
169041.1850
337635.0500

Pr > chi-sq
< .0001
< .0001
0.1149
< .0001
< .0001
< .0001
< .0001
< .0001
< .0001
< .0001

(reference)
1.089 (1.087, 1.091)
0.834 (0.831, 0.837)

(reference)
0.08560
-0.18200

(reference)
0.000929
0.001810

(reference)
8489.6579
10138.8347

(reference)
< .0001
< .0001

(reference)
0.831 (0.829, 0.833)
0.920 (0.917, 0.923)
0.736 (0.734, 0.738)
0.701 (0.700, 0.703)

(reference)
-0.18510
-0.08320
-0.30560
-0.35460

(reference)
0.001330
0.001620
0.001660
0.001270

(reference)
19435.3200
2641.3308
34010.0140
78187.6370

(reference)
< .0001
< .0001
< .0001
< .0001

(reference)
1.370 (1.367, 1.373)
1.424 (1.420, 1.428)
3.662 (3.651, 3.672)
0.560 (0.557, 0.564)

(reference)
0.31470
0.35330
1.29790
-0.57900

(reference)
0.001130
0.001420
0.001500
0.003490

(reference)
78133.5971
62025.7242
746638.492
27561.4725

(reference)
< .0001
< .0001
< .0001
< .0001

0.800 (0.798, 0.801)

-0.77670

0.000874

789946.832

< .0001
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OR: 1.424(1.420, 1.428), and OR: 3.662(3.651, 3.627). Note that the variable Age, with
the reference category representing those respondents aged 18-24, was not predictive of
NUEDU in the DBMT, with an odd ratio of OR: 0.997 (0.994, 1.001). Having obtained
these DBMT results, the results from the subsetted populations can be compared with
them.
For the first of these additional regressions, the study population was further
sorted by sex. The resulting population was therefore: non-elderly adult males, with CPI,
and a RSC, who had a nonurgent ED visit in 2006. For the second of these regressions,
the variable “sex” was replaced in the regression model, and the study population was
further sorted by race. The resulting population was therefore: non-elderly adult whites,
etc. The same process was repeated for each of the predictor variables other than the
SHRV. This process thus produced multiple logistic regression results for ten subset
pairs; one pair for each predictor variable other than the SHRV. For example, the first
subset pair was a population of only males paired with the corresponding population of
only females.
In spite of the fact that variable response categories were reduced in the DBMT,
some of the population sortings created populations in which the outcome of interest, a
nonurgent ED visit, was rare. This was true for population sortings using the following
variable categories: Age 18-24, Hispanic ethnicity, Less than High School education
level, and Poor/Near Poor income level. The number of nonurgent ED users in these
populations was 16, 21, 33, 21, respectively. Although the results of the regression
analyses performed for those population were statistically significant, they must be
interpreted with caution. Model validity statistics for all the regression analyses
performed on the population subsets are shown in Table 4-20. Regression coefficients,
standard error values, and Wald Chi-square values with corresponding p-values for each
subset pair are shown in Tables 4-21 through 4-30. Odds ratios for subset pairs are
presented in Tables 4-31 through 4-35. These results will be discussed primarily by
referencing the odds ratios in Tables 4-31 through 4-35. The model validity and
regression coefficient data are presented for completeness and to support the odds ratio
data.
In each of the Tables 4-31 through 4-35, odds ratios for the DBMT are repeated
for comparison with the odds ratios for two of the subset pairs. As stated earlier, the
purpose of the analyses of subsetted populations was to determine how the SHRV
predicted NUEDU differently in populations with different characteristics. Differences
in SHRV prediction between populations that are counter to the trends in SHRV
prediction shown earlier will be presented next. Noteworthy differences between subset
pairs for the other predictor variables will also be presented.
The results shown in Tables 4-31 through 4-35 demonstrate that the trends in the
predictive values of NUEDU for the SHRV are generally the same regardless of how the
study population is further segmented. Odds ratio results for the variable Night or
Weekend Hours will be presented first. As was shown previously in the unsubsetted
population, respondents who report that their RSC does not have night or weekend hours
135

Table 4-20.

Model Validity Statistics for BMT Subset Multiple Logistic Regressions.

Best model
subset

Model fit statistics/intercepts and covariates

Tests of global null hypothesis: Beta=0

AIC
SC
-2 Log L
Likelihood Ratio
Score
Wald
Male
17451357
17451468
17451317
2369751.40
3095023.04
2234810.49
Female
24251395
24251509
24251355
1550932.92
1543054.73
1424034.61
18-24
2750362.2
2750436.4
2750322.2
1133982.11
1139651.95
589727.713
25-64
39021402
39021526
39021362
2789781.02
3040614.91
2484753.10
White
35720106
35720228
35720066
2438621.73
2823243.09
2487542.89
Not White
6204100.9
6204194.5
6204060.9
1285066.59
1362670.84
1026938.57
Hispanic
1948108.9
1948190.7
1948068.9
968692.144
946616.615
585913.610
Not Hispanic
40162821
40162945
40162781
2610530.78
2951328.37
2636572.73
Married
24660585
24660703
24660546
2307172.89
2677575.66
2218503.36
Not Married
17235550
17235655
17235510
1328488.89
1365257.74
1250336.52
Less than HS
3890514.5
3890597.8
3890474.4
825025.309
730345.283
564675.042
More than HS
38165783
38265907
38265743
2703738.67
3001039.75
2684762.85
Poor/Near Poor
1261856.9
1261924.7
1261816.9
948217.584
922498.097
466635.133
Low Income +
40860637
40860762
40860597
2617735.31
2986025.72
2664750.01
Full-time
25820393
25820510
25820353
1228957.97
1264296.21
1202924.05
Not Full-time
16074059
16074164
16074019
2239047.03
2592292.94
2052818.84
MSA
32942802
32942924
32942762
1983278.93
2029471.35
1914256.11
Non-MSA
8436416.8
8436507.8
8436376.8
1977738.65
2282881.62
1564818.73
Poor/Fair health
20137600
20137707
20137560
2354764.08
2727800.93
2231584.03
Good + Health
21606342
21606458
21606302
546091.757
524479.893
507835.798
The Pr > chi-square values for all the tests of global null hypothesis: Beta=0 are < .0001. Degrees of freedom for all models
was 19.
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Table 4-21.

Regression Coefficients for BMT Subset Pair Male/Female.

Predictor variable

Regression
coefficient
-2.2926
0.6500
-0.1307
-0.7762
0.2232
-0.0206
-1.8713
-0.4674
-0.6423

Male
Standard
error
0.00332
0.00264
0.00196
0.00361
0.00166
0.00235
0.00670
0.00145
0.00157

Wald
chi-square
475987.032
60433.8298
4440.9378
46332.4613
18171.4449
77.0678
78118.9862
103303.214
167501.763

Regression
coefficient
-0.8653
-0.2305
-0.3550
0.2500
-0.6612
-0.0371
0.0731
-0.2893
-0.4789

Female
Standard
error
0.00248
0.00218
0.00147
0.00212
0.00118
0.00192
0.00219
0.00119
0.00141

Wald
chi-square
121730.243
11203.0109
58640.0958
13915.7547
314019.792
373.4125
1110.7307
58835.3836
115648.036

Intercept
Age (18-24)
Race (White)
Ethnicity (Hispanic)
Marital Status (Married)
Education Level (< HS)
Income Level (Poor/Near poor)
Employment Status (Full-time)
MSA (MSA)
Night or Weekend Hours
Yes
(reference) (reference) (reference)
(reference)
(reference)
(reference)
No
0.0938
0.00145
4187.2066
0.1313
0.00124
11292.2686
Don’t know
-0.6828
0.00324
44375.3480
0.2104
0.00222
8947.0805
After Hours Contact
Not at all difficult
(reference) (reference) (reference)
(reference)
(reference)
(reference)
Not too difficult
0.2144
0.00240
7991.1552
-0.3570
0.00162
48654.2416
Somewhat difficult
0.1523
0.00287
2814.5997
-0.0718
0.00199
1301.0802
Very difficult
0.5312
0.00262
41149.8204
-1.0778
0.00256
177856.975
Don’t know
0.3225
0.00219
21774.6614
-.07037
0.00163
186433.037
Regular Hours Contact
Not at all difficult
(reference) (reference) (reference)
(reference)
(reference)
(reference)
Not too difficult
0.5135
0.00185
76792.6011
0.1898
0.00143
17736.6367
Somewhat difficult
0.3520
0.00229
23563.9411
0.3579
0.00183
38389.1910
Very difficult
1.6121
0.00219
540167.295
0.8865
0.00231
146932.187
Don’t know
0.1973
0.00413
2281.9687
-1.5493
0.00714
47103.5652
Self-reported Health Status
(Excellent/Very good)
-0.8386
0.00140
357805.231
-0.6945
0.00114
369771.995
Note: The reference categories for dichotomous variables are in parentheses. The Wald chi-square Pr > chi-square values were
< .0001 for every regression coefficient.
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Table 4-22.

Regression Coefficients for BMT Subset Pair Age 18-24/Age 25-64.

Predictor variable

Regression
coefficient
-4.2422
-0.0701
0.3445
-1.3622
-17.6446
1.3730
-1.0985
1.4775
0.6007

Age 18-24
Standard
error
0.00893
0.00353
0.00506
0.00875
18.9832
0.00394
0.00711
0.00460
0.00629

Wald
chi-square
225878.132
394.3674
4643.8769
24216.7007
*0.8639
121164.796
23875.2953
103115.522
9122.1497

Regression
coefficient
-0.8886
-0.2235
-0.3576
-0.00352
-0.3455
-0.3961
-0.2401
-0.5411
-0.6587

Age 25-64
Standard
error
0.00201
0.000919
0.00120
0.00186
0.000945
0.00171
0.00212
0.000945
0.00105

Wald
chi-square
195613.614
59181.4134
88440.1542
*3.5919
133830.331
53856.9121
12780.2291
327679.672
391982.704

Intercept
Sex (Male)
Race (White)
Ethnicity (Hispanic)
Marital Status (Married)
Education Level (< HS)
Income Level (Poor/Near poor)
Employment Status (Full-time)
MSA (MSA)
Night or Weekend Hours
Yes
(reference) (reference) (reference)
(reference)
(reference)
(reference)
No
0.6851
0.00396
29938.2855
0.0334
0.000967
1191.4743
Don’t know
0.5129
0.00601
7286.4650
-0.3215
0.00193
27683.4692
After Hours Contact
Not at all difficult
(reference) (reference) (reference)
(reference)
(reference)
(reference)
Not too difficult
-0.3932
0.00539
5330.2160
-0.1542
0.00139
12285.9226
Somewhat difficult
-18.2337
21.3759
*0.7276
-0.0864
0.00166
2701.9979
Very difficult
-0.3464
0.00565
3762.9346
-0.3285
0.00178
34062.5319
Don’t know
-1.1757
0.00511
52986.0208
-0.3293
0.00134
60227.0917
Regular Hours Contact
Not at all difficult
(reference) (reference) (reference)
(reference)
(reference)
(reference)
Not too difficult
-0.6278
0.00583
11587.2318
0.3779
0.00116
105313.174
Somewhat difficult
0.8643
0.00555
24228.3848
0.3184
0.00149
45963.3414
Very difficult
2.7457
0.00570
231736.124
1.2237
0.00161
574260.066
Don’t know
-17.5037
51.5075
*0.1155
-0.4906
0.00351
19544.7766
Self-reported Health Status
(Excellent/Very good)
-0.5607
0.00365
23636.2188
-0.7711
0.000912
714330.138
Note: The reference categories for dichotomous variables are in parentheses. The Wald chi-square Pr > chi-square values are <
.0001 for every regression coefficient.
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Table 4-23.

Regression Coefficients for BMT Subset Pair White/Not White.

Predictor variable

Regression
coefficient
-1.6399
-0.1895
0.1278
-0.3058
-0.3027
-0.0353
-0.9881
-0.3385
-0.5261

White
Standard
error
0.00179
0.000955
0.00174
0.00203
0.00103
0.00164
0.00308
0.000988
0.00110

Wald
chi-square
840536.991
39394.4580
5371.0382
22740.5642
85664.5809
464.0487
102686.721
117251.432
229030.026

Regression
coefficient
0.1131
-0.3746
-0.9588
0.7804
-0.9526
-0.2955
-0.9197
-0.6525
-0.9566

Not White
Standard
error
0.00469
0.00233
0.00481
0.00455
0.00235
0.00341
0.00337
0.00243
0.00309

Wald
chi-square
582.7365
25950.1391
39725.1484
29468.7023
163871.877
7521.8927
74520.4608
72144.6875
95930.9306

Intercept
Sex (Male)
Age (18-24)
Ethnicity (Hispanic)
Marital Status (Married)
Education Level (< HS)
Income Level (Poor/Near poor)
Employment Status (Full-time)
MSA (MSA)
Night or Weekend Hours
Yes
(reference) (reference) (reference)
(reference)
(reference)
(reference)
No
0.1996
0.00104
37193.9481
-0.3561
0.00236
22806.8903
Don’t know
-0.1806
0.00205
7749.5295
-0.0284
0.00434
42.7718
After Hours Contact
Not at all difficult
(reference) (reference) (reference)
(reference)
(reference)
(reference)
Not too difficult
-0.3340
0.00152
48147.9324
0.2269
0.00306
5500.5065
Somewhat difficult
0.0458
0.00173
702.9497
-1.1245
0.00548
42152.6480
Very difficult
-0.2569
0.00178
20774.2263
-0.4185
0.00475
7759.8112
Don’t know
-0.3837
0.00139
76221.0144
-0.2937
0.00335
7684.1345
Regular Hours Contact
Not at all difficult
(reference) (reference) (reference)
(reference)
(reference)
(reference)
Not too difficult
0.3433
0.00127
73232.6623
0.5532
0.00120
41895.0152
Somewhat difficult
0.4488
0.00153
86430.9071
-0.1600
0.00420
1453.8922
Very difficult
1.4111
0.00160
781822.912
0.3501
0.00534
4304.9655
Don’t know
-0.6487
0.00411
24963.4771
-0.00825
0.00702
*1.3800
Self-reported health status
(Excellent/Very good)
-0.6458
0.000958
454101.817
-0.6458
0.000253
376034.256
Note: The reference categories for dichotomous variables are in parentheses. The Wald chi-square Pr > chi-square values are <
.0001 for every regression coefficient except for the one indicated by an asterisk. That value is < .2401.
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Table 4-24.

Regression Coefficients for BMT Subset Pair Hispanic/Not Hispanic.

Predictor variable

Regression
coefficient
1.7368
-1.7499
-0.6923
-1.7342
-1.6067
-1.9385
-0.2014
-0.0680
-1.3029

Hispanic
Standard
error
0.00931
0.00489
0.00817
0.00568
0.00429
0.00804
0.00104
0.00483
0.00620

Wald
chi-square
34764.1916
128009.453
7183.2184
93134.7365
140123.121
58100.5238
373.2707
197.7884
44227.5073

Regression
coefficient
-1.2648
-0.1689
-0.3980
-0.2078
-0.2917
0.0672
-0.2804
-0.3814
-0.5579

Not Hispanic
Standard
error
0.00202
0.000899
0.00166
0.00121
0.000967
0.00150
0.00211
0.000936
0.00104

Wald
chi-square
393944.189
35304.8359
3477.3723
29731.3184
90919.9715
1994.2023
17710.1958
165856.389
285754.101

Intercept
Sex (Male)
Age (18-24)
Race (White)
Marital Status (Married)
Education Level (< HS)
Income Level (Poor/Near Poor)
Employment Status (Full-time)
MSA (MSA)
Night or Weekend Hours
Yes
(reference) (reference) (reference)
(reference)
(reference)
(reference)
No
0.6527
0.00466
19592.5555
0.0549
0.000955
3306.9172
Don’t know
2.0728
0.00781
70348.1363
-0.3259
0.00192
28749.6943
After Hours Contact
Not at all difficult
(reference) (reference) (reference)
(reference)
(reference)
(reference)
Not too difficult
-2.1859
0.00714
93751.9048
-0.0946
0.00137
4799.6841
Somewhat difficult
0.1295
0.00601
463.9170
-0.1616
0.00173
8707.4902
Very difficult
-2.5724
0.00100
66034.4916
-0.2329
0.00171
18574.9710
Don’t know
-2.3813
0.00793
90197.9790
-0.3021
0.00130
53952.3232
Regular Hours Contact
Not at all difficult
(reference) (reference) (reference)
(reference)
(reference)
(reference)
Not too difficult
1.4877
0.00604
60746.8442
0.2844
0.00116
59826.1260
Somewhat difficult
1.4206
0.00671
44845.9478
0.3155
0.00147
45793.0471
Very difficult
1.9437
0.00969
44226.6976
1.2642
0.00154
670750.648
Don’t know
-12.5249
10.9724
1.3030*
-0.5405
0.00349
23973.3043
Self-reported Health Status
(Excellent/Very good)
-1.3753
0.00477
83205.3554
-0.7813
0.00901
752573.638
Note: The reference categories for dichotomous variables are in parentheses. The Wald chi-square Pr > chi-square values are <
.0001 for every regression coefficient except for the one indicated by an asterisk. That value is <.2537.
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Table 4-25.

Regression Coefficients for BMT Subset Pair Married/Not Married.

Predictor variable

Regression
coefficient
-1.5927
0.0894
-13.5313
-0.0869
-0.6254
-0.0349
-0.9231
-0.6881
-0.7289

Married
Standard
error
0.00267
0.00115
3.3874
0.00177
0.00305
0.00241
0.00389
0.00120
0.00128

Wald
chi-square
356951.723
6050.8353
15.9565
2400.9528
41936.1751
209.9968
56176.8452
329991.550
322621.794

Regression
coefficient
-1.2777
-0.6820
0.2140
-0.4137
0.2507
0.1092
0.0823
0.0610
-0.3374

Not married
Standard
error
0.00283
0.00146
0.00169
0.00159
0.00231
0.00189
0.00244
0.00145
0.00180

Wald
chi-square
203522.276
218970.488
16100.4286
67439.7267
11820.8825
3356.7192
1134.8042
1776.0880
35180.0446

Intercept
Sex (Male)
Age (18-24)
Race (White)
Ethnicity (Hispanic)
Education Level (< HS)
Income Level (Poor/Near Poor)
Employment Status (Full-time)
MSA (MSA)
Night or Weekend Hours
Yes
(reference) (reference) (reference)
(reference)
(reference)
(reference)
No
0.0472
0.00122
1498.4314
0.1367
0.00147
8621.7476
Don’t know
-0.8430
0.00304
77017.5267
0.4906
0.00240
41698.4015
After Hours Contact
Not at all difficult
(reference) (reference) (reference)
(reference)
(reference)
(reference)
Not too difficult
0.00288
0.00182
2.5151*
-0.3919
0.00197
39588.6463
Somewhat difficult
0.0332
0.00222
223.2522
-0.1206
0.00245
2427.6425
Very difficult
-0.1825
0.00224
6609.1381
-0.5866
0.00263
49746.5653
Don’t know
-0.1147
0.00170
4565.8530
-0.7644
0.00198
148673.216
Regular Hours Contact
Not at all difficult
(reference) (reference) (reference)
(reference)
(reference)
(reference)
Not too difficult
0.2112
0.00154
18751.3286
0.4463
0.00167
71308.3622
Somewhat difficult
0.1812
0.00184
9696.1534
0.4600
0.00226
41304.8205
Very difficult
1.3606
0.00192
504292.512
1.1610
0.00264
193441.770
Don’t know
-1.1625
0.00639
33049.1763
-0.0289
0.00427
45.8248
Self-reported HealthStatus
(Excellent/Very good)
-0.5732
0.00117
241323.266
-0.9865
0.00137
516713.730
The reference categories for dichotomous variables are in parentheses. The Wald chi-square Pr > chi-square values are <
.0001 for every regression coefficient except for the one indicated by an asterisk. That value is <.1128.
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Table 4-26.

Regression Coefficients for BMT Subset Pair Less than High School/More than High School

Predictor variable

Regression
coefficient
-1.1704
-0.6938
1.2107
-0.4584
-2.1990
-0.0870
-0.6569
0.4623
-0.6451

Less than HS
Standard
error
0.00587
0.00296
0.00357
0.00360
0.00755
0.00330
0.00476
0.00295
0.00328

Wald
chi-square
39810.3004
54986.1497
114794.313
16199.9899
84729.9412
695.4972
19009.1300
24642.5037
38671.8152

Regression
coefficient
-1.0419
-0.1913
-0.3521
-0.2690
0.1123
-0.4288
-0.2207
-0.4639
-0.5794

More than HS
Standard
error
0.00205
0.00925
0.00199
0.00124
0.00186
0.000968
0.00224
0.000952
0.00109

Wald
chi-square
259549.365
42765.3183
31316.9812
47264.5116
3659.5186
196113.979
9677.1057
237442.761
282199.083

Intercept
Sex (Male)
Age (18-24)
Race (White)
Ethnicity (Hispanic)
Marital Status (Married)
Income Level (Poor/Near poor)
Employment Status (Full-time)
MSA (MSA)
Night or Weekend Hours
Yes
(reference) (reference) (reference)
(reference)
(reference)
(reference)
No
0.0685
0.00323
450.6915
0.0443
0.000976
2063.7972
Don’t know
0.9358
0.00497
35416.3072
-0.3378
0.00198
29149.1596
After Hours Contact
Not at all difficult
(reference) (reference) (reference)
(reference)
(reference)
(reference)
Not too difficult
-1.0114
0.00621
26517.7524
-0.1328
0.00138
9293.5915
Somewhat difficult
0.4702
0.00582
6529.0675
-0.1059
0.00170
3881.8903
Very difficult
0.0811
0.00538
227.7324
-0.3414
0.00178
36968.2219
Don’t know
0.6653
0.00384
30098.8472
-0.4482
0.00137
107575.154
Regular Hours Contact
Not at all difficult
(reference) (reference) (reference)
(reference)
(reference)
(reference)
Not too difficult
-0.2872
0.00367
6116.4104
0.3688
0.00119
95419.4018
Somewhat difficult
0.00551
0.00533
*1.0662
0.4270
0.00149
82321.2260
Very difficult
0.9726
0.00552
31031.4827
1.3512
0.00158
728365.108
Don’t know
-13.7580
7.3884
**3.4675
-0.4215
0.00351
14427.8721
Self-reported health status
(Excellent/Very good)
-1.4668
0.00321
209416.545
-0.7256
0.000923
618033.504
The reference categories for dichotomous variables are in parentheses. The Wald chi-square Pr > chi-square values are <
.0001 for every regression coefficient except for those indicated by asterisks. Those values are *<.3018, and **<.0626.
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Table 4-27.

Regression Coefficients for BMT Subset Pair Poor/Near Poor and Low/Middle/High Income.

Predictor variable

Regression
coefficient
1.8265
-2.3511
-0.2834
-2.8359
1.1037
-1.0317
0.1383
-0.2954
-1.3174

Poor/Near poor
Standard
Wald
error
chi-square
0.00816
50076.2582
0.00830
80223.4207
0.00920
949.6467
0.00640
196639.386
0.00879
15765.6261
0.00613
28348.7327
0.00663
435.7209
0.00596
2457.9090
0.00606
47331.6988

Regression
coefficient
-1.3922
-0.1703
0.0250
-0.1119
-0.1848
-0.3475
-0.0632
-0.3972
-0.5461

Low/Middle/High
Standard
Wald
error
chi-square
0.00204
466495.226
0.00167
36664.8717
0.000889
225.2854
0.00125
7999.8828
0.00187
9758.3847
0.000953
132989.092
0.00153
1712.2052
0.000923
185149.571
0.00105
269214.643

Intercept
Sex (Male)
Age (18-24)
Race (White)
Ethnicity (Hispanic)
Marital Status (Married)
Education Level (< HS)
Employment Status (Full-time)
MSA (MSA)
Night or Weekend Hours
Yes
(reference) (reference) (reference)
(reference)
(reference)
(reference)
No
-0.5505
0.00590
8717.3699
0.1460
0.000957
23275.4247
Don’t know
-15.5947
17.9470
*0.7550
-0.0754
0.00182
1713.6108
After Hours Contact
Not at all difficult
(reference) (reference) (reference)
(reference)
(reference)
(reference)
Not too difficult
-0.1018
0.00733
193.0371
-0.1867
0.00137
18439.2104
Somewhat difficult
1.9629
0.00733
64480.1272
-0.1574
0.00169
8691.2687
Very difficult
-1.4015
0.0106
17562.8644
-0.2624
0.00170
23833.0403
Don’t know
-0.6611
0.00874
5721.5228
-0.3525
0.00130
73417.1029
Regular Hours Contact
Not at all difficult
(reference) (reference) (reference)
(reference)
(reference)
(reference)
Not too difficult
-0.5984
0.00729
6747.0048
0.3677
0.00115
101769.111
Somewhat difficult
0.4290
0.00835
2638.6702
0.3849
0.00146
69717.4507
Very difficult
1.0681
0.00985
11757.2286
1.3526
0.00154
769781.344
Don’t know
-13.5627
69.2544
**0.0384
-0.5419
0.00349
24059.5795
Self-reported health status
(Excellent/Very good)
-1.5802
0.00654
58347.6133
-0.7340
0.000892
676389.772
The reference categories for dichotomous variables are in parentheses. The Wald chi-square Pr > chi-square values are <
.0001 for every regression coefficient except for those indicated by asterisks. Those values are *<.3849, and **<.8447.
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Table 4-28.

Regression Coefficients for BMT Subset Pair Full-time/Not Full-time.

Predictor variable

Regression
coefficient
-1.9536
-0.2857
0.3144
-0.0864
-0.0714
-0.5924
0.2780
0.1925
-0.2648

Full-time
Standard
error
0.00241
0.00115
0.00193
0.00148
0.00216
0.00120
0.00219
0.00319
0.00149

Wald
chi-square
655799.507
62056.5680
26634.3529
3394.3283
1097.1599
242542.581
16113.2206
3635.1533
31699.4892

Regression
coefficient
-0.4159
-0.1642
-0.7524
-0.7255
-0.4048
-0.2222
-0.2613
-0.5771
-0.8716

Not full-time
Standard
error
0.00308
0.00141
0.00320
0.00192
0.00337
0.00150
0.00198
0.00264
0.00155

Wald
chi-square
18227.1884
13538.8397
55176.3459
142793.815
14412.8762
21808.8024
17497.2057
47749.5297
317997.849

Intercept
Sex (Male)
Age (18-24)
Race (White)
Ethnicity (Hispanic)
Marital Status (Married)
Education Level (< HS)
Income Level (Poor/Near poor)
MSA (MSA)
Night or Weekend Hours
Yes
(reference) (reference) (reference)
(reference)
(reference)
(reference)
No
0.3902
0.00125
96857.3227
-0.2606
0.00146
31795.5185
Don’t know
-0.0906
0.00247
1347.4470
-0.2819
0.00273
10701.6043
After Hours Contact
Not at all difficult
(reference) (reference) (reference)
(reference)
(reference)
(reference)
Not too difficult
-0.4244
0.00169
63397.3066
0.1846
0.00224
6764.9133
Somewhat difficult
-0.1870
0.00196
9066.2757
0.1307
0.00289
2046.6478
Very difficult
-0.7130
0.00231
95307.4904
-0.0370
0.00273
184.0759
Don’t know
-0.6001
0.00163
135471.063
-0.00235
0.00212
1.2258*
Regular Hours Contact
Not at all difficult
(reference) (reference) (reference)
(reference)
(reference)
(reference)
Not too difficult
0.4246
0.00142
89388.0357
0.1021
0.00189
2910.9044
Somewhat difficult
0.3322
0.00185
32222.1230
0.3512
0.00226
24095.2663
Very difficult
0.9268
0.00227
166945.236
1.5307
0.00229
445903.506
Don’t know
-0.6472
0.00493
17229.0172
-0.4944
0.00501
9721.2983
Self-reported health status
(Excellent/Very good)
-0.5079
0.00115
194319.010
-1.1455
0.000146
612521.878
Note: The reference categories for dichotomous variables are in parentheses. The Wald chi-square Pr > chi-square values are <
.0001 for every regression coefficient except for the one indicated by an asterisk. That value is < .2682.
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Table 4-29.

Regression Coefficients for BMT Subset Pair MSA/Non-MSA.

Predictor variable

Regression
coefficient
-2.0618
-0.3214
0.0505
-0.1683
-0.1769
-0.5215
-0.0842
-0.3230
-0.1875

MSA
Standard
error
0.00196
0.00102
0.00175
0.00129
0.00194
0.00106
0.00176
0.00249
0.00106

Wald
chi-square
1112185.24
99840.7076
835.0229
16986.2363
8332.2752
244358.807
2288.2377
16817.5203
31439.9653

Regression
coefficient
-0.0876
-0.1579
-0.3435
-0.7519
0.1840
0.1545
0.0791
-0.2758
-0.7380

Non-MSA
Standard
error
0.00418
0.00190
0.00459
0.00293
0.00510
0.00216
0.00282
0.00375
0.00201

Wald
chi-square
438.5251
6912.3795
5603.0883
66036.2295
1300.8528
5134.4431
784.5506
5418.0770
134633.891

Intercept
Sex (Male)
Age (18-24)
Race (White)
Ethnicity (Hispanic)
Marital Status (Married)
Education Level (< HS)
Income Level (Poor/Near poor)
Employment Status (Full-time)
Night or Weekend Hours
Yes
(reference) (reference) (reference)
(reference)
(reference)
(reference)
No
0.4999
0.00112
199660.656
-0.8828
0.00197
201326.697
Don’t know
0.2029
0.00196
11365.2269
-1.2730
0.00603
44501.3330
After Hours Contact
Not at all difficult
(reference) (reference) (reference)
(reference)
(reference)
(reference)
Not too difficult
-0.5097
0.00153
111459.489
0.6647
0.00289
53333.0292
Somewhat difficult
-0.2563
0.00177
21003.3515
0.0245
0.00445
30.3424
Very difficult
-0.9320
0.00215
188177.257
0.4207
0.00341
15182.4004
Don’t know
-0.5205
0.00143
132069.383
-0.3868
0.00291
17671.3080
Regular Hours Contact
Not at all difficult
(reference) (reference) (reference)
(reference)
(reference)
(reference)
Not too difficult
0.6803
0.00126
290039.673
-1.4387
0.00361
159033.123
Somewhat difficult
0.7603
0.00161
225831.963
-0.8787
0.00336
68340.4159
Very difficult
1.3332
0.00183
531682.680
0.7627
0.00329
53833.3365
Don’t know
-0.1584
0.00354
2001.3991
-14.5982
7.3934
*3.8986
Self-reported health status
(Excellent/Very good)
-0.7067
0.00100
498122.503
-0.9119
0.00195
217711.974
Note: The reference categories for dichotomous variables are in parentheses. The Wald chi-square Pr > chi-square values are <
.0001 for every regression coefficient except for the one indicated by an asterisk. That value is <.0483.
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Table 4-30.

Regression Coefficients for BMT Subset Pair Poor/Fair/Good Health and Very Good/Excellent Health.

Predictor variable

Poor/Fair/Good health
Regression
Standard
Wald
coefficient
error
chi-square
-3.3747
0.00257
21188.1283
-0.1486
0.00122
14849.7363
-0.1300
0.00259
2528.6170
-0.7387
0.00148
249196.825
-0.1177
0.00230
2617.7057
-0.5640
0.00128
195644.067
-0.1024
0.00193
2813.1913
-0.1199
0.00234
2621.9130
0.7149
0.00126
323471.217
-0.7771
0.00140
306286.515

Very good/Excellent health
Regression
Standard
Wald
coefficient
error
chi-square
-3.0759
0.00325
897312.487
-0.3650
0.00130
78621.2426
0.1783
0.00213
7006.4679
0.3197
0.00217
21722.1720
-0.2523
0.00302
6992.6983
-0.2334
0.00141
27235.6455
0.0679
0.00233
845.2863
-0.9032
0.00503
32189.8970
0.0154
0.00144
114.9657
-0.2066
0.00161
16402.7059

Intercept
Sex (Male)
Age (18-24)
Race (White)
Ethnicity (Hispanic)
Marital Status (Married)
Education Level (< HS)
Income Level (Poor/Near poor)
Employment Status (Full-time)
MSA (MSA)
Night or Weekend Hours
Yes
(reference) (reference) (reference)
(reference)
(reference)
(reference)
No
-0.2258
0.00127
31495.2440
0.5271
0.00144
133746.085
Don’t know
-0.3620
0.00255
20077.3053
0.1281
0.00262
2390.0746
After Hours Contact
Not at all difficult
(reference) (reference) (reference)
(reference)
(reference)
(reference)
Not too difficult
-0.2730
0.00196
19306.3097
-0.0982
0.00183
2869.3225
Somewhat difficult
0.0283
0.00234
145.7080
-0.1326
0.00231
3299.5712
Very difficult
-0.4207
0.00235
27742.8482
-0.7098
0.00291
59438.3760
Don’t know
-0.3838
0.00191
40496.1228
-0.3640
0.00174
44005.0001
Regular Hours Contact
Not at all difficult
(reference) (reference) (reference)
(reference)
(reference)
(reference)
Not too difficult
0.6876
0.00163
177151.811
-0.0345
0.00163
449.4639
Somewhat difficult
0.4200
0.00206
41650.8166
0.3667
0.00198
34210.7785
Very difficult
1.9698
0.00209
891271.896
0.0954
0.00315
915.5726
Don’t know
-0.1881
0.00474
1577.5807
-0.8145
0.00527
23921.3975
The reference categories for dichotomous variables are in parentheses. The Wald chi-square Pr > chi-square values are <
.0001 for every regression coefficient.
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Table 4-31.

Odds Ratios for Best Model Subset Pairs Male/Female and White/Not White.
Female
XX
0.749 (0.747, 0.751)
0.701 (0.699, 0.703)
1.284 (1.279, 1.289)
0.516 (0.515, 0.517)
0.964 (0.960, 0.967)

Odds ratios (95% CI)
BMT
0.800 (0.798, 0.801)
0.997 (0.994, 1.001)
0.746 (0.762, 0.766)
0.861 (0.680, 0.682)
0.681 (0.680, 0.682)
0.908 (0.905, 0.911)

White
0.827 (0.826, 0.829)
1.136 (1.132, 1.140)
XX
0.737 (0.734, 0.739)
0.739 (0.737, 0.740)
0.965 (0.962, 0.968)

Not White
0.688 (0.684, 0.691)
0.383 (0.380, 0.387)
XX
2.182 (2.163, 2.202)
0.386 (0.384, 0.388)
0.744 (0.739, 0.749)

1.076 (1.071, 1.080)

0.778 (0.775, 0.781)

0.372 (0.370, 0.375)

2.509 (2.492, 2.525)

0.749 (0.747, 0.751)
0.619 (0.618, 0.621)

0.689 (0.688, 0.690)
0.552 (0.551, 0.554)

0.713 (0.711, 0.714)
0.591 (0.590, 0.592)

0.521 (0.518, 0.523)
0.384 (0.382, 0.387)

(reference)
1.140 (1.138, 1.143)
1.234 (1.229, 1.240)

(reference)
1.089 (1.087, 1.091)
0.834 (0.831, 0.837)

(reference)
1.221 (1.218, 1.223)
0.835 (0.831, 0.838)

(reference)
0.700 (0.697, 0.704)
0.972 (0.964, 0.980)

(reference)
0.700 (0.698, 0.702)
0.931 (0.927, 0.934)
0.340 (0.339, 0.342)
0.495 (0.493, 0.496)

(reference)
0.831 (0.829, 0.833)
0.920 (0.917, 0.923)
0.736 (0.734, 0.738)
0.701 (0.700, 0.703)

(reference)
0.716 (0.714, 0.718)
1.047 (1.043, 1.050)
0.773 (0.771, 0.776)
0.681 (0.679, 0.683)

(reference)
1.255 (1.247, 1.262)
0.325 (0.321, 0.328)
0.658 (0.652, 0.664)
0.746 (0.741, 0.750)

(reference)
1.209 (1.206, 1.212)
1.430 (1.425, 1.435)
2.427 (2.416, 2.438)
1.212 (1.209, 1.215)

(reference)
1.370 (1.367, 1.373)
1.424 (1.420, 1.428)
3.662 (3.651, 3.672)
0.560 (0.557, 0.564)

(reference)
1.410 (1.406, 1.413)
1.566 (1.562, 1.571)
4.100 (4.088, 4.113)
0.523 (0.519, 0.527)

(reference)
1.739 (1.730, 1.748)
0.852 (0.845, 0.859)
1.419 (1.404, 1.434)
0.992 (0.978, 1.006)

0.499 (0.498, 0.500)

0.460 (0.459, 0.461)

0.524 (0.523, 0.525)

0.212 (0.211, 0.213)

Predictor variable
Male
XX
1.916 (1.906, 1.925)
0.877 (0.874, 0.881)
0.460 (0.457, 0.463)
1.250 (1.246, 1.254)
0.980 (0.975, 0.984)

Sex (Male)
Age (18 - 24)
Race (White)
Ethnicity (Hispanic)
Marital Status (Married)
Education Level (< HS)
Income Level
(Poor/Near poor)
0.154 (0.152, 0.156)
Employment Status
(Full-time)
0.627 (0.625, 0.628)
MSA (MSA)
0.526 (0.524, 0.528)
Night or Weekend
Hours
Yes
(reference)
No
1.098 (1.095, 1.101)
Don’t know
0.505 (0.502, 0.508)
After Hours Contact
Not at all difficult
(reference)
Not too difficult
1.239 (1.233, 1.245)
Somewhat difficult
1.165 (1.158, 1.171)
Very difficult
1.701 (1.692, 1.710)
Don’t know
1.381 (1.375, 1.386)
Regular Hours Contact
Not at all difficult
(reference)
Not too difficult
1.671 (1.665, 1.677)
Somewhat difficult
1.422 (1.416, 1.428)
Very difficult
5.013 (4.992, 5.035)
Don’t know
1.218 (1.208, 1.228)
Self-reported Health
Status (E/VG)
0.432 (0.431, 0.434)
E/VG = Excellent/Very Good.
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Table 4-32.

Odds Ratios for BMT Subset Pairs Age 18-24/Age 25-64 and Hispanic/Not Hispanic.
Age 18-24
0.932 (0.926, 0.939)
XX
1.411 (1.397, 1.425)
0.256 (0.252, 0.261)

Age 25-64
0.800 (0.798, 0.801)
XX
0.699 (0.698, 0.701)
0.996 (0.993, 1.000)

Odds Ratios (95% CI)
BMT
0.800 (0.798, 0.801)
0.997 (0.994, 1.001)
0.746 (0.762, 0.766)
0.861 (0.680, 0.682)

Hispanic
0.174 (0.172, 0.175)
0.500 (0.492, 0.508)
0.177 (0.175, 0.179)
XX

Not Hispanic
0.845 (0.843, 0.846)
1.103 (1.099, 1.107)
0.812 (0.810, 0.814)
XX

* See notes.

0.708 (0.707, 0.709)

0.681 (0.680, 0.682)

0.201 (0.199, 0.202)

0.747 (0.746, 0.748)

3.947 (3.917, 3.978)

0.673 (0.671, 0.675)

0.908 (0.905, 0.911)

0.144 (0.142, 0.146)

1.069 (1.066, 1.073)

0.333 (0.329, 0.338)

0.787 (0.783, 0.790)

0.778 (0.775, 0.781)

0.818 (0.801, 0.834)

0.756 (0.752, 0.759)

4.389 (4.343, 4.422)
1.823 (1.801, 1.846)

0.582 (0.581, 0.583)
0.518 (0.518, 0.519)

0.689 (0.688, 0.690)
0.552 (0.551, 0.554)

0.934 (0.925, 0.943)
0.272 (0.208, 0.275)

0.683 (0.682, 0.684)
0.572 (0.571, 0.574)

(reference)
1.984 (1.969, 2.000)
1.670 (1.651, 1.690)

(reference)
1.034 (1.032, 1.036)
0.725 (0.722, 0.728)

(reference)
1.089 (1.087, 1.091)
0.834 (0.831, 0.837)

(reference)
1.921 (1.903, 1.938)
7.947 (7.862, 8.070)

(reference)
1.056 (1.054, 1.058)
0.722 (0.719, 0.725)

(reference)
0.675 (0.668, 0.682)

(reference)
0.857 (0.855, 0.859)

(reference)
0.831 (0.829, 0.833)

(reference)
0.112 (0.111, 0.114)

(reference)
0.910 (0.907, 0.912)

* See notes
0.707 (0.699, 0.715)
0.309 (0.306, 0.312)

1.090 (1.087, 1.094)
0.720 (0.718, 0.723)
0.719 (0.718, 0.721)

0.920 (0.917, 0.923)
0.736 (0.734, 0.738)
0.701 (0.700, 0.703)

1.138 (1.125, 1.152)
0.076 (0.075, 0.078)
0.092 (0.091, 0.094)

0.851 (0.848, 0.854)
0.792 (0.790, 0.795)
0.739 (0.737, 0.741)

(reference)
0.534 (0.528, 0.540)

(reference)
1.459 (1.456, 1.462)

(reference)
1.370 (1.367, 1.373)

(reference)
4.427 (4.375, 4.479)

(reference)
1.329 (1.326, 1.332)

2.373 (2.348, 2.399)
15.575 (15.402,
15.751)
*See notes.

1.375 (1.371, 1.379)

1.424 (1.420, 1.428)

4.139 (4.085, 4.194)

1.371 (1.367, 1.375)

Very difficult
3.400 (3.389, 3.410)
3.662 (3.651, 3.672)
6.984 (6.853, 7.118)
Don’t know
0.612 (0.608, 0.616)
0.560 (0.557, 0.564)
*See notes.
Self-reported Health
Status (E/VG)
0.571 (0.567, 0.575)
0.462 (0.462, 0.463)
0.460 (0.459, 0.461)
0.253 (0.250, 0.255)
E/VG = Excellent/Very Good. *Indicates the odds ratio: < 0.001(< 0.001, > 999,999).

3.540 (3.530, 3.551)
0.582 (0.579, 0.586)

Predictor variable
Sex (Male)
Age (18 - 24)
Race (White)
Ethnicity (Hispanic)
Marital Status
(Married)
Education Level
( HS)
Income Level
(Poor/Near Poor)
Employment Status
(Full-time)
MSA (MSA)
Night or Weekend
Hours
Yes
No
Don’t know
After Hours Contact
Not at all difficult
Not too difficult
Somewhat
difficult
Very difficult
Don’t know
Regular Hours Contact
Not at all difficult
Not too difficult
Somewhat
difficult
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0.458 (0.457, 0.459)

Table 4-33.

Odds Ratios for BMT Subset Pairs Less than High School/More than High School and Married/Not Married.
Less than HS
0.500 (0.497, 0.503)
3.356 (3.332, 3.379)
0.623 (0.628, 0.637)
0.111 (0.109, 0.113)
0.917 (0.911, 0.923)
XX

More than HS
0.826 (0.824, 0.827)
0.703 (0.700, 0.706)
0.764 (0.762, 0.766)
1.119 (1.115, 1.123)
0.651 (0.650, 0.653)
XX

Odds ratios (95% CI)
BMT
0.800 (0.798, 0.801)
0.997 (0.994, 1.001)
0.746 (0.762, 0.766)
0.861 (0.680, 0.682)
0.681 (0.680, 0.682)
0.908 (0.905, 0.911)

0.518 (0.514, 0.523)

0.802 (0.628, 0.630)

0.778 (0.775, 0.781)

0.397 (0.394, 0.400)

1.086 (1.081, 1.091)

1.588 (1.579, 1.597)
0.525 (0.521, 0.528)

0.629 (0.581, 0.583)
0.560 (0.559, 0.561)

0.689 (0.688, 0.690)
0.552 (0.551, 0.554)

0.503 (0.501, 0.504)
0.482 (0.481, 0.484)

1.063 (1.060, 1.066)
0.714 (0.711, 0.716)

(reference)
1.071 (1.064, 1.078)
2.549 (2.525, 2.574)

(reference)
1.045 (1.043, 1.047)
0.713 (0.711, 0.716)

(reference)
1.089 (1.087, 1.091)
0.834 (0.831, 0.837)

(reference)
1.048 (1.046, 1.051)
0.430 (0.428, 0.433)

(reference)
1.147 (1.143, 1.150)
1.633 (1.626, 1.641)

(reference)
0.364 (0.359, 0.368)
1.600 (1.582, 1.619)
1.085 (1.073, 1.096)
1.945 (1.931, 1.960)

(reference)
0.876 (0.873, 0.878)
0.900 (0.897, 0.903)
0.711 (0.708, 0.713)
0.639 (0.637, 0.641)

(reference)
0.831 (0.829, 0.833)
0.920 (0.917, 0.923)
0.736 (0.734, 0.738)
0.701 (0.700, 0.703)

(reference)
1.003 (0.999, 1.006)
1.034 (1.029, 1.038)
0.833 (0.830, 0.837)
0.892 (0.889, 0.895)

(reference)
0.676 (0.673, 0.678)
0.886 (0.882, 0.891)
0.556 (0.553, 0.559)
0.466 (0.464, 0.467)

(reference)
0.750 (0.745, 0.756)
1.006 (0.995, 1.016)
2.645 (2.616, 2.674)
< 0.001 (<0.001,
2.061)

(reference)
1.446 (1.443, 1.449)
1.533 (1.528, 1.537)
3.865 (3.853, 3.877)

(reference)
1.370 (1.367, 1.373)
1.424 (1.420, 1.428)
3.662 (3.651, 3.672)

(reference)
1.235 (1.231, 1.239)
1.199 (1.194, 1.203)
3.899 (3.884, 3.913)

(reference)
1.562 (1.557, 1.568)
1.584 (1.577, 1.591)
3.193 (3.177, 3.210)

0.656 (0.652, 0.661)

0.560 (0.557, 0.564)

0.313 (0.309, 0.317)

0.972 (0.963, 0.980)

0.231 (0.229, 0.232)

0.484 (0.483, 0.485)

0.460 (0.459, 0.461)

0.564 (0.562, 0.565)

0.373 (0.372, 0.374)

Predictor variable
Sex (Male)
Age (18 - 24)
Race (White)
Ethnicity (Hispanic)
Marital Status (Married)
Education Level (< HS)
Income Level (Poor/Near
poor)
Employment Status (Fulltime)
MSA (MSA)
Night or Weekend Hours
Yes
No
Don’t know
After Hours Contact
Not at all difficult
Not too difficult
Somewhat difficult
Very difficult
Don’t know
Regular Hours Contact
Not at all difficult
Not too difficult
Somewhat difficult
Very difficult
Don’t know
Self-reported Health
Status (Very
good/Excellent)
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Married
1.094 (1.091, 1.096)
< 0.001 (< 0.001, 0.001)
0.917 (0.914, 0.920)
0.535 (0.532, 0.538)
XX
0.966 (0.961, 0.970)

Not married
0.506 (0.504, 0.507)
1.239 (1.235, 1.243)
0.661 (0.659, 0.663)
1.285 (1.279, 1.291)
XX
1.115 (1.111, 1.120)

Table 4-34.

Odds Ratios for BMT Subset Pairs Poor/Not Poor and Full-time/Not Full-time.
Not poor
0.843 (0.842, 0.845)
1.025 (1.022, 1.029)
0.894 (0.892, 0.896)
0.831 (0.828, 0.834)
0.706 (0.705, 0.708)
0.939 (0.936, 0.942)

Odds Ratios (95% CI)
BMT
0.800 (0.798, 0.801)
0.997 (0.994, 1.001)
0.746 (0.762, 0.766)
0.861 (0.680, 0.682)
0.681 (0.680, 0.682)
0.908 (0.905, 0.911)

Full-time
0.751 (0.750, 0.753)
1.369 (1.364, 1.375)
0.917 (0.915, 0.920)
0.931 (0.927, 0.935)
0.553 (0.552, 0.554)
1.320 (1.315, 1.326)

Not full-time
0.849 (0.846, 0.851)
0.471 (0.468, 0.474)
0.484 (0.482, 0.486)
0.667 (0.663, 0.672)
0.801 (0.798, 0.803)
0.770 (0.767, 0.773)

XX

0.778 (0.775, 0.781)

1.212 (1.205, 1.220)

0.562 (0.559, 0.564)

0.672 (0.671, 0.673)
0.579 (0.578, 0.580)

0.689 (0.688, 0.690)
0.552 (0.551, 0.554)

XX
0.767 (0.765, 0.770)

XX
0.418 (0.417, 0.420)

(reference)
1.157 (1.155, 1.159)
0.927 (0.924, 0.931)

(reference)
1.089 (1.087, 1.091)
0.834 (0.831, 0.837)

(reference)
1.477 (1.474, 1.481)
0.913 (0.909, 0.918)

(reference)
0.771 (0.768, 0.773)
0.754 (0.750, 0.758)

(reference)
0.903 (0.890, 0.916)
7.120 (7.013, 7.229)
0.246 (0.241, 0.251)
0.516 (0.508, 0.525)

(reference)
0.830 (0.827, 0.832)
0.854 (0.852, 0.857)
0.769 (0.767, 0.772)
0.703 (0.701, 0.705)

(reference)
0.831 (0.829, 0.833)
0.920 (0.917, 0.923)
0.736 (0.734, 0.738)
0.701 (0.700, 0.703)

(reference)
0.654 (0.652, 0.656)
0.829 (0.826, 0.833)
0.490 (0.488, 0.492)
0.549 (0.547, 0.551)

(reference)
1.203 (1.197, 1.208)
1.140 (1.133, 1.146)
0.964 (0.959, 0.969)
0.998 (0.994, 1.102)

(reference)
0.550 (0.542, 0.558)
1.536 (1.511, 1.561)
2.901 (2.854, 2.967)
*See notes.

(reference)
1.444 (1.441, 1.448)
1.469 (1.465, 1.474)
3.867 (3.856, 3.879)
0.582 (0.587, 0.586)

(reference)
1.370 (1.367, 1.373)
1.424 (1.420, 1.428)
3.662 (3.651, 3.672)
0.560 (0.557, 0.564)

(reference)
1.529 (1.525, 1.533)
1.394 (1.389, 1.399)
2.526 (2.515, 2.538)
0.524 (0.518, 0.529)

(reference)
1.107 (1.103, 1.112)
1.421 (1.415, 1.427)
4.622 (4.601, 4.642)
0.610 (0.604, 0.616)

0.206 (0.203, 0.209)

0.480 (0.479, 0.481)

0.460 (0.459, 0.461)

0.602(0.600, 0.603)

0.318 (0.317, 0.319)

Predictor variable
Sex (Male)
Age (18 - 24)
Race (White)
Ethnicity (Hispanic)
Marital Status (Married)
Education Level (< HS)
Income Level
(Poor/Near Poor)
Employment Status
(Full-time)
MSA (MSA)
Night or Weekend Hours
Yes
No
Don’t know
After Hours Contact
Not at all difficult
Not too difficult
Somewhat difficult
Very difficult
Don’t know
Regular Hours Contact
Not at all difficult
Not too difficult
Somewhat difficult
Very difficult
Don’t know
Self-reported Health
Status (E/VG)

Poor/Near poor
0.095 (0.094, 0.097)
0.753 (0.740, 0.767)
0.059 (0.058, 0.059)
3.015 (2.964, 3.068)
0.356 (0.352, 0.361)
1.148 (1.134, 1.163)
XX
0.774 (0.736, 0.753)
0.268 (0.265, 0.271)
(reference)
0.577 (0.570, 0.583)
*See notes.

E/VG = Excellent/Very Good. *Indicates the odds ratio < 0.001(< 0.001, > 999,999).
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Table 4-35.

Odds Ratios for BMT Subset Pairs MSA/Non-MSA and Poor/Fair/Good Health vs.Very Good/Excellent Health
MSA
0.725 (0.724, 0.727)
1.052 (1.048, 1.055)
0.845 (0.843, 0.847)
0.838 (0.835, 0.841)

Non-MSA
0.854 (0.851, 0.857)
0.709 (0.703, 0.716)
0.471 (0.469, 0.474)
1.202 (1.190, 1.214)

Odds Ratios (95% CI)
BMT
0.800 (0.798, 0.801)
0.997 (0.994, 1.001)
0.746 (0.762, 0.766)
0.861 (0.680, 0.682)

Good + Health
0.694 (0.692, 0.696)
1.195 (1.190, 1.200)
1.377 (1.371, 1.383)
0.777 (0.772, 0.782)

Poor/Fair health
0.862 (0.860, 0.864)
0.878 (0.874, 0.883)
0.478 (0.476, 0.479)
0.889 (0.885, 0.893)

0.594 (0.592, 0.595)

1.167 (1.162, 1.172)

0.681 (0.680, 0.682)

0.792 (0.790, 0.794)

0.569 (0.567, 0.570)

1.052 (1.048, 1.055)

1.082 (1.076, 1.088)

0.908 (0.905, 0.911)

1.070 (1.065, 1.075)

0.903 (0.899, 0.906)

0.724 (0.720, 0.728)

0.759 (0.753, 0.765)

0.778 (0.775, 0.781)

0.405 (0.401, 0.409)

0.887 (0.883, 0.891)

0.829 (0.827, 0.831)
XX

0.478 (0.476, 0.480)
XX

0.689 (0.688, 0.690)
0.552 (0.551, 0.554)

1.016 (1.013, 1.018)
0.813 (0.811, 0.816)

0.489 (0.488, 0.490)
0.460 (0.458, 0.461)

(reference)
1.649 (1.645, 1.652)
1.233 (1.228, 1.237)

(reference)
0.414 (0.412, 0.415)
0.280 (0.277, 0.283)

(reference)
1.089 (1.087, 1.091)
0.834 (0.831, 0.837)

(reference)
1.694 (1.689, 1.699)
1.137 (1.131, 1.143)

(reference)
0.798 (0.796, 0.800)
0.696 (0.693, 0.700)

(reference)
0.601 (0.599, 0.602)

(reference)
1.949 (1.938, 1.960)

(reference)
0.831 (0.829, 0.833)

(reference)
0.906 (0.903, 0.910)

(reference)
0.761 (0.758, 0.764)

0.774 (0.771, 0.777)
0.394 (0.392, 0.395)
0.594 (0.593, 0.596)

1.025 (1.016, 1.034)
1.523 (1.513, 1.533)
0.679 (0.675, 0.683)

0.920 (0.917, 0.923)
0.736 (0.734, 0.738)
0.701 (0.700, 0.703)

0.876 (0.872, 0.880)
0.492 (0.489, 0.495)
0.695 (0.693, 0.697)

1.029 (1.024, 1.033)
0.676 (0.673, 0.679)
0.681 (0.679, 0.684)

(reference)
1.974 (1.970, 1.979)

(reference)
0.237 (0.236, 0.239)

(reference)
1.370 (1.367, 1.373)

(reference)
0.966 (0.963, 0.969)

(reference)
1.989 (1.983, 1.995)

0.415 (0.413, 0.418)
2.144 (2.130, 2.158)
< 0.001 (< 0.001,
0.853 (0.848, 0.859) 0.898)

1.424 (1.420, 1.428)
3.662 (3.651, 3.672)

1.443 (1.437, 1.449)
1.100 (1.093, 1.107)

1.522 (1.516, 1.528)
7.169 (7.140, 7.199)

0.560 (0.557, 0.564)

0.443 (0.438, 0.447)

0.829 (0.821, 0.836)

0.493 (0.492, 0.494)

0.460 (0.459, 0.461)

XX

XX

Predictor variable
Sex (Male)
Age (18 - 24)
Race (White)
Ethnicity (Hispanic)
Marital Status
(Married)
Education Level
(< HS)
Income Level
(Poor/Near poor)
Employment Status
(Full-time)
MSA (MSA)
Night or Weekend
Hours
Yes
No
Don’t know
After Hours Contact
Not at all difficult
Not too difficult
Somewhat
difficult
Very difficult
Don’t know
Regular Hours Contact
Not at all difficult
Not too difficult
Somewhat
difficult
Very difficult
Don’t know
Self-reported Health
Status (E/VG)

2.145 (2.138, 2.152)
3.793 (3.780, 3.807)

0.402 (0.400, 0.403)

yE/VG = Excellent/Very Good.
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are more likely to have a nonurgent ED visit compared to those who report that their RSC
does have night or weekend hours; OR: 1.089(1.087, 1.091). Those who said they don’t
know were less likely to have a nonurgent ED visit; OR: 0.834(0.831, 0.837). This
remained true for most of the subsetted populations. Exceptions were found in the
female subset population, in which a “don’t know” response was associated with an
increased likelihood of a nonurgent ED visit, compared to a decreased likelihood in both
the DBMT population and among males (Table 4-31). The corresponding odds ratios
are: Female, OR: 1.234(1.229, 1.240); Males, OR: 0.505(0.502, 0.508); and DBMT, OR:
0.834(0.831, 0.837). For those in the Not White subset, those who reported no night or
weekend hours were less likely to have a nonurgent ED visit, compared to both Whites
and the DBMT. Those odds ratios are: Not White, OR: 0.700(0.697, 0.704); White, OR:
1.221(1.218, 1.223); and DBMT, OR: 1.089(1.087, 1.091). Among unmarried people,
the “don’t know” response was associated with an increased likelihood of a nonurgent
ED visit, in contrast to both Poor/Fair/Good Health OR: 1.633(1.626, 1.641); Married,
OR: 0.430(0.428, 0.433); DBMT, OR: 0.834(0.831, 0.837). For people who did not have
full-time employment (Table 4-34), reported night or weekend hours predicted less
likelihood of NUEDU, compared to an increased likelihood among those with full-time
employment, and the DBMT population. The corresponding odds ratios are: Not Fulltime, OR: 0.771(0.768, 0.773); Full-time, OR: 1.477(1.474, 1.481); DBMT, OR:
1.089(1.087, 1.091). Similarly, reported lack of night or weekend hours predicted less
likelihood of NUEDU among those in the population subsets Non-MSA and Very
Good/Excellent Health, compared to the MSA, Poor/Fair/Good Health, and DBMT
populations (Table 4-35). The corresponding odds ratios are: Non-MSA, OR:
0.414(0.412, 0.415); MSA, OR: 1.649(1.645, 1.652); Poor/Fair/Good Health, OR:
0.798(0.796, 0.800); Very Good/Excellent Health, OR: 1.694(1.689, 1.699); DBMT OR:
1.089(1.087, 1.091). There were differences for the “don’t know” response in the MSA
and Very Good/Excellent Health populations as well. Those differences, compared to
their counterpart populations and the DBMT population are shown by the odds ratios:
MSA, OR: 1.233(1.228, 1.237); Non-MSA, OR: 0.280(0.277, 0.283); Very
Good/Excellent Health, OR: 1.137(1.131, 1.143); Poor/Fair/Good Health, OR:
0.696(0.693, 0.700); DBMT, OR: 0.834(0.831, 0.837).
For the variable After Hours Contact, recall that all the responses compared to the
reference category response “not at all difficult” were predictive of less likelihood of
NUEDU in the DBMT population. The subset populations that showed exceptions to this
pattern for more than one of the response categories were the Male, Not Full-time, and
Non-MSA populations. Among Males, all of the responses other than “not too difficult”
indicated an increased likelihood of NUEDU (Table 4-31). Those odds ratios are,
starting with “not too difficult” through “don’t know” are: OR: 1.239(1.233, 1.245); OR:
1.165(1.158, 1.171); OR: 1.701(1.692, 1.710); OR: 1.381(1.375, 1.386). Among people
in the Not Full-time population, the “not too difficult” and “somewhat difficult”
responses were predictive an increased likelihood of NUEDU (Table 4-34). Those odds
ratios are: OR: 1.203(1.197, 1.208), and OR: 1.140(1.133, 1.146). In the Non-MSA
population, all of the “difficulty” responses indicated increased likelihood of a nonurgent
ED visit (Table 4-35). Those odds ratios are, again beginning with “not too difficult”:
OR: 1.949(1.938, 1.960), OR: 1.025(1.016, 1.034), OR: 1.523(1.513, 1.533).
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For the variable Regular Hours Contact, the response “very difficult” had the odds
ratio with the largest value for this variable, almost without exception. Those exceptions
were found in the Not White (Table 4-31), and Very Good/Excellent Health (Table 4-35)
populations. In the Not White population the response “not too difficult” had a higher
value, OR: 1.739(1.730, 1.748) compared to OR: 1.419(1.404, 1.434). Among those who
reported very good or excellent health, the response “somewhat difficult” had an odds
ratio with a higher value. Those values are: OR: 1.443 (1.437, 1.449) and OR: 1.100
(1.093, 1.107).
There are some noteworthy differences to be observed for variables other than the
SHRV in some of the population subset pairs. Comparing the Male and Female
population subsets (Table 4-31), the variables Age, Ethnicity, Marital Status, and Income
Level all predict NUEDU quite differently for males and females. The corresponding
odds ratios are: Age 18-24/Male OR: 1.916(1.906, 1.925), Age18-24/Female OR:
0.794(0.791, 0.798); Hispanic/Male OR: 0.460(0.457, 0.463), Hispanic/Female OR:
1.284 (1.279, 1.289); Married/Male OR: 1.250 (1.246, 1.254), Married/Female OR:
0.516(0.515, 0.517), and Poor/Near Poor/Male OR: 0.154 (0.152, 0.156), Poor/Near
Poor/Female OR: 1.076(1.071, 1.080).
In comparing the population subsets White and Not White the odds ratios for the
variables Age and Income Level are the most different (Table 4-31). Those odds ratios
are: Age 18-24/White OR: 1.136(1.132, 1.140), Age 18-24/Not White OR: 0.383(0.380,
0.387); Poor/Near Poor/White OR: 0.372(0.370, 0.375), Poor/Near Poor/Not White OR:
2.509(2.492, 2.525).
There are differences of note between the Married and Not Married populations in
how the variables Sex and Ethnicity predict NUEDU (Table 4-33). The corresponding
odds ratios are: Male/Married OR: 1.094(1.091, 1.096), Male/Not Married OR:
0.506(0.504, 0.507); Hispanic/Married OR: 0.535(0.532, 0.538), Hispanic/Not Married
OR: 1.285(1.279, 1.291).
In the Full-time and Not Full-time subpopulations the variables Age, Education
Level, and Income Level invite comparison (Table 4-34). The odds ratios for those
variables are: Age 18-24/Full-time OR: 1.369(1.364, 1.375), Age 18-24/Not Full-time
OR: 0.471(0.468, 0.474); Less than HS/Full-time OR: 1.320(1.315, 1.326), Less than
HS/Not Full-time OR: 0.770(0.767, 0.773); and Poor/Near Poor/Full-time OR:
1.212(1.205, 1.220), Poor/Near Poor/Not Full-time OR: 0.562(0.559, 0.564).
Table 4-35 shows odd ratios for the last two subset population pairs that will be
compared. They are the MSA and Non-MSA, and Poor/Fair/Good Health and Very
Good/Excellent Health pairs. Because there are noteworthy differences in between
populations for almost all the variables, the reader’s attention is directed to Table 4-35 to
observe that for the MSA and Non-MSA subset pair, the only variables for which there
are not large differences are Sex, Education Level, Income Level, and Self-reported
Health Status. For the Health Status subset pair, the differences are noteworthy for every
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variable, and also because there are no variables that are very close to the same value
between the populations. Of particular note is the difference in the odds ratio for the
Regular Hours Contact response category “very difficult.” Those values are: Very
Good/Excellent Health OR: 1.100(1.093, 1.107), and Poor/Fair/Good Health OR:
7.169(7.140, 7.199).
This concludes the presentation of findings for the subsetted populations. The
results presented in this section support that the SHRV are predictive of NUEDU not only
in the original study population, but in populations that were more specifically defined.
Further, these results show that the predictive value of the SHRV for NUEDU was fairly
consistent between populations. The next section will examine whether the SHRV are
predictive of NUEDU differently from how they predict ED use not classified as urgent.
Testing Predictive Value of the SHRV for NUEDU vs. Other ED Use
As was discussed in Chapter 3, the purpose of this multiple logistic regression
was to evaluate how all of the variables, including the SHRV, predicted ED use among
ED users who had an ED visit that was not categorized as nonurgent. As has been
discussed previously, visits not classified as nonurgent are comprised of visits that would
surely be considered urgent, as well as some that could not be classified. These visits are
therefore not referred to as urgent visits, but rather as “other ED use” (OEDU).
For this regression analysis the predictor population had the same characteristics
as the original study population with the exception that they were “other” ED users rather
than nonurgent ED users. They are the population described in the third set of columns
in Table 4-4. The same regression model as was used for the BMT was used except that
OEDU was the dependent variable instead of NUEDU. Results are shown in Table 4-36.
Model validity statistics are shown in Table 4-37. For convenience of comparison, the
odds ratios for the predictor variables are shown side-by-side for both OEDU and
NUEDU in Table 4-38.
Comparison of the odds ratios in Table 4-38 shows that the predictive values are
quite different for almost all the variables for OEDU vs. NUEDU. As can be seen, OED
users are more likely to be male than female; OR: 1.143(1.141, 1.145), while NUED
users are less likely to be male; OR: 0.801(0.799, 0.802). With regard to age, OEDU is
about twice as likely among people in aged 25-44 and 45-64 relative to those aged 18-25,
with odds ratios of OR: 1.961(1.954, 1.968), and 1.966(1.959, 1.972). People in the older
age categories are also more likely to have a nonurgent ED visit, but the difference
relative to those in the 18-25 age group is not as great. The corresponding odds ratios
are: OR: 1.377(1.372, 1.382) for those age 25-44, and OR: 1.149(1.145, 1.153) for those
age 45-64.
The pattern of prediction for the Ethnicity response categories is different for the
groups. Relative to Hispanics, the pattern for OEDU is that all other groups are less
likely to have an ED visit. The odds ratios for Black, Asian, and other non-Hispanics in
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Table 4-36.

Predictors of “Other” ED Use (OEDU) among Adults Age 18 through 64, with CPI and a RSC.

Variable and intercept
Intercept
Sex (Male)
Age (18-24)
Age 25-44
Age 45-64
Race (White)
Ethnicity (Hispanic)
Black/Not Hispanic
Asian/Not Hispanic
Other/Not Hispanic
Marital Status (Married)
Education Level (< HS)
HS or GED
BS, MS, PhD
Other degree
Income Level (Poor)
Near Poor
Low
Middle
High
Employment Status (Full-time)
MSA (MSA)
Night or Weekend Hours
Yes
No
Don’t know

Odds ratio (95% CI)
XX
1.143 (1.141, 1.145)
(reference)
1.961 (1.954, 1.968)
1.966 (1.959, 1.972)
0.647 (0.644, 0.650)
(reference)
0.589 (0.586, 0.592)
0.198 (0.196, 0.200)
0.720 (0.718, 0.722)
0.549 (0.548, 0.550)
(reference)
1.159 (1.155, 1.163)
1.252 (1.247, 1.258)
1.537 (1.530, 1.544)
(reference)
2.257 (2.234, 2.280)
2.603 (2.584, 2.622)
2.225 (2.210, 2.241)
1.901 (1.888, 1.914)
0.792 (0.791, 0.794)
1.444 (1.440, 1.448)

Regression coefficient
-2.2866
0.1338
(reference)
0.6733
0.6758
-0.4352
(reference)
-0.5293
-1.6194
-0.3282
-0.5991
(reference)
0.1475
0.2251
0.4298
(reference)
0.8140
0.9565
0.7999
0.6422
-0.2329
0.3673

Standard error
0.00540
0.000865
(reference)
0.00182
0.00177
0.00254
(reference)
0.00294
0.00395
0.00147
0.000939
(reference)
0.00192
0.00205
0.00225
(reference)
0.00520
0.00373
0.00355
0.00354
0.00109
0.00134

(reference)
1.064 (1.062, 1.066)
0.618 (0.616, 0.621)

(reference)
0.0624
-0.4806

(reference)
0.000932
0.00191
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Wald chi-square
179492.117
23920.2874
(reference)
136742.584
145157.814
29290.5472
(reference)
32496.0234
167838.216
49519.6958
407170.348
(reference)
5926.7334
12017.1781
36616.0205
(reference)
24461.2563
65618.7310
50644.9461
32827.8981
45970.6823
75418.8004
(reference)
4480.8785
63372.4660

Table 4-36.

(Continued).

Odds ratio (95% CI)
Regression coefficient
Standard error
Variable and intercept
After Hours Contact
Not at all difficult
(reference)
(reference)
(reference)
Not too difficult
0.959 (0.956, 0.961)
-0.0423
0.00136
Somewhat difficult
1.795 (1.790, 1.800)
0.5850
0.00148
Very difficult
1.331 (1.327, 1.336)
0.2863
0.00169
Don’t know
0.945 (0.942, 0.947)
-0.0570
0.00127
Regular Hours Contact
Not at all difficult
(reference)
(reference)
(reference)
Not too difficult
0.745 (0.744, 0.747)
-0.2937
0.00114
Somewhat difficult
1.003 (1.000, 1.005)
0.00264
0.00140
Very difficult
0.819 (0.816, 0.822)
-0.1995
0.00193
Don’t know
1.130 (1.124, 1.135)
0.1218
0.00234
Self-reported Health Status
Poor
(reference)
(reference)
(reference)
Fair
0.477 (0.474, 0.480)
-0.7398
0.00292
-0.5624
0.00261
Good
0.570 (0.567, 0.573)
Very good
0.383 (0.381, 0.384)
-0.9610
0.00262
Excellent
0.355 (0.353, 0.357)
-1.0350
0.00268
“Other” ED visits were those not defined as nonurgent using the method developed for this study.
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Wald chi-square
(reference)
963.0347
156920.655
28784.5404
2005.8566
(reference)
66404.5612
*3.4650
10709.1017
2713.4682
(reference)
64082.3458
46578.5501
134414.085
149351.360

Table 4-37.

Model Fit Statistics for "Other" ED Use (OEDU) Regression Analysis.

Model fit statistics/Intercepts and covariates
Tests of Global Null Hypothesis: Beta=0
Model
DF
AIC
SC
-2 Log L
Likelihood Ratio
Score
Wald
OEDU
32
41461575
41461775
41461509
1975094.49
2072678.94
1941496.28
Model fit statistics used are the Akaike Information Criterion (AIC), the Schwarz Criterion (SC), and the -2 Log L statistic.
The Pr > chi-square value for the Wald chi-square statistic is < .0001.
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Table 4-38.

Odds Ratios OEDU and NUEDU BMT Multiple Logistic Regression Models.
Variable

Sex (Male)
Age (18-24)
Age 25-44
Age 45-64
Race (White)
Ethnicity (Hispanic)
Black/Not Hispanic
Asian/Not Hispanic
Other/Not Hispanic
Marital Status (Married)
Education Level (< HS)
HS or GED
BS, MS, PhD
Other degree
Income Level (Poor)
Near poor
Low
Middle
High
Employment Status (Full-time)
MSA (MSA)
Night or Weekend Hours
Yes
No
Don’t know

Odds ratio (95% CI)
OEDU
1.143 (1.141, 1.145)
(reference)
1.961 (1.954, 1.968)
1.966 (1.959, 1.972)
0.647 (0.644, 0.650)
(reference)
0.589 (0.586, 0.592)
0.198 (0.196, 0.200)
0.720 (0.718, 0.722)
0.549 (0.548, 0.550)
(reference)
1.159 (1.155, 1.163)
1.252 (1.247, 1.258)
1.537 (1.530, 1.544)
(reference)
2.257 (2.234, 2.280)
2.603 (2.584, 2.622)
2.225 (2.210, 2.241)
1.901 (1.888, 1.914)
0.792 (0.791, 0.794)
1.444 (1.440, 1.448)

Odds ratio (95% CI)
NUEDU
0.801 (0.799, 0.802)
(reference)
1.377 (1.372, 1.382)
1.149 (1.145, 1.153)
0.877 (0.871, 0.882)
(reference)
1.772 (1.759, 1.784)
0.539 (0.534, 0.544)
1.218 (1.214, 1.223)
0.603 (0.602, 0.605)
(reference)
0.974 (0.971, 0.978)
0.579 (0.576, 0.581)
0.410 (0.408, 0.412)
(reference)
2.604 (2.579, 2.630)
1.943 (1.928, 1.958)
1.846 (1.833, 1.859)
1.651 (1.639, 1.663)
0.803 (0.801, 0.805)
0.775 (0.773, 0.777)

(reference)
1.064 (1.062, 1.066)
0.618 (0.616, 0.621)

(reference)
1.371 (1.368, 1.374)
0.789 (0.786, 0.793)
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Table 4-38.

(Continued).
Odds ratio (95% CI)
OEDU

Variable and intercept
After Hours Contact
Not at all difficult
(reference)
Not too difficult
0.959 (0.956, 0.961)
Somewhat difficult
1.795 (1.790, 1.800)
Very difficult
1.331 (1.327, 1.336)
Don’t know
0.945 (0.942, 0.947)
Regular Hours Contact
Not at all difficult
(reference)
Not too difficult
0.745 (0.744, 0.747)
Somewhat difficult
1.003 (1.000, 1.005)
Very difficult
0.819 (0.816, 0.822)
Don’t know
1.130 (1.124, 1.135)
Self-reported Health
Status (Poor)
(reference)
Fair
0.477 (0.474, 0.480)
Good
0.570 (0.567, 0.573)
Very good
0.383 (0.381, 0.384)
Excellent
0.355 (0.353, 0.357)
The Pr > chi-square values for all Wald chi-square statistics are < .0001..
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Odds ratio (95% CI)
NUEDU
(reference)
0.884 (0.882, 0.887)
0.853 (0.850, 0.856)
0.504 (0.502, 0.506)
0.733 (0.731, 0.735)
(reference)
1.436 (1.432, 1.440)
1.556 (1.551, 1.561)
4.136 (4.122, 4.151)
0.404 (0.400, 0.407)
(reference)
0.160 (0.160, 0.161)
0.111 (0.110, 0.111)
0.090 (0.090, 0.091)
0.073 (0.072, 0.073)

the OEDU population are, respectively: OR: 0.598(0.586, 0.592), OR: 0.198(0.196,
0.200), and OR: 0.720(0.718, 0.722). In contrast, among nonurgent ED users, only Asian
non-Hispanics are less likely than Hispanics to have an ED visit: OR: 0.539(0.534,
0.544).
The pattern for prediction with regard to education level, for OEDU there is a an
increasing likelihood of use with education level High School and greater, while for
NUEDU there is less likelihood. Rather than repeat every value here, the reader’s
attention is directed to Table 4-38.
For MSA, living in a metropolitan statistical is predicts an increased likelihood of
OEDU, but less likelihood of NUEDU, with odds ratios of OR: 1.444(1.440, 1.448) and
OR: 0.775(0.773, 0.777). The values for Self-reported Health Status show less difference
for OEDU than for NUEDU. Again, rather than repeating every value, the reader is
invited to observe the odds ratios of these variables in Table 4-38.
For the SHRV, the pattern of prediction for the variable Night or Weekend Hours
is the similar for both groups. For After Hours Contact, all response categories relative to
“not at all difficult” were predictive of decreased likelihood of NUEDU. For OEDU, the
responses “not too difficult” and “somewhat difficult” predicted increased likelihood of
use, with odds ratios of OR: 1.795(1.790, 1.800) and OR: 1.331(1.327, 1.336). The
consistent pattern noted for how Regular Hours Contact predicted NUEDU was not
observed for OEDU. The odds ratios for this variable in the OEDU population,
beginning with “not too difficult,” are: OR: 0.745(0.744, 0.747), OR: 1.003(1.000,
1.005), OR: 0.819(0.816, 0.822), and OR: 1.130(1.124, 1.135). Note particularly the
difference in the “very difficult” response odds ratios between populations; OR:
0.819(0.816, 0.822) for OEDU, and OR: 4.136(4.122, 4.151).
The results presented in this section provided information for the comparison of
the predictive value of the variables in the BMT when they were used to predict OEDU
instead of NUEDU. In the next section the predictive value of the BMT variables will be
tested in a model that includes a variable representing geographic factors.
Testing Predictors of NUEDU after Adding a Variable Representing Geographic
Region
Variables representing community-level factors were not included in this study
for reasons that have already been discussed. Briefly, those reasons were primarily due
to limitations inherent in MEPS with regard to geographic sampling (Medical
Expenditure Panel Survey, 2008). Nevertheless, as was discussed in Chapter 3, it was
felt that an additional group of multiple logistic regression analyses using the variable
Census Region would produce informative results. To accomplish this, five additional
regression analyses were performed. In the first of these, the variable Census Region was
added to the BMT regression model. MEPS divides the U. S. into four geographic areas:
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Northeast, Midwest, South, and West. The states that comprise each of these regions are
listed below.
● Northeast: Maine, New Hampshire, Vermont, Massachusetts, Rhode Island,
Connecticut, New York, New Jersey, Pennsylvania.
● Midwest: Ohio, Indiana, Illinois, Michigan, Wisconsin, Minnesota, Iowa,
Missouri, South Dakota, North Dakota, Nebraska, Kansas.
● South: Delaware, Maryland, District of Columbia, Virginia, West Virginia, North
Carolina, South Carolina, Georgia, Florida, Kentucky, Tennessee, Alabama,
Mississippi, Arkansas, Louisiana, Oklahoma, Texas.
● West: Montana, Idaho, Wyoming, Colorado, New Mexico, Arizona, Utah,
Nevada, Washington, Oregon, California, Alaska, Hawaii.
The response category “South” was chosen as the reference category. The multiple
logistic regression model thus created will be referred to as the BMT+CR, for “Best of
Models Tested plus Census Region.” Results of this analysis are shown in Table 4-39.
Model validity statistics are shown in Table 4-40.
The odds ratios for the variables in BMT+CR and BMT models are shown sideby-side in Table 4-41.
As can be seen by comparing the odds ratios for the same variables between
models, the addition of the variable Census Region changes the odds ratio values very
little, and the pattern of prediction does not change. Note this particularly for the SHRV.
For Night or Weekend Hours in the BMT+CR model, the likelihood of a nonurgent ED
visit is greater when respondents report that their RSC does not have night or weekend
hours; OR: 1.316(1.313, 1.319), compared to OR: 1.371(1.368, 1.374) for the same
variable and response category in the BMT model. For the variable After Hours Contact,
all responses predict less likelihood of a nonurgent ED visit compared to the reference
category “not at all difficult” in both models. For the variable Regular Hours Contact,
the BMT+CR model is consistent with the BMT model in that the “very difficult”
response has the highest odds ratio; OR: 4.246(4.231, 4.261).
The added variable, Census Region, shows that the likelihood of NUEDU is less
among those living in the Northeast compared to those who live in the South; OR:
0.856(0.854, 0.859). Among those who live in the Midwest or in the West, the likelihood
of a nonurgent ED visit is decreased; OR: 1.068(1.065, 1.070), and OR: 1.714(1.712,
1.716).
Another four analyses were performed to evaluate the influence of geographic
region. For these analyses the study population was further sorted so that it had the same
characteristics of the original study population plus the added characteristic of living in
each of the geographic regions represented by the Census Region response categories.
This procedure is the same as that used to produce the subsetted populations described in
an earlier section in this chapter. As with those subset pairs analyses, the response
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Table 4-39. Predictors of NUEDU in a Regression Model in Which the Variable Census Region Has Been Added to the
BMT (BMT + CR).
Predictor variable and intercept
Intercept
Sex (Male)
Age (18-24)
Age 25-44
Age 45-64
Race (White)
Ethnicity (Hispanic)
Black/Not Hispanic
Asian/Not Hispanic
Other/Not Hispanic
Marital Status (Married)
Education Level (< HS)
HS or GED
BS, MS, PhD
Other degree
Income Level (Poor)
Near poor
Low
Middle
High
Employment Status (Full-time)
MSA (MSA)
Night or Weekend Hours
Yes
No
Don’t know

Odds ratio (95% CI)
Regression coefficient
XX
0.4222
0.805 (0.803, 0.807)
-0.2169
(reference)
(reference)
1.366 (1.360, 1.371)
0.3116
1.154 (1.150, 1.158)
0.1431
0.896 (1.360, 1.371)
-0.1099
(reference)
(reference)
1.635 (1.623, 1.646)
0.4914
0.576 (0.570, 0.581)
-0.5523
1.134 (1.129, 1.138)
0.1254
0.599 (0.597, 0.600)
-0.5132
(reference)
(reference)
0.976 (0.973, 0.980)
-0.0240
0.583 (0.580, 0.585)
-0.5400
0.407 (0.405, 0.410)
-0.8981
(reference)
(reference)
2.589 (2.563, 2.614)
0.9511
1.925 (1.910, 1.939)
0.6547
1.840 (1.872, 1.853)
0.6098
1.667 (1.655, 1.680)
-0.5132
0.797 (0.795, 0.799)
0.2270
0.793 (0.791, 0.795)
-0.2320
(reference)
1.316 (1.313, 1.319)
0.769 (0.765, 0.772)
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(reference)
0.2748
-0.2633

Standard error
0.00572
0.00101
(reference)
0.00194
0.00187
0.00319
(reference)
0.00368
0.00476
0.00202
0.00114
(reference)
0.00194
0.00219
0.00286
(reference)
0.00501
0.00391
0.00370
0.00371
0.00120
0.00129
(reference)
0.00110
0.00147

Wald chi-square
544.03904
46062.9711
(reference)
25724.2502
5861.0390
1189.2344
(reference)
17828.0961
13469.2287
3842.6675
204160.561
(reference)
153.4613
60653.6905
98508.7501
(reference)
36058.7462
27964.4051
27160.6023
19037.2627
35619.1070
32153.7853
(reference)
62048.0220
42374.4104

Table 4-39. (Continued).
Predictor variable and intercept
Odds ratio (95% CI)
Regression coefficient
After Hours Contact
Not at all difficult
(reference)
(reference)
Not too difficult
0.893 (0.891, 0.896)
-0.1129
Somewhat difficult
0.855 (0.852, 0.859)
-0.1561
Very difficult
0.529 (0.527, 0.531)
-0.6362
Don’t know
0.739 (0.736, 0.741)
-0.3030
Regular Hours Contact
Not at all difficult
(reference)
(reference)
Not too difficult
1.442 (1.438, 1.445)
0.3658
Somewhat difficult
1.573 (1.567, 1.578)
0.4528
Very difficult
4.246 (4.231, 4.261)
1.4459
Don’t know
0.418 (0.414, 0.422)
-0.8717
Self-reported Health
(reference)
(reference)
Status (Poor)
Fair
0.154 (0.153, 0.155)
-1.8701
Good
0.107 (0.107, 0.108)
-2.2315
Very good
0.087 (0.087, 0.087)
-2.4414
Excellent
0.070 (0.069, 0.070)
-2.6628
Census Region (South)
(reference)
(reference)
Northeast
0.856 (0.854, 0.859)
-0.1550
Midwest
1.068 (1.065, 1.070)
0.6555
West
1.714 (1.712, 1.716)
-0.3371
The Pr > chi-square values for all Wald chi-square statistics are < .0001.
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Standard error

Wald chi-square

(reference)
0.00154
0.00182
0.00207
0.00147

(reference)
5406.7352
7345.6977
94513.6412
42374.4104

(reference)
0.00128
0.00172
0.00182
0.00493
(reference)

(reference)
82051.3903
69397.5953
628895.492
31278.7066
(reference)

0.00232
0.00200
0.00200
0.00216
(reference)
0.00144
0.00131
0.00154

651809.847
1241090.64
1483647.05
1518411.23
(reference)
11540.3768
2493.7693
47841.9217

Table 4-40.

Model Validity Statistics for BMT+CR Multiple Logistic Regression Model.

Model fit statistics/intercepts and
covariates
Tests of global null hypothesis: Beta=0
Model
AIC
SC
-2 Log L
Likelihood ratio
Score
Wald
BMT+CR
32259082
32259301
32259010
4774204.12 7753971.25 4571650.87
The Wald chi-square Pr > chi-square value for test of global null hypothesis: Beta=0 is < .0001.
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Table 4-41. Predictors of NUEDU in a Regression Model in Which the Variable Census Region Has Been Added to the
BMT (BMT+CR).
Predictor variable and intercept
Sex (Male)
Age (18-24)
Age 25-44
Age 45-64
Race (White)
Ethnicity (Hispanic)
Black/Not Hispanic
Asian/Not Hispanic
Other/Not Hispanic
Marital Status (Married)
Education Level (< HS)
HS or GED
BS, MS, PhD
Other degree
Income Level (Poor)
Near poor
Low
Middle
High
Employment Status (Full-time)
MSA (MSA)
Night or Weekend Hours
Yes
No
Don’t know

Odds ratio (95% CI)
0.805 (0.803, 0.807)
(reference)
1.366 (1.360, 1.371)
1.154 (1.150, 1.158)
0.896 (1.360, 1.371)
(reference)
1.635 (1.623, 1.646)
0.576 (0.570, 0.581)
1.134 (1.129, 1.138)
0.599 (0.597, 0.600)
(reference)
0.976 (0.973, 0.980)
0.583 (0.580, 0.585)
0.407 (0.405, 0.410)
(reference)
2.589 (2.563, 2.614)
1.925 (1.910, 1.939)
1.840 (1.872, 1.853)
1.667 (1.655, 1.680)
0.797 (0.795, 0.799)
0.793 (0.791, 0.795)

Odds ratio (95% CI)
0.801 (0.799, 0.802)
(reference)
1.377 (1.372, 1.382)
1.149 (1.145, 1.153)
0.877 (0.871, 0.882)
(reference)
1.772 (1.759, 1.784)
0.539 (0.534, 0.544)
1.218 (1.214, 1.223)
0.603 (0.602, 0.605)
(reference)
0.974 (0.971, 0.978)
0.579 (0.576, 0.581)
0.410 (0.408, 0.412)
(reference)
2.604 (2.579, 2.630)
1.943 (1.928, 1.958)
1.846 (1.833, 1.859)
1.651 (1.639, 1.663)
0.803 (0.801, 0.805)
0.775 (0.773, 0.777)

(reference)
1.316 (1.313, 1.319)
0.769 (0.765, 0.772)

(reference)
1.371 (1.368, 1.374)
0.789 (0.786, 0.793)
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Table 4-41.

(Continued).

Predictor variable and intercept
After Hours Contact
Not at all difficult
Not too difficult
Somewhat difficult
Very difficult
Don’t know
Regular Hours Contact
Not at all difficult
Not too difficult
Somewhat difficult
Very difficult
Don’t know
Self-reported Health Status (Poor)
Fair
Good
Very good
Excellent
Census Region (South)
Northeast
Midwest
West

Odds ratio (95% CI)

Odds ratio (95% CI)

(reference)
0.893 (0.891, 0.896)
0.855 (0.852, 0.859)
0.529 (0.527, 0.531)
0.739 (0.736, 0.741)

(reference)
0.884 (0.882, 0.887)
0.853 (0.850, 0.856)
0.504 (0.502, 0.506)
0.733 (0.731, 0.735)

(reference)
1.442 (1.438, 1.445)
1.573 (1.567, 1.578)
4.246 (4.231, 4.261)
0.418 (0.414, 0.422)
(reference)
0.154 (0.153, 0.155)
0.107 (0.107, 0.108)
0.087 (0.087, 0.087)
0.070 (0.069, 0.070)
(reference)
0.856 (0.854, 0.859)
1.068 (1.065, 1.070)
1.714 (1.712, 1.716)

(reference)
1.436 (1.432, 1.440)
1.556 (1.551, 1.561)
4.136 (4.122, 4.151)
0.404 (0.400, 0.407)
(reference)
0.160 (0.160, 0.161)
0.111 (0.110, 0.111)
0.090 (0.090, 0.091)
0.073 (0.072, 0.073)
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XX

XX
XX
XX

categories were reduced to two for all variables except the SHRV before the population
was further sorted by region.
These analyses allowed for observation of how the SHRV predicted NUEDU
among people living in each region; Northeast, Midwest, South, and West. The results of
these regressions are shown in Tables 4-42 through 4-45. Model validity statistics for
these four region subset multiple logistic regression models are compiled in Table 4-46.
For convenience of comparison, the odds ratios for each region subset analysis are
compiled in Table 4-47. Frequency analyses for the SHRV and Self-reported Health
Status variables for each of the census region population subsets are shown in Tables 448 through 4-51.
Comparison of the values shown in Table 4-47 illustrates that there are
differences between regions in how these independent variables predict NUEDU. Selfreported Health Status was the only variable that predicted NUEDU as less likely among
those who reported being in very good or excellent health in all regions. However, there
was still considerable difference between the highest and lowest odds ratios for this
variable; OR: 0. 246(0.245, 0.246) for South compared to OR: 0.963(0.959, 0.966) for
Midwest.
The differences in how variables representing Predisposing factors; Sex, Age,
Race, Ethnicity, Marital Status, and Education Level, predicted NUEDU can be seen by
first observing the odds ratios for the variable Sex. It was only in the South that males
were more likely than females to have a nonurgent ED visit; OR: 1.029(1.026, 1.032).
People in the Age 18-24 category were more likely to be nonurgent ED users than those
in the older age groups in the Midwest and the South; OR: 1.054(1.048, 1.061), and OR:
1.352(1.346, 1.358). In the Northeast and West NUEDU was less likely among those in
the youngest age group; OR: 0.558(0.552, 0.564), and OR: 0.710(0.703, 0.718). Whites
were more likely than non-Whites to be nonurgent ED users in the Northeast and West,
but less likely to be in the Midwest and South. The corresponding odds ratios are: OR:
1.036(1.029, 1.042), OR: 1.801(1.787, 1.815), OR: 0.506 (0.503, 0.508), and OR:
0.847(0.844, 0.850). The likelihood that a nonurgent ED user would be Hispanic
compared to non-Hispanic ranged from OR: 0.203(0.199, 0.209) in the Northeast to OR:
2.008(1.993, 2.023) in the Midwest. Being married was predictive of increased
likelihood of NUEDU only in the West; OR: 1.309(1.302, 1.316). Having less than a
high school education was associated with a decreased likelihood of NUEDU for people
living in the Northeast and Midwest, and an increased likelihood in the South and West;
OR: 0.263(0.260, 0.267), OR: 0.300(0.298, 0.302), OR: 1.597(1.590, 1.603), and OR:
1.778(1.766, 1.790).
Regional differences in how the study variables predict NUEDU was also noted for the
variables representing Enabling factors; Income Level, Employment Status, and MSA.
Being poor or near poor was predictive of an increased likelihood of NUEDU only in the
South; OR: 1.523(1.516, 1.531). Being employed full-time predicted an increased
likelihood of NUEDU only in the Northeast; OR: 2.648(2.632, 2.664). Living in a
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Table 4-42.

Census Region BMT+CR Subset Model for Northeast Region.

Predictor variable and intercept
Odds ratio (95% CI)
Regression coefficient
Standard error Wald chi-square
Intercept
XX
-1.8814
0.00547
118240.847
Sex (Male)
0.514 (0.512, 0.516)
-0.6658
0.00234
81241.0680
Age (18 - 24)
0.558 (0.552, 0.564)
-0.5834
0.00520
12600.3760
Race (White)
1.036 (1.029, 1.042)
0.0351
0.00330
112.7905
Ethnicity (Hispanic)
0.203 (0.199, 0.207)
-1.5963
0.00966
27308.4030
Marital Status (Married)
0.564 (0.562, 0.567)
-0.5719
0.00229
62176.8495
Education Level (< HS)
0.263(0.260, 0.267)
-1.3341
0.00692
37145.8968
Income Level (Poor/Near poor)
0.203 (0.198, 0.209)
-1.5930
0.0137
13552.3209
Employment Status (Full-time)
2.648 (2.632, 2.664)
0.9738
0.00302
103695.937
MSA (MSA)
0.502 (0.499, 0.505)
-0.6896
0.00298
53542.1720
Night or Weekend hours
Yes
(reference)
(reference)
(reference)
(reference)
No
0.773 (0.769, 0.776)
-0.2581
0.00240
11560.2290
Don’t know
0.913 (0.906, 0.920)
-0..914
0.00384
567.0611
After Hours Contact
Not at all difficult
(reference)
(reference)
(reference)
(reference)
Not too difficult
0.503 (0.500, 0.506)
-0.6871
0.00307
50192.4984
Somewhat difficult
0.256 (0.253, 0.258)
-1.3640
0.00565
58176.7048
Very difficult
1.234 (1.225, 1.243)
0.2101
0.00370
3220.2769
Don’t know
0.327 (0.325, 0.329)
-1.1185
0.00343
106186.434
Regular Hours Contact
Not at all difficult
(reference)
(reference)
(reference)
(reference)
Not too difficult
1.678 (1.669, 1.688)
0.5179
0.00284
33280.2961
Somewhat difficult
2.412 (2.395, 2.429)
0.8804
0.00367
57536.6257
Very difficult
4.509 (4.474, 4.545)
1.5061
0.00401
140951.203
Don’t know
<0.001 (< 0.001, 0.746)
-13.8728
6.9289
*4.0087
Self-reported Health Status
(Very good/Excellent)
0.543 (0.541, 0.545)
-0.6104
0.00222
75926.1085
The reference categories for dichotomous variables are in parentheses. The Wald chi-square Pr > chi-square values are <
.0001 for every regression coefficient except for the one indicated by an asterisk. That value is 0.0453.
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Table 4-43.

Census Region BMT+CR Subset Model for Midwest Region.

Predictor variable and intercept
Odds ratio (95% CI)
Regression coefficient
Standard error
Wald chi-square
Intercept
XX
-1.1203
0.00393
81454.7591
Sex (Male)
0.743 (0.740, 0.745)
-0.2974
0.00173
29653.2126
Age (18 - 24)
1.054 (1.048, 1.061)
0.0529
0.00329
258.3982
Race (White)
0.506 (0.503, 0.508)
-0.6816
0.00252
73113.7435
Ethnicity (Hispanic)
2.008 (1.993, 2.023)
0.6971
0.00393
31487.7042
Marital Status (Married)
0.644 (0.642, 0.647)
-0.4396
0.00184
57206.4113
Education Level (< HS)
0.300 (0.298, 0.302)
-1.2041
0.00407
87404.9516
Income Level (Poor/Near poor)
0.604 (0.598, 0.610)
-0.5043
0.00471
11459.3031
Employment Status (Full-time)
0.517 (0.515, 0.519)
-0.6594
0.00176
140779.643
MSA (MSA)
0.745 (0.742, 0.748)
-0.2941
0.00201
21510.3305
Night or Weekend Hours
Yes
(reference)
(reference)
(reference)
(reference)
No
1.180 (1.176, 1.185)
0.1659
0.00188
7813.4297
Don’t know
1.267 (1.259, 1.275)
0.2365
0.00320
5473.1459
After Hours Contact
Not at all difficult
(reference)
(reference)
(reference)
(reference)
Not too difficult
1.596 (1.589, 1.603)
0.4677
0.00231
41049.2544
Somewhat difficult
0.856 (0.851, 0.862)
-0.1550
0.00342
2056.5462
Very difficult
0.254 (0.252, 0.257)
-1.3688
0.00555
60741.3799
Don’t know
0.810 (0.806, 0.814)
-0.2110
0.00242
7631.4163
Regular Hours Contact
Not at all difficult
(reference)
(reference)
(reference)
(reference)
Not too difficult
1.119 (1.114, 1.124)
0.1123
0.00219
2624.8194
Somewhat difficult
1.573 (1.565, 1.581)
0.4531
0.00264
29407.9707
Very difficult
1.381 (1.368, 1.394)
0.3228
0.00465
4821.7653
Don’t know
0.372 (0.367, 0.378)
-0.9877
6.9768
16523.4806
Self-reported Health Status
(Very good/Excellent)
0.963 (0.959, 0.966)
-0.0380
0.01802
447.0219
The reference categories for dichotomous variables are in parentheses. The Wald Chi-Square Pr > ChiSq value was < .0001
for every regression coefficient.
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Table 4-44.

Census Region BMT+CR Subset Model for South Region.

Predictor variable and intercept
Odds ratio (95% CI)
Regression coefficient
Standard error
Wald chi-square
Intercept
XX
-1.4507
0.00301
232599.868
Sex (Male)
1.029 (1.026, 1.032)
0.0285
0.00140
414.4133
Age (18 - 24)
1.352 (1.346, 1.358)
0.3017
0.00236
16327.0289
Race (White)
0.847 (0.844, 0.850)
-0.1658
0.00170
9464.8183
Ethnicity (Hispanic)
0.511 (0.508, 0.515)
-0.6707
0.00341
38715.9676
Marital Status (Married)
0.576 (0.574, 0.578)
-0.5515
0.00151
132818.485
Education Level (< HS)
1.597 (1.590, 1.603)
0.4680
0.00203
52910.5628
Income Level (Poor/Near poor)
1.523 (1.516, 1.531)
0.4208
0.00254
27511.3557
Employment Status (Full-time)
0.777 (0.775, 0.779)
-0.2522
0.00149
28782.7903
MSA (MSA)
1.015 (1.012, 1.019)
0.0150
0.00175
73.4114
Night or Weekend Hours
Yes
(reference)
(reference)
(reference)
(reference)
No
1.110 (1.106, 1.113)
0.1040
0.00166
3941.2220
Don’t know
0.592 (0.587, 0.596)
-0.5246
0.00376
19416.2980
After Hours Contact
Not at all difficult
(reference)
(reference)
(reference)
(reference)
Not too difficult
0.714 (0.711, 0.717)
-0.3396
0.00231
21331.8826
Somewhat difficult
1.122 (1.117, 1.128)
0.1155
0.00251
2123.5134
Very difficult
0.631 (0.628, 0.635)
-0.4601
0.00280
27016.2258
Don’t know
0.761 (0.758, 0.764)
-0.2727
0.00211
16775.5744
Regular Hours Contact
Not at all difficult
(reference)
(reference)
(reference)
(reference)
Not too difficult
1.321 (1.316, 1.326)
0.2748
0.00179
24069.5922
Somewhat difficult
1.439 (1.565, 1.581)
0.3641
0.00238
23349.0839
Very difficult
3.043 (3.028, 3.058)
1.1129
0.00251
196198.473
Don’t know
1.389 (1.475, 1.402)
0.3283
0.00484
4606.5407
Self-reported Health Status
(Very good/Excellent)
0.246 (0.245, 0.246)
-1.4042
0.00151
863819.426
The reference categories for dichotomous variables are in parentheses. The Wald chi-square Pr > chi-square value is < .0001
for every regression coefficient.
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Table 4-45.

Census Region BMT+CR Subset Model for West Region.

Predictor variable and intercept
Odds ratio (95% CI)
Regression coefficient
Standard error
Wald chi-square
Intercept
XX
-1.8868
0.00642
86498.2022
Sex (Male)
0.456 (0.454, 0.458)
-0.7856
0.00252
96889.6634
Age (18 - 24)
0.710 (0.703, 0.718)
-0.3419
0.00544
3952.2974
Race (White)
1.801 (1.787, 1.815)
0.5886
0.00347
22024.4653
Ethnicity (Hispanic)
1.744 (1.732, 1.755)
0.5561
0.00336
27376.2735
Marital Status (Married)
1.309 (1.302, 1.316)
0.2693
0.00274
9676.1369
Education Level (< HS)
1.778 (1.766, 1.790)
0.5753
0.00351
26939.3443
Income Level (Poor/Near poor)
0.073 (0.071, 1.074)
-2.6242
0.0107
59658.1876
Employment Status (Full-time)
0.315 (0.313, 0.316)
-1.1565
0.00243
227395.123
MSA (MSA)
0.182 (0.181, 0.182)
-1.7064
0.00269
402384.168
Night or Weekend Hours
Yes
(reference)
(reference)
(reference)
(reference)
No
1.863 (1.853, 1.872)
0.6219
0.00268
53923.0057
Don’t know
2.178 (2.157, 2.200)
0.7786
0.00499
24346.7354
After Hours Contact
Not at all difficult
(reference)
(reference)
(reference)
(reference)
Not too difficult
0.582 (0.576, 0.587)
-0.5419
0.00464
13659.3961
Somewhat difficult
1.606 (1.591, 1.621)
0.4740
0.00476
9893.8740
Very difficult
0.683 (0.677, 0.689)
-0.3814
0.00453
7086.2964
Don’t know
1.101 (1.093, 1.110)
0.0967
0.00383
636.1929
Regular Hours Contact
Not at all difficult
(reference)
(reference)
(reference)
(reference)
Not too difficult
1.368 (1.359, 1.377)
0.3134
0.00346
8185.9520
Somewhat difficult
0.813 (0.806, 0.819)
-0.2072
0.00413
2520.2545
Very difficult
9.973 (9.900, 10.046)
2.2999
0.00373
379278.689
Don’t know
0.807 (0.795, 0.802)
-0.2139
0.00771
770.4349
Self-reported Health Status
(Very good/Excellent)
0.509 (0.506, 0.511)
-0.6763
0.00247
74848.5442
The reference categories for dichotomous variables are in parentheses. The Wald chi-square Pr > chi-square value is < .0001
for every regression coefficient.
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Table 4-46.

Model Validity Statistics for BMT+CR Subset Regression Models.

Model fit statistics/intercepts and
covariates
Tests of global null hypothesis: Beta=0
BMT+CR subset model
AIC
SC
-2 Log L
Likelihood ratio
Score
Wald
Northeast
6986029.8 6986128.5
6985987.8
1125795.43 1167617.55 868335.319
Midwest
11068001
11068104
11067959
664150.546 668328.963
624070.34
South
15745763
15745872
15745721
1919211.5 2002556.25 1694219.58
West
6004402.4 6004503.2
6004360.4
1911987.65 2545940.62 1552496.92
The Wald chi-square Pr > chi-square values for all tests of global null hypothesis: Beta=0 are < .0001.
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Table 4-47.

Odds Ratios for BMT+CR Census Region Subsets.
Odds ratios

Variables

Northeast
Midwest
Sex (Male)
0.514 (0.512, 0.516)
0.743 (0.740, 0.745)
Age (18-24)
0.558 (0.552, 0.564)
1.054 (1.048, 1.061)
Race (White)
1.036 (1.029, 1.042)
0.506 (0.503, 0.508)
Ethnicity (Hispanic)
0.203 (0.199, 0.207)
2.008 (1.993, 2.023)
Marital Status (Married)
0.564 (0.562, 0.567)
0.644 (0.642, 0.647)
Education Level (< HS)
0.263 (0.260, 0.267)
0.300 (0.298, 0.302)
Income Level (Poor/Near poor)
0.203 (0.198, 0.209)
0.604 (0.598, 0.610)
Employment Status (Full-time)
2.648 (2.632, 2.664)
0.517 (0.515, 0.519)
MSA (MSA)
0.502 (0.499, 0.505)
0.745 (0.742, 0.748)
Night or Weekend Hours
Yes
(reference)
(reference)
No
0.773 (0.769, 0.776)
1.180 (1.176, 1.185)
Don’t know
0.913 (0.906, 0.920)
1.267 (1.259, 1.275)
After Hours Contact
Not at all difficult
(reference)
(reference)
Not too difficult
0.503 (0.500, 0.506)
1.596 (1.589, 1.603)
Somewhat difficult
0.256 (0.253, 0.258)
0.856 (0.851, 0.862)
Very difficult
1.234 (1.225, 1.243)
0.254 (0.252, 0.257)
Don’t know
0.327 (0.325, 0.329)
0.810 (0.806, 0.814)
Regular Hours Contact
Not at all difficult
(reference)
(reference)
Not too difficult
1.678 (1.669, 1.688)
1.119 (1.114, 1.124)
Somewhat difficult
2.412 (2.395, 2.429)
1.573 (1.565, 1.581)
Very difficult
4.509 (4.474, 4.545)
1.381 (1.368, 1.394)
Don’t know
<0.001 (<0.001, 0.746)
0.372 (0.367, 0.378)
Self-reported Health Status
(Very good/Excellent)
0.543 (0.541, 0.545)
0.963 (0.959, 0.966)
The reference categories for dichotomous variables are in parentheses.
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South
1.029 (1.026, 1.032)
1.352 (1.346, 1.358)
0.847 (0.844, 0.850)
0.511 (0.508, 0.515)
0.576 (0.574, 0.578)
1.597 (1.590, 1.603)
1.523 (1.516, 1.531)
0.777 (0.775, 0.779)
1.015 (1.012, 1.019)

West
0.456 (0.454, 0.458)
0.710 (0.703, 0.718)
1.801 (1.787, 1.815)
1.744 (1.732, 1.755)
1.309 (1.302, 1.316)
1.778 (1.766, 1.790)
0.073 (0.071, 1.074)
0.315 (0.313, 0.316)
0.182 (0.181, 0.182)

(reference)
1.110 (1.106, 1.113)
0.592 (0.587, 0.596)

(reference)
1.863 (1.853, 1.872)
2.178 (2.157, 2.200)

(reference)
0.714 (0.711, 0.717)
1.122 (1.117, 1.128)
0.631 (0.628, 0.635)
0.761 (0.758, 0.764)

(reference)
0.582 (0.576, 0.587)
1.606 (1.591, 1.621)
0.683 (0.677, 0.689)
1.101 (1.093, 1.110)

(reference)
1.321 (1.316, 1.326)
1.439 (1.565, 1.581)
3.043 (3.028, 3.058)
1.389 (1.475, 1.402)

(reference)
1.368 (1.359, 1.377)
0.813 (0.806, 0.819)
9.973 (9.900, 10.046)
0.807 (0.795, 0.802)

0.246 (0.245, 0.246)

0.509 (0.506, 0.511)

Table 4-48.
Variables.

Northeast Census Region Response Frequencies and Percentages for SHRV and Self-reported Health Status

Variables
Night or Weekend Hours
Yes
No
Don’t know
Total
After Hours Contact
Not at all difficult
Not too difficult
Somewhat difficult
Very difficult
Don’t know
Total
Regular Hours Contact
Not at all difficult
Not too difficult
Somewhat difficult
Very difficult
Don’t know
Total
Self-reported Health Status
Poor/Fair/Good
Very good/Excellent
Total

Percentage

Unweighted frequency

Weighted frequency

36.74
50.92
12.34
100.00

251
330
76
657

9,309,938
6,716,966
2,256,318
18,238,318

32.87
22.72
8.90
5.94
29.57
100.00

214
160
52
43
188
657

6,010,088
4,153,954
1,627,703
1,084,357
5,407,216
18,283,318

54.25
25.67
9.15
5.08
5.85
100.00

362
167
60
35
33
657

9,918,014
4,694,141
1,672,861
928,556
1,069,746
18,283,318

34.07
65.93
100.00

241
416
657

6,228,992
12,054,326
18,283,318
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Table 4-49.
Variables.

Midwest Census Region Response Frequencies and Percentages for SHRV and Self-reported Health Status

Variables
Night or Weekend Hours
Yes
No
Don’t know
Total
After Hours Contact
Not at all difficult
Not too difficult
Somewhat difficult
Very difficult
Don’t know
Total
Regular Hours Contact
Not at all difficult
Not too difficult
Somewhat difficult
Very difficult
Don’t know
Total
Self-reported Health Status
Poor/Fair/Good
Very Good/Excellent
Total

Percentage

Unweighted frequency

Weighted frequency

39.93
49.07
11.00
100.00

313
373
83
769

9,602,449
7,814,365
2,152,118
19,568,932

30.84
20.81
10.03
7.82
30.51
100.00

238
166
83
59
224
770

6,037,579
4,074,481
1,964,143
1,530,507
5,973,184
19,579,894

56.31
23.26
13.11
3.75
3.52
100.00

430
184
96
30
30
770

11,036,811
4,553,680
2,567,237
733,906
688,260
19,579,894

33.42
66.58
100.00

270
500
770

6,542,767
13,037,127
19,579,894
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Table 4-50.
Variables.

South Census Region Response Frequencies and Percentages for SHRV and Self-reported Health Status

Variables
Night or Weekend Hours
Yes
No
Don’t know
Total
After Hours Contact
Not at all difficult
Not too difficult
Somewhat difficult
Very difficult
Don’t know
Total
Regular Hours Contact
Not at all difficult
Not too difficult
Somewhat difficult
Very difficult
Don’t know
Total
Self-reported Health Status
Poor/Fair/Good
Very good/Excellent
Total

Percentage

Unweighted frequency

Weighted frequency

26.31
65.30
8.39
100.00

298
688
80
1066

6,990,382
17,349,091
2,228,485
26,567,958

20.99
23.37
13.72
10.28
31.64
100.00

235
249
148
122
314
1068

5,575,570
6,207,110
3,643,388
2,731,068
8,405,325
26,562,463

50.11
30.85
10.19
6.88
1.98
100.00

539
332
105
68
25
1069

13,332,377
8,208,245
2,711,172
1,830,339
5,266,683
26,608,816

36.23
63.77
100.00

431
638
1069

9,639,277
16,969,589
26,608,816
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Table 4-51.
Variables.

West Census Region Response Frequencies and Percentages for SHRV and Self-reported Health Status

Variables
Night or Weekend Hours
Yes
No
Don’t know
Total
After Hours Contact
Not at all difficult
Not too difficult
Somewhat difficult
Very difficult
Don’t know
Total
Regular Hours Contact
Not at all difficult
Not too difficult
Somewhat difficult
Very difficult
Don’t know
Total
Self-reported Health Status
Poor/Fair/Good
Very good/Excellent
Total

Percentage

Unweighted frequency

Weighted frequency

38.32
52.45
9.23
100.00

293
374
65
732

8,442,020
6,169,241
1,486,190
16,097,451

19.49
20.36
9.53
14.49
36.13
100.00

154
157
81
106
234
732

3,137,688
3,277,285
1,532,842
2,333,150
5,816,486
16,097,451

49.49
24.82
13.44
8.12
4.13
100.00

337
202
106
55
32
132

7,965,925
3,996,161
2,164,268
1,306,155
664,944
16,097,451

35.14
64.86
100.00

279
435
732

5,657,221
10,440,230
16,097,451
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metropolitan statistical area was predictive of less likelihood of a nonurgent ED visit in
every region except the South; OR: 1.051(1.012, 1.019).
The SHRV also predicted NUEDU differently in different geographic regions. In
the Northeast people who reported that their RSC did not have night or weekend hours
were less likely to have a nonurgent ED visit, the only region where this was the case
OR: 0.773(0.769, 0.776). How the After Hours Contact responses predicted NUEDU
varied both in the relationship between the different responses within each region, and for
each category between regions. Rather than repeating every odds ratio here, the reader is
invited to examine those relationships in Table 4-47.
For the variable Regular Hours Contact the response category “very difficult” was
highly predictive of NUEDU in every region except the Midwest. Note that those living
in the West who reported that it was very difficult to contact their RSC during regular
office hours were almost 10 times as likely to have a nonurgent ED visit as those who
reported that Regular Hours Contact was “not at all difficult.”
The response frequencies for the SHRV and Self-reported Health Status, shown in
Tables 4-48 through 4-51, demonstrate some differences between regions. Those who
reported being in very good or excellent health was highest in the Midwest, at 66.58%,
and lowest in the South, 63.77%. The percentage of those who reported that their RSC
had office hours at night or on weekends was also highest in the Midwest and lowest in
the South, with corresponding percentages of 39.93% and 26.31%. For the variable After
Hours Contact there were considerable differences in the response frequencies between
regions; in the South 20.99% reported that it was “not at all difficult” to contact their
RSC after hours, compared to 32.87% in the Northeast. The “don’t know” response for
reported difficulty making RSC contact after hours was highest in the West and lowest in
the Northeast, at 36.13% and 29.57%, respectively. For the variable Regular Hours
Contact, the “very difficult” response frequency was highest in the West, at 8.12%, and
lowest in the Midwest, at 3.75%. The “don’t know” response for this variable was
highest in the Northeast and lowest in the South, with percentages of 5.85% and 1.98%.
Taken together, these differences in response frequencies between regions suggest
possible differences in both the expectations of patients and the practice patterns of PCP
that will be discussed in Chapter 5.
Summary
These findings support the hypothesis that NUEDU among non-elderly adults with
CPI and a RSC is influenced by the SHRV. Whether the SHRV were predictive of
NUEDU in populations of varying characteristics was also tested. Findings from the data
analyses described in this chapter also speak to the appropriateness of the model used in
this study. A discussion of these findings, along with possible implications for policy and
suggestions for further study, follows in Chapter 5.
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CHAPTER 5.

DISCUSSION

Introduction
The purpose of this chapter is to discuss findings presented in Chapter 4. The
goals of this discussion are to demonstrate that the study population accurately represents
non-elderly adults with continuous private insurance and a regular source of care, that the
variables related to the study hypotheses are in fact predictors of nonurgent emergency
department use within that population, and how the information thus gained could be
useful in shaping aspects of health policy. An evaluation of the method used to
determine ED urgency in this study, and the implications of the size of the study
population are included in the discussion of data. Finally, limitations of the study and
suggestions for future research will be presented.
The regression analyses described in Chapters 3 and 4 produced results regarding
the predictive value for the dependent variable NUEDU of both the SHRV and the other
independent variables. Those results form the core of this study. However, even before
regression analyses were performed, sorting of these data produced relevant findings.
The findings derived from data sorting will be discussed in the following sections.
Data Sorting Findings: Assignment of Urgency
The results of the multiple logistic regression analyses that determined whether
the SHRV are statistically significant predictors of NUEDU are discussed in later
sections. Statistical significance is the standard for rejecting or failing to reject the null
hypotheses presented in Chapters 1 and 3, and is therefore essential. In addition,
however, it is desirable to have an a priori sense that the data are also reasonable;
although inherently subjective, this is an important analytic step in this type of analysis.
Having data that is reasonable as well as statistically significant requires considering
what the data says before beginning a study’s core analyses. Because the method used to
determine the urgency classification of ED visits is central to this study, the following
discussion will center on what indications there are that the method used to assign ED
urgency classification first makes sense and is analytically sound.
The reasons for assigning classification of ED visit urgency by patient report have
been discussed at length previously. The results for the percentages of ED visits
classified as nonurgent in the study population and the populations at each stage of the
sorting process were reported in Table 4-2. One of the reasons for producing these data
was to see if the results reasonably align with previous studies. As was discussed in
Chapter 2, it is difficult to compare the actual percentages of NUEDU between studies
because there is little consistency in how those percentages are obtained. Therefore, it is
not the primary intent here to compare the percentages of nonurgent ED visits in this
study to those in other studies. Rather, the intent is to determine whether the changes in
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nonurgent ED percentages within the study population as its characteristics change are
reasonable.
These changes in percentages were shown in Table 4-2. With the first sorting
step, the population changed from including all ages to being limited to people aged 18
through 64. There was a corresponding increase in the percentage of visits classified as
nonurgent from 44.44% to 47.14%. In a study of pediatric ED users, it has been
demonstrated that a high percentage of visits are for conditions that were determined to
be nonurgent using clinical criteria, but also that the majority of the parents of these
children considered their needs to be urgent (Berry et al., 2008). Another study of
nonurgent ED use found that for persons over age 65 the percentage of visits that were
nonurgent was 22.4%, compared to 42.1% for those age 18-44, and 32.0% for those age
45-64 (Cunningham et al., 1995). Based on these previous findings, it is reasonable that
the percentage of ED visits that were classified as nonurgent in this study increased when
the oldest and youngest respondents were removed from the study population.
In the second population sorting step the added characteristic of CPI was added.
Numerous studies have as their premise that NUEDU is evidence of inadequate access to
quality primary care (Bashshur et al., 1994; O’Brien et al., 1997; Gill et al., 2000;
Billings et al., 2000). In turn, access to quality primary care has been demonstrated to be
enhanced by having private health insurance (O’Brien et al., 1997; Sox et al., 1998).
Based on previous research, therefore, it would be expected that the percentage of ED
visits that were nonurgent in the study population would decrease with the addition of
CPI. The percentage dropped from 47.14% to 45.20%. Similarly, the evidence that a
RSC is an important component of access to care is compelling (Haddy et al., 1997; Rask
et al., 1994: Stewart et al., 1997; Xu, 2002). Another drop in the percentage of ED visits
that were nonurgent could therefore be expected with the addition of RSC as a population
characteristic. Although a change was observed, it was only .05%; from 45.20% to
45.15%. This suggests that having a RSC did not confer a particular advantage in
avoiding NUEDU among the privately insured.
The limitations of this method of determining the urgency classification of ED
visits were discussed in Chapter 3. They include that patient recall may be biased or
inaccurate (Coughlin, 1989), and that the patient’s perspective may have been influenced
by clinical findings. It should be noted again here, as was discussed at length in Chapter
2, that creating a valid method of classifying the urgency of ED visits has been a
limitation throughout the history of studies on NUEDU. In any case, because the
percentage of ED visits that were found to be nonurgent in other studies varies so widely,
comparison between studies of what percentage of ED visits are nonurgent is
problematic. For example, among the studies listed in Table 2-1, the lowest percentage
of ED visits that were reported as nonurgent was 10% (Baker & Baker, 1994), and the
highest was 90% (Lowe & Bindman, 1997). However, regardless of its limitations, for
this study the same method was used to classify ED visit urgency at each stage of the
population sorting process. This consistency of method suggests that it is reasonable to
compare the percentages of nonurgent ED visits noted in Table 4-2 to each other. The
trends thus observed are consistent with what might be expected based on previous
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studies. That is, the percentage of ED visits that were nonurgent increased when the
population was limited to people age 18 through 64, then decreased with each of the
added population characteristics of CPI and RSC.
Observations on the Size and Makeup of the Study Population
As was discussed in Chapters 1 and 2, one of the reasons for studying how
privately insured persons use health care services is that there are so many of them; over
half of all U. S. citizens have private health insurance coverage (Cohen & Rhoades,
2009). Figure 4-1 illustrated the percentage of people who have CPI and a RSC relative
to the entire U. S. population. As was demonstrated by the findings shown in Figure 4-1,
non-elderly adults with CPI and a RSC make up 26.3% of all U. S. citizens, and over
40% of nonelderly adults. These relationships are easy to overlook when individual
studies of health services use are considered, because most published reports focus on a
specific and relatively small study population, as was demonstrated in the review of
NUEDU studies in Chapter 2. Anything that has direct implications on NUEDU for this
study’s population, since it represents such a large component of the U. S. population,
potentially has indirect implications for nonurgent ED users in the rest of the population.
If recent health care legislation is implemented, many more Americans will have some
form of private health care coverage. In that case it will be even more helpful to know
what influences this important aspect of health care use among privately insured people.
Another reason for choosing to study people who have CPI and a RSC is that they
are demonstrated users of health care services. It has been shown that access to care for
privately insured persons is not subject to the same constraints that other groups face, for
reasons that have already been discussed. Further, those who report having a RSC have
demonstrated that they are willing to be users of health care at least to the extent
necessary to have a RSC. Because they are demonstrated users of health care, many of
the reasons commonly associated with non-use of health care, such as distance from a
health care provider, perception of lack of need, and personal aversion to care, do not
apply. Limiting the study population to demonstrated users of health care is particularly
useful if what is being studied is how health services use is influenced by how the health
care system functions, which is true of the SHRV in relation to NUEDU.
In order for this study’s findings on how the SHRV influence NUEDU among
people with CPI and a RSC to be credible, it is important that the study population
accurately represents that population. It could be offered as a given that MEPS, as a
nationally-representative survey, accurately represents any part of the population that is
sorted out from among its respondents. Nevertheless, findings from sorting of the study
population that further support that accuracy are discussed next.
In Tables 4-3 and 4-4 data were shown for the percentages, response frequencies,
and weighted values that represent five populations, each one a subset of the previous
population. These population subsets were the result of the population sorting steps
illustrated in Figure 3-2. These data were produced so that the changes in the
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characteristics of the population that occurred as a result of each sorting step could be
observed. These changes could then be evaluated to determine if they were consistent
with what might be expected based on previous research.
The population represented in the middle set of columns in Table 4-4 is the study
population, non-elderly adults with CPI, a RSC, and a nonurgent ED visit. The right set
of columns represents the study population counterpart; “other” ED users. Multiple
logistic regression analyses were performed using these two populations, and their
characteristics will be discussed later along with those results. The populations
represented in Table 4-3 and the first set columns in Table 4-4 are the result of sorting
by age, CPI, and RSC. For most of the predictor variables used in this study other than
the SHRV, there has been an extensive amount of research that has been done previously.
For that reason, there is much to draw on with regard to how changes in the population
that occur with each sorting step should look.
For the variable Sex, it can be noted that there is not much change, from 49.38%
to 49.15%, in the percentage of males between the population that has all non-elderly
adults to the population with CPI. (The corresponding change in the percentage of
females is implied. For each of the dichotomous variables, only the reference variable
will be discussed specifically.) This is consistent with reports that the gender proportion
of those with private insurance coverage mirrors that of the general population (Cohen &
Rhoades, 2009). The change in percentage of males with the added condition of a RSC,
from 49.15% (Table 4-3), to 47.24% (Table 4-4), is also consistent with previous
findings that women are more likely than men to seek health care (Shumaker & Hill,
1991; Norcross et al., 1996).
For the variable Age, the change in the population percentage for those in the 1824 category from fell from 15.49% to 10.22% with the added condition of CPI, and
further to 8.95% with the condition of RSC. These data are consistent with findings that
young adults are less likely to have private insurance coverage than older adults, and that
that they are less likely to seek care even when they have health care coverage (Quinn et
al., 2000; Andersen & Aday, 1978). The change in population percentages among those
in the oldest age group, 45-64, showed an increase from 39.72%, to 46.08% with the
addition of CPI, to 49.84% with the further addition of a RSC. These data are consistent
with previous findings that older persons, in addition to being more likely to have a
continuous source of private insurance, are also more likely to seek care, largely to the
increased disease burden that accompanies age (Andersen & Aday, 1978; Wolinsky,
1978). The percentage changes in the middle age category, 25-44, are less; 44.79%, to
43.70%, to 42.21%. This perhaps reflects that the liabilities of increased disease burden
and lack of insurance are less likely in this age group.
The variables Race and Ethnicity will be discussed together. The population
percentage of Whites increased from 80.68%, to 83.58%, to 84.40% with the sorting
steps that represent CPI and RSC. The population percentage in the ethnicity category
that includes whites, Other/Non-Hispanic, increased from 69.05%, to 77.45%, to 78.65%.
These findings are consistent with reports that the percentage of uninsured person is
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lowest among Whites, and that Whites perceive less discrimination in obtaining health
care (Centers for Disease Control, 2008; Chen et al., 2005). Also of note is the change in
the percentage of Hispanics, from 14.46%, to 8.08% and 7.64%. This is consistent with
reports that the Hispanics are the ethnic group in the U. S. with the highest percentage of
uninsured; 30.4% (Centers for Disease Control, 2008).
The percentage of married people increased with the population sorting steps
representing CPI and RSC. Those percentages are: 54.88%, 65.60%, and 68.63%. This
is consistent with reports that married people are more likely to be insured (Fuchs, 2004),
and also that they are more likely to be users of health care (Shumaker & Hill, 1991).
The percentage of those with less than a high school education decreased in the
populations limited to those with CPI, and then a RSC. Those percentages are: 14.22%,
6.39%, and 6.16%. This is consistent with reports that private health insurance coverage
is related to education level (Lyle, 2003). Note that the percentage drop was slight from
the CPI to the RSC populations. This suggests that lack of health insurance coverage is a
significant obstacle to having a RSC for those without a high school education.
Similarly, among poor and near poor persons, the largest population percentage drop
occurred when the population was sorted by CPI. The drop for those in the “poor”
category was 11.43% to 2.51%, and for those in the “near poor” category it was 4.11% to
1.28%. This is also consistent with previous findings that private health insurance
coverage is directly related to income (Lyle, 2003). Again, since there is almost no
change in population percentages with sorting by RSC, it can be suggested that lack of
insurance coverage is a meaningful obstacle to having a RSC for poor people.
For the variable Employment Status, the jump in population percentage from
68.74% to 80.13% with sorting by CPI is not at all surprising, because having at least one
person in a household with full-time employment is a condition of private health
insurance coverage in most cases (Cohen & Rhoades, 2009). That there is little change in
percentage with sorting by RSC, 80.13% to 79.27%, suggests that insurance coverage is
an important condition for RSC access for those with employer-sponsored health
insurance coverage.
The drop in population percentage in the “poor” and “fair” self-reported health
status categories was from 2.83% to 1.32% for “poor,” and from 8.74% to 5.63% for
“fair” as a result of sorting by CPI. These finding are consistent with previous findings
that people in poor health are less likely to be employed full-time, and thus less likely to
be eligible for employer-sponsored health insurance coverage (Hadley, 2003). As was
noted with other variables, there was little change in the percentage of the population in
each of these categories with additional sorting by RSC.
Taken together, these observations of the results of population sorting by supports
that the population from which the ED users in this study come, non-elderly adults with
CPI and a RSC, is accurately represented. How the variables described above were used
in a series of multiple logistic regression analyses was presented in Chapter 3, and their
results in Chapter 4. Those results will be discussed in the following sections.
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Discussion of Results from the “Best of Models Tested” (BMT)
As has been discussed previously, the conceptual framework adapted for use in
this study, the Behavioral Model of Health Services Use, was chosen because its
appropriateness for evaluating how people use health care services has been well
established. The variables chosen to represent predisposing, enabling, and need factors,
aside from the SHRV, were similarly based on theory and previous study.
In this study a series of multiple logistic regression analyses was performed to test
whether there was statistical support for the decisions regarding conceptual framework
and variable selection. The first analysis in this series was one that contained only the
SHRV. The remaining analyses in the series each contained one additional variable, until
all the variables in the proposed theoretical model were included. Results of this series
were presented in Tables 4-5, and 4-8 through 4-17. Results of the model validity tests,
shown in Table 4-7, support that the multiple logistic regression model that contained all
the variables proposed in the conceptual framework was in fact the BMT. Throughout
this series of analyses, the odds ratios for the SHRV maintained a consistent pattern for
predicting NUEDU regardless of what additional variables were added to the regression
model. This suggests that this pattern of prediction is an accurate representation of what
actually occurs. The results for the BMT were shown in Table 4-17.
As shown in Table 4-17, among non-elderly adults with CPI and a RSC, it was
found that the variables other than the SHRV predicted NUEDU similarly to how they
predict other health service use. The findings for those variables ratios were presented in
detail in Chapter 4, and the possible significance of each will be discussed in the section
on subsetted populations. The possible significance of the SHRV results is discussed
next.
There are some interesting observations that can be made about the SHRV even
before they are used in the regression analyses. The first set of columns in Table 4-4
shows the response frequencies for the SHRV among non-elderly adults with CPI and a
RSC. Note the high percentage of “don’t know” responses, 31.85%, for the variable
After Hours Contact. This is especially noteworthy when compared to the “don’t know”
response for the variable Regular Hours Contact; only 3.70%. A possible interpretation
of these findings is that if it were important to PCPs that their patients know how to
contact them after them after hours, the percentage of “don’t know” responses for After
Hours Contact would be lower than 31.85%. That is, if it were standard that patients in a
primary care practice were given information as to how they could reach their PCP
outside of regular office hours, this response rate might reasonably be expected to be
lower. This is also consistent with the interpretation that people do not know how
difficult after-hours contact is unless they have previously had reason to make the
attempt. It could also mean that an expectation of being able to reach one’s PCP after
hours is not routinely part of the patient-doctor relationship in primary care. The “don’t
know” response category seems high for the variable Night or Weekend Hours as well;
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10.13%. It may be that these response frequencies reflect the degree to which primary
care physicians are willing to be forthcoming about night or weekend hours.
The difference in the response percentages for the SHRV between the population
subsets represented in the three sets of columns in Table 4-4 is also interesting. For the
variable Night or Weekend Hours the difference in the percentage of “don’t know”
responses drops from 10.13% in the overall population to 5.20% among those with a
nonurgent ED visit, which is not very different from the response percentage of those
who reported an urgent ED visit; 5.87%. When comparing these response frequencies to
each other, it may be that people who are sick enough to visit an ED, whether for urgent
or nonurgent reasons, are more likely to know what their PCPs’ office hours are than
people who are less ill. Also noteworthy is that far fewer people reported that they did
not know whether their PCPs’ had night or weekend office hours than those who reported
that they did not know how difficult it was to make contact with their PCP after hours.
For the variable After Hours Contact the percentage of people who reported
“don’t know” was also almost the same for those with both nonurgent and urgent ED
visits; 26.77% and 26.54%, respectively, compared with 31.85% for the overall
population of nonelderly adults with CPI and a RSC. These findings suggest several
possible interpretations. First, that well over a quarter of the respondents in each
subpopulation reported that they did not know how difficult it was to contact their RSC
outside of regular office hours suggests that how a PCP might be contacted outside of
regular office hours is not information either routinely provided or stressed to patients.
Further, it suggests that not only is information of after-hours PCP availability not
routinely provided, the expectation that has been created instead is that the PCP will not
be available outside of regular office hours. Otherwise, one might expect that there
would be a greater difference in the “don’t know” response percentages between
nonurgent and urgent ED users, as well as a greater difference between ED users
compared to the overall population.
The percentage of nonurgent ED users who reported that they did not know how
difficult it was to contact their RSC during regular office hours dropped from 3.70% in
the preceding population to 0.92% in the NUEDU population. Compare this also to the
percentage among those whose ED visits were reported to be urgent; 3.84%. Note also
that the percentage of those who reported that it was “very difficult” to contact their RSC
during regular office hours was 19.62% in the NUEDU population, compared to 5.94%
and 6.33% in the overall population and the population of those with urgent ED visits.
That nonurgent ED users knew how difficult it was to contact their RSC far more than the
other groups, and had a far higher percentage reporting that it was very difficult to do so
suggests that nonurgent ED users did try to contact to their RSC during regular office
hours before going to the ED for nonurgent care.
After multiple logistic regression analysis, as noted earlier, the odds ratios for the
SHRV shown in Table 4-17 demonstrate a pattern that remained consistent throughout
the series of multiple logistic regression models that started with the PRM and
culminated in the BMT. The pattern for the variable Night or Weekend Hours is that
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nonurgent ED use is more likely among those who report that their RSC does not have
night or weekend hours; OR: 1.372 (1.368, 1.374) compared to those who report that
their RSC does have them. The “don’t know” response for Night or Weekend Hours is
predictive of less likelihood of a nonurgent ED visit; OR: 0.789 (0.786, 0.793). The
finding that NUEDU is more likely among those who report having no access to night or
weekend office hours is perhaps intuitive. For example, for many people the availability
of night or weekend appointments creates opportunities for scheduling that might
mitigate the need to miss work or school. For these people a visit to the ED for
nonurgent care may have been a practical necessity that is obviated by the possibility of
seeing their PCP at times when otherwise the ED would have been the only alternative.
Also, a physician’s willingness to offer night or weekend hours could be interpreted as
evidence that he or she has a level of commitment to accommodating patients’ scheduling
needs that is not found in practices without these hours. That could represent a
qualitative difference in a physician’s philosophy of patient care that would be consistent
with fewer nonurgent ED visits among his or her patients.
Interpreting the meaning of the “don’t know” response to the Night or Weekend
variable is similarly suggestive of possible patient-doctor relationship interpretations. As
discussed earlier, the frequency of the “don’t know” response seems too high to dismiss it
as simply missing information. From the doctor side of the relationship equation, it
would seem that it would be important that patients know if there are night or evening
hours. On the other hand, in those practices that lack of any hours outside of typical
daytime business hours it is perhaps not something that would be highlighted for patients.
From the patient side, it would seem that engaged patients would know what hours are
offered by their RSC. Since the “don’t know” response is predictive of less NUEDU
relative to the “yes” response, it could also mean that these are also generally healthier
people, who are unfamiliar with their RSC hours because they are less likely to have
learned the office practices of their RSC. It could also mean that these are people who do
not make their own phone calls or schedule their own appointments, as might happen in
the case of a spouse making an appointment, for example.
For the variable After Hours Contact the inverse pattern of likelihood of a
nonurgent ED visit and the difficulty in contacting a RSC after hours was presented in
Chapter 4. Those findings demonstrated that a nonurgent ED visit was most likely
among those who reported that it was “not at all difficult” to contact their RSC outside of
regular office hours. All other responses, including “don’t know,” predicted less
likelihood of NUEDU. Those who reported that after hours contact was “very difficult”
were only about half as likely to be nonurgent ED users as those whose response was
“not at all difficult.” A possible interpretation of these findings is that a RSC will direct a
patient to the ED when contact is achieved. In order for this to be an accurate
interpretation, there must be a relationship with the reported difficulty in making afterhours contact with a RSC and the actual success in doing so. In other words, people who
report that it is very difficult to contact their RSC actually achieve contact less often than
those who report that it is less difficult. If there is such a relationship, then it is
reasonable to suppose that reported difficulty is a relative measure of how often patients
are able get advice from their RSC as to whether or not they should go to the ED. In that
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case, these findings suggest that the more often patients are able to contact their RSC
after hours, the more often that contact will result in a nonurgent ED visit.
For the variable Regular Hours Contact, the results suggest that the difficulty a
patient reports in being able to contact their RSC during regular office hours is the most
predictive of NUEDU of all the SHRV. Recall from the presentation of findings that the
likelihood of a nonurgent ED visit was over 4 times as likely among those reporting
“very difficult” for Regular Hours Contact compared to those reporting “not at all
difficult;” OR: 4.136(4.122, 4.151). The percentage of nonurgent ED users who made
this response was 19.62%, compared to 5.96% in the overall population of non-elderly
adults with CPI and a RSC. The odds ratios for the other “difficulty” responses were also
predictive of an increased likelihood of nonurgent ED use. The corresponding odds
ratios are: OR: 1.436(1.432, 1.440) for “not too difficult,” and OR: 1.556(1.551, 1.561).
These findings suggest a general scenario in which a patient with an acute care
need attempts to contact a RSC for advice or for an appointment. Those who report that
it is not at all difficult to contact the RSC are the most likely to get the advice or the
appointment they need to avoid a nonurgent ED visit. With increasing reported difficulty
in making contact, there is less likelihood that either advice or an appointment will be
obtained. With neither, patients must make their own determinations of whether they
should seek care at an ED. As with the responses for After Hours Contact, this suggested
scenario is based in part on a patients’ report of the degree of difficulty being a measure
of patients’ success in making regular-hours contact.
The findings for the SHRV overall suggest that these three components of how
PCPs practice make a large contribution in predicting NUEDU among privately insured
persons with CPI and a RSC. In the following section the results of the multiple logistic
regression analyses performed on the subsetted populations will be discussed.
Discussion of BMT Subset Pairs Results
Recall that the purpose of the subset pairs analyses was to determine whether the
SHRV predicted NUEDU the same among nonurgent ED users in population with
different characteristics. Ten subset pairs were created; a pair for each of the predictor
variables other than the SHRV. This resulted in twenty distinct sub-populations and
allowed for the comparison of how the SHRV predicted NUEDU between male and
female non-elderly adults with CPI and a RSC, to give an example. Recall also from
Chapter 4 that for this group of analyses a dichotomous version of the BMT, called the
DBMT, was created. The odds ratios for the subset pairs were shown in Tables 4-31
through 4-35, along with the results from the DBMT for comparison to the pairs’ results.
The following discussion of how the SHRV predict NUEDU in the subset pairs is
organized such that the SHRV are discussed one at a time. Individual odds ratios will not
be repeated except in the cases where there is a notable difference between the
populations in the pair, or between one or both of the populations in the pair and the
DBMT results. Recall that there were small numbers of nonurgent ED visits in the Age
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18-24, Hispanic, Less than High School, and Poor/Near Poor subpopulations, with 16, 21,
33, and 21 nonurgent ED visits, respectively. Any comparisons that include those
populations must therefore be considered with the low occurrence of NUEDU found in
them in mind.
Night or Weekend Hours Prediction of NUEDU among Population Subsets
Patient report of lack of night or weekend hours predicted a greater likelihood of
NUEDU compared to report of availability of night or weekend hours in fifteen of the
twenty subset populations. The populations in which the reverse was found were the Not
White, Poor/Near Poor, Not Full-time, Not MSA, and Poor/Fair/Good Health
populations. (Recall, however, that NUEDU in the Poor/Near Poor population consisted
of only 21 visits.) Similarly, the “don’t know” response predicted less likelihood of
NUEDU in fifteen of twenty subset populations. This response predicted a greater
likelihood of NUEDU in the Female, Age 18-24, Hispanic, Less than High School, and
Not Married populations. This suggests that the variable Night and Weekend Hours is a
fairly consistent predictor of NUEDU.
After Hours Contact Prediction of NUEDU among Population Subsets
Recall that in the unsubsetted DBMT the pattern of prediction for After Hours
Contact was that all responses, including the “don’t know” response, predicted a
decreased likelihood of NUEDU compared to the “not at all difficult” response, with the
“somewhat difficult” response odds ratio value the closest to the reference; OR:
0.920(0.917, 0.923). This general pattern was demonstrated in only six of the twenty
subset populations; Females, More than High School, Not Married, Not Poor/Near Poor,
Full-time, and MSA. Among males, every other response relative to “not at all difficult”
predicted an increased likelihood of NUEDU. In the Non-MSA population the “don’t
know” response was the only one that predicted a decreased likelihood of NUEDU
compared to the “not at all difficult” response. Overall, there was considerable
variability in how this factor predicted NUEDU in the subset populations. This suggests
that After Hours Contact does not consistently predict NUEDU in all circumstances.
Regular Hours Contact Prediction of NUEDU among Population Subsets
The “very difficult” response to After Hours Contact predicted an increased
likelihood of NUEDU and had the odds ratio with the highest value relative to the “not at
all difficult” reference response in 18 of the 20 subset populations. In those subset
populations the value of that odds ratio ranged from OR: 2.144(2.130, 2.158) for the
Non-MSA population to OR: 7.169(7.140, 7.199) in the Poor/Fair/Good Health
population. (This is not counting the OR: 15.575(15.402, 15.751) for the Age 18-24
population, which is possibly suspect for reasons already discussed.) The two subset
populations that are exceptions are the Not White and Very Good/Excellent Health
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populations. In the Not White population the odds ratio for “not too difficult” was
higher; OR: 1.739(1.730, 1.748) vs. OR: 1.419(1.404, 1.434) for “very difficult”.
Comparison of these odds ratios to the odds ratios in the White subset (Table 4-31)
suggest Whites and non-Whites are treated differently in their regular-hours telephone
interactions with their RSC, or at least that their perception of how they are treated is
different. It could also suggest that non-Whites make fewer attempts to contact their
RSC before deciding to go to an ED for a nonurgent visit.
In the Very Good/Excellent Health population, the odds ratio for the response
“somewhat difficult” was higher than the odds ratio for the “very difficult” response; OR:
1.443(1.093, 1.107) vs. OR: 1.100(1.093, 1.107). A possible reason for this is that a RSC
may be more willing to offer an appointment for an acute care need to someone known to
be in very good or excellent health. It could also mean that someone who self-reports
very good or excellent health may feel less need to go to an ED for treatment, regardless
of how difficult it is for them to contact their RSC during the day.
In all, these finding suggest that Regular Hours Contact is a consistent predictor
or NUEDU regardless of how the population of non-elderly adult with CPI and a RSC is
otherwise segmented, almost without exception. In the next section the discussion will
focus on whether the SHRV predict ED use that was not classified as nonurgent, OEDU,
differently from how they predict NUEDU.
Discussion of OEDU Results
In order to determine if the SHRV predict OEDU differently from how they
predict NUEDU, the BMT was modified so that the dependent variable was OEDU
instead of NUEDU. Results of that multiple logistic regression analysis were presented
in Tables 4-36 and 4-37. Odds ratios for OEDU were shown side-by-side with NUEDU
odds ratios in Table 4-38. As can be seen by comparing these results, the odds ratios
suggest that Other ED users are different from nonurgent ED users. Those values were
presented in detail in Chapter 4.
Among the SHRV, it can be seen that there is no difference in the pattern of how
Night and Weekend hours predict OEDU vs. NUEDU, although there is a noteworthy
difference in the value for the “no” response odds ratio. That is, lack of night or weekend
hours predicts an increased likelihood of an ED visit for both OEDU and NUEDU, but
less so for OEDU. This suggests that availability of night or weekend hours would not
decrease OEDU. In fact, the odds ratio for the “no” response is barely more than 1.000;
OR: 1.064(1.062, 1.066).
For the variable After Hours Contact, the pattern of prediction is quite different
between OEDU and NUEDU. Rather than the inverse relationship that was noted
between difficulty in making after-hours contact and a nonurgent ED visit, there is a
marked increase in the likelihood of an Other ED visit from the response “not too
difficult” to “somewhat difficult.” That increase is shown by the corresponding odds
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ratios: OR: 0.959(0.956, 0.961), and OR: 1.795(1.790, 1.800). Also, both the “somewhat
difficult” and “very difficult” responses predict an increased likelihood of OEDU
compared to a decreased likelihood of NUEDU. This suggests that there is a different
interaction between patient and RSC when it comes to nonurgent ED visits vs. Other ED
visits. It is possible that patients are less inclined to call an RSC prior to an ED visit that
the patient believes is urgent, in which case difficulty in making contact would be less
relevant. It is also possible that physicians make it easier for patients to make contact
when the reason is presented by the patient as an urgent one. In any case, there is a
distinct difference in how the variable After Hours Contact predicts OEDU compared to
NUEDU.
The difference between OEDU and NUEDU is even more notable for the variable
Regular Hours Contact, particularly for the “very difficult” response. For OEDU the
odds ratio for that response is next to the lowest; OR: 0.819(0.816, 0.822) compared to
the reference “not at all difficult.” As with After Hours Contact, this different pattern of
prediction suggests that the NUEDU and OEDU are perceived very differently for both
patients and their RSC.
Discussion of Census Region and Census Region Subsets Results
In order to determine whether the SHRV predicted NUEDU similarly in different
areas of the country, a group of multiple logistic regression analyses was performed to
make that comparison. A regression model that contained a variable representing
geographic region was created by adding the variable Census Region to the BMT. The
resulting model was referred to as the BMT+CR. Recall that the variable Census Region
had three response categories; Northeast, Midwest, South, and West. South was chosen
as the reference category. Results of that multiple logistic regression analysis were
presented in Tables 4-39 and 4-40. Odds ratios for BMT+CR were shown side-by-side
with BMT odds ratios in Table 4-41. As can be seen by comparing these results, the
addition of the variable Census Region had very little affect on the odds ratios for the
other variables. It was found that the likelihood of a nonurgent ED visit was greatest in
the West, followed by the Midwest, South, and Northeast. Those values were presented
in detail in Chapter 4. For the geographic region comparisons, a population subset was
created for each of them. The results of the multiple logistic regression analyses
performed for each were presented in Tables 4-42 through 4-46. The odds ratios for the
four geographic region regressions were shown compiled in Table 4-47. The results of
frequency analyses for the SHRV and the variable Self-reported Health Status were
presented in Tables 4-48 through 4-51. Comparison of the odds ratios for each of the
variables was presented in detail in Chapter 4.
For the SHRV, a comparison of odds ratios for Night and Weekend Hours shows
that there is no consistency between regions in how this variable predicts NUEDU.
Rather than repeat every value, the reader is invited to observe this in Table 4-47.
Similarly, a comparison of the odds ratios for the variable After Hours Contact shows
that there is no consistent pattern between regions. This suggests that the differences in
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availability of night or weekend hours, and in how patients contact their RSC after hours
in different parts of the country, make a meaningful difference in NUEDU. For the
variable Regular Hours Contact the pattern of the “very difficult” response having a
markedly larger odds ratio than the other responses held true to form for all regions
except the Midwest. Note that in the West the “very difficult” response predicted an
almost ten-fold increase in the likelihood of a nonurgent ED visit compare to the response
“not at all difficult.”
The frequency analyses performed for the SHRV and the variable Self-reported
Health Status for each of the census regions were presented in Tables 4-48 through 4-51.
These data were produced in order to determine whether differences in the response
frequencies for these variables might explain some of the differences in how they predict
NUEDU between geographic regions. However, as has been mentioned previously,
results using geographic region data must be interpreted with caution, because MEPS
data collection procedures are not uniform within regions. Given that caveat, it is
interesting to compare some of the response percentages among nonurgent ED users in
the West, where odds ratio for the Regular Hours Contact response “very difficult” was
the highest, 9.973(9.900, 10.046), and the Midwest, where it was the lowest, 1.381(1.368,
1.394). The percentage of nonurgent ED users in the West and the Midwest who
reported that it was “very difficult” to contact their RSC during regular office hours was
8.12% vs. 3.75%, respectively. For the variable After Hours Contact, the “don’t know”
response percentage was highest among those in the West, at 36.13%, compared to
30.51% in the Midwest; only slightly higher than in the Northeast, which had the lowest
response frequency at 29.57%. The potential significance of these two variable responses
has been discussed previously. While regional results must, again, be interpreted with
caution, these results are at least consistent with the previous interpretation that difficulty
in reaching a RSC during regular office hours and the creation of the expectation that a
PCP will not be available after hours are predictive of NUEDU.
This completes the discussion of results. These findings demonstrate that the
SHRV are statistically significant predictors of NUEDU. For the variable Regular Hours
Contact the pattern of prediction was consistent for the majority of population subsets.
The differences between the findings for NUEDU and OEDU support that the method for
classifying ED visits as nonurgent visits resulted in a group of ED visits that was actually
distinct from other ED visits. Some ways in which these findings are meaningful are
discussed in the following section, along with possible policy implications.
Implications of Findings
Perhaps foremost in the implications of the results of this study is that the acute
health care needs of non-elderly adults with CPI and a RSC are not being adequately met
by their PCPs. The consistent and nearly-universal association between reported
difficulty of regular-hours contact by phone and NUEDU supports the conclusion that,
for many patients, their RSC is not providing the advice or care needed to prevent a
nonurgent ED visit. The results for the variables representing after-hours contact and the
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availability of night or weekend hours, while less consistent, suggest that these indicators
of RSC availability are also contributors to NUEDU among those in the study population.
If these findings are, in fact, accurate representations of what actually occurs, then there
are a number of measures that could be expected to reduce NUEDU if implemented.
These possible measures will be discussed in connection with each of the variables.
Night or Weekend Hours
These findings suggest that increased availability of night and weekend hours
could be expected to reduce NUEDU in the study population. However, there are reasons
more PCPs do not already offer night or weekend hours. These reasons were discussed at
length in Chapter 2, and include that PCPs typically put in long hours in a regular work
week, and a desire among PCPs to have a controllable lifestyle (Dorsey et al., 2005;
Lambert & Holmboe, 2005). If greater availability of night or weekend hours is a desired
outcome, then health policy measures designed to create incentives for PCPs to provide
them is a possible means to achieve that outcome. One such measure is that private
insurance companies could offer a premium reimbursement schedule for care provided
outside of typical 9-5 office hours. Alternatively, a reduced reimbursement schedule
could be imposed on practices that offer no evening or weekend hours. Of course,
incentives based on private insurers’ payment schedules directly affect only those
patients who have private insurance. However, as has been discussed previously and can
be seen by this example, changes made with privately insured patients in mind would
probably affect other patients as well. Having more evening and weekend hours
available, even if they were intended to be available for patients with CPI and a RSC,
would likely have spill-over affects for other groups.
After Hours Contact
One of the characteristics of quality primary care is accessibility (Berenson et al.,
2008). However, as exemplified by this study’s findings that only 25.44% of nonurgent
ED users reported that contact after hours was “not at all difficult,” even having CPI and
a RSC does not assure that a person will have access to care if it is needed outside of
regular office hours. This alone might suggest that policies aimed at increasing patients’
ability to contact their RSC after hours would be desirable in reducing NUEDU. But that
conclusion appears to be contradicted by examination of the other findings for the
response categories representing greater difficulty making after-hours contact. Those
findings show a decreased likelihood of NUEDU with increased difficulty in making
after-hours contact. This suggests that when after-hours advice is available, it actually
contributes to NUEDU. These findings taken together are consistent with the conclusion
that the advice patients get after hours, when they can get it, is that they seek care at an
ED. Two separate issues are possibly at work to produce these findings. One is that for
PCPs the balance of incentives and disincentives for being accessible to their patients
after hours weighs out on the side of disincentives. The other is that PCPs are so busy
with routine scheduled care that unscheduled acute care needs are not adequately
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addressed during regular hours. Acute care problems that are not addressed during
regular hours become after-hours problems. Potential policy remedies for the latter will
be included in the discussion of Regular Hours Contact implications. Two suggestions
for addressing the former will be discussed next.
As was discussed in Chapter 2, there are few incentives, other than the intrinsic
desire of a health care professional to provide quality care, for PCPs to be available by
phone after hours. Disincentives for PCPs to be available to their patients after hours
were cited previously as part of the discussion of controllable lifestyle, and include
intrusion into a physician’s personal time. In addition, PCPs rarely receive insurance
reimbursement for advice given over the phone, while nevertheless still being subject to
medical malpractice liability for any advice given (Katz et al., 2007). Further, in areas
where there is an alternative to after-hours PCP availability, the most likely of which is
an ED, in most cases PCPs have no legal obligation to be available, by phone or
otherwise, outside of regular office hours (Kern, 2008). Policy measures that would
overcome, or at least mitigate, these disincentives could make it more attractive and
likely that PCPs would be available by phone after hours. An example of such a policy is
a system of reimbursement for advice provided after hours. Reimbursement would
counter the disincentive of lack of payment. If legal liability risk-management
continuing education were a condition of reimbursement, the medical malpractice
liability disincentive could be mitigated at the same time.
An entirely different approach to the issue of after-hours PCP availability is to
consider whether it is necessary for PCPs to be available 24 hours a day/7 days a week.
The findings of this study suggest that the majority of PCPs already practice as though it
is not. As discussed in Chapter 2, the proliferation of retail clinics and “concierge”
practices is further evidence that there is little expectation that PCP availability by phone
after hours is typical. Acknowledgement of the apparent fact that PCPs are reluctant to
be available at all hours of the day and night could lead to the acceptance of alternative
strategies, other than the ED, for acute but nonurgent after-hours care. For example, in
1995 Canadian family and general practitioners were required to have specific
arrangements for after-hours availability. This led many practices to develop groups of
physicians who would share being on call after hours (Crighton et al., 2005). A system
of shared after-hours responsibility might make it more likely that PCPs would make
patients aware of what arrangements were in place. Even if after-hours availability were
not officially mandated, an increased awareness of the issue could lead to better
communication between patients and their PCPs about mutual expectations.
Realistic perceptions about how available PCPs are willing to be after hours in the
U. S. could also lead to acceptance of the ED as the place where insured people will seek
after-hours care. Absent strategies to increase PCP willingness to be available after
hours, EDs could be expanded to more efficiently take care of patients with nonurgent
needs. Both hospitals and insurers could be expected to resist this. This resistance would
probably not be because of people represented by the study population; that is, privately
insured persons. As was discussed in Chapter 2, there is arguably an economic incentive
for hospital EDs to welcome privately insured patients, perhaps especially if their needs
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are nonurgent (McConnell et al., 2007). However, it would be difficult to make
accommodations that would welcome only privately insured persons. With the
procedures mandated by EMTALA, any increase in ED capacity made to take care of
privately insured persons would also mean that hospitals’ exposure to provide
uncompensated care for uninsured people would likely increase. Such a situation would
probably create a net economic loss for EDs (McConnell et al., 2007).
In the previous paragraphs implications of after-hours contact was discussed with
regard to how willing PCPs are to be available after hours. The other part of that
discussion relates to other implications of this study’s findings. Those implications are
that the need for after-hours availability is created in part because PCPs are so busy with
routine scheduled care that unscheduled acute care needs are not adequately addressed
during regular hours. With regard to NUEDU, After Hours Contact and Regular Hours
Contact are therefore different parts of the same problem. The implications of Regular
Hours Contact are discussed next.

Regular Hours Contact
In addition to being the most consistent predictor of NUEDU, the “very difficult”
response category accounted for 19.62% of all responses for Regular Hours Contact in
the study population. This suggests that when patients have acute medical problems, if
they are unable to obtain care or advice from their RSC during regular office hours they
will seek care at an ED. It is difficult to contrive a reason that this would be so other than
that the RSC is simply unable to accommodate the unscheduled acute care needs of the
patient. If the problem were simply ineffective telephone systems in a PCP practice, it
would seem that the response “not too difficult” would not also predict an increased
likelihood of NUEDU. This seems especially true when the nature of the study
population is considered. Recall that the criteria used to determine a patient’s RSC
included that this physician takes care of new health problems or concerns and existing
health problems. Accepting that patients are reporting these criteria accurately, the
patients in the study population would therefore be patients of record in their RSC
practices. For PCPs the inability to take care of patients of record is undesirable for
reasons ranging from decreased patient satisfaction to legal liability (IOM, 2001).
Putting these results from Regular Hours Contact together with the results from After
Hours Contact paints a picture of PCPs who are overwhelmed.
Findings that suggest PCPs are overwhelmed are not new. Studies concluding
that PCPs are overworked and underpaid, relative to other physicians, were discussed in
Chapter 2. Because these are not new conclusions, possible solutions to the problems
contributing to PCPs overwhelming workloads have been proposed by others. These
include revising the RBRVS system of payment, which has led to relatively lower
compensation through Medicare for the services PCPs provide (Bodenheimer et al.,
2007). As was discussed in Chapter 2, Medicare is the single largest payer in the U. S.
health care system. Because of this, payment policies adopted by Medicare typically
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influence the payment systems of other payers (McConnell et al., 2007). Therefore, if the
RBRVS were revised to better compensate PCPs for their services, it is likely the effects
would be felt not only by PCPs who serve Medicare patients, but also those who have
privately insured patients. Revision of the RBRVS has been promoted by PCP advocacy
groups as a catalyst for a cascade of desired effects to improve the practice of PCPs and
also patient care. These effects could include increased PCP income, which would in
turn mean that each physician would need to see fewer patients in order to maintain a
desired income. The need to see fewer patients would result in more time available, on
average, for each patient (American College of Physicians, 2006). Based on this study’s
findings, more PCP time available for each patient would be consistent with reducing
NUEDU in the study population. That is not to say that revision of the RBRVS would
necessarily result in all PCPs spending more time with patients. It merely opens the
possibility for PCPs to increase the amount of time they spend with patients without
decreasing their income.
Another way to increase the time PCPs have for patients would be to share some
the responsibilities for routine care with other health care professionals. The potential for
nurse practitioners to fill this role is just beginning to be demonstrated in this country
(Naylor & Kurtzman, 2010). However, there is a lack of consistency among states in
how regulations govern the standards of practice for nurse practitioners. In order for the
potential contribution of nurse practitioners to primary care to be realized, regulations
must be standardized (Pohl et al., 2010). Doing so might be expected to improve access
to primary care for everyone in this country, including those represented by this study’s
population, and thus reduce NUEDU. Similarly, technological advancements used to
make the provision of primary care more efficient and effective have shown promise, but
are still only beginning to be adopted (Brailer, 2010).
Summary of Implications of Findings
The findings from this study support the conclusion that the issue of NUEDU as a
measure of inadequate access to primary care extends to non-elderly adults with CPI and
a RSC. This is important for at least three reasons. First, privately insured persons have
often been used as the standard against which other groups’ access to care has been
measured. This comparison often leaves the impression that privately insured persons do
not have problems with access to care. Along with this impression is the implication that
the solution to inadequate access to primary care is to provide private health insurance
coverage to those who currently lack it. This study demonstrates that having private
health insurance is not the whole answer to adequate access to primary care. In fact, the
findings of this study suggest that, in a health care environment where PCPs are already
overwhelmed, extending health insurance coverage to more people without also finding a
way to increase the number of PCPs could be expected to result in more NUEDU.
Second, the volume of the contribution to the problem of NUEDU made by
people represented by the study population is large. Further, the economic contribution
represented by the study population’s NUEDU is disproportionately large. Therefore any
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measures taken to change NUEDU in this population have the potential to influence a
large percentage of all NUEDU. The interests of the stakeholders involved in this issue
are complex and often contradictory. Therefore, any changes proposed that may affect
NUEDU in the study population can be expected to result in conflict.
Third and finally, all this discussion supposes that patients value the care they
receive from their PCPs more than they value the care they receive elsewhere. These
results suggest that this is so. If it were not, then it would seem that availability of night
or weekend hours, or the relative difficulty in making phone contact would have no effect
on NUEDU. However, if the care their provided by their PCPs is not more highly
valued, then removing obstacles to obtaining it will not help the problem of NUEDU.
Limitation of the Study
In any study that uses secondary data, there are limitations associated with using
data “as is.” Discretion is required in determining how and whether the data accurately
represent what they are meant to represent. It was for that reason, for example, that
considerable effort was expended in describing how the study population was developed
and the method used to determine which ED visits were nonurgent. As has been
discussed previously, the amount of information available with regard to communitylevel factors is purposely limited in MEPS data. Therefore, this study was not able to
evaluate those effects other than by geographic region. All of these limitations could
potentially be addressed in other studies.
Suggestions for Further Research
Findings from this study suggest that NUEDU is a useful vehicle for gaining
understanding of how system-related factors influence access to primary care. Further
related research could address the following questions.
1. Is NUEDU influenced by the availability of primary care provided by nurse
practitioners in areas where regulations allow nurse practitioners to provide
primary care that is largely equivalent to that provided by physicians?
2. Is NUEDU less likely among patients in practices that have implemented
advanced technology designed to improve the efficiency and effectiveness of
primary care delivery compared to similar practices that have not?
3. Do attitudes about NUEDU among PCP vary by community? That is, are there
locally-determined standards for what level of after-hours care a PCP should
provide? If so, how are these standards established? Similarly, are there local
standards as to how accommodating PCPs should be in meeting their patients’
acute nonurgent needs? A survey PCPs to determine what incentives would be
needed to make after-hours care more attractive could provide useful information
for creation of such incentives.
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It is this researcher’s fervent hope that there will be a time when every U. S.
citizen, if not every resident of the U. S., can expect to have reasonable access to quality
health care. If that is to occur, it currently appears that it will be in the form of something
akin to what we now recognize as private health insurance. For that reason, knowledge
of how the people who have private health insurance coverage now use health care
services is critical to planning a health care system that can accommodate even more
insured persons.
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APPENDIX A.

MEPS QUESTIONS

Following are the questions from the MEPS questionnaires used to determine RSC
and NUEDU, and to generate the variables Night or Weekend Hours, After Hours
Contact, and Regular Hours Contact.
Question AC05 (Generates a component of RSC)
{PERSON'S FIRST MIDDLE AND LAST NAME}
Is there a particular doctor’s office, clinic, health center,
or other place that (PERSON) usually (go/goes) if (PERSON)
(are/is) sick or (need/needs) advice about (PERSON)’s health?
YES
NO
MORE THAN ONE PLACE
REF
DK
Question AC22 (Generates a component of RSC)
Is (PROVIDER) the {person/place} (READ NAME(S) BELOW) would
go to for ...
YES = 1
NO = 2
AC22_01 a. New health problems? (Generates the variable MINOR, part of RSC)
AC22_02 b. Preventive health care, such as general
checkups, examinations, and immunizations? (Generates the variable PREVEN, part of
RSC)
AC22_03 c. Referrals to other health professionals when
needed? (Generates the variable REFFRL, part of RSC)
AC22_04 d. Ongoing health problems? (Generates the variable ONGONG, part of RSC)
Question AC23 (Generates the variable Regular Hours Contact)
How difficult is it to contact {a medical person at} (PROVIDER) during regular business
hours over the telephone about a health problem? Would you say it is ...
very difficult
somewhat difficult
not too difficult
not at all difficult
REF
DK
Question AC24 (Generates the variable Night or Weekend Hours)
Does (PROVIDER) have office hours at night or on weekends?
YES
NO
REF
226

DK
AC25 (Generates the variable After Hours Contact)
How difficult is it to contact {a medical person at} (PROVIDER)
after their regular hours in case of urgent medical needs? Would you say it is ...
very difficult
somewhat difficult
not too difficult
not at all difficult
REF
DK
ER02 (Generates a component of NUEDU)
Please look at this card and tell me which category best describes the care (PERSON)
received during the visit to (PROVIDER) emergency room on (VISIT DATE)?
DIAGNOSIS OR TREATMENT
EMERGENCY (E.G., ACCIDENT OR INJURY)
PSYCHOTHERAPY OR MENTAL HEALTH
COUNSELING
FOLLOW-UP OR POST-OPERATIVE VISIT
IMMUNIZATIONS OR SHOTS
MATERNITY CARE (PRE/POSTNATAL)
OTHER
REF
DK
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APPENDIX B.

RESOURCE-BASED RELATIVE VALUE SCALE (RBRVS)*

Medicare payment for physician services is based on the Resource-Based Relative
Value Scale (RBRVS). Payments are determined by the resource costs required to
provide the service. The relative value of each service is divided into 3 components:
1. Physician work – accounts for approximately 52% of the total relative value
of the service, and consist of factors recognizing the time it takes to perform
the service; the technical skill and physical effort; the required mental effort
and judgment; and stress due to the potential risk to the patient.
2. Practice expense – accounts for approximately 44% of the total relative value
of the service, and consists of factors recognizing the direct (e.g. equipment,
supplies and cost of administrative and clinical staff) and indirect (e.g. office
rent, utilities) costs to the physician to provide the service.
3. Professional liability insurance – accounts for approximately 4% of the
relative value and reflects the cost of professional liability insurance to the
physician.
All relative value components are adjusted for geographic differences in resource
costs by a geographic practice cost index (GPCI) and the combined relative value for a
service is multiplied by a standard conversion factor expressed in dollars that is
established by CMS and that determines the actual fee for the service.
The payment formula is:
Payment Amount = [(Work RVU x Work GPCI) + (PE RVU x PE GPCI) + (PLI
RVU x PLI GPCI)] x Conversion Factor
*Source: American College of Physicians. (2006). Reform of the Dysfunctional
Healthcare Payment and Delivery System: A Position Paper. Retrieved April 20, 2010,
from
http://www.apconline.org/advocacy/where_we_stand/policy/dysfuncional_payment.pdf.
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APPENDIX C.

CURRENT PROCEDURAL TERMINOLOGY CODES (CPT)*

Following are the current Procedural Terminology (CPT) codes accounting for
80% of all ED visits:
1. Code 99281 is for the lowest level of care and represents an Ed visit for a selflimited or minor problem. The medical decision-making is straight-forward.
2. Code 99282 is for an ED visit of low to moderate severity. The visit requires an
expanded problem-focused medical history and examination and a medical
decision of low complexity.
3. Code 99283 is for a visit of moderate severity and needs a medical decision of
moderate complexity.
4. Code 99284 represents an ED visit of high severity that requires urgent
evaluation, but the problem is not an immediate and significant threat to the
patient’s life or physiological function. Unlike the previous codes, the visit
requires a detailed patient’s history and examination, but the complexity of the
decision-making is still moderate.
5. Code 99285 is similar to 99284 but the problem poses an immediate and
significant threat to the patient’s life or physiological function. The visit requires
a comprehensive examination and history and a medical decision of high
complexity.
*Reprinted with permission. McConnell, J. K., Gray, D., and Lindrooth, R. C. (2007).
The financing of hospital-based emergency departments. Journal of Health Care Finance,
33:4, 31-52.
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APPENDIX D.

MEPS VARIABLES USED IN THIS STUDY

Names of MEPS variables used and study variable name, where applicable:
AFTHOU
AGEY1X
DUID
DUPERSID
EMPST
ERHEVIDX
HAVEUS
HIDEG
Other MINOR
MSA
OFFHOU
ONGONG
PANEL
PHNREG
PID
POVCAT
PREVEN
PRIJA05

RACETHNX
RACEX
REFFRL
REGSORC
SEX
SPOUIN
VSTCTGRY

After Hours Contact
Age: Young adult=18-24, Adult=25-44, Mature adult=45-64
Dwelling Unit ID
Person ID (DUID + PID)
Employment Status
Emergency Room Hospital Event Identifier
Part of RSC
Education Level: Less than HS, HS or GED, BS, MS or PhD,
Part of RSC
Metropolitan Statistical Area
Night or Weekend Hours
Part of RSC
Panel
Regular Hours Contact
Person number
Income Level
Part of RSC
Indicates private health insurance coverage (PRI) in the indicated
month (January) and year (2005) according to the formula:
(PRI)+(MONTH)+(YEAR). CPI was determined by “yes”
responses to variables corresponding to each month throughout
2005 and 2006.
Ethnicity
White
Part of RSC
Part of RSC
Male
Marital Status
Emergency Department Visit Category
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