I. INTRODUCTION
A SCATTEROMETER is an active radar device that collects normalized radar backscatter (σ°) measurements over the Earth. The advent of spaceborne scatterometers has opened the door to more accurate weather forecasting, scientific studies of global climatological phenomena, and monitoring of large-scale human interaction on the planet. Originally intended to estimate wind speed and direction over the ocean, scatterometers have since been utilized to estimate soil moisture [1] - [3] , detect polar sea ice extent [4] - [8] , track icebergs [9] , monitor global vegetation [10] - [14] , and map deep sea oil spills [15] , among others [16] , [17] .
On September 23, 2009 , the Indian Space Research Organization (ISRO) launched the Oceansat-2 satellite into orbit with a pencil beam Ku-band scatterometer (OSCAT). The satellite orbits about the Earth's poles in a sun-synchronous orientation. The design and orbit geometry are similar to QuikSCAT-the SeaWinds scatterometer of the QuikSCAT mission-making it an excellent candidate for continuing the resolution-enhanced product data time series that began in 1999. For many resolution-enhanced products, knowledge of the spatial response function (SRF) is required to enhance the utility of scatterometer data, such as ultrahigh-resolution wind retrieval (UHR Winds) [18] , scatterometer image reconstruction (SIR) [19] , and more [20] - [22] . Creation of resolutionenhanced products was simplified for QuikSCAT by computing and tabulating its SRF [23] . With limited knowledge of the SRF of OSCAT, we desire to estimate it for use in the creation of climate products.
In this paper, a method of estimating the OSCAT SRF using natural land targets is presented. Pertinent background information is provided in Section II, followed by the derivation of the SRF in Section III. The estimation problem is set up in Section IV and mathematical models are proposed to obtain a solution. The geographic sampling region is discussed in Section V, including a description of how the Earth σ°scene is modeled. A simulation process designed to test the efficacy of the proposed estimation scheme and optimize for certain unknowns is discussed in Section VI. Empirical results are presented in Section VII, followed by conclusions in Section VIII.
II. BACKGROUND
OSCAT is a dual-pencil-beam scatterometer employing a 1-m dish antenna which transmits and receives a horizontally polarized inner beam and a vertically polarized outer beam at 13.5 GHz. Its inner and outer beams are at incidence angles of 49°and 57°, respectively, and are transmitted alternately at a pulse repetition frequency (PRF) of 96.5 Hz per beam. It rotates about the Earth in a 2-day exact-repeat sun-synchronous polar orbit while tracing out a helix on the Earth by conically scanning about the nadir vector at a rate of 20.5 rpm, synchronous with the PRF [24] . Fig. 1(a) illustrates the OSCAT measurement geometry compared with that of QuikSCAT. The design characteristics of both instruments are given in Table I. OSCAT transmits and receives using a linear frequencymodulated (LFM) chirp. The radar echo from the surface undergoes signal processing to compute an estimate of the σ°o f the surface illuminated by the antenna. The 3-dB footprint illuminated by the antenna is elliptically shaped with dimensions of approximately 26.8 × 45.1 km for the inner beam and 29.7 × 68.5 km for the outer beam. Measurements computed from the antenna footprint are termed "eggs." In addition, range compression is performed on board to separate the 0196-2892 © 2013 IEEE return echo into multiple range bins, as depicted in Fig. 1(b) . Measurements of σ°corresponding to individual range bins are termed "slices." There are a total of 7 slices reported for an inner beam echo and 12 slices reported for an outer beam echo [24] . There is a corresponding SRF associated with each individual egg and slice. The return echo experiences a Doppler shift caused by motion and attitude of the spacecraft, azimuth position of the antenna, and rotation of the Earth. Doppler shift induced by the azimuth position of the antenna is corrected on board, while that induced by Earth's rotation and spacecraft's attitude is compensated by providing sufficient bandwidth for the return echo [24] . Across each slice, differential Doppler shift can cause the orientation of the SRF to vary. However, this does not affect the egg SRF. Because of complications associated with slices, estimation of slice SRF is not addressed in this paper [27] .
The orientation of the Oceansat-2 orbit as well as the synchronicity of antenna rotation with PRF means that a given spot on the Earth's surface is observed by finite azimuthal and incidence geometries. As a consequence, regions of the Earth covered by only a few passes of the scatterometer, such as low latitude locations, exhibit very limited azimuth and incidence angle diversity. Though desirable for some applications, synchronizing the PRF with antenna scan rate additionally decreases azimuthal and incidence geometries by limiting azimuth angle looks per satellite revolution and scan frame. For SRF estimation, this can be an inhibiting characteristic which results in a bias in estimates of the SRF that is dependent on the spatial distribution of σ°measurements used in the estimate. This measurement location dependent bias results in a misshapen SRF estimate. When performing SRF estimation as outlined in this paper, care must be taken to choose a geographical sampling region at high latitudes to increase the diversity of azimuthal and incidence geometries.
During the examination of OSCAT L1B data, it was observed that there were errors in the reported locations of σ°measurements. To determine the measurement location bias, the σ°signature of islands were used by forming highresolution σ°SIR images of the islands using OSCAT L1B data, and then computing the distance offset from the reported geographic center of the island to the island centroid computed from the SIR images. This was exhaustively done for all possible combinations of ascending/descending, fore/aft, and H-/Vpol data. Upon determination of the location bias, appropriate corrections were made for all σ°measurements used herein. Corrections to the σ°measurement locations were found to significantly improve the results of the ensuing SRF estimation method for OSCAT.
III. SPATIAL RESPONSE FUNCTION
The power P r received by OSCAT can be decomposed into a component due to the backscattered signal P b from the target and a noise component P n so
where P r is the total received power, and P n encapsulates the noise caused by instrument electronics and atmospheric effects. The power reflected from the surface of the Earth is
where P t is the transmitted power, λ is the wavelength, G is the antenna gain, σ°is the true normalized radar backscatter of the Earth's surface, R is the slant range, and A denotes the area illuminated by the antenna [24] . Assuming that the radar backscatter is constant over the illuminated area of the target, a signal-only weighted spatial average of σ°can be derived as [23] σ°= P b X whereσ°denotes the signal-only weighted spatial average of σ°, and X is a radar calibration parameter defined as
By combining (1) and (2),σ°can be expressed as
where ν represents a suitably defined coordinate system and h is the SRF. The SRF is defined by
where α is a dummy variable used for integration. The SRF combines the effects of the gain and spreading loss into a normalized weighting function of σ°over the area A of the Earth illuminated by the antenna, such that
EstimatesP b of the signal-only power P b are obtained bŷ
whereP n is an estimate of the power in the noise. The estimate ofσ°can be obtained by
where z represents the estimate ofσ°, and N is the noise caused by the scaled error in the estimate of the noise power, defined as
The noise is characterized by the scatterometer noise model,
, where K p is the normalized standard deviation of the echo return energy, and is a function of instrument parameters and signal-to-noise ratio (SNR) [24] . In summary, (5) represents the measurement model for OSCAT, where the measured values of normalized radar backscatter reported by the satellite are noisy estimates z of the σ°w eighted spatial averageσ°.
IV. MATHEMATICAL FORMULATION
The measurement model for OSCAT σ°measurements is a generalized form of the convolution of σ°with the SRF h plus the additive noise N. Inverting the measurement model to solve for σ°at high spatial resolution using observations z is an important research problem in image reconstruction and remote sensing [25] . A similar, yet less commonly addressed problem is to invert the measurement model to solve for h instead. To solve for h, we use a least-squares estimation approach that takes advantage of the dense irregular sampling characteristics of satellite-borne radar while incorporating error in measurements z. A reasonable assumption is made that the SRF does not change significantly pass to pass over a small geographic region on the Earth's surface, thus allowing measurements from multiple passes of the scatterometer to be combined. We first discuss nonparametric estimates of h, followed by a method for its parametric estimation.
Other more sophisticated estimation methods were considered (e.g., least-squares in log space, total least-squares, maximum likelihood), but it was found that a straightforward least-squares approach provided good estimates with fewer complications. More sophisticated methods generally require more assumptions and have more difficulties with the intrinsic variability issues, such as errors in sampling, quantization in location, and time variations in the target and SRF. Thus, for simplicity, we adopted the least-squares approach in normal space for this paper.
A. Least Squares
To incorporate antenna rotation and orbit position into the mth measurement z m , (3) can be rewritten as
where φ m and x m are the rotation and center location of h on the surface of the Earth for the mth measurement.
Based on assumptions made in Section II, we can assume that the antenna rotation angle and the measurement location affect only the orientation of the SRF h and not its overall shape. Accordingly, shifts and rotations associated with egg measurements can be applied to the σ°field instead of h, allowing z m to be written as
Discretizing the inner product into a finite summation over K pixels of a σ°field grid centered about h and tangential to the Earth's surface gives
where ν k represents the K sampling locations over the SRF, x m is the center location of σ°for the mth measurement in kilometers north and east of the center of h, and ν is a constant denoting the area (km 2 ) of each grid element. The summation can then be represented as the Euclidean inner product of vectors S and h for the mth measurement by
. . .
where S is the discretized σ°over a localized region of the Earth's surface, and h is the discretized SRF. Our goal is to estimate h. For M samples of z at different locations, a vector z is formed as
This equation provides a matrix multiplicative form of the measurement model, where Q ∈ R MxK . In order to invert the measurement model and recover h, the sampling criteria for z must be satisfied. The nonuniform sampling characteristics of the scatterometer complicate this. In general, the spectrum of σ°is not necessarily band-limited. However, since σ°is sampled by h, which is low-pass, the observed σ°is effectively prefiltered, minimizing high frequencies. Thus, with sufficiently dense sampling, as can be obtained by combining multiple passes, aliasing in the spectrum of z can be minimized and h can be recovered from z through inversion of Q.
To ensure sufficiently dense sampling of z, measurements are collected for multiple passes over the sampling grid, resulting in M K , such that (8) is overdetermined. A leastsquares estimateĥ can be found that minimizes the l 2 norm of the error z − Qh 2 2 , such thatĥ is the optimum solution with respect to the l 2 norm. The least-squares solution is given by the Moore-Penrose pseudo-inverse of Q
where
Informative estimates of h require fine grid spacing and a sufficiently large region of support that provides for possible sidelobes of the SRF. However, there are tradeoffs associated with grid spacing and region of support. The first tradeoff is memory capabilities of the computing platform. Providing a sufficient region of support while trying to decrease grid spacing results in demands on system memory that may exceed capabilities. The second tradeoff pertains to potential aliasing in the spectrum of z. The grid spacing effectively acts as a low-pass filter by averaging components that fall in a similar sample. Smaller grid spacing allows for higher resolution estimates of the SRF but may be noisier and require more measurements. Larger grid spacing suppresses aliasing in SRF estimates while being more computationally friendly, but has lower resolution. To balance this tradeoff, we have chosen a grid spacing of approximately 2.225 km/pixel. Since (8) may be poorly conditioned, a robust solution can be obtained through rank reduction of Q.
B. Rank-Reduced Least Squares
To improve the condition of (8), singular value decomposition (SVD) is used to replace the ill-conditioned matrix Q with a reduced rank approximation. This is done by identifying and removing the numerically sensitive portion of Q. Factoring (8) using SVD yields
where U ∈ R MxM is unitary, V ∈ R K xK is unitary, and ∈ R MxK is a diagonal matrix with the singular values of Q ordered down the diagonal so that
To quell amplification of noise in the estimate of h, the small singular values of Q are zeroed out to obtain an approximation 1 of the singular value matrix . The rankreduced approximation for Q is obtained by rewriting (10) in block-matrix form as
where U 1 ∈ R MxL , 1 ∈ R LxL , and V 1 ∈ R K xL are the respective portions of U , , and V corresponding to the first L < p significant singular values of Q; and U 2 , 2 , and V 2 are zero matrices corresponding to the small singular values. Solving for (10) usingQ giveŝ
where the inverse of 1 is trivial because it is a diagonal matrix.
The computational complexity of the SVD is reduced by incorporating a smaller number of significant singular values, i.e., smaller L. Increasing L reduces the reconstruction error, but at the risk of amplifying noise in z as well as introducing noise into the reconstruction process. The optimum choice of L to minimize the reconstruction error is determined through simulation, as shown in Section VI.
While the rank-reduced least-squares technique produces satisfactory results for visualization, the solution is large and burdensome for implementation in algorithms using the SRF. Additionally, since the SRF varies over the Earth's surface depending on the location, an estimate found in a tangential plane needs to be projected into the antenna azimuth and elevation angle space for universal use. Accordingly, a parameterized estimate of h in antenna azimuth and elevation angle space is sought to simplify the problem. Since, to first order, the main lobe shape and size are the most important for describing the SRF, parameterized estimation of the SRF focuses primarily on the main lobe and is not meant to model the sidelobe structure.
C. Parameterization
A parameterized estimate of h for eggs can be obtained in antenna azimuth and elevation angle space using a secondorder polynomial. Higher order polynomials may be used, but they may degrade performance over the main lobe through sidelobe noise introduced by higher degrees of freedom. The parameterized SRF is represented as
, and ζ and ψ are, respectively, the azimuth and elevation angles of the antenna beam about the center of h, which is defined over the grid elements of its main lobe. Inserting the parameterized definition of h into (8) and solving for b in the least-squares sense results in
where D = diag( ν 1 , ν 2 , . . . , ν )/ ν ∈ R × is a diagonal matrix composed of normalized scaling factors to account for the area of each grid element, ν k is the area (km 2 ) projected on the Earth's surface by the kth grid element defined in antenna azimuth and elevation angle space, and the denotes that the estimation is only performed over the main lobe of h. Having estimated b, the estimate of the SRF is then computed byĥ
The next section discusses construction of Q, the choice of the sampling region, and the methodology for approximating σ°.
V. GEOGRAPHIC SAMPLING REGION
Constructing the matrix Q presented in (8) requires a model for S. Even though the σ°of the Earth's surface is not known exactly, good approximations can be made for regions with known geographical composition, such as islands. By selecting isolated islands that are elliptical in shape as homogeneous targets against a "dim" ocean background, S can be modeled as an ellipsoid of constant σ°over ν i in an ocean background ν o , where ν i and ν o represent the island and ocean pixels, respectively. Important to maintaining accurate SRF estimation is selecting islands at high latitude locations to ensure high diversity in azimuthal and incidence geometries, as discussed in Section II.
A. Island Targets
Advantages of island targets include simplicity and high signal-to-clutter ratio (SCR) in σ°measurements, where signal refers to the island σ°and clutter refers to the ocean σ°. High SCR is required to potentially recover information contained in the sidelobes of the SRF. In using an island model, an important consideration is the island size. To achieve full reconstruction over the spatial main lobe of h, we require that there be no nulls within the spectral region of support of the island σ°. Typically, h has lowpass characteristics due to the antenna aperture, while the island σ°model used in the construction of Q exhibits a sinc-like spectrum. The wave number at which nulls in the island σ°spectrum occur is inversely proportional to the size of the island. If nulls of the island σ°spectrum lie within the spectral region of support of the main lobe of h, information is irretrievably lost and full reconstruction of the main lobe of h hindered. This suggests using smaller islands to push the spectral nulls outside the spectral region of support of the main lobe of h. However, small islands exhibit lower SCR than large islands, thereby decreasing the effective SNR in the reconstruction of h. To achieve minimum error in estimates of h, an optimum island size is determined through simulation in Section VI to optimize the tradeoff between the frequency response requirement on island σ°and SCR.
B. Background σ°D
epending on the location, the ocean background may be open ocean, sea ice, or a combination of both. Ocean σ°i s highly variable temporally and spatially due to weather phenomena. While season and weather phenomena can cause changes in island σ°as well, data is selected such that the island σ°is approximately constant. Temporal variability in the mean σ°of the island can be mitigated by normalizing the σ°measurements for each pass over the island. Ocean σ°, however, is less predictable and more difficult to model.
To minimize the complexity of the ocean σ°model, it is necessary to modify the problem somewhat. The original problem set forth in (8) can be decomposed into individual island and ocean components as
where i and o denote the island and ocean components, respectively, and Q i and Q o are disjoint matrices since ν i ∩ ν o . By doing so, ocean σ°can be disregarded completely by simplifying the problem to
whereẑ i andẑ o are estimates of the island contribution and ocean contribution, respectively, of measurements near the island. In this case, "near" means within about the 10-dB antenna footprint from the perimeter of the island. Thus, measurements used in the estimation are restricted to near the island to ensure a dominant land contribution. The ocean contribution z o is estimated separately for each pass using a least-squares spatially varying quadratic fit over an extended area outside the 10-dB antenna footprint. After removal of the estimated ocean contributionẑ o from measurements near the island, the estimation methods for h can then be applied to the simplified model of (15) . It is worth noting that, in applying the simplified model, erroneous estimates of the ocean contributionẑ o can lead to increased noise in the SRF estimation through the error e o = z o −ẑ o . To determine the extent to which e o degrades the performance of SRF estimation, a test is conducted with simulated noisy realizations ofẑ o in Section VI.
VI. SIMULATION
Simulations are performed to validate the efficacy of the method outlined above for eggs. By comparing the reconstruction error due to simulated signal-only measurements and simulated noisy measurements, it is found that with sufficiently dense sampling (approximately 100+ revs over the Peter I island), reconstruction error due to measurement noise is insignificant compared to that due to the signal only. Thus, the remainder of this section focuses on minimizing the reconstruction error from estimates of the signal-only (ẑ i ) measurements. The simulation provides a method to select the optimal island size and the number of significant singular values L that results in the minimum reconstruction error. The extent to which erroneous estimates of ocean contributionẑ o affects SRF estimation is also determined.
A. Simulation Procedure
Simulated signal-only measurements z s used in the simulation procedure are constructed via the inner product of (7) without the noise term. The subscript s is used to denote a simulated quantity. A simulated SRF h s is used with center locations x and rotations φ taken from the reported OSCAT H-pol cell measurements over the Peter I island (68°50 50 S, 90°35 41 W) and various simulated σ°scenes S s . The matrix multiplicative form of the simulation measurement model is
where z s is a vector of length M of the simulated signal-only measurements, and Q s is composed of the simulated σ°scenes corresponding to the M measurements. The synthetic σ°scenes S s used for measurement simulation consist of elliptical islands similar in shape to Peter I Island characterized by homogeneous backscatter in a constant backscatter ocean background −30 dB down with respect to an island. The islands are constructed to be centered about the center location of the Peter I island and have an area given by A I = γ A h , where A I is the area of a given island, A h is the area of the Earth illuminated by the 3-dB response of h s , and γ is the area ratio. For simulated measurements, h s is elliptical with a major-tominor aspect ratio similar to the OSCAT H-pol footprint. A half-sinusoid is applied over h s to mimic the main lobe of a realistic SRF response. Fig. 2 shows the simulated signalonly egg measurements for γ = 0.75 during one pass over the Peter I island on rev 1002.
Estimatesĥ s of simulated SRFs are computed using the rank-reduced least-squares method
The accuracy ofĥ s is determined through two metrics
where is the absolute value of the difference in mean 3-dB beam widths B 3 , and δ is the root mean square (RMS) reconstruction error. The mean 3-dB beam width B 3 is the average of 3-dB beam widths calculated at different aspect angles about the center of an individual SRF, and the reconstruction error is h s −ĥ s , whereĥ s is first normalized to 1 to eliminate biases in δ as a result of the relative magnitude differences inĥ s . The first metric can give a good sense of error in the size ofĥ s , but it offers no sense of location errors within the SRF window. The second metric δ helps to provide a sense of measurement location biases inĥ s , while also offering a sense of size accuracy. However, without , there is some ambiguity as to whether the increase in δ is caused by error in the location or size ofĥ s . Therefore, the two metrics serve to complement each other and minimize ambiguities.
For determining the optimum values of γ and L, we use
The metric is used to verify that outcomes of γ and L do not lead to significant errors in the size ofĥ s . For simulation, synthetic islands are created for γ = 0.05 to 1.95. The singular value curves of Q s (γ ) are shown in Fig. 3 for multiple values of γ . The elbow in each curve naturally divides singular values into the signal (upper portion) and the noise (lower portion). Since higher singular value indices correspond to higher frequency information in Q s (γ ), it is appropriate that L decreases as the nulls in the σ°spectrum of larger islands move towards lower wave numbers. For simulation, a range of L = 5 to 355 singular values is chosen based on the singular value curve for γ = 0.05. Extending the simulation to even higher values of L can quickly exceed available computational resources, in addition to raising the noise floor.
B. Simulation Results
Using the actual sampling geometry from L1B data for JD 309 of 2009 through JD 284 of 2011, measurements z s are simulated andĥ s is computed for the entire range of γ and L. Fig. 4 showsĥ s computed using several values of L for the simulated SRF of γ = 1.25 and 0.05, along with h s . Fig. 4 . The displacement of the main lobe ofĥ s for L = 5 is an artifact of the OSCAT sampling geometry of H-pol measurements over the Peter I island. Owing to the exact repeat of the Oceansat-2 satellite orbit and synchronicity of the antenna rotation angle with the PRF, there are more measurements in the lower left-hand portion of the window, causing a relative bias in SRF estimates evident in the first few singular values. Fig. 5 shows the normalized distribution of σ°locations over the observation window. The relative bias in the sample locations ofĥ s is the primary cause of increased values of δ for L ≤ 25, visible in Fig. 6(a) . However, this has less impact on , as shown in Fig. 6(b) . The results in Fig. 6 are obtained with perfect knowledge of the ocean contribution (a constant −30 dB down with respect to the island), meaning that perfect isolation of the signal-only contribution of z s is obtainable. However, in practice, this is not the case. For simulation, the ocean contribution estimate error e o is approximated as spatially constant for a given pass but varying as a Gaussian random process in log space pass by pass with zero mean and variance ς 2 . Using the simulated measurements z s for γ = 0.15, estimatesĥ s are obtained for simulated e o with ς = {0.25, 0.5, 1.0, 2.0, 3.0} over the entire range of L. The RMS error computed betweenĥ s obtained for simulated e o and nominalĥ s for each value of L is shown in Fig. 7 . Even for the most extreme level of noise in simulated e o , the RMS error inĥ s is no greater than −30 dB for sensible values of L.
Conclusively, the levels of error expected inẑ o for realworld data are not anticipated to significantly impactĥ, reaffirming the applicability of the results in Fig. 6 to OSCAT SRF estimation. However, since this simulation is performed only using the H-pol measurement geometry of OSCAT over the Peter I island, the results in Fig. 6 can serve only as a guideline for island size selection. On the image of δ, the solid contour line, dashed contour line, and dotted contour line represent values within 3, 2, and 1 dB of the minimum error. Reconstruction error can be minimized by estimating the SRF using islands and singular values corresponding to γ and L for δ values less than the contours in Fig. 6 . 
VII. SPATIAL RESPONSE FUNCTION ESTIMATES
Options for geographical sampling regions are limited because island selection is restricted to high-latitude or polar regions. Conveniently, there are two islands close to γ = 0.15 for the egg SRF: the Peter I Island, and the Bear Island (Bjørnøya) (74°25 30 N, 19°2 E). Peter I and Bear islands can be closely approximated with an ellipse of dimensions 11 × 19 and 12 × 20 km, respectively. The corresponding egg γ values for the Peter I and Bear islands are given in Table II. Because of the close proximity of the Peter I Island to the coast of Antarctica, during most of the year it is completely surrounded by sea ice. While sea ice generally exhibits consistently stronger σ°than the ocean, thereby decreasing the SCR, it is also much more temporally and spatially uniform than open ocean since ocean σ°changes with the near-surface wind. Consequently, fewer measurements are needed with a sea ice background than with an open ocean background to obtain similar estimates. On account of the limited time series of available OSCAT data, compounded with all previously mentioned constraints, we chose the Peter I Island as our focus in SRF estimation. Fig. 8 shows a QuikSCAT SIR image of the Peter I Island for JD 180-210 of 2008.
The estimation procedure is performed for individual eggs of the inner and outer beams of OSCAT using L1B measurements collected from 67°1 48 S, 85°19 48 W to 70°37 48 S, 95°49 48 W for JD 105-338 of 2011. Equation (15) is used as the measurement model to simplify implementation with actual data. Fig. 9 shows the singular value curve of Q i The image represents σ°(in decibels) over the island using a Lambert equal-area projection with a pixel resolution of about 1.113 km/pixel. The red line traces out the elliptical approximation used for the island in estimation. Fig. 9 . Singular value curve of Q constructed for the Peter I island using H-pol egg measurements. The x-axis is shown on a logarithmic scale. The singular values can be divided into two groups by the elbow in the curve. Generally, the upper part of the curve corresponds to the signal, while the lower part corresponds to the noise.
constructed for the Peter I Island using H-pol egg measurement locations. The singular value curves for V-pol measurements are similar.
Bothĥ SVD andĥ Par are computed for the egg measurements. Fig. 10 showsĥ SVD andĥ PAR for the H-pol egg SRF computed using L = 165 singular values. The 3-dB beam width of the estimate is 18.1 × 30.6 km for the H-pol egg.
As a result of decreased SCR attributed to sea ice surrounding Peter I Island, only limited information about the sidelobes is obtainable. The 3-dB beam widths of the estimates are on the order of the reported 3-dB footprints in Table I , verifying acceptable reconstruction of the SRF over the main lobe. Two factors limiting this SRF estimation method are: 1) a short time series of available OSCAT L1B data and 2) the limited measurement geometries (antenna rotation angles). It is expected that, with a longer time series of OSCAT L1B data, better estimates are achievable using the proposed estimation procedure. A longer time series allows us to be more meticulous in maintaining uniformity in the ocean background while ensuring a sufficiently large number of measurements for noise suppression. Letting the orbit drift in longitude could increase the diversity of measurement geometries, thereby decreasing the possibility of locational biases in SRF estimates.
To demonstrate the utility of SRF estimation, the H-pol eggĥ Par is used to create an H-pol egg SIR image of the Amazon basin for JD 25-26 of 2012. It is compared with a SIR image made using a simple approximation in Fig. 11, along with a QuikSCAT H-pol egg SIR image of the same region for JD 25-28 of 2009. The SRFs used to make the OSCAT SIR images are shown in Fig. 12 . Though somewhat noisier than the QuikSCAT image, the OSCAT image created withĥ Par is sharper than the image created using the approximate response. This result suggests that the new SRF provides improved reconstruction, which helps to validate the methodology presented in this paper. We note that, while we have emphasized the egg response in this paper, the general methodology can be applied to the slice response as well [27] . 
VIII. CONCLUSION
We have demonstrated that it is possible to estimate the SRF of OSCAT without knowing specifics of the onboard signal processing. Estimates of the SRF can be obtained by inverting the integral form of the monostatic radar equation using measured σ°over islands. The methodology for doing so has been presented, including using rank-reduced least squares for conditioning of the inversion problem and increasing computational efficiency. However, this estimation method causes the SRF estimates to be strongly dependent on both the size of the islands and the number of singular values retained. A simulation was performed to validate the efficacy of the procedure and understand the optimal choice of island size and the number of singular values. Finally, results for actual data showed that the procedure works well in practice. As a means of improving the SRF estimation procedure, future work could explore employing more sophisticated estimation methods. While developed for a pencil-beam scatterometer, the basic SRF estimation method can be applied to other radar applications, e.g., radiometers [28] .
