Inverse boundary-value problems: Elliptic equations  by Angel, Edward
JOURNAL OF MATHEhlATICAL ANALYSIS .lND APPLICATIONS 30, 86-98 (1970) 
inverse Boundary-Value Problems: 
Elliptic Equations* 
EDWARD ANGEL 
Department of Electrical Engineering, University of Southern California, Los Angeles, 
California 90007 
Submitted by R. Bellman 
Inverse, or identification, problems are currently receiving a great deal of 
attention in virtually all scientific disciplines. Most of the work done so far 
has dealt with systems governed by ordinary differential equations. This paper 
points out that the methods most commonly used for these problems are not 
suitable for inverse problems involving partial differential equations. The 
approach presented combines Newton’s method with discrete invariant im- 
bedding to find parameters in systems governed by elliptic equations. The 
method takes advantage of both the quadratic convergence of Newton’s 
method and the similarity between the original partial differential equation 
and the sensitivity equations. Two examples, one linear and one nonlinear, are 
presented. 
1. I~vTR~DUCTI~N 
In many physical investigations we are confronted with a situation in which 
we can make a number of observations of the process of interest. We also can 
usually determine the equations of interest up to some unknown parameters. 
We are then required to fix these parameters so that the solution of the equa- 
tions will, in some sense, fit the observations. These inverse, or identification, 
problems are presently receiving more and more attention in virtually all 
scientific disciplines. 
However, most of the work done so far has been concerned with systems 
governed by ordinary differential equations. The basic techniques used, 
quasi-linearization [l] and gradient methods [2], do not readily apply to 
inverse problems involving partial differential equations. Both the necessity 
of meeting fixed boundary conditions on a region and the high dimensionality 
of the equations involved usually rule out these standard techniques. 
Newton’s method [3] for solving nonlinear equations, as is pointed out in 
* Sponsored by the Atomic Energy Commission under Contract No. AT(ll-I)-113, 
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[4], presents another approach. This paper will show how Newton’s method 
in conjunction with discrete invariant imbedding [5] yields a very efficient 
method for handling some interesting inverse problems involving elliptic 
equations. 
The development will proceed in three parts. First, we will discuss how 
Newton’s method can be applied to a least squares criterion. This will lead to 
the necessity of solving new partial differential equations for the sensitivity 
coefficients. Then we will show how the use of invariant imbedding makes the 
solution of the sensitivity equations a simple task. Finally, two examples are 
presented, one linear and one nonlinear. 
2. THE PROBLEM 
We will assume, for simplicity, that the equation describing the phenom- 
ena is of the form 
v*u + &, x, y, a) = 0, (1) 
where 
a! = (CYl , a* ,,..) 4 (2) 
is a set of p unknown parameters to be determined. We will further assume 
that g is twice differentiable with respect to u and 0~. The region of interest, R, 
has boundary r and 
f&y) =f(x,r> on r. (3) 
Suppose we are given a set of L observations, which we denote by the set of L 
triplets, (pl , x1 , rr), each triplet consisting of an observation pt and the point 
of observation. The problem is to find a set of parameters, 01, such that the 
least squares error 
L 
is minimized where the A1 are a set of appropriate weights, usually taken as 
unity or the inverses of the observations. 
3. NEWTON’S METHOD 
It is clear that S as defined in (4) is a continuous function of LY since by 
assumption u is a continuous function of 0~. To emphasize this, we rewrite the 
problem as 
M,‘n S(a) = M,‘n i h,(u(x, ,yr , a) - ply. 
1-l 
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Now we can replace (5) by noting that the minimizing a, assumed unique, is 
the solution of 
VS(cx) = 0, (6) 
or equivalently 01 is the solution of the p nonlinear equations 
dS(4 - = SEi = 0 
da, 
i = 1, 2 ,..., p. (7) 
At this point we can see the difficulty of trying to apply a gradient method. 
Any gradient method will require the evaluation, or approximation, of 
VS(ol) for many values of 01. Since each evaluation of V:S(OI) forces us to 
solve (l), we are left with a very time consuming job. Even if we can approx- 
imate VS in terms of u we still have difficulties because the computation of tl 
is also time consuming. Our aim will be to minimize the number of times u 
must be evaluated. 
If we regard (6) [or (7)] as the important equation and use the fact that 
VS(LU) is continuous in ~1, we immediately think of Newton’s method. Thus, 
if CX(O) is an initial guess of the optimal OL, we solve 
a(k+l) = a(x‘) _ J-'(&')vq&9), (8) 
where /-l(o) is the Jacobian of the system which in our problem is the Hessian 
matrix 
I(4 = (SqxJ. (9) 
We expect quadratic convergence, that is, 
11 a - @+l) 11 = O(ll a - cd(k) II”) (10) 
as 
11 a(k+l) _ &) II+O, (11) 
and thus at each iteration the number of significant places will be doubled. 
Therefore, if we can effectively compute all the terms in (8) for a given value of 
a! we can hope to solve the original problem with very few iterations. 
4. THE SENSITIVITY EQUATIONS 
The evaluation of (8) requires the knowledge of S,, for any given value cy. 
By repeated differentiation of (4) we find (for h, = 1) 
s,, = 2 i (ZP - pz) 24:) 
Z=l 
(12) 
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and 
sapj = 2 i [(ZP - pt) ugj + uh”lgq, 
l=l 
where the superscript (I) denotes evaluation at (x1 , rJ. These equations 
introduce the sensitivity functions 
We will now find partial differential equations these sensitivity functions 
satisfy. By repeated differentiation of the original partial differential equation, 
(l), and changing the order of differentiation, we obtain 
with 
umi = 0 on F, (16) 
with 
umiaj = 0 on r. (18) 
We note that these two sets of equations are both linear and differ only in their 
forcing functions. This observation will be of fundamental importance in all 
that follows. We can also see that (1) is a forcing function for (15) and (15) is 
a forcing function for (17). Th us, each iteration of (8) requires the solution of 
(l), (15), and (17). The power of the method lies in the quadratic convergence 
of Newton’s method and our ability to exploit the similarities between (I), 
(15) and (17). 
5. QUASILINEARIZATION 
In general, (1) is a nonlinear two-point boundary-value problem and 
therefore, cannot usually be solved directly in a convenient fashion. We will 
employ quasilinearization [l] to convert (1) into a sequence of linear problems, 
each of which can be handled by conventional methods. If v is a function 
“close” to u, we have by the Taylor series 
g(u) = g(v) + (u - V)&(V) + w - VI21 * (19) 
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Now if we substitute the first two terms of (19) for g(u, 3, y) in (1) and start 
with u as an initial guess of the solution 
Z’ = 24(x, y, 0) = C(O), (20) 
we can solve iteratively 
v:‘+ + 1) + g[e4 x, y] + [G(m + 1) - e)] gt&w, x, Yl = 0, (21) 
a linear equation. At each stage we use the original boundary conditions, (2). 
Again, if I(O) is sufficiently close to u, we expect quadratic convergence since 
in this case quasilinearization coincides with Newton’s method. However, we 
also expect monotonic convergence. 
It is important to note that the way we use quasilinearization bears little 
resemblance to the way quasilinearization is used to handle inverse problems 
involving ordinary differential equations [6]. We can best indicate the differ- 
ence by noting that while (8) is linear in C(m + 1), it may not be linear in OL 
and is certainly not linear in [zX,m + 1), a]. The usual quasilinearization 
approach to ordinary differential equations problems requires linearity and 
achieves it by expanding (1) in both the variables C(nz + 1) and 01. This 
technique does not readily extend to elliptic boundary value problems. 
In the limit as 11 zi(m + 1) - C(m)11 approaches zero, (21) differs from (15) 
and (17) only in its forcing function and boundary conditions. Of course in 
the linear case, this observation is trivially true. We will now exploit this fact 
in the solution of (15), (17) and (21). 
6. DISCRETE INVARIANT IMBEDDING 
In the following discussion we will assume that the region R is a unit 
square, although the discrete invariant imbedding method is ideally suited for 
the treatment of elliptic equations over very general regions [5]. It should be 
clear that all the elliptic equations we must solve are linear and thus can be 
written in the form 
v2u + 4% Y) u = 4% Y), (22) 
where u can be replaced by any of the independent variables of (15), (17) or 
(21) for appropriate choices of h and S. We will use a finite difference approx- 
imation of (22). 
We will seek the solution of (22) at only the points of a finite grid in the 
X-Y plane. Namely, we are interested only in the points u(iS, $3) with 6 chosen 
such that 
N8 = 1, N integer. (23) 
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We let Uij denote u(& j8) and then apply the standard five point formula for 
VU at Uij 
T2Uij = 
%+l.j + ui,j+l - 4uij + 4-1.i + ui,j-1 
62 
+ W). (24) 
This procedure yields the standard finite difference equations 
~if1.j + ui,j+l - 4uij + ui-1.j + ui,j-l + 62hijUij = 6”sij 9 
i = 1, 2 )..., N - 1 , j = 1, 2 ,..., N - I) (25) 
where hij and sij denote h(i8,j8) and s(i6, j8), respectively. The values {Uoj}, 
{%I9 {“NiI 2nd {%I are known from the boundary conditions. The difficulty 
is in finding an efficient way of solving these (N - 1)2 linear algebraic 
equations. 
We will proceed in the following manner. Let us define ui to be the vector 
41 
42 
ui= . ) 
Ll 
(26) 
%N-1 
a vector of interior points for i between 1 and N - 1. Furthermore, we define 
a constant matrix Q and vectors yi as 
i=j 
0 = (4ij) where Ii-j\=1 
otherwise, 
(27) 
uiO j=l 
Yi = [Yij] where Y$j = 
1 
UiN j=N-1 
0 otherwise. 
Then (25) can be rewritten as 
%+l - 2Ui + #i-l - Qui + yi + H,u, = si , (28) 
with 
Hi = diag(S2hij) = 
a2hi, 
Phi2 
0 
0 
a2hi.N-> 1 I 
(29) 
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We see that (28) is a two-point boundary-value problem with u0 and uN 
known from (2). The other boundary conditions enter naturally through 
the yi. 
We will seek solutions of (28) in the form 
ui+1 = A,Ui + bi (30) 
with A, and bi independent of ul . Substituting (30) in (28) and solving for ui 
in terms of uiPl , we find 
Ai-, = [21+ Q - Hi - Ail-l, 
with the initial conditions 
b,-1 = A,-,[Yf + sj + bi] (31) 
A N-1 - -0, b,, =uN. (32) 
It can easily be shown [5] that under some very general conditions the 
necessary inverses exist and the method is computationally stable. Thus, 
instead of solving the original boundary value problem (22) we solve two 
initial value problems, (31) and (30). 
Since (28) is but another representation of (25), results equivalent to (30), 
(31) and (32) have been noted for a rectangular region [7, 81. However, the 
power of the invariant imbedding approach lies in recognizing that solutions 
to linear equations exist in the form of (30) an d using this result as a starting 
point. From this viewpoint, elliptic equations over irregular regions are an 
almost trivial extension of the rectangular problem. 
We will use the invariant imbedding approach rather than the standard 
iterative methods such as successive over-relaxation or alternating direction 
implicit for two reasons besides the fact that we can consider irregular 
regions every easily. First, there are no parameters to be chosen. In the 
nonlinear case, in which we employ quasilinearization, this is a distinct 
advantage since the quasilinear equation (21) changes at each iteration and 
thus the choice of parameters is difficult. Second, we also want to solve the 
sensitivity equations which differ from the final quasilinear equation only in 
forcing functions and boundary conditions. Looking back at the matrix 
recurrence relation, (31), we see that this equation requires most of the 
computation. However, we also see that this relation is independent of both 
boundary conditions and forcing function and thus is common to all the 
equations, (15), (17), and (21). Thus, we need only do the difficult part of the 
computation once, for a given value of oi, no matter how many sensitivity 
equations must be solved. 
7. CALCULATION PROCEDURE 
As a preliminary step, if (1) is nonlinear we take the quasilinear version. 
Then the procedure is as follows. 
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1. Guess a(O). 
2. Solve for U(X, y, a(O)) by quasilinearization and discrete invariant 
imbedding. The final set of matrices Ai are saved. 
3. Solve for u,i(x, y, a(O)) using u to determine the forcing functions and 
the matrices Aj to carry out the computation. 
4. Solve for uaiaj(x, y, CY(O)) using u and u,, for the forcing functions and 
the same matrices ili . 
5. Compute the sums, S,i(,(o’) and Saria( using the results of 2, 3, 
and 4 and the observations. 
6. Compute a new guess, or(r), by Newton’s method. 
7. Repeat steps 2-7 until convergence is obtained. 
8. LINEAR EXAMPLE 
We first consider the linear equation 
V2u = au, (33) 
with the boundary conditions 
u(O,y) = 1, 
u(l,y) = u(x, 0) = u(x, 1) = 0. (34) 
We wish to determine the single parameter a so that the normalized least 
squares criterion 
is minimized. The necessary sensitivity functions, ua and u,, , satisfy the 
Eqs. 
Vu, = au, + u, u, = 0 on r, (36) 
and 
V2u,, = auaa f 2u, , %m = 0 on .F. 
We define 
v(x, Y) = %(X, Y), W(T Y) = %a(% Y), 
and thus we must solve 
V2u - au = 0, V2v - av = u, V2w - aw = 20. 
(37) 
(38) 
(39) 
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We use a 17 _I 17 grid or 
Then employing the appropriate boundary conditions, the discretized version 
of (39) is 
ui+1 - 2ui T uiel - Qui - Pau, = 0 
(41) 
1 
1 
u(J= . I.1 U16 - -0 3 i 
and 
vi+l - 20~ + vipl - Qvi - S2av, = a2u, , vo = 016 = 0; (42) 
wi+l - 2q + widl - Qwi - Paw, = 26’0~ , w. = 2016 = 0. (43) 
We can observe that yt as defined by (27) is always zero due to the particular 
boundary conditions. Since (41) h as no constant terms, we look for a solution 
of the form 
ui+l = A& . (44 
We find that the matrices Ai must satisfy 
,4i-1 = [(2 + S2a) I + Q - Ail-l, A,, = 0, (45) 
and thus (44) is an initial value problem once (45) has been solved. We now 
look for a solution of (42) in the form 
vi+l = Aivi + bi , (46) 
where Ai is as given by (45). We immediately find that the bi must satisfy 
bi-1 = A,-l(bi + S2Ui), b,, = 0, (47) 
and thus (46) and (47) are initial value problems. Finally we repeat the 
procedure for (43). Namely we set 
w~+~ = Aiwi + ci , (48) 
and find 
~i-1 = Ai-l(C, + 2&i), ~15 = 0. 
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Thus, for each value of a(= a(O), a(l),..., #)) we solve (44)-(49). We can then 
compute 
&7&4 = fJ$- 1, [(U!!’ - #p) ,!? + (J”)‘] 1, 2) . 
We have assumed that the observation points are also grid points, although 
we could use an interpolation formula if this were not true. Finally a new a 
is computed by Newton’s method 
uuc+l) = &:’ _ S,(u’y 
S,&P)) * 
(51) 
Six “observations” were generated by solving (33) and (34) by series 
solution for 
a =2. (52) 
Then two runs were made starting with 
U’O) = 1.5 and U’O’ zzz 4. (53) 
The results are shown in Table I. 
TABLE I &=) 
Iteration Run 1 Run 2 
0 1300 4.0000 
1 2.2399 2.9882 
2 2.0568 2.3379 
3 2.0403 2.0778 
4 2.0401 2.0409 
5 2.0401 2.0401 
6 2.0401 
The error in the final a is clearly due to the truncation error of (24). In 
fact, by resolving the problem with 6 doubled (= $) and applying a deferred 
approach to the limit technique [3] we find an improved value of a = 1.9987. 
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9. NONLINEAR EXAMPLE 
A far more difficult example is the nonlinear equation 
B.d = aebu, u = 1 on r, W 
which arises in many fields. Again, we take R to be the unit square. First, 
we linearize (54) and obtain 
~%(m + 1) = aebritm) + abebfitm)[12(m + 1) - Ii(m)], 
t2(m+l)=l on r. 
With u now defined as 
u = i-5 {zi(m)}, 
(55) 
(56) 
we now use repeated differentiation of (54) with respect to a and b to derive 
the sensitivity equations 
‘Vu, = ebu + abebuu, , Pub = auebu + abebUub , 
Vu,, = 2bebzcu8 + abebuu,, + ab2ebuu,e, 
v2ubb = 2aebuub + 2abuebu,ub + au2ebu + abebUubb + ab2ebuub2, (57) 
v2u& = uebu + bebuub + aebUu, + abuebuu, + abebuuQb + ab2ebuu,ub , 
U ba = %b 9 
with 
ua = Ub = u,, = Ubb = U,b - 0 on r. 
We again use the normalized least squares criterion 
(58) 
L 
Sk, b) = & & (u(‘) - PI)‘, 
and thus 
s, = :I -$ (JZ) - Pz) d’, 
Sb = iI $ @(‘) - k) @, 
(5% 
(60) 
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Sab = s,, = El -$ [(ZP - pJ u2 + I&p]. 
Finally, Newton’s method becomes 
&9, 
a'7c+l' = (p, - sd s 
b(U) S&(U, b'"') - Sab(Q(k), b'"') Sb(&J, W') 
an 
( 
u'kJ, (qS,,(&d, b'"') - [sab(&J, b'"')]" ' 
(61) 
btk+l, = bfk, _ Sab(“‘k’), b’k’) ‘%I( 
&J, b’“‘) - S,&p, b’k’) ~b(u”.w, b’“‘) 
s,,(dk’, b’“‘) Sbb(&‘, b”‘) - [&,(dk’, bzk’)]* 
For each value of (aft), bth)) we must solve (55) and (57); but since all these 
equations are of the same form, the invariant imbedding procedure is very 
efficient. In fact the computing time for this problem was approximately 
8 seconds with 8 = $6 . The results are summarized in Table II. “Observa- 
tions” were generated by solving the discretized problem in such a way as to 
find a choice of parameters which will give a desired single value of u at some 
particular point. Then a few additional values of u were picked from this data 
to give a sufficient number of observations. Thus, the results of Table I 
agree with a given numerical solution rather than an exact or physically 
observed solution. However, the results do demonstrate the ability of the 
method to rapidly converge to a solution for a multiparameter problem. 
TABLE II u’~J and W 
Iteration 
0 1.5000 1.5ooo 
1 1.6819 2.2137 
2 1.6805 2.2686 
3 1.6806 2.2687 
4 1.6806 2.2687 
10. CONCLUSIONS 
The combination of Newton’s method and discrete invariant imbedding 
has been shown to yield an effective method for handling inverse problems 
involving elliptic equations. Our emphasis has been that quadratic conver- 
gence is necessary when dealing with distributed systems since every solution 
of the equation of interest can consume much time. This approach differs 
409/30/I-7 
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from most of the work done with gradient methods since in these methods 
the problem is to avoid computing the gradient. However, we have shown 
that for the problems we have discussed the gradient can be computed quite 
easily from the solution of the significant equation and most of the effort is, 
therefore, spent computing solutions of this equation. 
Of course there can still be valid objections to the use of Newton’s method. 
In particular, there is the problem of not obtaining the desired minimum but 
rather some other stationary point of S(a). This can be a major difficulty but 
one could hope, in an actual physical problem, to have a sufficiently close 
approximation of (Y so that this phenomena will not occur. 
This same observation holds true for the initial guess necessary for quasi- 
linearization in the nonlinear case. Given a reasonable set of observations it 
should be feasible to construct a suitable initial guess, C(O, a(O)). In practice, 
for the sample problem we have discussed, most of the calculation was spent 
in the first quasilinear iteration. After the first iteration, U[X, y, &‘)I proved 
to be a suitable initial guess for li(0, 01(~+l)). In fact this approximation proved 
to be so good that at most two iterations were ever necessary to converge to 
u[x, y, cP+q. 
Some preliminary work has indicated that the method is fairly insensitive 
to small random perturbations of the observations. Further work remains to 
be done in this area. As previously pointed out, the method extends directly 
to irregular regions. Finally, the method can be extended to other classes of 
partial differential equations. 
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