The traveling salesman problem (TSP) is a combinatorial optimization problem that requires finding the shortest path through a set of points ("cities") that returns to the starting point. Because humans provide heuristic near-optimal solutions to Euclidean versions of the problem, it has sometimes been used to investigate human visual problem solving ability. The TSP is also similar to a number of tasks commonly used for neuropsychological assessment (such as the trail-making test), and so its utility in assessing reliable individual differences in problem solving has sometimes been examined. Nevertheless, the task has seen little widespread use in clinical and assessment domains, in part because no standard software implementation or item set is widely available with known psychometric properties. In this paper, we describe a computerized version of TSP running in the free and open source Psychology Experiment Building Language (PEBL). The PEBL TSP task is designed to be suitable for use within a larger battery of tests, and to examine both standard and custom TSP node configurations (i.e., problems). We report the results of a series of experiments that help establish the test's reliability and validity. The first experiment examines test-retest reliability, establishes that the quality of solutions in the TSP are not impacted by mild physiological strain, and demonstrates how solution quality obtained by individuals in a physical version is highly correlated with solution quality obtained in the PEBL version. The second experiment evaluates a larger set of problems, and uses the data to identify a small subset of tests that have maximal coherence. A third experiment examines test-retest reliability of this smaller set that can be administered in about five minutes, and establishes that these problems produce composite scores with moderately high (R = .75) test-retest reliability, making it suitable for use in many assessment situations, including evaluations of individual differences, personality, and intelligence testing.
The traveling salesman problem (TSP) is a combinatorial optimization problem in which the solver attempts to find the least-cost (e.g., shortest, cheapest, fastest) route that visits each one of a fixed number of nodes in a network and returns to the starting location, with known fixed costs of travel between each pair of nodes. Like the general TSP, the Euclidean variant (E-TSP) is also NP-hard (Papadimitriou, 1977) , but constrains the problem so that the locations are dispersed on a plane, and the cost of moving between nodes is the Euclidean distance between them. Along with serving as a useful exercise in optimization (e.g., Applegate, Bixby, Chvátal, & Cook, 2006) , human-solved versions of the TSP (which permit approximate solutions) have become a method of growing interest for understanding visual problem solving, navigation, and planning (see MacGregor & Ormerod, 1996; MacGregor & Chu, 2011) . colleagues (Mueller, Jones, Minnery, & Hiland, 2007, Mueller, 2008; 2010) identified the problem as measuring an important aspect of biological intelligence, forming one part of a modern-day embodied Turing test, and have also connected it to naturalistic search and mental models of pathfinding (Mueller, Perelman, & Simpkins, 2013; Perelman & Mueller, 2013a; Perelman & Mueller, 2013b; Perelman, 2015; Perelman & Mueller, 2015) .
In many of these contexts, the human-solved version of the task has primarily been used to understand underlying processes related to visual problem solving, and its properties in this context are becoming well understood. In addition, some have suggested that skill in solving the TSP may differ consistently among individuals, and so it may be useful in assessing differences in cognitive function across individuals. Although initial findings (e.g., MacGregor & Ormerod, 1996) found little systematic individual differences (probably because solutions were all close to optimal), subsequent studies have suggested that individuals may systematically differ in the efficiency with which the task can be solved, and that performance may be correlated with measures of fluid intelligence (Vickers, Butavicius, Lee, & Medvedev, 2001; Vickers, Mayo, Heitmann, Lee, & Hughes, 2004; Burns, Lee, & Vickers, 2006; Chronicle, MacGregor, Lee, Ormerod, & Hughes, 2008) . Furthermore, because the task bears similarity to a number of other tests related to planning, spatial reasoning, and problem solving, it may offer a complementary yet convergent measure of problem solving ability.
Its limited use in assessment contrasts with several similar tasks that have received widespread use. For example, the trailmaking test (Reitan, 1955; 1958) and its computerized variants (e.g., Piper et al., 2012) are fairly similar, but the trail-making test requires following a given path rather than constructing one. Nevertheless, the path followed (especially in Form A) tends to be fairly close to the shortest possible path (see Vickers & Lee, 1998) . Similarly, the Corsi block-tapping test (Corsi, 1972; Kessels, van Zandvoort, Postma, Kappelle, & de Haan, 2000) has become a widely-used measure of visual serial order memory, requiring a participant to reconstruct a given sequence (analogous to a route) presented among a set of up to ten spatial locations. However, the sequences tend not to be smooth paths, but rather haphazardly organized in the display. In a more abstract sense, two commonly used tower tests-the Tower of London (Shallice, 1982) and the Tower of Hanoi (Kotovsky, Hayes, & Simon, 1985) look at how participants find a shortest path in a problem space between a starting and goal configuration, and so have a very similar approach to the TSP. Along with problem solving in general, these tests have often been used to understand plan formation and the impact that neuropsychological disorders have on planning. Finally, a number of visual search tasks (e.g., Wolfe, 1994; Halverson & Hornoff, 2011 ) require a participant to efficiently search through a spatial array. Although these tasks do not require drawing a path, and the studies typically do not record eye movement trajectories associated with those paths (although, see Araujo, Kowler, & Pavel, 2001 for an eye tracking example), the most efficient eye movement path can be obtained by solving a variant of the E-TSP related to that task.
Two reasons for its limited use in assessment are (1) there have previously been no widely-available systems or standard problems for administering the test; and thus (2) there are few experiments establishing psychometric properties of such tests, such as reliability, problem difficulty, and convergent or construct validity. In response to this, we have developed a freely available E-TSP task that is included as part of the Psychology Experiment Building Language Test Battery (PEBL Version 0.14; Mueller, 2014) , which has been described previously (Mueller, 2010) and has been used for data collection in several hundred publications across a broad range of topics (see Mueller & Piper, 2014) . Since its release, Version 0.14 of PEBL has been downloaded more than 20,000 times, which has already made the PEBL TSP widely available to researchers and clinicians around the world. The PEBL Test Battery includes around 100 other tests, including related tasks such as trail-making, Corsi blocks, visual search, Tower of London, and Tower of Hanoi, and so it enables researchers to include the TSP alongside other measures of neuropsychological function to assess convergent validity of different measures. In this paper, we describe the basic software and present three experiments conducted on subsets of 50 test problems (five 6-node practice problems and 15 problems each of 10, 20, and 30 nodes) included in the software. These experiments help to establish the reliability and validity of the method, and basic behavioral measures of problem difficulty across the problems. This analysis will provide sufficient information to allow researchers to use the PEBL TSP test in a number of settings, to evaluate individual performance against our sample, to examine cognitive model performance against human data, to test novel TSP problems, and to help establish the validity of the measure in different contexts. First, we will provide a high-level overview of the test and describe rationale for several of its design features.
Overview Of the PeBL tSP taSk
In the PEBL TSP task (see Figure 1) , participants see the complete layout of points (i.e., cities or nodes), with unselected points colored red and a given starting location indicated in grey. Solvers complete the path by clicking the points consecutively, and the points can be selected in any order. Each subsequent click turns the chosen point from red to grey, and draws a thick red line between the previously chosen point and the newly chosen point. No backtracking is permitted. When the final unselected point is clicked, a line is drawn from that point back to the first point (i.e., the software automatically closes the solution), and a green path circuit is drawn to show the shortest (i.e., optimal) solution. After completing each problem, statistics regarding the solution are shown in the lower right, including the shortest path length, the produced path length, the ratio of these values (i.e., inefficiency), and the time taken to complete the tour. The timing and order of each click are recorded, as well as the computed inefficiency. After the feedback is reviewed, participants click a button marked "OK, " to move on to the next problem. A complete description of the use and administration of the PEBL TSP task is provided in Appendix D.
All implementations of TSP-like tests have made decisions about instructions, interface, and interaction that are often irrelevant to underlying theory yet may influence task performance. In developing the PEBL test, most of the design decisions were made to facilitate faster administration, to promote solution modes that rely on intuitive and visual processes rather than highly deliberative problem solving, to use interactions that can be easily learned, to enable consistent administration conditions, and to allow for useable data traces. We review some of the details next and provide some rationale for these decisions, with comparison to previous experiments. Some aspects of tests include:
Sequential solving mode. Some studies (e.g., MacGregor & Ormerod, 1996; van Rooij, Schactman, Kadlec, Stege, 2006) have used hand-drawn administration, in which participants drew from point-to-point on paper to complete the tour. 
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Typical instructions imply that participants should solve the problem sequentially, but this may be diffi cult to enforce. In contrast, some computerized solutions (e.g., Vickers et al., 2001; 2004; Dry, Lee, Vickers, & Hughes, 2006) have used computerized methods that permit non-sequential solutions using a click-drag-release method, while most others (Graham, Joshi, & Pizlo, 2000; Pizlo, Stefanov, Saalweachter, Li, Haxhimusa, & Kropatsch, 2006; Chronicle et al., 2008; Acuña & Parada, 2010) have required sequential solutions.
We chose to adopt sequential solutions for a number of reasons. First, it is most closely analogous to both physical navigation in general, as well as a physical TSP task we used in Experiment 1a. In these contexts, the problem must be solved by constructing the tour in sequence. Second, it permits a simpler interface that is easier to learn, which may be especially advantageous for testing children or older adults. Th ird, we hypothesize it encourages solvers to use intuitive visual strategies (in contrast to more deliberative cognitive ones) that are an important aspect of both empirical (e.g., van Rooij et al., 2006) and theoretical (e.g., Graham et al., 2000; MacGregor & Chu, 2011) TSP research. Finally, we suspect that even when non-sequential solutions are permitted, they are likely to be used only occasionally.
Backtracking and restarting. Although paper administration typically discourages backtracking, several computerized versions we are aware of have permitted backtracking in one form or another. Vickers et al. (2001) allowed individual links to be deleted by selecting and pressing the delete key; Graham et al. (2000) and Pizlo et al. (2006) allowed the previous move to be undone or the entire problem to be reset; and Acuña & Parada (2010) provided a clickable undo button. In contrast, Miyata, Watanabe, & Minagawa (2014) did not permit backtracking, whereas others did not mention backtracking in their method descriptions-MacGregor (2014) stated "participants completed a tour by pointing and clicking, " whereas Kong & Schunn (2007) instructed participants to "indicate the path using mouseclicks. " We chose to not permit backtracking for several reasons, many of which are identical to our rationale for using a sequential solving mode. First, it is more closely analogous to a physical version of the test (see Experiment 1a). Second, it is consistent with real-world movement: once you physically travel a route, you cannot un-travel it without cost. Th ird, in related problem solving tasks such as the Tower of London, we know of no version that permits cost-free backtracking. Although restarting is not uncommon in these tasks, it is oft en limited, and so also not without cost. In addition, by avoiding backtracking the interface can be simplifi ed (no additional buttons or secondary mouse clicks for undo operations are needed), which in turn allows the test to be performed with less training and potentially among a broader population, and it is likely to produce faster overall trials. And fi nally, it also allows for a more easily processed data record, because each target click event is the one and only time that target is visited. Nevertheless, it remains an open empirical question 
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whether backtracking will increase or reduce reliability and validity of TSP performance measures, and what impact it has on the overall solutions produced. Starting location. Another interface decision relates to whether the participant is given a starting node to begin their tour. For an optimal tour, starting location is arbitrary, but this may not be true for human-generated tours (Perelman, 2015, showed evidence consistent with the suggestion that tour performance may depend on starting location). MacGregor (2012; showed that participants tended to choose starting points on the periphery of the problem more often than chance would dictate, again suggesting that starting location may play a role in solution efficiency. Although most past implementations have allowed participants to choose their own starting location, this is not universally true (cf. Miyata et al., 2014) . There is some chance that the ability to choose a good starting location could account for a proportion of individual differences in the task, and so we chose to always initiate the problem at some node; either randomly-chosen or identical across all participants. In assessment settings, researchers typically favor using identical problems so as to reduce the effect of materials and highlight individual differences, and so using a single fixed starting point in each problem is consistent with good test design. Furthermore, in physical (and real-world) TSP problems, including the one used in Experiment 1a, the starting location is typically constrained to be the physical location of the traveler.
Visual interface. Several other details about the visual interface warrant discussion. Some aspects of the visual interface will tend to impact motor movement and visual search processes probably incidental to the problem solving processes usually of interest to TSP researchers, and these might be outside the cognitive functions that might be uniquely assessed with the task. For example, target size will impact aimed movement times involved in mouse targeting, and color cues (i.e., color changes when a node is visited) will reduce the need to engage in deliberate visual search to find unvisited nodes. Nevertheless, target size has rarely been reported in the past (Graham et al., 2000 noted that the targets were "small, " but few others have given any details). Several past approaches have used color-change to indicate that a node has been visited (e.g., Graham et al., 2000; Pizlo et al., 2006) . This is not feasible for paper administration, but may provide a more consistent completion time profile as it helps participants prevent accidentally missing a node, and needing to search the entire field to find the missed node at the end of a solution.
Our choices were heavily influenced by another similar test: the PEBL Trail-making test (e.g., Piper et al., 2012) . That task used 25-pixel radius circles that can easily be targeted with either a mouse or touchscreen, and color change to reduce contrast of visited nodes. That task has been demonstrated to be useful over the lifespan (see Piper et al., 2012) , and so provides a reasonable starting point for the current interface.
Feedback. Feedback can be important for motivating and teaching participants the goal state of any task. Paperadministered tests typically do not show feedback about the best solution, but computerized solutions can, both in terms of the actual route and measures such as inefficiency (how much longer, proportionally, a solution is compared to the shortest route). Chronicle et al. (2008) reported giving a visual depiction of the best route, whereas Dry et al. (2006) gave numerical feedback about the length of the participant's solution in comparison to the best route. Most other experiments do not report whether feedback on the path was given (e.g., neither Graham et al., 2000 , nor Vickers et al., 2004 . One study we are aware of (Acuña & Parada, 2010) provided extensive repetition with feedback on tour length and showed that participants were able to learn to produce more efficient tours as problems were repeated. We chose to provide feedback because it allows participants to maintain engagement and motivation in the task, and to learn whether their solution strategies are effective. Feedback was given both in the form of a green path depicting the shortest route overlaying their drawn path (i.e., the best solution), as well as a numerical score so participants could assess the length of their path versus the best solution (see Figure 1) . Problem set. Many past studies of TSP performance have examined how performance profiles change as the problem size and complexity changes. We have selected candidate problems of size 10, 20, and 30 to test, generated from two-dimensional uniform distributions constrained to have low point-to-point overlap. Larger and smaller problems have been studied previously, as well as ones with non-random contrived layouts (see MacGregor & Ormerod, 1996; Dantzig, Fulkerson, & Johnson, 1959) . Our goal in this paper is to establish the psychometric properties of these particular problems, but the PEBL TSP allows other problems to be specified, and may therefore serve as a useful platform for testing other problem configurations.
Summary of software design. It is beyond the scope of this paper to explore the complete effects that alternatives to these design decisions have on performance, and some of them are likely to have measurable impacts. As an analogy, there are probably more than a dozen distinct versions of the Tower of London task in use, and many of them differ specifically in terms of the same types of properties we have just discussedvisual layout, problem set, interaction mode, feedback, timing, instructions/goals, and rules, whether backtracking and resetting is permitted, etc. Future research may provide useful guidance as to how these different properties impact solutions. Because the source code is available for inspection, modification, and redistribution, the impact of such decisions can be explored within this testing system and variations distributed to others. Furthermore, in the Discussion section, we will compare some of our results to those of previous implementations to examine the extent to which they are similar. 
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Overview Of exPerimentS
Next, we will describe the results from a series of experiments that establish general aspects of the reliability and validity of the PEBL TSP, especially as a means of measuring the relative difficulty of different problems and systematic individual differences among people. Across all experiments, a common superset of problems was used: five six-node practice problems and 15 problems of each size 10, 20, and 30. Problems are identified with both a size and a problem code (i.e., 10-01, 20-12, 30-05, etc.) , allowing performance to be linked to a particular test problem. First, we will report the results of two related experiments (1a and 1b) that establish the test-retest reliability of the PEBL TSP, show how performance on the task relates systematically to performance on a physical TSP analog, and demonstrate that solution efficiency is insensitive to some impacts of physical stress. Then, we will report the results of a more systematic study of all 45 TSP problems (Experiment 2), and report detailed performance statistics on these problems, which could allow problem selection and model testing. Based on these results, we selected a small 15-problem subset and report the results of a test-retest study (Experiment 3) establishing the reliability of the TSP inefficiency measure.
exPerimentS 1a anD 1B
In Experiment 1, we report two experiments conducted as part of a single project in which we evaluated the impact of mental stress induced by heat burden on a series of cognitive tasks whose summary values were reported by Mueller et al. (2010) and Mueller et al. (2013) . The goal of these experiments was to establish how different cognitive functions were impacted by the physical and heat strain induced by wearing military protective gear (i.e., gas-impermeable clothing, gloves, goggles, and masks that enable the military to work in a potentially contaminated environment). Each of these experiments involved testing participants twice; once while wearing normal duty clothing, and once while wearing the standard MissionOriented Protective Posture (MOPP) gear. This permitted assessing both test-retest reliability and the impact of physical stress on performance in this task, and comparing (in Experiment 1a) performance to a physical implementation of the TSP.
methOD
Participants. Experiment 1a involved nine volunteer participants who were off-duty members of the Wyoming National Guard. Experiment 1b involved 12 volunteer participants who were off-duty U.S. Air Force security personnel. Testing took place at a Wyoming National Guard facility in Guernsey, WY. In both groups, ages ranged from early adulthood to middle age. All participants were paid for completing the study (which included numerous other tests and travel) over a 3-day period of time. Participants signed informed consent forms prior to participating in the study, and the study was approved through an Institutional Review Board.
PEBL TSP procedure. In both experiments, the PEBL TSP task was used, with solutions entered via capacitive touchscreen monitors to avoid keyboard or mouse impairment from protective gloves. A randomly-selected starting position was chosen for each participant on each problem.
Experiment 1a tested seven problems (04 through 10) of each problem size (10, 20, and 30 node) twice, once in each of two clothing conditions. Similarly, Experiment 1b tested 12 problems (04 through 15) of each problem size (10, 20, and 30 node) twice. In addition, five small (size 6) practice problems and Problems 01, 02, and 03 of each problem size were used only once for practice on the first testing session. These problems were originally generated via the Concorde TSP software Applegate, Bixby, Chvátal, & Cook, 2003) , which also provided the shortest-path solutions by which performance is evaluated.
Physical TSP procedure. In the physical TSP task, four problems each of size, 10, 15, and 20, were generated and the shortest-path solution for each was computed via the Concorde TSP software. To simplify problem layout, all nodes were located on a 10 x 10 grid system, which was laid out in a room with 12 inches between each adjacent gridline. The task was implemented by placing plastic cups at the locations designated by the problem design, with each cup containing a plastic straw. To solve the problem, participants had to simply collect a straw from each cup. While they were completing the problem, an experimenter entered their solution via a computer using an analog of the problem, clicking simultaneously with each target visit. This allowed solution order and rough approximations of solution time to be recorded. Starting and ending location for each problem was always a single 'home' location at the edge of the grid. Because a limited time window was given for performing the entire task, participants did not always complete all twelve problems in the allotted time. Consequently, mean performance efficiency across the completed problems was used as a dependent measure.
Design. The order of testing in clothing was counterbalanced across participants in both experiments; within each testing session, problem order was randomized. Participants wore their normal duty clothing (BDU or ACU) or the JSLIST ensemble over their normal duty clothing as part of the protective gear condition. Although not described here, participants took part in a series of other cognitive and physical activities, which in general produced increased physical and heat strain when wearing protective gear.
reSuLtS
Experiment 1a.
With the relatively small number of problems used, we will focus on performance within each problem set size. Protective gear had no impact on inefficiency on the 
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computerized task, either within individual problem sizes or when comparing overall mean inefficiency (see Table 1 ). For the physical task, mean inefficiency when pooled across all problems was slightly better when wearing protective gear: an average of 1.10 versus 1.13. This difference was statistically significant, most likely because protective gear made movement more restrictive and slower, which in turn encouraged participants to produce shorter solutions. As problem size increased, mean inefficiency tended to increase, as did the test-retest correlation (consistent with the conclusions of Chronicle et al., 2008) . Importantly, a single composite score of mean inefficiency under each clothing condition produced a test-retest correlation of .77 for the computerized task, and .91 for the physical task, indicating substantial systematic individual variation in task efficiency within each task. Furthermore, the correlation between mean inefficiency (across participants) for the two tasks was .795, which was statistically significant (p=.018), indicating that solution efficiency of the physical and computerized tests systematically covaried across individuals. Experiment 1b. Experiment 1b involved more participants and more problems of each type than Experiment 1a, but without the physical analog test. As with Experiment 1a, no systematic difference in inefficiency was attributable to the clothing conditions (see Table 2 ), even though protective gear produced measureable physiological stress, discomfort, elevated body temperature, and impairment on other attention-based tasks. Composite scores for each problem size were all significantly correlated across individuals when comparing the two clothing conditions, with correlations around or above .8. The greater correlations in this study stem partly from the use of more problems at each problem size, which likely produced more reliable composite measures for each individual.
DiScuSSiOn
Experiments 1a and 1b used the PEBL TSP test and enabled measures of test-retest reliability to be assessed in a small participant pool. Important results of this study include: (1) TSP performance was fairly resilient to physiological stress that induced mental strain measurable in a number of other cognitive tasks; (2) test-retest reliability on composite inefficiency scores is reasonable for as few as 7 larger problems of 20-30 nodes each; (3) test-retest reliability for 10-node problems is sometimes poor and sometimes reasonable. The higher reliability in Experiment 1b may be attributable to the use of 12 rather than 7 problems, or it may stem from Note: Only eight participants completed the physical test. Each problem size set in the computerized task consisted of seven problems, whereas they consisted of four problems in the physical task. 
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other aspects of sampling or experimental design, but it is consistent with results reported as far back as MacGregor & Ormerod (1996) . Finally, (4) high correlations between average inefficiency on a physical analog task and the PEBL TSP indicate convergent validity of the method. Together, these results suggest that a systematic examination of a larger set of PEBL TSP problems may help identify a set of candidate problems for assessing TSP skill. Experiment 2 was designed to assess a candidate problems more systematically.
exPeriment 2
Experiment 2 sought to refine and formalize the testing performed in Experiments 1a and 1b in a laboratory setting, and to establish basic performance profiles for different problems.
methOD
Participants. Twenty-four undergraduate students from Michigan Technological University participated in the study in exchange for partial credit toward a research requirement in a psychology course.
Materials, stimuli, and design. The study was approved via the Michigan Technological University Human Subjects review board. After providing informed consent and taking part in a related navigation and planning study, participants completed a total of 50 E-TSP problems using the PEBL software described earlier. Testing was performed in one of three separated cubicles in a small testing room so that three or fewer participants were tested at one time. An experimenter was present throughout testing to answer any questions. Testing was performed using Dell Precision T1600 PCs running Windows 7, using a Planar PX2230MW 21.5" touchscreen monitor at a resolution of 1920 × 1080 (responses were made using a mouse). After five practice problems, participants completed 45 test problems (15 problems each of size 10, 20, and 30, in a randomized order). Each participant was given a randomly selected starting location for each problem.
reSuLtS
In this study, we will examine several dependent variables to examine how particular forms differ in overall performance. These include:
• Inefficiency-the ratio of the distance of the produced path and the shortest known solution.
• Planning time-the time taken to make the first click.
• Execution time-the time to complete the route (including planning time). Inefficiency. Figure 2 shows the mean inefficiency for the problems we tested in this experiment, whose mean increased from 1.01 for the small practice problems to 1.077 for the 30-node problems. Individual problems within a problem size ranged in their mean solution inefficiency as well; this may be because of systematic differences in problem difficulty or variability among participants. Because inefficiency is important for examining individual differences, we also provide histograms for each problem in Appendix B. Typically, on each problem, most participants produced solutions within 5 or 10% of optimal. For more difficult problems, a greater number of participants produced inefficient paths (i.e., greater than 10% of optimal), but the best solutions were almost always very close to optimal.
To further examine inefficiency, we computed two separate regression models for comparison using the R Statistical Computing Language Version 3.0e2 base package lm function (R core team, 2013) and the Anova function of the car package (cf. Fox & Weisberg, 2010) . One model predicted inefficiency based on a linear effect of problem size and a categorical effect of participant identity (essentially computing a different intercept for each participant). A Type-II ANOVA showed that both problem size (F(1, 1013) = 45.8, p < .001) and participant identity (F(23, 1013) = 2.90, p < .001) were reliable predictors. However, the residual standard error was relatively large (0.092 units) and the multiple R 2 was relatively low (.099). To understand whether there was considerable consistent cross-test variability not accounted for by problem size, we also tested another model that replaced problem size with a categorical predictor of problem identity. A Type-II ANOVA for this model showed significant effects of both problem identity (F(44, 970) = 2.24, p < .001) and participant identity (F(23, 970) = 2.90, p < .001), but the residual standard error was nearly unchanged (0.092), and the multiple R 2 was similarly low (.14). Moreover, an ANOVA comparing these two models showed no significant differences, F(43, 970) = 1.2, p = 0.16, indicating that there were no systematic problem-specific differences that could not be accounted for by problem size alone. Across the two models, problem size accounted for only 4% of the variance, whereas replacing problem size with problem identity increased this to 8.7%, and participant identity accounted for a total of 5.8% of the variance. These relatively low proportions of variance accounted for suggest that there are fairly substantial idiosyncratic differences for individuals on tests, such that any individual test will be poor at predicting consistent individual factors related to problem solving, and combinations of scores will be necessary to create a reliable measure.
Planning time. Although in our test no specific instructions were given to create a plan before starting, these are common instructions in other problem-solving tasks such as the Tower of London. Furthermore, past studies have examined measures appropriate for assessing planning in a TSP task (e.g., Basso et al., 2001 ). Thus, we examined the time taken to make the first click as an index of planning time, especially to assess whether the time spent 
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planning depends on problem size. Figure 3 shows this planning time over the four problem sizes tested. A linear regression model including problem size and participant identity as predictors (but excluding the practice problems) showed there was a small reliable positive impact of problem size on planning time (31.8 ms/city), t(1013) = 2.2, p = .027, and the model produced a multiple R 2 of .28 (with problem size accounting for only 0.3% of the total variance). A Type-II ANOVA showed that participant identity was also a reliable predictor, F(23, 1013) = 17.6, p < .001. A second regression model substituting a categorical predictor of problem identity for problem size showed that problem identity was also a significant predictor, F(44, 970) = 1.62, p = .007, and an ANOVA test showed a significant difference between these two models, F(43, 970) = 1.50, p = .01, indicating consistent problem-specific planning time differences exist that cannot be explained by problem size alone. However, the planning time effect remains relatively small, with average planning time increasing by only 600 ms as problem size increased from 10 to 30 points, in comparison to execution times on the order of tens of seconds.
Although planning time was relatively small, it might still be possible that planning time is related to overall problem solving inefficiency insofar as participants who take longer to plan may produce better solutions. We examined this both in relation to the specific problems and across individuals by aggregating planning time and inefficiency across both problem and participant, and computing their Pearson correlations. We found that solution inefficiency was not significantly correlated with planning time, either when averaged over participants (R = -0.25, t(23) = -1.2, p = .22) or when averaged over test (R = 0.18, t(43) = 1.2, p = .23). Nevertheless, the nonsignificant negative correlation across participants indicates people who spent more time planning produced slightly shorter paths, and the positive relationship across test indicates that more difficult problems produced slightly longer planning times. It is possible that such relationships would have been more robust had specific planning instructions been given, and so future studies may benefit from using planning instructions and measuring planning time.
Execution time. Researchers have often examined execution time to understand the computational complexity of the underlying heuristics used to solve the TSP. Surprisingly (and unlike optimal algorithms), humans tend to produce solutions that are close to optimal in times that are linearly related to problem size (see MacGregor & Ormerod, 1996) . In the present experiment, we saw large and robust effects of problem size on execution time (see Figure 4) , and the best-fitting regression model obtained an equation estimating a completion time of 2377 + 638.5 ms/node. As before, a regression model using participant identity and problem size showed (via a Type-II ANOVA) significant effects of both problem size (F(1, 1013) = 942, p < .001) and participant (F(23, 1013) = 41, p < .001), with a multiple R 2 of .65 and a residual standard error of 5471 ms. A second regression substituting test for problem size was significantly better than the problem-size model according to an ANOVA test (F(43,970) = 1.6, p = .009), indicating significant problem-related aspects that were not accounted for by problem size. Overall, problem size alone accounted for 32.5% of the variance, replacing this with problem identity only improved this to 34.8%, and participant identity accounted for an additional 32.5%.
Measuring Overall TSP Performance. One natural measure indicating the overall ability to solve TSP problems is the mean inefficiency score across problems. Because inefficiency depends on problem size, one might consider estimating a slope and intercept for each individual. If these were independent, the two measures would indicate overall inefficiency (for the intercept) and how inefficiency is impacted by problem complexity (for the slope). However, in Experiment 2 we found that the slopes and intercepts estimated for each individual were highly negatively correlated (-.50), which indicates that the two estimates tend to trade off. This is likely to be a problem of estimation rather than a true relationship, and it means that intercept and slope may not be good candidates for assessing overall TSP skill. An alternative is to fit a slope constrained to have an intercept of 1.0 for problems of size 0 (which is a reasonable assumption). When we computed this for Experiment 2, these values turned out to be almost 
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perfectly correlated with mean inefficiency (R = .992) and so it would appear that mean ineffi-ciency is likely to be the most robust and simplest performance measure. In our sample, mean inefficiency had a mean of 1.058 with a standard deviation of .0238, ranging between 1.02 and 1.113 across individuals. This range was roughly the same as the range of the mean inefficiencies across individual problems (which ranged from 1.00 to 1.09), which gives a range of about 4 standard deviations, and if we adjust inefficiency by subtracting 1.0, the worst performer's score was more than five times larger than the best. Inefficiency scores produce a Cronbach's α score of .8535, indicating a high degree of internal consistency (this finding is similar to the α score of .87 found by Vickers et al., 2004) . To provide a means for comparing individual performance on tests to our sample, we have included summary statistics and histograms in Appendices B and C.
DiScuSSiOn
Experiment 2 established the impact that problem size has on a number of dependent measures in the PEBL TSP Task. Solutions tended to get less efficient and to take longer as problem size increased, and this stemmed primarily from execution time rather than planning time. Both solution times and inefficiency depended on the size of the problem, and solution times also depended systematically on the problem. Together with the results of Experiment 1, the results of these experiments establish that composite scores from the PEBL TSP task differ reliably across people, are unimpaired by moderate physiological stress, and are systematically related to efficiency in a physical analog task. However, the test set studied in Experiment 2 required solving 50 total problems, which often took close to 20 minutes to complete. It may be possible that by selecting a smaller subset of problems, we can create a test that can be administered in a brief time period (5-10 minutes) that provides similar levels of reliability and validity. This may enable future assessment of whether TSP solution efficiencies are related systematically to any other cognitive or personality measures, skills, and aptitudes, or are especially impaired in certain clinical populations or genotypes. Consequently, on the basis of the results of Experiment 2, we selected such a subset and examined the test-retest reliability of this subset directly in Experiment 3.
exPeriment 3
To conduct Experiment 3, we first sought to identify a subset of the 45 problems used in the previous experiments that can serve as a brief but robust measure of individual ability in TSP. To begin, we examined the results of Experiment 2, and computed the part-whole correlation of each problem to the average of the entire set (excluding the selected problem) across participants. These correlations are shown in Appendix C. These part-whole correlations differed across problems (ranging from -.29 to +.65), with the mean part-whole correlation increasing as problem size increased (10 nodes: +.23; 20 nodes: +.33; 30 nodes: +.43). This result is akin to the increase in testretest reliability with problem size we saw in Experiment 1a.
Although part-whole correlation is smaller for the smallest problems (which indicates these measures are likely to be less reliable predictors of individual TSP ability), we felt it was important to include multiple problem sizes, in order to establish how efficiency and time changes parametrically with problem difficulty. Consequently, for our abbreviated problem set we selected the five problems of each set that had the largest partwhole correlations. To determine whether these form a coherent factor structure, we also examined the first eigenvector of the correlation matrix of the entire experiment to examine loadings of each problem. These are shown in Figure 5 , with the selected problems displayed in black. Although the selected problems did not always correspond to the five largest values within each problem size, all had high (negative) loadings on the eigenvector. Figure 6 shows the selected set of problems. Because Study 2 indicated that little systematic variability existed in the efficiency of solutions once problem size was accounted for, the consistency of these problems may partly stem from random sampling errors rather than systematic aspects of the problems. Consequently, we conducted Experiment 3 using this subset, to establish the reliability of the 15-problem subset.
methOD
The goal of Experiment 3 was to measure test-retest reliability of the 15 problems selected for the abbreviated set. Participants performed the TSP set twice.
Participants.
A total of 32 undergraduate students at Michigan Technological University took part in the study in exchange for partial course credit. One participant only completed the first half of the study, and so was removed. A second participant produced solutions that tended to be unreasonably long, and was removed from all additional analysis.
Stimuli. In each testing block, fifteen problems were presented in a random order, following five small (6-node) practice problems. During the second administration, all problems were rotated 90 degrees and mirrored so that the problems would have identical-length optimal solutions, with somewhat different surface representations. Unlike the experiments reported previously here, all participants used the same starting node for each problem.
Procedure. After signing an informed consent document approved by the Michigan Technological University Institutional Review Board, participants completed four distinct tests. They first completed the basic 15-problem TSP set. Following this, they completed a filler task taking approximately ten minutes, and then completed the second TSP set with rotated and mirrored problems. Finally, a fourth unrelated test was completed. Following the five small practice problems, problem order was randomized within each set. The software and testing equipment was identical to that used in Experiment 2. The five best problems of each size (10, 20, and 30 points), as measured by the part-whole correlation of inefficiencies. Line shows the shortest solution path, and node marked "1" is by default the given starting location, which was fixed within problems for all participants in Experiment 3.
p < .05, uncorrected for multiple comparisons; here mean inefficiency went from 1.1 during the pre-test to 1.14 during the post-test). Part-whole correlations for individual problems were similar in scale to the part-whole correlations of these problems in Experiment 2, although the values tended to be smaller, as might be expected based on regression to the mean of problems selected to be high on any particular value. Testretest reliability, as assessed with both Spearman's correlation coefficient and intraclass correlation coefficients, ranged from small negative values to around 0.6 for individual problems. This indicates low and variable reliability on a per-item basis. Although the optimal solution was shown after each trial, this apparently did not impact participants' performance when that problem was repeated, because mean inefficiency did not change significantly. It is likely that participants did not recognize the correspondence, because the problems were rotated and mirrored. Nevertheless, it is possible that participants remembered their (sub-optimal) solutions to the first administration, and used this memory during the second administration, which could inflate the test-retest reliability because of a memory effect rather than because of some underlying stable skill. Yet if a person were able to solve a problem perfectly on both administrations, they would also produce the same solution. This might not stem from memory for the solution, but rather because they were good both times.
To examine these issues, we computed the number of problems at each problem size that (1) were solved perfectly, (2) produced identical solutions for the pre-test and post-test, and (3) had non-perfect solutions that were identical. Mean values (out of five problems) are shown in Table 4 , where we examined the practice problems alongside the test problems. Results indicate that identical solutions that were not perfect were rare (occurring on average less than once per participant); and that perfect solutions only happened substantially often on the small problem sizes (6 and 10 nodes). This supports the conclusion that specific memory effects did not impact the assessed reliability of the PEBL TSP task.
The inefficiency scores tended to be unreliable on an individual problem basis, but when averaged across multiple problems they were much better. 
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of these composite scores, separately for each problem size. The low reliability for the 10-node problems is primarily a consequence of a ceiling or floor effect, as scores are compressed toward the perfect score of 1.0. Finally, Figure 8 shows the mean inefficiency scores obtained for each problem during the pre-test and the post-test. This shows that with our sample size of 32 participants, reliable estimates of problem difficulty can be obtained (R = .932 between mean pre-test and mean post-test score), with no notable decrease on the second administration. This measure is useful in that it suggests that these are reliable estimates of individual problems, making them useful for assessing performance of cognitive models.
GeneraL DiScuSSiOn
Across three experiments, we assessed performance on the PEBL TSP task, focusing primarily on the inefficiency scores of human-generated solutions. Experiments 1a and 1b established reasonably high test-retest reliability of composite scores, demonstrated convergent validity by showing inefficiency on the computerized TSP is related to inefficiency on a physical analog, and found that moderate physiological stress did not impair solution inefficiency.
ages within problem size and across the entire problem set. Table 3 . Summary statistics related to inefficiency for each problem in Experiment 3, as well as averages within problem size and across the entire problem set.
Experiment 2 examined a larger 45-problem set to establish basic psychometric properties, and Experiment 3 examined testretest reliability on a smaller subset that can be administered in approximately 5 minutes.
cOmPariSOn tO reSuLtS frOm PreviOuS methODS
The PEBL TSP test provides a computerized method for testing TSP performance using either the problems we describe here or custom problems developed by an experimenter. The version differs in a few ways from some previous versions used by other researchers, including: not permitting backtracking or restarting, requiring sequential solutions, and using relatively large target circles for easier testing. As described in the introduction, these differences are motived by the desire to create a version that can be easily learned, that is similar to firstperson sequential navigation (which was demonstrated empirically in Experiment 1a), and that produces easyto-manage data. As a result, solution times tend to be shorter than for other implementations reported in the literature. Our regression in Experiment 2 indicated a time cost of about 640 ms per node across problem sizes. In contrast, even for well-practiced participants, Graham et al. (2000) reported solution times of 2 to 5 s per node, and Pizlo et al. (2006) 
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times between 1 and 2 s per node. Similarly, Dry et al. (2006) estimated 1.7 s per node for unpracticed participants. Those methods allowed backtracking and editing the solution, and so some proportion of the longer solution times may have been accounted for by these additional processes. Despite the fact that the PEBL version does not permit backtracking and must be completed sequentially, it produces path lengths (relative to optimal) similar to previous implementations. In the present study, problem sizes 10 through 30 produced solution paths that averaged 3% to 7% longer (for Experiment 2) and 3% to 11% longer (for Experiment 3) than optimal. Highly practiced participants tend to produce shorter paths: Graham et al. (2000) and Pizlo et al. (2006) reported solutions whose lengths ranged from 2% to 5% longer than optimal for problems of sizes 20 through 50, and Acuña and Parada (2010) reported that after extensive practice with the same problem, solutions tended to be within 1% of optimal for problems up to about size 20. But for naive solvers, Burns et al. (2006) reported solution lengths that increased from about 2% longer than optimal to 10% longer than optimal as problems increased from 10 to 50 nodes, by which point it had asymptoted. These results are also similar to the paper-and-pencil tests of MacGregor & Ormerod (1996) , who found that solution lengths were 3.1% to 6.3% longer than optimal for 10-and 20-node problems, and MacGregor et al. (1999) , whose solutions increased from around 2% to 10% longer than optimal as problem size increased from 10 to 50 nodes. Thus, although practice tends to produce substantially more efficient solutions, the other aspects of the PEBL task that make it faster than many other implementations nevertheless produce inefficiency scores in the same range.
reLiaBiLity anD vaLiDity
The overall reliability of the PEBL TSP was established in several ways. Experiments 1a, 1b, and 3 each measured test-retest correlations of subsets of the 45-problem set. This is supported by a high Cronbach α (.87), and the selection of problems showing a high part-whole correlation in Experiment 2. Few past studies on TSP problems have assessed test-retest reliability as a means of assessing whether individuals differ systematically in how they solve the problems. One such study (Vickers et al., 2004 , Experiment 2) established a test-retest correlation of +.68 for their 50-node TSP problem. This value is higher than any single problem in our data set, but their problem was larger and their participant population had a larger age range (17 to 50, M = 26, SD = 9.2) which might produce larger systematic variance across individuals. In comparison, in our Experiment 3, the composite scores for the abbreviated 15-problem set produced a test-retest reliability of .75, which was similar to that produced in the 21 problems in Experiment 1a (.77) but lower than that produced using 36 problems in Experiment 1b (.87). These differences in testretest correlations are consistent with what would be predicted by the Spearman-Brown prophecy formula (Spearman, 1910; Brown, 1910) , which suggests that with 36 problems, Experiment 1a and 3 would have produced test-retest correlations of .85 and .88, respectively. With 45 problems (as tested in Experiment 2), expected test-retest correlations would be .88, .89, and .90 for Experiments 1a, 1b, and 3. This indicates that our choice of problems for Experiment 3 did not have a large impact on the obtained reliability, and this in part came because we used 10-node problems that were less reliable indicators of individual differences. Although composite scores can be constructed that are reliable, individual problems tend to be less so. Researchers should be able to produce highly reliable measures with the complete 45-problem set used in Experiment 2, but with limited time may consider using the smaller set in Experiment 3, or restricting testing to just 20 and 30-city problems.
In terms of validity, Experiment 1a demonstrated that performance in the computerized test is correlated with performance in a physical version, which presumably is closely related to daily navigation tasks. Experiment 1a and 1b showed that performance in the task is not impacted by mild-to-moderate physiological stress that impacted other tasks involving sustained attention. This result is somewhat consistent with the finding of Dry et al. (2012) , who showed TSP performance is only modestly (and not significantly) impacted by levels of alcohol consumption that impair a number of other cognitive tasks. This suggests that solutions to the TSP involve 
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intuitive and highly visual processes that may in some sense be automatized. Previously, Vickers et al. (2004) established that TSP correlates well with performance on other similar problems and measures of fluid intelligence, but future studies will need to be conducted that determine the extent to which the PEBL TSP shows similar properties, and also the extent to which solutions are predicted by factors such as focal brain damage, psychiatric disorders, aging, or if it is correlated with other measures of intelligence, reasoning, problem solving, and executive function. 
mODificatiOnS anD uSeS
Summary anD cOncLuSiOnS
The TSP has previously been used to understand aspects of visual problem solving, and research has suggested that it indexes individual differences in problem solving that are related to fluid intelligence. Despite this, the TSP has seen little use in general cognitive, clinical, or neuropsychological testing and assessment. In this paper, we described an implementation distributed via the open source PEBL test battery, including data from 45 problems and an abbreviated (15-problem) testing set that can be administered in under ten minutes. Future research that establishes the extent to which performance on the test is related to other cognitive functions, impairments, or neural pathways may help make the TSP test more informative and useful. 
aPPenDix D: Overview Of PeBL tSP taSk
The PEBL TSP task was first developed as a means to assess the impact of heat strain on one of a number of cognitive abilities (Mueller et al., 2010, Experiment 1a) . The test was developed using PEBL, a cross-platform open source programming language designed for developing neuropsychological tests. The PEBL TSP task was first distributed with PEBL 0.14 (released June, 2014), and it can be found in the Documents\battery\tsp folder of the user's home directory after PEBL has been installed. The version described here 1 involves minor modifications from the one released with PEBL 0.14, but will appear in future releases of PEBL, and is available directly at https://github.com/stmueller/pebl-custom /tree/master/Mueller-TSP-JPS.
OPtiOnS
A number of settings can be controlled via the PEBL launcher by clicking the "Edit" button next to the "Parameters" label. These settings are shown below, and include:
• targsize (default: 25). Target radius in pixels.
• dointro (default: 1). Whether to do the intro and practice tests. Set to 0 to skip practice tests.
• xoffset (default: 70). Upper left x offset of problem field.
• yoffset (default: 70). Upper left y offset of problem field.
• width (default: 500). Width of testing field in pixels, not including a target-size margin.
• height (default: 500). Height of testing field in pixels, not including a target-size margin.
• usefile (default: ). Use the set of problems listed in the specified problem.
• trialspersize (default: 5). If usefile is set to 0, select the number of standard trials per length, up to 15.
• chooserandomtrials (default: 0=no). If usefile is set to 0, whether to choose random trials or the first N of each problem size.
• inputlabel (default: click). Whether the instructions should indicate "click" or "touch, " if a touchscreen is being used.
• doflash (default: 0=off). Should the circle "flash" when you click it? This is useful for touchscreen administration, where the finger covers the circle and can obscure feedback.
• dobeep (default: 1=on). Should a click sound play when clicks made? • randomstart (default: 0=no). Should each problem start at a randomly-selected starting node?
teSt PrOBLem SPecificatiOn
The PEBL TSP software can be used to test many TSP layouts, although it does not create them on its own. The problems are constrained to a 500 x 500 pixel field (although this is adjustable in the parameters). Each problem is read from a text file located in tsp\tours, and uses a five-column format (each column must be separated by a space or tab character) shown in Figure 2 . These files can be created by hand, but the locations should be saved in an order consistent with the shortest path solution. The file should be a plain text file with no column headers. The first two columns are ignored, but will typically involve the label 'City' and an index indicating the original sampled order. The next two columns indicate the x and y coordinates of the city. The last column is also ignored, and will typically be 0. For historical reasons, the paths included in PEBL test battery also repeat the first point at the end, but these are disregarded by prepending the # symbol. A sample data file is shown in Figure D1 . Because these problems require a solution, we provide an R function that allows the save file of the Concorde Windows GUI 2 to be transformed into this format. To use this function, a solved path in Concorde must be saved (not exported), and the resulting the file can be read and saved into the format used by the PEBL TSP via the processTSPFile() R function found in Appendix A.
OutPut
Within the TSP directory, data are saved in the data\sub-directory, with participant-specific data saved in separate directories named according to the participant code entered into the PEBL launcher. Data are saved into five distinct files on each run, so for a participant '99, ' the files will include a click-by-click logfile ("battery\tsp\data\99\tsp-99 .csv"), a problem-by-problem summary ("battery\tsp\data\99 \tsp-summary-99.csv"), an overall report file ("battery\tsp \data\99\tsp-report.txt"), a simple log file recording start and Figure D1 . Sample data file used by the PEBL TSP software. Only columns 3 and 4 are used, and the final repeated row is ignored because of the # symbol. The order of the cities in the file will be used as the comparison path, even if it is not the shortest. 
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end time for each run ("battery\tsp\data\tsp-log.txt"), and a pooled data file that records one line per participant ("data \tsp-pooled.csv").
A sample of the click-by-click logfile (tsp-99.csv) is shown below.
Here, properties of each click are recorded. The first several columns record participant code, trial, problem file, and problem type, after which the next column indexes the serial order of the click on each trial (counting up from 0 indicating the first given point). The columns targx and targy record the center of each clicked target, and the columns clickX and clickY record the exact screen coordinates of the mouse click. These may not be at the exact center, and are offset slightly (70 pixels each by default) because the target field has a user-controlled gutter based on the xoffset and yoffset control parameters. The next column (pointid) indexes the selected item in order of the optimal route. Thus, for a six-city problem, an optimal solution will have values that are either 1-2-3-4-5-6 or 1-6-5-4-3-2. If the randomstart control parameter is non-zero, the pointid values will differ in their absolute values from how they appeared in the problem file (although they will be in the same relative order). Consequently, the fileorder column records the row in the file subnum,trial,test,type,point,targx,targy,clickX,clickY,pointid,fileorder,time,rt 99,1,tours/example06-01.txt, PRACTICE,0,479,201,0,0,1,4,3546,0 99,1,tours/example06-01.txt,PRACTICE,1,497,59,521.818,123.636,2,5,4913,1367 99,1,tours/example06-01.txt,PRACTICE,2,259,246,305.455,293.636,3,6,5555,2009 99,1,tours/example06-01.txt,PRACTICE,3,146,356,202.727,393.636,4,1,6605,3059 99,1,tours/example06-01.txt,PRACTICE,4,381,507,416.364,530.909,5,2,7373,3827 99,1,tours/example06-01.txt,PRACTICE,5,383,379,418.182,414.545,6,3,7866,4320 99,2,tours/example06-02.txt,PRACTICE,0,259,445,0,0,1,6,10301,0 99,2,tours/example06-02.txt,PRACTICE,1,329,348,369.091,386.364,6,5,11646,1345 99,2,tours/example06-02.txt,PRACTICE,2,341,47,380,112.727,5,4,12227,1926 99,2,tours/example06-02.txt,PRACTICE,3,458,164,486.364,219.091,4,3,13018,2717 where the chosen city appears. The time column indicates the time elapsed in ms since the test began (not the particular problem), and the rt column indicates the time since the last click was made or, for the first response, since the problem began. Because the first point is given and automatically connected once the next-to-last point is selected, it is never actually clicked on.
Consequently, it appears at the beginning of each trial, and we record 0,0 for the clicked x/y coordinates, and we record a response time of 0. No record is made for the implicit finalcity return line that is plotted on the screen.
More useful is the trial-by-trial summary (e.g., data\99 \tsp-sum-99.csv):
Here, each row summarizes performance on a specific test. Important dependent measures include the time at which the first click was made (which may potentially indicate "planning" time), the completion time, the obtained path length, the optimal path length, and an inefficiency score (obtained path length/optimal path length).
In addition, a report file is saved (e.g., data\99\tsp -report-99.txt), summarizing performance over problem size (shown below). This same table is shown to the participant at the end of the experiment, and a sample is shown at the top of the following page. 
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Finally, a pooled data file is saved (data\tsp-pooled.csv) that records summary data in a single row per participant. The file is saved without a header, and each row begins with the participant code, a time-stamp, and a time value indicating the number of milliseconds the entire test took. For example: After these columns, the table in the report file is saved row-wise. This involves five columns each for each problem size used. The number of columns saved will depend on the particular test sizes used. For the standard 6-10-20-30 problem sizes the remaining columns will look like the following:
Together, the different files enable either detailed analysis of individual solution, summaries over each participants, or easy summaries across a population. nOteS 1 The version described here can be downloaded at https:// sourceforge.net/projects/pebl/files/special/tsp.zip. This archive can be unzipped into the pebl-exp.0.14 \battery folder to replace the existing tsp\folder.
2 Available at http://www.math.uwaterloo.ca/tsp/concorde /downloads/downloads. htm   ---------------------------------- ---------------------------------------------- -----------------------------------------------6 , 5,4.1596,1.00205,4,10,5,7.2976,1.00769,2,20,5,17.0638,1.0543,1,30,5,27.0496,1.0927,0 6,5,4.6242,1,5,10,5,14.0316,1.0109,2,20,5,18.9764,1.20484,2,30,5,26.7264,1.09872,0 
----------------------------------Your Performance Condition Trials Time (s) Effic. # Perfect
