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Abstract 
Peherstorfer, F., Orthogonal and extremal polynomials on several intervals, Journal of Computational and 
Applied Mathematics 48 (1993) 187-205. 
Let a, < a2 < . < azl, E, = U i.=,[a,j_,, az,], H(x) = n:i. ,(x - aj> and let p be a polynomial which has no 
zero in int(E,). In this paper, which is of survey character, first minimal polynomials with respect to the max 
norm and weight l/G, where p is positive on E,, are characterised by orthogonality conditions and some 
new results are proved. Then the connection with polynomials orthogonal with respect to m/ / p 1, where 
p has an odd number of zeros in each interval [a2,, a2,+1], j = 1,. . . , I- 1, is shown and a full description of 
orthogonal polynomials having periodic respectively asymptotic periodic recurrence coefficients is given. 
Finally the asymptotic behaviour of polynomials orthogonal on several intervals is discussed. 
Keywords: Polynomials; rational functions; extremal; orthogonal; several intervals; maximum-norm; recurrence 
coefficients; periodic; asymptotic periodic; asymptotic behaviour. 
1. Introduction and notation 
Henceforth, let W = (1, 2, 3,. . .} and N, = (0, 1, 2,. . . 1, I E FV, ak E R for k = 1,. . . ,21, a, < 
a2 < . . . <a2,, and put 
k=l 
fw = kc1 (x - ak) 
and 
elsewhere. 
(14 
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R and S are real manic polynomials which satisfy 
R(x),!+) =H(x). (1.2) 
As usual, a polynomial with leading coefficient 1 is called manic polynomial. p denotes a real 
polynomial which has no zero in E,. In this paper we consider mainly polynomials orthogonal 
to functions of the form R/(hp) respectively S/(hp). For instance, if we put R = 1, i.e., S = H, 
and p = 1, then we obtain “weight functions” on several intervals like Chebyshev weight 
functions on a single interval but with the main difference that these functions change sign 
from interval to interval. On the other hand, if p is a polynomial which has exactly one zero in 
&k, a Zk+i), k = l,..., 1 - 1, then one obtains a positive weight function. Another choice of R 
which is used frequently in this paper is the following: 
and p a polynomial which is positive on E,; hence, in this case, R/(hp) = /-R/S/p and 
S/(hp) = J-//p are positive weight functions on E,. 
It is well known that the Chebyshev polynomials T, and the so-called Bernstein-Szegii 
polynomials, which are the polynomials orthogonal on E, = [ - 1, l] with respect to a weight 
function of the form R/(-p), play - apart from their importance in other fields - a 
crucial role in the investigations and derivations of general properties of orthogonal polynomi- 
als, whose support is [ - 1, 11. For instance, they are the keystones in Szegii’s and Bernstein’s 
theory on the asymptotic behaviour of orthogonal polynomials. One of the main reasons of 
their importance is their property to be minimal, not only with respect to the L, norm but also 
minimal on [ - 1, l] with respect to the max norm and weight l/ 6. So, if one wants to carry 
over methods of proof from the single-interval to the several-interval case, to obtain corre- 
sponding results, one will look for polynomials which are counterparts of the Chebyshev, 
respectively Bernstein-SzegG polynomials. It turned out (see [25,26]) that polynomials which 
are orthogonal on E, to all polynomials of degree less than or equal to n + I- 2, with respect 
to l/(hp), where p > 0 on E,, can be considered as these counterparts. These orthogonal 
polynomials are also minimal polynomials on E, with respect to the max norm and weight l/ ~5, 
having in addition the special property that the error function p,/ /F has 12 + 1 extremal points 
on E,. For the special case p = 1 we obtain the counterparts of the classical Chebyshev 
polynomials and call them strict Chebysheu polynomials (abbreviated strict T-polynomials) on 
E,. The above-mentioned polynomials are reviewed in Section 2, where also new results are 
given. In Section 3 it is shown how to get in a natural way with the help of the results of Section 
2 the periodic respectively asymptotic periodic behaviour of the recurrence coefficients for a 
wide class of weight functions if there exists a strict T-polynomial on E,. Finally, in Section 4 
the asymptotic behaviour of orthogonal polynomials on several intervals is studied and sur- 
veyed. 
Finally, let us give some notations which will be needed in the following. If p(x) = c,x” 
+ . . . c, E aB\(O}, is a polynomial, then F(x) =p(x>/c, denotes the manic polynomial, and 
as usual, 3;~ denotes the exact degree of p. For an integrable function w on R we denote by 
P,(x; ~1, ~1 E N,, th e manic polynomials of degree n orthogonal to Pn _ 1 (Pn denotes the set of 
polynomials of degree less than or equal to n) with respect to w, i.e., 
/x’p,(x; w)w(x)dx=O, forj=O, l,..., n-l. 
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It is well known that the p,(*; W>‘S satisfy a three-term recurrence relation 
p,(x; w) = (x - ~)P~_,(x; W) - ~,P~_~(x; w), for ~1 E N, 
where p&x; WI:= 1 and p_ ,(x; w) := 0. By P,(x; w> we denote the orthonormal polynomials. 
The nth function of the second kind of the orthonormal respectively orthogonal polynomial 
P,,(x; w) respectively i3(x; w> is defined by, y E C\E,, 
w7 4 
@,Jy; w) = / y _x w(x) dx, respectively Q(Y; w) = 1 
Pn(X, 4 
w(x) dx. 
Y-X 
In what follows we choose that branch of m which is analytic on @\E, and satisfies 
I 
sgn if!(y) = sgnkFI(y -a,,_,), for y E R\E,. 
2. On strict T-polynomials and the counterparts of the Bernstein-Szegii polynomials on several 
intervals 
Definition 2.1. A polynomial y,,(x) = x N + . * . , N E k4, is called strict Chebysheu polynomial 
(abbreviated strict T-polynomial) on E, if &, has N + 1 extremal points on E,, i.e., there are 
N+Z points x;EE,, x,<x,< ... <x~+~ such that l&(x,)1 =max,,.,IYN(x)l. YN:= 
G/max. E E, 1 FJx) 1 denotes the normed strict T-polynomial on E,. 
First let us give some simple facts on strict T-polynomials. 
Remark 2.2. (a) A strict T-polynomial & has exactly N - 1 extremal points, more precisely 
N - 1 alternation points, in int( E,) and also an extremal point at each of the 21 boundary points 
of E,. Furthermore, 7; has exactly one zero in each interval (aZj, uZj+ ,>, j = 1,. . . ,I - 1, and 
& is strictly monotone between two consecutive zeros of 7;. Moreover, ( &, I > 1 on R\ E, 
and E, = {x E R: I Yj(x) 1 G 1). All these properties can be shown by counting carefully the 
zeros of 7;. 
(b) By the well-known Alternation Theorem it follows immediately that a strict T-polynomial 
on E, is a minimal polynomial on E, with respect to the max norm, i.e., 
min maxIxN+cIxNP1+ a** +c,l. 
C,ER xrE, 
(c) If 7N is a strict T-polynomial on E,, then T,(&,), II E iW, are strict T-polynomials and 
moreover minimal polynomials on E,. 
(d) Each polynomial 7N = x N + . . * with N simple real zeros is a strict T-polynomial on the 
set of intervals E(p) = {x E R: I Yi,,(x) I < p}, where p E (0, K] and K:= mint I YN(x> I: 
q$x> = 0). 
(e) There exists a strict T-polynomial &, N > 1, on E, if and only if there exists a 
polynomial &, of degree N, N > 1, with N simple real zeros and with 1 FN(yi) ( > 1 at the 
N - 1 zeros yi of 9; such that E, = @;l([ - 1, 111. 
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Let us point out that what we call here “strict T-polynomial” has been called in [22,24,26] 
simple “T-polynomial”, “T- respectively minimal polynomial with N + I deviation points”. 
Since minimal polynomials with respect to the max norm are also called T-polynomials, we 
introduce here the notation “strict T-polynomial” which means Chebyshev polynomial in a 
strict sense. In [26, Definition 2.11 strict T-polynomials were defined in a different but 
equivalent way more suitable for the purposes there. Geronimo and Van Assche [ll] called the 
(normed strict T-1 polynomial &, from Remark 2.2(e) polynomial mapping. But they were not 
interested in the polynomial mapping; they investigated the properties of (p,( FN>), where ( p,) 
is a 
Theorem 2.3 (Peherstorfer [25,26]). The following statements are equiualent. 
(a) & is a strict T-polynomial on E,. 
(b) There exists apolynomial SYN_,(x)=xN-‘+ ... (FN(x>=xN+ e-e) such that 
y;(x) -H(x)%;_,(x) = L,, 
where L, E R’. 
(2.1) 
(c) /E;jYN(x)& =O, forj=O, l,..., N+l-2, 
/ 
xj%&,(x)h(x) dx = 0, for j = 0, 1,. . . , N - 2 
4 
(2.2) 
Proof. Let us sketch the proof. The equivalence (a) = (b) follows immediately with the help of 
Remark 2.2(a). 
(b) * (c) First let us note that 
/ .,:x h;x*) = q’& ’ 
since for x E [a,, ~1, 
P-3) 
i I &- _(x)= \i, H:x), {,-i(a W+(x)/2 _ e-i(aefW(xW 
2ir ,. 
‘j = - h(x) ’ 
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where (l/ \/7i) *(x) denotes the boundary values of l/ &? from the upper (lower) half-plane 
which in conjunction with the Sochozki-Plemelj formula gives (2.3). Now multiplying (2.1) by 
l/YGH we get for sufficiently large I y I, 
I 
1 +. 1 ZZp 
b’fw Y 
N+2+N+l-2 
-~ +o 
Y 
(2.4) 
which proves the implication. 
(c) 3 (b) Since the orthogonality property of YN implies that (2.4) holds with 
z/,-[(x) := / 
YN(x) - YN(t) dt 
E/ x-t h(t) ’ 
(2.5) 
(2.1) follows by squaring (2.4). 
Quite similarily the equivalence of the statements in parentheses can be shown. q 
For the two-interval case [ - 1, a2] U [a,, 11, - 1 < a2 < a3 < 1, Achieser [2] has shown, using 
his representation of a strict T-polynomial in terms of elliptic functions, that a strict T-poly- 
nomial YJ is orthogonal to (FD,_, with respect to the weight function (x - c)/h(x), where c is 
that zero of 7; which lies in the gap (a,, a,>. As it is well known, the classical T-polynomial 
T,, n E N, is also an L, minimal polynomial with respect to the weight function l/G for 
every p E [l, w). The next theorem shows that a corresponding statement holds for strict 
T-polynomials on several intervals. For the two-interval case this has been shown in [22, 
Theorem 41 and the proof given there can be carried over to the several-interval case almost 
word by word. 
Theorem 2.4. Let yN be a strict T-polynomial on E,. Then for every p E [l, m) and each rz E N, 
/E~xi~Tn(.;;uoiyi-l ‘gn Tn(FN(x))$) =O, for k=O ,..., nN+l-2. 
h!foreover, f,j*N(x)) =xnN + . ’ ’ is an L, minimal polynomial with respect to every weight 
.function of the form v/h, where v E P,_ 1. 
Unfortunately, not on every set of intervals there exists a strict T-polynomial and the 
question of existence is a delicate one. The necessity part of the following theorem has been 
given in [26, Corollary 2.41. 
Theorem 2.5. There exists a strict T-polynomial FN on E, with vj + 1 extremal points on 
[a,j_l, a*;], j = 1,. . . , 1, if and only if there are 1 natural numbers vj E (1, 2,. . . , N + I- 2] with 
Cf = ,vj = N, such that 
1 n2J I %-I(4 I - 
Tr 
12j_,dm dx= $, forj= 1, 2,...,1, (2.6) 
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where rt_ ,(x> =x1-l + * . . is the unique polynomial that satisfies 
dx=O, forj=l,2 ,..., l-l. (2.7) 
Proof. Concerning the sufficiency part let us first set 
r,-l(4 
=@@I := 1/H(2) * 
Then 9 is analytic on C\E, and thus 
y(z) := cosh( N[s(F) dt] (2.8) 
is analytic on the upper and on the lower half-plane. Next let us demonstrate that y is a 
polynomial of degree N. In fact, observing that 
fi rl-l(x)sgn(n~=i(x -a*j-l)) , 
mm 
for x E E 
1, 
'i-l(~)wQf=l(x -a*j-I)) 
I 
9’(x) = ( 
\ 
(2.9) 
where the first equality can also be written in the form 
-. ILl( 
s’(x)= +idM, for xEEI, 
since in view of (2.7) rI_l has exactly one zero in each interval (azj, a2j+l), j = 1,. . . ,I - 1, we 
get, taking into consideration (2.6) and (2.71, that for x E (azj, azj+ 1>, j E {O, . . . , I), a, := - ~0 
and a2,+1 := w, 
cash NjxkZ’+(x) dx 
a1 / 
X9+(x) dx 
a21 
= (-l)K1 cash N 
and for x E (azj+l, a,j+2), j E (0,. . . ,I - 11, 
cosh( N[S+(x) dx) = cosh( iKjn +NIIj+@+(x) dx) 
x Irdx>I 
N[*,+, /I dx ’ 
i 
where 
(2.10) 
(2.11) 
i 
Kj:= c Vk, for j= 0 ,...) 1. 
k=l 
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Hence, cosh(N /,:9’(x) dx) is real and continuous on IR. Using in addition the fact that 
it follows that y is real and continuous on R and thus analytical on C. Now 
-====== O(z-l), as IzI +03, 
VW 
from which it immediately follows that 
Y(Z) 
- = 
zN 
cosh(Nc+J d4 = o(1) 
zN 3 
which implies by Liouville’s Theorem that y is a polynomial of degree N. Now we have by 
(2.11) that 
and thus, since by (2.6) N/,“, +1 rl_l(x) I /\i ( H(x) 1 dx strictly increases from 0 to ~j+l~ on 
[a2j+l, azj+zl, Y has vj+l + 1 extremal points on [a2j+l, LZ,~+~], j E (0,. . . ,I - l], and by the 
assumption on the sum of the v~‘s, N + 1 extremal points on E,. Hence y is the strict 
T-polynomial we were looking for. 0 
For the case of two intervals the sufficiency part has been proved in [7, Theorem 11. 
Remark 2.6. (a> It is known (see [34, $141) that the complex Green function of E, is of the form 
where the integration is performed along a path in the complex plane cut along E,, and where 
~~_i is the unique polynomial satisfying (2.7). Furthermore, the harmonic measure of [a,j_l, 
azj] at 03, denoted by w([a2j_l, azj], a~) is equal to 
Hence Theorem 2.5 can also be stated in the following way. There exists a strict T-polynomial 
YN on E, with uj + 1 extremal points on [a,j_l, azj], j = 1,. . . ,I, if and only if there are 1 
natural numbers vj E {l, 2,. . . , N + I - 21 with Cfzl~, = N such that the harmonic measure at CO 
satisfies 
~([a~~_~, a,,], 03) = :, for j = l,..., 1. 
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This form of Theorem 2.5, which has been proved in [6, Lemma 41 with the help of deep results 
of [34] on the asymptotic representation of orthogonal polynomials, will be needed later. 
(b) If Y,, is a T- po ynomial 1 on E,, then it follows from the proof of the necessity part of 
Theorem 2.5 (see the proof of [26, Corollary 2.41) that the unique polynomial y/-I satisfying 
(2.7) is related to Yn by 
G(x) =%1(.$%-I(x), 
where Z!+I is the polynomial given by (2.1) or equivalently by (2.5). Let us recall that gN_, 
vanishes exactly at all N - 1 extremal points of Y,, lying in int(E,). 
(c) Let us also mention the important fact (see [26, Theorem 2.31) that if & is a strict 
T-polynomial on_ E, and if there is no T-polynomial of lower degree on Et, then the 
polynomials 7”(YN) are the only T-polynomials on E,. 
Other existence conditions mainly derived from the orthogonality property (2.2) of S,, like 
the vanishing of certain Hankel determinants (see [26, Theorem 2.1(b)] or periodicity conditions 
on the recurrence coefficients which turned out to be very useful in the construction of strict 
T-polynomials (see [24] and also [29]), could also be given. Another condition has been given in 
[30], see also [17, Theorem 5.11. 
By the way, let us note that Fischer [8] has shown that strict T-polynomials on two intervals 
are also extremal polynomials on the union of two certain disjoint compact sets. 
Next let us turn to a generalisation of the important orthogonality condition (2.2). The next 
theorem is an immediate consequence of [25, Theorems 1 and 31. 
Theorem 2.7 (Peherstorfer [25]). Let i3R < I- 1 and suppose that p E P has no zero on Et. Let p, 
(4,) be a manic polynomial of degree n (m> and let n > ap (m > ap + &S - 1). Then the following 
statements are equivalent. 
(a) There exists a polynomial q, (p,> such that 
Rp,2-Sq;=p, 
with 
Rp,( wk) = (mq,)( Wk), at each zero wk Of p. 
(2.12) 
(2.13) 
(b) I;*jp~(lipj~~;lx)dx=O, forj=0,1,...7n+l-2, 
(2.14) 
Let us note that the conditions (2.12) and (2.13) of Theorem 2.7(a) imply both orthogonality 
conditions in (2.14). If condition (2.13) is not fulfilled, then the orthogonality conditions (2.14) 
no longer hold true, since point measures respectively certain types of point functionals appear. 
For weight functions of the form R/(hp) we obtain now the following characterisation of 
orthogonal polynomials. 
Theorem 2.8 (Peherstorfer [25]). Let aR G 1 - 1 and suppose that p E P is such that R/(hp) > 0 
on int(E,). Let pn (q,,,) be a manic polynomial of degree n (m) and let n & max{ap, l}
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(m > max{+, I}). Then p, (q,) is orthogonal on E, to pnpl (p,-l> with respect to R/(hp) 
(S/(hp)) ifand only if th ere exists a polynomial q,, ( p,,> and a polynomial g(,) E P,-, \ Pr_ z such 
that 
RP,~ - Sq: = pg,,, (2.15) 
and 
(Rp,)(w,) = (mq,,)(wk), at each zero wk of p. (2.16) 
Furthermore, q,, (p,> is orthogonal with respect to S/(hp) (R/(hp)) and the qm’s (p,‘s> satisfy 
the same recurrence relation as the p,‘s (q,,‘s>. 
For the necessity part of Theorem 2.8, compare also [18, p.1611. In [25, Theorems 1 and 31 
we even have given a more general characterisation which also includes “weight functions” not 
positive on E, or having point measures outside of E,, but due to its generality it is somewhat 
complicated. With the help of Theorems 2.7 and 2.8 we get the following corollary. 
Corollary 2.9. Suppose that p E P is positive on E,, let p, be a manic polynomial of degree rz and 
let n 2 max{ap, 1). Then the following statements are equivalent. 
(c) Z$L& = ,$Z;~x~*+clx;;... +c, 
and all boundary points of E, are extremal points with 
($)(a;i)= (g)(Qzj+l). fOrj= l,...,l-1. 
(a) There exists a polynomial q, _, such that 
~,‘-Hq,2-,=p, 
with 
pn(wk) = (@q,)(wk), at the zeros wk of p. 
Cd) For euery R with aR = I- 1, R/(hp) > 0 on int(E,> and satisfying (1.21, 
P, x;; =Pn(x)7 
i I 
(2.17) 
(2.12) 
(2.13) 
(2.18) 
where p,(x; R/C h p)) denotes the polynomial of degree n orthogonal on E, with respect to R/(hp). 
(e> There exists a polynomial q,_[ such that for erlery S with aS = 1 + 1, S/(hp) > 0 on int( E,) 
and satisfying (1.21, 
=R(x)q,Jx). (2.19) 
Proof. First let us demonstrate the equivalence of (c) and (a) and then the equivalence of (a), 
Cd) and (e). 
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(c>*(a) Since {l/d;, x/G,..., x”/JF} is a Chebyshev system on E,, it follows by the 
Alternation Theorem and (2.17) that p,/iz has a least y1 - 1 alternation points Yj E int(E,>. 
Setting 
n-l 
qrz-l(‘) = ,IzT Cx -Yj> 
and taking into consideration that p,‘/p - 1 has a double zero at each zero yj of qn_t and a 
simple zero at each zero of H, it follows that 
P," H&1 
--_l=--__ 
P P ’ 
and thus pz is of the desired form. Observing that the zeros of the polynomial 
are alternation points of p,/)b, it follows that p, and Q, +,(x>/{(x - a,>(~ - aZ1)] have 
interlacing zeros. Proceeding in exactly the same way as in the proof of the sufficiency part of 
[25, Theorem 2, p.4791, we obtain 
P,&J = \IH(WJ qn-t(Wk), at each zero wk of P, 
which proves the implication. 
(a) * (c) Observing that (a) is equivalent to Theorem 2.7(b), we get, applying [25, Theorem 
21, that P, and Q,, 1 have interlacing zeros which, in conjunction with (2.121, gives that the 
yt + 1 zeros of Q,, 1 are alternation points of p,/ 6 and that condition (2.17) is fulfilled, which 
proves the implication. 
(a) * (d) Follows immediately from Theorem 2.7(b) 
(d) =$ (e) Let R and I?, R # 2, be two polynomials satisfying the assumptions of part cd). In 
view of Theorem 2.8 we have 
(2.20) 
with 
WdPn w/c ( i&) = J/~P~-~( wk;&]. at each zero wk of p, (2.21) 
where g(,) f pr- , 
s’ 
and a corresponding relation holds for the polynomials orthogonal with 
respect to R/( Hp) respectively s/(fip). Using these two relations, we obtain, by proceeding 
in exactly the same way as in the proof of [25, Lemma 6(b)], putting there B = 1 and D = 1, 
that 
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where L’ E pa +,_l. Taking into consideration (2.18) in conjunction with (2.211, it follows that 
&,(x; S/(&p)) - RP,(x; s/(&N vanishes at the zeros of p and thus c’ = pu, where 
u E p,_, vanishes at the zeros of p,(x). Hence u = 0, which implies 
P,,_,(G S/(JG)) J&,(x; s/@G)) 
ti(x) = R(x) * 
(e) - (a) In view of (2.20) and (2.19) we have 
- WR2W-,(x) = p(x)g&), 
and hence g(,) = R, which gives (a). 0 
For the case of two intervals and p = 1 the equivalence of (c>, (d) and (el has been proved in 
[24]. As we have learned, polynomials p, positive on E := [O, cc))\ U I=I(Cj, bj), 0 < c, < b, < 
. . * < c, < b, < 00, having a representation of the form 
Pcx> =P,‘cx) + T(x>4,2,(x>, ‘cx) ‘=‘,bi (’ -'j,it ix -'j), 
and P,, 9, being polynomials having special properties, have been investigated in [17]. 
Corollary 2.9(e) can be considered as the analogon of [17, Theorem 4.11. 
The implication (a) 3 (c) of Corollary 2.9, where condition (2.131 is replaced by the 
assumption that p, and IIj_,(x - azj_ l)q, _[ have interlacing zeros and all zeros in E,, can also 
be found in [17, Theorem 7.11. 
3. On the recurrence coefficients of polynomials orthogonal on several intervals 
An important consequence of the existence of a strict T-polynomial on E, is the fact that, as 
we shall see below, it implies the periodicity of the recurrence coefficients of polynomials 
orthogonal on E, with respect to weight functions of type R/(hp) which become in the 
single-interval case the so-called Bernstein-Szegii weight functions. For this reason we [25] 
called the polynomials orthogonal with respect to R/(hp), Bernstein-Szeg8 polynomials on 
several intervals. Since the main idea of the proof of periodicity is astonishing simple and short, 
we sketch it (for details, see [26, Theorem 3.11). 
Theorem 3.1 (Peherstorfer [26]). Let YJ be a strict T-polynomial on E, and let (p,), respectively 
(qm), be orthogonal with respect to R/(ph) > 0, respectively S/(ph) > 0. Then for rz 2 no := 
max(0, ap + 1 - N, [i(v + 1 + I- aR>]} and k E FV, 
2P kN+n =pnykN + %,$kN-/ and 2qk,,, = &Sk, f &,zkN-/r 
where YkN = Tk(+N), y,&N-I = %!,,-[uk- 1(&,) and m = n + I- aR, and the recurrence coeffi- 
cients of (p,) have period N for n > no, i.e., 
aN+n+2 = an+2 and ~Nfnf2 = hn+z, for n an,. 
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Proof. Since by Remark 2.2(c), Theorems 2.3 and 2.8, and by straightforward calculation, 
L kNP&) = (y&r - ~%k-t )( Rp,2 - SqZ) 
= R(P,&, + %,,%+J* - S(q,,%v + RP,&,-,I’, 
the representation of pkN+,,, respectively qkN+m, follows from Theorem 2.8. The periodicity of 
the recurrence coefficients follows now by the fact that pkN+n satisfies a recurrence relation 
with (YkN+n and &N+n, while p, and q, satisfy a recurrence relation with cy,, and A,. q 
Let us recall that the 9,‘s in Theorem 3.1 satisfy for y1 2 n, + 2 the same recurrence relation 
as the p,‘s. For the single-interval case, i.e., for N = I = 1, we obtain the well-known fact that 
the Bernstein-Szegii polynomials have constant recurrence coefficients. Orthogonal polynomi- 
als with periodic recurrence coefficients have been considered by several authors [10,12,14- 
16,261. Using our terminology, Geronimus’ result [14] says that polynomials with periodic 
recurrence coefficients are orthogonal with respect to a weight function of the form R/(hp), 
where (see [26, Lemma 3.3 and Theorem 3.31) Et, H, yn and %,N_, are in a certain way 
determined by the recurrence coefficients. Thus we get in view of Theorem 3.1 the following 
corollary. 
Corollary 3.2. Let R/(hp) > 0 on int(E,>. The recurrence coefficients of p,(x; R/(hp)) have 
period N from a certain index value onward if and only if there exists a strict T-polynomial FN on 
Et* 
In what follows we need the following definition. 
Definition 3.3. A sequence (y,J is called asymptotic periodic if there exists a periodic sequence 
(Pi) (i.e., there exists an NE tV such that p,+N = p,, for n E kJ> such that lim. em 1 y, - p,, 1 = 0. 
In view of Corollary 3.2 we expect that polynomials which are orthogonal with respect to 
weight functions which can be approximated “good enough” by weights of the form R/(hp,) 
will have asymptotic periodic recurrence coefficients. Indeed, we have the following corollary. 
Corollary 3.4. Let w E C(E,) be such that 1 w 1 > 0 on Et and that R/(wh) > 0 on int(E,>. Then 
the recurrence coefficients of p,,( . ; R/( wh)) are asymptotic periodic if and only if there exists a 
strict T-polynomial on E,. 
Proof. (Necessity) Suppose that the recurrence coefficients of p,( .; R/( wh)) tend to the 
sequences (&,I, (i n+ i>,_ both having period N for n > 0. Then, denoting the polynomials 
generated by (&,> and _(h,+i ) by $,,, it follows (see [26,Lemma 3.31) that YN :=$,,, - AN+ ,j$,!‘, 
is a T-polynomial on Et and by [13], set z% = 411,!=>‘hj, that 
E/=(x: IFN(x)l <LN) =Et. 
(Sufficiency) In view of the assumption on w there exists a sequence pn E P such that 
&l(x) 
max I ~ p-1 =E XEE, w(x) -0, n n-m 
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which implies (see, e.g., [18, p.1541) 
a, - a,,, = G(%) 
A, 
and 1- ~ 
( i A 
= G(E,), 
m,n
where ((Y,,,), E N and (A,,,), E N denote the recurrence coefficients of p,( * ; R/(hp,)). Using 
the fact that there exists a T-polynomial on E,, it follows from Theorem 3.1 that the a,,,‘~ and 
A m,n’~ are periodic for m 2 ~&YE), which gives the assertion. q 
A stronger result has been shown in [6, $31 using deep results of [34] on the asymptotic 
representation of orthogonal polynomials. However, in contrast to the above approach it is 
difficult to see why asymptotic periodicity appears. With the help of Theorem 2.5 and Remark 
2.6(a), Aptekarev’s result [6] may be expressed in the following way (note that the necessity part 
follows as above with the help of Geronimus’ result [13]). 
Theorem 3.5 (Aptekarev [6]). Suppose that the weight function w satisfies the generalised Szego” 
condition on E,, i.e., 
In w(x) 
L[/M dx> -w* 
Then the recurrence coefficients of (p,( * ; w>> are asymptotic periodic if and only if there exists a 
strict T-polynomial on E,. 
Now the question arises what happens if no strict T-polynomial exists on E,. For the case of 
two intervals we [28] recently got an explicit representation of the orthogonal polynomials 
p,(*;R/(hp)), n E N, and their recurrence coefficients in terms of elliptic functions. From these 
representations it follows that the recurrence coefficients ((Y,) respectively (A,) are asymptoti- 
cally equal to the function values of a certain periodic function (the period of which depends 
only on E,) at the discrete points II E N. This behaviour implies moreover that the recurrence 
coefficients have an infinite set of limit points. 
4. Asymptotic hehaviour 
In the study of the asymptotic behaviour of orthogonal polynomials on the single interval 
[ - 1, 11, what makes life so easy is the fact that the recurrence coefficients of the Bernstein- 
SzegB polynomials do not depend on the weight function R/(-p) from a certain initial 
value no onward, where ~1~ depends on +; more precisely, for n 2 no we have py) = U, for all 
v E N. Thus, if one wants to carry over methods of the single-interval case to the several-inter- 
val case, it is natural to consider first the following. 
Problem 4.1. Under which conditions does the following relation hold: 
ppo+‘)(x; $) =p$-“(x;&), for all YEN? (4.1) 
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For the solution of this problem we need the fact that under the assumption of Theorem 2.8 
the nth function of the second kind has a representation of the form (see [27] or use [26, (3.4) 
and (3.611) 
RP, - es, g(n) gw, 
Pfi = x &?(Rp,, + \/;tTq,) ’ On @‘Et7 
(44 
where g,,, is uniquely determined by (2.15) of Theorem 2.8, i.e., by 
( RP, - fiq,)( Rp, + @qm) = pq,,, (2.15) 
and where we have set 
and q,(.)=q, V-3) 
Note that the second equality in (4.2) follows immediately from (2.15) and that the left-hand 
side of (2.15) is of importance in the following lemma. 
Lemma 4.2 (Peherstorfer [27]). Let (p,), (5,) be orthogonal with respect to R/(hp), R/(hp’), 
respectively, where R/(hp), R/(hP) > 0 on int(E,). Furthermore, let no E N, and suppose that 
2n,, + aR - 1> max(ap, $}. Then ppufl) =&“g+‘) for all u E N if and only if gCn,,) = iCn,,, and 
Rp,,$ f )~&q,,, and Rp,J T)fiq_ have the same zeros. 
Next let us note that it can be derived from (2.15) that 
1 
%(R/(hP)) 
which implies by Theorem 2.8, 
~_i~;~):=K~(~)q~(~;~)=~~(x;~). 
Recall that P,, denotes an orthonormal polynomial. Thus, if condition (4.1) is fulfilled, we get 
from (4.2) and Lemma 4.2 that for n 2 no, 
E = (~:%ji,i. (4.3’) 
With the help of the above results we obtain now an astonishing simple relation between the 
nth function of the second kind of the polynomials satisfying (4.1). Compare also [4, p.9911. 
TheoFern 4.3 (Peherstorfer [27]). Suppose that the assumptions of Lemma 4.2 are fulfilled and let 
@,,, @:, be the nth function of the second kind associated with (P,,), <p,,>, respectively. Then for 
each n 2 n,, 
f%(Y) - = 
c&(y) exp i 
\lHo 
/ 
lnbW/&)l dx 
2Tr E, Y-X 
, foryEC\E,, (4.4) 
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and 
if 
p(n,,+ 1) = ~&I+ 1) 
” V 3 for v=o, 1,2 )... I 
Let us note that the function at the right-hand side in (4.4) is the unique function 4 which is 
analytic and nonzero on C \ E, and which satisfies 
4+(+-(x> = $$, for x E int( E,). 
For the single-interval case, E, = [ - 1, 11, p = 1 and p’ a positive polynomial on [ - 1, 11, the 
function on the right-hand side in (4.4) is the well-known Szegii-function for p’ (see [31, $101). 
Indeed, setting z = y - y /q, i.e., y = i(z +z-‘) with ( z I < 1, we obtain 
exp 
1 
{_ +tln]p’(x)l 
/ 
dx 
2n -1 Y-X J1-x2 1 
lnl P(cos 9) I 
1 +z2-22 cos cp dq 
plnIp’(cos cp)( dq , for IzI < 1. 
Achieser and Tomcuk [5] (see also [21]) derived an asymptotic representation of 
p,(x; R/(/W)) in terms of P,$x, R/(hp)), see below, under the assumption that 
/ 
dx dx 
- = x1 ln W(X) h(x) xi In p(x)- forj=0,...,1-2, 
6 / 
E, 
h(x) ’ 
(4.6) 
which seems to be an artifical condition. The next theorem shows why this condition appears 
- approximate w by a sequence of p’s - and why it can be considered as a natural condition. 
Theorem 4.4 (Peherstorfer [27]). Suppose that R/(hp), R/(h$ > 0 on int(E,); then the 
following two conditions are equivalent. 
(4 / xi l&Wl~ = /E,xj14&41& forj=O,...,l-2. 
J5 
(b) For 2n, > maxI+, +] - aR + 1, 
p~~+l)=$~o+l), for v = 0, 1, 2,. . . . P-7) 
Following the ideas of [5,32], we show how to express p, with the help of P, on E, if 
condition (4.7) is fulfilled. Put 
RPn + LTQ, 
+== RP,+dEQ,' on GcC\E,, (4.8) 
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where G is the largest domain containing no zero of p and p’, G being a subset of C\E,. Then 
it follows by (2.15) and Lemma 4.2 that 
and thus by simple calculation, 
Next let us put 
1 
% 
, onG. (4.10) 
(4.11) 
Then it follows by (4.81, (4.3), Lemma 4.2 and Theorem 4.3 that 
i 
IIHO 
Q(y) =exp 
G(W(t) 1 
for LEG. 
El Y---t 
Setting 
where f denotes the Cauchy principal value, and using the fact 
for x E int( E,), 
it follows by the Sochozki-Plemelj formula (see, e.g., [19]> that 
which together with (4.11) and (4.9) yields, by taking the boundary values of the upper 
half-plane in (4.10), i.e., y +x + i0 for x E E,, 
2R( X)Fn( X) = 
J 
z (Z?(X)&(X) cos e(x) - \i_H(x)&) sin 4(x)), 
for x EE!. (4.12) 
Next let us show how to get an asymptotic formula on C\[a,, aZr] for the orthogonal 
polynomials P,(x; R/(hp,)), $I,, = ~1, in terms of P,(x; R/(hp)), under the assumption that 
~~+l~(x;~) =&+1)(~;g), for v=O, 1,2,..., (4.13) 
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which is by Theorem 4.4 equivalent to 
lE,j ln~!$$)!~~ =O, forj=O, l,..., I-2. 
203 
(4.14) 
Let us put for abbreviation 
and Q,(.; p):=Q, 
Writing RP,,( a; p,) in the form 
2R(Y)&(Yi P,) 
IIH(y)Qdy;  R(~)P,(Y; P,) - @%?-Qm(y; A) up (y- p) - IIH(y)Q 
n ’ 
(y- p) m 9 
and using the fact that 
Q,(Y; P) 1 
,‘k R(Y)&(YJ P> 
Z!Zp 
/zqq ’ 
uniformly compact on @ \ [a,, azr] , 
which can be deduced from the facts that Rp,( a; p) is orthogonal to Pn_l_ap with respect to 
l/h and that Q,( a; p) is the associated polynomial of Rp,( a; p) with respect to l/h (see [25, 
(2.2)]), and observing that the second factor of the second summand is bounded, because of 
(4.2), Lemma 4.2 and Theorem 4.3, we obtain in view of relation (4.3’) and Theorem 4.3 that 
&(Yi P,) =K(Y; P) em i em;)- 
14 k44/&) I dx 
El Y-X 
- +En(Y), 
h(x) 1 (4.15) 
where lim n ,,E,( y) = 0 uniformly on each compact subset of C \ [ a,, a,,], which is the desired 
asymptotic formula. Thus, if for a given positive weight function w and E, there exists a 
sequence of polynomials (p,) with pn + n em w uniformly on E, and satisfying condition (4.13) 
for y1 > n, such that P,( 0; R/(hw)) is asymptotically equal to P,< *; R/(hp,)), then we obtain 
by (4.12) respectively (4.15) an asymptotic representation of I’,( a; R/(hw)) in terms of 
P,(.; R/(hp)). Using the so-called integral equation method (see, e.g., [M, 2.311, Achieser and 
Tomcuk [5,32] have shown that such a sequence (p,) exists, if w is twice differentiable on E, 
and if the second derivative satisfies a Dini-Lipschitz condition. Using this fact, we obtain 
immediately, with the help of (4.12) respectively (4.15) (replacing 
following theorem. 
ji by pn in (4.12)), the 
Theorem 4.5 (Achieser and Tomcuk 151, Tomcuk [32]). Let aR = I - 1. Assume that w > 0 on E, 
and that R/(hw) > 0 on int(E,> and suppose that w E C2(E,) and that the modulus of continuity 
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of the second derivative of w, denoted by w2, satisfies lim,,, w,(n-‘1 In II = 0. Let, moreover, 
p be any polynomial of even degree that is positive in [a,, azl] and such that 
/ 
dx 
/ 
dx 
- = xj In We 
El 
f’ In p(x),(x), forj=O, l,..., I-2. 
Then on E,, 
4(x; W&+9) 
m = 
P&i WW) 
m cm e(x) 
/- Qn-1(x; W(W) - 
R(x) m sin 4(x) + E,(X), 
where lim n ~ m E,(X) = 0 uniformly on E, and where 
\ilH(x)l 14 W/b+> I dt 
ex) = 2r f-, x-t mm’ 
Furthermore, on C\[a,, a,,], 
P,(y; w) =cz(Y; P) exIJ i &/, 
lnl wvm I 
I Y-t 
where lim, ~ m E,,(Y) = 0 uniformly on compact subsets of 
For other investigations on the asymptotic behaviour, see [6,21,34]. The asymptotic behaviour 
of orthogonal polynomials with asymptotic periodic recurrence coefficients has been studied in 
[IO,121 (see also [20]). 
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