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(Dated: July 16, 2018)
Coexisting fluctuations towards various ordered states are ubiquitous in strongly correlated elec-
tronic systems. In particular, measurements of underdoped cuprate high-temperature superconduc-
tors reveal evidence for short range charge order in parallel to large superconducting fluctuations.
Here we use a non-linear sigma model to describe a system with N competing orders, and calculate
its transverse thermoelectric transport coefficient in the analytically tractable limit of large N . Our
results, which determine the contribution of order parameter fluctuations to the Nernst signal, are
appropriate for high temperatures in the case of finite N . They are similar to previously obtained
results within a model of Gaussian superconducting fluctuations.
I. INTRODUCTION
The nature of the psuedogap regime of underdoped
cuprate high-temperature superconductors is still under
debate1. Studies have conjectured2 that superconducting
(SC) fluctuations survive over a large range of temper-
atures above the transition temperature, Tc. The large
Nernst signal3–6 measured above Tc has been used to
justify this viewpoint, since the Nernst effect is gener-
ally small in non-magnetic metals, and is large in the
vortex state of superconductors. While the Nernst ef-
fect in the vortex state has been well understood for
many years7, Ussishkin et al.8 were the first to theoret-
ically consider it in a model of fluctuating superconduc-
tivity above Tc. They calculated the transverse thermo-
electric transport coefficient within the Gaussian limit
of a time-dependent Ginzburg-Landau (TDGL) model.
For two-dimensional systems, which constitute the fo-
cus of our interest, this model can describe supercon-
ducting fluctuations far above the Berezinskii-Kosterlitz-
Thouless transition temperature, TBKT . Their re-
sults agree with Nernst measurements in amorphous
Nb0.15Si0.85 films
9,10 and in overdoped, but not under-
doped cuprates8, where phase fluctuations11, specifically
thermally excited vortices12,13, may be required to ex-
plain the Nernst effect closer to TBKT .
Over the last few years, X-ray scattering from the pseu-
dogap state of underdoped cuprates14–20 has revealed
charge density wave (CDW) order whose strength dimin-
ishes upon cooling below Tc, thereby indicating a compe-
tition between this order and superconductivity. Hence,
it is desirous to reconsider the Nernst effect within a
theory which incorporates the observed competition. A
CDW order can affect the Nernst signal in a couple of
ways. One route21 is via the CDW’s effect on quasiparti-
cles, which can in turn change the measured Nernst sig-
nal. The second route, which we consider here, is its com-
petition with SC fluctuations. Above TBKT the CDW
fluctuations are important in determining the properties
of thermally excited SC vortices22 and consequently the
size of the Nernst signal. At even higher temperatures,
where thermally excited vortices begin to overlap, Us-
sishkin et al.’s results for the Gaussian TDGL are ex-
pected to hold, provided one properly accounts for the
effect of the competing CDW.
Recently, Hayward et al.23 formulated the competition
between the SC and CDW order parameters using a phe-
nomenological non-linear sigma model (NLSM). By run-
ning Monte-Carlo simulations of their model, they were
able to reproduce the temperature dependence of the
CDW structure factor as observed in the X-ray exper-
iments. In addition, they treated the model analytically
in the case of a large number, N , of order parameter
components. Using a saddle-point approximation and in-
cluding 1/N corrections they were able to reproduce the
numerical results for the CDW structure factor and to
calculate the diamagnetic susceptibility at high tempera-
tures. Their result for the latter agrees with the expected
behavior from Gaussian SC fluctuations.
The transverse thermoelectric transport coefficient,
αxy, is defined as the ratio between an applied temper-
ature gradient, −∂yT , and the resulting transverse elec-
tric current, Jx, i.e., Jx = αxy(−∂yT ). For systems with
particle-hole symmetry or when SC fluctuations domi-
nate, the experimentally measured Nernst signal is given
by6 eN = ραxy, where ρ is the longitudinal resistivity.
The purpose of this paper is to calculate αxy at high
temperatures using the N → ∞ limit of Hayward et
al.’s model. For simplicity we consider the fully O(N)
symmetric case, but the results can be generalized to
a more experimentally relevant model, where the sym-
metry is not exact. Unlike the magnetization, which is
calculated in equilibrium, the Nernst effect is a transport
phenomenon which must be addressed within a dynami-
cal model. Here we assume that the SC and CDW fields
obey a (Model A) generalized Langevin equation24. Us-
ing a path integral approach25 to the Martin-Siggia-Rose
formalism26, we calculate diagrammatically the system’s
response to weak perturbations. As expected, we find
that αxy agrees with Ussishkin’s results for the Gaussian
TDGL model. We chose to include here the complete
and detailed calculation, as we believe it has pedagogical
value of its own.
The paper is outlined as follows. The model, its
Langevin dynamics and the path integral approach that
we use are presented in section II. Section III de-
scribes the saddle-point approximation which is em-
2ployed throughout the paper. In section IV we summa-
rize various diagrams which are then used to calculate
the diamagnetic susceptibility, in section V, and αxy in
section VI. We conclude with a discussion in section VII.
Some details of the calculation are relegated to the ap-
pendices.
II. MODEL AND DYNAMICS
We start by considering an O(N) symmetric Ginzburg-
Landau model of N real order parameters, nα, α =
1 . . .N , competing with each other:
F =
∫
d2r

ρs2
∑
α
(∇nα)
2 +
u
4N
(∑
α
n2α −N
)2
 .
(1)
The non-linear sigma model (NLSM), with the con-
straint, ∑
α
n2α = N, (2)
is obtained27 from (1) by taking the limit u→∞. In or-
der to study transport phenomena we need to introduce
dynamics into the model. A simple approach, which we
follow here, is to assume that the order parameters nα
obey stochastic dynamics, without any conservation con-
straints (model A of Ref. 24). Thus, the time depen-
dence of the fields nα is given by a generalized Langevin
equation,
∂nα
∂t
= −γ δF
δnα
+ ηα, (3)
where γ is a relaxation constant, and ηα is a Gaussian
white noise term with 〈ηa(r, t)〉η = 0 and
〈ηα(r, t)ηβ(r′, t′)〉η = 2γT δαβδ(r− r′)δ(t− t′). (4)
〈· · ·〉η denotes an average over all realizations of the noise
term ηα. The noise correlator in Eq. (4) is determined
by the requirement that in the absence of external per-
turbations the system relaxes into its equilibrium state
as given by the Gibbs distribution. We show below that
this is the case by comparing our results to those obtained
within an equilibrium treatment of the same model.
The purpose of the following calculation is, ultimately,
to calculate the response of currents to small perturba-
tions. To this end we consider the generating functional25
Z[J ] =
〈∫
Dn detM δ
(
∂nα
∂t
+ γ
δF
δnα
− ηα
)
× e
∫
d2r dt
∑
α Jαnα
〉
η
, (5)
from which expectation values of various functions of nα
may be obtained by differentiation with resect to J . Here,
detM is a Jacobian determinant, such that
∫
Dn detM δ
(
∂nα
∂t
+ γ
δF
δnα
− ηα
)
= 1, (6)
where the matrix M itself is given by
Mαβ(r, t; r
′, t′) =
δ
δnβ(r′, t′)
[
∂nα(r, t)
∂t
+ γ
δF
δnα(r, t)
− ηα(r, t)
]
. (7)
In Appendix A we evaluate the Jacobian determinant,
and show that25
detM = exp
[
γu
2
(
1 +
2
N
)
δ(0)
∫
d2r dt
∑
α
n2α
]
. (8)
The path integral in Eq. (5), with the appropriate
Jacobian, is constrained such that for each realization of
ηα, only the configuration which solves the equations of
motion, Eq. (3), is included. In order to manage the
path integral over the delta functions, which enforce this
constraint, we write them using auxiliary fields, n˜α,
Z[J ] =
〈∫
DnDn˜ e
∫
d2r dt
∑
α{in˜α( ∂nα∂t +γ δFδnα−ηα)+γu2 (1+ 2N )δ(0)n2α+Jαnα}
〉
η
. (9)
At this stage, it is simple to preform the average over all realization of the noise terms, ηα, yielding
Z[J ] =
∫
DnDn˜ e
∫
d2r dt
∑
α{in˜α( ∂nα∂t +γ δFδnα )−γT n˜2α+ γu2 (1+ 2N )δ(0)n2α+Jαnα}. (10)
By substituting the free energy derivative, and rotating in˜α → n˜α, we can finally write the generating functional
Z[J ] =
∫
DnDn˜ e−S[n˜,n]+
∫
d2r dt
∑
α Jαnα , (11)
3in terms of the action
S[n˜, n] = −
∫
d2r dt

12
∑
α
(n˜α nα)
(
2γT L+
L− γu
(
1 + 2N
)
δ(0)
)(
n˜α
nα
)
+
γu
N
∑
αβ
n˜αnαnβnβ

 , (12)
where we have defined L± = ±∂/∂t−γρs∇2−γu. The action, Eq. (12), contains a quartic term, and therefore cannot
be easily used to evaluate response functions. Furthermore, we are interseted in results for the NLSM, obtained by
taking u → ∞, which rules out the possibility of treating the quartic term perturbatively. Some progress can be
made, though, using a saddle-point approximation, as is described in the next section.
III. SADDLE-POINT APPROXIMATION
The quartic interaction term in Eq. 12 can be decoupled by introducing two decoupling fields, σ¯ and λ¯,28
e
∫
d2r dt γu
N
∑
αβ n˜αnαnβnβ =
∫
Dσ¯Dλ¯ e
∫
d2r dt{σ¯∑α n˜αnα+λ¯∑β nβnβ− Nγu σ¯λ¯}. (13)
The resulting action, which includes also these decoupling fields, is
S[n˜, n, σ¯, λ¯] = −
∫
d2r dt
{
1
2
∑
α
(n˜α nα)
(
2γT L+ + σ¯
L− + σ¯ γu
(
1 + 2N
)
δ(0) + 2λ¯
)(
n˜α
nα
)
− N
γu
σ¯λ¯
}
. (14)
It is now possible to integrate over n˜α and nα, leaving us with an action that depends only on σ¯ and λ¯,
S[σ¯, λ¯] =
N
2
Tr ln
(
2γT L+ + σ¯
L− + σ¯ γu
(
1 + 2N
)
δ(0) + 2λ¯
)
+
N
γu
∫
d2r dt σ¯λ¯. (15)
In the limit N →∞ the decoupling fields obtain uniform values determined by the saddle-point equations
δS
δσ¯
=
N
2
∫
d2p dω
(2π)3
L+(p, ω) + L−(p, ω) + 2σ¯
2γT [γuδ(0) + 2λ¯]− [L+(p, ω) + σ¯][L−(p, ω) + σ¯] −
Nλ¯
γu
= 0 (16)
δS
δλ¯
=
N
2
∫
d2p dω
(2π)3
4γT
2γT [γuδ(0) + 2λ¯]− [L+(p, ω) + σ¯][L−(p, ω) + σ¯] +
Nσ¯
γu
= 0, (17)
where L±(p, ω) = ∓iω + γρsp2 − γu. The first saddle-
point equation is solved by29
λ¯ = −1
2
γuδ(0), (18)
while the second takes the form
σ¯
γu
=
∫
d2p
(2π)2
γT
γρsp2 + σ¯ − γu. (19)
Defining an inverse correlation length, m, such that
σ¯ = γρsm
2 + γu, (20)
gives in the limit u→∞,
1 =
∫
d2p
(2π)2
T/ρs
p2 +m2
, (21)
that is identical to the saddle-point equation derived
within an equilibrium treatment of the NLSM23. This
provides justification for our choice of the noise correla-
tor, Eq. (4). Eq. (21) is solved to give
m2 = Λ2
[
exp
(
4πρs
T
)
− 1
]−1
, (22)
where Λ is an ultra-violet cutoff on the momenta. In the
following we assume that m < Λ, implying T <∼ 4πρs.
At higher temperatures one needs to put the model, Eq.
(1), on a lattice.
At this point, it is convenient to shift the decoupling
fields, such that their saddle-point values vanish in equi-
librium, i.e., σ¯ = σ+ γρsm
2+ γu and λ¯ = λ− γuδ(0)/2.
By defining
(g±)−1 = ± ∂
∂t
+ γρs(−∇2 +m2), (23)
we can write the action in a form
4(a)

p, ω, α
ψ∗ φ = −g+(p, ω)
(b)

p, ω, α
φ∗ ψ= −g−(p, ω)
(c)

p, ω, α
ψ∗ ψ= 2γTg+(p, ω)g−(p, ω)
(d)

p, ω, α
φ∗ φ = 0
FIG. 1: Propagator diagrams.
(a)

p′, ω′, α
p, ω, α
Aj
ψ
φ∗
j =

p′, ω′, α
p, ω, α
Aj
φ
ψ∗
j
= −γρseα(p′j + pj)
(b)

p′, ω′, α
p, ω, α
σ
ψ
φ∗
=

p′, ω′, α
p, ω, α
σ
φ
ψ∗
= 1
(c)

p′, ω′, α
p, ω, α
λ
ψ
ψ∗
= 2
(d)

p′, ω′, α
p, ω, α
δT
φ
φ∗
= 2γ
(e)

ψ∗ ψ =
2δ(0)γu
N
(f)

p′, ω′, α
p, ω, α
Ji
ψ
ψ∗
i = ρseα(p
′
i + pi)
FIG. 2: Vertex diagrams.
S[n˜, n, σ, λ] = −
∫
d2r dt
{
1
2
∑
α
(n˜α nα)
(
2γT (g+)−1 + σ
(g−)−1 + σ 2λ+ 2γuδ(0)/N
)(
n˜α
nα
)
− N
γu
(σ + γρsm
2 + γu)(λ− γuδ(0)/2)
}
, (24)
which is most appropriate for handling the limit N → ∞. In this limit, and in the absence of perturbing forces, the
functional integrals over σ and λ are dominated by their saddle point configurations σ = λ = 0. However, when the
system is perturbed out of equilibrium, as we consider next, these values may change. In addition, fluctuations in σ
and λ must be considered when extending the calculation to order O(1/N).
IV. DIAGRAMATIC PERTURBATION THEORY
In order to couple some of the fields to an electromagnetic potential A, we construct the following complex fields
from consecutive pairs of real fields
ψα =
1√
2
(n2α−1 + in2α) φα =
1√
2
(n˜2α−1 + in˜2α). (25)
After minimal coupling to A, the free energy, Eq. (1), becomes
F =
∫
d2r

ρs
N/2∑
α=1
|(−i∇− eαA)ψα|2 + u
4N

2 N/2∑
α=1
|ψα|2 −N


2

 , (26)
where eα is the charge of field ψα, in units where h¯ = c = 1. Similarly, the coupling to A and the presence of a
weak time-dependent temperature gradient δT introduce additional terms to the action, Eq. (24). In preparation for
5constructing a diagramatic perturbation theory, we separate the action into two parts S[φ, ψ, σ, λ] = S0[φ, ψ, σ, λ] +
S1[φ, ψ, σ, λ], where in the latter we keep only terms linear in A, hence restricting the calculation to linear response
S0 = −
∫
d2r dt
N/2∑
α=1
{
(φ∗α ψ
∗
α)
(
2γT (g+)−1
(g−)−1 0
)(
φα
ψα
)
− N
γu
(σ + γρsm
2 + γu)(λ− γuδ(0)/2)
}
, (27)
S1 = −
∫
d2r dt
N/2∑
α=1
(φ∗α ψ
∗
α)
(
2γδT γρseα{A, i∇}+ σ
γρseα{A, i∇}+ σ 2λ+ 2γuδ(0)/N
)(
φα
ψα
)
. (28)
Eq. (27) defines the ψ and φ propagators, whose dia-
gramatic representation is given in Fig. 1, with
g±(p, ω) =
1
∓iω + γρs(p2 +m2) . (29)
The various interaction terms in Eq. (28) are given by
the vertices in Figs. 2a-e. To these we add a vertex,
Figure 2f, for the paramagnetic current J = − δFδA
∣∣
A=0
,
with F given by Eq. (26),
J = iρs
N/2∑
α=1
eα [(∇ψ
∗
α)ψα − ψ∗α∇ψα] . (30)
Eq. (27) also contains source terms for the fields σ and
λ, as shown in Fig. 3a-b. However, they are canceled by
the diagrams in Fig. 3c-d, in what is a diagramatic rep-
resentation of the saddle-point equations, Eqs. (16,17),
as can be verified once one notices that the sum over α
runs up to N/2 after the model is written using complex
fields. Finally, S0 defines the bare propagators, G0, for σ
and λ. The dressed propagators, to order O(1/N), can
be constructed using a Dyson equation G−1 = G−10 −Σ,(
Gσσ Gσλ
Gλσ Gλλ
)−1
=
(
0 γuNγu
N 0
)−1
−N
(
Πσσ Πσλ
Πλσ Πλλ
)
,
(31)
(a)

σ =
1
2
Nδ(0)
(b)

λ = −N
(
ρsm
2
u
+ 1
)
(c)

σ +

p, ω, ασ
+

p, ω, ασ = 0
(d)

λ +

p, ω, αλ = 0
FIG. 3: Diagrammatic representation of the saddle-point
equations, Eqs. (16) and (17)
.
(a) NΠσσ(Q,Ω) =

p+Q, ω +Ω, α
p, ω, α
σ σ +

p+Q, ω +Ω, α
p, ω, α
σ σ = 0
(b) NΠσλ(Q,Ω) =

p+Q, ω +Ω, α
p, ω, α
σ λ +

p+Q, ω +Ω, α
p, ω, α
σ λ
(c) NΠλλ(Q,Ω) =

p+Q, ω +Ω, α
p, ω, α
λ λ
FIG. 4: Polarization diagrams for the σ and λ fields.
where the polarization diagrams, Π(Q,Ω), are given in
Figure 4. Since the poles of the bubbles in Fig. 4a reside
on the same half of the complex (p, ω) plane we find that
Πσσ = 0. This leads in the limit u→∞ to(
Gσσ Gσλ
Gλσ Gλλ
)
= − 1
N
(
0 Πσλ
Πλσ Πλλ
)−1
= − 1
N
(
− Πλλ(Πσλ)2
1
Πσλ
1
Πλσ
0
)
. (32)
V. DIAMAGNETIC SUSCEPTIBILITY
Before calculating the electric current’s response to a
static weak magnetic field, we first show that in the pres-
ence of such a perturbation σ and λ remain unchanged.
To this end we need to calculate the diagrams in Fig.
5a-b, which contain the leading order contribution to the
response of σ and λ to Aj . An examination of the pole
structure of Fig. 5a leads to ΠσA(Q,Ω = 0) = 0. In Ap-
6(a) NΠσA(Q,Ω) =

p+Q, ω +Ω, α
p, ω, α
σ Ajj +

p+Q, ω +Ω, α
p, ω, α
σ Ajj = 0
(b) NΠλA(Q,Ω) =

p+Q, ω +Ω, α
p, ω, α
λ Ajj +

p+Q, ω +Ω, α
p, ω, α
λ Ajj
(c) −Λij(q) =

p− q, ω, α
p, ω, α
Ji Aji j +

p− q, ω, α
p, ω, α
Ji Aji j
FIG. 5: Response of σ, λ and Ji to Aj
pendix B we explicitly calculate the diagrams appearing
in Fig. 5b and find that also ΠλA(Q,Ω = 0) = 0.
To calculate the magnetization we note that the equi-
librium magnetization currents are given by J =∇×M
(this is a consequence of ∇ · J = 0 for the magnetization
currents and is taken as the definition of M). Therefore,
in the xy plane, Ji = εij∂jMz, where εij is the antisym-
metric tensor with εxy = −εyx = 1. The susceptibility χ
is the ratio between Mz and Bz = εij∂iAj . As a result,
Ji(q) = χ(δijq
2 − qiqj)Aj(q), (33)
from which it follows that χ itself can be calculated by
identifying a term proportional to qiqj in the response
function Λij(q), defined via Ji(q) = −Λij(q)Aj(q). The
diagramatic representation of the latter is given in Fig.
5c and evaluated in Appendix B. The result is
− Λij(q) = e
2T
2π
[
log
(
Λ2
m2
)
− 1
]
δij
− e
2T
12πm2
(δijq
2 − qiqj), (34)
where
e2 ≡
N/2∑
α=1
e2α. (35)
The q = 0 piece in Eq. (34) should get canceled by the
diamagnetic contribution to the current, which is given
by −2e2ρs 〈ψ∗αψα〉A. Its contribution to −Λij is
− 2e2ρsδij
∫
pω
2γTg+g−(p, ω) = −2e2Tδij
∫
p
1
p2 +m2
= −e
2T
2π
log
(
Λ2
m2
)
δij .
(36)
The imperfect cancelation is due to the non gauge-
invariant cutoff scheme which we used23. From Eq. (34)
we nevertheless obtain
χ = − e
2T
12πm2
, (37)
which is identical to the result calculated using equilib-
rium methods in Ref. 23. In terms of the inverse cor-
relation length, m, this is also what one finds using the
Gaussian approximation of the Ginzburg-Landau model.
VI. THE COEFFICIENT αxy
The transverse thermoelectric transport coefficient,
αxy, is defined via Jx = αxy(−∂yT ), which we rewrite
as
Ji =
αxy
B
εlj∂lAjεik(−∂kT ). (38)
This Fourier transforms into
Ji(q+Q) =
αxy
B
(−δijq ·Q+Qiqj)T (q)Aj(Q), (39)
from which we conclude that the coefficient αxy/B can
be obtained by calculating the response of Ji to δT and
Aj , and reading off the term proportional to Qiqj .
In order to calculate this response, we first examine
the change in the saddle-point values of σ and λ in the
presence of a slow temperature gradient. The change in
σ is given by Fig. 6a,
σ(Q,Ω)
δT (Q,Ω)
=− 2γ
Πσλ(Q,Ω)
∫
pω
g−(p, ω)g+(p+Q, ω +Ω),
(40)
where we have used Gσλ(Q,Ω) = −1/NΠσλ(Q,Ω), see
Eq. (32). On the other hand, the temperature derivative
of the saddle-point equation (21) can be represented as
0 =
d
dT
∫
pω
2γTg+(p, ω)g−(p, ω)
=
∫
pω
2γg+(p, ω)g−(p, ω)
+2γT
dm2
dT
d
dm2
∫
pω
g+(p, ω)g−(p, ω)
=
∫
pω
g+(p, ω)g−(p, ω) +
ρs
2
dm2
dT
Πσλ(Q = 0,Ω = 0),
(41)
7(a)

Q,Ω
p, ω, α
p+Q, ω +Ω, α
σ(Q,Ω) δT (Q,Ω)
(b)

Q,Ω
p, ω, α
p+Q, ω +Ω, α
λ(Q,Ω) δT (Q,Ω)
FIG. 6: Response of σ and λ to δT . The bold wavy line
represents, G, the dressed propagator of σ and λ, given by
Eq. (32).
where we have used the relation
Πσλ(Q = 0,Ω = 0) =
2T
ρs
d
dm2
∫
pω
g+(p, ω)g−(p, ω),
(42)
which is readily verified from the algebraic expression of
the diagrams for Πσλ, Fig. 4b. Combining Eqs. (40) and
(41) establishes that in the limit Q,Ω→ 0
σ = γρs
dm2
dT
δT. (43)
Finally, one finds, with the help of Fig. 6b and Gλλ = 0,
that the equilibrium result λ = 0 is unaffected by the
temperature gradient.
As a consequence of the above discussion, αxy acquires
contributions both from the direct response to a gradient
in δT and from the induced change in σ. The diagrams
in Fig. 7a give the response to ∇δT , while assuming
that σ remains at its equilibrium value σ = 0. They are
calculated in Appendix B up to leading order in Qiqj ,
with the result
∆δT ≈ δij(· · · ) + qiQj(· · · ) +Qiqj e
2
8πm2
. (44)
To this we need to add the response to∇σ, as represented
by the diagrams in Fig. 7b. They are also calculated in
Appendix B, and up to leading order in Qiqj give
∆σ ≈ δij(· · · ) + qiQj(· · · )−Qiqj e
2T
12πγρsm4
. (45)
Part of the response to a temperature gradient in
the bulk, δJi = ǫijB
dχ
dT ∂jδT , is due to redistribution
of equilibrium magnetization currents, and should be
subtracted from the calculated bulk current, since it is
canceled by opposite currents on the system edges30.
This amounts to adding ∂χ/∂T to the above calculated
αxy/B, with the resulting transport response,
αtrxy
B
=
∂∆δT
∂(Qxqy)
+
∂∆σ
∂(Qxqy)
dσ
dδT
+
∂χ
∂T
=
e2
24πm2
= − χ
2T
. (46)
(a) ∆δT =

p−Q− q, ω, α p− q, ω, α
p, ω, α
Aj(Q)
Ji(q+Q) δT (q)
i
j
+ c.c.
(b) ∆σ =

p−Q− q, ω, α p− q, ω, α
p, ω, α
Aj(Q)
Ji(q+Q) σ(q)
i
j
+

+

+ c.c.
.
FIG. 7: Themoelectric response diagrams.
This is our main result, which in terms of the inverse
correlation length, m, agrees with Ussishkin et al.’s result
for the Gaussian TDGL model8.
VII. DISCUSSION
While we derived our main result, Eq. (46), for the
fully O(N) symmetric NLSM, one expects the Hamil-
tonian of generic systems, including the underdoped
cuprates, to contain terms which explicitly break the
symmetry. It is a simple task to adapt our calculation to
a case where the symmetry breaking terms are quadratic
in the fields. For example, the model may include differ-
ent values of the stiffness for different fields, or additional
mass terms. In such a case one only needs to incorpo-
rate these changes into the propagators, via Eq. (29).
The final result is the same, when written in terms of the
inverse correlation length m, which itself is still a solu-
tion of a saddle-point equation, similar to Eq. (21), but
adapted to the non-symmetric model. If, on the other
hand, the symmetry breaking terms are of higher order,
such as quartic terms which impose a square lattice point
group symmetry on the CDW components23, then addi-
tional decoupling fields are needed, and the adaptation is
not as straightforward. Nevertheless, it is still reasonable
to expect that the Nernst coefficient’s dependence on the
inverse correlation length m remains unchanged.
The saddle point approximation, which we use to ar-
rive at Eq. (46), is strictly correct only in the N → ∞
limit. However, it is still expected to describe the model’s
8behavior at high enough temperatures, since corrections
of order 1/N become less important as the temperature
is increased31. On the other hand, the approximation
is likely to fail at low temperatures. This is especially
true in the physically relevant case where the symmetry
is broken so as to favor SC order. At low temperatures
the symmetry reduces to O(2), and the Nernst signal
should be calculated within a SC vortex based model13.
Thus, as the temperatures is increased, the Nernst ef-
fect is expected to crossover22 from vortex physics at low
temperatures, to the Gaussian fluctuations result, which
we calculated here, at high temperatures.
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Appendix A: Evaluation of the Jacobian determinant
Evaluating the Jacobian determinant in the path in-
tegral, Eq. (5), can be made simple by separating the
matrix Mαβ(r, t; r
′, t′), Eq. (7), into two parts. Defining
Pαβ(r, t; r
′, t′) ≡ ∂
∂t
δαβδ(r− r′)δ(t− t′) (A1)
and
Qαβ(r, t; r
′, t′) ≡ γ δ
2F
δnα(r, t)δnβ(r′, t′)
, (A2)
we have
detM = detP det(1 + P−1Q) = detP eTr ln(1+P
−1Q),
(A3)
where
P−1αβ (r, t; r
′, t′) = θ(t− t′)δαβδ(r− r′). (A4)
detP is independent of the fields and, as such, can be
disregarded. To evaluate the Jacobian we need only to
expand the logarithm in Eq. (A3) in powers of P−1Q.
We find that aside from an irrelevant constant the linear
term is given by
TrP−1Q = γu
(
1 +
2
N
)
θ(0)δ(0)
∫
d2r dt
∑
α
n2α,
(A5)
while the quadratic and higher terms vanish25. A proper
limiting process gives
θ(0) =
1
2
and δ(0) =
∫
d2p
(2π)2
. (A6)
where the integral is over the first Brillouin zone. This
establishes Eq. (8), up to an unimportant normalization
constant.
Appendix B: Evaluation of diagrams
In this appendix we calculate in detail those diagrams
which are used in the main text. We begin by showing
that λ remains zero in the presence of a static, weak
magnetic field. To do so we evaluate the diagram in Fig.
5b for Ω = 0,
NΠλA(Q,Ω = 0) = 4
N/2∑
α=1
eαγ
2ρsT
∫
pω
(2pj +Qj)
[
g−(p, ω)g+g−(p+Q, ω) + g+g−(p, ω)g+(p+Q, ω)
]
, (B1)
where here and throughout
∫
pω
≡ ∫ d2p(2pi)2 ∫ dω2pi etc. The integrand has only simple poles, so integrating over ω gives
NΠλA(Q,Ω = 0) =
2T
ρs
∑
α
eα
∫
p
2pj +Qj
(p2 +m2) [(p+Q)2 +m2]
=
2T
ρs
∑
α
eα
∫
p
∫ 1
0
du
2pj +Qj
{u(p2 +m2) + (1− u) [(p+Q)2 +m2]}2
=
2T
ρs
∑
α
eα
∫ 1
0
du
∫
p′
2p′j − (1− 2u)Qj
[p′2 +m2 + u(1− u)Q2]2 = 0, (B2)
where we have transformed to p′ = p+ (1− u)Q.
Eq. (33) implies that the response function Λij can be used to calculate the diamagnetic susceptibility χ. The
9diagrams for Λij(q) are given in Fig. 5c, and evaluate to
− Λij(q) = 2e2(γρs)2T
∫
pω
(2pi − qi)(2pj − qj)
[
g−(p, ω)g+g−(p− q, ω) + g+g−(p, ω)g+(p− q, ω)]
= e2T
∫
p
(2pi − qi)(2pj − qj)
(p2 +m2) [(p− q)2 +m2]
= e2T
∫
p
∫ 1
0
du
(2pi − qi)(2pj − qj)
{u(p2 +m2) + (1− u) [(p− q)2 +m2]}2 , (B3)
with e2 =
∑N/2
α=1 e
2
α. Next, we transform to p
′ = p − (1 − u)q and expand the integral in small q, since we are
interested in identifying its O(q2) piece. As a result we find
− Λij(q→ 0) = 2e2Tδij
∫ 1
0
du
∫
p′
[
p′2
(p′2 +m2)2
− 2u(1− u)q
2p′2
(p′2 +m2)3
]
+ e2Tqiqj
∫ 1
0
du
∫
p′
(1− 2u)2
(p′2 +m2)2
=
e2T
2π
[
log
(
Λ2
m2
)
− 1
]
δij − e
2T
12πm2
(δijq
2 − qiqj), (B4)
where Λ is an ultra-violet cutoff on |p|.
To calculate the transverse thermoelectric transport coefficient in weak magnetic fields, we need to consider diagrams
with three legs. The direct response to a temperature gradient is diagramatically given in Fig. 7a. Focusing only the
leading terms in Qiqj , we find,
∆δT =
∑
α
∫
pω
2γg−(p, ω)eαρs(2pi −Qi − qi)g+(p−Q− q, ω)γeαρs(2pj −Qj − 2qj)g+(p− q, ω)
+
∑
α
∫
pω
2γg−(p+ q, ω)γeαρs(2pj +Qj + 2qj)g
−(p+Q+ q, ω)eαρs(2pi +Qi + qi)g
+(p, ω)
= 4e2
∫
p
(2pi −Qi − qi)(2pj −Qj − 2qj)
[p2 + (p−Q− q)2 + 2m2] [p2 + (p− q)2 + 2m2]
= 4e2
∫ 1
0
du
∫
p
(2pi −Qi − qi)(2pj −Qj − 2qj)
{u [2p2 + 2m2 − 2p · (Q+ q) + (Q+ q)2] + (1 − u) [2p2 + 2m2 − 2p · q+ q2]}2
= e2
∫ 1
0
du
∫
p
(2pi −Qi − qi)(2pj −Qj − 2qj)
[p2 +m2 − p · (uQ+ q) +O(q2, Q2,q ·Q)]2
≈ δij(· · · ) + qiQj(· · · ) + e2Qiqj
∫ 1
0
du
∫
p′
1− u
(p′2 +m2)2
≈ δij(· · · ) + qiQj(· · · ) +Qiqj e
2
8πm2
, (B5)
where p′ = p− (uQ+ q)/2. Similarly, we need to calculate the response to a gradient in σ, given by the diagrams in
10
Fig. 7b. Retaining again only the leading terms in Qiqj , we have,
∆σ = −
∑
α
∫
pω
g−(p, ω)eαρs(2pi −Qi − qi)g+(p−Q− q, ω)γeαρs(2pj −Qj − 2qj)2γTg+g−(p− q, ω)
−
∑
α
∫
pω
2γTg+g−(p, ω)eαρs(2pi −Qi − qi)g+(p−Q− q, ω)γeαρs(2pj −Qj − 2qj)g+(p− q, ω)
−
∑
α
∫
pω
g−(p, ω)eαρs(2pi −Qi − qi)2γTg+g−(p−Q− q, ω)γeαρs(2pj −Qj − 2qj)g−(p− q, ω) + c.c.
= −2e
2T
γρs
∫
p
(2pi −Qi − qi)(2pj −Qj − 2qj)
(p2 +m2) [(p−Q− q)2 +m2] [(p− q)2 +m2]
= −4e
2T
γρs
∫ 1
0
du
∫ 1−u
0
dv
∫
p
(2pi −Qi − qi)(2pj −Qj − 2qj)
{p2 +m2 + u [(p−Q− q)2 − p2] + v [(p− q)2 − p2]}3
= −4e
2T
γρs
∫ 1
0
du
∫ 1−u
0
dv
∫
p
(2pi −Qi − qi)(2pj −Qj − 2qj){
[p− uQ− (u+ v)q]2 +m2 +O(q2, Q2,q ·Q)
}3
≈ δij(· · · ) + qiQj(· · · )−Qiqj 8e
2T
γρs
∫ 1
0
du
∫ 1−u
0
dv
∫
p′
(2u− 1)(u+ v − 1)
(p′2 +m2)3
≈ δij(· · · ) + qiQj(· · · )−Qiqj e
2T
12πγρsm4
. (B6)
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