In this paper we analyze an Euler implicit-mixed finite element scheme for a porous media solute transport model. The transporting flux is not assumed given, but obtained by solving numerically the Richards equation, a model for sub-surface fluid flow. We prove the convergence of the scheme by estimating the error in terms of the discretization parameters. In doing so we take into account the numerical error occurring in the approximation of the fluid flow. The paper is concluded by numerical experiments, which are in good agreement with the theoretical estimates.
1. Introduction. The need of accurate and efficient numerical schemes to solve reaction-convection-diffusion equations modelling transport in porous media is well recognized. Inappropriate numerical methods can lead to false predictions for the evolution of a contaminated site, as revealed e.g. in [11] . Due to their local mass conservation property, mixed finite element methods are a valuable discretization technique for problems involving flow in porous media [3, 4, 5, 11, 12, 16, 17, 31, 33, 37, 41, 42] .
Here, we present and analyze an Euler implicit-mixed finite element scheme (EI-MFE) that is based on the lowest order Raviart-Thomas (RT 0 ) elements for the equation Equation (1.1) models the transport of one component involving non-equilibrium reactions. This situation is considered for the ease of presentation, but the present results can be extended to the case of a multi-component reactive transport, as long as the reactive term r(·) remains Lipschitz continuous. A general model for the reactive transport of M mobile and N immobile species is presented in [34] . To extend the applicability of the present analysis, in Section 4.1 we include also equilibrium sorption effects (see [8, 9, 18] ), which complicates the analysis. We mention in particular the case of a Freundlich type isotherm, when the equation becomes degenerate. The case with sorption is considered separately only for an easier understanding of the ideas.
The water flux Q appearing in (1.1), as well as the water content Θ, are obtained by solving the Richards equations modeling sub-surface water flow, including unsaturated regions near the surface:
Here ψ denotes the pressure head, K the hydraulic conductivity and z the height against the gravitational direction. The Richards equation results by using the Darcy law Q = −K(Θ(ψ))∇(ψ + z), (1.4) in the mass balance equation for water, which is assumed incompressible Notice the occurrence of the two functions, the soil-water retention curve Θ(ψ), as weel as the hydraulic conductivity K(Θ), for which several forms are proposed based on laboratory experiments (see e.g. [13] ). These functions are strictly increasing and bounded in unsaturated regions, where Θ is less than a maximal saturation Θ S . Furthermore, the functions are constant in saturated regions, where Θ = Θ S . For the functions that are commonly used, (1.3) is a degenerate elliptic-parabolic equation, and solving it numerically is a challenge in itself. However, in this paper we focus on the solute transport and reaction. The underlying assumption is that these processes do not influence the water flow, therefore Θ and Q are assumed known. In practical computations we first solve (1.3) numerically, and then use the results in (1.1). To be specific, as for the solute transport equation (1.1), the numerical solution of the Richards equation is obtained by an EI-MFE scheme based on RT 0 elements (see [30] for details). The scheme is briefly presented in Section 3 together with a review of the main results concerning the convergence for saturated/unsaturated flow.
In this paper we analyze the EI-MFE scheme for the transport equation (1.1), by employing techniques that are similar to those used in [5, 31, 37] . The main result shows the convergence of the fully discrete numerical scheme for (1.1). It is obtained in a general framework, by taking into account the low regularity of the solution of the Richards equation. The order of convergence clearly depends on the accuracy of the scheme for water flow. We also show the existence and uniqueness for the solution of the variational problems on which the numerical scheme is constructed. For algorithmic and implementation details we refer to [30, 34] .
Several papers are considering numerical schemes for transport equations. We mention [8, 9, 11] for a conformal FEM discretization, [22, 26] for finite volume schemes, and [35, 36] for discontinuous Galerkin methods. Furthermore, a characteristic -mixed method is studied in [4] , upwind MFEM are considered in [16, 17] , whereas combined finite volume-mixed hybrid finite elements are employed in [20] . Typically either a constant Θ is assumed, which corresponds to a saturated flow (see [8, 9, 16, 20] ), or a Θ that does not depend on time (see [4, 35, 36] ). Another possible simplification is to incorporate the term c∂ t Θ in the reactive term r(·) and to assume that the resulting rate remains Lipschitz continuous [11] . In the general case of a saturated-unsaturated flow this assumption is not satisfied since the factor ∂ t Θ(ψ) needs not to be essentially bounded.
An interesting situation is considered in [17] , where the term c∂ t Θ is replaced by Ac, with A a positive constant. Error estimates are obtained without using the Gronwall lemma. A similar situation appears in [20] where the divergence of the water flux is assumed strictly negative: ∇ · Q = r ≤ 0. However, in a general saturatedunsaturated porous media flow such an assumption is not necessary true.
In this paper we consider a MFE discretization of (1.1), requiring a divergence form. Therefore we can not reduce the terms c∂ t Θ and c∇ · Q by using (1.5), as usually done when dealing with conforming FE. This makes the analysis of a MFE discretization of (1.1) very challenging. Further, we do not assume that the divergence of the water flux is constant or has a constant sign.
The paper is structured as follows. The following section introduces the notations and the working assumptions. In Section 3, the numerical scheme to solve the Richards equation is presented and the main results regarding its convergence are reviewed. Next, Section 4 contains the numerical analysis for the solute transport model, including existence and uniqueness of a solution of the continuous and discrete variational problems. In a brief discussion ending this section we also include equilibrium sorption effects, leading to a possible degeneracy in the solute equation. The analysis is completed by several experiments in Section 5, where the theoretical estimates are confronted with the numerical results. In particular we have investigated in how far the accuracy for the solute is influenced by the errors in approximating the fluid flow.
Notations and Assumptions.
In what follows we make use of common notations in the functional analysis. By ·, · we mean the inner product on L 2 (Ω), or the duality pairing between H 1 0 (Ω) and H −1 (Ω). Further, · and · 1 stand for the norms in L 2 (Ω) and H 1 (Ω), respectively. The functions in H(div; Ω) are vector valued, having a L 2 divergence. By C we mean a positive constant, not depending on the unknowns or the discretization parameters.
Furthermore, we let T h be a regular decomposition of Ω ⊂ R d into closed dsimplices; h stands for the mesh-size (see [15] ). Here we assume Ω = ∪ T ∈T h T , hence Ω is polygonal. In this way the errors caused by an approximation of a nonpolygonal domain are avoided; we mention [25] for a detailed analysis. We will use the discrete subspaces W h ⊂ L 2 (Ω) and V h ⊂ H(div; Ω) defined as
In other words, W h denotes the space of piecewise constant functions, while V h is the RT 0 space (see [14] ). Notice that ∇ · q ∈ W h for any q ∈ V h . We will use the following L 2 projectors (see [14] and [29] , p. 237):
for all w ∈ L 2 (Ω),v ∈ H(div; Ω) and w h ∈ W h . For these operators we have
For the discretization in time we let N ∈ N be strictly positive, and define the time step τ = T /N , as well as t n = nτ (n ∈ {1, 2, . . . , N }). Given a function f defined on the interval J, we define:
whenever n ∈ {1, . . . , N }. For n = 0 we take f 0 = f 0 = f (0). Throughout this paper we make use of the following assumptions: (A1) The rate function r : IR → IR is Lipschitz continuous with the constant L r ; furthermore, r(c) = 0 for all c ≤ 0. (A2) The diffusion coefficient D does not depend on ψ or Q. For simplicity, let
(A4) The initial c I is essentially bounded and positive; furthermore,
For the ease of presentation we take D = 1. The extension to a positive definite tensor is immediate, requiring a minor change in Lemma 4.35 below.
Remark 2.2. In (A3) we assume that Θ(·) is uniformly bounded by a strictly positive constant. Since Θ stands for the water content, the boundedness of Θ(·) is a reasonable assumption. However, by taking the lower bound strictly positive we disregard the case of a completely dry (fully unsaturated) medium. For commonly used porous media models (see e.g. [13] ) such an assumption holds, for example, in the case of a homogeneous medium if the initial and boundary saturation (where prescribed) also exceed the lower limit. Furthermore, (A5) also implies that
is also assumed in recent papers referring to the discretization of porous media flow models (see also [11, 20] ). Previous results are under stronger assumptions: a constant divergence of the flux ( [35, 36, 17] ), a constant sign for the water flux ( [16] ), or a a constant water flux [8, 9, 18] .
3. Error estimates for Richards' equation. In this section we review some convergence results for the EI-MFE (RT 0 ) discretization of the Richards equation. The particular choice of the finite element space is dictated by the lacking regularity of the solution. We consider three cases: the saturated flow regime (where Θ = Θ S ), the strictly unsaturated flow regime (where Θ < Θ S ), and the saturated-unsaturated flow regime where both cases mentioned above are allowed. Denoting by e z the constant gravitational vector and given the initial pressure ψ I ∈ L 2 (Ω), we can define the mixed, time integrated variational form of (1.5)-(1.4).
Problem 3.1.
for all t ∈ J, w ∈ L 2 (Ω) and v ∈ H(div; Ω). We mention [2, 27] for the existence and uniqueness of a solution for Problem 3.1. In particular, in [2] 
With n ∈ {1, 2, . . . , N } we can define the fully discrete problem at time level n:
Assuming that the flow is fully saturated, when Θ = Θ S for all times and almost everywhere in Ω, the Richards equation becomes elliptic. In this case one obtains [14] Theorem 3.1. Assume that the flow is fully saturated. Then we have
If the flow is strictly partially saturated (i.e. Θ R ≤ Θ < Θ S ), then the Richards equation is nonlinear but regular (non-degenerate). Then we have (
The convergence order of the scheme numerical scheme (3.3) -(3.4) in the partially saturated case has been investigated numerically in several papers (see [11, 12] , as well as Section 5). To our knowledge, no rigorous error estimates have been proven up to now in this specific case. This is due to the lacking regularity of the solution, as well as the nonlinearities involved in the coefficient functions. An alternative approach is to combine the two nonlinearities in (1.3) into a single one and use the Kirchhoff transformation [2, 5, 31, 37] . For this approach, assuming that the saturation is a Lipschitz continuous function of the pressure, as well as
convergence order is obtained in [5, 31, 37] . The regularity assumption on ∂ t Θ is given u p in [31] , resulting in a reduction of the convergence order to τ + h 2 . A more general situation is considered in [33] , where only Hölder continuity is assumed for Θ(·). In this case the convergence result applies to all flow regimes. We also refer to [41] for the analysis of an expanded mixed finite element scheme for equation (1.3) . In the same spirit we mention another well recognized mass conservative method, the multipoint flux approximation method (MPFA) (see e.g. [6] ). As proven in [21] , this method can be successfully employed for solving the Richards equation.
In this paper we aim at proving the convergence of the numerical scheme for the solute transport. The error estimates proven in the main result here are given in terms of discretization parameters and depend also on the accuracy of the scheme for the water flow. Therefore it is not so relevant which method was used to solve the Richards equation, as long as it produces convergent approximations for the water flux and the saturation.
Having in mind (A5), we assume something similar for the discrete fluxes:
4. Error estimates for the EI-MFE scheme for the solute transport equation. In this section we prove the error estimates for the EI-MFE discretization of the solute transport equation. We first set a continuous mixed variational formulations of (1.1) and analyse the existence and uniqueness of the solution. We continue by giving some stability estimates for the solution of the continuous problem and present the fully discrete scheme. After showing the existence and uniqueness of a solution also in the discrete case we prove the convergence of the scheme. Following the discussion in the introduction, we assume that the pressure ψ and the water flux Q, as well as their approximations ψ n h , Q n h , are known and satisfying the estimates in Section 3.
) and q ∈ L 2 (J; H(div; Ω)) such that for almost every t ∈ J there holds
for all w ∈ L 2 (Ω) and v ∈ H(div; Ω). Theorem 4.1. Assuming (A1)-(A5), the Problem 4.1 has an unique solution. Proof. To prove the existence of a solution we use the Richards equation (1.5) and obtain
With boundary and initial conditions as in (1.2) and since D = 1, (1.1) and (4.3) are formally equivalent. Therefore we start with a solution to (4.3) and then construct a solution to the mixed formulation of (1.1). The existence and uniqueness of a solution for the transformed equation (4.3) is provided first in [24] , Chapter VI.4; alternatively one can prove the result as a limit of solutions to linearized problems and using the results in Chapter III). Moreover, by (A1) and (A4) the solution c remains essentially bounded and positive. Furthermore, using (A5), the regularity of Ω and since the boundary conditions are homogeneous we can improve the regularity of the solution to
showing that ζ∂ t c ∈ L 2 (J; H −1 (Ω)). Furthermore, since c is essentially bounded and in L 2 (J; H 2 (Ω)), we also have ζc ∈ L 2 (J; H 1 (Ω)). By the regularity of Θ(Ψ), for almost all 0 ≤ s < t ≤ T we have
Using the Richards equation (1.5), this gives
Since c is a weak solution of (4.3), we immediately obtain (Ω). However, since c ∈ L 2 (J; H 2 (Ω)), we can transform the inner product in the last term on the left into − ∆c(τ ), ζ . Then by density arguments, (4.4) holds for any test function ζ ∈ L 2 (Ω). Identifying now q = cQ − ∇c ∈ L 2 (J; H(div; Ω)) we have found a solution to Problem 4.1. For the uniqueness we assume that Problem 4.1 has two solutions (c 1 ,
). With c = c 1 − c 2 and q = q 1 − q 2 it follows that for almost all t > 0 we have
and for almost all t > 0. Taking into above w = c(t) and v = t 0 q ds and adding the resulting gives
Since Q ∈ L ∞ (J × Ω) using the Cauchy-Schwarz inequality leads to
Recalling that Θ ≤ Θ S , using the Lipschitz continuity of r(·) and the Cauchy-Schwarz inequality, the inequality (4.7) becomes
Since both solutions satisfy the same initial data, employing the Gronwall lemma gives c(t) = 0, implying the uniqueness of c. Furthermore, since
4.5) also gives q = q 1 − q 2 = 0, yielding uniqueness for Problem 4.1.
Remark 4.1. As follows from the above proof, the solution has more regularity than required in the statement of Problem 4.1. To be specific, we have c
Also notice that the regularity of c and Θ(ψ) allows writing (4.1) for all t.
Recalling the notations in (2.5), the following stability estimates will be used later.
Proposition 4.2. For the solution of Problem 4.1 we have
, the estimate (4.9) follows straightforwardly:
The proof for (4.11) and (4.12) follows similarly, whereas (4.13) is a consequence of c ∈ L 2 (J; H 1 (Ω)). We now proceed with the EI-MFE scheme for Problem 4.1. 
for all w h ∈ W h and v h ∈ V h .
Initially we take
. The particular form of the initial data is allowed by the lower bound on Θ and will be used when proving Theorem 4.5 below. Theorem 4.3. Assuming (A1)-(A5 ′ ) and that the time step τ is small enough, the Problem 4.2 has an unique solution.
Proof. We fist show uniqueness. Let (c 
To show the existence of a solution for the fully discrete Problem 4.2 we let {w 1 , . . . , w n1 } ∪ {v 1 , . . . , v n2 } be a basis for W h × V h and introduce the mapping P : R n1+n2 → R n1+n2 that will be defined below. To do so we first notice that given α, α ∈ R n1 andβ, β ∈ R n2 , withξ = (α,β), ξ = (α, β) one can consider
for defining an inner product, respectively a norm on R n1+n2 . Here (·, ·) p stands for the euclidian inner product in
be given bŷ
for all k = 1, . . . , n 2 . Having determined the above we define P(ξ) =ξ. Notice that finding a ξ such that P(ξ) = 0 immediately gives a solution to Problem 4.2.
Clearly, P is continuous. Moreover, for any ξ = (α, β) ∈ R n1+n2 , with (w,v) ∈ W h × V h introduced above we have
Recalling (A1) -(A5), using the Cauchy inequality, as well as the inequality of means we obtain
where C Q = Q L ∞ and L r is the Lipschitz constant of r. For τ small enough we have Θ R − τ (C Q + 2L r Θ S ) ≥ m > 0, yielding
. This gives ((P(ξ), ξ)) ≥ min{m, 1}K > 0 for all ξ ∈ R n1+n2 satisfying |ξ| 2 = 2K, yielding the existence of a solution (see Lemma 1.4, p. 140 in [39] ).
In the fully saturated case, since Θ(ψ) = Θ S is constant, standard techniques for parabolic equations (see, e.g, [23] ) can be used to prove the convergence of the scheme. In this case we obtain: 
where the constant C does not depend on the discretization parameters.
Proof. Taking t = t n in (4.1) and recalling the notation in (2.5) we have
for all w ∈ L 2 (Ω). Before dealing with the flux equation (4.2) we mention that the analysis in [5, 37] carried out for the Richards equation leaves the flux equation unchanged, and considers the time integrated variant of the balance equation (4.1). Here we proceed as in [33] and integrate also (4.2) in time to obtain
for all v ∈ H(div; Ω). Summing up (4.14) written for the time steps t k , k = 1, . . . , n, subtracting the result from (4.22), as well as (4.15) from (4.23), and employing the projectors defined in (2.2), (2.3) gives 24) for all w h ∈ W h and
for all v h ∈ V h . The specific choice of the initial data gives no error at t = 0 in (4.24).
we take w h = P h c n −c n h ∈ W h in (4.24) and v h = τ e n q ∈ V h in (4.25), add the resulting and obtain
Summing the above for n = 1 to N yields
Further we estimate the terms in (4.27), which are denoted by T 1 , . . . , T 4 . T 1 gives
Using (A3) and the Cauchy-Schwarz inequality, for any δ 11 > 0 we have
The estimate for T 12 is similar:
The term T 13 in (4.28) is positive. There holds
Furthermore, for any δ 14 > 0 we have
Similarly, using the boundedness of c (see Remark 4.1) we have
whereas for any δ 16 > 0, T 16 gives
To estimate T 2 we use the following elementary equality:
. This gives
To conclude with T 2 , we estimate the first term on the right, which is denoted by T 21 :
The convective term T 3 is split into four terms, denoted T 31 , . . . , T 34 :
Using (A5) and the Cauchy-Schwarz inequality, for T 31 we obtain
Similarly, using (A5 ′ ), for T 32 and T 33 we get
and
Furthermore, using again (A5 ′ ), for any δ 34 > 0 we obtain
In estimating the reaction term, for any δ 4 > 0 we have
We denote the terms on the right by T 41 and T 42 , and use the inequality f + g 2 ≤ 2( f 2 + g 2 ) to obtain
For T 41 we obtain in a similar manner
We denote the terms in the right hand side above by T 411 , T 412 and T 413 . Using the boundedness of c (see Remark 4.1), the Lipschitz continuity of r(·), as well as the Cauchy-Schwarz inequality, T 411 gives
Using (A3) and the Lipschitz continuity of r(·), for the second term in (4.45) we have
Finally, we use (A1) and (A3) to estimate T 413 :
Choosing δ 11 , δ 14 , δ 16 , δ 34 and δ 4 properly and using (4.27)-(4.48), a C > 0 not depending on h or τ exists such that
(4.49)
Using the projector estimates in (2.4), the regularity of c and q stated in Remark 4.1, as well as Proposition 4.2, applying the discrete Gronwall lemma to (4.49) gives 
4.1.
Error estimates for the case with sorption. In this section we add equilibrium sorption effects to the reactive flow model (1.1). The results are given for the general, unsaturated-saturated flow case. In the case of a fully saturated flow, sharper results can be obtained.
With s denoting the concentration of the adsorbed solute, the transport equation becomes (see, e.g. [8, 9, 18] and the references therein)
with ρ b denoting the density of the soil, which is assumed constant. Depending on the fastness of the adsorption process, we can speak about equilibrium process (if adsorption is much faster than diffusion or transport), or non-equilibrium (when all time scales are in balance). In this paper we restrict to equilibrium kinetics, which leads to a degenerate parabolic model. In this case we have 
) and q ∈ L 2 (J; H(div; Ω)) such that for almost all t ∈ J there holds
for all w ∈ L 2 (Ω) and v ∈ H(div; Ω). The sorption model (4.53) may degenerate for c = 0. Here we are interested in the convergence of the numerical scheme, and we do not focus on questions concerning the existence, uniqueness and the regularity of a solution. Therefore we assume that Problem 4.3 has a unique solution, having the regularity mentioned in Remark 4.1. This allows us maintaining the working framework of the previous section.
Below we define the fully discrete scheme for Problem 4.3: 
Proof. We follow the ideas in the proof of (4.21) . When compared to the scheme for Problem 4.1, to discretize the case with sorption one adds the term ρ b φ(c
), w h in (4.58). In the present proof we focus on the differences brought by this additional term. Specifically, in the left hand side of (4.27) we have to add
To estimate T S we split it into
and denote the terms on the right by T S1 and T S2 . By the monotonicity of the sorption isotherm φ, T S1 is positive; moreover, (A6) gives
. 
(4.64)
Denoting the two terms above by T S21 and T S22 , we notice that choosing δ properly allows compensating the first one by (4.63). Since α ∈ (0, 1], to estimate T S22 we use (2.4), the continuous embedding
(Ω), the stability estimates (4.10) and (4.13), as well as the Young inequality
(valid for all x > 0) and obtain
Now we can use (4.62)-(4.65) and proceed as in the proof of (4.21) to obtain the estimates in (4.61).
Numerical
Results. This section contains some numerical simulations for the flow and contaminant transport. To be specific, the water content as well as the flux are not consider as given, but obtained by solving the Richards equation (1.5). Once these being determined, we determine the solute concentration by solving (1.1). To do so, we apply the EI-MFE schemes presented in Sections 3 and 4.
With Ω = (0, 1) 2 and T = 1 (hence J = (0, 1]), for determining the saturation and the flux we solve
in two situations, which are called later as Example 1 and Example 2. First we consider a linear problem by taking Θ(ψ) = ψ, whereas Θ(ψ) = ψ 2 in the second case. The right hand side f is chosen such that the equation (5.1) admits the analytical solution
yielding a saturation Θ and a flux Q satisfying (A3) and (A5). The initial and boundary conditions are also chosen accordingly: ψ(0, x, y) = 4 − 2x, as well as ψ = ψ ex along J × ∂Ω.
Next we consider the solute transport equation All simulations are carried out with τ = h. We work on a uniform mesh, starting with h = 0.1 and refine it successively by halving the grid size and the time step. For the Richards equation we compute the error:
whereas for the transport equation we calculate the error for the concentration:
To compare the numerical results with the theoretical estimates we have estimated the reduction order of two two successive errors, computed for two discretization parameters -say h 1 and h 2 . If the estimate for the error E is h γ for some γ > 0, then the ratio E 1 /E 2 should behave asymptotically as (h 1 /h 2 ) γ . The tables presenting the numerical results have a generic structure: a column for the discretization parameters, another one for the errors, and finally a column for the exponent γ estimated from two successive calculations.
We start with Examples 1 and 2, which are regular parabolic problems. These cases can be assimilated to a strictly unsaturated flow. Following Theorem 3.2, E R should behave at least as τ 2 + h 2 . Since τ = h, asymptotically we should obtain γ R = 2. The numerical results for the first two examples are included in Tables 5.1 In the next example the Richards equation (5.1) is degenerate. This is due to the 
It is to see that Θ(·) is C 1 and Lipschitz continuous, whereas Θ ′ = 0 on R\(1, 2). Therefore (5.1) is parabolic whenever ψ ∈ (1, 2), and elliptic for the other values of ψ. The initial and boundary conditions, as well as the right hand side f (·) are chosen such that (5.1) is solved by ψ ex (t, x, y) = 64tx(1 − x)y(1 − y). is a solution of (5.3). Tables 5.5 and 5.6 are presenting the numerical results for the Richards equation, respectively the solute transport. Notice that the convergence order is still at least 2. This is in spite of the theoretical estimates of order τ + h is it possible to obtain a more accurate approximation of the solute, say an error of order h β2 with β 2 > β 1 ? This situation appears in many practical situations, when one wants to know if it makes sense to use higher order finite elements for the solute transport, in combination with a lower order finite element approximation of the flow (see also [11, 12] Further we maintain the framework of Example 3. Table 5 .7 presents the error E T given in (5.6), as well as the estimated order of convergence γ T . It is worth noticing that the present computations suggest a decrease of the accuracy down to the order 1, identical to the order of E R . This suggests an answer to the question above, in the sense that the approximation of the solute should be in balance with the one for the flow. Nevertheless, as revealed in several numerical experiments carried out for problems that are not dominated by convection, or at least where the errors in the approximation of the convection are not dominating, the reduction in the convergence order only appears on very fine grids. 6. Conclusions. We have analyzed a numerical scheme for a porous media solute transport model, where the transporting flux is obtained by solving numerically the Richards equation. The spatial discretization is mixed and based on the lowest order Raviart -Thomas finite elements, whereas the time stepping is performed by the Euler implicit method. We have proven the convergence of the scheme by estimating the error in terms of the discretization parameters. In doing so we have taken into account the numerical error occurring in the approximation of the fluid flow. Furthermore, we avoid some of the commonly made assumptions concerning the boundedness of the time derivative of the saturation, or a strict sign of the water flux or of its divergence. The numerical experiments agree with the estimates derived theoretically.
