Abstract. In this paper, we will study the Douady-Earle / barycentric extension of maps on S n−1 . We will show the extension is uniformly Lipschitz if the map is quasiregular. In particular, we will show the barycentric extension for a rational map f onĈ ∼ = S 2 is Cd-Lipschitz where d is the degree of the rational map and C is some universal constant. This result is a generalization of Schwarz lemma in higher dimensions. Our bounds on the Lipschitz constant are precompactness results and allow us to construct various limiting maps for a sequence of barycentric extensions. Finally, we will study the barycentric extension of a degree 2 rational map and disprove a conjecture made by Petersen.
Introduction
Let (H n , d H n ) := ({x = (x 1 , .., x n ) ∈ R n : |x| < 1}, 2|dx| 1−|x| 2 ) be the Hyperbolic n-space in the standard ball model. Denote S n−1 := {x ∈ R n : |x| = 1} as the conformal boundary of H n . Let Isom H n be the group of isometry group of H n , which is the same as Conf S n−1 the group of conformal maps on S n−1 .
Given a continuous map f : S n−1 −→ S n−1 , the barycentric / DouadyEarle extension extension, which was first introduced in dimension 2 in [5] , is a continuous extension to E f : H n −→ H n . Indeed, given a point p ∈ H n , one can associate a visual measure v p on S n−1 . The barycentric extension E f sends p to the barycenter of the measure f * (v p ).
It can be verified that the barycentric extension generalizes the Poincaré extension for conformal maps on S n−1 and is conformally natural, i.e.,
In dimension 1, if f : S 1 ∼ = ∂∆ −→ ∂∆ ∼ = S 1 is the restriction of a Blaschke product, or more generally, an inner function. The barycentric extension E f : H 2 ∼ = ∆ −→ ∆ ∼ = H 2 satisfies E f = f on ∆ ∼ = H 2 . Hence, the Schwarz lemma implies that the barycentric extension E f is a distance non-increasing map with respect to hyperbolic metric, i.e., uniformly 1-Lipschitz. Our first result is a generalization of the Schwarz lemma in higher dimensions:
Date: May 6, 2019. Theorem 1.1. Let f : P 1 −→ P 1 be a rational map of degree d, then the barycentric extension of f E f :
is uniformly Cd-Lipschitz, where C is some universal constant.
A general result for quasiregular maps on higher dimensions. A map f : S n−1 −→ S n−1 is called K-quasiregular if it is locally K-quasiconformal away from critical locus, (see Section 3 for the precise definition). In particular, proper 1-quasiregular maps on S 2 ∼ =Ĉ are exactly the rational maps. Therefore, Theorem 1.1 follows immediately from the following more general result for quasiregular maps: Theorem 1.2. Let f : S n−1 −→ S n−1 be a proper K-quasiregular map of degree d, then the barycentric extension of f
n−2 -Lipschitz, where C(n) only depends on the dimension n.
As applications, the uniform bounds obtained in Theorem 1.1 and Theorem 1.2 allow us to construct various limits for different sequences of barycentric extensions. For concreteness, we will be focusing on rational maps onĈ, though many of the discussions here can be generalized to the study of quasiregular maps on S n−1 . 3 . A rational map of degree d on C can be expressed as a ratio of two homogeneous polynomials f (z : w) = (P (z, w) : Q(z, w)) where P and Q have degree d with no common divisors. Using the coefficients of P and Q as parameters, we have
Limits of barycentric extensions on H
where Res is the resultant of the two polynomials P and Q. P 2d+1 C provides a natural compactification, and every map in f ∈ Rat d (C) = P 2d+1 C determines the coefficients of a pair of homogeneous polynomials, and we write f = (P : Q) = (Hp : Hq) = Hϕ f where H = gcd(P, Q) and ϕ f = (p : q) is a rational map of degree at most d. Given f n ∈ Rat d (C), we say f n converges algebraically to f = Hϕ f if the coefficients of f n converge to those of f . Using Theorem 1.1, we are able to show: Theorem 1.3. Let f n ∈ Rat d (C) converges algebraically to f = Hϕ f ∈ Rat d (C), and assume deg(ϕ f ) ≥ 1, then E f n converges compactly to E ϕ f .
Limits of barycentric extensions on rescalings of H 3 . If f n is a degenerating sequence, i.e., f n escapes any compact set of Rat d (C), there is a 'loss of mass' for the barycentric extension: certain preimgaes of 0 are escaping to infinity (see Proposition 7.1). Hence, it is natural to consider limits of E f n on rescalings of metric spaces.
Given a sequence r n → ∞, we can construct the ultralimit ( r H 3 , x 0 , d) for the sequence of pointed metric spaces (H 3 , 0, d H 3 /r n ). It is well-known that the ultralimit ( r H 3 , x 0 , d) is an R-tree (see [22] ), i.e., any two points x, y ∈ r H 3 can be joined by a unique arc [x, y] ⊂ r H 3 which is isometric to an interval of R. Theorem 1.1 allows us construct the geometric limiting map on an R-tree:
, and r n → ∞. Assume that there exists some K > 0 such that d H 3 (0, E f n (0)) < Kr n , then there is a natural Lipschitz map E bc (f n ) on an R-tree associated to the sequence E f n :
In the sequel [13] , we will study this geometric limit in more details. We will compare this barycentric extension construction with Berkovich dynamics, and use it to classify hyperbolic components admitting bounded escapes.
An example of degree 2 rational maps. The exact formula for the extension in general is hard to copmute. We will study the barycentric extension of a degree 2 rational map in detail in Section 8. Note that in this case, Isom H 3 × Isom H 3 acts transitively on Rat 2 (C). So by naturality, there is essentially only one map f (z) = z 2 to study.
Let
Hence by naturality, it is easy to see that the hyperbolic plane bounded by the equator of S 2 is totally invariant under E f .
In [20] , Petersen conjectures that the restriction of E f on this totally geodesic plane is the same as f . In Section 8, we will disprove the conjecture. More precisely, we will show Theorem 1.5. Let f (z) be a degree 2 Blaschke product, and H 2 0 be the hyperbolic plane bounded by the invariant unit circle, then the barycentric extension preserves this hyperbolic plane E f :
is not isometrically conjugate to f . Notes and discussion. It can be easily seen that the Lipschitz constant we get in Corollary 1.1 is asymptotically sharp in d. If we consider the map z → z d , then the Lipschitz constant along the geodesic connecting 0 and ∞ in S 2 is exactly d.
In dimension 2, Douady and Earle proved that the extension of a quasisymmetric homeomorphism of the circle is bi-Lipschitz (see Section 5 in [5] for precise statement). In general, however, the barycentric extension is not bi-Lipschitz. Consider the same example z → z d , one can see that the derivative at the origin 0 ∈ B(0, 1) ∼ = H 3 is singular. This also implies that the barycentric extension of quasiregular map may not be quasiregular.
In [17] , McMullen constructed a branched covering on a Ribbon R-tree as geometric limits of divergent sequence Blaschke products. The tree is the Gromov-Hausdorff limit of a sequence of hyperbolic polygons in ∆ = H 2 . The geometric limit in Theorem 1.4 is a generalization for any sequence of rational maps of the Ribbon R-tree construction.
R-trees also arise naturally in the study of degenerating sequences of representations of surface groups in Isom(H n ): in [18] , Morgan and Shalen showed how to assign an isometric action of a surface group on a R-tree to such a sequence of representations that 'degenerate'. Later, Bestvina and Paulin gave a new more geometric, point of this theory, see [3] and [19] . The use of asymptotic cone in our construction of the geometric limit of degenerating sequences of rational maps is analogous to the equivalent treatment for surface group representations developed by Kapovich-Leeb [11] and Chiswell [4] .
The barycentric extension method has also been used in various geometric settings. In [1] and [2] , Besson, Coutois and Gallot use the explicit bound on the Jacobian of the barycentric extension of the Patterson-Sullivan measure to prove rigidity results on negatively curved Riemannian manifold. Other applications of barycentric extensions in geometry can be found in [7] and [24] .
The structure of the paper. In the first two sections, we will review the theory of the K-quasiregular maps, conformal capacity and modulus and the barycentric extension. The proof the Theorem 1.2 is given in Section 4. The idea of the proof of the Theorem 1.2 goes as follows. We first use the implicit function theorem to compute the derivative of E f . The computation shows that in order to bound the derivative from above, it is equivalent to bound the second moment of f given the condition that f is balanced. We then apply conformal capacity and modulus theorem to control the distortion of f . We then use the isoperimetric inequality to bound the derivative.
As applications, Theorem 1.1 and Theorem 1.2 allow us to construct various limits for barycentric extensions of a sequence of rational maps. We will study the limits of barycentric extensions in H 3 in Section 5 and limits of barycentric extensions in rescalings of H 3 in Section 7. Finally, we will study the barycentric extension of degree 2 rational maps in Section 8.
The barycentric extension
The theory of Barycentric extension was extensively studied for circle homeomorphisms in [5] . The construction can be easily generalized to any continuous maps on sphere S n−1 , (see [16] [20] ).
Throughout the paper, we will fix a ball model of the hyperbolic space H n , in other words, we choose a base point, which we call it 0 and a base frame at 0.
We will first define the barycenter of a measure on S n−1 . Given a probability measure µ on S n−1 with no atoms of mass ≥ 1/2, then there is a unique point β(µ) ∈ H n called the barycenter of µ for which the measure is balanced (see [5] , [10] or [20] for a proof). A measure is said to be balanced at a point x ∈ H 3 if one moves x to the origin in the ball model of hyperbolic space using isometry, the push forward of the measure has Euclidean barycenter at the origin. We also say a measure is balanced if the measure is balanced at 0.
Let µ S n−1 be the probability measure coming from the spherical metric on S n−1 , and we say a map is admissible if f * µ S n−1 has no atoms.
Let f : S n−1 −→ S n−1 be an admissible continuous map, then the barycentric extension E f is a map from H n −→ H n which sends the point x ∈ H n to the barycenter of the measure f * (M x ) * (µ S n−1 ), where M x is any isometry sending the origin 0 of the ball model to x.
The extension is conformally natural in the sense if M 1 , M 2 ∈ Isom H n , then they are conformal maps of the conformal boundary S n−1 , and the extension satisfies
is an isometry sending the origin 0 to x. In fact, this is the unique isometry preserving the frame along the geodesic connecting 0 to x with respect to the Levi-Civita connection. Note that M −1
Restricting M x to S n−1 , an easy computation shows that the Jacobian
with ζ ∈ S n−1 . Let F (x, y) denote the function
With the notations as above, the barycentric extension of f is the unique solution of the implicit formula: F (x, E f (x)) = 0. With this formula, implicit differentiation allows us to compute the derivative of the extension:
We can compute this derivative very explicitly. Since Isom + (H n )×Isom + (H n ) acts transitively on pairs of points in H n , we can assume that E (f )(0) = 0, i.e.,
and compute the derivative at the origin 0.
Proposition 2.1. Assume that S n−1 f (ζ)dµ S n−1 (ζ) = 0, then we have
Similarly,
Proof. For the first equality, we have
Similarly, for the second equality, we have
In order to bound the norm of the derivative, it is now sufficient to bound F x from above and F y from below. Since f (ζ), ζ has norm 1, and µ S n−1 is a probability measure, it is easy to see that ||F x || ≤ 2(n − 1).
Note that F y is a self-adjoint operator, to bound the norm F −1 y , it is sufficient to bound the eigenvalues of F y from below, or equivalently, bound the eigenvalues of S n−1 < v, f (ζ) > f (ζ)dµ S n−1 (ζ) away from 1.
Note that the quantity S n−1 < v, f (ζ) > f (ζ)dµ S n−1 (ζ) can be thought of the second moment of the function f (ζ). Hence, the bound we are going to get can be interpreted as bounding the second moment of f (ζ) under the condition that f is balanced, i.e., S n−1 f (ζ)dµ S n−1 (ζ) = 0.
Quasiregular maps
We shall follow [21] as our main reference for quasiregular maps. Roughly speaking, quasiregular maps are natural extensions of the concept of quasiconformal maps, similar to holomorphic maps to conformal maps, i.e., away from critical locus it is locally quasiconformal.
Let U be a domain in R n , and W 1 n (U ) be the Soblev space, consisting of all real valued functions u ∈ L n (U ) with weak first order partial derivatives which are themselves in L n (U ). By W 1 n,loc (U ) we denote functions which locally belong to W 1 n . By considering component functions, we can extend these definitions to R m -valued mappings without separate notation.
The smallest K is called the outer dilatation
In dimension 2, the inner dilatation coincides with the outer dilatation. A quasiregular map shares many nice properties with holomorphic functions. A non-constant quasiregular map is discrete and open, i.e., the preimage of a point is discrete, and the image of open set is open. This allows us to define the local degree i(f, x) at a point x by considering the induced action on the homology. A non-constant quasiregular map always has positive local degrees.
Similar to the study of quasiconformal and conformal maps in dimension 2, the moduli of curve systems play an essential role in controlling the geometry of the image of quasiregular maps. For our purpose, we will be considering an equivalent formulation of capacity of a condenser.
where A is open in R n and C = ∅ is a compact subset of A.
The (conformal) capacity of E is defined by
where the infimum is taken over all nonnegative functions u ∈ C 0 (A) ∩ W 1 n,loc (A) with compact support and u| C ≥ 1. It is not hard to see that we can restrict to u ∈ C ∞ c (A) or u as piecewise linear maps in the definition without changing the value (see Section 5 and 7 in [8] ).
Let E = (A, C) be a condenser with A bounded. We say a closed set σ is separating if σ ⊂ A − C and if there are two open sets U 1 and U 2 of A with
Definition 3.3. Let Σ be the set of all separating sets of a bounded condenser E = (A, C) in R n , the modulus of separating sets is defined by
where dH n−1 is the n − 1-dimensional Hausdorff measure.
It can be seen that if we denote Σ to be the set of separating with infinite n − 1-dimensional Hausdorff measure, then M (Σ ) = 0 (See Section 3.1 in [25] ).
We may also assume that the separating sets are piecewise linear without changing the value (See Section 3.3 in [25] and Section 7 in [8] ).
We have the following theorem proved in [25] [9]
Theorem 3.4. Let E = (A, C) be a bounded condenser in R n and Σ be the set of all separating sets, then M (Σ) = cap(E)
This theorem is more well-known in dimension 2. Assuming that A is a topological disk, and C is a closed disk in A, then A − C is an open annulus. Let Γ 1 be the family of curves connecting two components of the boundary of A−C, and Γ 2 be the family of curves homotopic to the core of the annulus A − C. Then the capacity cap(E) = 1/L (Γ 1 ), where L (Γ 1 ) is the extremal length of family Γ 1 . And the modulus of separating sets
Let f : U −→ R n be a quasiregular map, and E = (A, C) be a condenser. Since the map f is open, f (E) = (f (A), f (C)) is another condenser. The following two theorems allows us to control the geometry of the image of the condensers. The proofs can be found in [21] .
be the maximal number of preimages in A.
Theorem 3.5. Let f : U −→ R n be a non-constant quasiregular map and E = (A, C) be a condenser in U with A normal and N (f, A) < ∞. Then
be the minimal multiplicity of f on C.
Theorem 3.6. Let f : U −→ R n be a non-constant quasiregular map and
4. Proof of the Theorem 1.2
Recall that
In this section, we will first use the theory developed in the previous sections to prove the following proposition which controls the norm of ||F y ( 0, 0) −1 || under the balanced condition 2.1.
for some constant C = C(n) only depends on the dimension n.
Proof. Recall from the computation in Section 2, we have
Hence, we need to bound the norm of the linear operator
away from 1 subject to the balanced condition.
Since the operator T is self-adjoint, after change of variable, we may assume the largest eigenvalue is associated to e 0 ∈ R n .
Let A = B(0, √ 3) ∈ R n−1 and C = B(0,
We may assume that the preimage of A does not contain ∞ so E is a condenser in R n .
Recall that µ S n−1 is the probability measure induced by the spherical metric on S n−1 . Let V := µ S n−1 (A − C), V 1 := µ S n−1 (C) and V 2 := µ S n−1 (S n−1 − A) be the (normalized) spherical volumne of the A − C, C and S n−1 − A (under the stereographic projection) respectively. Then there are two cases to consider:
Note that we have
Hence in the first case, we have < e 0 , T (e 0 ) >≤ 3 4 In the second case, by the balanced condition, we have 0 =< e 0 ,
Hence V 2 ≥ . By exchange the role of the set associated to V 1 and V 2 , we may assume that V 1 < 1/2.
Note that f (E) is the condenser E = (A , C ), which has capacity cap(f (E)) = ω n−2 (log 3) n−2 where ω n−2 is the n − 2-measure of the unit sphere S n−2 . Since f has degree d, we know N (f, A) ≤ d. Hence by Theorem 3.5, we have
Let Σ be the set of separating sets associated to E, and Σ ⊂ Σ be the set of separating sets which is piecewise linear. Let φ n−1 dm be the push forward of the spherical measure under the stereographic projection. The isoperimetric inequality for sphere (See Troisième Partie, Chapitre I in [12] and [23] ) says that if E ⊂ S n−1 is a measurable set, then
where B θ is a geodesic ball of the same volume as E and P(E) is the perimeter of E (See [14] ). If the boundary of E is smooth enough, in particular, if ∂E is piecewise linear, then P(E) = H n−2 S n−1 (∂E). Here H n−2 S n−1 is the n − 2 dimensional Hausdorff measure on the sphere.
Let σ ∈ Σ and let E denote the set bounded by σ containing C. Then |E| ∈ ( 1 9 ω n−1 , 8 9 ω n−1 ). Therefore, we have that
Here Ω n−2 (V ) denotes the n − 2-measure of the boundary of a ball of volume V . Hence if we consider the function
Hence we have
By Theorem 3.4, we have
Now combining inequality 4.3 and 4.4, we get
Now plug this in inequality 4.2, we get
so we have
Since F y ( 0, 0) = 2I − 2T , we have
which proves the result.
Proof of Theorem 1.2. We assume that E f (0) = 0 first. Note that under this condition, we have the bound on
combining this with the bound 4.1, we get
Since Isom + H n × Isom + H n acts transitively on pairs of points in H n , and the extension is natural, we get the result.
Limits of barycentric extensions on H 3
In this section, we will study the limit of barycentric extensions E f n for a sequence f n ∈ Rat d (C) on H 3 .
The space Rat d (C) of rational maps of degree d is an open variety of P 2d+1 C . More concretely, fixing a coordinate system of P 1 C , then a rational can be expressed as a ratio of homogeneous polynomials f (z : w) = (P (z, w) : Q(z, w)), where P and Q have degree d with no common divisors. Using the coefficients of P and Q as parameters, then
where Res is the resultant of the two polynomials P and Q.
One natural compactification of
. We will call this compactification the algebraic compactification.
Every map in f ∈ Rat d (C) determines the coefficients of a pair of homogeneous polynomials, and we write f = (P : Q) = (Hp : Hq) = Hϕ f where H = gcd(P, Q) and ϕ f = (p : q) is a rational map of degree at most d. A zero of H is called a hole of f and the set of zeros of H is denoted by H(f ).
Given a sequence of rational maps f n ∈ Rat d (C) which converges to f ∈ Rat d (C), we will say f is the algebraic limit of the sequence f n . We will say the limit map has degree k if ϕ f has degree k.
The following lemma is well-known (see Lemma 4.2 in [6] ):
Lemma 5.1. Let f n ∈ Rat d (C), and assume f n → f algebraically, then f n converges compactly to ϕ f on P 1 C − H(f ). As an immediate corollary, we have Lemma 5.2. Let f n ∈ Rat d 1 (C) and g n ∈ Rat d 2 (C), and assume f n → f and g n → g algebraically. If ϕ f is not a constant function taking value in H(g), then g n •f n converges compactly to ϕ g •ϕ f on
Since H(f ) and ϕ
−1
f (H(g)) are both finite sets if ϕ f is not a constant function taking value in H(g), the above lemma immediately implies that Lemma 5.3. Let f n ∈ Rat d 1 (C) and g n ∈ Rat d 2 (C), and assume f n → f and g n → g algebraically. If ϕ f is not a constant function taking value in
Using this criterion, we have Lemma 5.4. Let f n ∈ Rat d (C), then E f n (0) stays bounded away from 0 if and only if degree 0 maps are not in the limit set of {f n } in Rat d (C).
Proof. If a constant map is in the limit set, then there is a subsequence n k such that f n k converges to ϕ f = C compactly away a set of finite points.
We will show that E f n (0) can not stay in a bounded set. Suppose not, then the isometries M n taking 0 to E f n (0) stays in a compact set of PSL 2 (C). Hence, by taking a sub-subsequence if necessary, we may assume that M n k converges to M ∈ PSL 2 (C). By naturally of the extension, we have • f n k ) * µ S 2 converges weakly to a delta measure (M • ϕ f ) * µ S 2 . This proves one direction.
Conversely, if E f n (0) is unbounded, then there is a subsequence n k such that the sequence of isometries M n k with M n k (0) = E f n (0) converges algebraically to a map M of degree 0. Hence M −1 n k converges algebraically to M −1 with deg(ϕ M −1 ) = 0. By taking a sub-subsequence, we may assume that f n k also converges algebraically to f . By naturally of the extension, we have
, which is a contradiction to the balanced condition. Therefore, ϕ f is a constant map.
The lemma is now proved.
We will now prove Theorem 1.3.
Proof of Theorem 1.3. We first claim that E f n converges to E ϕ f pointwise. By naturality, it suffices to show that E f n (0) converges to 0 under the assumption that E ϕ f (0) = 0. Let M n ∈ PSL 2 (C) such that M n (0) = E f n (0). By Lemma 5.4, M n is bounded in PSL 2 (C). We claim M n (0) converges to 0, as otherwise, there is a subsequence so that M −1
is also balanced. Hence by naturality, E ϕ f (0) = M (0) = 0 which is a contradiction. Hence E f n converges to E ϕ f pointwise. Now by Theorem 1.1, the sequence E f n is Cd-Lipschitz, so the pointwise converges can be promoted to uniform convergence on any compact set. Therefore, E f n converges compactly to E ϕ f .
Asymptotic translation length
Let f ∈ Rat d (C) and ζ ∈ S 2 . We define the asymptotic translation length of f at point ζ to be
where 0 is the base point, and x t is the point distance t away from 0 on the geodesic along the direction of ζ.
The following proposition shows that the asymptotic translation length always exists (possibly being −∞), and it is related to the spherical derivative of f at ζ. Proposition 6.1. Let f ∈ Rat d (C) and ζ ∈ S 2 . The asymptotic translation length L(ζ) = log |f (ζ)| S 2 where |f (ζ)| S 2 is the spherical derivative of f on the sphere S 2 .
Proof. First we assume that ζ is not a critical point of f . Under a change of variable by the action of SO (3), we may assume that ζ ∈ S 2 is mapped to 0 ∈ C under stereographic projection, and f (0) = 0. Then the isometry M t (z) = z e t sends 0 to x t . We denote N −1
a where a is the derivative f at 0, and consider the family
Note that F t converges uniformly on compact subset of C to the identity map. Let U t be the isometry such that
By the same argument as in the proof of Theorem 1.3, U t converges to U ∈ PSL 2 (C) with U (0) = 0. Hence, by naturality of the extension we have
This implies the asymptotic translation length is log |a| = log |f (ζ)| S 2 . If ζ is a critical point, similar argument shows that
exists and finite where n is the order of the critical point. So the asymptotic translation length is −∞, which proves the proposition.
Limits of barycentric extensions on rescalings of H 3
Let f n ∈ Rat d (C), we say f n is degenerating if f n escapes every compact set of Rat d (C). We will show first show that f n is degenerating if and only if there is loss of mass for the barycentric extension: Proposition 7.1. Let f n ∈ Rat d (C), and r n := max x∈E f
Then f n is degenerating if and only if r n → ∞.
Proof. We will first prove the 'if' direction. Assume r n → ∞, and suppose for contradiction that f n is not degenerating. After passing to a subsequence, we may assume that f n converges algebraically to f ∈ Rat d (C). Let M n ∈ PSL 2 (C) be the sequence such that E f n (M n (0)) = 0 and d H 3 (0, M n (0)) → ∞. After passing to a further subsequence, we may assume M n converges algebraically to M with deg(ϕ M ) = 0. By Lemma 5.3, (f n •M n ) * µ S 2 converges to the delta measure (f • ϕ M ) * µ S 2 which is a contradiction to (f n • M n ) * µ S 2 being balanced. Therefore f n is degenerating.
Conversely, assume f n is degenerating. Suppose for contradiction that r n does not go to ∞, then after passing to a subsequence, we may assume r n is bounded. After passing to a further subsequence, we may assume f n converges algebraically to f with deg(ϕ f ) < d. After passing to a further subsequence if necessary, we may assume the critical values of f n converge to a finite set CV . Choose an annulus A of modulus K inĈ − CV , then for all sufficiently large n, f −1 n (A) consists of d annuli counted multiplicity. Some sequence A n in this family must converge to the hole H. We normalize using M n ∈ PSL 2 (C) so that M n (A n ) is an annulus in C separating 0 and ∞ with diameter of the bounded component of C − M n (A n ) equal to 1. Note that M n is degenerating. Since the moduli of M n (A n ) has modulus bounded below by K/d, after passing to a subsequence, M n (A n ) converges to A ∞ (see the proof of Theorem 5.8 in [15] ). Since for all sufficiently large n, f n • M n maps any essential open annulus A ⊂ A ∞ into A nontrivially in fundamental group, so constant maps are not in the limit set of {f n • M n }. After passing to a subsequence if necessary, f n • M n converges algebraically to g with deg(ϕ g ) > 1. By Theorem 1.3, E f n • M n converges compactly to E ϕ g . We now choose a Euclidean ball B(0, r) ⊂ R 3 with r < 1 such that (E ϕ g ) −1 (0) ∩ B(0, 1) − B(0, r) = ∅. This is possible as E ϕ g is proper.
Now we claim that for sufficiently large n,
can define a sequence of new maps
Since E f n • M n converges uniformly to E ϕ g on ∂B(0, r), F n | ∂B(0,r) is homotopic to F . But F is homotopic to ϕ g , and since ϕ g has degree ≥ 1, F n | ∂B(0,r) has degree ≥ 1. So F n cannot extend to a continuous map from B(0, r) to S 2 , which gives a contradiction.
We now choose x n ∈ B(0, r)
) → ∞ as M n is degenerating and x n ∈ B(0, r), which is a contradiction. This proves the proposition.
Ultralimit of metric spaces. Proposition 7.1 suggests the natural objects to consider for the barycentric extensions of a degenerating sequence rational maps are the rescalings of metric spaces. In the following, we will construct the asymptotic cones of H 3 .
We begin by reviewing the theory of ultrafilter on N. A subset ω ⊂ ℘ (N) of the power set of N is called an ultrafilter if
By virtue of the 4 properties of an ultrafilter, one can think of an ultrafilter ω as defining a finitely additive {0, 1}-valued probability measure on N: the sets of measure 1 are precisely those belonging to the filter ω. We will call such sets as ω-big or simply big. Its complement is called ω-small or simply small. If a certain property is satisfied by a ω-big set, then we will also say this property holds ω-almost surely. From now on, we do not distinguish an ultrafilter as a subset of ℘ (N) or a finitely additive {0, 1}-valued probability measure on ℘ (N).
example Let a ∈ N, we define
Then it can be easily verified that ω a is an ultrafilter on N. example An ultrafilter of the above type will be called a principal ultrafilter. It can be shown that an ultrafilter is principal if and only if it contains a finite set. An ultrafilter which is not principal is called a non-principal ultrafilter. The existence of a non-principal ultrafilter is guaranteed by Zorn's lemma.
Let ω be a non-principal ultrafilter on N. If x n be a sequence in a metric space (X, d) and x ∈ X, we say x is the ω-limit of x n , denoted by lim ω x n = x if for every > 0, the set {n : d(x n , x) < } is big.
It can be easily verified (see [11] ) that (1) If the ω-limit exists, then it is unique. (2) If x n is contained in a compact set, then the ω-limit exists. (3) If x = lim n→∞ x n in the standard sense, then x = lim ω x n . (4) If x = lim ω x n , then there exists a subsequence n k such that x = lim k→∞ x n k in the standard sense. From these properties, one should intuitively think (as one of the benefits) of the non-principal ultrafilter ω as performing all the subsequence-selection in advance, and all sequences in compact spaces will automatically converge without the need to pass to any further subsequences.
From now on and throughout the rest of the thesis, we will fix a nonprincipal ultrafilter ω on N.
Let (X n , p n , d n ) be a sequence of pointed metric spaces with basepoints p n . Let X denote the set of sequences {x n }, x n ∈ X n such that d n (x n , p n ) is a bounded function of n. We also define an equivalence relation ∼ by
Let X ω = X / ∼, and we define
The function d ω makes X ω a metric space, and is called the ultralimit of (X n , p n , d n ) with respect to the ultrafilter ω, and is written as lim ω (X n , p n , d n ) or simply lim ω X n for short.
The ultralimit of X n has many of the desired properties (see Section 7.5 in [22] and [11] for associated definitions and proofs):
(1) The ultralimit X ω is always a complete metric space.
(2) The ultralimit of a length space is a length space. (3) The ultralimit of a geodesic space is a geodesic space. (4) If X n are proper metric spaces, with (X n , p n ) → (Y, y) in the sense of Gromov-Hausdorff, then
Now let (X, p) be a fixed pointed metric space. Given a positive sequence r n with lim ω r n = ∞, which will be called a rescaling, the asymptotic cone of X with respect to the rescaling r n and the base point p is the ultralimit of the sequence (X, p, 1 rn d), and is denoted by ( r X, (p), d ω ) or simply r X for short.
A metric space T is called an R-tree if any two points x, y ∈ T can be joined by a unique arc [x, y] ⊂ T which is isometric to an interval of R. Let r n → ∞ be a rescaling, we let r H 3 to be the asymptotic cone of H 3 with rescaling r n . It is well known that r H 3 is an R-tree that has uncountably many branches at every point (see [11] and [22] ). In the sequel [13] , we will see that r H 3 is isometric to the Berkovich hyperbolic space of the complexified Robinson's field.
We will now prove Theorem 1.4:
Proof of Theorem 1.4. Note that by definition, a point x ∈ r H 3 is represented by a sequence (x n ). We define
We will now check this is well-defined. Note that
Since (x n ) represents a point in r H 3 , we have
for some M . Hence Theorem 1.1 implies that
so (E f n (x n )) represents a point in r H 3 . Similarly, if (x n ) and (y n ) represent the same point in r H 3 , then
This proves E bc (f n ) is well-defined. The fact E bc (f n ) is uniformly Lipschitz also follows from similar argument.
Note that if f n is degenerating, we let r n := max x∈E f
Then r n → ∞ by Proposition 7.1 and by Theorem 1.1,
where
) < Cd · r n , and we have Corollary 7.2. Let f n ∈ Rat d (C) be a degenerating sequence, and r n := max x∈E f
Then there is natural Lipschitz map E bc (f n ) on an R-tree associated to the sequence E f n :
Remark 7.3. In the sequel [13] , we will study the natural limit map E bc (f n ) in details. In particular, we will show that E bc (f n ) in Corollary 7.2 is a degree d branched covering.
Geometric Limit. In the following, we will illustrate why the natural map E bc (f n ) can be thought of as a geometric limit. Let (T, p) be an R-tree with a base point p, F : (T, p) −→ (T, p) and F n : H 3 −→ H 3 . Let W be an invariant subset of T with p ∈ W . Following the definitions in Section 11 of [17] , we say F n converges to F geometrically (with respect to W ) if there exists a sequence of maps
and a sequence of rescalings r n → ∞ such that (1) Rescaling: We have
for all x, y ∈ W ; (2) Conjugacy: For all x ∈ W , we have
Assume that there exists some K such that d H 3 (0, E f n (0)) < Kr n , and W is a countable invariant subset of r H 3 with x 0 ∈ W . Then after passing to a subsequence, E f n converges to E bc (f n ) geometrically (with respect to W ).
Proof. Let x 0 ∈ W 1 ⊂ W 2 ⊂ ... be an increasing sequence of finite set with W = ∪ ∞ k=1 W k . Let x ∈ W k , we choose a representative x = [(x n )], (we choose the representative x 0 = [(0)]). We define inductively on k:
We may assume h k n | W k = h k n for all k > k and all n. By definition of the construction, we have for
Since the ultralimit of a sequence of real numbers is in the accumulation set, and the set W k is finite, we can consecutively choose subsequence for a finite number of times (abusing the notation here, we still index the subsequence by n) and get
Now using a diagonal argument, we can pass to a subsequence so that for all x, y ∈ W k ,
This proves the Theorem.
Remark 7.5. We may take W = x 0 , the grand orbit of base point x 0 . By Remark 7.3, this set is countable. By taking a countable dense subset, it is not hard to generalize the argument and prove when W is the convex hull of a countable invariant subset of r H 3 .
An example of degree 2 rational maps
In this section, we will consider the extension of a rational map on S 2 . We have not tried to state our result in the most general form, and for simplicity of the presentation, we will now restrict ourselves to the case of degree 2. In this case, Isom H 3 × Isom H 3 acts transitively on Rat 2 (C), so by naturality, there is only one map z 2 to study.
Let (r, θ, h) be the cylindrical coordinate system for the hyperbolic 3-space H 3 . In the standard ball model, r and h represents the hyperbolic distance to z-axis and xy-plane, and θ is the angle to the positive x-axis in the xyplane. We identify C with the unit sphere in R 3 via standard stereographic projection sending 0, 1, ∞ to (0, 0, 1), (1, 0, 0), (0, 0, −1) respectively. In the coordinate (r, θ, h), the extension of f (z) = z 2 has the following form: Proposition 8.1. Let f (z) = z 2 , then in the cylindrical coordinate system, the extension has the form
where δ(r) > 0 when r > 0, and δ(r) → 0 as r → ∞.
Note that Proposition 8.1 gives a more precise formulation of Theorem 1.5. In (r, θ) coordinate, z 2 has the form (r, θ) → (log(cosh(r)), 2θ)
is not isometrically conjugate to z 2 | H 2 , where H 2 0 ⊂ H 3 is the hyperbolic plane corresponding to h = 0. Since Isom H 3 × Isom H 3 acts transitively on Rat 2 (C), Theorem 1.5 follows from Proposition 8.1.
Proof of Proposition 8.1. Since the extension is natural, and e 2t f (z/e t ) = f (z), so E f sends the hyperbolic plane of h = t to h = 2t. Hence, E f preserves the hyperbolic plane H 2 0 of h = 0. Also by naturality, the restriction of E f on each hyperbolic plane h = t to h = 2t is the same as E f | H 2 0 . Hence, in order to prove the proposition, we only need to show P (f t (P −1 ( x)))dµ S 2 ( x) = 0
We will compute the integral on the left. Note that by symmetry, the second component (in C × R) of the integral is always 0. Changing the variables to z, we get the first component of the integral equals to where B r is the disk centered at 0 of radius r. Let J t,r be the inner integral, we will show that J t,r is negative for all r = 1. Note that on ∂B r ,z = r 2 /z, (z − t)(z − tr 2 ) (1 − tz)(z − tr 2 ) + r 2 (z − t)(r 2 − tz) dz = 16rπ (1 + r 2 ) 2 Res z∈Br (z − t)(z − tr 2 ) (1 − tz)(z − tr 2 ) + r 2 (z − t)(r 2 − tz) Let F (z) = (z −t)(z −tr 2 ) and G(z) = (1−tz)(z −tr 2 )+r 2 (z −t)(r 2 −tz), note that G(r) = r(1 − tr) 2 + r 3 (r − t) 2 > 0 as t ∈ (0, 1) and r > 0. Since the coefficient of z 2 in G(z) is negative, there are two real roots x 1 , x 2 with x 1 < r < x 2 . Note that G(t) = t(1 − t 2 )(1 − r 2 ) and G(tr 2 ) = tr 4 (r 2 − 1)(1 − t 2 ) have different sign when r = 1, and G(max{t, tr 2 }) > 0, so the smaller root x 1 is in between t and tr 2 . Hence, F (x 1 ) < 0. Therefore, when r = 1
Res z∈Br (z − t)(z − tr 2 ) (1 − tz)(z − tr 2 ) + r 2 (z − t)(r 2 − tz) = F (x 1 ) −t(1 + r 2 )(x 1 − x 2 ) < 0
Hence, J t,r < 0 for all r = 1, so I t < 0. So Note that the spherical derivative of 1 ∈ C ∼ = S 2 is 2, so by Proposition 6.1 log 2 = lim Note that lim r→∞ r − log(cosh(r)) = log 2 Therefore δ(r) → 0 as r → ∞.
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