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Abstract
The problem of eliminating the right half plane poles of an rmvf (rational matrix valued
function) G(z) with minimal realization G(z) = D + C(zIn − A)−1B by multiplication on
the right by a suitably chosen J -inner rmvf (z) is considered from a number of differ-
ent points of view, including the notion of minimal J conjugators that was introduced by
Kimura, the null/pole structure of rmvf’s that is developed at length in the monograph of
Ball–Gohberg–Rodman, and the theory of reproducing kernel Hilbert spaces. Connections
between these different points of view are developed and correspondences between (1) the
Jordan chains corresponding to the right half plane eigenvalues of A∗, (2) the left null chains of
(z) in the sense of Ball–Gohberg–Rodman, and (3) the invariant subspaces of the generalized
backwards shift operator applied to a suitably defined space of rmvf’s are established. Enroute,
a theorem of Kimura that relates the existence of minimal pole conjugators to the existence
of solutions of a related Riccati equation is refined and made more precise with the aid of the
techniques referred to above.
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1. Introduction
In this paper we deal with the problem of stabilizing an rmvf (rational matrix
valued function) G(z) in the open right half plane +, by multiplying it on the
right by an rmvf(z) that is J-inner w.r.t.+, where J is a given constant signature
matrix. This problem arises in the theory of H∞-control and has already been treated
from various points of view. There are points of contact with [13,14], and, as the
reviewer kindly pointed out [5,12]. The starting point of this investigation was the
following theorem, which corresponds to Theorem 5.2 in the book of Kimura [18],
in which
#(σ (A) ∩ ) = the number of eigenvalues of A in , counting multiplicities
and Mcdeg(F ) denotes the McMillan degree of a rmvf F(z):
Theorem 1.1. Let G(z) be a proper rmvf with minimal realization
G(z) = C(zIn − A)−1B + D, (1.1)
where σ(A) ∩ iR = ∅. Then there exists a proper rmvf(z) that is J-inner w.r.t.+
such that
(i) G(z)(z) is holomorphic in + and
(ii) Mcdeg() = #(σ (A) ∩+),
if and only if the Riccati equation
XA + A∗X − XBJB∗X = 0 (1.2)
has a solution X  0 such that
Â = A − BJB∗X is stable. (1.3)
In this case,
(z) = −JB∗(zIn + A∗)−1XB + Im = −JB∗X(zIn − Â)−1B + Im (1.4)
up to a right constant J-unitary multiplier. Moreover, if
H(z) = C˜(zIn − A)−1B + D˜ (1.5)
for some matrices C˜, D˜ of suitable sizes (where (C˜,A) is not necessarily observable),
then
H(z)(z) = (C˜ − D˜JB∗X)(zIn − Â)−1B + D˜. (1.6)
The minimality of the realization (1.1) is crucial. Indeed, if, for example, we
take C = 0, then any J-inner mvf (z) (w.r.t. +) that is analytic in + with
Mcdeg() = #(σ (A) ∩+) meets the conditions (i) and (ii) whether or not (1.2)
has a solution X  0 that satisfies (1.3). The proof of Kimura however, though essen-
tially correct, seems to disregard the central role of the minimality of the realization
(1.1). Kimura’s proof is based on methods drawn from H∞-control theory.
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We shall establish Theorem 1.1 by a different approach that relies on the definition
of the poles and zeros of a rmvf by the local Smith–McMillan form. In addition, we
use the theory of pole structure and null-structure for rmvf’s (see [3] for square
rmvf’s and [19] for general rmvf’s). Using these tools we get a simpler proof.
The analogous problem of cancelling the zeros of a rmvf by multiplying on the
right by a J-inner rmvf is treated in [10].
Another approach, based on the theory of reproducing kernel Krein spaces and
reproducing kernel Hilbert spaces (RKKS, RKHS) and a theorem of de Branges was
used in [7].
Before presenting the main result of this approach, we need some background
material.
Let (A,B) ∈ Cn×n × Cn×m be a controllable pair, let
F(z) = B∗(zIn + A∗)−1 (1.7)
and let X be an n × n Hermitian matrix. Then the space
MX = {F(z)Xu : u ∈ Cn} (1.8)
with indefinite inner product
〈FXu, FXv〉MX = v∗Xu
is a RKKS; it is an RKHS if and only if X  0. The reproducing kernel (RK) is
Kω(z) = F(z)XF(ω)∗.
If Kω can be expressed as
Kω(z) = J −(z)J(ω)
∗
z + ω ,
where (z) is an m × m rmvf, then MX is said to be a dBK space K() if X is
Hermitian, and a de Branges spaceH() if X  0.
Theorem 4.1 of [7] (adapted to the current notation) states that:
Theorem 1.2. Let (A,B) be a controllable pair and let F(z) be as in (1.7). Then the
RKKSMX is a dBK spaceK() if and only if the Hermitian matrix X is a solution
of the Riccati equation
A∗X + XA − XBJB∗X = 0. (1.9)
In this case the rmvf (z) = X(z) is uniquely determined by the formula
X(z) = −B∗(zIn + A∗)−1XBJ + Im
up to a J-unitary constant multiplier on the right, and the following two identities
hold:
X(zIn − A)−1BJX(z) = (zIn + A∗)−1XBJ,
(zIn − A)−1BJX(z) = (zIn − Â)−1BJ,
where Â = A − BJB∗X.
The rmvfX(z) is J-inner if and only if X  0. It can be expressed in terms of Â
as
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X(z) = −B∗X(zIn − Â)−1BJ + Im (1.10)
up to a J-unitary constant multiplier on the right.
Theorem 1.2 generalizes the direction (⇐) of Theorem 1.1. The rmvf X(z)
from Theorem 1.2 is related to the rmvf (z) from Theorem 1.1 by the formula
JX(z)J = (z) (the value at infinity here is taken to be Im).
The paper is organized as follows: Section 2 is devoted to preliminaries. Section 3
presents the definition of a minimal pole conjugator w.r.t.+ for rmvf’s and a basic
lemma. In Section 4.1, Theorem 1.1 is reformulated (as Theorem 4.4) to exhibit the
fact that the minimal conjugator depends only on A and B. The role of the assumption
that (A,B) is controllable is discussed in Section 4.2. Section 5 deals with the prob-
lem of cancelling poles of a general rmvf that is not necessarily proper. We note that
finding a minimal pole conjugator w.r.t.− for a rmvf G(z), i.e., the anti-stabilizing
case, can be treated completely analogously. However, we treat only the stabilizing
case. In Section 6 we study the spaceMX of (1.8) under the action of the backward
shift operator
Rα(f )(z) = f (z) − f (α)
z − α , α ∈ C, (1.11)
when the matrix X is the (unique) positive semidefinite solution of (1.2) that satisfies
(1.3). Finally, in Section 7, we discuss some connections between the left null chains
of (z) in the sense of [3] and the Jordan chains of the matrix A∗.
The following theorem estabishes the equivalence of a number of different con-
cepts that are discussed in this paper. A proof will be furnished in Section 6.
Theorem 1.3. Let G(z) be a rmvf with minimal realization
G(z) = C(zIn − A))−1B + D,
where σ(A) ∩ iR = ∅ and (A,B) ∼
([
A+ 0
0 A−
]
,
[
B+
B−
])
(written conformally);
σ(A+) ⊂ +, σ (A−) ⊂ −. Let X be an n × n Hermitian matrix. Then the follow-
ing conditions are equivalent:
(1) The matrix X is a positive semi-definite solution of (1.2), such that Â = A −
BJB∗X is stable.
(2) There exists a minimal pole conjugator (z) of G(z) w.r.t. +.
(3) There exists a minimal pole conjugator (z) of the pair (A,B) w.r.t. +.
(4) There exists a J-inner rmvf(z) that is analytic in a neighborhood of+ such
that the pair (A+, B+) is a left null pair of (z) w.r.t. +.
(5) The space (MX, 〈, 〉MX) is an H() space for a J-inner rmvf of class
Hm×m∞ (+), and
det(z)
det(zIn − A) ∈ H∞(+). (1.12)
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The problem of constructing a minimal pole conjugator (z) for a given rmvf G(z)
can also be studied from the point of view of interpolation theory. To illustrate this
connection, suppose, for example, that (z) is a rmvf that is J-inner w.r.t. + such
that [
ξ∗j η∗j
]
(zj ) = 0
for a set of vectors ξ1, . . . , ξk ∈ Cp, η1, . . . , ηk ∈ Cq and points z1, . . . , zk ∈ +.
Then the linear fractional transformation
(11ε +12)(21ε +22)−1
= 12−122 + (11 +12−122 21)ε(21ε +22)−1
based on the block decomposition of  that is conformal with J, maps mvf’s ε that
belong to the Schur class of p × q mvf’s that are analytic and contractive in+ into
mvf’s s(z) of the same class that meet the interpolation conditions ξ∗j s(zj ) = η∗j for
j = 1, . . . , k. Indeed, it was basically this strategy that was pursued recursively in
[4]. We shall not enter into these issues in this paper, since there is an extensive litera-
ture on interpolation theory, see e.g., [3,6,11,17] and the references cited therein. The
papers [8,9] exploit the spacesMX based on solutions X  0 of a Riccati equation
analogous to (1.2) to study interpolation problems.
Analogous pole cancellation problems that are formulated for the open unit disc
instead of the open half plane + will be considered in a separate publication.
2. Preliminaries
2.1. Notation
An mvf (matrix valued function) is said to be a meromorphic mvf if all its entries
are meromorphic; it is said to be a rational mvf (rmvf) if all its entries are rational.
The local behavior of a rmvf and of a meromorphic mvf obey the same rules; how-
ever, we treat only rmvf’s because all the matrices that we deal with in this paper are
such. The (i, j) entry of a matrix A(z), B(z), . . . , Â(z), B̂(z), . . . will be denoted by
aij (z), bij (z), . . . , âij (z), b̂ij (z), . . .
1. The normal rank of a rmvf G(z) is the order of the largest square submatrix of
G(z) that is invertible except for at most a finite number of points. If the normal
rank of a p × m rmvf G(z) is equal to min{p,m}, then G is said to be of full-rank;
if in addition p = m, then G is said to be regular.
2. A rmvf G(z) is called proper or analytic at infinity if lim
z→∞G(z) = G(∞) is finite.
If, in addition G(∞) is invertible, then G(z) is said to be invertible at infinity.
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2.2. The local Smith–McMillan form, zeros and poles
1. Let G(z) be a p × m rmvf with normal rank r and let z0 ∈ C. Then
G(z) = E(z)(z)F (z),
where E(z), F(z) are regular, analytic and invertible at z0,
(z) =
[
D(z) Or×(m−r)
O(p−r)×r O(p−r)×(m−r)
]
,
D(z) = diag{(z − z0)k1 , (z − z0)k2 , . . . (z − z0)kr } and
k1  k2  · · ·  kr (2.1)
are integers. The rmvf (z) is called the local Smith–McMillan form (local SM-
form) of G(z) at z0, and is unique. The ki’s are referred to as the indices of
the local SM-form of G(z) at z0. Observe that post-multiplying or pre-multiply-
ing G(z) by a rmvf that is analytic and invertible at z0 does not affect the local
SM-form.
2. A point z0 ∈ C is called a zero (pole) of a p × m rmvf G(z) if at least one of the
indices ki in (2.1) is positive (negative). In this case the set {ki : ki > 0} ({−ki :
ki < 0}) are the zero (pole) multiplicities of G at z0. The total zero (pole) multi-
plicity of G(z) at z0 is equal to
Mζ (G; z0) =
r∑
j=1
max{kj , 0}
Mπ(G; z0) = r∑
j=1
max{−kj , 0}
 .
If  ⊂ C, then the total pole (zero) multiplicity of G(z) w.r.t.  is
Mπ(G;) =
∑
z∈
Mπ(G; z)
(
Mζ (G;) =
∑
z∈
Mζ (G; z)
)
.
Remark 2.1. Poles are easy to locate, since z0 is a pole of G if and only if z0 is
a pole of some entry of G. If p = m and G is regular, then the multiplicities of z0
as a zero of G(z) coincide with the multiplicities of z0 as a pole of G(z)−1 and
vice versa. In particular, Mζ (G; z0) = Mπ(G−1; z0).
2.3. J-inner rmvf’s
Let J be an m × m signature matrix, i.e., J = J ∗ = J−1. A square rmvf (z) is
said to be J-unitary on iR if ∗(z)J(z) = J at every point z ∈ iR at which (z)
is analytic. In this case, by analytic continuation,
#(z)J(z) = J on C,
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where
#(z) = (−z)∗.
If, in addition,
∗(z)J(z)  J (∗(z)J(z)  J )
for every point of analyticity of  in +, then  is said to be J-inner (−J -inner)
w.r.t. +. Observe that  is J-unitary on iR if and only if −1 is such, and  is
J-inner w.r.t. + if and only if −1 is −J -inner w.r.t. +.
2.4. Stability and similarity
We assume a basic knowledge of realization theory, but, for the convenience of
the reader, we shall review some known theorems and definitions.
Theorem 2.2. The pair (C,A) ∈ Cp×n × Cn×n is observable if and only if for
each nonzero vector v ∈ Cn the rmvf C(zIn − A)−1v has a pole. The pair (A,B) ∈
Cn×n × Cn×m is controllable if and only if for each nonzero vector u ∈ Cn the rmvf
u∗(zI − A)−1B has a pole.
Definition 2.3. An rmvf G(z) is called stable if Mπ(G,+) = 0.
Theorem 2.4. Let G(z) = C(zIn − A)−1B + D.
(a) If z0 ∈ C is a pole of G(z), then z0 ∈ σ(A). The converse is valid if the reali-
zation is minimal.
(b) If D is invertible (and hence G is square) and z0 is a zero of G, then z0 ∈
σ(A − BD−1C). In the other direction, if the realization is minimal and D is
invertible and z0 ∈ σ(A − BD−1C), then z0 is a zero of G(z).
Definition 2.5. An n × n matrix A is stable (anti-stable) if σ(A) ⊂ −(σ (A) ⊂
+). The pair (A,B) is stabilizable (anti-stabilizable) if there is a matrix F such
that A + BF is stable (anti-stable).
We recall the well-known characterizations of controllability and stabilizability.
Lemma 2.6 (PBH-Test)
(a) The pair (A,B) ∈ Cn×n × Cn×m is controllable if and only if
rank[λIn − A B] = n for every point λ ∈ C.
(b) The pair (A,B) is stabilizable if and only if
rank[λIn − A B] = n for every point λ ∈ +.
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Corollary 2.7. If (A,B) is controllable, then (A,B) is stabilizable. The converse
holds if σ(A) ⊂ +.
Definition 2.8. Let (Ai, Bi, Ci) ∈ Cn×n × Cn×m × Cp×n for i = 1, 2. Then:
(a) The triple (A1, B1, C1) is similar to the triple (A2, B2, C2) if there exists an
invertible matrix T such that T −1A1T = A2, T −1B1 = B2, C1T = C2.
(b) The pair (A1, B1) is left similar to the pair (A2, B2) if there exists an invertible
matrix T such that T −1A1T = A2, T −1B1 = B2.
(c) The pair (C1, A1) is right similar to the pair (C2, A2) if there exists an invert-
ible matrix T such that T −1A1T = A2, C1T = C2.
Since we will not treat right similarity, both similarity and left similarity will be
denoted by ∼.
Remark 2.9. Similarity is an RST relation in all of the three cases considered in
the previous definition. If (A1, B1, C1) ∼ (A2, B2, C2), then C1(zIn − A1)−1B1 =
C2(zIn − A2)−1B2. If (Ci, Ai) is observable and (Ai, Bi) is controllable for i =
1, 2, then the similarity matrix T is unique (in all cases, i.e., similarity, right similar-
ity, and left similarity). Also, observability, controllability and the stabilizing prop-
erty (see Definition 2.5) are preserved under similarity.
Theorem 2.10. The pair (A,B) is not controllable if and only if
(A,B) ∼
([
A11 A12
0 A22
]
,
[
B1
0
])
and size(A11) < size(A),
where A11, A22 are square matrices and the blocks of the right pair are written
conformally.
Remark 2.11. If B /= 0, then (A11, B1) may be assumed to be controllable, as fol-
lows by applying Theorem 2.10 sequentially.
Theorem 2.12. Let G(z) be a proper rmvf with two minimal realizations:
G(z) = C1(zIn − A1)−1B1 + D = C2(zIn − A2)−1B2 + D.
Then (A1, B1, C1) ∼ (A2, B2, C1) and the similarity matrix T connecting these two
realizations is unique.
Definition 2.13. Let (A,B) be a controllable pair with σ(A) ∩ iR = ∅. Suppose
that (A,B) ∼
([
A+ 0
0 A−
]
,
[
B+
B−
])
, where σ(A+) ⊂ + and σ(A−) ⊂ −.
Then (A−, B−) and (A+, B+) will be referred to as stable and anti-stable parts of
(A,B), respectively.
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Stable and anti-stable parts of (A,B) are defined up to left similarity, i.e., if
(A,B) ∼
([
Ai+ 0
0 Ai−
]
,
[
Bi+
Bi−
])
, i = 1, 2, σ (Ai+)⊂+, σ (Ai−)⊂−,
then there exists an invertible matrix S such that
S−1
[
A1+ 0
0 A1−
]
S =
[
A2+ 0
0 A2−
]
, S−1
[
B1+
B1−
]
=
[
B2+
B2−
]
,
and hence
S−1
[
(zI − A1+)−1 0
0 (zI − A1−)−1
][
B1+
B1−
]
=
[
(zI − A2+)−1 0
0 (zI − A2−)−1
][
B2+
B2−
]
.
Moreover, since
([
A
(i)
+ 0
0 A(i)−
]
,
[
B
(i)
+
B
(i)
−
])
is a controllable pair, (A(i)+ , B
(i)
+ ) and
(A
(i)
− , B
(i)
− ) are controllable pairs for i = 1, 2. Thus, upon writing S−1 =
[
S11 S12
S21 S22
]
conformally, we obtain
(zIk − A2+)−1B2+ − S11(zIk − A1+)−1B1+ = S12(zI
 − A1−)−1B1−.
Therefore, S12(zI
 − A1−)−1B1− ≡ 0, which in turn implies that S12 = 0. Thus,
(Ik, A
2+, B2+) and (S11, A1+, B1+) are two minimal realizations of the same rmvf.
Consequently, they are similar. In particular, (A1+, B1+) ∼ (A2+, B2+). In the other
direction, it is easy to prove that if (A,B) ∼
([
A+ 0
0 A−
]
,
[
B+
B−
])
and (Â+, B̂+) ∼
(A+, B+), then (A,B) ∼
([
Â+ 0
0 A−
]
,
[
B̂+
B−
])
. Similarly, stable parts are only
defined up to left similarity.
2.5. Kalman’s Theorem and pole structure theory
It is now appropriate to introduce a basic notion from pole structure theory that is
taken from [3].
Definition 2.14. Let G(z) be a p × m rmvf and let  ⊂ C. A controllable pair
(A,B) ∈ Cn×n × Cn×m is called a left pole pair of G(z) w.r.t.  if
(i) σ(A) ⊂  and
(ii) there is a p × n matrix C such that (C,A) is observable and G(z) − C(zIn −
A)−1B is analytic in some neighborhood of .
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The following theorem plays a central role in the problem of cancelling poles.
Theorem 2.15 [16]. Let G(z) be a proper rmvf with minimal realization G(z) =
C(zIn − A)−1B + D. Then the order of A is equal to Mπ(G;C). Moreover, for every
pole z0 of G(z),
Mπ(G; z0) = the algebraic multiplicity of z0 as an eigenvalue of A.
This theorem justifies the use of the term Mcdeg(G) (which is equal Mπ(G;C))
for the order of the matrix A in the minimal realization of G. A proof of this theorem
can be found in [16]. Another proof can be based on the pole structure theory that is
developed in [2,3].
Corollary 2.16. In Definition 2.14:
(1) A ∈ Cn×n, where n = Mπ(G;).
(2) The matrix C is unique.
(3) The left pole pair (A,B) is determined up to left similarity.
Corollary 2.17. If H(z) is proper and invertible at ∞, then Mπ(H ;C) =
Mζ (H ;C).
Proof. This follows from Theorem 2.15 and from the inversion formula for realiza-
tions: If G(z) = C(zIn − A)−1B + D and D is invertible, then
G(z)−1 = −D−1C(zIn − (A − BD−1C))−1BD−1 + D−1. 
3. Cancelling the poles of an rmvf in +
We turn now to a definition that leads us to the essence of this paper. From now
on J is a given fixed m × m signature matrix.
Definition 3.1. Let G(z) be a p × m rmvf. A proper m × m rmvf (z) that is J-
inner w.r.t.+ is called a minimal pole conjugator of G(z) w.r.t.+ if the following
two conditions are in force:
(a) Mπ(G;+) = 0.
(b) Mcdeg() = Mπ(G;+).
Remark 3.2. If  is a minimal pole conjugator of G, w.r.t. +, then so is U,
where U is any contant J-unitary matrix. Moreover, if G(z) has no poles on iR, then
condition (a) in the preceding definition is equivalent to requiring that G is stable.
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Lemma 3.3. Let G(z) be a p × m rmvf with a pole at z0, let H(z) be an m × k
rmvf of normal rank m (which forces m  k) and suppose further that G(z)H(z) is
holomorphic at z0. Then z0 is a zero of H(z). Moreover, if the first 
 indices in the
local SM-form of G(z) at z0 are negative, i.e., if k1  k2  · · ·  k
 < 0, then the
last 
 indices in the local SM-form of H(z) are positive: 0 < jm−
+1  jm−
+2 
· · ·  jm, and
k1 + jm  0, k2 + jm−1  0, . . . , k
 + jm−
+1  0.
In particular,
Mπ(G; z0)  Mζ (H ; z0).
Proof. Assume first that p  m and m = k. Then G(z) = E(z)[M 0]F(z), where
F(z) and E(z) are analytic and invertible at z0,
M(z) = diag {(z − z0)k1 , . . . , (z − z0)k
 , 0 . . . , 0}
is a p × p rmvf, k1  · · ·  kr , r is the normal-rank of G, and k
+1, . . . kr are non-
negative integers. Similarly,
H(z) = U(z)L(z)V (z), L(z) =

(z − z0)j1
0
.
.
.
0 (z − z0)jm
 ,
where j1  · · ·  jr , U(z) and V (z) are holomorphic and invertible at z0. Since GH
is holomorphic at z0, the rmvf [M 0]FUL is also holomorphic at z0. Moreover, since
FU is analytic and invertible at z0, there is a permutation {i1, . . . , im} of {1, . . . , m}
such that (FU)(z0)t,it /= 0 for 1  t  m. Thus, [M 0]FU has pole of order −kt
in the (t, it ) entry, for 1  t  
, and consequently, jit  −kt . Since j1  · · ·  jm
and k1  · · ·  kr , the assertion follows for p  m and m = k.
The proof for the case p  m and m < k goes along the same lines, the only
difference being that now it is necessary to analyze [M O]FU [L O] instead of
[M O]FUL. However, the zeros and poles of these two rmvf’s are exactly the same.
The case p > m is treated in much the same way. 
Remark 3.4. The lemma is false when m > k, even if H is of full-rank. For exam-
ple, if
G(z) =
[
0
1
z − z0
]
and H(z) =
[
1
0
]
,
then GH is holomorphic at z0, but the conclusions of the lemma are false.
Now if (z) is any proper J-inner rmvf such that G(z)(z) is holomorphic in
+, then, by Lemma 3.3,
Mζ (;+)  Mπ(G;+).
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Moreover, since
Mcdeg () = Mπ(;C) = Mζ (;C)  Mζ (;+),
it follows that
Mcdeg()  Mπ(G;+)
and hence that the McMillan degree of a proper J-inner rmvf (z) that stabilizes
G(z) cannot be less than Mπ(G;+). In other words, a minimal pole conjugator
(z) of G(z) w.r.t.+ has minimal possible McMillan degree. Therefore, the zeros
of such a rmvf  are located exactly at the poles of G in + and have the same
multiplicities. In addition, since #J = J , it follows that  is a regular rmvf and
−1 = J#J . Therefore, λ is a pole (zero) of  if and only if −λ is a zero (pole)
of , and of the same multiplicities. Thus,  is analytic in a neighborhood of +.
Remark 3.5. The Riccati equation (1.2) does not admit a stabilizing solution when
σ(A) ∩ iR /= ∅; see e.g., Lemma 3.6 in [18]. Moreover, multiplication by mvf’s(z)
that are J-inner w.r.t.+ is not an effective way of cancelling poles on the imaginary
axis. Indeed, if λ ∈ iR is a pole of G(z) and(z) is a J-inner mvf w.r.t.+ such that
G(z)(z) is holomorphic at λ, then, by Lemma 3.3, λ is a zero of (z) of the same
multiplicity, and hence also a pole of (z) of that multiplicity. Thus, G(z)(z) will
be holomorphic on iR only if the poles on iR contributed by (z) are cancelled by
G(z). This will only happen in special cases. If, for example,
ω = i + δ|a|2 with |a| = |b| /= 0 and δ > 0
and
G(z) = (z + 1)−1
[
z − i z−ω
z−i
] [ 1 0
δab
z−ω 1
]
,
then
(z) = I2 − δvv
∗J
z − i , with v =
[
a
b
]
and J =
[
1 0
0 −1
]
,
can be expressed as
(z) =
[
z − ω 0
−δab 1
][ 1
z−i 0
0 z − i
][
1 δab
z−ω
0 1
z−ω
]
.
Consequently,
G(z)(z) = (z + 1)−1 [z − ω 1 + δab]
is holomorphic on +.
4. Cancelling the poles of a proper rmvf
In this section we deal with the problem of finding the minimal pole conjugator
of a proper rmvf, that has no poles on iR.
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4.1. Background and formulation of the main theorem
Lemma 4.1. Let (C,A) ∈ Cp×n × Cn×n be an observable pair and let u(z) be an
n × 1 rmvf that is analytic at z = α. Then (zIn − A)−1u(z) has pole at α, if and only
if C(zIn − A)−1u(z) has a pole at α.
Proof. It suffices to consider the case that A is in Jordan form and then, since each
Jordan cell interacts with a different set of columns of C, to focus on the case of a
single Jordan cell
A = αIn + N, where N =

0 1 0 · · · 0 0
0 0 1 · · · 0 0
...
...
... · · · ...
0 0 0 · · · 0 1
0 0 0 · · · 0 0
 .
Then
(zIn − A)−1u(z) =
(
In
z − α +
N
(z − α)2 + · · · +
Nn−1
(z − α)n
)
·
(
u(α) + (z − α)u′(α) + (z − α)2 u
′′(α)
2! + · · ·
)
= 1
z − α
(
u(α) + Nu′(α) + · · · + Nn−1 u
(n−1)(α)
(n − 1)!
)
+ 1
(z − α)2
(
Nu(α)+N2u′(α) + · · · + Nn−1 u
(n−2)(α)
(n − 2)!
)
+ · · · + 1
(z − α)nN
n−1u(α) + g(z),
where g(z) is an n × 1 rmvf that is holomorphic at z = α. The last formula can be
written more transparently in terms of the vector
v = u(α) + Nu′(α) + · · · + Nn−1 u
(n−1)(α)
(n − 1)!
as
(zIn − A)−1u(z) = v
z − α +
Nv
(z − α)2 + · · · +
Nn−1v
(z − α)n + g(z).
Thus, C(zIn − A)−1u(z) will be holomorphic at z = α if and only if
Cv = CNv = · · · = CNn−1v = 0.
Since (C,A) is observable if and only if (C,N) is observable, we see that
C(zIn − A)−1u(z) is holomorphic at z = α if and only if v = 0 (see Theorem 2.2),
i.e., if and only if (zIn − A)−1u(z) is holomorphic at z = α.
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To put it another way, we have shown that if (zIn − A)−1u(z) has a pole at z = α,
then C(zIn − A)−1u(z) has a pole at z = α. It is clear that if (zIn − A)−1u(z) is
holomorphic at z = α, then so is C(zIn − A)−1u(z). 
Lemma 4.1 is false if u(z) is not holomorphic at the point z = α. The choice
A =
[
0 1
0 0
]
, C = [1 0] and u(z) =
[−z−1
1
]
serves as an example.
Lemma 4.1 implies that the minimal pole conjugator (z) w.r.t + of a rmvf
G(z) with minimal realization
G(z) = D + C(zIn − A)−1B
depends only upon the matrices A and B and not upon the matrices C and D. More-
over, since
Mπ(G;+) = #(σ (A) ∩+),
by Theorem 2.15, the definition of a minimal pole conjugator of G(z) w.r.t. + can
now be formulated totally in terms of the pair (A,B) as follows:
Definition 4.2. Let (A,B) be a controllable pair and assume that σ(A) ∩ iR = ∅.
A proper rmvf (z) that is J-inner w.r.t. + is called a minimal pole conjugator of
the pair (A,B) w.r.t. + if
(i) (zIn − A)−1B(z) is stable;
(ii) Mcdeg() = #(σ (A) ∩+), counting multiplicities.
Moreover, if (ii) is in force, then (i) holds if and only if
(i′) (z) is a minimal pole conjugator of the rmvf G(z) = C(zIn − A)−1B + D
w.r.t. + for at least one (and hence every) choice of C and D such that the
pair (C,A) is observable.
Remark 4.3. If σ(A) ∩ iR = ∅ and T −1AT =
[
A+ 0
0 A−
]
and T −1B =
[
B+
B−
]
conformally, where σ(A+) ⊂ + and σ(A−) ⊂ −, then, by Lemma 2.6, (A,B) is
stabilizable if and only if (A+, B+) is controllable.
Corollary 4.4. Let (A,B) be a controllable pair with σ(A) ∩ iR = ∅ and let (z)
be a minimal pole conjugator of the pair (A,B) w.r.t. +. Then (z) is analytic in
a neighborhood of +.
This corollary follows at once from the discussion following Remark 3.4.
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Theorem 4.5. Let G(z) be an rmvf with minimal realization G(z)=C(zIn−A)−1 +
D, let (A+, B+) be the anti-stable part of the pair (A,B) and suppose that σ(A) ∩
iR = ∅. Then the following are equivalent:
(1) (z) is a minimal pole conjugator of G(z) w.r.t. +.
(2) (z) is a minimal pole conjugator of the pair (A,B) w.r.t. +.
(3) (z) is a minimal pole conjugator of the pair (A+, B+) w.r.t. +.
Proof. The equivalence of (1) and (2) follows from the discussion in Definition 4.2.
The equivalence of (2) and (3) follows from Definition 4.2 and Corollary 4.4. 
Motivated by Corollary 2.7, Remark 4.3 and Theorem 4.5, we can now reformu-
late Theorem 1.1 as follows:
Theorem 4.6. Let (A,B) be a stabilizable pair and assume that σ(A) ∩ iR = ∅.
Then there exists a minimal pole conjugator(z) of the pair (A,B) w.r.t.+ if and
only if the Riccati equation
XA + A∗X − XBJB∗X = 0 (4.1)
has a solution X  0 such that
Â = A − BJB∗X is stable. (4.2)
In this case every such  is of the form
(z) = −JB∗(zIn + A∗)−1XB + Im = −JB∗X(zIn − Â)−1B + Im,
(4.3)
up to a constant J-unitary multiplier on the right, and if G(z) = C(zIn − A)−1B +
D, then
G(z)(z) = (C − DJB∗X)(zIn − Â)−1)B + D. (4.4)
Left null pairs may be defined in the same terms that were used to define left
pole pairs in Definition 2.14. However, for our purposes the following equivalent
definition that is based on Theorem 1.54 of [3] is more convenient.
Definition 4.7. Let H(z) be a rmvf and let  ⊂ C. Then the pair (A,B) is said to
be a left null pair for H(z) w.r.t.  if the following four conditions are met:
(1) (A,B) is controllable.
(2) (zIn − A)−1BH(z) is holomorphic in .
(3) σ(A) ⊂ .
(4) order(A) = Mζ (H ;).
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The analysis in Chapters 1 and 3 of [3] yields the following conclusions:
Theorem 4.8. If H(z) is a regular rmvf then the following are equivalent:
(1) The pair (A,B) is a left null pair for H(z) w.r.t. .
(2) The pair (A,B) is a left pole pair for H(z)−1 w.r.t. .
(3) The pair (A,B) is controllable, σ (A) ⊂  and there exists a matrix C such
that (C,A) is observable and C(zIn − A)−1B − H(z)−1 is holomorphic in
some neighborhood of .
We remark that the matrix C in (3) of Theorem 4.8 is unique. Also, analogously
to Corollary 2.16, a left null pair is defined up to left similarity.
Corollary 4.9. If (z) is a minimal pole conjugator of the pair (A,B) w.r.t. +,
and if (A+, B+) is the anti-stable part of (A,B), then (A+, B+) is a left null pair of
(z) w.r.t. +.
Theorem 4.10. Let m, n1, n2 be positive integers, and let (A1, B1), (A2, B2) be
two controllable pairs, where for i = 1, 2, (Ai, Bi) ∈ Cni×ni × Cni×m and σ(Ai) ∩
iR = ∅. Suppose that for i = 1, 2, i (z) is a minimal pole conjugator of the pair
(Ai, Bi) w.r.t. + such that i (∞) = Im. Then 1(z) = 2(z) if and only if the
anti-stable parts of (A1, B1) and (A2, B2) are left similar.
Proof. Suppose that 1(z) = 2(z) = (z) and, for i = 1, 2, let (A+i , B+i ) be the
anti-stable part of (Ai, Bi). By Theorem 4.5,(z) is a minimal pole conjugator w.r.t.
+ for both (A+1 , B
+
1 ) and (A
+
2 , B
+
2 ) and each of these two pairs is a left null pair
of (z) w.r.t. +. Thus, they are left similar. The other direction follows from the
proof of Theorem 4.6, which displays the fact that formula (4.3) is invariant under
left similarity of the anti-stable part of (A,B). 
Lemma 4.11. Let G(z) be a p × m rmvf of full-rank r = min(p,m). Let Ĝ(z) be
the new rmvf that is formed by multiplying one row (resp. column) by z − z0 if r = p
(resp. r = m). Let k1  · · ·  kr be the indices of the local SM-form of G at z0, and
let k̂1  · · ·  k̂r be the indices of the local SM-form of Ĝ at z0. Then ki  k̂i for
1  i  r, and
r∑
i=1
k̂t = 1 +
r∑
i=1
kt ,
i.e., only one index is changed, and it increases by 1.
Proof. We prove only the case p  m. The case p > m follows analogously or by
passing to transposes.
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The proof is by finite induction on p. First, for a non-identically vanishing scalar
rational function f (z) and for z0 ∈ C, let n(f, z) denote the index of first nonzero
entry in the Laurent expansion of f about z0:
n(f, z0) = max{
 : f (z)(z − z0)−
 is analytic at z0},
i.e.,
n(f, z0) =

k if f ≡ 0 and z0 is a zero of order k of f,
−t if f ≡ 0 and z0 is a pole of order t of f,
0 if f ≡ 0 and z0 is not a pole or a zero of f,
∞ if f ≡ 0.
For a q × s rmvf F(z), define
N(F, z0) = min{n(fij (z), z0) : 1  i  q, 1  j  s}.
For p = 1, it is obvious that the local SM-form of Ĝ at z0 is
[(z − z0)N(G,z0)+1, 0, . . . , 0].
Suppose we have established the lemma for p = k for some k < m and let p =
k + 1. Assume we multiplied the 
th row of G by z − z0 to get Ĝ. Let (i, j) be an
entry of Ĝ, for which N(Ĝ, z0) is achieved. If this minimum is achieved both in the

th row of Ĝ as well as in some other row of Ĝ, we take i = 
.
Starting with Ĝ, perform the operations
Ct → Ct − ĝit (z)
ĝij (z)
Cj , 1  t  m, t /= j (4.5)
sequentially, and then
Rs → Rs − ĝsj (z)
ĝij (z)
Ri, 1  s  k + 1, s /= i, (4.6)
where Cn or Rn denote the nth row or the nth column, respectively, of the rmvf on
which the operation (4.5) or (4.6) is performed.
Let G˜(z) denote the new matrix that is obtained from Ĝ(z) after completing all
the indicated column operations (4.5) and row operations (4.6). The ith row and the
jth column of G˜(z) are zero, except for g˜ij (z) = ĝij (z).
These operations are performed by post-multiplying or by pre-multiplying, respec-
tively, by a matrix, which by the definition of N(Ĝ, z0) is analytic and invertible at
z0, and thus does not affect the local SM-form at z0. Now, consider the submatrix
created from G˜ by eliminating its ith row and jth column, and apply the induction
assumption to complete the proof. 
Remark 4.12. If (z) is a minimal pole conjugator of a proper p × m rmvf G(z)
w.r.t.+ and if Mcdeg = n, then cancels n right half plane poles of G, but intro-
duces n new left half plane poles in the product G. However, since some of these
may be cancelled by left half plane zeros of G, the most that can be said in general is
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that Mcdeg(G)  Mcdeg(G). If p  m and the left half plane zeros of a full rank
proper p × m G do not cancel any of the left half plane poles of , then by Lemma
4.11 equality prevails. For example, if C(zI − A)−1B + D is a minimal realization
for G(z) and if D is invertible and σ((A − BD−1C)) ∩ σ((−A∗) ∩−) = ∅, then
Mcdeg(G) = Mcdeg(G) and the realization (4.4) is minimal.
The following well-known facts on the solutions of Riccati equations will be useful:
Lemma 4.13 [18, p. 43]. The Riccati equation (4.1) has at most one Hermitian
solution X such that the matrix Â = A − BJB∗X is stable.
The solution X referred to in Lemma 4.13 will be denoted Rst (A,B), if it exists.
The following result is easily verified by direct computation.
Lemma 4.14. Let T ∈ Cn×n be invertible. Then X = Rst (A,B), if and only
if T ∗XT = Rst (T −1AT, T −1B).
4.2. Proof of the main theorem
Before proceeding to the proof, it is convenient to recall the following result:
Theorem 4.15. Let (z) be an m × m proper regular rmvf, and let C(zIn − A)−1
B + D be a minimal realization of (z). Then  is J-unitary on iR if and only if
(1) D∗JD = J.
(2) There is an invertible Hermitian matrix H, such that (i) HA + A∗H =
−C∗JC and (ii) B = −H−1C∗JD.
Moreover, there is only one such H, and,  is J-inner (−J -inner) w.r.t. + if
and only if H > 0 (H < 0).
This is Theorem 2.1 of [1]; see also Theorem 4.5 of [18].
Proof of Theorem 4.6. Suppose first that A is unstable, and let
(z) = Cc(zI − Ac)−1Bc + Im
be a minimal pole conjugator of the pair (A,B) w.r.t. +, with (∞) = Im. Then
(z)−1 = −Cc(zI − (Ac − BcCc))−1Bc + Im and
σ(Ac − BcCc) ⊂ +. (4.7)
Moreover, (z)−1 is −J -inner w.r.t. + and the indicated realization in (4.7) is
minimal. The inclusion in (4.7) follows from Remarks 2.1 and 3.4 since the zeros of
(z) are all in +. By Theorem 4.15, there is unique P < 0 such that
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P(Ac − BcCc) + (A∗c − C∗c B∗c )P = −C∗c JCc (4.8)
and
− JCc = −B∗c P . (4.9)
Next, since σ(A) ⊂ +, (A,B) is controllable. Thus, (z) is a minimal pole con-
jugator of both the pair (A,B) and the rmvf (z)−1. Moreover, as the matrices A
and Ac − BcCc are both anti-stable, Theorem 4.10 guarantees the existence of an
invertible matrix T such that
T −1Bc = B, T −1(Ac − BcCc)T = A. (4.10)
Consequently, Cc = JB∗T ∗P , and Bc = T B, by (4.9) and (4.10), and hence, (4.8)
becomes
(−T ∗PT )A + A∗(−T ∗PT ) = (−T ∗PT )BJB∗(−T ∗PT ),
and so X = −T ∗PT > 0 solves (4.1). Moreover, since Ac is stable, the matrix
Â = A − BJB∗X = T −1(Ac − BcCc)T − T −1BcJB∗c T −∗(−T ∗PT )
= T −1AcT
is also stable. By (4.9) and (4.10), we have
(z)−1 = −JB∗X(zIn − A)−1B + Im,
and thus,
(z) = −JB∗X(zIn − Â)−1B + Im.
The second formula for (z) in (4.3) is also deduced easily.
Now if G(z) = C(zIn − A)−1B + D, then
G(z)(z) = C(zIn − A)−1B + C(zIn − A)−1BJB∗X(zIn − Â)−1B
−DJB∗X(zIn − Â)−1B + D
= C(zIn − A)−1[(zIn − Â) + BJB∗X](zIn − Â)−1B
−DJB∗X(zIn − Â)−1B + D
= C(zIn − Â)−1B − DJB∗X(zIn − Â)−1B + D,
which justifies (4.4).
Next, we drop the assumption that A is unstable. Then there is an invertible S such
that
S−1AS =
[
A+ 0
0 A−
]
and S−1B =
[
B+
B−
]
(conformally), (4.11)
where σ(A+) ⊂ + and σ(A−) ⊂ −. By Remark 4.3, the pair (A+, B+) is con-
trollable. Therefore, by Theorem 4.5, (z) is a minimal pole conjugator of the pair
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(A+, B+). Thus, by the first part of the proof, X0 = Rst (A+, B+), X0 > 0 exists.
Set
X̂0 =
[
X0 0
0 0
]
∈ Cn×n. (4.12)
Then X̂0 = Rst
([
A+ 0
0 A−
]
,
[
B+
B−
])
, and hence, by Lemma 4.14,
X = S−∗X̂0S−1 = Rst (A,B) and X  0. (4.13)
Moreover, by (4.11) and (4.12), (4.3) and (4.4) hold, too. This completes the proof
in one direction (⇒).
Next, to obtain the converse (⇐), suppose that the Riccati equation (4.1) admits
a positive semidefinite stabilizing solution X, i.e., that X = Rst (A,B) exists and
X  0, and let
(z) = −JB∗(zIn + A∗)−1XB + Im. (4.14)
Then, in view of (4.1),
(zIn + A∗)−1X = X(zIn − Â)−1. (4.15)
Thus, (z) can also be rewritten as
(z) = −JB∗X(zIn − Â)−1B + Im, (4.16)
and a straightforward calculation yields the formula
J −(ω)∗J(z) = B∗(ωIn − Â∗)−1X(z + ω)(zIn − Â)−1B
at points of analyticity z, w ∈ C of .
If ω = z, then the expression on the right is equal to zero if z ∈ iR and is positive
semidefinite if z ∈ +. Therefore,  is J-inner w.r.t. +. Moreover, formula (4.14)
shows that if λ is a pole of(z), then −λ ∈ σ(A). However, since this realization is
not minimal (unless X is invertible), the most that one can say is that
Mπ(; λ)  algebraic multiplicity of − λ as an eigenvalue of A.
Formula (4.16) shows that  is stable. Thus,
Mcdeg() = Mπ(;C) = Mπ(;−)  #(σ (A ∩+))
(counting multiplicities). However, by Lemma 3.3,
#(σ (A ∩+)) = Mπ(G;+)  Mζ (;+) = Mπ(;−) = Mcdeg().
Therefore,  is a minimal pole conjugator of the pair (A,B) w.r.t. +. 
Remark 4.16. Note that (4.3) determines  uniquely up to a multiplicative J-uni-
tary constant Dc = (∞) on the right, since, by Lemma 4.13, there is at most one
X equal to Rst (A,B).
H. Dym, S. Nevo / Linear Algebra and its Applications 404 (2005) 27–57 47
5. Cancelling the poles of a general rmvf
The objective of this section is find a necessary and sufficient condition for the
existence of a minimal pole conjugator of a rmvf G(z) w.r.t. + when G(z) is not
restricted to be proper. This will be achieved by reducing the problem to the case of
a proper rmvf and then invoking Theorem 4.6.
The reduction of G(z) from non proper to proper is attained by one of the follow-
ing two methods:
(I) Discard the polynomial part of G(z), i.e., since G is rational, there exists a
matrix polynomial P(z) such that G1(z) = G(z) − P(z) is proper.
or
(II) Set G2(z) = 1(z+1)k G(z), where k is the maximal order of infinity as a pole of
any entry of G(z).
It is clear that the rmvf’s G(z) and G2(z) have the same pole multiplicities at
every point z0 ∈ +, since −1 ∈ −. The same holds true for G(z) and G1(z), since
the addition of a rmvf that is analytic at z0 does not change the pole multiplicities
at z0. Consequently, by applying Theorem 4.6 to either G1 or G2, we obtain the
following conclusions for G:
Theorem 5.1. Let G(z) be a p × m non proper rmvf without poles on iR and
let Gi(z) = Ci(zIni − Ai)−1Bi + Di, i = 1, 2, be the proper rmvf’s that are con-
structed from G as above and suppose that the indicated realizations are minimal.
Then (A1, B1) and (A2, B2) have similar anti-stable parts and there exists a minimal
pole conjugator  of G w.r.t. + if and only if there exists a positive semi-definite
matrix Xi = Rst (Ai, Bi). In that case every such  is of the form
(z) = −JB∗i (zIni + A∗i )−1XiBi + Im = −JB∗i Xi(zIni − Âi)−1Bi + Im,
up to a constant J-unitary factor on the right, where Âi = Ai − BiJB∗i Xi is
stable.
Proof. Let  be a J-inner rmvf w.r.t. + that is holomorphic in +. Then, in view
of the preceding discussion, G has a pole z0 ∈ + if and only if Gi has a pole at
z0. Furthermore, by the uniqueness ofwith(∞) = I , Theorem 4.10 implies that
(A1, B1) and (A2, B2) have similar anti-stable parts and that the Riccati equations
for i = 1 and for i = 2 are essentially the same. (Only the anti-stable part of (Ai, Bi)
is significant for Rst (Ai, Bi), see the proof of Theorem 4.6.) The last conclusion can
also be deduced from the fact that, by Definition 2.14, the anti-stable part of (Ai, Bi)
is a left pole pair of Gi over +, and, by Corollary 2.16, these two anti-stable parts
are left similar. 
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6. Rα-invariance
In this section we study the behavior of the space
MX = {F(z)Xu : u ∈ Cn}
(see (1.7), under the action of the backward shift operator Rα defined by formula
(1.11).
We start with the following lemma.
Lemma 6.1. Let (A,B) be a controllable pair with σ(A) ∩ iR = ∅ and assume that
X is a Hermitian solution to (1.2). Then the space
MX = {F(λ)Xu : u ∈ Cn}
is invariant under the backwards shift operator Rα
Rα : f ∈MX → f (λ) − f (α)
λ − α
for every point α ∈ C \ σ(−A∗). Moreover, for every such point α, Rα is a one-to-
one map of MX onto MX that is similar to multiplication by the matrix −(αIn +
A∗)−1.
Proof. First take α ∈ C \ (σ (−A∗) ∪ σ(Â)), Â = A − BJB∗X. In this case the
asserted invariance follows from the formulas
F(λ) − F(α)
λ − α = B
∗
{
(λIn + A∗)−1 − (αIn + A∗)−1
λ − α
}
= −F(λ)(αIn + A∗)−1 (6.1)
and
(αIn + A∗)X = X(αIn − Â).
Next, since the pair (A,B) is controllable, these formulas imply that if f (λ) =
F(λ)Xu, then
(Rαf )(λ) = 0 ⇒ (αIn + A∗)−1Xu = 0 ⇒ Xu = 0 ⇒ f (λ) ≡ 0,
i.e., Rα is an injective map ofMX into itself. Therefore, sinceMX is finite dimen-
sional, Rα mapsMX ontoMX.
Let T denote the operator fromMX ontoR(X), the range of X, that is defined by
the rule T (F (z)Xu) = Xu. T is well-defined since (A,B) is controllable, and it is a
bijective map. Moreover,
T RαFXu = −(αIn + A∗)−1Xu = −(αIn + A∗)−1T FXu,
i.e.,
T Rα = −(αIn + A∗)−1T or T RαT −1 = −(αIn + A∗)−1.
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Suppose next that α ∈ (C \ σ(−A∗)), and let {αk} be a sequence of points in C \
(σ (−A∗) ∪ σ(Â)) that tend to α as k ↑ ∞. Then, as
(RαF )(z)Xu = −F(z)(αIn + A∗)−1Xu
and
(αIn + A∗)−1Xu = lim(αkIn + A∗)−1Xu
is the limit of a sequence of vectors that belong to the finite dimensional spaceR(X),
the range of X, it follows that
(αIn + A∗)−1Xu ∈ R(X).
Consequently, (RαF )(z)Xu belongs toMX for such α also. 
Observe that Lemma 6.1 holds also under the assumptions that σ(A) ∩ iR = ∅,
(A,B) is stabilizable and X = Rst (A,B).
Lemma 6.2. Let (A,B) be a stabilizable pair with σ(A) ∩ iR = ∅ and X =
Rst (A,B). Let λ1, . . . , λk denote the distinct eigenvalues of A∗ in + and let µ1,
. . . , µ
 denote the distinct eigenvalues of A∗ in −. Then:
(1) R(X), the range of X, is related to the generalized eigenspaces Vλ(A∗) cor-
responding to the eigenvalues λ of A∗ by the formula
R(X) = Vλ1(A∗)+˙ · · · +˙Vλk (A∗). (6.2)
(2) N(X), the nullspace of X, is given byN(X) = Vµ1(A)+˙ · · · +˙Vµ
(A).
Proof. Let the invertible matrices S ∈ Cn×n and X0 ∈ C
×
 be defined by formulas
(4.11)–(4.13). Then, since X0 is invertible,
R(X) =
{
S−∗
[
u
0
]
: u ∈ C

}
. (6.3)
Let
Cλ = λIk + N
be an upper triangular k × k Jordan cell in the Jordan form of A∗ corresponding to
a point λ ∈ σ(A∗) ∩+, and let the columns of the n × k matrix Wλ be the corre-
sponding Jordan chain. Then
A∗Wλ = WλCλ (6.4)
and hence, by formula (4.11),[
A∗+ 0
0 A∗−
]
S∗Wλ = S∗WλCλ.
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Thus, upon writing
S∗Wλ =
[
U1
U2
]
(6.5)
conformally with the indicated block decomposition of A∗, we obtain the pair of
formulas
A∗+U1 = U1Cλ and A∗−U2 = U2Cλ.
Moreover, since A∗− − λI is invertible for λ ∈ +, the latter implies that U2 = 0,
since
(A∗− − λI)jU2 = U2Nj for j = 1, 2, . . .
and Nk = 0. Therefore, by formulas (6.3) and (6.5),
R(Wλ) ⊂ R(X)
for every Jordan chain that corresponds to a Jordan cell Cλ with λ ∈ σ(A∗) ∩+.
Moreover, since the columns of the Wλ corresponding to distinct cells Cλ in the
Jordan form of A∗ are linearly independent and since A+ and X0 are both 
 × 

matrices, the asserted result follows.
By analogous arguments it may be shown that Vµ1+˙ · · · +˙Vµ
(A) ⊂N(X). Since
N(X)+˙R(X) = Cn and the sum of the algebraic multiplicities of λ1, . . . , λk as
eigenvalues of A∗ and of µ1, . . . , µ
 as eigenvalues of A is also equal to n, it follows
that (2) holds, too. 
The dimensions of the spacesR(X) andN(X) may also be found in Lemma 3.6
of [18].
Lemma 6.3. Let A be an n × n matrix and let ω ∈ σ(A∗) and Vω be an n × k matrix
such that
A∗Vω = Vω(ωIk + N), (6.6)
where N is a k × k matrix with ones on the first superdiagonal and zeros elsewhere.
Then for every point α /∈ σ(−A∗)
(RαF )(λ)Vω = µF(λ)Vω(Ik − µN)−1, (6.7)
where µ = −(ω + α)−1.
Proof. Formula (6.6) implies that
(αIn + A∗)Vω = Vω((ω + α)Ik + N) = −µ−1Vω(Ik − µN)
and hence that
−(αIn + A∗)−1Vω = µVω(Ik − µN)−1.
This leads easily to (6.7) with the help of (6.1). 
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Lemma 6.4. Let N be a k × k matrix with ones on the first superdiagonal and zeros
elsewhere, and let µ ∈ C \ {0}. Then the matrix µ(Ik − µN)−1 is similar to the
matrix µIk + N. Moreover, the columns v1, . . . , vk of the k × k matrix
P = [v1, . . . , vk] form a Jordan chain for the matrix µ(Ik − µN)−1, (i.e.,
µ(Ik − µN)−1 = P(µIk + N)P−1) if and only if
vk−j = µ2j (Ik − µN)−jNjvk for j = 0, . . . , k − 1 (6.8)
and
the bottom entry of vk is nonzero. (6.9)
Proof. It is readily checked that
µ(Ik − µN)−1 − µIk = µ2N + · · · + µkNk−1
is a (strictly upper triangular) k × k matrix of rank k − 1 if µ /= 0. Hence as µ is the
only eigenvalue of both µ(Ik − µN)−1 and of µIk + N and has algebraic multiplic-
ity k and the same geometric multiplicity 1 in both matrices, they must be similar.
Now, if P is an invertible k × k matrix such that
µ(Ik − µN)−1P = P(µIk + N)
(i.e., if the columns of P form a Jordan chain of µ(Ik − µN)−1), then
PN = (µ(Ik − µN)−1 − µIk)P = µ2(Ik − µN)−1NP. (6.10)
Therefore, upon matching columns of both sides of (6.10), we have
vj−1 = µ2(Ik − µN)−1Nvj , for j = 2, . . . , k.
Formula (6.8) is obtained by iterating the last formula starting with j = k:
vk−1 = µ2(Ik − µN)−1Nvk, vk−2 = µ2(Ik − µN)−1Nvk−1, etc.
Moreover, the corresponding matrix P will be upper triangular and its diagonal
entries pjj , j = 1, . . . , k, satisfy the recursion
pj−1,j−1 = µ2pjj , j = 2, . . . , k.
Therefore, P is invertible if and only if pkk /= 0.
The opposite direction follows by reversing the arguments. 
We are now ready to establish the following result:
Theorem 6.5. Let (A,B) be a stabilizable pair with σ(A) ∩ iR = ∅, and let X =
Rst (A,B), and let v1, . . . , vk ∈ R(X). Then {v1, . . . , vk} is a Jordan chain of A∗
corresponding to λ ∈ + if and only if for every invertible k × k matrix P that sat-
isfies
µ(Ik − µN)−1 = P(µIk + N)P−1 (6.11)
the columns of FVP form a Jordan chain of Rα (α ∈ C \ σ(−A∗)) corresponding to
µ = −(λ + α)−1, where V = [v1, . . . , vk].
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Proof. Assume first that the columns of the matrix V = [v1 . . . vk] form a Jordan
chain of A∗, i.e., A∗V = V (λIk + N), and that P is a k × k invertible matrix that
satisfies (6.11). Then, by Lemma 6.3,
(RαF )V = FVµ(I − µN)−1 = FVP (µIk + N)P−1
and so
RαFVP = FVP (µIk + N).
Since (A,B) is stabilizable, , the columns of FVP are linearly independent in MX
and so form a Jordan chain for Rα .
Conversely, suppose that RαFVP = FVP (µIk + N), where P satisfies (6.11),
and the columns of V are linearly independent. Then, since Rα is a bijective map of
MX onto itself, µ /= 0 and
RαFV = FVP (µIk + N)P−1 = FVµ(Ik − µN)−1.
Therefore, since RαFV = −F(αIn + A∗)−1V by (6.1), it follows that
− (αIn + A∗)V = V
µ
(Ik − µN) = −(α + λ)V (Ik + (α + λ)−1N), (6.12)
with µ = −(λ + α)−1. But this in turn leads easily to the identity
A∗V = V (λIk + N). (6.13)
Moreover, since the columns of FVP are linearly independent in MX„ the vectors
v1, . . . , vk are linearly independent, and, by (6.13), they form a Jordan chain of A∗,
corresponding to λ. Since these vectors are in R(X), Lemma 6.2 insures that λ ∈
+. 
Remark 6.6. Let (A,B) be a stabilizable pair with σ(A) ∩ iR = ∅, and let X =
Rst (A,B). Then (zIn + A∗)−1X is analytic in +.
Proof. It suffices to show that the coefficients Cj in the Laurent expansion (zIn +
A∗)−1X = ∑∞j=−∞(z − z0)jCj about each point z0 ∈ σ(−A∗) ∩+ are all equal
to zero when j < 0. Take r > 0 small enough so that {|z − z0|  r} ⊂ + and {|z −
z0|  r} ∩ σ(−A∗) = {z0}. Then, as
(zIn + A∗)−1X = X(zIn − Â)−1 for z ∈ σ(−A∗) ∪ σ(Â),
the formula for the j’th coefficient can be reexpressed as
Cj = 12π i
∫
|z−z0|=r
(z − z0)−(1+j)(zIn + A∗)−1X dz
= 1
2π i
∫
|z−z0|=r
(z − z0)(−1+j)X(zIn − Â)−1 dz = 0,
since σ(Â) ⊂ −. 
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It can be shown (see, e.g., [6]) that if in addition X  0, then
MX = Hm2 (+)  Hm2 (+)
:={f ∈ Hm2 (+) : 〈Jf,g〉Hm2 (+) = 0, ∀ g ∈ Hm2 (+)}.
Proof of Theorem 1.3. The equivalence of (1), (2), and (3) follows from the dis-
cussion in Section 4.1 and from Theorem 4.6. Definitions 4.2, 4.7, Lemma 3.3 and
Corollary 2.17 imply the equivalence between (3) and (4). Finally, since (1) ⇒ (5)
is immediate from Theorem 1.2, it remains only to check that (5) ⇒ (1). If (MX, 〈 〉)
is a RKHS of the de Branges type, then by Theorem 1.2 (adapted to the present
notation), the matrix X is a positive semidefinite solution of (1.2), and(z) = X(z)
is uniquely determined by the formula (1.10) up to J-unitary constant multiplier on
the right. Thus, as
det{X(z)}=det{In − (zIn − Â)−1BJB∗X}
=det{(zIn − Â)−1)(zIn − A)}
= det(zIn − A)
det(zIn − Â)
,
it is readily seen that Â is stable under (1.12). 
7. Null chains and Jordan chains
Assume that (A,B) is a stabilizable pair with σ(A) ∩ iR = ∅ and that
X = Rst (A,B). Then Lemma 6.2 implies that dimMX = dimR(X) = #(σ (A) ∩
+) (counting multiplicities). Let (z) be a minimal pole conjugator of the pair
(A,B) w.r.t. +. By the minimality property of (z), we have also dimMX =
#(zeros of) (z)). It turns out that the connection between the two is even stronger.
In order to analyze this connection we shall need the following lemmas:
Lemma 7.1 [15]. Let G(z) be a p × m rmvf, and let k1  k2  · · ·  kr be the
indices in the local SM-form of G(z) at z0. Then for each 1  
  r
k1 + k2 + · · · + k
 = min
{
n
(
A
(i1,...,i
)
(j1,...,j
)
, z0
)}
(7.1)
1  i1 < · · · < i
  p,
1  j1 < · · · < j
  m,
where A(i1,...,i
)(j1,...,j
) is the minor of order 
 of G(z), defined by the i1’th, . . . , i
’th rows
and j1’th, . . . , j
’th columns of G(z).
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We remark that the lemma is obvious when
G(z) =
[
diag{(z − z0)k1 , . . . , (z − z0)kr } Or×(m−r)
O(p−r)×r O(p−r)×(m−r)
]
The formula for the general case is obtained by showing that the operations which
have to be performed to achieve the local SM-form do not affect n
(
A
(i1,...,i
)
(j1,...,j
)
, z0
)
,
for every choice of 1  i1 < · · · < i
  p; 1  j1 < · · · < j
  m, and hence do
not affect the right hand side of (7.1).
Observe that (7.1) determines k1, k2, . . . , kr and is useful, for example, to calcu-
late the local SM-form of zI − A.
Lemma 7.2. Let G(z) = diag{G1(z),G2(z), . . . ,Gk(z)}, where G1(z), . . . ,Gk(z)
are rmvf’s. Then the local SM-form of G(z) at z0 is obtained by arranging the indices
of the local SM-forms of G1(z),G2(z), . . . ,Gk(z) at z0 in non-decreasing order.
Example 7.3. In the setting of Lemma 7.2, let k = 2 and let the local SM-forms of
G1(z) and G2(z) at z0 be diag{(z − z0)−3, (z − z0)−2, 1} and diag{(z − z0)−3, z −
z0, (z − z0)3}, respectively. Then the local SM-form of G(z) at z0 is diag{(z − z0)−3,
(z − z0)−3, (z − z0)−2, 1, (z − z0), (z − z0)3}.
Lemma 7.4. Let (A,B) be a controllable (stabilizable) pair and let rank(B) =
r. Let λ ∈ C (λ ∈ +) be an eigenvalue of A with 
 corresponding Jordan chains
of sizes k1  · · ·  k
. Then 
  r, and the local SM-forms of (zIn − A)−1 and of
(zIn − A)−1B at λ are
diag{(z − λ)−k1 , . . . , (z − λ)−k
 , 1, . . . , 1}
and [
diag{(z − λ)−k1 , . . . , (z − λ)−k
; (z − λ)t
+1 , . . . , (z − λ)tr } Or×(m−r)
O(n−r)×r O(n−r)×(m−r)
]
respectively, where t
+1, . . . , tr are non-negative integers.
Proof. By moving to a left similar pair we can assume that A is in Jordan form.
Let λ ∈ + be an eigenvalue of A, with 
 corresponding Jordan chains of sizes
k1  k2  · · ·  k
. By Lemmas 7.1 and 7.2, the local SM-form of zIn − A at λ
is diag{1, . . . , 1, (z − λ)k
, . . . , (z − λ)k1}. Thus the local SM-form of (zIn − A)−1
at λ is diag{(z − λ)−k1 , (z − λ)−k2 , . . . , (z − λ)−k
 , 1, . . . , 1}. Let t1  · · ·  tr de-
note the indices of the local SM-form of (zIn − A)−1B at λ. By (a) of Lemma 2.6
(by (b) of Lemma 2.6), 
  r . Let 1  s  r be the largest number such that ts < 0.
Thus,
E1(z)diag{(z − λ)−k1 , . . . , (z − λ)−k
 , 1, . . . , 1}F1(z)B
=E2(z)
[
diag{(z − λ)t1 , . . . , (z − λ)ts , . . . , (z − λ)tr } Or×(m−r)
O(n−r)×r O(n−r)×(m−r)
]
F2(z),
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where E1(z), E2(z) and F1(z) are n × n rmvf’s, F2(z) is an m × m rmvf and all four
of them are analytic and invertible at λ. Since B is a constant matrix,
s  
. (7.2)
By Lemma 7.1 and the Binet–Cauchy formula, we deduce that for 1  i  

− ki  ti . (7.3)
Since both (zIn − A)−1 and (zIn − A)−1B are minimal realizations, Kalman’s The-
orem (Theorem 2.15) guarantees that
− k1 − · · · − k
 = t1 + · · · + ts . (7.4)
Formulas (7.2), (7.3) and (7.4) imply that s = 
 and −ki = ti for 1  i  
. Thus,
the local SM-form of (zIn − A)−1B at λ is[
diag{(z − λ)−k1 , . . . , (z − λ)−k
; (z − λ)t
+1 , . . . , (z − λ)tr } Or×(m−r)
O(n−r)×r O(n−r)×(m−r)
]
,
where 0  t
+1  · · ·  tr . 
Let (A,B) be a stabilizable pair with σ(A) ∩ iR = ∅, let λ ∈ + be an eigen-
value of A with 
 Jordan chains of sizes k1  k2  · · · k
 and let (z) be a minimal
pole conjugator of the pair (A,B) w.r.t.+. By the minimality of(z) and Lemma
7.4, we deduce that the local SM-form of (z) at z = λ is
diag{(z − λ)k
, . . . , (z − λ)k1 , 1, . . . , 1}. (7.5)
The analysis in [3] guarantees the existence of a set f1(z), . . . , f
(z) of 1 × m rmvf’s
that are analytic and nonzero at λ such that the matrix (Aλ, Bλ) that will be defined
below is a left null pair of (z) at λ:
Aλ = diag{Aλ1, . . . , Aλ
}, Bλ =
B
λ
1
...
Bλ


where, for 1  j  
,
Aλj = λIkj + Nkj , and Bλj =

fj (λ)
...
f
(kj−1)
j (λ)/(kj − 1)!
 .
The ordered set of vectors
{
fj (λ), . . . ,
f
(k1−1)
j (λ)
(kj−1)!
}
is called a left null chain of (z)
at λ of order kj . The ordered set of chains
{
f1(λ), . . . ,
f
(k1−1)
1 (λ)
(k1−1)!
}
; . . . ;{
f
(λ), . . . ,
f
(k
−1)

 (λ)
(k
−1)!
}
is called a canonical set of left null chains of (z) at λ.
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We thus have the following conclusions:
Theorem 7.5. Let (A,B) be a stabilizable pair with σ(A) ∩ iR = ∅. Let (z) be
a minimal pole conjugator of (A,B) w.r.t. + and let λ ∈ + ∩ σ(A). Then the
number and sizes of Jordan chains of A corresponding to λ is the same as the number
and sizes of chains in (every) canonical set of left null chains of (z) at λ.
More generally, if  ⊂ C and λ1, . . . , λt are all the zeros of (z) in , then the
pair (A,B), where A = diag{Aλ1 , . . . , Aλt }, B =
Bλ1...
Bλt
 is called a left null pair of
(z) w.r.t.  as is (T AT −1, T B) for any invertible matrix T. It turns out that a left
null pair is always controllable.
The original definitions of left null chains and left null pairs that were formulated
in [3] did not make use of the local SM-form. However, as they noted, and, as is
indicated above, the number and sizes of the chains in any such set is determined by
the local SM-form, i.e., 
 chains of decreasing sizes k1  k2  · · ·  k
. The notion
of a left null pair that was introduced earlier in Definition 4.7 is of course equivalent
to the definition given in [3].
Canonical sets of left pole chains and left pole pairs may be defined analogously.
However, for the goals of this paper, it turned out to be more convenient to introduce
left pole pairs via Definition 2.14, which is based on the analysis in Sections 3.3 and
3.4 of [3].
The interested reader is referred to [3] for a detailed exposition of null structure
theory and pole structure theory. We also remark that the notions in [3] are first
discussed ‘from the right’, i.e., a canonical set of right null (pole) chains is introduced
in order to construct right null (pole) pairs. The definitions of left null (pole) chains
and left null (pole) pairs may be introduced in a completely analogous way, or by
applying transposes, as noted in [3]. In this paper we were interested in the ‘left
case’, since the conjugator  multiplies G(z) on the right.
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