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Abstract 
 Constant changes in the industries’ environment difficult an operations manager’s tasks 
when attempting to predict the impact that improvement decisions will have on the 
performance of manufacturing systems. This translates into the need to develop adequate 
process monitoring and modelling/simulation approaches, along with innovative optimization 
strategies for establishing reliable decision support tools. In an Industry 4.0 environment, a 
widely-spread use of sensor networks supports the generation of massive amounts of 
information, allowing, also, for the opportunity to create robust Decision Support Systems 
(DSS) with innovative Big Data analysis, powerful control rules and/or other capabilities to 
extract meaningful relationships between different elements in manufacturing, thus 
expanding knowledge about the system's behavior and status and aiding in the decision-
making process. 
 This dissertation has the objective of presenting a framework which will allow for the 
improvement of manufacturing performance, by developing adequate production monitoring 
capabilities through adequate KPI selection, data visualization tools and a DSS component. 
The combination of these modules will, hence, provide an integrated approach for supporting 
decision makers in assessing the impact of their decisions within the manufacturing floor.  
 The proposed framework was instantiated and applied in a case study, a simulation of a 
hybrid flow shop with alternative machine routing, providing a holistic view and control over 
the system: production (with AnyLogic), performance management and monitoring (InfluxDB 
and Grafana) and, on top of this, a set of control rules (bottleneck identification, non-
bottleneck assignment and utilization balancing) being enforced by a DSS component to 
actively influence the scheduling decisions of the manufacturing system. 
 The results revealed that the proposed framework was, in fact, effective in improving 
different performance metrics such as completion time, mean flow time and the number of 
overdue orders within different sets of order plans for the system, as well as increasing and 
balancing machine utilization levels. Benchmarking the system using different scheduling 
rules (FIFO, SPT, EDD) showed that the control rules are useful in a wide variety of scenarios, 
thus supporting the use of this approach in a real-world manufacturing environment.  
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Chapter 1  
 
Introduction 
1.1 - Context 
A company that intends to thrive in the current economy and market conditions needs to 
continuously put effort into its development, not only in terms of the products or services 
offered but also of the company itself, in aspects that concern workers, processes, 
infrastructures, supplier relationships, etc. To remain competitive, manufacturing systems 
must offer a high level of flexibility. This forces companies to adopt strategies capable of 
achieving higher product quality while maintaining other factors like lead time and work-in-
process levels at minimum levels.  
 Constant changes in industries’ context (economy, environment, etc.) leave operations 
managers facing constant uncertainty when attempting to predict the impact that their 
improvement decisions will have on the performance of manufacturing systems. This poses 
complex problems for companies, as they often need to take decisive business and 
operational measures that could have a great impact on their overall success.  
 In an Industry 4.0-driven industry, the Internet of Things (IoT) is thriving, and ever more 
complex (and easily accessible) sensors and other information gathering tools can generate 
massive amounts of information, often denominated a Big Data environment. These sources 
of information, when properly processed, can provide meaningful insights into the condition 
of machine and tools, as well as decode relationships hidden within a system’s behavior.   
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1.2 - Motivation  
Achieving high levels of performance requires, in the manufacturing environment, an 
increase in speed, quality and reliability of existing technologies. That translates into the 
need to develop adequate process monitoring and modelling/simulation approaches, in 
conjunction with innovative optimization and maintenance strategies (EFFRA, 2013).  
In the words of Anton Huber, CEO of the Digital Factory division (Siemens), “How do you 
check if it is easy to manufacture if you don't have a plant? If you don't have a manufacturing 
line? If you have a good simulation model, then you could simulate how it works when this 
product goes into production or when this line gets ramped up, where the bottle necks are 
and so on” (Hessman, 2015). Simulation is capable of accomplishing flexibility, a highly 
valuable capacity for an enterprise, while remaining free from many simplifying assumptions 
we tend to see in different approaches (Rabelo, Helal, Jones, & Min, 2005). As complexity in 
manufacturing systems is ever growing, companies continually aim to optimize costs, lead 
times, flexibility, throughput, and all other aspects of production and management. This, 
aggravated by external factors like demand fluctuations and other uncertainties such as 
unpredictability (Efthymiou, Pagoropoulos, Papakostas, Mourtzis, & Chryssolouris, 2014) may 
result in a significant impact in the design, planning and operation of manufacturing systems. 
As a response, companies use modelling, simulation and forecasting methods to prepare 
themselves, to help in the development of systems which are more complex, yes, but also 
more robust, flexible and sustainable. 
For companies to better understand the impact of their decisions in quantifiable terms, 
one of the key issues is to ensure that what has been planned and executed is obtaining the 
desired results. This can only be achieved through an effective use of a selected group of 
performance indicators  (PI) that can adequately measure important elements to the system’s 
performance (Muchiri, Pintelon, Martin, & De Meyer, 2010). To be as useful as possible, these 
measures need to be accurate and reliable, as well as easy to understand. By using Key 
Performance Indicators (KPI), companies can evaluate how well they are progressing towards 
achieving key business objectives, from the performance of a single machine to the overall 
performance of the enterprise.  In general, as more information is required, a higher number 
of KPIs is needed for performing an analysis. However, too many indicators can overwhelm a 
decision maker, and when this is the case the selected KPIs may not lead to the desired 
clarity regarding the system (Stricker, Pfeiffer, Moser, Kádár, & Lanza, 2016). This brings 
attention to the need of a proper selection of KPIs which represent the entirety of the 
system, exposing how well a production system operates while eliminating redundancies and 
unnecessary information to the decision processes.  
 
Decision support tools are an important element for guiding improvement efforts, as 
decision makers require clear and consistent information to be effective. Identifying hidden 
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relationships between system elements/variables, as well as cause-effect links between 
events and changes in performance indicators, could prove invaluable in selecting the optimal 
strategic, tactical or operational decisions. Furthermore, basing operational decisions on 
suggestions provided by a powerful decision support tool, one that is capable of monitoring, 
investigating and controlling the events and changes that occur within a system, would 
certainly increase the quality and consistency of the selected actions, ultimately leading to 
higher success in implementing new strategies or improving upon the existing performance 
overall. 
 
1.3 - Objectives 
 The goal for this dissertation is to provide a framework that can be used as a tool by 
decision makers when evaluating and controlling the performance of a system, with a focus 
on real-time analysis and decision-making in a manufacturing environment with different 
products and alternative routing possibilities. As a starting point, defining the framework in 
the form of a structured conceptual and abstract model is essential. The proposed framework 
should be suitable for being adapted to different systems and conditions, allowing for 
generalization and providing flexibility and freedom for operating in the abundance of 
different models that could be considered. To test the framework, a manufacturing 
simulation should be designed and executed within the frame of a specific case study.  
 With the previous topics in mind, how can manufacturing organizations evaluate the 
impact that their operational-tactical decisions will have in future performance? 
Furthermore, what practical rules can be used to self-optimize the manufacturing systems? 
Many questions can be raised regarding this matter, and although there could be several 
different approaches in answering them, there is no doubt that modeling and simulation of 
the manufacturing system’s environment and operations plays a fundamental role when 
looking to increase productivity or effectiveness of a manufacturing company. Simulation 
applications are valuable as a practical approach for visualizing and evaluating production 
operations, diagnose problems or estimate production capacity, but one of its most useful 
contributions is the fact that it grants the possibility of evaluating changes in production 
operations in a virtual environment, before physically implementing those modifications in 
the real world (Y.-T. T. Lee, Riddick, & Johansson, 2011). 
 
 Attempting to tackle the questions raised above, the contemplated targets of this 
framework are complex manufacturing systems, which most likely have multiple production 
lines, material flows and information transfers, typically with high variability in terms of 
product offers. The idea is to assess information obtained during production in real time and 
use it to generate relevant KPIs for monitoring and evaluating the system’s performance. 
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Furthermore, the information obtained should be supplied into a Decision Support System 
(DSS) that can provide suggestions on improvements to the system, or rather actively 
influence the simulation in real time to apply the suggested improvement actions.  
 
 In short, the main objectives for this dissertation are to: 
 
1. Develop a well-supported conceptual model for the framework 
2. Instantiate the framework and adapt it to a specific case study 
3. Implement the case study model in a simulation program 
4. Create the tools needed to extract information from the simulation program (for 
creating a database) 
5. Construct a visual interface for viewing the generated KPIs and creating interaction 
6. Set up and integrate the DSS that will apply the improvement suggestions into the 
simulation 
7. Benchmark the proposed solution for assessing the results obtained 
 
1.4 - Methodology 
 This dissertation followed a traditional system engineering approach, which provides 
robust guidelines to the development of projects of this nature. Several distinct stages can be 
identified within this methodology, and the steps for carrying out this dissertation were 
accomplished sequentially according to the following order: 
 
 Perform an analysis on the state of the art concerning the areas of interest to the 
project 
 Specify a set of requirements/objectives to be achieved when the project is complete 
 Formulate a conceptual system model to address the necessities of the problem 
 Propose a solution for the identified problem 
 Implement and integrate the developed models that integrate the system 
 Test, validate and assess the followed approach 
 Document the proposed solution and the obtained conclusions 
 
 With this methodology in mind, several major generalized tasks were performed, which 
were critical in order to achieve the proposed/desired outcomes.  
 The first step focused on the assessing the state of the art of the industrial environment, 
regarding what are the current relevant technologies and methodologies that are being used 
to address similar problems. This was essential as the proposed framework should naturally 
be based on recent findings and trends found in literature.  
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 Based on findings from the previous task, the conceptual framework was then developed, 
attempting to include modern approaches to integrated decision making and performance 
measurement (PM) in an Industry 4.0 environment.  
 Having designed the conceptual framework, the next step was to apply it to a particular 
problem, to test its validity and effectiveness in a specific case study. 
 In order to implement the proposed framework within the case study, several models 
were be developed (different components of the system). First, a selection of performance 
indicators were chosen based on recommendations found in literature. Then, a Discrete Event 
Simulation (DES) module was developed to simulate the logic of the manufacturing case 
study. Finally, a connection to a database, a user interface and a DSS were developed and 
integrated into the simulation model.  
 The implementation was then tested within different scenarios, and the results were 
extracted, documented and analyzed. Conclusions were drawn, concerning the validity and 
utility of the framework, both globally and within the individual application within the case 
study. 
 Finally, the development of this dissertation was documented and compiled into the 
present document. 
 
 
1.5 - Document Structure 
 This document is divided into six chapters. Chapter 1 contains a brief contextualization 
on the subject, as well as a description of the motivation and the objectives going into this 
dissertation. Chapter 2 provides an outline on what can be found in literature, referring to 
what is currently being employed in the industry, in the same or similar subjects to what is 
addressed in this dissertation. 
 Chapter 3 goes over the proposed framework for addressing the problem described in 
Chapter 1. Furthermore, its adaptation to a specific instance (case study) is also introduced 
and explained. In Chapter 4 the case study used to test the proposed framework is thoroughly 
documented, including its description and the most relevant steps to its implementation. 
Chapter 5 is dedicated to demonstrating the results obtained, after all the necessary models 
were developed and the system was fully implemented. In addition, a few limitations and 
potential improvement points are identified. 
 Finally, Chapter 6 presents the main conclusions that were drawn after developing this 
dissertation. Also, a few interesting approaches and ideas are suggested, ones which could be 
worth pursuing in the future. 
 
   
 
Chapter 2  
 
Literature Review 
2.1 - Performance measurement 
 With the increasing complexity levels within manufacturing systems today, along with a 
demanding market that provides a global competition environment, companies have the need 
to employ techniques and procedures that provide them with a holistic view of how 
operations are performing, as well as of how the organization’s strategy is being reflected 
throughout all levels of hierarchy (Bhatti, Awan, & Razaq, 2014). Because of this, adaptation, 
flexibility and continuous improvement are needed to ensure that companies can compete 
with their rivals, and monitoring/controlling inputs and outputs of manufacturing systems is 
essential when considering system optimization. Thus, PM is indispensable to manufacturing 
enterprises, as if the efficiency of an activity cannot be measured, then it cannot be properly 
controlled (Hon, 2005). The same article also points out that, because this task is so 
essential, companies tend to overload themselves with different performance measures and 
indicators, which will not only cause unnecessary load on resources but ultimately lead to 
loss of focus on crucial issues which should be properly monitored. 
 The evolving context in which companies find themselves forces them to adapt their 
performance measurement systems to reflect a more comprehensive state of the global 
situation of the enterprise, as certain events (both external and internal) may cause the need 
for reviewing corporate level objectives and priorities (Bititci, Turner, & Begemann, 2000). 
Performance Indicators started out as financial measures, as that was what was most valued 
by companies. However, as systems and processes grew in complexity, historic financial 
measures became insufficient for understanding performance and companies began giving 
more emphasis to non-financial criteria (Striteska, 2012), preferably leading (i.e. proactive) 
indicators, as opposed to lagging (reactive) ones, anticipating if the tasks being performed 
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will achieve the desired results rather than just monitoring them. Hence, companies attempt 
to define KPIs that can provide a complete view of how well a production system is operating, 
not only in a way that past performance is reflected, but also so that they can identify 
shortfalls of the system, ideally providing insight as to where to direct improvement efforts. 
Furthermore, KPIs have the capacity to condense the information obtained from various 
performance measures and in this way, reducing the strain on production managers from 
having to extract relevant information to make correct decisions in a short time span (Jovan, 
Zorzut, & Ieee, 2006). 
 Literature shows that despite the growing need for more integrated performance 
measurement systems, companies are still struggling to find systems that are in perfect 
alignment in terms of objectives and the KPIs used (Muchiri et al., 2010). This study also 
suggests that a significant percentage of managers is not satisfied with their performance 
measurement systems. Furthermore, it states that it is frequent to see that the proportion 
between financial and non-financial measures is still not suitable, and even though managers 
recognize the importance of other factors such as strategy, human resources and internal 
processes analysis, they are still not adequately reflected in their performance management 
systems (Striteska, 2012). According to Gomes (Gomes, Yasin, & Lisboa, 2004) managers have 
a tendency to measure what is easy, rather than what is necessary. However, improvements 
seen in quality, information and continuous improvement systems can facilitate the use of 
non-financial measures in performance measurement processes. 
 
2.2 - Performance indicators 
 As previously mentioned, performance management is a tool used to verify that a 
company is evolving in alignment with operational, strategic and financial goals set. In the 
operational sense, its focus is more on reducing costs rather than solving profit related issues. 
To do this, organizations need to understand and monitor the key performance indicators 
that better reflect their systems, as well as to understand that there will be tradeoffs 
between them, meaning that if one increases in value others may consequently suffer (Bhatti 
et al., 2014).  
 To be effective, KPIs should demonstrate how well a production system is operating from 
a transparent and holistic view, however, often the indicators are still chosen based on 
discussions, expert opinion, or other somewhat subjective methods rather than by using 
analytical approaches (Kang, Zhao, Li, & Horst, 2015). The same article argues that by 
analyzing the mutual relationship between indicators (which can be correlated, i.e. can be 
derived and replaced by others), performance managers can be more effective, by 
maintaining a closer and more focused look on the most relevant points for the system, those 
that are best aligned with the strategy being applied by the company. 
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 Based on the suggestions presented by the ISO 20400 reports, (Kang et al., 2015) proposes 
a hierarchy of KPIs of supporting, basic and comprehensive indicators that can provide 
extensive insight in a manufacturing system. The comprehensive KPIs were Overall Equipment 
Effectiveness (OEE) and Net Equipment Effectiveness (NEE), and the basic ones concern 
worker efficiency, throughput rate, blocking/starving time, scrap/rework ration and many 
others. (Stricker et al., 2016) identifies a KPI set which assures that all shortfalls of the 
system were reflected while minimizing the number of necessary indicators, however these 
were specific for the system being considered. Order execution time, corrective maintenance 
time, utilization efficiency and planned operation time are some of the measures suggested 
by this study. The authors modeled the mathematical relationships between 130 suggested 
performance indicators found in literature and applied them in a linear optimization 
problem. This lead to the selection of 13 KPIs that could identify all shortfalls of the system 
as well as their causes. These KPIs, however, were dependent on the system being considered 
as the correlations found between them could stop being valid in a different system. The 
selection included measures such as corrective maintenance time, time to failure, degree of 
flow, good quantity in first attempt, and others.  
 A study based on the high-tech manufacturing industry (Tseng, Chiu, & Chen, 2009) 
revealed that companies place more emphasis on dimensions which support competitive 
strength, such as innovation capability, supply-chain relationships and manufacturing 
capability. For manufacturing capability, for example, the indicators described were product 
yield rate, manufacturing flexibility, productivity, product quality level and cost efficiency. 
 Focusing on a more operational aspect of the manufacturing systems, a study (Hon, 2005) 
considered the most relevant measures that companies in the aerospace industry value when 
measuring the performance of their systems. Their results showed that quality-related 
measures are the most established, along with cost and time-related metrics. Furthermore, 
the study concluded that from different metrics, companies are most concerned (in a 
descending order of importance to the companies) with overall lead-time, on-time delivery, 
operating costs, inventory level and scrap rate. Other studied measures include defect ratio, 
setup time or effective capacity of a machine. An application of a KPI-based analysis in a 
production feedback control loop in a polymerization plant can be seen in (Jovan, Zorzut, & 
Ieee, 2006). Here the authors select productivity, mean product quality and mean production 
costs as the plant’s key performance indicators, to be monitored by a production manager 
and for him to act upon in case of deviations from some predefined set point values. 
 (Muchiri et al., 2010) found that maintenance performance measurement is dominated by 
lagging indicators such as equipment performance and maintenance costs, and that OEE was 
considered a crucial indicator since it can measure different types of losses seen by the plant 
as well as provide indication towards improvement.  
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2.3 - Scheduling Rules 
 Production planning is paramount in achieving optimal system performance, and although 
much research has focused on this topic, the dynamic conditions of real manufacturing 
systems are still a challenge and need to be considered/addressed, potentially by adapting 
production schedules to variations within the system (Dominic, Kaliyamoorthy, & Kumar, 
2004). Scheduling rules (also designated as dispatching or sequencing rules) are used for this 
purpose, and are widely accepted in the industry for its ease of implementation, good 
performance, and the flexibility of integrating domain knowledge and expertise into 
operational decisions (Vinod & Sridharan, 2011). In a general sense, two main groups can be 
identified (Kaban, Othman, & Rohmah, 2012): static rules, where job priority values are 
constant and do not change over time (they are mostly based on job/machine data and 
system configuration); dynamic rules, which are time dependent and can adapt to the current 
situation and dynamic of the system. The same article points out that the main the main 
disadvantage of dispatching rules is that they cannot offer optimal solutions for the variety of 
performance measures to be improved, but rather offer a trade-off between them.  
 (Parthanadee & Buddhakulsomsiri, 2010) attempts to cope with uncertainty in incoming 
raw material quantity and quality by adapting its production schedule in real time to provide 
a better response to different conditions. To do this, the authors test and select in real time 
the best from nine dispatching rules according the specific target machine and the jobs 
scheduled to be performed. This real-time scheduling was successful in reducing mean flow 
time as well as average tardiness and average number of tardy jobs. (Dileepan & Ahmadi, 
2010) studied and implemented several simple scheduling rules in a job-shop environment, 
which could be easily adopted in the context of relatively small job-shop-based companies 
which lack the resources to implement more complex approaches. Different simulation 
scenarios of varying complexity were created, and the studied rules were five: two static, 
i.e. Shortest Processing Time (SPT) and Earliest Due Date (EDD), and three dynamic, namely 
Slack per Remaining Operation (SPRO), Priority Ratio (PR) and Total Work Remaining (TWKR). 
The authors’ objective was to measure the rules’ efficiency within different performance 
measures related to WIP levels, and due date analysis. Among other things, the authors found 
that SPT and EDD were generally effective in providing reasonable results (similar to the 
remaining rules) with respect to the various performance metrics, with SPT working best at 
minimizing overall WIP inventory.  
 (Frantzén, Ng, & Moore, 2011) designed a scheduling tool (in practice, a DSS) which would 
use real-time data from the production line to send expert suggestions to the operators. The 
decision support system presented in this article first generates an optimal schedule using a 
Genetic Algorithm, and then utilizes different dispatching rules, namely First-In, First-Out 
(FIFO), EDD, SPT, LPT and VSD, according to the current WIP status in certain machines to 
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periodically adapt the optimal production schedule to disturbances that may have occurred, 
thus implementing a predictive-reactive scheduling decision support tool. 
 In (Vinod & Sridharan, 2011) the authors use discrete event simulation to test different 
due-date assignment methods for jobs in manufacturing, as well as different 
scheduling/dispatching rules for assigning job priority. The rules used for assigning jobs to the 
available machines could be static, such as FIFO or SPT, or dynamic (EMODD, CR + SPT, Slack 
per Remaining Processing Time + SPT, PT + Work In Queue, PT + Work In Queue + Slack). In 
the model, machine breakdowns were not considered, and there was also no alternative 
routing, i.e. each operation could only be performed in one machine. This article was 
successful in finding the best combinations for reducing specific performance metrics such as 
mean flow time, percentage of tardy jobs and others. (Dominic et al., 2004) compared the 
performance of several static - SPT, LPT, FIFO, LIFO, Total Work - and dynamic - Most Work 
Remaining, Least Work Remaining - dispatching rules, as well as the combination between 
some of them, by using several performance metrics such as mean flow time, mean tardiness 
or the number of tardy jobs. Their analysis was performed in a job-shop environment using 
discrete-event simulation, however no modeling of interruptions (breakdowns, maintenance) 
or machine queues for products (no limitation) was considered. The authors found that a 
combined approach of either Most Work Remaining + FIFO or Most Work Remaining + SPT was 
the most effective in improving the most amount of performance measures. 
 
2.4 - Decision support systems and Frameworks 
 Decision Support Systems have taken on different roles whenever employed in the 
manufacturing environment (e.g. alert systems, provide suggestions, control some form of 
process, etc.), however their true focus remains constant: to assure that decision makers 
have at their hands the most amount (if relevant) and most accurate information upon which 
to fundament their decisions. Having present the concepts taking shape with the insurgence 
of Industry 4.0, DSSs are tendentially looking towards forward indicators and towards 
predicting behaviors (and events) rather than only making analysis on what has already 
happened, as will be shown further ahead. In this line of thought, cyber-physical systems are 
emerging, attempting to reduce the gap between machines and the information systems, 
making use of the massive information that can be generated by sensor networks and the IoT 
to develop more intelligent manufacturing systems (IMS) (Monostori, 2014). For these 
reasons, cloud-based technologies are becoming more attractive (Xu, 2012) as well as 
structures (such as databases) that are best suited for supporting Big Data analytics (J. Lee, 
Bagheri, & Kao, 2015). In addition, as will be shown in some of the following articles, a bigger 
emphasis can be seen in literature in taking a proactive approach to maintenance operations, 
such as by finding the optimal time for performing maintenance operations based on system 
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status (historical data) as well as the condition of the machines (proactive actions). Big data 
analysis techniques can be very useful in this aspect when used efficiently, as more 
information usually translates to better informed decisions, which may help improve most 
decision-making processes allowing for a more predictive approach to the decisions taken 
(Babiceanu & Seker, 2015).   
 A combination of simulation with DSS support is proposed in (Mahdavi, Shirazi, & 
Solimanpur, 2010) to control a stochastic flexible job-shop, where the simulation output data 
is fed to a rule-based inference engine (DSS) that recognizes improvement points and 
provides recommendations. In this article the rule-base engine is the focus, as it feeds on 
manufacturing information to tune control parameters and improve the following runs. Here 
the DSS acts as a simulation manager, as it uses real-time Event-Control-Action (ECA) rules 
for identifying machine bottleneck occurrence and controlling the system accordingly. The 
authors were able to achieve improvements in certain key performance indicators such as 
completion time, machine utilization, idle time and time between departures to evaluate the 
system’s performance. The work of (Schuh, Potente, & Fuchs, 2012) directs towards the 
importance of adapting the production schedule according to current plant conditions, more 
specifically having in consideration the impact of shifting bottlenecks in the production 
system. Thus, this article addresses the dynamic occurrence of bottlenecks, and attempts to 
adapt the order release schedule to the high WIP levels that may be a consequence of these 
troublesome machines. It was successful in prioritizing order plans, achieving as much as 60% 
in throughput time reduction.  
 (Bousdekis, Magoutas, Apostolou, & Mentzas, 2015) propose a proactive framework based 
on the condition of machines, combining diagnostic and prognostic guidelines for addressing 
equipment health state. Their concept proposes systems that can predict the most cost-
effective time to perform maintenance (accompanied by the appropriate action according to 
predictions), avoiding failures and undesired production stops, by using both historical and 
real-time information to feed statistical techniques as well as machine learning methods such 
as Bayesian or neural networks. Because the probability that the DSS fails to predict an 
undesired event cannot be eliminated, the article also suggests that if-then rules should be 
developed to deal with any undesired occurrences. (Ni & Jin, 2012) covers the importance of 
determining the impact that bottleneck machines can have on production and on limiting the 
throughput of the system, and they focus on the increase of machine reliability to improve 
this factor. Furthermore, the authors mention the benefits of using simulation or analytical-
based methods to identify short-term bottlenecks. In line with the previously mentioned 
article, these authors suggest the use of a Maintenance Opportunity Window - the optimal 
time in which to perform maintenance - as well as maintenance task prioritization, joint 
production/maintenance schedules and staff management as potential tools to optimize 
maintenance-related costs.  
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 In (Rainer, 2013) the use of data mining techniques is explored in order to extract useful 
information that can aid in deriving planning rules for frequent real-time rescheduling. The 
authors develop a Naïve Bayes algorithm to explore existing product orders and identify 
critical characteristics that can be pinpointed as contributors to high lead times. A DSS was 
developed, as the system would alert the planner (human) that a certain scheduling rule 
(pre-identified) was being violated when performing scheduling tasks in real time. The 
presented data mining process was successful in identifying relevant clusters and factors that 
were influencing lead-time in the system. In a different article (Krzysztof, Cezary, Wojciech, 
& Iwona, 2014), the authors use predictive-reactive scheduling to adapt production to 
undesired events such as machine failures or unexpected delays. They discuss factors 
relevant to revising a schedule after production has started, such as the optimal rescheduling 
period (periodic or irregular intervals), model changes (configurations, variant routes, 
priorities/deadlines/lot sizes), the correct identification of disturbances (failure, worker 
shortage, delay in raw material supply, etc.) and the methods of rescheduling. Furthermore, 
the proposed decision-making tool is proposed as a production control strategy as it would be 
effective in dealing with dynamic changes in the production system and its environment. 
 (Lamparter, Legat, Lepratti, Scharnagl, & Jordan, 2011) presents an approach that makes 
use of advances in tracking and tracing systems (through RFID and other Auto-ID technologies) 
to perform event-based production order rescheduling, bridging the gap between supply 
chain and manufacturing operations management, and equipping a system with the capability 
of reacting to different disruptions such as early/late arrival of parts, machine breakdowns or 
others (using a rule-based event pattern language). This was achieved by adapting production 
to the changes introduced by those events, focusing primarily on obtaining an inventory-
oriented scheduling, with the proposed approach showing success in improving the cumulated 
earliness/tardiness of jobs while minimizing the number of rescheduling steps taken.   
   
 
Chapter 3  
 
Improvement Management and 
Operational Performance framework  
 Performance measurement is essential in productivity improvement, and invaluable when 
there is a need to diagnose, trouble-shoot or enhance a manufacturing system (Mathur, 
Dangayach, Mittal, & Sharma, 2011), as it ensures that managers can, in a long-term 
perspective, better allocate the company’s resources towards the most effective 
improvement activities. For this reason, the methods and models previously described aim to 
provide relevant measures and metrics for operational performance, with the objective of 
helping managers and decision makers evaluate the impact of their strategic and operational 
improvement efforts. Therefore, the framework developed in this dissertation will then be 
applied in a simulation of a real-world context (case study), performing a proof of concept 
and thus verifying its adequacy for real-world applications in a manufacturing environment.  
 
 Throughout recent years, developments in sensor, data acquisition and computer network 
technologies have propelled the integration of data generation processes into manufacturing, 
making way for the appearance of smarter factories, which shorten the gap between the 
physical and virtual worlds by creating “autonomous and cooperative elements” that are 
connected to each other across multiple production levels and have knowledge of logistics 
networks (Monostori, 2014).  
 Thus, Cyber-Physical Production Systems (CPPS) emerge, representing systems comprised 
of collaborating entities that are intensively connected to their surroundings (by extensive 
sensor usage) and to each other, continuously generating high volume data (Big Data) that 
can be studied and utilized in combination with Artificial Intelligence (AI) and Machine 
Learning (ML) techniques to create more intelligent elements (J. Lee et al., 2015). The same 
article states that, in the production environment, this translates into machines that are self-
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aware (i.e. that can track their condition/health) and self-adaptable, allowing for much 
higher flexibility and reliability, as well as fast data exchange between production entities 
and networks. As more CPPS start to appear within the current environment, today’s 
factories begin to transform into the next generation, namely Industry 4.0 - the 4th Industrial 
Revolution (Schlechtendahl, Keinert, Kretschmer, Lechler, & Verl, 2015).  
 
 In this context, an Improvement Management framework is proposed as a means to 
integrate different necessary components to monitor, control and improve current or future 
production systems. It is partly inspired by the work of (J. Lee et al., 2015) and, if 
considering the article’s proposal, it would target more specifically the Cognition level of the 
article’s “5C architecture for implementation of Cyber-Physical Systems”, as well as small 
features of the different layers of that architecture, such as degradation and performance 
prediction (second layer): 
 
 
Figure 3.1 - 5C architecture for implementing Cyber-Physical Systems (J. Lee et al., 2015) 
 
 The proposed framework does not present insights in regards to establishing the 
connection between sensorial and data-gathering elements, but rather assumes that when it 
is being considered for implementation, the systems have already been designed or 
adequately modified to have the information-generation capabilities necessary for gathering 
all relevant data. Rather, the focus of this dissertation is to advocate the elements that can 
aid decision makers and/or decision making systems in finding appropriate performance-
increasing actions or troublesome elements within a production system, thus guiding 
improvement efforts in a more seamless way. More specifically, the most relevant elements 
for this purpose are structures such as Production (simulation model or real manufacturing 
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plant), Key Performance Indicator monitoring and a Decision Support module. When working 
together, these pieces can provide a holistic view of a manufacturing system’s performance, 
and even more so when incorporated into an Artificial Intelligence / Machine Learning / Big 
Data environment. The idea is building up systems that can easily adapt to a wide variety of 
both internal and external factors, such as variations in customer demand, changes to a 
production schedule, machine failure and maintenance, shortage of raw materials, etc. In 
short, the framework should provide tools and methodologies that are adequate for an 
Industry 4.0-ready system.  
 Decision makers contribute with valuable human expertise when it comes to controlling 
production and operations in a manufacturing system. Managing production schedules, 
coordinating maintenance operations, dealing with operators working different shifts and 
many other essential tasks. To aid decision makers with efficiently incorporating simulation 
into their decision process, the integration of DSS with simulation is paramount. (Liu, Duffy, 
Whitfield, & Boyle, 2010) suggests three capability components to a DSS: a database 
management system (DBMS), a model management component or model base management 
system (MBMS) and a dialogue management component. In other terms, a DSS should 
encompass three core elements which are a database (and its management), a model base 
(the logic behind the support being provided) and an interface, that enables the user to 
interact with the system, view graphs and suggestions, etc. With this in mind, Figure 3.2 
shows the suggested framework and its modules, and its analysis will be described hereafter.  
 
 When dealing with production, both a real-world environment or the use of simulation 
software provide good opportunities for gathering useful information related to the flow of 
products and materials through the system, the performance of machines, tracking of orders, 
costs, and many other indicators that can give insights on what is happening within the 
system. In a real-world system, machines that are equipped with proper sensor networks can 
generate the massive amounts of information necessary for properly performing condition 
monitoring, making use of machine learning and other artificial intelligence techniques to 
anticipate possible undesired situations based on predictions and past information. 
 Alternatively, in simulation environments the focus is often on more high-level production 
activities, such as product routing, scheduling, machine utilization, layouts, etc. In these 
cases, emulating data regarding machine health is not very practical when considering all the 
interactions to model within a factory. Furthermore, in comparison with real-world systems 
the data generated would possibly be in lesser quantity, and consequently the data mining 
techniques could prove less useful. For this reason, condition monitoring may not be very 
practical in a simulation environment that deals with these levels of interactions. Still, the 
proposed framework should have both situations in mind, and should be ready to support Big 
Data and complex data analysis. 
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Figure 3.2 - Proposed Framework for a DSS-supported system 
 
 Because of this, the first of the three core elements previously mentioned, i.e. the 
database, should be capable of handling large amounts of information, and often traditional 
relational databases may not be the most adequately prepared for this. As such, the use of a 
time-series database is suggested, for its capability to support machine learning and 
knowledge inference as well as fact that most gathered information has a strong relation with 
time (e.g. the evolution of machine health through time - temperature, pressure, distance 
between parts, etc.). In addition, modelling a factory through simulation means that most 
likely there is interest in generating previews of many days/weeks/months in a short amount 
of time. Such databases support very high frequency read and write operations, which means 
that simulation speed is not limited by this choice.  
  
 Regarding the implementation of the interface, there is a wide variety of tools available, 
and it will heavily depend on the desired objectives when constructing such a system. 
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Visualization Dashboards that summarize information about relevant KPIs along with other 
knowledge about what is going on within the system are extremely useful not only for 
decision makers, but also for operators within the factory, as a way to easily gain knowledge 
of important events, the production sequence, or other information. When designing the 
interface, however, an effort should be made to keep information as clean as possible, that 
is, display the most relevant information in a clear manner and without distractions. This 
often means limiting the amount of performance indicators being monitored, as too many 
indicators can overwhelm the decision maker, thus limiting the effectiveness of the desired 
performance measurement efforts (Stricker et al., 2016). 
 The DSS should focus on improving the performance of the decision maker, whether 
decision actions are the task of a person or of an automated system. Since this element can 
have great positive impact on a system’s performance when explored correctly, efforts 
should be made to make sure that the decision maker is provided with consistent 
information, which in turn will allow for consistent decisions. Overall, the decision support 
module should be properly aligned with the improvement objectives and the strategic or 
operational focus of the company, and it should make use of suitable techniques, depending 
on the system being considered, such as data mining (to discover hidden patterns and support 
interpretation/evaluation), machine learning (to gather information and make predictive 
analysis to anticipate future events).  
 Knowledge-based Systems (KBS), often designated expert systems, can be developed to 
help perform task which typically require human interaction (experts with knowledge in the 
field). This can prove useful in production environments, as the need for systems to become 
more flexible and agile is steadily increasing, where automating certain decisions based on 
reasoning obtained from knowledge insight can influence decision timing and efficacy, thus 
improving a system’s responsiveness. These systems help bridge the gap between decision 
support and active decision making (especially when combined with the other forms of DSS 
that were previously discussed). This inherent potential confers them the designation of 
Intelligent (Liu et al., 2010), hence resulting in Intelligent Decision Support Systems (IDSS).   
 The same article points out that typical strategies when working with KBS involve Rule-
Based Reasoning (RBR), Case-Based Reasoning (CBR) or a combination of the two - Hybrid 
Reasoning (HR). Often these systems explore knowledge in the form of IF-THEN-ELSE 
statements that aid in determining valid alternatives to a problem. This approach is 
particularly useful when dealing with operational problems where, although uncertainty does 
exist, it is possible to create a well-defined problem structure with effective rules for 
addressing weak points in the system based on expert knowledge.  
 
 Ideally, decision makers should be supported by an IDSS that combines various forms of 
knowledge exploration (through inference, reasoning, etc.), which would elevate the 
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consistency and effectiveness of their decisions. At the same time, the targeted system 
would be granted better reactionary and evolutionary capabilities as more information is 
accumulated, interpreted and assimilated into the knowledge base.  
 
3.1 - Instantiating the methodology in the case study 
 Simulation is often used by companies to test possible alternative scenarios, evaluate 
different strategies, and see how their manufacturing systems would respond to variable 
factors and perform many other critical analyses of what is yet to come. However, on a more 
operational level, even the best plans are often affected by external and internal factors that 
can limit production, raise costs, cause failed timely deliveries, or other disturbances. 
Attempting to combat these effects, a case study will be used to test the introduced 
framework, and it gives a great emphasis to real-time control and adjustment of current 
conditions as a reaction to certain events and triggers. The previously proposed framework 
should, thus, be adapted to fit the selected problem which consists of a discrete-event 
simulation of a real-world manufacturing context, and then implemented to assess its 
effectiveness. The description of this case study description can be found in Chapter 4, and 
the adapted framework is shown below in Figure 3.3 and will be discussed hereafter.  
 
 
Figure 3.3 - Proposed Framework for addressing the case study 
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 The intended focus of this implementation is handling real-time operations and 
improvement actions. Citing (Hon, 2005), “Performance measurement is indispensable to 
manufacturing enterprises, as if the effective efficiency of an activity cannot be measured, it 
cannot be properly controlled”. Thus, the first step in guiding improvement should be 
selecting which KPIs better represent performance variation, from a holistic perspective, in a 
way that does not overwhelm the decision-making process with too many variables. Following 
the recommendations that can be seen in (Kang et al., 2015), (Hernandez-Matias, Vizan, 
Perez-Garcia, & Rios, 2008) and (Hon, 2005) several key performance indicators were 
selected. From the multitude of KPIs that are frequently seen in literature, the few that were 
adopted relate to the more operational aspects of production, which is in line with the key 
objectives for this dissertation, i.e. improving operational performance. The proposed 
indicators can be seen in Table 3.1: 
 
System 
 
Machine 
     
  
time-related 
 
production-related 
makespan (completion time) 
 
busy time 
 
OEE  
mean flow time 
 
blocked time 
 
buffer state 
no. overdue orders 
 
idle/starved time 
 
machine utilization 
total overdue time 
 
maintenance time 
 
total production 
WIP 
 
failure time 
       
Table 3.1 - Selection of Key Performance Indicators 
 
 The software program that will be used to model the manufacturing system is called 
AnyLogic, a very powerful Java-based simulator which can be used to model different 
scenarios such as discrete-event simulation, system dynamics or agent-based modelling. 
Discrete-event simulation will be used to implement the factory logic, and the fact that this 
simulator is very flexible helps when considering databases which require access through an 
API - given that the simulator works in java, it is possible to import functions that allow 
communication between the running models and an external database (other programming 
languages allow this, but not all simulators offer this kind of flexibility).  
 
 The manufacturing data obtained through the simulation should be stored in a database 
as it is being generated and then immediately displayed in different dashboards for easy 
visualization. This allows for viewing not only the current state of the factory, but also of the 
evolution in the production through time, making use of relevant KPI’s and providing a more 
complete picture on how the system is behaving. The selected database, the one to be used 
in the case study, is called InfluxDB. It is an open source time-series database which supports 
high-frequency read/writes and is capable storing of very large amounts of data, which is 
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perfectly adequate for simulation runs with increased time scales for higher run speed. It has 
the advantage of being relatively easy to install, run and manage, while also providing a 
browser interface for querying the database. Other alternatives for selecting a database of 
similar characteristics could be, as an example, Elasticsearch or Graphite, also both well-
known and widely-used time-series databases. 
 
 While the developers of InfluxDB also provide a tool for creating, managing and visualizing 
dashboards which contain the relevant real-time information of the simulations being run, a 
different and more flexible solution was selected to be used in this implementation (it was 
also referred in the documentation provided by InfluxDB). This tool is named Grafana and it is 
a web-based interface allows users to create multiple graphs and customizable dashboards, 
with data refresh intervals that are user-controlled, allowing for visualization in real time of 
the situation within the simulation at any simulation speed.   
 
Technologies 
   Simulation Engine AnyLogic (link) 
Visualization Grafana (link) 
Database InfluxDB (link) 
Table 3.2 - Summary of technologies to be applied within the case study 
 
3.1.1 - Decision support system 
 The purpose of the DSS in this context is to utilize information from the manufacturing 
plant during simulation and attempt to locate relevant improvement points or options to 
better utilize the existing resources, as well as provide actions to deal with unexpected 
events and situations. The idea is to use real-time data from the running simulation to adapt 
product routing in a response to certain events (e.g. when dealing with machine breakdown, 
maintenance), balance production and utilization, attempt to correct the appearance of a 
bottleneck, etc. The system should be able to generate visual cues when events occur or 
decisions are taken by the DSS (to be shown in the dashboards), but it should also have 
sufficient automation to act without requiring user interaction. 
 
 One of the main limitations in any production system is a bottleneck machine or a specific 
machining process. A bottleneck can be defined as the “throughput limiting resource of the 
whole system”, and its functioning should be closely monitored and controlled (Schuh et al., 
2012). The operating point of bottleneck machines influences the behavior of many other 
segments within a manufacturing system, as the ones that are affected by these machines 
will likely be heavily limited by their performance. Usually, indicators such as increase of 
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inventory before a bottleneck and insufficiency of parts after a bottleneck are often seen. 
However, production can be very dynamic, this is not always the case.  An important thing 
point to grasp about bottlenecks is that they determine the throughput of the system.  
 When a bottleneck is not recognized and addressed, a chance was missed to increase 
throughput. Dealing with this question within a complex manufacturing system, however, is 
not easy, but at the same time is very rewarding, as increasing performance in such critical 
points has the potential of greatly improving overall throughput of the system. 
 
 In (Mahdavi et al., 2010) an IDSS was implemented for controlling and optimizing 
production in a stochastic flexible job-shop environment, using rule-based reasoning in the 
form of event-control-action rules to monitor balance and improve several performance 
indicators such as   completion time, machine utilization, time between departures, etc. This 
article provides a set of rules for identifying the occurrence of a bottleneck in the system, 
thus allowing for better control over the manufacturing operations with more relevant 
knowledge on where to focus efforts to improve performance. Furthermore, the article 
provides several additional rules for controlling utilization balancing and altering production 
routes for individual pieces based on the state of the machine in the system (if it is being 
considered a bottleneck at a certain time). The rules that were in line with the context of 
the case study (described in Chapter 4) are shown in Table 3.3: 
 
Bottleneck Identification             
1 if a machine is performing, on average, more operations than expected (based on 
the number of similar machines and total number of pieces in the system) 
         Balancing and non-bottleneck assignment         
1 if two machines are free and there is an operation to be performed, assign it to 
the machine with lower utilization 
         2 if an operation is waiting to be performed and there is a free machine, assign the 
operation to that machine 
         3 if an operation is waiting to be performed but a machine is a currently a 
bottleneck, then assign that operation to a different machine 
 
Table 3.3 - Bottleneck identification and balancing rules (Mahdavi et al., 2010) 
 
 In addition to balancing utilization through the available machines, there is an objective 
to attempt to minimize other factors, such as the completion time, and when comparing two 
alternatives to choose which machine an operation should be assigned to, often selecting the 
one with lower utilization will mean that the piece must remain in a queue waiting for its 
turn to be processed (thus extending the completion time for that order). Because of this, 
rule 1 of Balancing and non-bottleneck assignment from the previous table was adapted, and 
instead of selecting the machine with lower utilization, the piece should be assigned to the 
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machine a which better ratio: queue size (10%) and processing time (90%). If two machines 
happen to have the same ratio, then the one with lower utilization is chosen. Given the new 
nature of this rule. This rule was incorporated into the simulation without being considered 
as a balancing procedure. This adaptation and its new use will be further explained in Section 
4.2.2. 
 
 Adding to the rules in Table 3.3 two more were formulated for identifying the occurrence 
of machine bottleneck, and an additional one for dealing with machine failures. Thus, the set 
of identification and balancing/non-bottleneck assignment rules is shown in Table 3.4: 
 
 
Bottleneck Identification             
1 if a machine is performing, on average, more operations than expected (based on 
the number of similar machines and total number of pieces in the system) 
         2 if the buffer (queue) level for a machine is above a designated threshold, identify 
the machine as a bottleneck (threshold = 80% of queue capacity) 
3 if a machine’s utilization level is above or equal to a threshold, identify the 
machine as a bottleneck (threshold = 90%) 
        
 Balancing and non-bottleneck assignment         
1 If a machine is in failure, and there are other suitable machines (non-bottleneck 
and have queue space available), transfer products in queue to another machine 
         2 if an operation is waiting to be performed and there is a free machine, assign the 
operation to that machine 
         3 if an operation is waiting to be performed but a machine is a currently a 
bottleneck, then assign that operation to a different machine 
 
Table 3.4 - Bottleneck identification and balancing rules for the case study 
 
 In short, the DSS which will attempt to improve the system provided in the case study is 
based upon several event-control-action (ECA) rules, similar to what was presented in 
(Mahdavi et al., 2010), which would be within the guiding lines of RBR. Given the intrinsic 
connection between the DSS’s suggestions and the decision making that autonomously takes 
place to improve performance, the proposed DSS could be considered intelligent, thus falling 
into the category of an IDSS as suggested by (Liu et al., 2010). 
 
 It should be noted that these rules are designed to be applied atop different scheduling 
rules, rather than being used as a tool for generating schedules. In practical terms, this 
means that they should help conventional rules in reducing measures such as the makespan 
(completion times), the number of overdue orders or the average flow time, while also 
balancing and improving utilization between machines.   
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 In particular, to assess how the rules defined and applied by the DSS can perform in 
different circumstances and configurations, they will be tested, for each set of orders, on top 
of three different scheduling methods: FIFO, SPT and EDD. Each rule encompasses different 
characteristics: 
 FIFO (also known as First-Come, First-Served) represents the basic and simplified 
approach to scheduling, yet this does not mean it is supposed to be the worst method. 
Following this strategy, production orders will be processed in accordance to the sequence in 
which they arrive in the system, with no consideration for their due dates, the quantity of 
products to be manufactured.  
 SPT incorporates a measure of the time needed to process a certain order, and thus 
prioritizes production of orders which are less time-consuming. This approach attempts to 
avoid having large orders blocking the system (when only one can be processed at a time), 
while also expediting smaller batches of production. Because of this, SPT is usually associated 
with a reduction in the mean flow time - the average time and order spends on the system. 
However, it also causes large orders to be deferred, which potentially means that some due 
dates might not be respected.  
 EDD performs an urgency-based prioritization. Orders which have upcoming deadlines 
(regardless of the amount to produce or how long they were in the system) are first 
addressed, thus making sure that, within the limitations of the system, the shortest possible 
amount of orders are finished after their due dates. Nevertheless, there is a clear downside, 
i.e. orders that are less urgent and have longer due dates tend to be left for last, likely 
leading to a failure in completing them in a timely manner (higher number of overdue 
orders).  
 
  
  
 
Chapter 4  
 
Case Study 
 To see the benefits of the proposed framework in a concrete scenario, it was applied and 
tested using a model that could represent a real-world hybrid flow shop with alternative 
routing for the sequence of operations necessary to complete each production piece. Hybrid 
flow shop configurations are common in manufacturing, and typically consist of a set of 
stages of production (in series, to enforce a certain sequence in production, thus the 
designation of flow), each of which is comprised of a number of similar machines that 
operate in parallel. This type of problem was adopted since it focuses essentially on an 
operational point of view of manufacturing, which is in line with the objectives of this 
dissertation. Despite being conceptual (in the sense that it was not based on any specific 
real-world manufacturing facility), this configuration or similar ones could be seen in real-
world manufacturing companies and so, positive results for this application would translate 
into positive improvements beyond a simulation analysis. The purpose of using this case study 
is to develop each stage of the modeled system using a well-thought approach, creating a 
global real-time loop that can capture manufacturing data and analyze it to provide insight as 
to where modifications can be made so that system performance can be enhanced.  
 
 The problem itself consists of three stages of production for four different products (A - 
D), each with distinct processing times for each production stage. These stages are sequential 
and can only be performed in machines allocated for that specific type of operations. The 
production is handled by 6 different machines divided through each stage.  
 The configuration for the production times in each machine is setup before the simulation 
is running, in a separate configuration file, along with the information about the sequence of 
production orders to be performed by the system. The values for the processing times on 
each machine were selected to promote the appearance of bottlenecks in different machines 
during the simulation. The reason for this is allowing the creation of more opportunities for 
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the rules defined in the DSS to come into play throughout the simulation, thus better 
evidentiating the potential it has for guiding the system when these complex situations occur. 
Each machine has a queue with the capacity for holding 10 products, which is sufficient for 
allowing sporadic blockage to occur without resulting in an overwhelmed system with even 
low amounts of production. The configuration for the processing times can be seen in Table 
4.1. Each color represents the manufacturing stage in which each machine is included (i.e. 
which type of operation - 1, 2 or 3), and the time is given in minutes. 
 
Material Code M 0 M 1 M 2 M 3 M 4 M 5 
Ideal Time  
(average) 
A A1 3 3 
    
8 
 
A2 
  
4 4 4 
 
 
A3 
     
1 
B B1 4 4 
    
9.5 
 
B2 
  
4 
 
5 
 
 
B3 
     
1 
C C1 2 2 
    
7 
 
C2 
  
4 4 4 
 
 
C3 
     
1 
D D1 3 3 
    
8.5 
 
D2 
   
4 5 
 
 
D3 
     
1 
Table 4.1 - Processing times for each operation in each machine 
  
 Depending on the product that is being considered, each operation has at least two 
alternate machines to choose from when considering product routing. The last operation is an 
exception, however, as only one machine is available but the processing time is low for all 
products, to recreate an expedite operation (e.g. a simple packaging, painting or assembling 
task) for finalizing the product. 
 For products B and D, creating only two alternative machines for production in the second 
stage (operations B2 and D2, respectively) with different processing times means that the 
system must make compromises, namely between sending a piece to a quicker machine that 
might be under stress in terms of queue accumulation, or instead choose the route where 
processing time might be longer but, due to the buffer state, the piece will most likely be 
worked upon sooner.  
 
 Regarding the modelling of unexpected events, the occurrence of machine failures and 
planning of maintenance operations was introduced in the model. The intention when 
designing the probability of these events’ occurrence was that maintenance operations would 
be a relatively common - but short - routine. In regards to failure events, these would appear 
randomly (with the possibility of no failures for some machines) for the sake of testing the 
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reaction capabilities of the DSS. The probability of occurrence for these events is obtained 
from the following distributions: 
 
Initial time  
to failure 
Time to next 
failure 
Initial time to 
maintenance 
Time to next 
maintenance 
uniform(60, 1440) triangularAV(1000, 0.5) uniform(60, 480) triangularAV(480, 0.1) 
Table 4.2 - Probability distributions for failure and maintenance events (minutes) 
 
 With the obtained simulation times for the given order plan (the order plan can be found 
in Section 4.2.1, simulation results in Section 5.1) being around 14h without DSS influence 
and 13h30m when the DSS is active, there is roughly a 60% chance that a failure event occurs 
throughout simulation at least once, with a small chance that more than one appears. 
Maintenance tasks happen more frequently, yet they are very brief. The duration of each of 
these events (in minutes) can be seen in Table 4.3: 
 
Failure Repair  
Time 
Maintenance Task  
Time 
45 10 
Table 4.3 - Duration of failure and maintenance events 
 
 The stopping condition for a simulation run is that all orders have been completed, i.e. 
the simulation will stop when all products within all orders have been processed.  
4.1 - Implementation in AnyLogic 
 AnyLogic is a very powerful Java-based simulation tool, which uses object-oriented 
conceptualization to model its elements. Its visual representation of the graphical 
components that comprise the modelled system makes it easier to visualize the complex 
relationships that may be hidden within the programming logic.  
 Modeling a machine in AnyLogic was achieved by using two essential blocks: a Resource 
Pool (machine) and a Service (reproduction of a machine process). Although this was the 
chosen approach, there could be other ways in which to simulate a machine and its 
operations (such as using a Resource Pool in combination with individual blocks that allow for 
controlling a machine - Seize, Delay and Release blocks). With the Resource Pool block we 
can see in real-time (during simulation) the machine’s utilization for up to that point.  
 
    
Figure 4.1 - Machine representation in AnyLogic 
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 Each work station (a Service block) was built with a similar representation in the model. 
Figure 4.2 shows its components and a possible state during a simulation run:   
 
   
Figure 4.2 - Service representation in AnyLogic 
  
 To the left of the Service blocks we can see the inputs (Select Input blocks) that are 
fueled by previous machines’ operations, and to the right there is a Select Output block, the 
last part of a machining service. This is, in practical terms, the way to implement the flow of 
materials through the system (outputs of one machine to inputs of another). In addition, 
color indicators were created and placed in the bottom right corner portraying each 
Identification Rule, i.e. for explicit visualisation of whether that machine has been marked as 
a bottleneck and for what reason (red means the machine is a bottleneck). In the previous 
figure, as an example, the machine on the right has a full buffer which means it was 
considered a bottleneck machine for that time. Below the Service block there are product 
entry points (Enter blocks, represented by an arrow) for when routes are adjusted by the 
DSS’s rules and consequently a piece is delivered for being processed in that machine. 
 Throughout the simulation it is also possible to see the values of individual groups of 
variables relating to the Entities or Classes in the system - in AnyLogic these are designated 
as Populations of agents. This is useful, for example, for keeping track of how many orders 
are being produced, or how many pieces are currently in the system:  
 
 
Figure 4.3 - Population of agents in AnyLogic 
  
 Three work centers were implemented as that was the specification for the machining 
production process (Table 4.1). In addition, there is also a section for storing the finished 
products (that in do not suffer any additional actions). Figure 4.4 shows the overall 
implementation of the model, with the representation of all work stations and work centers: 
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Figure 4.4 - Model implementation in AnyLogic 
4.2 - Core functionalities for simulation 
 To create the engine that drives the simulation, from the moment an order enters the 
system to the point in time all other orders are finished, several different but connected 
functions had to be designed and implemented. Throughout this section a few of these will be 
explained, namely the ones that are most relevant for either managing the flow of products 
through the system, generating the KPIs for visualization in the dashboards, or finally for 
applying the rules contemplated by the DSS. 
4.2.1 - Order plan 
 Testing and operating the simulation model means sending in orders for production. Each 
order has information about the type of material and the amount to produce, as well as entry 
and due dates associated to it. The entry dates were designed to promote the existence of 
conflict between orders throughout the simulation span, i.e. when scheduling the orders, 
choosing which to prioritize will have an impact on whether they are finished in time or not, 
based on the time they enter the system.  
 As for the due dates, their determination was based on the total processing time it would 
take to produce each order (material type, quantity, processing time). After a few tests, they 
were found to be somewhat relaxed and overdue orders were not often seen. Thus, to raise 
the consequences of the priority that is given to each order, the due date was reduced by 5% 
in relation the order entry time. This was enough to correct the situation, as overdue orders 
were now occurring. More specifically, the formula for calculating the due date of an order 
is: due Date = entry Date + (quantity x number of Operations x processing time) x 0.95. The 
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information of each of the material’s processing time is the one previously shown in Table 
4.1, and the ideal time of production is used in the calculations.  
  All this amounts to an order plan that is challenging but still achievable (as will be shown 
in Chapter 5), at the same time promoting the appearance of situations where utilization 
balancing rules will be valuable towards improving performance (e.g. saturated buffers), thus 
creating opportunities for the DSS to show its potential.  
 
 
Material Entry Date Due Date Quantity 
 
Time  
Required 
SPT 
Priority 
EDD  
Priority 
1 C 00:00:00 06:39:00 60 
 
420 6 3 
2 B 00:00:00 06:20:00 40 
 
400 10 2 
3 D 00:00:00 05:42:00 40 
 
360 3 4 
4 A 00:00:00 06:20:00 50 
 
400 8 1 
5 B 03:40:00 11:35:00 50 
 
500 2 6 
6 C 05:00:00 08:20:00 30 
 
210 4 5 
7 A 06:50:00 13:10:00 50 
 
400 7 8 
8 D 07:20:00 13:02:00 40 
 
360 9 7 
9 B 08:20:00 14:40:00 40 
 
400 1 10 
10 A 09:30:00 13:18:00 30 
 
240 5 9 
    (430)     
Table 4.4 - Production orders for the system 
 
 The order in which orders are executed, when building the simulation model, follows a 
FIFO scheduling rule. For additional experiments and benchmarking, other scheduling rules 
will be tested, namely SPT and EDD, which can be seen in Chapter 5. 
4.2.2 - Production routes 
 For this case study, all the simulation model’s decisions are made in real time. This 
means that with production routes, adjustments (balancing) and the products entering the 
system, everything is determined based on what is happening in real time, i.e. machine state 
(working, failure, maintenance), buffer state, processing time for each product, etc.  
 For determining the rate at which products enter the system, the average processing time 
for entry machines (machines 0 and 1) is used. For this case study, that time amounts to 3 
minutes, and as most products that enter these machines take the same time or more to 
process, they will at no idle time (or starvation time, as this time gap is caused by shortage 
of materials). A higher entry rate would mean constant buffer saturation, which would leave 
no room for rerouting products in case of machine problems. A lower value would in turn 
limit the system by not feeding it enough resources when these machines could be operating.  
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 When determining the next machine going from one production stage to the next (product 
routing) a ratio between current buffer state and processing time is calculated, which 
consists of a weight of 10% for buffer state and 90% for the processing time. This makes it so 
machines that take more time to process a piece but have less products in its queue are 
prioritized, which ultimately results in that piece being processed before than if it had gone 
to the faster machine. In this way, the optimal machines (in terms of processing times) were 
still preferred, which leaves room for the balancing rules utilized by the DSS to help optimize 
situations of big discrepancy between corresponding machines. In the case that the ratio is 
the same for all alternatives, the machine with lower utilization is chosen as the next route. 
Figure 4.5 illustrates how this selection is performed: 
 
 
Figure 4.5 - Machine selection process for product routing 
 
4.2.3 - Machining time measurements and OEE 
 Keeping track of time associated with machine operations is a good way to flag the 
existence of problems that might be occurring in the system, and many KPIs are related to 
this information or derive from it (as is the case for OEE). For this reason, these indicators 
were closely monitored throughout the simulation and logged into the database for real-time 
visualization through the dashboards in Grafana, whenever an operation was completed, a 
piece moved or otherwise in regular intervals. The logged metrics consisted of values such as 
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Busy time, Idle time, Blocked time, Failure time and Maintenance time. For this case study, 
since there was no scheduling for operations on individual machines, all Idle time was in fact 
Starvation time, so it was treated as a single measure. 
 
 These indicators, while giving insights as to any reduction in machine performance or any 
events that may occur, also provide the necessary information to calculate OEE. That is, with 
this information, along with previously known details such as the order plan and machine 
processing times, it is possible to calculate both the factor of Availability and Performance. 
To obtain the third, Quality, the occurrence of production errors had to be implemented into 
the production operations. To model this, after every finished operation in a machine, the 
final product has 2% chance of being considered defective, i.e. turning into scrap, which 
triggers the production of a new product of the same type (to help in assuring due dates are 
respected, the newly created product receives the maximum priority). While this is an 
elevated scrap rate for a real-world manufacturing plant, the relatively short simulation 
timespan and the low number of products to be manufactured, such an event does not occur 
frequently (from simulation tests, about 5-15 times in all machines). This way it is possible to 
model quality issues without having to produce too many production pieces in the system. 
When a machine finishes an operation, or at regular intervals if the machine is either in 
idling, failure or maintenance, OEE is updated and logged into the database for monitoring, 
preserving the real-time relevance of this indicator.  
 
4.2.4 - Database 
 The database used for recording manufacturing data, as well as connecting to the 
dashboards, was InfluxDB. In practical terms, the functionalities required by the DSS and 
simulation data generated could be stored in a relational database, as the amount of 
information, as well as its type, is not particularly dependent on a time series database. 
However, as the main objective is to provide a proof of concept, this type of database was 
chosen in order to point out that these systems can be modeled in this way without loss of 
functionalities, while leaving a door open for the type and volume of data necessary in a Big 
Data environment seen in typical Industry 4.0 environments. InfluxDB has a series of 
advantageous features, such as an SQL-like query language designated InfluxQL (for typical 
usage it uses the same keywords and query constructions as SQL), a built-in web admin 
interface, plugin support, support for integration with MySQL (very useful when transporting 
systems into this new environment, and previous data was already collected), MongoDB and 
others, high performance data store, and many other features. The concept seen in InfluxDB, 
although understandable with knowledge about traditional relational databases, differs from 
the latter significantly. There are no specific links between different tables, and there is only 
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one primary key (although the concept of primary and foreign keys is not seen in InfluxDB) for 
all data stored: time. Table 4.5 shows a brief summary of a few key differences between 
time series and relational databases, focusing on the most relevant terms to the necessities 
imposed by the manufacturing simulation model:  
 
InfluxDB Relational DB  Description 
Measurement Table 
A measurement is the equivalent of a table. It acts as a 
container for tags, fields and the Time column.  
Time Primary key 
All data in InfluxDB have a column 'Time', where the 
timestamp of the data write time is stored. 
- Foreign key There are no primary/foreign keys in InfluxDB 
Field set 
Column/attribute, 
Value 
Data in InfluxDB is composed of a set: a field-key and 
field-value. These are not indexed, but are always 
associated to a timestamp. Fields represent the actual 
data stored in the database.  
Tag set - 
Tags are optional fields composed by a tag-key and tag-
value. They are useful because, unlike fields, tags are 
indexed, meaning that queries on them are executed 
faster. This makes them ideal for storing commonly-
queried metadata. 
Table 4.5 - Differences between InfluxDB and typical relational databases 
 
 It is also important to mention the high level of flexibility when inserting data into 
InfluxDB. Having no columns/attributes, there is no imposition on the manner in which values 
are inserted in the database. As an example, if a certain measurement contains two ‘field’ 
values, A and B, it is possible to insert a new value related to A without having to specify a 
value for B, i.e. except in relation to the ‘time’ field, there are no non-null requirements for 
inserting new data points. With these differences in mind, the following structure was used to 
define the database and store data generated by the manufacturing simulator: 
 
 
Measurements Name Type Description 
machine_production 
id tag machine id 
wc tag work center code 
material tag material code 
operation tag operation code 
produced field produced items (=1, as values are inserted 
individually after production) 
machine_stats 
id tag machine id 
wc tag work center code 
OEE field OEE value for individual machine 
WIP field WIP value for the entire system (with machine id 
and wc code = -1) 
buffer field used buffer capacity for a specific machine in 
the system 
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machine_times 
id tag machine id 
wc tag work center code 
busy field machine busy time 
idle field machine idle time 
failure field machine total failure time 
maintenance field machine total maintenance time 
blocked field machine blocked time 
total field total system operating time (machine id and wc 
code = -1) 
model_info 
machine tag machine id 
wc tag work center code 
event field global or machine-specific event description 
(start, finish, DSS identifications) 
timescale field simulation timescale, if applied 
Table 4.6 - Database structure for InfluxDB 
 
4.2.5 - Identification rules 
 These guidelines will attempt to identify in real-time the location of troublesome 
machines, if any happens to be having problems (queue, failure), or more simply which 
machine is performing more operations than the ones that are in the same production stage - 
thus opening an opportunity for balancing utilization. Each of these rules is verified every 
time that one minute (one simulation time unit) has passed, assuring that the detection 
happens at the precise moment the problem occurs. 
 
 Number of operations performed - this rule targets machines that might be performing, 
on average, more tasks than would be expected with the given configuration for each 
production stage and the number of pieces in the system. That is, if a machine is performing 
more than the average number of operations for a given number of pieces on the system, 
most likely the balancing of production is not as good as it could be. Thus, this rule identifies 
the machine as problematic and the balancing rules will attempt to redirect new and queued 
products to different machines. The average number of operations for a machine is obtained, 
for stages 1 and 3, by simply adding all the number of pieces that entered the system up until 
the time of calculation, divided by the number of machines in that stage (two and one, 
respectively). For stage 2, as some machines can’t perform certain operations, the 
calculation must be done differently. Figure 4.6 shows the calculation process in this case: 
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Figure 4.6 - Calculating the average number of operations in the second production stage 
 
 Buffer state - because of the nature of this case study, this is possibly the most 
significant rule for identifying improvement points. As products flow through the system and 
different routes are chosen, buffer utilization will float and often the queues for certain 
machines will be overwhelmed. This rule identifies such cases and, in combination with some 
of the balancing rules, helps to balance out products in the different queues of the suitable 
machines for each product. For identifying a bottleneck, a threshold of 80% of the queue’s 
capacity was used, which means that with the capacities used a machine is considered a 
bottleneck by this rule when it’s queue contains more than 8 products waiting. A lower 
threshold of 60% was used for considering that the machine is no longer a bottleneck. This 
means that some form of rerouting ought to happen (considering the same products are being 
produced) before that machine is again considered as originally intended. Rerouting in this 
case can include selecting different alternatives for incoming products or moving pieces 
between queues. 
 
 Machine utilization - due to the existence of alternative machines, it is expected that 
some will be more active than others, particularly in the cases where the processing time can 
be different (production stage 2). This means that the idle time will be higher for some 
machines than others, and consequently utilization will be lower in those cases. Furthermore, 
failures and maintenance also have a negative impact on utilization values. To promote the 
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balancing of production between machines, this rule targets and identifies those with an 
utilization level of 90% or higher, which allows the less active machines to contribute more in 
production. Because production orders are released into the system and executed as soon as 
possible according to their priority, the entry machines (i.e. machines 0 and 1) are naturally 
expected to have higher levels of utilization and are thus ignored by this rule.  
 
4.2.6 - Balancing and non-bottleneck assignment rules 
 The rules hence described have the purpose of rerouting products in real-time, in a 
reaction to an event (machine failure) or to a bottleneck identification made by the previous 
rules. These also are verified with every passing minute (simulation time unit) in order to 
verify the existence or opening of new routes. This attempts to assure that the alternative 
options when selecting a product’s route are not fixed, but rather evolve with time and the 
flow of products through the system. 
 
 Assign to empty machine - having to prioritize machines when determining a route for a 
certain product means, specially in the case of different processing times, that in some 
instances a machine might be idle when it could in fact be operating (e.g. when there is a 
transition between types of products being produced). When this is the case, the system 
searches all products that are queued in a machine of the respective production stage and 
determines if there are products that can be produced in that empty machine. When there 
are several candidates for such a transfer, the one with the highest priority is chosen.  
 
 Finish production from a machine in failure - while a machine is in a state of failure and 
being repaired, it is considered a bottleneck. Attempting to continue the production of pieces 
which that machine had in its queue, suitable alternative machines are analyzed to check if 
they can receive any new products (if they are not Bottleneck machines themselves at that 
time). Pieces with higher priority are transferred first, and if there is more than one suitable 
machine with sufficient free queue capacity, the one with lower utilization is selected. This 
rule is particularly useful for avoiding that products don’t get stalled for too long, which 
could lead to orders missing their deadlines. Figure 4.7 explains in detail how this rule is 
applied: 
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Figure 4.7 - Finishing production from machine in failure 
 
 Don’t assign to bottleneck machine - this guideline makes use of the knowledge 
generated by the Identification rules that were previously presented. If this rule is active, 
machines that are in some way limiting production are superseded by similar ones that do not 
appear to be causing problems to the system. This is particularly useful when a machine has a 
shorter processing time than its equivalent for a certain product and, because of this, is 
being prioritized - this rises queue levels for that machine, causing production to slow down. 
In these cases, incoming pieces are deferred to the less obstructed machine. In general 
terms, if it happens to be that all alternative routes for a certain product have machines that 
have been identified as bottlenecks, then the machine with the lowest utilization is selected 
as that piece’s next destination. Figure 4.8 shows the adapted version of the routing 
selection previously presented (Figure 4.5): 
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Figure 4.8 - Machine selection process w/ bottlenecks 
 
4.3 - Dashboards and visualization 
 Monitoring production in real time through certain key performance indicators (presented 
in Table 3.1) was achieved by using Grafana to construct customized Dashboards, for each 
machine and for the system in general. Grafana is a very flexible and reliable tool, which 
allows for the integration with InfluxDB databases. InfluxDB offers a dashboard creating tool - 
Chronograf - and that was initially the considered tool for this task. However, Chronograf 
lacked in certain features, which ultimately lead to the adoption of Grafana. First, it did not 
offer configurable refreshing times, meaning that ‘real-time’ was in fact a 3-5s refreshing 
window. Furthermore, it did not offer as much flexibility regarding the manipulation and 
automation of graph expansion based on predefined variables, such as generating certain 
graphs only when certain machines were selected. Grafana allows for this feature with what 
they call ‘repeating panels’ which are undoubtedly useful. Moreover, Grafana allows users to 
specify a custom refresh interval, which means a refreshing resolution of, for example, 100ms 
which is a significant improvement from the alternative. Also, it allows for quick adjustment 
of x-axis range, i.e. the time interval, which is an advantage when analyzing longer 
simulation periods or, inversely, limiting the range for a more focused and detailed 
inspection.  
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 Overall, the selected tool was extremely useful and practical for generating customized 
dashboards that clearly reflect the current state of the system and the production process. 
The main Dashboard, which represents a machine (selecting a different machine simply 
means selecting it from a dropdown menu, and the entire dashboard will adapt), can be seen 
in Figure 4.9 for a representation of machine 4: 
 
 
Figure 4.9 - Dashboard view of a machine’s production evolution in Grafana 
 
 In the previous figure, from top to bottom and left to right, we have: an event log 
(system events, DSS considerations for that machine as well as information on failure and 
maintenance events); a graph of production grouped by 10min intervals (so that it is easier to 
compare evolution); the total production and the values produced for each product type; 
machining times (total simulation time as well as busy, blocked, idle, failure, maintenance); 
OEE percentage for that machine; buffer state evolution.  
 This dashboard provides a comprehensive view on a machine’s past and present 
performance, for quick understanding glance at what production looks or looked like at a 
specific time, for that machine. A global dashboard was created for visualizing global system 
metrics: 
 
 
Figure 4.10 - Dashboard view of global system indicators’ evolution in Grafana  
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 Concerning the tracking of historical data, this is easily achievable with Grafana. Within 
the dashboard menu, there is an option to configure the time range of the data being 
displayed. This can be defined so that the dashboards reflect information from only the last 
second, up to data being stored from several years before, thus in practical terms 
empowering users with the ability to customize the historical data that is required (simply by 
defining a starting and stopping point in time in which fetch information).  
 With Grafana it was easy to navigate through the different elements and to understand 
them, and thus this tool has proven valuable in generating adaptive and reliable graphs as 
well as or other visual elements, allowing for a holistic view of the system.  
 
 
  
 
Chapter 5  
 
Approach Assessment 
 The expectation with implementing this framework is that it will be helpful in giving 
production engineers and other control operators a set of tools for viewing, from a holistic 
perspective, what is happening within the manufacturing plant. By having the necessary 
infrastructure, it becomes easier to monitor and better understand how certain changes 
affect the system, and how it reacts to specific unpredictable events in real time. 
Furthermore, depending on the DSS functionalities that are implemented, it could be given 
autonomy to decide which decisions should be taken at a certain point in time so that a 
better performance can be achieved.  
 With this case study it was possible to see some of these advantages come into play 
during the simulation runs. By viewing the dashboards with production indicators in real time 
we can rapidly know when a machine is performing well, or when it is being a burden on the 
system. We can look at some of the DSS’s considerations through the Events table, as well as 
other details about what is taking place. Moreover, with its rules the DSS can take actions for 
balancing utilization and factor in the better route for a certain product to follow. This 
ultimately lead to a shorter makespan, better machine utilization and an overall more 
responsive system. 
 In the sense of achieving a global system that connects manufacturing operations, data 
visualization tools and decision-making, we can argue that the developed tools are working as 
expected and would be of good use as a tool for improvement management. However, there 
is still a need to quantitatively assess how these tools impact the system in terms of its 
performance, and whether it would in fact be beneficial to use such an approach when 
considering improvement actions. 
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5.1 - Benchmarking 
 To evaluate the effectiveness of the rules implemented by the DSS, different 
configurations were setup so that various aspects and variations of the system parameters 
can be tested and analyzed. Simulation conditions can be replicated within AnyLogic in 
different runs (time of machine failure/maintenance, random events/delays, etc.), so 
simulations were performed for each of the configurations and the results will now be 
presented.  
 Because the purpose of this dissertation is to design a framework and provide a first proof 
of concept, the scheduling of production orders is not overly complex and varies between 
three different (simple) rules: FIFO, SPT, EDD. As such, the experiment for benchmarking the 
system was devised by testing how well it performs as an addition to these different rules - 
and the implications each of them comes with.  
 It is worth to emphasize that the DSS’s rules and the scheduling rules are independent. In 
practical terms, the proposed identification and balancing/control rules are to be applied on 
top of the production schedules generated by the FIFO, SPT and EDD rules, hopefully to 
improve their naturally static plans. As for sequencing at a machine’s queue level, the pieces 
are produced according to their priority level, but since these this ranking is done a priori, all 
pieces in a queue tend to be of the same order (meaning same priority), thus in practical 
terms FIFO is the rule for processing products in a queue. This may, however, suffer some 
adjustments as per the activation of the balancing rules, which can move products between 
machines’ queues.  
 The results obtained for the simulation runs under the different scheduling rules, without 
any rules being applied by the DSS, can be seen in Table 5.1: 
 
 Finishing Time 
Average  
Utilization Overdue Orders 
Total  
Overdue Time 
Mean  
Flow Time   
FIFO 13:53:00 78% 2 00:57:00 04:18:00 
SPT 14:23:00 77% 1 03:12:00 04:11:00 
EDD 14:16:00 77% 0 00:00:00 03:56:00 
Table 5.1 - Simulation results without DSS rules 
 
 The values in this table, as well as the ones presented hereafter, were obtained with the 
processing times for each machine as seen in Table 4.1 and the order configuration shown in 
Table 4.4. In conformity to what we know about the nature of each scheduling rule, the 
results are within what would be anticipated. For each rule, the expected results should be: 
 FIFO - with no consideration for the details of each order (quantity, time to produce), 
there is no specific priority other than the sequence of their entry time. This means that if 
that sequence is minimally balanced (i.e. the orders are not too stacked together in time) 
 42 Approach Assessment 
 
and there are no overwhelming amounts to produce (which could take too long to complete) 
and, though there may be some orders that are not finished in time, the total overdue time 
should not be too high. In opposition, if the orders were not balanced, the amount of overdue 
orders together with total overdue time would go up, with the system having no control over 
which order to prioritize. 
 
 SPT - this rule makes the system prioritize orders that take the shortest amount of time 
to produce, which naturally leads to the delay of orders that are bigger when newer ones 
enter the system and have shorter processing times. Thus, this prioritization is expected to 
have an impact on the finishing times for those bigger orders. The earlier a big order is 
released into the system, the more this impact is expected to be felt (more likeliness of a 
new order being prioritized), leading especially to higher overdue time. Be that as it may, if 
most orders take shorter times to produce, then it is more likely that they will be completed 
in time, meaning that, for this case, the number of overdue orders is expected to go down or 
at least resemble what is seen with FIFO.  
 
 EDD - prioritizing orders which have the most imminent due date effectively targets the 
number of overdue orders (as well as the total overdue time) since, as the nature of the rule 
suggests, the shorter the due date, the faster an order is to be worked upon. This also means 
that orders which are more relaxed in terms of their required completion time may end up 
being delayed with the prioritization of more urgent orders, eventually to the point where 
there is no longer enough time to finish the order in a timely window. 
 
 After verifying that the values are in accordance to expectations, we can see in Table 5.2 
the simulation results that reflect the impact of the DSS (the selected rules are active) in 
manufacturing performance.  
 
 
Finishing  
Time 
Average 
Utilization Overdue Orders 
Total  
Overdue Time 
Mean  
Flow Time   
FIFO 13:18:00 83% 1 00:16:00 04:00:00 
 
4.20% (↓) 6.41% (↑) 50.00% (↓) 71.93% (↓) 6.98% (↓) 
SPT 12:59:00 83% 1 01:48:00 03:49:00 
 
9.73% (↓) 7.79% (↑) 0.00% (-) 43.75% (↓) 8.76% (↓) 
EDD 13:03:00 83% 0 00:00:00 03:25:00 
 
8.53% (↓) 7.79% (↑) 0.00% (-) 0.00% (-) 13.14% (↓) 
Table 5.2 - Simulation results with DSS rules active 
 
 By looking at the previous table we can notice the positive effect that the employed rules 
had on the manufacturing results. The use of utilization balancing rules has resulted in a 
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significant decrease in makespan (finishing time) which could be attributed to a higher 
utilization of all machines (which translates into less idle time and more operating time). 
Furthermore, now that the system was capable of quickly reacting to unexpected events 
(failures) due to the DSS’s influence, alongside the fact that production is more evenly spread 
between the machines, we can see a meaningful reduction in the total overdue time in the 
cases where there were overdue orders. As an example, this means that when a failure 
occurs in a machine that had some products in its buffer, those pieces will no longer wait 
until the machine is repaired - potentially leading to an overdue order - but rather they are 
sent for processing in an active machine that will likely finish them within a timely window.  
 By resorting to the Dashboards (the information in Grafana exported into Excel) we can 
analyze a few KPIs and look further into the effects on machining performance and overall 
manufacturing operations. As an example, in Figure 5.1 and Figure 5.2 we can look at the 
buffer usage evolution for the SPT scheduling rule: 
 
 
Figure 5.1 - Buffer state for SPT without DSS rules 
 
 
Figure 5.2 - Buffer state for SPT with DSS rules 
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 By comparing the two graphs we can see that the buffer usage tends to be lower when 
the DSS is active. This is caused by the fact that a troubling machine is typically associated 
with a high number of products in its buffer queue. The balancing rules aim to combat this, 
by transferring products to machines with lighter loads, thus enabling their earlier 
completion but at the same time helping reduce the burden on the identified bottleneck 
machines.  
 
 In the same conditions (using SPT), we can also look at WIP levels as shown in Figure 5.3 
and Figure 5.4:  
 
 
Figure 5.3 - WIP levels for SPT without DSS rules 
 
 
Figure 5.4 - WIP levels for SPT with DSS rules 
 
 In Figure 5.4 we can see a peak in WIP levels in the 8h-11h time window. This effect is 
also present in Figure 5.2, and both portray information related to when the DSS is active. 
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These elevated levels can be explained by the fact that this time frame is the interval in 
which the most machine failures occurred (specifically, for machines 0, 3 and 4) and 
maintenance was also performed (0, 2, 4). Furthermore, better utilization means less 
blockage of previous machines, which allows the system to take in a higher number of 
products. Still, despite the WIP and buffer utilization peak expected from these events, the 
balancing rules allowed the system to recover and end up completing all orders faster than 
when the DSS was not active.  
 
 This simulation showed some positive results, and the DSS rules appear to help every 
scheduling rule improve at least one of the measures that are being monitored. However, 
further testing is necessary to assure this is the case, and the next section will focus on 
conducting a more robust analysis and breakdown of the system. 
 
5.1.1 - Dynamic of the system under different order releases  
 Despite the promising results that were previously presented, additional tests were 
performed to assess how the system behaves under more stressful circumstances. 
Specifically, the order plan that was used in the first test was not the most demanding, and 
even though some delays in due date delivery were seen, the time spacing between order 
releases (to the exception of the four initial) could have been stricter. To investigate the 
model behaviour with different order plans, multiple simulation runs were designed in 
compliance to a few different rules:  
- Production was divided in two 8-hour shifts, to test how the system is affected by 
existing WIP at the time of releasing a big group of orders. As such, five orders are 
released at the start of each shift,  
- The material to produce was randomly selected in accordance to different 
probabilities: 30% (A), 30% (C), 20% (B), 20% (D). This distribution was used to 
promote, even if only slightly, the better natural balancing of production between 
machines (since in stage 2 products B and D can only be produced by two different 
machines instead of all three machines in that stage, as is the case for products A and 
C).  
- The order quantity was obtained by randomly generating a number between 40 and 
70, which on average would mean more pieces in the system than with the initial 
single order plan.  
- The due dates were generated by adding the processing time needed to execute the 
order to the entry date, then multiplying that value by a random factor that is 
between 0.9 and 1.1. This factor is sufficient to differentiate similar orders, creating 
arbitrary levels of urgency or relaxation to different orders’ time constraints.   
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 Following these rules, ten different production orders were generated and tested 
individually for each Scheduling rule (FIFO, SPT, EDD) with and without the use of the DSS’s 
influence. Table 5.3 shows a sample of the resulting orders, one of the ten that were used in 
the simulations: 
 
 
Material Entry Date Due Date Quantity 
Time 
Required Factor 
SPT 
Priority 
EDD 
Priority 
1 B 00:00:00 09:56:30 69 655.5 0,91 2 2 
2 C 00:00:00 07:02:44 61 427 0,99 5 5 
3 D 00:00:00 08:10:07 62 527 0,93 4 3 
4 A 00:00:00 08:42:10 61 488 1,07 3 4 
5 A 00:00:00 07:06:53 58 464 0,92 1 1 
6 A 08:00:00 14:54:43 54 432 0,96 10 8 
7 D 08:00:00 15:42:49 55 467.5 0,99 6 6 
8 C 08:00:00 14:52:10 64 448 0,92 8 10 
9 B 08:00:00 17:45:18 61 579.5 1,01 7 7 
10 D 08:00:00 15:38:09 49 416.5 1,10 9 9 
    
(594) 
    
Table 5.3 - Sample of the production orders obtained by using the new rules 
  
 The results gathered from all simulations will be presented hereafter. Overall, the 
identification/balancing rules were efficient in reducing the completion and mean flow time 
while improving utilization. Furthermore, the total overdue time of orders was, on average, 
drastically shortened when using the DSS even though there were more products circulating in 
production. Table 5.4 shows the average results for all simulation runs without making use of 
the DSS’s rules:  
 
 Finishing Time 
Average 
Utilization Overdue Orders 
Total  
Overdue Time 
Mean  
Flow Time  
FIFO 18:49:24 78% 4 07:38:00 06:38:24 
SPT 19:04:42 77% 4 04:57:30 06:20:30 
EDD 18:56:06 77% 3 04:08:30 06:21:36 
Table 5.4 - Simulation results as an average for 10 runs, without DSS rules 
 
 With a growth in production quantity and with the simultaneous release of orders, the 
total overdue time and mean flow time were expected to increase, but the average 
utilization was identical to previous values. Table 5.5 shows the results with DSS influence: 
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  Finishing Time 
Average 
Utilization Overdue Orders 
Total  
Overdue Time 
Mean  
Flow Time 
FIFO 17:53:00 81% 3 05:17:57 06:14:00 
 
4.81% (↓) 3.62% (↑) 11.50% (↓) 30.02% (↓) 6.05% (↓) 
SPT 18:06:00 80% 2 02:30:00 05:50:00 
 
5.01% (↓) 3.04% (↑) 34.83% (↓) 54.54% (↓) 7.93% (↓) 
EDD 18:04:00 80% 2 02:14:00 05:55:00 
 
4.48% (↓) 3.14% (↑) 32.67% (↓) 52.88% (↓) 7.03% (↓) 
Table 5.5 - Simulation results as an average for 10 runs, with DSS rules active 
 
 The reduction in finishing time and increase in average utilization was akin in all three 
scheduling rules. As EDD prioritizes the closeness to due dates, it was within expectation that 
the reduction in the number of overdue order and total overdue time would be higher for this 
rule. However, as the establishing of due dates is strongly related to the order’s processing 
time, the order priority for SPT scheduling is not utterly different from what is seen in EDD. 
Because of this, the improvements seen in these two rules are very similar. There is a 
difference, however, in mean flow time. SPT scheduling prioritizes orders that take less time 
to produce. This, in combination with the DSS’s balancing rules which speed up the 
completion time, results in orders spending less time in the system, thus allowing for greater 
reduction in their flow time.  
 
 After performing an analysis for two separate working shifts (8h each), we can argue that 
with the DSS’s rules, the system was better at avoiding the appearance bottlenecks as well as 
adapting the system to their occurrence. In the first working shift, when there is less strain 
on the system (lesser pieces) the cause for better prevention may reside in the fact that a 
machine being identified as bottleneck means that production will then be redirected from it 
(thus preventing the bottleneck emergences). On the second shift, however, with overdue 
orders still in production and with the release of new ones, elevated WIP levels may cause all 
machine buffers to be saturated, and this is when the balancing rules attempt to better 
redistribute incoming pieces, thus helping to promote the flow of materials through a clotted 
system.  
 
 Overall, an increase of total production as well as average machine utilization can be 
seen for both working shifts. The results were not too different throughout, and the increase 
in both production and utilization was close for all the tested scheduling rules. Still, FIFO was 
the most improved rule. Figure 5.5 and Figure 5.6 show the average improvement results for 
all simulation runs for the FIFO rule, as a breakdown for each shift and machine, in regards to 
the total production and the utilization:   
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Figure 5.5 - Average production breakdown for 8h shifts using FIFO, for 10 simulation runs 
 
   
Figure 5.6 - Average utilization breakdown for 8h shifts using FIFO, for 10 simulation runs 
 
 Regarding production, we can see that the use of DSS control and balancing rules lead to 
an overall increase in both shifts: 3.23% in the first shift and 7.21% in the second. As to the 
difference between the first and second shifts, a possible explanation is the fact that during 
the second shift there is more opportunity for the DSS’s rules to be used, as buffers face the 
additional stress of starting a new set of production orders with existing WIP in the system 
(which means buffer usage will be overall higher). Despite the increase in production for 
machines 0 and 1 In the second shift, utilization does not change. This could be attributed to 
the fact that machines in the second production stage (machines 2, 3 and 4) have higher 
processing times which, combined with an increase in production, leads to the previous 
machines being blocked more often.   
 On average, the utilization level was improved by 2.60% in the first shift and 3.80% in the 
second. The machines in the second stage of production, i.e. machines 2, 3 and 4, are the 
ones most affected by the WIP overload in the second shift. Thus, they are the ones upon 
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most balancing rules are activated, in this manner equalizing utilization levels and leading to 
a more even distribution of production throughout the alternative machines. Table 5.6 shows 
the average improvements in all the scheduling rules for each shift: 
 
 
Production Utilization Overall 
 
Shift 1 Shift 2 Shift 1 Shift 2 - 
FIFO 3.23% 7.21% 2.60% 3.80% 4.21% 
SPT 4.58% 4.77% 3.95% 2.47% 3.94% 
EDD 5.74% 2.32% 2.63% 2.47% 3.29% 
Table 5.6 - Overall improvement of DSS influence for 10 simulation runs 
 
 As suspected, and previously mentioned, the average number of rules used is higher in 
the second working shift, as the boost in WIP translates to an increased number of 
opportunities for DSS’s rules to be applied, thus increasing production and balancing 
utilization. Furthermore, it is with the FIFO scheduling that rules are most often used, and 
the distribution of the number of times when a rule was used throughout each shift and 
scheduling rule is proportional to the results presented in Table 5.6. These numbers can be 
seen in the following table: 
 
 
FIFO SPT EDD 
 
Shift 1 Shift 2 Shift 1 Shift 2 Shift 1 Shift 2 
assign to empty machine 28 31 12 42 8 24 
don't assign to bottleneck 158 216 90 195 79 153 
finish from machine failure 8 14 4 21 9 16 
 
194 261 106 258 96 193 
 
455 364 289 
Table 5.7 - Average number of DSS rules usage for 10 simulation runs 
 
5.2 - Limitations and potential improvements 
 Despite the positive results that were just discussed, there are still some limitations to 
what can be achieved with the designed set of rules/analysis on what is going on within the 
system.  
 
 An impactful limitation of the DSS to consider is the fact that there is no rule to adapt the 
production order that is being processed to the current state of the system (failure in a 
certain machine, blockage, etc.). This would affect mostly the second production stage, as 
there some machines cannot process certain types of products, which means fewer routing 
alternatives to compensate for unexpected events. As an example, when there is an idle 
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machine and the current order is not finished, if the DSS sees that buffers are being 
overwhelmed, one possibility would be to send a few items from a different production order 
into the system, one whose products could be routed through the idle machine. This would 
relieve the strain on other machines and making use of the one that is just waiting for 
materials to operate. This strategy would aid in improving overall production as well as 
balancing utilization throughout the alternative machines.  
 
 Another limitation worth considering concerns the time necessary for performing each 
simulation. Due to the high number of parallel processes during simulation, which include 
normal manufacturing operations as well as all the verifications for the DSS’s rules (which are 
checked at every minute, in simulation time), a typical simulation run usually takes about 
three to five minutes, which corresponds to roughly 16-20h of real time being simulated. For 
one analysis, or for generating a one-day schedule this might not be too harsh, but for 
running multiple scenarios or testing for a bigger timespan, the total amount of time that 
would be necessary could be problematic. Potential improvements could be made by 
optimizing programming elements and code structure to reduce overall simulation times. 
 
  
 
Chapter 6  
 
Conclusions 
 The main purpose of this dissertation was to conceive a framework that could aid decision 
makers in making more consistent and well-supported decisions, which, supported by 
historical knowledge, present information and possibly insights into the future. In essence, 
the focus was to develop an appropriate DSS that could help a production manager, human or 
not, in making better decisions that can lead to the improvement of manufacturing 
performance on an operational level. For achieving a robust decision support system, three 
key elements were identified (Liu et al., 2010) for achieving a robust decision support 
system: a database management system (DBMS), a model base management system (MBMS) 
and an interactive interface. In practical terms this consists of having a reliable information 
system supported by an adequate database, a structured logic for managing the models 
created and formulating possible problems and solutions, and finally, an interface that can 
provide a complete depiction of a system’s evolution through querying and using graphical 
representations to show the decisions taken and their impact on the system.  
 Answering the questions raised in Chapter 1, the proposed framework (and the DSS 
component in particular) provided some guidelines, as well as a practical application, that 
allow for the assessment of the impact that operational decisions have on manufacturing 
performance. Also, the DSS’s rules add the capability for a manufacturing system to self-
optimize, adjusting its resources in order to obtain better performance without additional 
investments.  
 The adaptation of the proposed framework to a real-world-based case study proved 
successful in reducing different performance metrics such as completion time, and improving 
the utilization and balancing between machines in the system. The manufacturing data was 
stored in real-time into a database (InfluxDB), and with the use of an adequate visualization 
tool (Grafana) there were several readily available graphs and tables that allow for the 
monitoring of the system’s performance throughout the simulation. Therefore, it is easy to 
  
 
detect when a meaningful event has occurred, and the impact that it had on the system’s 
behavior.  
 With a set of ECA rules, the manufacturing system was controlled in real time while a 
dynamic routing of products through the system was performed. Based on the conditions 
inside the manufacturing floor, the occurrence of machine bottlenecks was identified and 
products were conducted accordingly through different alternative machines. The method 
was then benchmarked by comparing the impact of its use on top of three different 
scheduling rules: FIFO, SPT and EDD. The results were positive, as the proposed rules 
improved upon the system’s performance in all three scheduling approaches. The results of 
the simulations revealed better performance in the form of shorter completion time, 
reduction in overdue orders, reduced flow time and overall a higher utilization and balancing 
of machines. 
 
 The innovative aspects of this dissertation reside mostly on the possibilities offered by 
the DSS and its integration with the holistic framework that was proposed. In short, some of 
the most relevant contributions could be summarized as follows: 
 The proposed system offers a holistic approach for controlling manufacturing 
operations, shop floor monitoring through KPI visualization and integrated decision 
making incorporating Event-Control-Action rules into simulation control 
 Real-time control of product routing based on knowledge of the shop floor condition, 
allowing for better responsiveness to unpredicted events 
 Support for advanced data mining, artificial intelligence and other knowledge 
extraction techniques with the use of a database that is suitable for Big Data analysis 
 Use of a flexible and scalable decision support system, which allows for the 
readjustment of the different control rules, introduction of new guidelines, as well as 
the possibility for integration of more complex factors such as condition monitoring, 
optimizing maintenance tasks operations to reduce impact on the shop floor, etc.  
 
 Despite being tested in a simulation environment, the case study that was used is not 
unrealistic, and the broadness of the proposed framework means that it could certainly be 
implemented in a real-world manufacturing plant. Overall, the proposed approach has shown 
its potential as a tool for guiding improvement efforts in a manufacturing company. At the 
same time, it proved valuable in complementing a decision makers’ understanding of current 
shop floor condition as well as in providing quick responses to unexpected events and 
complications, thus allowing for more consistent and better supported decisions.  
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6.1 - Future work and considerations 
 The proposed framework and its adaptation to the case study show promise, however it is 
meant to represent only a starting point for a more complex system. There are other aspects 
that could be incorporated to further improve not only the results obtained, but also to 
include other factors in the analysis, elevating the capabilities that the DSS can offer in terms 
of the knowledge and assistance it can provide to a decision maker.  
 
 An extremely useful feature, if using the DSS in simulations, would be the possibility to 
look ahead into the simulation to test out different possibilities. That is, the option to pause 
an ongoing simulation, change a parameter value and run a parallel simulation in order to 
assess the impact of each change on the system. This is possible to achieve using AnyLogic, so 
it could potentially be added to the system, however this possibility would be beneficial in 
any system which uses simulation as an improvement tool.  
 In the lines of the work conducted by (Bousdekis et al., 2015) and (Ni & Jin, 2012) it 
would be beneficial to incorporate the modeling of machine degradation status and condition 
monitoring, to assess the impact that the extensive use of certain machines would have on 
the time or frequency at which failures occur, as well as to find the optimal time for 
performing maintenance operations. This would be particularly useful when considering an 
application in the real world, rather than in simulation, as the massive amounts of data 
generated by machines and its components (assuming an Industry 4.0 environment) would be, 
along with data analysis tools, very useful in minimizing the impact of unpredicted, undesired 
events.  
 Another interesting consideration regarding the DSS would be the addition of advanced 
data mining or machine learning techniques to extract information from the system which 
would allow to predict future blockage of machines or shortage of materials. This would 
prove useful, for instance, in adapting scheduling plans in real time, thus improving overall 
throughput, as seen in (Rainer, 2013). Another perspective, complementing the work 
discussed in (Ni & Jin, 2012), would be to use such techniques for finding the best time 
window for performing maintenance operations, hence minimizing the impact that these have 
on scheduled operations.  
 Lastly, when considering a simulation environment, it would be interesting to study the 
possibility of starting the analysis on a system with existing WIP, that is already processing 
production orders. Most simulation models have an idle start, where all machines are empty 
and there is nothing being produced. However, when considering a real manufacturing plant 
which is continuously in production, it would be impractical to stop production in order to 
adapt the system to the results suggested by the simulation. Such an analysis would certainly 
have a positive impact on the feasibility of generated scenarios and optimized production 
setups, thus enhancing upon improvement efforts. 
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