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a b s t r a c t
An L(2, 1)-labeling of a graph G is an assignment of a non-negative integer to each vertex
of G such that adjacent vertices receive integers that differ by at least two and vertices at
distance two receive distinct integers. The span of such a labeling is the difference between
the largest and smallest integers used. Theλ-number ofG, denoted byλ(G), is theminimum
span over all L(2, 1)-labelings of G. Bodlaender et al. conjectured that if G is an outerplanar
graph of maximum degree ∆, then λ(G) ≤ ∆ + 2. Calamoneri and Petreschi proved that
this conjecture is true when ∆ ≥ 8 but false when ∆ = 3. Meanwhile, they proved that
λ(G) ≤ ∆ + 5 for any outerplanar graph G with ∆ = 3 and asked whether or not this
bound is sharp. In this paper we answer this question by proving that λ(G) ≤ ∆ + 3 for
every outerplanar graphwithmaximumdegree∆ = 3.We also show that this bound∆+3
can be achieved by infinitely many outerplanar graphs with∆ = 3.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
In the channel assignment problem [10] onewishes to assign channels to transmitters in a radio communication network
such that the bandwidth used isminimizedwhilst interference is avoided asmuch as possible. Various constraints have been
suggested to put channel separations between pairs of transmitters within certain distances, leading to several important
optimal labeling problems which are generalizations of the ordinary graph coloring problem. Among them the L(2, 1)-
labeling problem [9] has received most attention in the past two decades.
Given integers p ≥ q ≥ 1, an L(p, q)-labeling of a graph G = (V (G), E(G)) is a mapping f from V (G) to the set of non-
negative integers such that |f (u)− f (v)| ≥ p if u and v are adjacent in G, and |f (u)− f (v)| ≥ q if u and v are distance two
apart in G. The integers used by f are called the labels, and the span of f is the difference between the largest and smallest
labels used by f . The λp,q-number of G, λp,q(G), is the minimum span over all L(p, q)-labelings of G. Wemay assumewithout
loss of generality that the smallest label used is 0, so that λp,q(G) is equal to the minimum value among the largest labels
used by L(p, q)-labelings of G. In particular, λ(G) = λ2,1(G) is called the λ-number of G. For a non-negative integer k, a
k-L(2, 1)-labeling is an L(2, 1)-labeling with maximum label at most k. Thus λ(G) is the minimum k such that G admits a
k-L(2, 1)-labeling.
The L(p, q)-labeling problemhas received extensive attention overmany years especially in the casewhen (p, q) = (2, 1)
(see [5] for a survey). Griggs and Yeh [9] conjectured that λ(G) ≤ ∆2 for any graph Gwithmaximum degree∆ ≥ 2. This has
been confirmed for several classes of graphs, including chordal graphs [15], generalized Petersen graphs [7], Hamiltonian
graphs with ∆ ≤ 3 [12], etc. Improving earlier results, Goncalves [8] proved that λ(G) ≤ ∆2 + ∆ − 2 for any graph G
with ∆ ≥ 2. Recently, Havet et al. [11] proved that for any p ≥ 1 there exists a constant ∆(p) such that every graph with
maximum degree ∆ ≥ ∆(p) has an L(p, 1)-labeling with span at most ∆2. In particular, this implies that the Griggs–Yeh
conjecture is true for any graph with sufficiently large∆.
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Fig. 1. The outerplanar graph G(l).
The λ-number of a graph relies not only on its maximum degree but also on its structure. It is thus important to
understand this invariant for different graph classes. In particular, for the class of planar graphs,Molloy and Salavatipour [14]
proved that λp,q(G) ≤ q⌈5∆/3⌉ + 18p + 77q − 18, which yields λ(G) ≤ ⌈5∆/3⌉ + 77, and Bella et al. [1] proved that the
Griggs–Yeh conjecture is true for planar graphs with ∆ ≠ 3. (See [1] for a brief survey on the L(p, q)-labeling problem for
planar graphs.) This indicates that the class of planar graphs with∆ = 3may require a special treatment. In [2], Bodlaender
et al. proposed the following conjecture.
Conjecture 1.1. For any outerplanar graph G of maximum degree∆, λ(G) ≤ ∆+ 2.
Bodlaender et al. [2] themselves proved that λ(G) ≤ ∆ + 8 for any outerplanar graph G and λ(G) ≤ ∆ + 6 for any
triangulated outerplanar graph. Calamoneri and Petreschi [6] proved that Conjecture 1.1 is true for any outerplanar graph
with∆ ≥ 8. At the same time, as a corollary of their results on circular distance two labelings, Liu and Zhu [13] proved that
this conjecture is true for outerplanar graphs with∆ ≥ 15. In [6], Calamoneri and Petreschi also proved that λ ≤ ∆+ 1 for
any triangulated outerplanar graph with∆ ≥ 8. Meanwhile, they gave [6] a counterexample to show that Conjecture 1.1 is
false when∆ = 3, indicating again that the case of maximum degree three may require a special treatment. Moreover, for
any outerplanar graph Gwith∆ = 3, they proved [6] that λ(G) ≤ ∆+ 5 and λ(G) ≤ ∆+ 4 if in addition G is triangle free.
Motivated by these results they asked [6] the following question.
Question 1.2. Is the upper bound λ(G) ≤ ∆+ 5 tight for outerplanar graphs with∆ = 3?
Although empirical results [4] suggest that∆+ 5 may be improved for some sample outerplanar graphs with∆ = 3, to
our best knowledge the question above is still open, and no sharp upper bound on λ(G) is known for all outerplanar graphs
with∆ = 3.
In this paper we answer the question above by proving that λ(G) ≤ ∆+ 3 = 6 for every outerplanar graph with∆ = 3.
Moreover, we prove that this bound can be achieved by infinitely many outerplanar graphs with ∆ = 3. This extends the
single outerplanar graph with∆ = 3 and λ = 6 given in [6] to an infinite family of such extremal graphs. A typical member
in this family is the graph G(l) such that l ≥ 4 is not a multiple of 3, where G(l), depicted in Fig. 1, is defined as follows. (Note
that G(4) is the graph in [6, Fig. 8].)
Definition 1.3. Let l ≥ 3 be an integer. Define G(l) to be the graph with vertex set {u, v, x1, x2, . . . , xl, y1, y2, . . . , yl} and
edge set {xixi+1, yiyi+1 : 1 ≤ i ≤ l− 1} ∪ {ux1, uy1, vxl, vyl} ∪ {xiyi : 1 ≤ i ≤ l}.
The main result of this paper is as follows.
Theorem 1.4. For any outerplanar graph G with maximum degree ∆ = 3, we have λ(G) ≤ 6. Moreover, for any integer l ≥ 4
which is not a multiple of 3, the outerplanar graph G(l) as shown in Fig. 1 satisfies λ(G(l)) = 6.
It is clear that, for any graph G, λ1,1(G) + 1 is equal to the chromatic number χ(G2) of the square of G. Wegner [17]
conjectured that, for any planar graph G, χ(G2) is bounded from above by 7 if ∆ = 3, by ∆ + 5 if 4 ≤ ∆ ≤ 7,
and by ⌊3∆/2⌋ + 1 if ∆ ≥ 8. The aforementioned result of Molloy and Salavatipour [14], which can be restated as
χ(G2) ≤ ⌈5∆/3⌉ + 78, is the best known result on this conjecture for general ∆. Thomassen [16] proved that Wegner’s
conjecture is true for planar graphs with ∆ = 3. Since χ(G2) − 1 = λ1,1(G) ≤ λ(G), Theorem 1.4 can be viewed as a
refinement of Thomassen’s result for outerplanar graphs (but not general planar graphs) with∆ = 3.
In order to prove Theorem 1.4, we will introduce two extension techniques in Sections 4 and 5, respectively. (See
Theorems 4.6 and 5.4.) Developed from graph coloring theory, they will play a key role in our proof (in Section 6) of the
upper bound λ(G) ≤ 6. In Section 3 we will prove λ(G(l)) ≥ 6, which together with the upper bound implies the second
statement in Theorem 1.4.
We follow [3] for terminology and notation on graphs. All graphs considered are simple and undirected. The
neighborhood of v in a graph G is denoted by N(v), and the set of vertices at distance two from v in G is denoted by N2(v).
A graph is outerplanar if it can be embedded in the plane in such a way that all the vertices lie on the boundary of the same
face called the outer face. When an outerplanar graph G is drawn in this way in a plane, we call it an outer plane graph. The
boundary of a face F of an outer plane graph, denoted by ∂F , can be regarded as the subgraph induced by its vertices. If F is
circular with vertices x1, x2, . . . , xk in order, then ∂F = x1x2 . . . xkx1 is a k-cycle and we call F a k-face. (A k-cycle is a cycle
of length k.) Two faces of an outer plane graph are intersecting if they share at least one common vertex.
If H is a subgraph of G and f : V (G) → [0, k] = {1, 2, . . . , k} is a k-L(2, 1)-labeling of G, then we define f |H : V (H) →
[0, k] to be the restriction of f to V (H); that is, f |H(u) = f (u) for each u ∈ V (H). Clearly, f |H is a k-L(2, 1)-labeling of H .
Conversely, if f is a 6-L(2, 1)-labeling of H and f1 a 6-L(2, 1)-labeling of G such that f1|H is identical to f , then we say that f
can be extended to f1. In this case, we will simply use f instead of f1 to denote the extended labeling.
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Fig. 2. An illustration of Definitions 2.3 and 2.4.
2. Preliminaries
A graph G is said to be the 2-sum of its subgraphs H1 and H2, written G = H1⊕2 H2, if V (G) = V (H1) ∪ V (H2), E(G) =
E(H1) ∪ E(H2), |V (H1) ∩ V (H2)| = 2 and |E(H1) ∩ E(H2)| = 1.
Lemma 2.1. Suppose G is a 2-connected outer plane graph with ∆ = 3, and F1 and F2 are two 3-faces of G. Then F1 and F2 are
intersecting if and only if G is isomorphic to F1⊕2 F2.
Proof. Assume ∂F1 = u1u2u3 and ∂F2 = v1v2v3. Suppose F1 and F2 are intersecting and let, say, u1 = v1. Since ∆ = 3,
we have u2 = v2 or u2 = v3. Without loss of generality we may assume u2 = v2. Then d(u1) = d(u2) = 3 and
d(u3) = d(v3) = 2. Since G is an outer plane graph, u3v3 ∉ E(G). It follows from the 2-connectivity of G that G = F1⊕2 F2.
Obviously, if G is isomorphic to F1⊕2 F2, then F1 and F2 are intersecting. 
Lemma 2.2. Suppose G is an outerplanar graph with ∆ = 3 and v is a vertex of G with d(v) = 2. Let P = v1v2 . . . vq be a
path such that V (G) ∩ V (P) = ∅. Let G′ denote the graph obtained from G and P by identifying v with v1. Then G admits a
6- L(2, 1)-labeling if and only if G′ admits a 6- L(2, 1)-labeling.
Proof. If g is a 6-L(2, 1)-labeling of G′, then g|G is a 6-L(2, 1)-labeling of G. Conversely, let f be a 6-L(2, 1)-labeling of G.
Let u1 and u2 be two neighbors of v in G. Denote a1 = f (u1), a2 = f (u2) and b = f (v). We extend f to the vertices
of P as follows. The vertex v2 is assigned f (v2) ∈ [0, 6] \ {a1, a2, b, b − 1, b + 1}, and for 3 ≤ j ≤ q, vj is assigned
f (vj) ∈ [0, 6] \ {f (vj−2), f (vj−1) − 1, f (vj−1), f (vj−1) + 1}. One can verify that this extension is possible and it defines a
6-L(2, 1)-labeling of G′. 
In Theorems 4.6 and 5.4, we will develop two extension techniques under which a given 6-L(2, 1)-labeling of a subgraph
of G can be extended to a 6-L(2, 1)-labeling of G. To this end we define three classes of extendable 6-L(2, 1)-labelings as
follows. (See Fig. 2 for an illustration.)
Remark for Fig. 2: (a) A graph in H (P) with l = 9, t = 4, i1 = 1, i2 = 3, i3 = 5 and i4 = 8; (b) a graph in K (C) with
l = 16 and t = 7, where C has starting vertex u1; (c) a graph in F (C) with l = 16 and t = 6, where C has starting vertex
u1. Note that the graph in (b) is not a member ofF (C).
Definition 2.3. Given a path P = uu1u2 . . . ulv with l ≥ 2, we define a family of outer plane graphs H (P) as follows:
G ∈ H (P) if and only if there exist i1, i2, . . . , it with 1 ≤ i1 < i2 < . . . < it < l and ij+1 ≥ ij + 2 for j = 1, . . . , t − 1, such
that G can be obtained from P by attaching t paths of length 2 or 3 to P and identifying the two end vertices of the jth path
to uij and uij+1 respectively, for j = 1, . . . , t .
A 6-L(2, 1)-labeling f of P is called a path-extendable 6-L(2, 1)-labeling if f can be extended to a 6-L(2, 1)-labeling of
every H ∈ H (P).
Definition 2.4. Given a cycle C = u1u2 . . . ulu1 with starting vertex u1 (where l ≥ 3), we define two families of outer plane
graphs, denoted by K (C) and F (C), as follows: G ∈ K (C) if and only if there exist i1, i2, . . . , it with 1 ≤ i1 < i2 < . . . <
it ≤ l and ij+1 ≥ ij + 2 for j = 1, . . . , t − 1, such that G can be obtained from C by attaching t paths of length 2 or 3 to C
and identifying the two end vertices of the jth path to uij and uij+1 respectively, for j = 1, . . . , t , with the subscripts of the
ui’s modulo l.
The family F (C) (⊆K (C)) is defined in exactly the same way as K (C) except that in addition we require i1 ≥ 2 and
it < l.
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A 6-L(2, 1)-labeling f of C is defined to be a cycle-extendable 6-L(2, 1)-labeling of type 1 (respectively, type 2) if f can be
extended to a 6-L(2, 1)-labeling of every H ∈ K (C) (respectively, H ∈ F (C)).
We emphasize that K (C) and F (C) depend on the starting vertex u1 of C , and that in our subsequent discussion u1
should be clear from the context.
Path-extendable labelings will be used in extension technique 1 while cycle-extendable labelings in extension
technique 2. Not every 6-L(2, 1)-labeling of P is extendable. For example, if a 6-L(2, 1)-labeling f of P satisfies
(f (ui), f (ui+1), f (ui+2), f (ui+3)) = (4, 1, 3, 0) for some 1 ≤ i ≤ l − 3, then f is not extendable. In fact, if H is obtained
from P by identifying the end vertices of a path Q of length 3 to ui+1 and ui+2 respectively, then H ∈ H (P) but f cannot
be extended to a 6-L(2, 1)-labeling of H , because we cannot assign labels from [0, 6] to the two middle vertices of Q
without violating the L(2, 1)-condition. Similarly, if f is a 6-L(2, 1)-labeling of P such that (f (xi), f (xi+1), f (xi+2), f (xi+3)) =
(0, 2, 4, 6), (4, 1, 6, 3), (5, 1, 4, 6) or (6, 1, 4, 2) for some 1 ≤ i ≤ l− 3, then f is not extendable.
For a 6-L(2, 1)-labeling f of G, if f (u) ∈ {1, 3, 5} for a vertex u, then there are two possible labels from {0, 2, 4, 6} that
can be assigned to a neighbor v of u such that |f (u)− f (v)| ≥ 2. These two labels are called the available neighbor labels in
{0, 2, 4, 6} for vwith respective to f (u) (or available neighbor labels in {0, 2, 4, 6} for f (u)). Similarly, there are two available
neighbor labels in {1, 3, 5} for a label f (u) ∈ {0, 6} and one available neighbor label in {1, 3, 5} for a label f (u) ∈ {2, 4}. The
next lemma is straightforward.
Lemma 2.5. Given a 6- L(2, 1)-labeling f of an outer plane graph G with ∆ = 3, if Lx is the set of available neighbor labels in
{0, 2, 4, 6} for x ∈ {1, 3, 5} and My the set of available neighbor labels in {1, 3, 5} for y ∈ {0, 2, 4, 6}, then the following hold:
(i) for any a, b ∈ {1, 3, 5} with a ≠ b, |La ∪ Lb| ≥ 3 and |La \ Lb| ≥ 1;
(ii) if (a, b) = (1, 3) or (3, 5), then |La ∩ Lb| = 1;
(iii) for each a ∈ {0, 2, 4, 6}, |Ma| ≥ 1;
(iv) for any a, b ∈ {0, 2, 4, 6} with a ≠ b, |Ma ∪Mb| ≥ 2; moreover, |Ma ∪Mb| ≥ 3 when (a, b) ∈ {(0, 6), (2, 6)}.
Given a path u1u2 . . . u3k, we say that we label u1, u2, . . . , u3k using pattern a b c , or these vertices are labeled using
pattern a b c, if, for 0 ≤ i ≤ k− 1, u3i+1, u3i+2 and u3i+3 are assigned a, b and c , respectively.
Lemma 2.6. (i) Let P = uu1u2 . . . u3kv be a path and f a 6- L(2, 1)-labeling of P. If f labels u1, u2, . . . , u3k using pattern a b c,
where {a, b, c} ⊂ {0, 2, 4, 6}, then f is a path-extendable 6- L(2, 1)-labeling.
(ii) Let C = u1u2 . . . u3ku1 be a cycle and f a 6- L(2, 1)-labeling of C. If f labels u1, u2, . . . , u3k using pattern a b c, where
{a, b, c} ⊂ {0, 2, 4, 6}, then f is a cycle-extendable 6- L(2, 1)-labeling of type 1.
(iii) Let C = u1u2 . . . u3ku3k+1u1 be a cycle and f a 6- L(2, 1)-labeling of C. If f labels u3, u4, . . . , u3k, u3k+1, u1 using pattern
a b c, where {a, b, c} ⊂ {0, 2, 4, 6}, then f is a cycle-extendable 6- L(2, 1)-labeling of type 2.
Proof. Weprove (a) here. The proofs for (b) and (c) are similar. LetH ∈ H (P). If a vertex v ofH is adjacent to two consecutive
vertices of P , then v can be assigned the unique label in {0, 2, 4, 6} \ {a, b, c}. If two adjacent vertices u, v of H are adjacent
to ui, ui+1 respectively, then by Lemma 2.5, u and v can be assigned labels from {1, 3, 5}. Thus f can be extended to a
6-L(2, 1)-labeling of H . Since this is true for any H ∈ H (P), f is extendable. 
All 6-L(2, 1)-labelings of a path P (or a cycle) in this paper fall into two categories for some a, b, c ∈ {0, 2, 4, 6}: either
all vertices of P are labeled using pattern a b c, or all vertices of P except at most three vertices at each end of P are labeled
using pattern a b c. In the latter case, by Lemma 2.6, we have the following lemma.
Lemma 2.7. (i) Let P = uv1 . . . vtu1u2 . . . u3kw1 . . . wsv be a path and f a 6- L(2, 1)-labeling of P. Suppose f |uv1...vtu1u2
and f |u3k−1u3kw1...usv are path-extendable 6- L(2, 1)-labelings of uv1 . . . vtu1u2 and u3k−1u3kw1 . . . usv, respectively, where
t ≤ 3 and s ≤ 3. If f labels u1, u2, . . . , u3k using pattern a b c, where {a, b, c} ⊂ {0, 2, 4, 6}, then f is a path-extendable
6- L(2, 1)-labeling.
(ii) Let C = v1 . . . vtu1u2 . . . u3kv1 be a cycle and f a 6- L(2, 1)-labeling of C. Suppose f |u3k−1u3kv1...vtu1u2 is an extendable
6- L(2, 1)-labeling of u3k−1u3kv1 . . . vtu1u2, where t ≤ 3. If f labels u1, u2, . . . , u3k using pattern a b c, where {a, b, c} ⊂
{0, 2, 4, 6}, then f is a cycle-extendable 6- L(2, 1)-labeling of type 1.
(iii) Let C = v1 . . . vtu3u4 . . . u3k+1u1u2 be a cycle and f a 6- L(2, 1)-labeling of C. Suppose f |u2v1...vtu3u4 is a path-extendable
6- L(2, 1)-labeling of u2v1 . . . vtu3u4, where t ≤ 3. If f labels u3, u4, . . . , u3k+1, u1 using pattern a b c, where {a, b, c} ⊂
{0, 2, 4, 6}, then f is a cycle-extendable 6- L(2, 1)-labeling of type 2.
3. The lower bound
In this section we prove the relatively easy part of Theorem 1.4, that is, λ(G(l)) ≥ 6 if l ≥ 4 is not a multiple of 3.
Throughout this section we assume l ≥ 3 and the vertices u, v, x1, . . . , xl, y1, . . . , yl of G(l) are as shown in Fig. 1.
Suppose that G(l) admits a 5-L(2, 1)-labeling f : V (G(l)) → [0, 5]. Let H1 and H2 be the subgraphs of G(l) induced by
f −1({0, 2, 4}) and f −1({1, 3, 5}) respectively. The roles ofH1 andH2 are symmetric because assigning 5−f (w) tow ∈ V (G(l))
yields another 5-L(2, 1)-labeling of G(l).
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Lemma 3.1. Every component of H1 or H2 has at least two vertices.
Proof. By the symmetry between H1 and H2, it suffices to prove this for any component H of H1. Suppose to the contrary
that V (H) = {w} for some w ∈ V (G(l)). Since each vertex of G(l) has degree 2 or 3, we have |N(w)| = 2 or 3. Assume
N(w) = {w1, w2, w3} first. If f (w) = i, then i ∈ {0, 2, 4} and f (w1), f (w2), f (w3) ∈ {1, 3, 5}. By the L(2, 1)-condition,
f (w1), f (w2) and f (w3) are distinct and {f (w1), f (w2), f (w3)} = {1, 3, 5}. Thus there is at least onewj such that f (wj) = i+1
or i− 1. This is a contradiction aswj is adjacent tow.
Assume then N(w) = {w1, w2}. By the structure of G(l), we may assume w = u, w1 = x1 and w2 = y1. Since H is a
component of H1, we have f (u) ∈ S1 and f (x1), f (y1) ∈ S2, which implies f (u) = 0 and {f (x1), f (y1)} = {3, 5}. Without
loss of generality we may assume f (x1) = 3 and f (y1) = 5. By the L(2, 1)-condition we have f (x2) = 1. This implies that y2
cannot be assigned any label from [0, 5]without violating the L(2, 1)-condition, a contradiction again. 
Lemma 3.2. Let H be a component of H1 or H2. Then the following hold:
(i) H contains no 4-cycle xiyiyi+1xi+1xi, where 1 ≤ i ≤ l;
(ii) H cannot contain a 3-vertex and all its neighbors;
(iii) if l is not a multiple of 3, then H cannot contain any cycle; if l is a multiple of 3, then either H itself is a 3-cycle or it does
not contain any cycle.
Proof. (i) This follows immediately from the L(2, 1)-condition.
(ii) Suppose to the contrary that H contains a degree-three vertex w and its neighbors w1, w2, w3. Let f (w) = j ∈ Si,
where i = 1 or 2. Then f (w1), f (w2), f (w3) ∈ Si \ {j} and hence there exist s, t ∈ {1, 2, 3}, s ≠ t such that f (ws) = f (wt).
However, this violates the L(2, 1)-condition.
(iii) Since the roles of H1 and H2 are symmetric, it suffices to prove the results for H1. Suppose that a component H of
H1 contains a cycle C . If |V (C)| ≥ 4, then H contains xi, xi+1, yi+1, yi for some i, contrary to (i). Thus |V (C)| = 3 and so by
symmetry we may assume C = ux1y1u.
Consider f (u) = 0 first. In this case we may assume f (x1) = 2 and f (y1) = 4 by symmetry. Then f (x2) = 5, f (y2) = 1,
f (x3k) = 0, f (y3k) = 3, f (x3k+1) = 2, f (y3k+1) = 5, f (x3k+2) = 4 and f (y3k+2) = 1 for k ≥ 1. Thus H = C is a 3-cycle and
moreover v cannot be assigned any label from [0, 5] unless 3 divides l.
In the case when f (u) = 2, we may assume f (x1) = 0 and f (y1) = 4 by symmetry. Then f (x2) = 3 or 5, and f (y2) = 1.
When f (x2) = 3, we have f (x3) = 5 and y3 cannot be assigned any label from [0, 5]. When f (x2) = 5, we have f (x3) = 3 or
2, and y3 cannot be assigned any label from [0, 5].
In the case when f (u) = 4, we may assume f (x1) = 0 and f (y1) = 2 by symmetry. Then f (x2) = 3 and f (y2) = 5. This
implies that x3 must be assigned 1 and y3 cannot be assigned any label from [0, 5]. 
A component H of Hi is said to be a path component if H is a path, where i = 1, 2. We say that a path component H
contains a path P if V (P) ⊆ V (H).
Lemma 3.3. Let H be a path component of Hi, where i = 1, 2. Then an end vertex w of H with d(w) = 3must be assigned 0 if
i = 1 and 5 if i = 2.
Proof. Since the roles of H1 and H2 are symmetric, it suffices to prove the result for i = 1. By Lemma 3.1, the length
of H is greater than 2. Assume H = w1 . . . wl with d(w1) = 3. Let N(w1) = {w2, z1, z2}. Then z1, z2 ∉ V (H) and
f (z1), f (z2) ∈ {1, 3, 5}. If f (w1) = a ≠ 0, then f (zj) = a − 1 or a + 1 for some j = 1, 2, which violates the L(2, 1)-
condition. 
Lemma 3.4. Let H be a path component of H1 or H2. Then the following hold:
(i) H contains no 3-path xixi+1yi+1yi+2;
(ii) if H contains a 2-path xiyiyi+1 (or yixixi+1) such that xi is an end vertex of a path component of Hj for j = 1, 2, then i = 2;
(iii) if H contains a 2-path xiyiyi−1 (or yixixi−1) such that xi is an end vertex of a path component of Hj for j = 1, 2, then i = l−1.
Proof. Since the roles of H1 and H2 are symmetric, we may assume that H is a path component of H1.
(i) Suppose to the contrary that H contains the 3-path xixi+1yi+1yi+2. By Lemma 3.2, yi, xi+2 ∈ V (H2). By Lemma 3.3,
f (yi) = f (xi+2) = 5. So {f (xi), f (xi+1), f (yi+1), f (yi+2)} = {0, 2}, which violates the L(2, 1)-condition.
(ii) Suppose that H contains such a 2-path xiyiyi+1. If i ≥ 2, then xi−1 ∈ V (H2) by (i). Hence xi+1 ∈ V (H2) and
yi−1 ∈ V (H2) by Lemma 3.2. It follows that f (xi+1) = 5, f (xi) = 0, f (xi−1) = 3, f (yi−1) = 1, f (yi+1) = 2 and f (yi) = 4.
If i ≥ 3, then by symmetry xi−2 must be assigned 5, but then yi−2 cannot be assigned any label in [0, 5]. If i = 1, then
f (x1) = 0, f (y1) = 2, f (y2) = 4 and f (u) = 5 by symmetry, but then x2 cannot be assigned any label [0, 5]. Therefore,
i = 2.
(iii) The proof is similar to that of (ii). 
Lemma 3.5. Let H be a component of H1 or H2. Then H is one of the following:
(i) a 3-cycle;
(ii) the path x3x4 . . . xl (or y3y4 . . . yl);
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(iii) the path x3x4 . . . xl−1yl−1 (or y3y4 . . . yl−1xl−1);
(iv) the path x2y2 . . . yl−2 (or y2x2 . . . xl−2);
(v) the path ux1x2 . . . xl (or uy1y2 . . . yl);
(vi) the path y1y2 . . . ylv (or x1x2 . . . xlv);
(vii) the path x2y2 . . . ylv (or y2x2 . . . xlv).
Proof. By symmetry, we may assume that H is a component of H1 and xi ∈ V (H)with minimum subscript i. By Lemma 3.1,
xi+1 ∈ V (H) or yi ∈ V (H).
Assume first that xi+1 ∈ V (H) and yi ∉ V (H). Let xj ∈ V (H) be such that j is maximum. By Lemma 3.4, xi, xi+1, . . . , xj ∈
V (H). If i = 1, then y1 ∈ V (H2) by Lemma 3.4. By symmetry, j = l. By Lemma 3.2, the vertices of H are assigned
0 2 4 0 2 4 . . . 0 2 4 0 or 0 4 2 0 4 2 . . . 0 4 2 0 successively. We thus conclude that H is the path ux1x2y2 . . . xl or x1x2 . . . xlv
and hence (v) or (vi) holds. If i ≥ 2 and i ≠ 3, then xi−1 ∈ V (H2). Since yi ∈ V (H2), yi−1 ∉ V (H2) by Lemma 3.4. Thus
yi−1 ∈ V (H1). It follows that xi−1 is an end vertex of a path of H2 and so is yi. By Lemma 3.3, xi−1 and yi are assigned 5,
contradicting the L(2, 1)-condition. Thus, assume that i = 3. By Lemma 3.4, j = l − 1 or l. If j = l − 1, by Lemma 3.4,
yl−1 ∈ V (H), yl, yl−2 ∈ V (H2). We thus conclude that (iii) holds. If j = l, then (ii) holds.
Next we assume that xi+1 ∉ V (H) and yi ∈ V (H). If i = 1, then x2, y2 ∈ V (H2) by Lemma 3.4. It follows that H is a
3-cycle and (i) holds. So we assume i ≥ 2. If i = 2, then x1 ∈ V (H2) and y1 ∈ V (H2) by Lemma 3.4. Thus x3 ∈ V (H) or
y3 ∈ V (H). By symmetry, wemay assume x3 ∈ V (H). By Lemma 3.4, wemay assumeH = y2x2 . . . xj such that j is maximum.
By Lemma 3.4, i = 2 and j ≥ l − 2. Let j = l − 2. In this case, (iv) holds. If j = l − 1, then yl−1 ∈ V (H2) by Lemma 3.4.
Thus, yl, xl ∈ V (H2), contradicting Lemma 3.4. If j = l, by Lemma 3.2, y3, y4, . . . , yl ∈ V (H2), which form a path. Note that
the vertices of H are assigned 0 2 4 0 2 4 . . . 0 2 4 0 or 0 4 2 0 4 2 . . . 0 4 2 0 sequentially, and y3, y4, . . . , yl should be assigned
5 3 1 5 3 1 . . . 5 3 1 5 or 5 1 3 5 1 3 . . . 5 1 3 5 sequentially, which implies v ∈ V (H). We conclude that (ii) holds.
Finally, we assume that xi+1 ∈ V (H) and yi ∈ V (H). Then i = 2 by Lemma 3.4. Let x3, . . . , xj ∈ V (H) such that j
is the maximum subscript. Then xj+1, yj+1, yj, . . . , y3 ∈ V (H2). By Lemma 3.4, j = l − 2, l − 1, l. If j = l − 1, then
y3, . . . , yl, xl, v ∈ V (H2), which implies that v, yl, xl, xl−1 cannot be assigned labels from {1, 3, 5} without violating the
L(2, 1)-condition, a contradiction. Thus, j = l− 2 or l, which means that (iv) or (vii) holds. 
Theorem 3.6. Let l ≥ 4 be an integer which is not a multiple of 3. Then λ(G(l)) ≥ 6.
Proof. Suppose to the contrary that G(l) admits a 5-L(2, 1)-labeling f . Recall that the vertices u, v, x1, . . . , xl, y1, . . . , yl of
G(l) are as shown in Fig. 1. By symmetry, wemay assume thatH is a component ofH1 containing u. ThenH is as in (i) or (v) of
Lemma 3.5. IfH is as in (i), then by Lemmas 3.4 and 3.5, the path in (ii) or (iii) is a component K ofH1. If K is as in (ii), then the
path in (vii) is a component of H2. By Lemma 3.3, the vertices of K are assigned 0 2 4 0 2 4 . . . 0 2 4 0 or 0 4 2 0 4 2 . . . 0 4 2 0
sequentially. By Lemma 3.5, l − 2 = 3k + 1 and l is a multiple of 3, a contradiction. The proof is similar in the case when
K is as in (iii). If H is as in (v), then xl and u must be assigned 0 by Lemma 3.3. Thus the vertices of xl, xl−1, . . . , x1, u must
be assigned 0 2 4 . . . , 0 2 4, . . . , 0 2 4 0 or 0 4 2 . . . 0 4 2 . . . , 0 4 2 0 sequentially. By Lemma 3.5, l + 1 = 3k + 1 and l is a
multiple of 3, a contradiction again. 
4. Extension technique 1
Notation 4.1. Let C = u1u2 . . . ulu1 be a cycle of length l ≥ 4, and let v1 and v2 be two additional vertices not on C . Define H
as the graph obtained from C by adding the edges u1v1 and u2v2. Denote P = v1u1u2v2, which is a path of H . Let H1 denote
the subgraph of H induced by {v1, v2, u1, u2, u3, ul}.
Throughout this section, H, P and H1 are as above, and f is a fixed path-extendable 6-L(2, 1)-labeling of P .
Themain result in this section, Theorem4.6, states that any given path-extendable 6-L(2, 1)-labeling of P can be extended
to a 6-L(2, 1)-labeling of H . To establish this result we need to prove a few lemmas first.
Lemma 4.2. Suppose {f (u1), f (u2)}∩{1, 3, 5} ≠ ∅ and f can be extended to a 6- L(2, 1)-labeling of H1 such that f (u3), f (ul) ∈
{0, 2, 4, 6}. Suppose further that f (u3) = f (ul) if and only if l ≡ 0 (mod 3). Then f can be extended to a 6- L(2, 1)-labeling f1
of H such that f1|C−{u1u2} is a path-extendable 6- L(2, 1)-labeling.
Proof. Denote f (u3) = a and f (ul) = b. Our assumption means |{f (u1), f (u2)} ∩ {1, 3, 5}| = 1 or 2. Let us first consider
the latter case, that is, {f (u1), f (u2)} ⊆ {1, 3, 5}. Since {0, 2, 4, 6} \ {a, b} ≠ ∅, we can choose c ∈ {0, 2, 4, 6} \ {a, b}. If
l ≡ 2 (mod 3), then we label u4, u5, . . . , ul using pattern c b a, and label ul−1 by c. In the case l ≡ 1 (mod 3), if l = 4, there is
nothing to prove; if l ≥ 5, thenwe label u4, . . . , ul−1 using pattern b c a. In the case l ≡ 0 (mod 3), we have f (u3) = f (ul) = a
by our assumption. Choose b, c ∈ {0, 2, 4, 6} \ {a} such that b ≠ c. We label u4, u5 by b, c respectively, and u6, u7, . . . , ul−1
using pattern abc .
Assume |{f (u1), f (u2)} ∩ {1, 3, 5}| = 1 from now on. By symmetry we may assume f (u1) ∈ {1, 3, 5} and f (u2) ∈ {0, 2,
4, 6}.
Consider the case l ≡ 0 (mod 3) first. In this case, f (u3) = f (ul) = a. Denote b = f (u2) and take c ∈ {0, 2, 4, 6} \ {a, b}.
We label u4, u5 by c, b respectively and u6, . . . , ul−1 using pattern a c b.
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Now we consider the case l ≡ 2 (mod 3). Since f (u1) is a common available neighbor label in {1, 3, 5} for f (u2) and
f (ul), (f (u2), f (ul)) ∈ {(6, 0), (0, 6), (0, 2), (2, 0), (4, 6), (6, 4)}. If (f (u2), f (ul)) ∈ {(0, 2), (2, 0), (4, 6), (6, 4)}, we label
u4 by c ∈ {0, 2, 4, 6} \ {a, b, f (u2)}, and u5, . . . , ul−1 using pattern b a c. We are left with the case where (f (u2), f (ul)) =
(0, 6) or (6, 0), for which f (u1) = 3 and f (v1) ∈ {1, 5}.
Suppose (f (u2), f (ul)) = (0, 6). If f (v2) ≠ 5, then we re-assign 5 to u3, assign 1 to u4, and label u5, u6, . . . , ul−1 using
pattern 6 0 2. Assume f (v2) = 5. If f (v1) = 1, then we re-assign 5 to ul, 2 to ul−1, 4 to ul−2 and label ul−3, ul−4, . . . , u3 using
pattern 0 2 4; if f (v1) = 5, then we re-assign 1 to ul, 6 to ul−1, 2 to ul−2 and label ul−3, ul−4, . . . , u3 using pattern 0 6 2.
Suppose (f (u2), f (ul)) = (6, 0). If f (v2) ≠ 1, then we re-assign 1 to u3, assign 5 to u4, and label u5, u6, . . . , ul−1 using
pattern 0 4 2. Assume f (v2) = 1. In this case, since f (u1) = 3, f (v1) ∈ {1, 5}. If f (v1) = 5, then we re-assign 2 to u3, assign
5 to u4 and 1 to u5, and label u6, u7, . . . , ul using pattern 6 4 0 when l ≥ 8; we re-assign 2 to u3 and 0 to u5, and assign 4 to
u4 when l = 5. If f (v2) = f (v1) = 1, then we re-assign 5 to ul, assign 0 to ul−1 and 4 to ul−2, and label ul−3, ul−4, . . . , u3
using pattern 6 0 4.
Finally, in the case l ≡ 1 (mod 3), if l = 4, there is nothing to prove; if l ≥ 5, then we label u4, . . . , ul−1 using pattern
b f (u2) a.
In each possibility above, by Lemmas 2.6 and 2.7, we obtain a 6-L(2, 1)-labeling f1 of H with the desired property. 
Lemma 4.3. If l ≡ 0 (mod 3) and {f (u1), f (u2)} ∩ {1, 3, 5} ≠ ∅, then f can be extended to a 6- L(2, 1)-labeling f1 of H such
that f1|C−{u1u2} is a path-extendable 6- L(2, 1)-labeling.
Proof. We first prove:
Claim. If we can assign u3 a label from {1, 3, 5} and assign ul a label from {0, 2, 4, 6} such that they have no conflict with the
existing labels, then f can be extended to a 6- L(2, 1)-labeling f1 of H such that f1|C−{u1u2} is a path-extendable 6- L(2, 1)-labeling.
Proof of the Claim. Assume first that f (u1), f (u2) ∈ {1, 3, 5}. By the L(2, 1)-condition, f (u3) ≠ f (u1). By Lemma 2.5(a),
f (u3) has an available neighbor label a in {0, 2, 4, 6} which is not an available neighbor label for f (u1). It follows that
a ≠ f (ul). Let c ≠ a be an available neighbor label for f (u3), and let b ∈ {0, 2, 4, 6} \ {f (ul), a, c}. We label u4, u5, . . . , ul
using pattern a b f (ul).
Now we assume |{f (u1), f (u2)} ∩ {1, 3, 5}| = 1. Then f (u1) ∈ {1, 3, 5} or f (u2) ∈ {1, 3, 5}.
Case 1: f (u1) ∈ {1, 3, 5}.
Then f (u2) ∈ {0, 2, 4, 6}. By our assumption, f (u3) ∈ {1, 3, 5}. Since f (u1), f (u3) ∈ {1, 3, 5}, f (u2) is an available
neighbor label for both f (u1) and f (u3). This leads to f (u2) = 6 or 0. Moreover, when f (u2) = 6, (f (u1), f (u3)) ∈ {(3, 1),
(1, 3)}; when f (u2) = 0, (f (u1), f (u3)) ∈ {(3, 5), (5, 3)}. If (f (u1), f (u3)) = (5, 3), then by assumption, f (ul) ∈ {0, 2, 4, 6},
which implies f (ul) = 2 and f (v1) ≠ 2. In this case, we label u4, . . . , ul using pattern 6 0 2. If (f (u1), f (u3)) = (1, 3), then
by assumption, f (ul) ∈ {0, 2, 4, 6}, which implies f (ul) = 4 and f (v1) ≠ 4. Thus, we label u4, . . . , ul using pattern 0 6 4.
Consider (f (u1), f (u3)) = (3, 5). By our assumption, f (ul) ∈ {0, 2, 4, 6}, which implies f (ul) = 6 and f (v1) ≠ 6. If
f (v2) ≠ 6, then we re-assign 6 to u3, and label u4, . . . , ul using pattern 2 0 6. If f (v2) = 6, then we re-assign 4 to u3, and
label u4, . . . , ul using pattern 2 0 6.
Consider (f (u1), f (u3)) = (3, 1). If f (v2) ≠ 0, then we re-assign 0 to u3, and label u4, . . . , ul using pattern 4 6 0. If
f (v2) = 0, then we re-assign 2 to u3, and label u4, . . . , ul using pattern 4 6 0.
Case 2: f (u2) ∈ {1, 3, 5}.
Then f (u1) ∈ {0, 2, 4, 6}. If f (u1) is an available neighbor label in {0, 2, 4, 6} for f (u3), let b be the other available neighbor
label in {0, 2, 4, 6} for f (u3), that is, b ≠ f (u1). We label u4, . . . , ul using pattern f (u1) a c , where a ∈ {0, 2, 4, 6} \ {f (u1), b}
and c ∈ {0, 2, 4, 6} \ {f (u1), a}. In what follows we assume that
f (u1) is not an available neighbor label for f (u3). (1)
Assume f (u2) = 1 first. Then f (u1) ∈ {4, 6}. Assume first that f (u1) = 6. If f (v2) ≠ 3, then we can re-assign 3 to u3.
Thus f (u1) is an available neighbor label in {0, 2, 4, 6} for f (u3), which contradicts (1). If f (v2) = 3, then u3 is assigned 5 by
assumption. In this case, f (v1) ≠ 4 since f is a path extendable labeling of P . Thus, we re-assign 4 to u3, and label u4, . . . , ul
using pattern 6 2 4.
Therefore, we may assume that f (u1) = 4. Since f (u3) ∈ {1, 3, 5} and f (u2) = 1, we have f (u3) ∈ {3, 5}. Consider
f (u3) = 3. If f (v1) = 0, then label u4 by 5, u5, . . . , ul−2 using pattern 2 6 4, and label ul−1 and ul by 2, 6 respectively. If
f (v1) ≠ 0, then label u4, . . . , ul using pattern 6 2 0. Consider f (u3) = 5. In this case, label u4 by 3 and u5, . . . , ul−2 using
pattern 6 a 4, where a ∈ {0, 2, 4, 6} \ {6, 4, f (v1)}, and label ul−1 and ul by 6 and a respectively.
Next we assume f (u2) = 3. Then f (u1) ∈ {0, 6} and we can re-assign u3 a label such that f (u1) is an available neighbor
label in {0, 2, 4, 6} for both f (u2) and f (u3), which contradicts (1).
Finally, we assume f (u2) = 5. Then f (u1) ∈ {0, 2}. We first assume that f (u1) = 0. If f (v2) ≠ 3, then we can re-label u3
by 3. Thus f (u1) is an available neighbor label in {0, 2, 4, 6} for f (u3), which contradicts (1). Assume f (v2) = 3. If f (v1) ≠ 2,
then we re-label u3 by 2 and label u4, . . . , ul using pattern 0 4 2; if f (v1) = 2, then we re-label u3 by 2 and label u4, . . . , ul
using pattern 0 6 4. Thus, we assume that f (u1) = 2. In the case when f (u3) = 1, label u4 by 3 and u5, . . . , ul−2 using
pattern 0 a 2, where a ∈ {0, 2, 4, 6} \ {0, 2, f (v1)}, and label ul−1 and ul by 0 and a respectively. In the case when f (u3) = 3,
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if f (v1) ≠ 0, then label u4 by 1 and u5, . . . , ul−3 using pattern 4 0 2, and label ul−2 and ul−1 by 4 and 0 respectively; if
f (v1) = 0, then label u4, . . . , ul using pattern 0 4 6.
By Lemmas 2.6 and 2.7, in each possibility above, we obtain a 6-L(2, 1)-labeling f1 of H with the desired property. This
completes the proof of the claim. 
We are now ready to prove our lemma. Assume first that {f (u1), f (u2)} ⊂ {1, 3, 5}. By symmetry we may assume
(f (u1), f (u2)) ∈ {(1, 3), (1, 5), (3, 5)}. If {f (v1), f (v2)} ∩ {0, 2, 4, 6} ≠ ∅, then one of u3 and ul can be assigned a label
from {0, 2, 4, 6} and the other a label from {1, 3, 5}. By Claim 1, f can be extended to a 6-L(2, 1)-labeling f1 of H such that
f1|C−{u1,u2} is an extendable 6-L(2, 1)-labeling. So wemay assume f (v1), f (v2) ∈ {1, 3, 5}. Since f is an extendable 6-L(2, 1)-
labeling of P, (f (u1), f (u2)) ∈ {(3, 5), (1, 3)}. Then f (u1) and f (u2) have a common available neighbor label c in {0, 2, 4, 6}.
Thus both u3 and ul can be assigned c . By Lemma 4.2, f can be extended to a 6-L(2, 1)-labeling f1 of H such that f1|C−{u1u2} is
an extendable 6-L(2, 1)-labeling.
Next we assume |{f (u1), f (u2)} ∩ {1, 3, 5}| = 1. By symmetry we may assume f (u1) ∈ {1, 3, 5} and f (u2) ∈ {0, 2, 4, 6}.
Then ul can be assigned a label from {1, 3, 5} and u3 a label from {0, 2, 4, 6} \ {f (u2), f (v2)}. By Claim 1, f can be extended
to a 6-L(2, 1)-labeling f1 of H such that f1|C−{u1u2} is a path-extendable 6-L(2, 1)-labeling. 
The next lemma can be easily verified. It will be used in the proof of Lemma 4.5.
Lemma 4.4. Let W = w1w2w3w4 be a path. If (a, b) ∈ {(6, 0), (0, 6), (2, 6), (6, 2), (0, 4), (4, 0), (4, 2), (2, 4)}, then there
is a path-extendable 6- L(2, 1)-labeling f of W such that
(i) f (w1) = b and f (w4) = a;
(ii) f (wi) ∈ {1, 3, 5} for i = 2, 3;
(iii) for every H ∈ H (W ), each vertex of V (H) \ V (W ) can be assigned a label from [0, 6] \ {a, b, f (w2), f (w3)} such that the
resulting labeling is a path-extendable 6- L(2, 1)-labeling.
Lemma 4.5. If |{f (v1), f (v2), f (u1), f (u2)} ∩ {1, 3, 5}| ≤ 1, then f can be extended to a 6- L(2, 1)-labeling f1 of H such that
f1|C−{u1u2} is a path-extendable 6- L(2, 1)-labeling.
Proof. We distinguish the following two cases.
Case 1. |{f (u1), f (u2)} ∩ {1, 3, 5}| = 1.
We may assume l ≡ 1 or 2 (mod 3) for otherwise the result is true by Lemma 4.3. By symmetry we may assume f (u1) ∈
{1, 3, 5}. Then f (v1), f (v2), f (u2) ∈ {0, 2, 4, 6}. Consider the case l ≡ 2 (mod 3) first. Since f (v1), f (u2) ∈ {0, 2, 4, 6}, f (v1)
and f (u2) are two available neighbor labels for f (u1). By Lemma 2.5, there is a label in a ∈ {1, 3, 5} \ {f (u1)} such that f (v2)
is an available neighbor label for a. Assign a to ul and f (v2) to ul−1. Choose b ∈ {0, 2, 4, 6} \ {f (v2), f (u2)}. Assign b to u3 and
label u4, . . . , ul−2 using pattern f (v2) f (u2) b.
Next assume l ≡ 1 (mod 3). The vertex ul can be assigned a label f (ul) ∈ {1, 3, 5}\{f (u1)} such that f (ul) has an available
neighbor label a ∈ {0, 2, 4, 6} \ {f (u2), f (v2)}. Assign a to ul−1 and ul−4, f (u2) to ul−2, f (v2) to ul−3, and label ul−5, . . . , u3
using pattern f (u2) f (v2) a.
Case 2. {f (u1), f (u2)} ∩ {1, 3, 5} = ∅.
Since |{f (v1), f (v2), f (u1), f (u2)} ∩ {1, 3, 5}| ≤ 1, |{f (v1), f (v2)} ∩ {1, 3, 5}| ≤ 1. We will consider three subcases:
l ≡ 0, 1, 2 (mod 3). In the case when l ≡ 0, we will consider two subcases: |{f (v1), f (v2)} ∩ {1, 3, 5}| = 0 or 1. In the case
when l ≢ 0, we do not consider any subcase explicitly. In the case when l ≡ 0 (mod 3) and |{f (v1), f (v2)} ∩ {1, 3, 5}| = 1,
we may assume without loss of generality that f (v1) ∈ {1, 3, 5} and f (u1), f (u2), f (v2) ∈ {0, 2, 4, 6}.
Consider the case l ≡ 0 (mod 3). If |{f (v1), f (v2)} ∩ {1, 3, 5}| = 1, choose a ∈ {0, 2, 4, 6} \ {f (u1), f (u2), f (v2)}. Then
assign a to u3 and label u4, u5, . . . , ul using pattern f (u1) f (u2) a.
If |{f (v1), f (v2)} ∩ {1, 3, 5}| = 0, by symmetry we may assume f (u1) < f (u2). If (f (u1), f (u2)) ∈ {(0, 6), (0, 2)}, then
f (u1) and f (u2) have a common available neighbor label a ∈ {1, 3, 5} such that u3 can be assigned a, and u4, u5, . . . , ul
can be labeled using pattern f (u1) f (u2) f (v2). We now assume that (f (u1), f (u2)) ∈ {(4, 6), (2, 6)}. If f (v1) ≠ f (v2), then
we assign u3 by 3, u4 by 1, u5 by 6, label u6, . . . , ul−1 using pattern f (v2) f (u1) 6 and assign ul by f (v2). If f (v1) = f (v2),
let a ∈ {0, 2, 4, 6} \ {f (u1), f (u2), f (v1)}. We assign u3 by 3, u4 by 1, u5 by 6, label u6, . . . , ul−1 using pattern a f (u1) 6 and
assign ul by a. It remains to consider the case (f (u1), f (u2)) ∈ {(0, 4), (2, 4)}. In this case, since f is an extendable L(2, 1)-
labeling of P , we have f (v1) = f (v2). In the case (f (u1), f (u2)) = (0, 4), if f (v1) = f (v2) = 6, then label u3, u4 by 1, 3
respectively, label u5, u6, . . . , ul−3 using pattern 6 2 0, and label ul−2, ul−1 by 6 and 2, respectively; if f (v1) = f (v2) = 2,
then label u3, u4 by 1, 5 respectively, label u5, u6, . . . , ul−3 using pattern 2 6 0, and label ul−2, ul−1 by 2 and 6, respectively.
In the case (f (u1), f (u2)) = (2, 4), if f (v1) = f (v2) = 6, then label u3, u4 by 0, 3 respectively, label u5, u6, . . . , ul−3 using
pattern 6 0 2, and label ul−2, ul−1 by 6 and 0, respectively; if f (v1) = f (v2) = 0, then label u3, u4 by 1, 5 respectively, label
u5, u6, . . . , ul−3 using pattern 0 6 2, and label ul−2, ul−1 by 0 and 6, respectively.
Consider the case l ≡ 1 (mod 3). If (f (u1), f (u2)) ∈ {(6, 0), (0, 6), (2, 6), (6, 2), (0, 4), (4, 0), (4, 2), (2, 4)}, then by
Lemma 4.4 we have an extendable 6-L(2, 1)-labeling of path u2u3u4u5 such that f (u5) = f (u1). If f (v1) ≠ f (v2), then
label u6, . . . , ul−2 using pattern f (u2) f (v2) f (u1), and label ul−1 and ul by f (u2) and f (v2), respectively. If f (v1) = f (v2), let
a ∈ {0, 2, 4, 6} \ {f (v2), f (u1), f (u2)}. In this case, label u6, . . . , ul−2 using pattern f (u2) a f (u1), and ul−1 and ul by f (u2)
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Table 1
Partial labeling in the case when l ≡ 2 (mod 3).
(f (u1), f (u2), f (v1), f (v2)) (f (u3), f (u4), f (u5), f (u6), . . . , f (ul))
(4, 6, ∗, 2) 1, 5, 2, 4, 6, 2, . . . , 4, 6, 2
(0, 6, ∗, 2) 1, 5, 2, 0, 6, 2, . . . , 0, 6, 2
(6, 0, ∗, 4) 3, 1, 4, 6, 0, 4, . . . , 6, 0, 4
(2, 0, ∗, 4) 3, 1, 4, 2, 0, 4, . . . , 2, 0, 4
(0, 2, ∗, 4) 5, 1, 4, 0, 2, 4, . . . , 0, 2, 4
(0, 4, ∗, 2) 1, 6, 2, 0, 4, 2, . . . , 0, 4, 2
(6, 4, ∗, 2) 1, 5, 2, 6, 4, 2, . . . , 6, 4, 2
(0, 4, ∗, 6) 1, 3, 6, 0, 4, 6, . . . , 0, 4, 6
(2, 4, ∗, 6) 1, 3, 6, 2, 4, 6, . . . , 2, 4, 6
(4, 2, ∗, 0) 5, 3, 0, 4, 2, 0, . . . , 4, 2, 0
(6, 2, ∗, 0) 5, 3, 0, 4, 2, 0, . . . , 4, 2, 0
and a, respectively. Thus we assume (f (u1), f (u2)) ∈ {(0, 2), (2, 0), (6, 4), (4, 6)}. By Lemma 4.4, we have an extendable
6-L(2, 1)-labeling of path u2u3u4u5 such that f (u5) = f (u1). If f (v1) = f (v2), let a ∈ {0, 2, 4, 6} \ {f (u1), f (u2), f (v2)}. In
this case, label ul, . . . , u8 using pattern a f (u2) f (u1), and label u7, u6 by a, f (u2), respectively. If f (v1) ≠ f (v2), then label
ul, . . . , u8 using pattern f (v2) f (u2) f (u1), and label u7, u6 by f (v2) and f (u2), respectively.
Finally, we consider the case l ≡ 2 (mod 3). Suppose that (f (v2), f (u2)) ∈ {(6, 0), (6, 2), (0, 4), (0, 6)}. If f (v1) ≠ f (v2),
then by Lemma 4.4 we have an extendable 6-L(2, 1)-labeling of path u2u3u4u5 such that f (u5) = f (v2), and u6, . . . , ul can
be labeled using pattern f (u1) f (u2) f (v2). If f (v1) = f (v2), let a ∈ {0, 2, 4, 6} \ {f (u1), f (u2), f (v2)}. Then, by Lemma 4.4,
we have an extendable 6-L(2, 1)-labeling of path u2u3u4u5 such that f (u5) = a, and u6, . . . , ul can be labeled using pattern
f (u1) f (u2) a.
Suppose then that (f (v2), f (u2)) ∈ {(4, 6), (2, 0)}. If f (v1) ≠ f (v2), then by Lemma 4.4 we have an extendable 6-L(2, 1)-
labeling of path u2u3u4u5 such that f (u5) = f (v2), and u6, . . . , ul can be labeled using pattern f (u1) f (u2) f (v2). Assume
f (v1) = f (v2). Let a ∈ {0, 2, 4, 6} \ {f (v2), f (u1), f (u2)}. If (f (v2), f (u2), f (u1)) ∈ {(4, 6, 2), (2, 0, 4)}, then we have an
extendable 6-L(2, 1)-labeling of path u2u3u4u5 such that f (u5) = a by Lemma 4.4, and u6, . . . , ul can be labeled using
pattern f (u1) f (u2) a. If (f (v2), f (u2), f (u1)) ∈ {(4, 6, 0), (2, 0, 6)}, then by Lemma 4.4 we have an extendable 6-L(2, 1)-
labeling of path u2u3u4u5 such that f (u5) = f (v2), and u6, . . . , ul can be labeled using pattern f (u1) f (u2) a.
In the remaining case where (f (v2), f (u2)) ∈ {(2, 6), (4, 0), (2, 4), (4, 2), (6, 4), (0, 2)}, we give a 6-L(2, 1)-labeling in
Table 1 when f (v1) ≠ f (v2) with one exception that (f (u1), f (u2), f (v2)) = (6, 2, 4). In this exceptional case, if f (v1) ≠ 1,
then we label u3, u4, . . . , ul−3 using pattern 0 6 2, and ul−2, ul−1, ul are labeled by 0, 3, 5, respectively; if f (v1) = 1,
then we label ul, ul−1, . . . , u6 using pattern 4 2 6, and u5, u4, u3 are labeled by 4, 0, 5, respectively. In Table 1, the labels
in the first column are the given labels of u1, u2, v1, v2, where ∗ stands for a label from either {0, 2, 4, 6} or {1, 3, 5} as
|{f (u1), f (u2), f (v1), f (v2)} ∩ {1, 3, 5}| ≤ 1. In the second column of Table 1, the first three labels are assigned to u3, u4
and u5, respectively, and the remaining labels are assigned to u6, . . . , ul using the shown pattern. It remains to consider
f (v1) = f (v2). If (f (v2), f (u2)) ∈ {(2, 6), (4, 0)}, let a ∈ {0, 2, 4, 6} \ {f (u1), f (u2), f (v2)}. By Lemma 4.4 we have an
extendable 6-L(2, 1)-labeling of path u2u3u4u5 such that f (u5) = a and u6, . . . , ul can be labeled using pattern f (u1) f (u2) a.
If (f (v2), f (u2)) ∈ {(2, 4), (4, 2), (6, 4), (0, 2)}, let a ∈ {0, 2, 4, 6} \ {f (u1), f (u2), f (v2)}. By Lemma 4.4 we have an
extendable 6-L(2, 1)-labeling of path u1ulul−1ul−2 such that f (ul−2) = a and ul−3, . . . , u3 can be labeled using pattern
f (u2) f (u1) a.
In each possibility above, by Lemmas 2.6 and 2.7, we obtain a 6-L(2, 1)-labeling f1 of H with the desired property. 
Theorem 4.6. Any path-extendable 6- L(2, 1)-labeling f of P can be extended to a 6- L(2, 1)-labeling f1 of H such that f1|C−{u1u2}
is a path-extendable 6- L(2, 1)-labeling of the path.
Proof. By Lemma 4.5, wemay assume |{f (v1), f (v2), f (u1), f (u2)}∩{1, 3, 5}| ≥ 2. Assume first |{f (v1), f (v2), f (u1), f (u2)}
∩ {1, 3, 5}| = 3, so that {f (u1), f (u2)} ∩ {1, 3, 5} ≠ ∅. By Lemma 4.3, l ≡ 1 or 2 (mod 3). In each case we can label u3, ul by
distinct a, b ∈ {0, 2, 4, 6} respectively. By Lemma 4.2, f can be extended to a 6-L(2, 1)-labeling f1 of H such that f1|C−{u1u2} is
an extendable 6-L(2, 1)-labeling. It remains to consider the case |{f (v1), f (v2), f (u1), f (u2)}∩{1, 3, 5}| = 2.We distinguish
the following cases.
Case 1. |{f (u1), f (u2)} ∩ {1, 3, 5}| = 2.
By Lemma 4.3, l ≡ 1 or 2 (mod 3). We have f (v1), f (v2) ∈ {0, 2, 4, 6}. Note that each of f (u1) and f (u2) has two available
neighbor labels in {0, 2, 4, 6}. Thus bothu3 andul canbe assigned labels in {0, 2, 4, 6}.We claim thatu3 andul canbe assigned
labels in {0, 2, 4, 6} such that f (u3) ≠ f (ul). Suppose otherwise. Then f (u1) and f (u2) have a common available neighbor
label in {0, 2, 4, 6}. This implies that (f (u1), f (u2)) ∈ {(3, 5), (1, 3)} and f (v1) ≠ f (v2). If (f (u1), f (u2)) = (3, 5), then
f (v1) = 6 and f (v2) = 2, which contradicts the assumption that f is an extendable L(2, 1)-labeling of the path v1u1u2v2,
because (2, 5, 3, 6) is not an extendable L(2, 1)-labeling of this path. Similarly, if (f (u1), f (u2)) = (1, 3), then f (v1) = 4
and f (v2) = 0, which contradicts the assumption that f is an extendable L(2, 1)-labeling of the path v1u1u2v2. Thus u3 and
ul can be assigned labels in {0, 2, 4, 6} such that f (u3) ≠ f (ul). By Lemma 4.2, f can be extended to a 6-L(2, 1)-labeling f1 of
H such that f1|C−{u1u2} is an extendable 6-L(2, 1)-labeling.
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Case 2. |{f (u1), f (u2)} ∩ {1, 3, 5}| = 1.
By Lemma 4.3, l ≡ 1 or 2 (mod 3). By symmetry, we may assume f (u1) ∈ {1, 3, 5}. Since |{f (u1), f (u2), f (v1), f (v2)} ∩
{1, 3, 5}| = 2, we have |{f (v1), f (v2)} ∩ {1, 3, 5}| = 1. We claim that f (v1) ∈ {1, 3, 5}. Suppose otherwise. Then
f (v2) ∈ {1, 3, 5}. In the case f (u1) = 1, we have f (u2) = 6, f (v2) = 3 and f (v1) = 4, which implies that f is not
an extendable 6-L(2, 1)-labeling of P , a contradiction. Thus f (v1) ∈ {1, 3, 5} and f (v2) ∈ {0, 2, 4, 6}. The cases where
f (u1) ∈ {3, 5} can be dealt with similarly. Since f (u1) has two available neighbor labels in {0, 2, 4, 6}, namely f (u2) and
a, ul can be assigned a, and u3 can be assigned b ∈ {0, 2, 4, 6} \ {f (u2), f (v2), a}. By Lemma 4.2, f can be extended to a
6-L(2, 1)-labeling f1 of H such that f1|C−{u1u2} is an extendable 6-L(2, 1)-labeling.
Case 3. {f (u1), f (u2)} ∩ {1, 3, 5} = ∅.
In this case, f (v1), f (v2) ∈ {1, 3, 5}. By symmetry, we may assume f (u2) < f (u1). If l ≡ 0 (mod 3), let a ∈ {0, 2,
4, 6} \ {f (u1), f (u2)} and label u3 and ul by a. By Lemma 4.2, f can be extended to a 6-L(2, 1)-labeling f1 of H such that
f1|C−{u1u2} is an extendable 6-L(2, 1)-labeling. Thus, l ≡ 1 or 2 (mod 3).
First, we assume l ≡ 1 (mod 3). If (f (u1), f (u2)) ∈ {(6, 4), (6, 2), (6, 0), (4, 0)}, let c ∈ {0, 2, 4, 6} \ {f (u1), f (u2)}. We
label u3 by c and we have an extendable 6-L(2, 1)-labeling of path u3u4u5u6 such that f (u6) = f (u2). If l = 7, then label
u7 by c. Otherwise, we can label u7, . . . , ul−1 using pattern c f (u1) f (u2), and label ul by c. If (f (u1), f (u2)) = (2, 0), then
f (v1) = 5 and f (v2) ∈ {3, 5}. Thus ul and ul−1 can be labeled 6 and 3, respectively, and u3, . . . , ul−2 can be labeled using
pattern 4 2 0. If (f (u1), f (u2)) = (4, 2), then f (v1) = 1 and f (v2) = 5. Thus ul, ul−1 and ul−2 can be assigned 6, 3 and 1,
respectively, ul−3, . . . , u5 can be labeled using pattern 4 0 2, and u4 and u3 are assigned 4 and 0, respectively.
Next we assume l ≡ 2 (mod 3). By symmetry, we may assume f (u1) < f (u2). Since |{f (v1), f (v2)} ∩ {1, 3, 5}| = 2,
f (v1) ≠ f (v2). If (f (u1), f (u2)) ∈ {(0, 2), (0, 4)}, then let b = 6. By Lemma 4.4, we have an extendable 6-L(2, 1)-
labeling of path u1ulul−1ul−2 such that f (ul−2) = b and f (ul) ≠ f (v1), while ul−3, ul−4, . . . , u3 are labeled using pattern
f (u2) f (u1) b. If (f (u1), f (u2)) = (0, 6), then (f (v1), f (v2)) ∈ {(3, 1), (5, 1), (5, 3)}. Since f is an extendable L(2, 1)-labeling
of P, (f (v1), f (v2)) ≠ (5, 3). In each case when (f (v1), f (v2)) = (3, 1) or (5, 1), we label ul, ul−1, . . . , u6 using pattern 4 6 0
and label u5, u4, u3 by 4, 1, 3 respectively. If (f (u1), f (u2)) ∈ {(2, 6), (4, 6)}, then let b = 0 ∈ {0, 2, 4} \ {f (u1), (u2)}. By
Lemma 4.4, we have an extendable 6-L(2, 1)-labeling of path u2u3u3u5 such that f (u5) = 0 = b and f (v2) ≠ f (u3), while
u6, u7, . . . , ul are labeled using pattern f (u1) f (u2) b. It remains to consider the case when (f (u1), f (u2)) = (2, 4). Then
f (v1) = 5 and f (v2) = 1. We label u3, u4, u5 by 0, 5, 1, respectively, and u6 . . . , ul using pattern 4 0 6.
In each possibility above, by Lemmas 2.6 and 2.7, we obtain a 6-L(2, 1)-labeling f1 of H with the desired property. 
5. Extension technique 2
Notation 5.1. Let P = v1v2v3 be a path and C = u1u2 . . . ulu1 a cycle, l ≥ 3, such that V (P) ∩ V (C) = ∅. Throughout this
section, K is the graph obtained from P and C by adding the edge u2v2 between P and C , and f is a given 6-L(2, 1)-labeling
of P .
Lemma 5.2. If l ≡ 0 (mod 3), then f can be extended to a 6- L(2, 1)-labeling f1 of K such that f1|C is a cycle-extendable
6- L(2, 1)-labeling of type 2 in C.
Proof. If f (v2) ∈ {0, 2, 4, 6}, then choose a ∈ {0, 2, 4, 6} \ {f (v1), f (v2), f (v3)} and assign it to u2. Take b, c ∈ {0, 2, 4, 6} \
{a, f (v2)}. We label u1, u3 by b, c respectively and u4, u5, . . . , ul using pattern b a c.
Assume f (v2) ∈ {1, 3, 5}. Suppose first that |{f (v1), f (v3)} ∩ {0, 2, 4, 6}| ≤ 1. Since f (v2) has two available neighbor
labels in {0, 2, 4, 6}, we assign its other available neighbor label a to u2. Similarly, Take b, c ∈ {0, 2, 4, 6} \ {a, f (v2)}. We
label u1, u3 by b, c respectively and u4, u5, . . . , ul using pattern b a c. Now suppose that f (v1), f (v3) ∈ {0, 2, 4, 6}. Assign u2
a label from {1, 3, 5} \ {f (v2)}. Then f (u2) has two available neighbor labels a, b in {0, 2, 4, 6}. We assign a and b to u1 and
u3, respectively. Choose c ∈ {0, 2, 4, 6} \ {a, b} and label u4, u5, . . . , ul using pattern a c b.
In each possibility above, by Lemmas 2.6 and 2.7, we obtain a 6-L(2, 1)-labeling f1 of H with the desired property. 
Lemma 5.3. If l ≡ 1 (mod 3), then f can be extended to a 6- L(2, 1)-labeling f1 of K such that f1|C is a cycle-extendable
6- L(2, 1)-labeling of type 2.
Proof. We first assume f (v2) ∈ {1, 3, 5} and |{f (v1), f (v3)} ∩ {1, 3, 5}| ≤ 1. In this case, there exists a label in {1, 3, 5}
which can be assigned to u2. There are two available neighbor labels a, b ∈ {0, 2, 4, 6} for f (u2) such that u1 and u3 can be
assigned a and b, respectively. Label u4 by some c ∈ {0, 2, 4, 6} \ {a, b} and u5, . . . , ul using pattern a b c.
Next assume f (v1), f (v2), f (v3) ∈ {1, 3, 5}. If f (v2) = 1, then label u2 by 6, u1, ul, ul−1 by 3, 0, 2, respectively, and
ul−2, . . . , u3 using pattern 4 0 2; if f (v2) = 3, then label u2 by 0, u1, ul, ul−1 by 5, 3, 6, respectively, and ul−2, . . . , u3 using
pattern 0 2 6; if f (v2) = 5, then label u2 by 0, u1, ul, ul−1 by 3, 1, 6, respectively, and ul−2, . . . , u3 using pattern 0 2 6.
Finally, we assume f (v2) ∈ {0, 2, 4, 6}. We label u2 by some a ∈ {0, 2, 4, 6} \ {f (v1), f (v2), f (v3)}. If a ∈ {2, 4} has
only one available neighbor label d ∈ {1, 3, 5}, then we can assign d to u1; if a ∈ {0, 6}, then we choose its available
neighbor label d = 3 and assign 3 to u1. Moreover, d has another available neighbor label b in {0, 2, 4, 6}. Choose
c ∈ {0, 2, 4, 6} \ {a, b, f (v2)}. We label u2, u3, . . . , ul−2 using pattern c b a, and ul−1, ul by c, b, respectively.
In each case above, by Lemmas 2.6 and 2.7, we obtain a 6-L(2, 1)-labeling f1 of K with the desired property. 
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Theorem 5.4. f can be extended to a 6- L(2, 1)-labeling f1 of K such that f1|C is a cycle-extendable 6- L(2, 1)-labeling of type 2.
Proof. By Lemmas 5.2 and 5.3, we are left with the case l ≡ 2 (mod 3). We first assume that f (v1), f (v2), f (v3) ∈ {1, 3, 5}.
If f (v2) = 1, then we label u2, u1, ul, ul−1, ul−2 by 6, 3, 1, 4, 0, respectively, and label ul−3, . . . , u3 using pattern 6 4 0. If
f (v2) = 3, then label u2, u1, ul, ul−1, ul−2 by 6, 1, 5, 0, 2, respectively, and ul−3, . . . , u3 using pattern 6 0 2. If f (v3) = 5,
then label u2, u1, ul, ul−1, ul−2 by 0, 3, 5, 2, 4, respectively, and ul−3, . . . , u3 using pattern 0 2 4.
Next we assume f (v2) ∈ {1, 3, 5} and |{f (v1), f (v3)} ∩ {1, 3, 5}| ≤ 1. We assign u2 a label from {1, 3, 5} \
{f (v1), f (v2), f (v3)} and then assign u1 a label from {1, 3, 5}\{f (u2), f (v2)}. Let x ∈ {1, 3, 5}. Denote by Lx the set of available
neighbor labels for x in {0, 2, 4, 6}. Note that for each of f (u1) and f (u2), there are two available neighbor labels in {0, 2, 4, 6}.
By Lemma 2.5, |Lf (u1) \ Lf (u2)| = 2 or 1. In the former case, we can choose an available neighbor label a ∈ {0, 2, 4, 6} for
f (u1) and an available neighbor label b ∈ {0, 2, 4, 6} for f (u2) such that a ≠ b. Choose c ∈ {0, 2, 4, 6} \ {a, b, d}, where
Lf (u1) = {a, d}. In the latter case, let b ∈ Lf (u1) \ Lf (u2), a ∈ Lf (u1) \ {b} and c ∈ {0, 2, 4, 6} \ {a, b, d}, where Lf (u1) = {b, d}. In
both cases we label u3, u4, . . . , ul using pattern b c a.
Finally, we assume f (v2) ∈ {0, 2, 4, 6}. We assign u2 a label a ∈ {0, 2, 4, 6} \ {f (v1), f (v2), f (v3)}. Then we assign u1, ul
labels d1, d2 from {1, 3, 5}, respectively, such that a is not an available neighbor label of d2. Let b be an available neighbor
label in {0, 2, 4, 6} for d2. Choose c ∈ {0, 2, 4, 6} \ {a, b, f (v2)}. We label u3, u4 by c, b, respectively, and u5 . . . , ul−1 using
pattern a c b.
In each case above, by Lemmas 2.6 and 2.7, we obtain a 6-L(2, 1)-labeling f1 of K with the desired property. 
6. Proof of Theorem 1.4
Throughout this section G is an outer plane graph with∆ = 3. A path P = v1v2 . . . vt of G is called a branch if d(v1) ≥ 3,
d(vt) ≥ 3 and d(vi) = 2 for 2 ≤ i ≤ t − 1. For two blocks A and B of G, define d(A, B) = min{d(x, y) : x ∈ V (A), y ∈ V (B)},
where d(x, y) is the distance in G between x and y. Let B1 and B2 be two blocks of G such that d(B1, B2) is minimized. Since
∆ = 3, B1 is joined to B2 by a branch of length at least one.
Proof of Theorem 1.4. Suppose to the contrary that not every outerplanar graph with maximum degree 3 satisfies λ ≤ 6.
Let G be a smallest counterexample. That is, G is an outerplanar graph of maximum degree 3 having no 6-L(2, 1)-labelings
such that |V (G)| is minimum. Clearly, |V (G)| ≥ 4 and G is connected by the minimality of G. We prove the following claim
first.
Claim. G is 2-connected.
Proof of the Claim. Suppose G is not 2-connected. Since G is connected, it has a cut edge. By Lemma 2.2, G has no vertex of
degree 1. Thus G consists of blocks and branches connecting blocks. We construct a graph X as follows: V (X) is the set of
blocks of G; for x, y ∈ V (X), let Bx and By denote the blocks of G corresponding to x and y, respectively. Vertex x is adjacent
to vertex y in X if and only if block Bx is connected to block By by a branch of G. It is obvious that X is a tree. Let u be a vertex
of X with degree one and v the unique neighbor of u in X . Let P = v1v2 . . . vk be the branch connecting Bu and Bv , where
v1 ∈ V (Bv) and vk ∈ V (Bu). Then k ≥ 2 as∆ = 3. Let G1 denote the graph obtained from G−V (Bu) by deleting v2, . . . , vk−1.
Since |V (Bu)| ≥ 3, we have |V (G1)| ≤ |V (G)| − 2. By the choice of G,G1 has a 6-L(2, 1)-labeling. By Lemma 2.2, G− V (Bu)
has a 6-L(2, 1)-labeling.
If k = 2, let u1 and u2 be two neighbors of v1 in Bv and let B′u be the graph induced by V (Gu) ∪ {v1, u1, u2}. Note that
u1v1u2 has a 6-L(2, 1)-labeling which, by Theorems 5.4 and 4.6, can be extended to a 6-L(2, 1)-labeling of B′u. Thus G has a
6-L(2, 1)-labeling, contradicting our assumption.
Thus we assume k ≥ 3. Define G2 = G − (V (G1) ∪ {v2, . . . , vk−3}). That is, G2 is obtained from the block Bu by adding
the path vkvk−1vk−2. Note that vk−1 and vk−2 have been assigned labels from [0, 6]. To prove Theorem 1.4, it is sufficient to
prove that the existing 6-L(2, 1)-labeling of vk−2vk−1 can be extended to a 6-L(2, 1)-labeling of G2. To apply Theorem 5.4, we
construct a graphG∗2 obtained fromG2 by adding toG2 a newvertexw togetherwith an edge joiningw and vk−1. Nowwe label
w as follows: if f (vk−1) ∈ {0, 2, 4, 6}, thenw is assigned a label from {0, 2, 4, 6} \ {f (vk−2), f (vk−1)}; if f (vk−1) ∈ {1, 3, 5},
then w is assigned a label from {1, 3, 5} \ {f (vk−2), f (vk−1)}. Clearly, our labeling of wvk−1vk−2 is a 6-L(2, 1)-labeling. By
Theorems 5.4 and 4.6, the 6-L(2, 1)-labeling of wvk−1vk−2 can be extended to a 6-L(2, 1)-labeling f of G∗2 . Clearly, f |G2 is a
6-L(2, 1)-labeling of G2, which together with a 6-L(2, 1)-labeling of G− V (Bu) gives a 6-L(2, 1)-labeling of G, a contraction.
Therefore, G is 2-edge-connected. Since G is an outer plane graph with∆(G) = 3,Gmust be 2-connected. 
By the claim, G is 2-connected. If |V (G)| = 4, then G is isomorphic to the complete K4 with one edge removed, and so
G has a 6-L(2, 1)-labeling. Assume |V (G)| ≥ 5. Since ∆ = 3,G contains at least two vertices of degree 3. It follows that G
contains two adjacent faces F1 and F2. If both F1 and F2 are two 3-faces, then by Lemma 2.1, G is isomorphic to the complete
K4 with one edge removed, contracting |V (G)| ≥ 5. Thus G contains a face F with |∂F | ≥ 4. Denote ∂F = v1v2 . . . vl. We
assign labels from [0, 6] to the vertices of ∂F in the following way.
If l ≡ 0 (mod 3), then label v1, v2, . . . , vl using pattern 0 2 4; if l ≡ 1 (mod 3), then label v1 by 3 and v2, . . . , vl using
pattern 6 4 0; if l ≡ 2 (mod 3), then label v1, v2 by 3, 1, respectively, and v3, . . . , vl using pattern 4 2 0. By Lemmas 2.6 and
2.7, the labeling of ∂F is a cycle-extendable 6-L(2, 1)-labeling of type 1. If G = F , we are done. Assume G ≠ F . Let F ′ be a
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face adjacent to F . Since G is an outer plane graph and G is 2-connected, |E(F) ∩ E(F ′)| = 1. We assume, without loss of
generality, that E(F)∩E(F ′) = v2v3. By Theorem4.6, the 6-L(2, 1)-labeling of v1v2v3v4 can be extended to a path-extendable
6-L(2, 1)-labeling of ∂F ′−v2v3. Repeating the extendable procedure above, finally we obtain that G has a 6-L(2, 1)-labeling.
This contradiction proves the upper bound in Theorem 1.4.
In particular, we have λ(G(l)) ≤ 6. This and Theorem 3.6 imply λ(G(l)) = 6 when l ≥ 4 is not a multiple of 3. 
Acknowledgments
The first authorwas supported by theNatural Science Foundation of China (11171129). The second authorwas supported
by a Future Fellowship (FT110100629) and a Discovery Project Grant (DP120101081) of the Australian Research Council.
References
[1] P. Bella, D. Kŕal, B. Mohar, K. Quittnerová, Labeling planar graphs with a condition at distance two, European J. Combin. 28 (2007) 2201–2239.
[2] H.L. Bodlaender, T. Kloks, R.B. Tan, J. van Leeuwen, Approximations for λ-coloring of graphs, Comput. J. 47 (2004) 193–204.
[3] J.A. Bondy, U.S.R. Murty, Graph Theory, Springer, New York, 2008.
[4] R.J. Bruce, M. Hoffmann, L(p, q)-labeling of outerplanar graphs, Technical Report No. 2003/9, Department of Mathematics and Computer Science,
University of Leicester, England.
[5] T. Calamoneri, The L(h, k)-labelling problem: an updated survey and annotated bibliography, Comput. J. 54 (2011) 1344–1371.
[6] T. Calamoneri, R. Petreschi, L(h, 1)-labeling subclasses of planar graphs, J. Parallel Distrib. Comput. 64 (2004) 414–426.
[7] J.P. Georges, D.W. Mauro, On generalized Petersen graphs labelled with a condition at distance two, Discrete Math. 259 (2002) 311–318.
[8] D. Goncalves, On the L(p, 1)-labelling of graphs, Discrete Math. 308 (2008) 1405–1414.
[9] J.R. Griggs, R.K. Yeh, Lableling graphs with a condition at distance 2, SIAM J. Discrete Math. 5 (1992) 586–595.
[10] W.K. Hale, Frequency assignment: theory and applications, Proc. IEEE 68 (1980) 1497–1514.
[11] F. Havet, B. Reed, J.-S. Sereni, Griggs and Yeh’s conjecture and L(p, 1)-labelings, SIAM J. Discrete Math. 26 (2012) 145–168.
[12] J.-H. Kang, L(2, 1)-labelling of Hamiltonian graphs with maximum degree 3, SIAM J. Discrete Math. 22 (2008) 213–230.
[13] D.D. Liu, X. Zhu, Circular distance two labeling and the λ-number for outerplanar graphs, SIAM J. Discrete Math. 19 (2005) 281–293.
[14] M. Molloy, M.R. Salavatipour, A bound on the chromatic number of the square of a planar graph, J. Combin. Theory Ser. B 94 (2005) 189–213.
[15] D. Sakai, Labelling chordal graphs: distance two condition, SIAM J. Discrete Math. 7 (1994) 133–140.
[16] C. Thomassen, Applications of Tutte cycles, Technical Report, Department of Mathematics, Technical University of Denmark, September 2001.
[17] G. Wegner, Graphs with given diameter and a coloring problem, Technical Report, University of Dortmond, 1977.
