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Abstract
In this work we are interested in the solution of nonlinear inverse problems of the form F(x)=y.We consider a two-stage method
which is third order convergent for well-posed problems. Combining the method with Levenberg–Marquardt regularization of the
linearized problems at each stage and using the discrepancy principle as a stopping criterion, we obtain a regularization method for
ill-posed problems. Numerical experiments on some parameter identiﬁcation and inverse acoustic scattering problems are presented
to illustrate the performance of the method.
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1. Introduction
Consider nonlinear inverse problems of the form
F(x) = y, (1)
where F : D(F) ⊆ X → Y is a nonlinear differentiable operator between Hilbert spaces X andY. Suppose that (1) has
at least one solution xˆ. Usually, in inverse problems, the map F is compact and (1) is an ill-posed problem, in the sense
that the presence of small noise in the datum y can yield drastic changes in the solution. On the other hand, almost
always only noisy data are available in practice, so that the numerical solution of (1) under ill-posedness assumption
is a very difﬁcult task. Some regularization technique has to be applied to compute reasonable approximations of a
solution in a stable manner.
Several methods for nonlinear ill-posed problems of form (1) have been studied in the last decade (see e.g.
[1,5–9,12,15,16]). Most of them are based on the least-squares reformulation.
As it is well known from the theory of numerical methods for well-posed nonlinear problems [4], algorithms
exploiting second order information can be fruitfully used to solve problems which exhibit high nonlinearity and/or
large residual. This is the case for many classical inverse problems. Recently, Hettlich and Rundell [10] proposed a
predictor–corrector method involving the second Fréchet derivative of F. This method is of third order for well-posed
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problems; it shows very good theoretical properties for ill-posed problems as well, when Tikhonov regularization is
applied to both prediction and correction steps with regularization parameters constant throughout the iterations. In
fact, for solving problems where it is difﬁcult to (cheaply) evaluate F ′′ at all iterates, the authors suggested a “frozen”
version of their method, where the derivatives computed at the initial guess are used at all subsequent iterations.
In this paper, we consider the following two-stage iterative process, that is third order for well-posed problems
[14], and avoids the computation of F ′′ by evaluating F ′ at suitable points, in an analogous spirit to the second order
Runge–Kutta methods for ordinary differential equations:
F ′(xn)hˆn = y − F(xn),
zn = xn + 12 hˆn,
F ′(zn)hn = y − F(xn),
xn+1 = xn + hn. (2)
Our aim is to use this method for solving ill-posed problems, in which case the linearized problems are in general
ill-posed as well, and some regularization tool has to be used. Suppose to know noisy data y such that ‖y − y‖
for a given noise level 0. By applying Levenberg–Marquardt regularization to both linearized problems in (2), with
ﬁxed parameters 1 > 0 for the ﬁrst stage and 2 > 0 for the second one, we obtain the following regularized scheme:
(F ′(xn)∗F ′(xn) + 1I )hˆn = F ′(xn)∗(y − F(xn)),
zn = xn + 12 hˆn,
(F ′(zn)∗F ′(zn) + 2I )hn = F ′(zn)∗(y − F(xn)),
xn+1 = xn + hn, (3)
where the superscript  is used to remark the dependency of the iterations on .
In the next section, we prove that this method combined with a suitable stopping criterion is a regularization method.
In Section 3, we present numerical results on some classical parameter identiﬁcation problems and on an inverse
acoustic scattering problem. The experiments show very good performance compared to the Newton’s method, from
the point of view of the robustness and of the quality of the reached reconstructions.
2. Convergence analysis
In the sequel, B(z, r)will denote the closed ball {x ∈ X : ‖x−z‖r}. The convergence analysis follows essentially
the scheme of [7] and requires that F satisﬁes the following assumptions, where  ⊂ D(F) is an open neighborhood
of xˆ:
A1. there exists M > 0 such that ‖F ′(x)‖M for x ∈ ;
A2. F ′ is uniformly Lipschitzian in  with Lipschitz constant L1;
A3. there exists C > 0 such that
‖F(z) − F(x) − F ′(x)(z − x)‖C‖z − x‖‖F(z) − F(x)‖ ∀x, z ∈ .
Under these assumptions, and assuming x0 close enough to xˆ, we will prove that the sequence {xn} converges to a
solution x∗ of (1) when = 0. On the other hand, for > 0, we will show that the condition
‖y − F(xn)‖ (4)
for a ﬁxed > 1, can be satisﬁed within a ﬁnite number of iterations. So, in practice, we will stop the iterative process
when (4) is fulﬁlled for the ﬁrst time. This is the well known discrepancy principle and  works as an additional
regularization parameter.
We show ﬁrst some monotonicity results for the errors sequence.
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Lemma 2.1. Let n0 be ﬁxed and y − F(xn) 	= 0. Let xˆ be a solution of (1) and denote en = xn − xˆ. Assume
‖y − F(xn) + F ′(zn)en‖


‖y − F(xn)‖ (5)
for some 0< < 2/(2 +‖F ′(zn)‖2) and > 1. Then ‖en+1‖< ‖en‖. More precisely, the following inequalities hold:
‖en+1‖2 < ‖en‖2 − 2(− 1)

‖y − F(xn)‖‖vn‖ (6)
with vn = {F ′(zn)F ′(zn)∗ + 2I }−1(y − F(xn)), and
‖en+1‖2 < ‖en‖2 − 2(− 1)
2
2
‖y − F(xn)‖2. (7)
Proof. For simplicity, let T =F ′(zn), U = T ∗T + 2I , and V = T T ∗ + 2I . Moreover, let rn := y −F(xn), so that
vn = V −1rn. Since U−1T ∗ = T ∗V −1, we have
hn = U−1T ∗rn = T ∗vn and rn − Thn = 2vn. (8)
Now, we can write
‖en+1‖2 = ‖en + hn‖2 = ‖en‖2 + ‖hn‖2 + 2(en, hn),
where
(en, h

n) = (en, T ∗vn) = (Ten, vn) = −(rn, vn) + (Ten + rn, vn)
= − (2vn + Thn, vn) + (Ten + rn, vn) = −2‖vn‖2 − (hn, T ∗vn) + (Ten + rn, vn)
= − 2‖vn‖2 − ‖hn‖2 + (Ten + rn, vn).
Since 2 > /(1 − )‖T ‖2, we have
‖rn‖‖V ‖‖V −1rn‖< 2

‖vn‖
and therefore, rewriting (5) as ‖Ten + rn‖(/)‖rn‖, we obtain
‖en+1‖2 = ‖en‖2 − ‖hn‖2 − 22‖vn‖2 + 2(Ten + rn, vn)‖en‖2 − 22‖vn‖2 + 2


‖rn‖‖vn‖
< ‖en‖2 − 2‖vn‖(‖rn‖ − 

‖rn‖) = ‖en‖2 − 2 (− 1)

‖vn‖‖rn‖
‖en‖2 − 2
2(− 1)
2
‖rn‖2. 
In the following analysis, the superscript  will be omitted when  = 0; the initial guess and the error xn − xˆ will
be always denoted by x0 and en, respectively. The following lemma gives some conditions about x0 in order that the
results of Lemma 2.1 can be applied over more iterations.
Lemma 2.2. Suppose that assumptions A1–A3 are satisﬁed and
(a) R0 := ‖x0 − xˆ‖< /(C + (L1/2)), with = 1/2√1 and 0< < 2/(2 + M2);
(b) B(xˆ, Rˆ0) ⊂ , with Rˆ0 = R0 + 12(‖y − F(x0)‖ + 2MR0).
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Then,
(i) if = 0 and ‖y − F(xn)‖ 	= 0 for all n0, Lemma 2.1 holds for each n0.
(ii) if > 0, ‖y − F(xn)‖>  for n = 0, . . . , n − 1, and the regularization parameter  satisﬁes
>
1 + CR0
− (C + (L1/2))R0 , (9)
Lemma 2.1 holds for n = 0, . . . , n − 1.
Proof. (i) Let An = (F ′(xn)∗F ′(xn) + 1I )−1F ′(xn)∗. Since the singular values of An are
√
/(1 + ), with 
eigenvalue of F ′(xn)∗F ′(xn), and |
√
/(1 + )|, we obtain ‖An‖. Therefore, from hˆn = An(y − F(xn)), it
follows:
‖hˆn‖‖y − F(xn)‖. (10)
Suppose xn ∈ B(xˆ, R0) for some n> 0. From (10) and assumption A1, we obtain
‖hˆn‖(‖y − F(x0)‖ + 2MR0)
and therefore
‖xˆ − zn‖R0 + 12(‖y − F(x0)‖ + 2MR0) = Rˆ0
from which zn ∈  and, by condition (a), < 2/(2 + ‖F ′(zn)‖2). Moreover, assumptions A2–A3 and (10) yield
‖y − F(xn) + F ′(zn)en‖‖F(xˆ) − F(xn) + F ′(xn)en‖ + ‖(F ′(zn) − F ′(xn))en‖
C‖y − F(xn)‖‖en‖ + L12 ‖hˆn‖‖en‖

(
C + L1
2

)
R0‖y − F(xn)‖ = 

‖y − F(xn)‖,
where =/(C+ (L1/2))R0; condition (a) ensures > 1 and then (5) holds. Therefore, Lemma 2.1 holds and implies
‖en+1‖< ‖en‖, that is xn+1 ∈ B(xˆ, R0). Since x0 ∈ B(xˆ, R0), the thesis follows.
(ii) The proof proceeds as in part (i). To prove (5) in this case, we have
‖y − F(xn) + F ′(zn)en‖‖y − y‖ + ‖F(xˆ) − F(xn) + F ′(xn)en‖ + ‖(F ′(zn) − F ′(xn))en‖
+ C‖y − F(xn)‖‖en‖ +
L1
2
‖hˆn‖‖en‖
+ C(+ ‖y − F(xn)‖)R0 +
L1
2
‖y − F(xn)‖R0
<
[
1 + CR0

+
(
C + L1
2

)
R0
]
‖y − F(xn)‖ =


‖y − F(xn)‖,
with = /(1 + (C(1 + ) + (L1/2))R0); assumption (9) implies > 1. 
Theorem 2.1. Suppose that assumptions A1–A3 are satisﬁed and
(a) R0 := ‖x0 − xˆ‖< /( 53C + (L1/2)), where = 1/(2
√
1) and 0< < 2/(2 + M2);
(b) B(xˆ, Rˆ0) ⊂ , where Rˆ0 = R0 + (/2)(‖y − F(x0)‖ + 2MR0).
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Then
(i) If = 0 and ‖y − F(xn)‖ 	= 0 for all n0, the sequence {xn} converges to a solution x∗ of (1).
(ii) If  	= 0 and  satisﬁes (9), then an index n() exists such that the discrepancy criterion (4) is satisﬁed for n=n().
Moreover, if
R0 <

2C + L1 (11)
and
B(x∗, R∗0) ⊂  where R∗0 = 2R0 +

2
(‖y − F(x0)‖ + + 4MR0), (12)
then lim→0 xn() = x∗.
Proof. (i) Let m>n0 and l ∈ {n, . . . , m} be such that
‖y − F(xl)‖ = min{‖y − F(xj )‖, j = n, . . . , m}. (13)
By starting from the inequality
‖xm − xn‖2‖em − el‖2 + ‖el − en‖2 + 2‖em − el‖‖el − en‖ (14)
and proving suitable upper bounds for ‖em − el‖ and ‖el − en‖, we will show that {xn} is a Cauchy sequence.
For j ∈ {n, . . . , m}, observing that
F ′(zj )el = F ′(zj )ej + F ′(zj )(xl − xj ) + F(xˆ) − F(xˆ) + F(xj ) − F(xj ) + F(xl) − F(xl)
+ F ′(xj )ej − F ′(xj )ej + F ′(xj )(xl − xj ) − F ′(xj )(xl − xj )
= F(xˆ) − F(xj ) − F ′(xj )(xˆ − xj ) − (F (xl) − F(xj ) − F ′(xj )(xl − xj ))
+ (F ′(zj ) − F ′(xj ))(xj − xˆ) + (F ′(zj ) − F ′(xj ))(xl − xj ) + F(xl) − F(xˆ),
and taking into account assumptions A2 and A3, easy computations yield
‖F ′(zj )el‖C‖ej‖‖y − F(xj )‖ + C‖xl − xj‖‖F(xl) − F(xj )‖
+ L1‖zj − xj‖‖ej‖ + L1‖zj − xj‖‖xl − xj‖ + ‖y − F(xl)‖,
from which, by (10) and (13), it follows:
‖F ′(zj )el‖C‖ej‖‖y − F(xj )‖ + 2C‖xl − xj‖‖y − F(xj )‖
+ L1
2
‖y − F(xj )‖‖ej‖ + L12 ‖y − F(xj )‖‖xl − xj‖ + ‖y − F(xl)‖

[(
C + L1
2
)
‖ej‖ +
(
2C + L1
2
)
‖xl − xj‖ + 1
]
‖y − F(xj )‖;
then using condition (a) and the monotonicity of the errors we obtain
‖F ′(zj )el‖(3+ 1)‖y − F(xj )‖.
From (8), we have ej+1 − ej = hj = F ′(zj )∗vj , and then
|(el − en, el)|
l−1∑
j=n
‖F ′(zj )el‖‖vj‖(3+ 1)
l−1∑
j=n
‖y − F(xj )‖‖vj‖.
From (6) it follows
‖y − F(xj )‖‖vj‖<(‖ej‖2 − ‖ej+1‖2) 2(− 1) ,
476 M.G. Gasparo et al. / Journal of Computational and Applied Mathematics 198 (2007) 471–482
and hence
|(el − en, el)|(3+ 1) 2(− 1) (‖en‖
2 − ‖el‖2).
Consequently, by setting D = 2(3+ 1)/((− 1)) + 1, we have
‖el − en‖2 = 2(el − en, el) + ‖en‖2 − ‖el‖2D(‖en‖2 − ‖el‖2).
Analogously we obtain ‖em − el‖2D(‖el‖2 − ‖em‖2). By using these upper bounds in (14) and the monotonicity,
we obtain
‖xm − xn‖2D(‖en‖2 − ‖el‖2 + ‖el‖2 − ‖em‖2) + 2D(‖el‖2 − ‖em‖2)1/2(‖en‖2 − ‖el‖2)1/2
3D(‖en‖2 − ‖em‖2).
Since {‖en‖} is monotone and bounded, it converges and {xn} is a fundamental Cauchy sequence, which converges to
a point x∗ ∈ B(xˆ, R0).
It is easily seen that x∗ solves problem (1); indeed, (7) implies
‖y − F(xn)‖2 < 22(− 1)2 (‖en‖
2 − ‖en+1‖2),
and then ‖y − F(x∗)‖ = limn→∞‖y − F(xn)‖ = 0.
(ii) Let > 0 and ‖y − F(xn)‖>  for n = 0, . . . , n − 1. For such n-values, from Lemma 2.2 we have
‖y − F(xn)‖2 <
2
2(− 1)2 (‖en‖
2 − ‖en+1‖2),
and then
n22 <
n−1∑
n=0
‖y − F(xn)‖2 <
2
2(− 1)2 (‖e0‖
2 − ‖en‖2)< 22(− 1)2 ‖e0‖
2
,
from which we deduce that a ﬁnite n() exists for each > 0 such that the discrepancy principle (4) holds for n=n().
Consider a sequence {k} such that k → 0, and the corresponding sequence {yk }. Without loss of generality, we
suppose k <  and k+1 < k for k0. Let us examine two possible behaviors of the sequence {n(k)}.
First, we suppose that {n(k)} has a ﬁnite accumulation point N, that is (without loss of generality) n(k) = N for
each k. Then, we have
‖yk − F(xkN )‖k . (15)
Since N is ﬁxed, xN depends continuously on y and limk→∞ x
k
N = xN , where xN denotes the N th iterate computed
by method (3) with = 0; therefore, taking the limit for k → ∞ in (15) implies
0 = lim
k→∞(y
k − F(xkN )) = y − F(xN),
i.e. xN = x∗ and limk→∞ xkn(k) = x∗.
As second case, we assume that {n(k)} admits an unbounded subsequence. Again without loss of generality, we
suppose that limk→∞ n(k) = ∞ and that the sequence is increasing. It is easy to see that conditions (11) and (12)
allows us to use Lemma 2.2 with x∗ replacing xˆ. Hence we have
‖xk
n(k)
− x∗‖< ‖xk
n(m)
− x∗‖‖xk
n(m)
− xn(m)‖ + ‖xn(m) − x∗‖ (16)
for allm<k. For 	> 0, choosem := m(	) such that ‖xn(m)−x∗‖< 	/2. Sincem, and then n(m), is ﬁxed, by continuity
we can ﬁnd k(	)>m(	) such that ‖xk
n(m)
− xn(m)‖< 	/2 for k > k(	). Consequently, (16) yields ‖xkn(k) − x∗‖< 	,
∀k > k(	). In this way it is proved that limk→∞ xkn(k) = x∗. 
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3. Numerical results
In order to verify the effectiveness of the two-stage method, we solved several problems frequently used as test
problems in literature. Here, we discuss the results obtained for some parameter identiﬁcation problems and for an
acoustic inverse scattering problem. The numerical experiments have been carried out in MATLAB environment
(machine precision  10−16).
Example 1. This example is taken from [11]. Given the boundary value problem{−(a(t)u′(t))′ = f (t) 0< t < 1
u(0) = u(1) = 0 (17)
with f ∈ L2(0, 1), and a ∈ X := {a ∈ H 1(0, 1) : a(t)	> 0}, the inverse problem we consider consists in
estimating the conductivity a(t) for t ∈ (0, 1) from measurements of the solution u ∈ Y := H 2(0, 1) ∩H 10 (0, 1). The
function f is given by f (t) = −et (aˆ(t) + 
 cos(2
t)) + (e − 1)
 cos(2
t), with aˆ(t) = 1 + 12 sin(2
t). The solution
of (17) for a = aˆ is uˆ(t) = et + (1 − e)t − 1. We solved the problem F(a) = uˆ, where the map F : X → Y which
associates to each a the solution of (17) can be formally deﬁned by F(a)=A−1(a)f , with A(a) : Y → L2(0, 1) given
by A(a) = −(a′)′. It can be shown [2] that F ′(a)s = A−1(a)(su′)′ and F ′(a)∗v = −B−1(u′(A−1(a)v)′), where
B : {c ∈ H 1(0, 1) : c′(0) = c′(1) = 0} → L2(0, 1) is deﬁned by Bc = −c′′ + c.
In our implementation, the boundary value problems arising in the computation of F and in the solution of the
regularized linear systems were solved in weak form. This allowed us to cope with the weak singularities of these
problems near t = log(e − 1), where uˆ′ annihilates. The basis functions were taken as the piecewise linear “hat”
functions associated to the N internal nodes of a partition of the interval [0, 1] into N + 1 equidistributed subintervals.
The noisy data u have been obtained by adding to the discretized uˆ a normalized random vector times . We used
initial guesses of the form a0(t) = aˆ(t) + t2(1 − t)2(0.25 − t)(0.75 − t), where  is a given parameter. In general,
for 0< < 200 and small dimensions N, the two-stage method and the Newton’s method solved the problem without
need of regularization, while the regularization was crucial for > 200. In some experiments, the performance of both
methods was similar; for others, the two-stage method worked signiﬁcantly better than the Newton’s method, but the
viceversa never occurred.
In Table 1 we report some results from 100 runs with different random noises: n() is the mean number of iterations
required to satisfy the discrepancy principle with =1.5, and En() is the mean L2-error in the ﬁnal reconstruction.All
these results refer to the case = 225, with regularization parameters = 10−9 for Newton’s method and 1 = 10−7,
2 = 10−9 for the two-stage method. The quality of the solutions computed is exempliﬁed in Fig. 1, which shows the
Table 1
Some results for Example 1
N Two-stage Newton
n() E
n() n() En()
= 10−3 64 2 1.99e − 1 4 1.85e − 1
128 2 1.90e − 1 4 1.82e − 1
256 2 1.91e − 1 4 1.78e − 1
512 2 1.95e − 1 4 1.76e − 1
= 10−4 64 4 4.89e − 2 6 6.88e − 2
128 4 5.01e − 2 6 7.13e − 2
256 4 5.11e − 2 6 7.18e − 2
512 4 5.11e − 2 6 7.18e − 2
= 10−5 64 6 2.90e − 2 10 3.55e − 2
128 6 3.00e − 2 10 3.79e − 2
256 6 3.04e − 2 9 3.98e − 2
512 6 3.05e − 2 9 4.00e − 2
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Fig. 1. Example 1. Reconstructed solutions with = 10−4 and N = 128.
Table 2
Some results for Example 2
1 2 = 10−4 = 10−5
n() E
n() Rn() n() En() Rn()
10−10 10−10 6 2.05e − 2 1.08e − 5 6 1.03e − 2 1.07e − 5
10−9 10−10 5 2.84e − 2 8.40e − 5 6 6.68e − 3 6.38e − 6
10−8 10−10 5 1.79e − 2 1.01e − 5 5 3.34e − 3 9.88e − 6
10−7 10−10 5 1.82e − 2 1.74e − 6 5 2.46e − 3 1.73e − 6
10−6 10−10 4 1.81e − 2 3.21e − 6 4 2.24e − 3 3.18e − 6
10−6 10−9 4 2.77e − 2 2.98e − 5 6 9.49e − 3 1.09e − 5
10−6 10−8 4 1.21e − 2 2.98e − 5 6 5.36e − 3 1.24e − 5
10−6 10−7 4 1.85e − 2 6.91e − 5 15 8.63e − 3 1.46e − 5
reconstructions closest to the mean value of the error for = 10−4 and N = 128 (the dotted line is aˆ). We remark that
the gap between aˆ and the reconstructed solutions in the central zone of the graphics is a consequence of the above
mentioned singularities near t = log(e − 1); this behavior can be made less evident using coarser grids.
Example 2. Here, we consider the same parameter identiﬁcation problem as in previous example, with f (t) = −et
(see [17]) and aˆ(t) ≡ 1. The exact and noisy data are again uˆ and u as above. The initial guesses have the form
a0(t)= aˆ(t)+(1.428065x5−4.381893049x4+1.043027472x3+3.629082416x2+1), where  is a given parameter.
In general, no regularization was needed when 0.6, both for Newton’s and two-stage method. For > 0.6, the linear
systems to be solved were singular at machine precision already withN=16, so the regularization became essential.We
carried out several experiments, with different values for N, , and the regularizing parameters. The Newton’s method
was never able to satisfy the discrepancy principle in a reasonable number of iterations and sometimes diverged; instead,
the two-stage method proved to be more robust, being able to well identify the conductivity aˆ in all experiments. To
exemplify, we show in Table 2 some results from 100 runs with varying random noises obtained for =0.7 andN =16,
using  = 1.5 and several different values of 1 and 2. Here n() and En() are as in previous example, and Rn() is
the mean ﬁnal residual in L2-norm. Fig. 2 shows the progress of the iterates computed with 1 = 10−6 and 2 = 10−10
in the run that gave the ﬁnal error closest to the mean value. Of course, it remains as an open problem the design of
suitable criteria to choose “optimal” regularizing parameters.
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Fig. 2. Example 2. The iterates for 1 = 10−6 and 2 = 10−10.
Example 3. The direct sound-soft obstacle scattering problem consists in solving the exterior Dirichlet problem for
the Helmholtz equation
{
u + k2u = 0 in R2\D
u = −ui = −eikdTx on D
whereD ⊂ R2 is a bounded domain with smooth boundary D such thatR2\D is connected, k > 0 is the wavenumber,
and d is the direction of the incident plane wave (‖d‖ = 1). The inverse problem we consider consists in determining
the shape of D, that is D, from measurements of the far ﬁeld pattern u∞ at some observation points (cf. [3,10,13]).
By using a mixed single–double potential representation for the solution of the direct problem, the far ﬁeld pattern is
given by
u∞(xˆ) =
√
k
8

e−i(
/4)
∫
D
((y)Txˆ + 1)e−ikyT xˆ(y) ds(y), (18)
where (y) is the external normal to D at y and the density  solves the Fredholm equation
(I + K − iS)= −2ui . (19)
Here,  is a given positive constant, and the operators K and S are deﬁned by
K(x) = 2
∫
D
(x, y)
(y)
(y) ds(y), S(x) = 2
∫
D
(x, y)(y) ds(y),
where (x, y) = (i/4)H (1)0 (k‖x − y‖) is the fundamental solution for the Helmholtz equation [3].
As usual [10,13], we conﬁne our attention to boundaries D parametrized in polar coordinates as xa(t)=(ra(t) cos(t),
ra(t) sin(t))T, where
ra(t) = a0 +
M∑
j=1
aj cos(j t) + aM+j sin(j t)
for some M and a = (a0, a1, . . . , a2M)T. Denote by u∞(·, a) the far ﬁeld pattern corresponding to the boundary xa(t)
and by xˆi , for i = 0, 1, . . . , 2M , a set of observation points. Then, we deﬁne the operator F : R2M+1 → R2M+1 such
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that Fi(a)=u∞(xˆi , a). Given the measurements u∞(xˆi , aˆ) corresponding to the unknown boundary xaˆ(t), the inverse
problem can be described by the ﬁnite dimensional nonlinear problem
Fi(a) = u∞(xˆi , aˆ), i = 0, . . . , 2M .
In [13], it is proved that for a given a ∈ R2M+1, the entries of the Jacobian F ′(a) are Fi(a)/aj = w(j)∞ (xˆi), where
w
(j)∞ is the far ﬁeld pattern for the exterior Dirichlet problem for the Helmholtz equation with boundary condition
w(j)(xa(t)) = − ra(t)√
r ′a(t)2 + ra(t)2
u(xa(t))

cos(j t)
for j = 0, . . . ,M , and
w(j)(xa(t)) = − ra(t)√
r ′a(t)2 + ra(t)2
u(xa(t))

sin((j − M)t)
for j = M + 1, . . . , 2M . The normal derivative u(xa(t))/ can be computed by
u

= 0.5(ikI − ikK ′ + T ), (20)
where  is the solution of (19) and the operators K ′ and T are deﬁned by
K ′(x) = 2
∫
D
(x, y)
(x)
(y) ds(y), T(x) = 2 
(x)
∫
D
(x, y)
(y)
(y) ds(y),
with x ∈ D. Remark that w(j)∞ (xˆ) can be computed by formula (18), where the density  solves
(I + K − iS)= 2f (j).
In our implementation, we discretized the operatorsK and S by the trapezoidal rule described in [3]; this method suitably
handles the logarithmic singularities and gives very accurate results. We used 64 discretization points. The operators
K ′ and T have been discretized by the same rule. The linear systems at each iteration were regularized as suggested in
[13]: in fact, given a system Jh = r and a parameter , the regularized system is (J TJ + C)h = J Tr , where C is a
diagonal matrix with entries cj,j = 1 + j2 for j = 0, . . . ,M and cj,j = 1 + (j − M)2 for j = M + 1, . . . , 2M . Only
the real part of the solution was used in the updating steps. In the numerical tests we used M = 10 and we take the
observation points xˆ0, . . . , xˆ20 equidistributed on the unitary circle. We considered two actual scatterers: the smoothed
rectangle from [10] and the kite from [3]. For both scatterers, noisy data were obtained by adding 5% relative error to
the computed values u∞(xˆi , aˆ), so that the noise was   0.25. In all experiments we used k = 1 and = k.
We have chosen as initial guesses the circles x21 +x22 =2 for different values of the radium : 0.1, 0.5, 1. For =0.5
and =1, the Newton’s and two-stage methods produced similar reconstructions; instead, starting from the poor initial
guess with  = 0.1, the two-stage method worked much better than the Newton’s method. For example, consider the
case of the smoothed rectangle with incident wave in direction 60◦. The two-stage method with 1 =2 =0.75 satisﬁed
the discrepance principle with  = 1.5 within three iterations, reducing the initial L2-error ( 14.7) by 80.3%. The
Newton’s method with  = 0.75 required nine iterations to satisfy the same criterion and reduced the initial error by
73.4%. Moreover, Fig. 3 shows that the Newton’s method creates a spurious indentation just on the side of the incident
wave; this wrong shape cannot be corrected by further iterations.
The results for the kite are qualitatively analogous. In this case we also observed a marked dependence on the angle
 of the incident wave. The difference between the behaviors of the two methods appears particularly signiﬁcant when
 is between 60◦ and 90◦. We show in Fig. 4 some reconstructions computed using the discrepancy principle with
= 1.5, and in Table 3 we report the corresponding values of n(). These results were obtained by using regularization
parameters = 0.1 for Newton’s method and 1 = 2 = 0.1 for the two-stage method.
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Fig. 3. Reconstruction of the smoothed rectangle (  0.25).
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Fig. 4. Example 3. Reconstructions of the kite.
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Table 3
Example 3. Values of n() for the kite
45◦ 60◦ 90◦ 135◦
Newton 6 17 9 4
Two-stage 3 3 3 3
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