The existence of value functions for general two-player, zero-sum stochastic di erential games has been obtained by Fleming and Souganidis. In this paper we present a new approach to this problem. We prove optimality inequalities of dynamic programming for viscosity sub-and supersolutions of the associated Bellman-Isaacs equations. These inequalities are well known for deterministic di erential games but are new for stochastic di erential games. It then easily follows that value functions are the unique viscosity solutions of the Bellman-Isaacs equations and satisfy the principle of dynamic programming. The results presented here are not the same as those of Fleming and Souganidis because we work with di erent reference spaces and the independence of value functions of the choice of reference spaces is not clear to us.
Introduction and Preliminaries
Let ( ; F; F t ; P) be a probability space with a right-continuous ltration of complete -elds and let W be an n 1 -dimensional F t -Brownian motion. We consider a stochastic initial value problem ( dX s = b(X s ; Y s ; Z s )ds + (X s ; Y s ; Z s )dW s for s 2 0; 1) X 0 = x for x 2 IR n ; (1:1) where b : IR n Y Z ! IR n ; : IR n Y Z ! S(n n 1 ), the set of n n 1 matrices and Y; Z are complete, separable metric spaces. With (1.1) we associate the pay-o functional J(x; Y; Z) = E Z 1 0 e ? s h(X s ; Y s ; Z s )ds ; (1:2) where h : IR n Y Z ! IR, > 0, and E denotes the expected value. In what follows
we will refer to (1.1) and (1.2) as in nite horizon stochastic di erential game (SDG) with state variable in IR n .
The existence of value functions of a general two-player, zero-sum stochastic di erential game has been proved by W.H. Fleming 7] was based upon working directly with the value functions (see the de nitions below) to prove that they satisfy the dynamic programming principle and then showing that they solve the associated Bellman-Isaacs equations. This turned out to create serious measurability problems and the result was obtained with the help of a discretization procedure. The same method was used by M.E. Katsoulakis in 15] to prove representation formulas for solutions of second order parabolic equations. In this paper we would like to present a di erent approach to the existence of value functions which in a sense is opposite to that of 7]. We start with solutions of the upper and lower Bellman-Isaacs equations which exist by the general theory and prove that they must satisfy certain optimality inequalities (see 18] for the deterministic case and also 6], 16], 17] for the case of stochastic control) which in turn yield that solutions are equal to the value functions. These so called suband superoptimality inequalities of dynamic programming are interesting for their own. The proofs presented here use some ideas from 21] and the proof of dynamic programming principle for stochastic control given in 6]. We employ general PDE and stochastic methods, in particular approximations of solutions of Bellman-Isaacs equations by inf-and sup-convolutions and stochastic processes by \nondegenerate" ones.
The results presented here are not exactly the same as those in 7] . They are somehow complementary. Fleming and Souganidis in 7] worked with the canonical sample space for the Brownian motion. At the end of the paper they hinted at another approach based on a full discretization in time and space but the independence of value functions of the choice of a sample space is not clear to us. This issue should be resolved. Our results may depend in some sense on the sample space. More precisely, given an initial sample space we embed it into a bigger one for which we have the optimality principles, existence of value functions and all results are independent of the new reference spaces. The drawback of the approach presented here seems to be rather slim possibility of extending it to the in nite dimensional setting while the method of 7] works in certain cases (see 22] ). Finally we mention that some of the assumptions on the data could be relaxed but we do not attempt to do so.
We will write j j for the norm in IR; IR n , the space of matrices, and the Lebesgue measure in IR n , the choice being obvious from the context, and k k n for the L n norm in IR n . We say that a nondecreasing function : 0; 1) ! 0; 1) is a modulus if is continuous, subadditive, nondecreasing and (0) = 0. A continuous function : 0; 1) 0; 1) ! 0; 1) is a local modulus if it is nondecreasing in both arguments, subadditive in the rst argument and for every s 0, (0; s) = 0. We write B r (x) for the ball of radius r centered at x. For a metric space H we denote by BUC(H) the space of bounded and uniformly continuous functions on H and by B(H) the Borel -algebra in H.
We assume that b; ; h are uniformly continuous functions such that there is a constant L such that jb(x 1 ; y; z) ? b(x 2 ; y; z)j; j (x 1 ; y; z) ? (x 2 ; y; z)j Ljx 1 ? x 2 j jh(x 1 ; y; z) ? h(x 2 ; y; z)j (jx 1 ? x 2 j) (1:3) for every (x 1 ; x 2 ; y; z) 2 IR n IR n Y Z, and jb(x; y; z)j; j (x; y; z)j; jh(x; y; z)j L for every (x; y; z) 2 IR n Y Z;
(1:4) where is a modulus.
We need to introduce the sample space we will be working with. We take an ndimensional Wiener processW independent of F t and consider a new n 1 + n-dimensional
Wiener process W = (W;W) de ned on a product space. W is progressively measurable with respect to a new F t into which F t embeds naturally, and therefore W is also an F t -Brownian motion. We refer the reader to 16] and 6] for more on the construction. We will be using P to denote probability on a new space. For 0 we de ne (x; y; z) to be an n (n 1 + n)-matrix whose rst n 1 columns form the matrix (x; y; z) and columns n 1 + 1; :::; n 1 + n form a matrix I. Matrices give rise to the stochastic di erential equations associated with ( (1:5)
Solutions of (1.5) are \nondegenerate" processes since as it is easy to see for a = ( ) we have ha ; i 2 j j 2 :
We also point out that from the uniqueness of solutions of (1.5) it follows that if X solves (1.1) then it also solves (1.5) with = 0. Admissible controls and strategies, and value functions of our (SDG) are de ned in the following way.
De nition 1.1. An admissible control Y (respectively Z) for player I (respectively II) is an F t -progressively measurable process taking its values in Y (respectively Z). The set of all admissible controls for player I (respectively II) is denoted by M (respectively N). We are going to prove that the lower and upper value functions are viscosity solutions of the associated Bellman-Isaacs (BI) equations. More precisely, we de ne the lower value (BI) equation as u + H ? (x; Du; D 2 u) = 0 for x 2 IR n ; (1:8) and the upper value (BI) equation as u + H + (x; Du; D 2 u) = 0 for x 2 IR n ; (1:9) where for a symmetric n n matrix A and p; where a = . We refer the reader to 3] for the de nition and properties of viscosity solutions.
Sub-nad Superoptimality Principles and the Existence of Value Functions
In the theorem below we prove the optimality inequalities of dynamic programming for the upper and lower value functions. ) ; (2:1) where X is the solution of (1.1) with X 0 = x 0 and Y = Z] for Z 2 N.
(ii) If u is a viscosity supersolution of (1. ) ; (2:4) where X is the solution of (1.1) with X 0 = x 0 and Z = Y ] for Y 2 M.
As an immediate consequence of the above theorem we obtain that solutions of Bellman-Isaacs equations satisfy the dynamic programming principle and therefore we have the existence of value functions for the (SDG). We begin the proof of Theorem 2.1 with a lemma. It holds under much more general assumptions but since we only need it in this form we make it as simple as possible for the clarity of argument. where X is the solution of (1.1) To nd such controls we proceed inductively.Ỹ j 0;t) = y 1 and then letZ j 0;t) = Ỹ ] j 0;t) (the value of Ỹ ] on 0; t) only depends onỸ j 0;t) ). Having de nedZ andỸ on 0; it) we know whatỸ j 0;(i+1)t) is (see (2.12)) and then we setZ j 0;(i+1)t) = Ỹ ] j 0;(i+1)t) . One easily checks that such constructedỸ andZ satisfy (2.15). Using this fact in (2.14) and then letting with m ! 1 we therefore obtain that for every 2 ) ; (2:21) where X is the solution of (1. ) ;
where X is the solution of (1.1) with X 0 = x 0 and Y = Z] for Z 2 N.
(ii) If u is a viscosity supersolution of (1. ) ;
where X is the solution of (1.1) with X 0 = x 0 and Z = Y ] for Y 2 M.
