Abstract. In this paper, we propose a new ridge type estimator to overcome the multicollinearity problem, and we call the new biased estimator as the stochastic restricted ridge estimator (SRRE). In the mean squared errors matrix sense SRRE will be compared with several other biased estimators. The necessary and sufficient conditions for the superiority of the new estimators SRRE over the the ridge estimator (RE) and the Mixed Regression Estimator (MRE) in the mean squared error matrix criterion are derived. A numerical example with Monte Carlo simulation is given to illustrate the theoretical results.
Introduction
We consider the standard multiple linear regression model
The least squares method is applied to (1.1), we can obtain the least squares estimator of  (OLSE) as Theil and Goldberger (1961) is based on sample information (1) with prior information (4), and is given by ) ( ) (
The restricted Ridge estimator (RRE) has been introduced by Sarkar(1992) is based on sample information (1) with prior information (4),and is given by
. In this paper we introduce another alternative ridge type estimator. We call the new biased estimator as the stochastic restricted ridge estimator (SRRE). In the mean squared errors matrix sense SRRE will be compared with several other biased estimators, and the necessary and sufficient conditions for the superiority over these biased estimators will be derived. 
Some Notations and Lemmas

Lemma1
Model Specification and Estimation
Following Sarkar(1992), now we introduce an alternative Ridge estimator for  
Comparisons Among Biased Estimators
We note that for any estimator ˆof  , its mean squared errors matrix (MSEM) is defined as 
, Then, the MSEM of the RE, the MRE and the SRRE are given as
In the following theorem, we give the necessary and sufficient condition for the stochastic restricted Ridge estimator ( 
(b) From (a) and 1 ) (
, by lemma3, then we has
Numerical Examples and Conclusions
Here we show the numerical comparison of estimators. We put Table I ). 
