We develop an approximation formula for the cross-validation error (CVE) of a sparse linear regression penalized by ℓ1-norm and total variation terms, which is based on a perturbative expansion utilizing the largeness of both the data dimensionality and the model. The developed formula allows us to reduce the necessary computational cost of the CVE evaluation significantly. The practicality of the formula is tested through application to simulated black-hole image reconstruction on the event-horizon scale with super resolution. The results demonstrate that our approximation reproduces the CVE values obtained via literally conducted cross-validation with reasonably good precision.
Introduction At present, in many practical situations of science and technology, large high-dimensional observational datasets are created and accumulated on a continuous basis. An essential difficulty in treating such high-dimensional data is the extraction of meaningful information. Sparse modeling [1, 2] is a promising framework for overcoming this difficulty, which has recently been utilized in many disciplines [3, 4] . In this framework, a statistical or machine-learning model with a large number of parameters (explanatory variables) is fitted to the data, in conjunction with a certain sparsity-inducing penalty. This penalty should be appropriately chosen with consideration of the processed data. One representative penalty is the ℓ 1 regularization, which retains certain preferred properties, such as the statistical model convexity [5, 6] . A similar penalty attracting much attention is the so-called "total variation (TV)" [7] [8] [9] . The TV yields "continuity" of the neighboring variables, which is suitable for the processing of certain datasets expected to have such continuity, such as natural images [4, [7] [8] [9] .
Another common difficulty associated with the use of statistical models is model selection. In the context of image processing using the ℓ 1 and TV regularizations, this difficulty appears during the selection of appropriate regularization weights. A practical framework to select these weights, which is applicable to general situations, is cross-validation (CV). CV provides an estimator of the statistical-model generalization error, i.e., the CV error (CVE), using the data under control, and the minimum CVE obtained when sweeping the weights yields the optimal weight values. This versatile framework is, however, computationally demanding for large datasets/models. This problem frequently becomes a bottleneck affecting model selection. Thus, reducing the CVE computational cost could have a significant impact on a broad range of applications in various disciplines.
Considering these circumstances, in this paper, we provide a CVE approximation formula for a linear regression penalized by the ℓ 1 and TV terms, to efficiently reduce the computational cost. The formula for the case penalized by the ℓ 1 term alone has already been proposed in [10] , and the formula presented herein is a generalization of it. Below, we show the formula derivation and perform a demonstration in the context of super-resolution imaging. The processed images employed in this study are reconstructed from simulated observations of black holes on the event-horizon scale for the Event Horizon Telescope (EHT, see [11] [12] [13] ) full array. Note that our formula will be applied to actual EHT observations to be conducted in April 2017.
Problem setting Let us suppose that our measurement is a linear process, and denote the measurement result as y ∈ R M and the measurement matrix as A = {A µi } µ=1,··· ,M; i=1,···N ∈ R M×N . The explanatory variables, corresponding to the images that will be examined in the later demonstration, are denoted by x ∈ R N . The quality of the fit to the data is described by the residual sum of squares (RSS), i.e., E(x|y, A) = In addition, we consider the following penalty consisting of ℓ 1 and TV terms:
where the T (x) term corresponds to the TV and is expressed as
and ∂i denotes the neighboring variables of the ith variable. There is some variation in the definition of "neighbors"; here, we follow the standard approach [7] [8] [9] . That is, x is assumed to be a two-dimensional image and the neighbors of the ith pixel correspond to the right and down pixels. However, the bottom row (the rightmost column) of the image is exceptional, as the neighbor of each pixel in that row (column) corresponds to the right (down) pixel only. Note that the developed approximation formula presented below is independent of this specific choice of neighbors and can be applied to general cases. For this setup, we consider the following linear regression problem with the penalty given in Eq. (1) x(λ ℓ1 , λ T ) = arg min
where arg min u {f (u)} generally represents the argument that minimizes an arbitrary function f (u). Further, we consider the leave-one-out (LOO) CV of Eq. (3) in the form
Note that the system without the µth row of y and A is referred to as the "µth LOO system" hereafter. In this procedure, the CVE, i.e., the generalization error estimator, is
where a
is the µth row vector of A. We term this simply the "LOO error (LOOE)."
Approximation formula for softened system When M is sufficiently large, i.e., the number of observations is large enourgh, the difference between the LOO solution x \µ and the full solutionx is expected to be small. This intuition naturally motivates us to conduct a perturbation connecting these two solutions. To conduct this perturbation, we "soften" the penalty by introducing a small cutoff δ(> 0) in the TV, having the form
An approximation formula in the presence of ℓ 1 regularization with smooth cost functions has already been proposed in [10] . We employ that formula here and take the limit δ → 0.
To state the approximation formula, we begin by defining "active" and "killed" variables. Owing to the ℓ 1 term, some variables are set to zero inx; we refer to these variables as "killed variables." The remaining finite variables are termed "active variables." We denote the index sets of the active and killed variables by S A and S K , respectively. The active (killed) components of a vector x are formally expressed as x SA (x SK ). For any matrix X, we use double subscripts in the same manner. For example, a submatrix having row and column components of S A and S K , respectively, is denoted X SASK .
The approximation formula can be derived through the following two steps. Note that, in this derivation, a crucial assumption is that the sets of active and killed variables are common among the full and LOO systems. This assumption may not hold exactly in practice, but the resultant formula is asymptotically exact in the large-N limit [10] .
The first step is to compute the values of the active variables and their response to small perturbation. The active variables are determined by the extremization condition of the softened cost function with respect to the active variables, such that
The focus here is the response of this solution when a small perturbation −h · x is incorporated into the cost function. A simple computation demonstrates that the active-active components of the response function,
, are equivalent to the inverse of the cost-function Hessian
where
The other components of the response function are identically zero, from the stability assumption of S K and because the killed variables are zero, withx SK =x \µ SK = 0. In the second step, we connect the full solution to the LOO solution, through the above perturbation with an appropriate h. To specify the perturbation, we assume that the difference d δ =x δ −x δ\µ is small and expand the RSS of the full system with respect to d δ as follows:
This equation implies that the perturbation between the full and LOO systems can be expressed as h µ = (y µ − a ⊤ µx δ )a µ . Hence, we obtain
The Hessian of the full system has a simple relationship with the LOO Hessian, such that
Inserting Eqs. −1 into Eq. (5) and using the Sherman-Morrison formula for matrix inversion, we find
According to Eq. (12), we can compute the LOOE only from the full solutionx δ , without actually performing CV, which facilitates considerable reduction of the computational cost.
Handling a singularity Let us generalize Eq. (12) to the limit δ → 0, where the penalty contains another singular term in addition to the ℓ 1 term. This TV singularity tends to "lock" some of the neighboring variables, i.e., x j = x i (∀j ∈ ∂i), which corresponds to t i = 0 in Eq. (2). If two different vanishing TV terms, t i and t j , share a common variable x r , all the variables in those TV terms take the same value x k = x r (∀k ∈ ({i} ∪ ∂i ∪ {j} ∪ ∂j)). In this manner, the active variables are separated into several "locked" clusters, with all the variables inside a cluster having an identical value. This implies that the variable response to a perturbation, χ = lim δ→0 χ δ , should have the same value for all variables in a cluster and may, therefore, be merged. Below, we demonstrate this behavior for the δ → 0 limit. For the derivation, we assume that the clusters are common to both the full and LOO systems, similar to the assumption for S A and S K . For convenience, we index the clusters by α, β ∈ C and denote the number of clusters by |C|; the index set of variables in a cluster α is represented by S α and the total set of indices in all clusters is denoted by S C ≡ ∪ α S α . Hereafter, we concentrate on the active variable space only and omit the killed variable space. The complement set of S C , i.e., the set of isolated variables that do not belong to any cluster, is denoted by S I and, thus,
Two crucial observations for the derivation are the "scale separation" and the presence of the "zero mode." For vanishing TV terms, a natural scaling to satisfy lim δ→0 t δ i = t i = 0 is |x δ j −x δ i | ∝ δ (∀j ∈ ∂i). Once this scaling is assumed, we realize that the components of the Hessian that are directly related to the clusters diverge. Let us define byŜ α the set of TV terms corresponding to cluster α, i.e.,Ŝ α = {i| ({i} ∪ ∂i) ⊂ S α }. Hence, by construction and for all α ∈ C, all components of D We denote the basis of the current expression by {e i } i∈SA , with (e i ) j = δ ij , and move to another basis that diagonalizes D δ SCSC . Each D δ α has a "zero mode," and its normalized eigenvector is given by z α = (z iα ), where z iα = 1/ |S α | for i ∈ S α and 0 otherwise, in the full space. This behavior originates from the symmetry, such that the {t δ i } i∈Ŝα are invariant under a uniform shift in the S α sub-space, i.e., x j → x j + ∆ (∀j ∈ S α ) for ∀∆ ∈ R.
In addition, we represent the set of normalized eigenvectors of all the other modes of D . Then, {{{u αa } a , z α } α } diagonalizes D δ SC SC and {{{u αa } a , z α } α , {e i } i∈SI } constitutes an orthonormal basis of the full space. Corresponding to this variable change, we denoteS Z ,S I+Z , and S C−Z as the index set of variables in the space spanned by {z α } α , {{z α } α , {e i } i∈SI }, and {u αa } α,a , respectively. In the new expression, we can rewrite
is relevant for the evaluation of (H δ ) −1 . These considerations yield the explicit formula of χ as
where F = lim δ→0 F δ . By construction, in the reduced space to span ({z α } α , {e i } i∈SI ), FS I+ZSI+Z can be expressed as
As the non-zero components of the zero mode z α are identically given as 1/ |S α |, all these coefficients can be easily expressed by the original coefficients F ij , as
and F iα = F αi by the symmetry. Now, all the components are explicitly specified. The form of χ in the original basis {e i } i∈SA can be accordingly assessed by moving back from the basis {{{u αa } a , z α } α , {e i } i∈SI }, which completes the computation. Some additional consideration of the above computation demonstrates that we can shorten some steps and obtain a more interpretable result. We introduce a |S I+Z | × |S I+Z | matrixF as
with the remaining components being identical to those of FS I+ZSI+Z , i.e.,F SI SI = F SI SI . Eqs. (16) and (17) indicate thatF is simply the matrix summing the rows and columns in each cluster to a row and a column. It is natural thatF has a direct connection to χ, because the locked variables in a cluster should exhibit the same response against perturbation. In fact, the response function χ in the original basis is expressed usingF as
Eqs. (12) and (18) constitute the main result of this paper.
Application to super-resolution imaging To test the usefulness of the developed formula, let us apply the derived expression to the super-resolution reconstruction of astronomical images. A number of recent studies have demonstrated that sparse modeling is an effective means of reconstructing astronomical images obtained through radio interferometric observations [14] [15] [16] [17] . We adopt the same problem setting as [16] and demonstrate the efficacy of our approximation formula through comparison with the literally conducted 10-fold CV result. Here, x i denotes the ith pixel value and A is (part of) the Fourier matrix. The dataset y is generated through the linear process y = Ax 0 + ξ where ξ is a noise vector and x 0 is the simulated image, which we infer given y and A. For details on the algorithmic implementation, see the Supplemental Material [18] .
In this work, we use data for simulated EHT observations based on three different astronomical images, which are available as sample data for the EHT Imaging Challenge [19] . The images are reconstructed with N = 10000 = 100 × 100 pixels and with 160, 250, and 100 µas fields of view, which are identical to the original images of Datasets 1, 2, and 3 from the EHT Imaging Challenge, respectively. We test four values for each λ ℓ1 and λ T : λ ℓ1 ∈ (M/2) × {1, 10, 100, 1000} and λ T ∈ (M/8) × {1, 10, 100, 1000}. M is 1910, 1910, and 2786, for Datasets 1-3, respectively. Table I shows the CVE values for the three datasets, determined by the 10-fold CV and by our approximation formula for varying λ T . λ ℓ1 is fixed to the optimal value. It is clear that the approximated CVE values accord well with the 10-fold results, even on the error-bar scale, demonstrating that our approximation formula works very well. Note that the error bar for the approximation is given by the standard deviation of the M terms in Eq. (12) divided by √ M − 1. The actual computational time is approximately 30 h by the 10-fold CV while it is about 3 h by our approximation formula. Thus, use of the approximation formula has a clear and significant benefit. TABLE I . CVE values determined by 10-fold CV and our approximation formula against λT . λ ℓ 1 is fixed to the optimal value (2λ ℓ 1 /M = 1, coincidentally common to all cases). The number in brackets denotes the error bar to the last digits.
The optimal values are bolded.
To directly observe the reconstruction quality, in Fig.  1 , we show the images at all investigated parameters, the reconstructed image at the optimal λ ℓ1 and λ T , and the errors plotted against λ T at the optimal λ ℓ1 , all for Dataset 3. Again, our approximation reproduces the 10-fold result well, and the reconstructed image is a visual match of the original image. The RSS is monotonic, but the approximated LOOE is not. This implies that the LOOE factor computed through Eq. (18) appropriately reflects the penalty induced by the TV term.
Conclusion In this paper, we have developed an approximation formula for the CVE of a sparse linear regression penalized by ℓ 1 and TV terms, and demonstrated its usefulness in the reconstruction of simulated black hole images. The range of application of our formula is wide and readers are strongly encouraged to employ this formula in their own work. It is also straightforward to generalize the developed formula to other types of TV. Examples of the generalization for the socalled anisotropic TV [9] and the square TV, T ani = i j∈∂i |x j −x i | and T sq = i j∈∂i (x j −x i ) 2 , respectively, are presented in the Supplemental Material [18] .
The key concept of our formula, perturbation between the LOO and full systems, is very general and can be applied to more general statistical models and inference frameworks [20] . The development of practical formulas for those cases will facilitate higher levels of modeling and computation. 
