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Coherent generation of indistinguishable single photons is crucial for many quantum communica-
tion and processing protocols. Solid-state realizations of two-level atomic transitions or three-level
spin-Λ systems offer significant advantages over their atomic counterparts for this purpose, albeit
decoherence can arise due to environmental couplings. One popular approach to mitigate dephasing
is to operate in the weak-excitation limit, where excited-state population is minimal and coherently
scattered photons dominate over incoherent emission. Here we probe the coherence of photons pro-
duced using two-level and spin-Λ solid-state systems. We observe that the coupling of the atomiclike
transitions to the vibronic transitions of the crystal lattice is independent of the driving strength,
even for detuned excitation using the spin-Λ configuration. We apply a polaron master equation
to capture the non-Markovian dynamics of the vibrational manifolds. These results provide insight
into the fundamental limitations to photon coherence from solid-state quantum emitters.
Solid-state quantum emitters can mimic the behavior
of few-level atomic systems. Two-level optical transitions
can be driven resonantly for coherent manipulation [1–
3] which can be used to generate transform-limited single
photons [4] with a high degree of indistinguishability from
single [5, 6] or multiple emitters [7, 8]. Coherent excita-
tion and control can be extended to solid-state three-level
spin-Λ systems, which enables spin initialization, manip-
ulation, and readout [9–11] as well as spin-photon en-
tanglement [12–14] and indistinguishable single photon
generation with tunable temporal and spectral proper-
ties [15–20]. These advances can be applied to quantum
information applications, for example, distribution of en-
tanglement among independent quantum nodes [21–25]
or multiphoton boson sampling [26, 27].
At the heart of such quantum applications are photon-
photon interactions, achieved when two single-photon
wave packets interfere at a beam splitter [28]. Maxi-
mum interference visibility demands both coherent and
indistinguishable photon wave packets. However, inter-
actions between the atomlike eigenstates and the solid-
state environment can degrade the coherence and in-
distinguishability of even coherently generated photons.
The most prominent mechanisms involve charge [4, 29]
and spin [4, 11] fluctuations and interactions with acous-
tic phonons [30–40]. One popular approach to miti-
gate these effects is to use weak coherent excitation. In
the weak-excitation regime of a transform-limited optical
transition, coherent scattering dominates over incoher-
ent (spontaneous) emission due to minimal excited-state
population [41–48]. Likewise, spin-flip Raman scattered
photons from solid-state spin-Λ systems produce highly
coherent photons; in the atomic picture such photons
have coherence determined solely by the excitation source
and ground (spin) state dephasing [15–20].
In this Letter, we experimentally test the assumption
that detrimental interactions with longitudinal acoustic
phonons can be minimized by suppressing the excited-
state population in the weak-driving limit. We probe
both two-level atomiclike transitions and spin-Λ systems
in a prototypical solid-state quantum emitter: a charge
tunable semiconductor quantum dot (QD). We demon-
strate experimentally that the vibrational environment–
intrinsic to all solid-state emitters–imposes a fundamen-
tal limit on the coherence and indistinguishability of reso-
nantly generated photons from a two-level quantum emit-
ter, independent of driving strength or excited-state pop-
ulation, as recently predicted [49]. We proceed to show
that this limit equally affects spin-flip Raman scattered
photons, contrary to expectations [15–20].
Using a non-Markovian master equation model, we
quantitatively explain the coherence as a function of driv-
ing strength for both the two-level and spin-Λ systems,
and we interpret the nonvanishing fraction of incoher-
ently scattered photons as attributable to the vibrational
manifolds dressing both the excited and the ground-state,
and thus also affecting the optical dipole operator (see
Fig. 1), even in the absence of excited electronic popu-
lation. Our results imply that spectral filtering is neces-
sary for perfectly indistinguishable photons, even in the
weak-driving and Raman-detuned regimes. This intro-
duces a probabilistic element, hindering the use of solid-
state emitters in deterministic single-shot protocols [50–
52], even in optimized solid-state phononic or photonic
structures [38–40]. Protocols embracing probabilistic op-
eration [53, 54], or where the detection of a photon her-
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FIG. 1. A quantum dot coupled to vibrational modes.
(A) The equilibrium position of crystal lattice ions depends
on the charge state of the quantum dot (schematic illustra-
tion) due to the deformation potential electron-phonon inter-
action. (B) Energy level schematic for the neutral exciton
(X0) in the weak-driving regime, showing elastic scattering
from the excited-state (green) and the inelastic Stokes (red) or
anti-Stokes (blue) scattering due to the electronic relaxation
from the excited-state to the ground-state vibrational man-
ifold. (C) Spin-Λ energy level structure for the negatively
charged exciton (X1−) in the weak-driving regime, showing
the inelastic zero-phonon (green) and stokes (red) and anti-
stokes (blue) scatterings for the Raman spin-flip transition
(yellow). The scattering from the spin-preserving transition is
not shown. Single (double) arrows represent electron (heavy-
hole) spin states. The energy separation between the Zeeman
split ground (excited) states is given by δe (δh).
alds success [21–25], provide mitigation but this limita-
tion remains detrimental.
Fig. 1A graphically illustrates the electron-phonon
coupling, where the charge state of the QD is dressed
by lattice displacements. In the strong-driving regime,
this interaction is sometimes modeled using a Marko-
vian weak-coupling approach which correctly captures
excitation-induced dephasing [55] and phonon-induced
Rabi frequency renormalization [56]. However, the stan-
dard weak-coupling approach generally fails to ade-
quately resolve the electron-phonon interaction, and this
is particularly evident in the weak-driving regime: here it
becomes necessary to treat the electron lattice interaction
in terms of phonon-dressed electronic states, so-called
polaron quasiparticles. This leads to intrinsically non-
Markovian dynamics for the evolution of the QD charge
state, which is also reflected in its optical properties. In
the Supplemental Material [57] (SI), we extend the non-
Markovian polaron model for the neutral exciton [58] to
account for the vibrational effects on the charged ex-
citon (which in our case reduces to a spin-Λ system).
To briefly summarize here: we begin with the canonical
Lang-Firsov transformation [59] applied to our Hamil-
tonian prior to solving its dynamics. In this frame the
original electron-phonon coupling term disappears from
the effective Hamiltonian (see Eq. (20-22) in the SI [57]).
Instead, we are left with a weaker remnant vibrational
coupling term, which we proceed to treat perturbatively.
Importantly, both ground and excited-states now possess
vibrational manifolds, in analogy to the Franck-Condon
model [60].
We experimentally probe effective two-level optical
transitions and spin-Λ systems using the neutral (X0)
and negatively charged (X1−) excitons respectively, from
a charge tunable QD device [47] at a temperature of 4 K.
For X0, we resonantly excite and collect from just one of
the fine-structure split peaks using orthogonal linear po-
larizers to suppress the scattered laser background. For
X1−, we apply an in plane magnetic field (Voigt geome-
try) of 4 T to mix the spin states and create “diagonal”
spin-flipping transitions (e.g. |↓〉 ↔ |↑↓,⇑〉) with horizon-
tal polarization (ωH) and equal oscillator strength to the
spin-conserving transitions (e.g. |↑〉 ↔ |↑↓,⇑〉) with ver-
tical polarization (ωV0 ). Here, the single (double) arrows
refer to electron (heavy-hole) spin states. We resonantly
excite the spin-conserving transition with ωV0 and collect
ωH from the spin-flipping transition, as shown in Fig. 1C.
Photon spectra are characterized by a ∼ 30µeV resolu-
tion spectrometer and a ∼ 0.1µeV resolution scanning
Fabry-Pe´rot interferometer. A Hanbury Brown-Twiss
interferometer and an unbalanced Mach-Zehnder inter-
ferometer (with an interferometric delay of 49.7 ns) are
used to characterize the intensity correlation g(2)(τ) and
postselected, two-photon interference, respectively.
Fig. 2(A-F) show the resonantly scattered photon spec-
tra from the |0〉 ↔ |X0〉 transition at three different driv-
ing regimes: Ω ≈ 0.1 Ωsat, Ωsat, and 10 Ωsat, where Ω
(Ωsat) is the Rabi (saturation) frequency. The spectra
exhibit identical features as measured by the spectrom-
eter: a narrow zero-phonon line (ZPL, red dashed line)
and a broad shoulder near the ZPL—the phonon side-
band (PSB). High-resolution spectra of the ZPL reveal
a single resolution-limited elastic peak at Ω ≈ 0.1 Ωsat
[41–45], the emergence of a broad incoherent spectrum
at Ω ≈ Ωsat, and a Mollow triplet at Ω > Ωsat [1–3].
The orange lines in Fig. 2D to 2F are fits to the experi-
mental data using the theoretical functions as described
in Ref. [62] by fixing the lifetime T1 = 0.625 ns and co-
herence time T2 = 2T1 = 1.250 ns. The lifetime is inde-
pendently measured using time-resolved resonance fluo-
rescence [57].
Fig. 2(D-F) exhibit textbook atomiclike behaviour of
resonance fluorescence of a two-level system for the ZPL.
On the other hand, the consistent PSB regardless of Ω in
Fig. 2(A-C) reveals a fundamental departure from atom-
iclike behavior, which can be modeled using the polaron
master equation. To tune our microscopic theoretical
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FIG. 2. Resonance fluorescence spectra from a solid-state two-level transition. (A, B, C) Scattered photons at three
different Rabi frequencies (Ω ≈ 0.1 Ωsat, Ωsat, 10 Ωsat) show a narrow ZPL accompanied by a broad PSB. The fit is produced
by non-Markovian model, using a super-Ohmic spectral density [61] with system-phonon coupling strength α = 0.03 ps2 and
frequency cutoff ωc = 2.2 ps
−1. (D, E, F) Higher resolution (≈ 0.1µeV) spectra, as a function of the detuning from the
ZPL (1.287 eV) show the evolution from a coherent elastic peak at Ω  Ωsat to a Mollow triplet at Ω  Ωsat, matching the
behavior of a coherently driven two-level system. (G) Our theoretical curve (orange) matches the data and confirms that in
the weak-driving regime (Ω  Ωsat), the coherence of the transform-limited photons is limited by the branching ratio, given
by the Debye-Waller factor, αDW ≈ 0.91. Blue data points are experimental data, obtained by computing the ratio of elastic
peak (shaded region in (D-F)) to total spectrum. The red line shows the theoretical behavior for an atomic two-level system.
model to the specific properties of this QD, we have
extracted the system-phonon coupling strength and fre-
quency cutoff from the fits to the data in Fig. 2 to be
α = 0.03 ps2 and ωc = 2.2 ps
−1, respectively. The fre-
quency cutoff provides an indication on the size and con-
finement of the QD [49]. By fitting the experimental
data, we extract the ratio of coherent to total (coher-
ent and incoherent) light in the spectrum in the range
0.04 Ωsat ≤ Ω ≤ 6 Ωsat, as shown in Fig. 2G, which, at
low power, gives the fraction of photons coherently scat-
tered in the ZPL. For an atomic two-level system, this
coherent fraction (CF) is determined by [63]
CF =
T2
2T1
1
1 + Ω/Ωsat
, (1)
represented by the dashed red curve in Fig. 2G. The
experimental data depart from Eq. (1) in the weak-
excitation regime; to fit the data, we modify the coherent
fraction according to
CF ′ = αDW CF, (2)
where αDW is the Debye-Waller coefficient, which quan-
tifies the influence of the vibrational manifold on the na-
ture of scattering process [64] and is equivalent to the
square of the Franck-Condon factor 〈B〉 [60] [65], i.e.,
αDW = 〈B〉2 (cf. Refs. [40, 49]). Based on the fits of
the PSB in the spectra, the theoretical model gives an
upper bound of αDW = 0.91 as the fraction of maximum
coherence in the weak-driving regime.
The fact that the coherent fraction of a two-level sys-
tem in this QD is capped at αDW ≈ 0.91 in the weak-
driving regime shows that a substantial number of emit-
ted photons still interact with the phonon bath, de-
spite the QD population remaining in the ground state
throughout. This demonstrates that the phonon side-
band is independent of excited-state occupation. Hence,
the phonon sideband remains a detrimental effect in ex-
ploiting the properties of the photons, namely, the long
coherence time of the resonantly scattered photons in the
weak-driving regime, contrary to previous claims [41–44].
To verify the spectroscopic observations regarding
exciton-phonon coupling and scattered photon coher-
ence, we investigate the two-photon interference. First,
we measure the second-order correlation g(2)(τ) of the
scattered photons, which exhibits a suppressed multi-
photon emission probability of g(2)(0) = 0.046 (13) at
Ω ≈ 0.1 Ωsat (see Fig. S2 in the SI [57]). Next, we perform
Hong-Ou-Mandel (HOM)-type two-photon interference
with the unbalanced Mach-Zehnder interferometer. As
the two-photon interference visibility VHOM(τ) at zero-
time delay is solely determined by the detector response
time under continuous wave excitation, its maximum
value is not indicative of indistinguishability of the pho-
ton wave packets [66]. Therefore, we instead consider the
coalescence time window CTW =
∫
VHOM(τ) dτ , given
by the shaded area in Fig. 3(A-C), which depends on
the full duration of VHOM(τ) and is thus independent
of detector jitter [45, 48]. A detailed analysis of CTW
for atomic two-level systems and solid-state nanostruc-
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FIG. 3. Two-photon interference between scattered
photons from a neutral exciton X0 as a function of
driving strength. (A, B, C) Two-photon interference vis-
ibilities, VHOM(τ) at Ω ≈ 0.5 Ωsat, Ω ≈ Ωsat and Ω ≈ 3 Ωsat
respectively. (D) The coalescence time window normalized
by the lifetime of the emitter (T1 = 0.625 ns) deduced from
the experimental (dots) and theoretical (solid line) CTW as
a function of driving Rabi frequency Ω. The dashed line rep-
resents the theoretical CTW curve without the contribution
from phonons. The shaded region represents the region inac-
cessible in experiment.
tures interacting with a vibrational environment is de-
scribed in the SI [57]. We now investigate the effect of
PSB on the CTW as shown in Fig. 3D. The experimental
data points around Ω & Ωsat show qualitative agreement
with our theoretical model (solid line): the quantitative
discrepancy originates from experimental imperfections
(e.g. spatial mode overlap or unbalanced splitting ratio
of the beam splitter [67]). In the absence of phonons
(dashed curve), we find that it differs from our data
around Ωsat and leads to very different predicted limiting
behavior for Ω Ωsat. The saturation at low-excitation
power is due to the lifetime limit of the QD: the photon
coherence is not solely determined by the laser coherence
in this power regime. Thus, the width of the visibility dip
should converge as Ω→ 0, resulting in the convergence of
the CTW to a finite value, as opposed to increasing indef-
initely, even for an ideal continuous wave source [45, 48].
Unfortunately, the shaded region Ω . 0.5 Ωsat is in-
accessible in our experimental setup: here the predomi-
nantly Rayleigh scattered photons inherit the laser coher-
ence (∼ 100 kHz). This coherence exceeds the interfero-
metric delay in our unbalanced Mach-Zehnder setup, and
undesired one-photon interference dominates the mea-
surement [45, 48]. Nonetheless, the agreement between
measured data and the theoretical model for Ω ' Ωsat
supports the validity of the polaron model and justifies
the extrapolation into the low-excitation regime. The de-
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FIG. 4. Spin-flip Raman photon spectra from a solid-
state spin-Λ system. (A) Scattered Raman photons from
QD1 shows a narrow ZPL and a broad PSB at Ω ≈ 0.1 Ωsat.
The fit is produced by the non-Markovian model using the
same set of parameters as in Fig. 2. (B) The ZPL fraction is
constant over 2 orders of magnitude in Rabi frequencies. It
gives αDW = 0.924 (4) (QD1) and αDW = 0.911 (4) (QD2).
(C, D, E) Emission spectra of the scattered Raman photons
from QD2 at three different Rabi frequencies (Ω ≈ 0.1 Ωsat,
Ωsat, 10 Ωsat) show an Autler-Townes splitting at Ω ' Ωsat.
Zero detuning corresponds to energy of ZPL at 1.277 eV. The
broad linewidth (Γ ≈ 2µeV) originates from the spin ground-
state dephasing due to nuclear spin fluctuations.
creasing CTW is consistent with the reduced VHOM(0) in
Ref. [49], owing to the large separation of timescales be-
tween phonon dynamics and average time between scat-
tering events. Our results thus show that the vibrational
environment of solid-state emitters degrades the achiev-
able indistinguishability of resonantly scattered photons.
Motivated by the observation that the vibrational en-
vironment impacts the ground state of the two-level tran-
sition, we proceed to investigate how the phonon interac-
tion affects the spin-flip Raman photon spectrum. The
three-level spin-Λ system for X1− with an in plane mag-
netic field is shown in Fig. 1C.
The vertical transition |↑〉 ↔ |↑↓,⇑〉 is resonantly ex-
cited and we collect the scattered Raman photons from
the diagonal transition |↓〉 ↔ |↑↓,⇑〉. Fig. 4A shows the
spin-flip Raman photon spectrum in the weak-driving
regime, Ω ≈ 0.1 Ωsat. We observe a narrow ZPL and
a broad PSB, independent of Ω, in the low-resolution
spectra–similar to the two-level case. The ZPL fraction,
given by the ratio of the integrated intensity of the ZPL
to the total emission spectrum (ZPL + PSB) is shown
in Fig. 4B for two QDs, with αDW = 0.924 (4) and
αDW = 0.911 (4) for QD1 and QD2, respectively. The
observation that the ratio of ZPL to PSB of the Raman
photons remains constant over 2 orders of magnitude in
5Rabi frequency leads to the conclusion that the ground
spin states are dressed by the vibrational couplings. This
contradicts the common consensus that Raman photons
are highly coherent and limited only by ground-state spin
dephasing [15–20]. We note that the detrimental effect of
the electron-phonon interaction persists even when there
is only negligible excited QD population, so that even Ra-
man red-detuned excitation of the spin-Λ system will not
eliminate the phonon sideband. Furthermore, we expect
the same effect on the wave packet indistinguishability
(CTW) as we have discussed for the two-level transition.
To further characterize the coherence of the ZPL of
the Raman photons, we measure the spectra from QD2
with the high-resolution Fabry-Pe´rot interferometer. The
emergence of a single Gaussian peak with width ≈ 2µeV
(FWHM) at Ω ≈ 0.1 Ωsat (Fig. 4C) and an Autler-
Townes doublet at Ω ' Ωsat (Fig. 4D and 4E) confirm
the nature of coherent driving in the spin-Λ system. As
explained in the SI [57], the relatively broad linewidth
(Γ ≈ 2µeV) of the spin-flip Raman photon is due to the
spin ground-state dephasing which is dominated by the
coupling of electron spin to the nuclear spin bath [18, 47].
In summary, our experimental and theoretical results
contradict the expectation that perfectly coherent pho-
tons can be obtained from a solid-state emitter, either
by weak resonant driving of a two-level transition or as
Raman scattered photons. Instead, we have shown that
the solid-state environment, and the associated exciton-
phonon interaction, invariably limit the coherence of res-
onantly scattered photons: a minimum fraction αDW of
photons are scattered incoherently, for any excitation
power and scheme. We argue that these phonon-induced
effects are due to the relaxation of the phonon bath in
the excitonic ground-state, explaining why neither the
weak-driving nor Raman red-detuned excitation regimes
mitigate the interaction. While it is possible to filter the
phonon sideband, this introduces a probabilistic element
to the success rate of obtaining indistinguishable pho-
tons. Furthermore, despite being an intuitive solution,
embedding the QD inside a cavity or waveguide for strong
Purcell enhancement can only partly reduce the adverse
effects of the vibrational environment, and, in the case of
a cavity-embedded QD, at the cost of efficiency [40]. Our
non-Markovian polaron frame model agrees well with the
experimental data for both the two- and three-level solid-
state systems, showing that the presence of the vibra-
tional environment impacts the emitter’s dynamics even
in the low-power, Raman red-detuned regime.
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I. Experimental Setup and Lifetime Measurements
Fig. S1A shows the schematic of the experimental
setup used to perform spectroscopy measurements on
the emission from a semiconductor InGaAs Quantum
dot (QD) mounted in the Voigt configuration. A tun-
able continuous wave (CW) laser is used to excite the
QD which is kept cold at T = 4 K in a closed-cycle he-
lium flow cryostat. In resonance fluorescence (RF), a
cross-polarization scheme using a pair of orthogonally
oriented linear polarizers (LP) on the excitation and the
collection arms of the confocal microscope is used to
suppress the background scattering laser up to 107. A
quarter-wave plate (λ/4) is used to correct any birefrin-
gence due to optics in the propagation path. The exci-
tation power is measured by the photodiode (PD). The
photons scattered from the QD are coupled into a single
mode (SM) fibre which is directed to (i) a spectrometer,
(ii) a 27.5 MHz resolution, 5.5 GHz free spectral range
fiber FabryProt interferometer (FPI), (iii) a Hanbury-
Brown and Twiss interferometer (HBT) or (iv) an unbal-
anced Mach-Zehnder interferometer (MZI) setup (with
interferometric delay of ∆T = 49.7 ns) to measure inten-
sity correlations and two-photon interference. An ex-
ample of the RF spectrum as the QD is detuned across
the laser resonance for the neutral exciton X0 is shown
in Fig. S1B. To perform a lifetime measurement on the
emission from a neutral exciton, instead of a CW laser,
the QD is excited with a mode-locked resonant pulse
laser (with ps pulse width and 80.3 MHz repetition rate).
The scattered photons are detected using superconduct-
ing nanowire single-photon detectors (SNSPD) (timing
jitter ∼ 100 ps). The signal from the SNSPD is then
sent to a time-correlated single photon counting mod-
ule (PicoHarp 300) with the start channel synced to the
pulsed laser. The results from the lifetime measurement
is shown in Fig. S1C for both QDs studied in the paper.
The coincidence histogram shows a single exponential
decay term (corresponding to the lifetime of the emit-
ter, T1) and a fast oscillation term (corresponding to the
fine-structure splitting, ∆ of the neutral exciton). A sim-
∗ Correspondence: zk49@hw.ac.uk
† Correspondence: b.d.gerardot@hw.ac.uk
ple exponential decay with a sinusoidal function gives
T1 = 625 (2)ps, ∆ = 18.3 (1) µeV and T1 = 679 (1)ps,
∆ = 21.3 (2) µeV for QD1 and QD2, respectively.
II. Post-Select Two-Photon Interference
We perform Hong-Ou-Mandel type two-photon in-
terference measurements [1] by sending the resonantly
scattered photons to an unbalanced Mach-Zehnder in-
terferometer (as shown in Fig. S1A(iv)). Here, the pho-
tons are split equally (transmission, T ∼ 53 %) along
two paths with one of the paths being delayed by ∆T =
49.7 ns before they interfere on a fibre beam splitter
(T ∼ 51 %), shown in Fig. S2. Here, we perform two
sets of measurements: g(2)⊥ (τ) and g
(2)
‖ (τ). The visibility
is obtained as follows:
VHOM(τ) = (g
(2)
⊥ (τ)− g
(2)
‖ (τ))/g
(2)
⊥ (τ). (S1)
Fig. S3(A-C) show the results of the two-photon in-
terference measurement from a neutral exciton, X0 from
QD1. The bias applied to the QD device is selected
such that only one of the fine structure of the neutral
exciton is addressed. The solid lines on g(2)‖ (τ) and
g(2)⊥ (τ) are produced using the equations from Ref. [2],
convolved with the setup instrument response function
(IRF), which is determined by a Gaussian peak with
a full-width at half maximum (FWHM) of 160 ps. We
take into account the timescale for the additional bunch-
ing (caused by fluctuations in the electronic environ-
ment) in g(2)⊥,‖(τ) by modifying the autocorrelation func-
tion g(2)(τ) shown in Fig. S3D. By introducing this ad-
ditional bunching timescale τR, the modified autocorre-
lation function is then given by
g(2)(τ) = g(2)RF(τ)× (1+ b e−|τ|/τR), (S2)
where b is the amplitude of the bunching and g(2)RF(τ) is
the autocorrelation function for resonant excitation of a
two-level system [3]. Fitting Eq. (S2) to the experimental
data, we obtain b = 0.245 (1) and τR = 137 (1) ns.
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Figure S1. Measurement setup and lifetime of emitters. (A)
Schematic of the experimental setup for the spectroscopy mea-
surement on an InGaAs QD device. (B) Example of the RF
voltage sweeps taken from QD1 and QD2 showing the neutral
exciton X0 lines used in the main text. The excitation wave-
length for QD1 and QD2 are λ = 963.45 nm and λ = 965.9 nm
respectively. (C) Lifetime measurement of the scattered pho-
tons from X0 exhibit a single exponential decay and a quantum
beating. For QD1 (QD2), the lifetime is T1 = 625 (2)ps (T1 =
679 (1)ps) and the fine structure splitting (given by the fre-
quency of the beating) is ∆ = 18.3 (1) µeV (∆ = 21.3 (2) µeV).
III. Coalescence Time Window
The coalescence time window (CTW) is defined as
CTW =
∫
dτ VHOM(τ), (S3)
which gives the integrated area of the HOM visibility
VHOM(τ). The CTW was first introduced in Ref. [2] as
a figure of merit to quantify photon indistinguishability.
Figure S2. Input (E1,2(t)) and output (E3,4(t)) field modes at
the second beam splitter of the unbalanced Mach-Zehnder in-
terferometer, with a temporal delay ∆T in the upper arm.
The motivation to use CTW rather than the two photon
visibility at zero time delay is that, for continuous wave
excitation, the latter is solely determined by the detector
response time and is not indicative of indistinguishabil-
ity of the photon wavepackets [4]. The advantage of us-
ing the CTW to characterise the indistinguishability is
that it is not affected by the timing jitter of the detectors:
averaging over temporal delay, it gives the characteris-
tic time beyond which no two photon interference can
be observed. Indeed, one can see how Eq. (S3) does not
depend on detector jitter by noting that the latter can
be accurately described by a convolution of the signal
VHOM(τ) with a normal distribution having width pro-
portional to the detector resolution:
CTW =
∫ ∞
−∞
dτ VHOM(τ) ? φτd(τ)
=
∫ ∞
−∞
dτ VHOM(τ)
∫ ∞
−∞
dτ φτd(τ)
=
∫ ∞
−∞
dτ VHOM(τ) ,
(S4)
where τd is the detector resolution, and φτd(τ) is the nor-
mal distribution with FWHM τd centred at τ = 0. The
CTW remains sensitive to experimental imperfections
other than the detector jitter: for example, it will still be
affected by the presence of background scattered light,
spatial overlap on the beam splitter and imperfection in
polarization [5, 6].
Having motivated the use of the CTW over the visibil-
ity at zero delay, we now briefly outline the derivation of
our theoretical model, as well as an approximation lead-
ing to the simplified visibility model given in Ref. [7].
We denote the operators of the field inputs prior to the
second beam splitter by E1(t) and E2(t), respectively
(c.f. Fig. S2). Since for an unbalanced Mach-Zehnder
setup the two input operators differ only by the tem-
poral delay in one of the arms, we may write these as
E1(t) = E(t + ∆T) and E2(t) = E(t). Furthermore, we
can relate the input field operators to the QD emission
by using E(t) = E0σ−(t), where E0 is the vacuum field,
and σ−(t) is the Heisenberg picture dipole lowering op-
erator [8]. Thus, we may write the output field modes
3A B
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Figure S3. Autocorrelation measurement and Two-photon Interference. (A, B) Correlation measurement for the two-photon
interference of indistinguishable g(2)‖ (τ) and distinguishable photons g
(2)
⊥ (τ) at saturation, Ω ≈ Ωsat with their respective fit
functions (orange) within a correlation window of ±100 ns (A) and ±10 ns (B). (C) Visibility of the resonantly scattered photons
from QD1 extracted using Eq. S1 at Ω ≈ Ωsat. The shaded region in VHOM(τ) gives the coalescence time window (CTW) of
1.24 (10) ns. (D) Autocorrelation measurement, g(2)(τ) at Ω ≈ 0.1Ωsat on the resonantly scattered photons exhibits a suppressed
multi-photon emission probability of g(2)(0) = 0.046 (13).
after the secondary beam splitter as
E3(t) =
1√
2
(E1(t) + E2(t)) =
1√
2
(σ−(t + ∆T) + σ−(t)) ,
E4(t) =
1√
2
(E1(t)− E2(t)) = 1√
2
(σ−(t + ∆T)− σ−(t)) .
(S5)
We are now in a position to fully expand the second
order correlation function for the output field modes
E3(τ) and E4(τ), given by
g(2)(τ) =
〈
E∗3 (t)E∗4 (t + τ)E4(t + τ)E3(t)
〉〈
E∗3 (t + τ)E3(t + τ)
〉 〈
E∗4 (t + τ)E4(t + τ)
〉 .
(S6)
Expanding g(2)(τ), we obtain 16 terms involving the
dipole operators. Whilst we refrain from writing the full
expression here, we note that each term has one of the
three forms:
(1) 〈σ+(t)σ+(t + τ + k∆T)σ−(t + τ + k∆T)σ−(t)〉 , k ∈
{0,±1}: which is essentially the standard second order
correlation function evaluated at different delays.
(2) Correlation operators involving an odd
number of dipole operator contributions
from the two interferometer arms (such as
〈σ+(t + ∆T)σ+(t + τ)σ−(t + τ)σ−(t)〉). Whilst these
terms vanish for low laser coherence TL compared to ∆T
[5, 9], we are in the opposite regime, where TL  ∆T,
and thus we keep these terms in our calculations.
(3) 〈σ+(t + ∆T)σ+(t + τ)σ−(t + τ + ∆T)σ−(t)〉 and its
complex conjugate. If we treat the output from both
arms as independent, we can write this term as
〈σ+(t + ∆T)σ+(t + τ)σ−(t + τ + ∆T)σ−(t)〉
≈ 〈σ+(t + ∆T)σ−(t + τ + ∆T)〉 〈σ+(t + τ)σ−(t)〉
= |g(1)(τ)|2 .
(S7)
We find that this approximation is valid for a delay
∆T = 49.7 ns. In the absence of the vibrational environ-
4ment, it has been shown that the CTW increases beyond
2 T1 as Ω → 0 due to the increasing elastic fraction of
scattered photons [2, 5].
IV. Spin-Λ System Coupled to Nuclear Spin Bath
Fig. S4 shows the emission spectra from a resonantly
driven negatively charged exciton, X1− at zero field (A)
and Voigt field (4 T) (B) in the weak excitation regime,
Ω ≈ 0.1Ωsat. At zero field, the emission spectra of
X1− consists of an elastic peak (given by the red dashed
line) and two Raman peaks (given by the green dashed-
dotted line). The origin of the presence of the Raman
peaks is due to the non-zero coupling of the ground state
electron spins to the nuclear spin bath [10, 11]. This
gives rise to non-zero nuclear-spin induced magnetic
field (Overhauser field), 〈BN〉 ≈ 346 (11)MHz ≈ 25 mT,
which splits the ground state of X1−. The broken sym-
metry forms a four-level double-Λ system (see Fig. 1(D)
in main text). This allows the previously forbidden di-
agonal transition (in the spin-z (σz) basis) which gives
the Raman side peaks [11]. The ground state spin flip
rate is proportional to the Overhauser field fluctuations,
δBN = 188 (5)MHz. In the absence of the finite exciton-
phonon coupling, since the coherence of the Raman
photons is determined by the ground state dephasing
rate [12–14], the linewidth of the Raman side peaks is
given by the spin flip rate, which is 2
√
2 log 2 δBN =
421 (11)MHz. This result matches the linewidth of the
scattered Raman photons at Bext = B⊥ = 2 T, Γ =
439 (20)MHz, within one standard deviation.
Alternatively, one could solve the rate equations of a
three level spin-Λ system analytically for a strong exter-
nal magnetic field, Bext  δBN such that the Overhauser
field fluctuations are partially suppressed [11]. In this
regime, the component of δBN perpendicular to the ap-
plied field, Bext can be ignored to a good approximation.
Assuming both ground states are equally populated ini-
tially, the resulting emission spectrum, S(ω), contains
two delta functions, one being the elastic peak with the
same frequency as the laser, ω, and the other being a
shifted inelastic peak with frequency given by ω− B,
S(ω) =
Ω2
2γ
[δ(ω) + δ(ω− B)], (S8)
where B = Bext + BN , Ω is the driving Rabi frequency
and γ is the spontaneous emission rate. Averaging the
emission spectrum S(ω) over the Overhauser field fluc-
tuations, the resulting spectrum, 〈S(ω)〉 is
〈S(ω)〉 = Ω
2
2γ
[
δ(ω) +
e(ω−Bext)
2/2δB2N
δBN
√
2pi
]
, (S9)
where the first term represents the elastically scattered
Rayleigh photons, given by the delta function and the
second term describes the inelastically scattered Ra-
man photons which is given by a Gaussian with a full-
width at half maximum (FWHM) of 2
√
2 log 2 δBN =
439 (20)MHz. In the experiment, since a cross polar-
ization technique is used to collect only the orthogo-
nally polarized Raman photons, we could neglect the
first term in Eq. S9. Hence we are left with the Gaus-
sian term which describes the spectrum of the scattered
Raman photons. Using the linewidth of the Gaussian fit
on the spectrum in Fig. S4B, we get δBN = 186 (8)MHz
which shows agreement with the results obtained from
fitting the zero field spectra with the model described in
Ref. [11].
Disregarding phonon interactions, this agrees with
the previous predictions that the coherence of the Ra-
man zero phonon line is given by the ground (spin) state
dephasing rate, proportional to the Overhauser field
fluctuations (Refs. [11, 12, 14]). However, the presence
of the phonon sideband that accompanied by the Raman
zero phonon line (as shown in Fig. 4A) modifies this pic-
ture and renders the scattered Raman photons partially
incoherent.
V. X1− spin-Λ system dynamics
In this section we present the model used for the theo-
retical spectra using the polaron frame master equation
formalism. We focus on the X1− Λ system formed by
driving the spin-conserving |↑〉 → ∣∣T⇑〉 transition and
collect emission from the spin-flipping
∣∣T⇑〉→ |↓〉 tran-
sition. The full Hamiltonian for the four level system
discussed in the main text can be written as:
H4LS =H0 + HΩ
H0 =
δe
2
(|↓〉 〈↓| − |↑〉 〈↑|) + δh
2
(∣∣T⇑〉 〈T⇑∣∣− ∣∣T⇓〉 〈T⇓∣∣)
− ω0
2
(|↑〉 〈↑|+ |↑〉 〈↑|)
+
ω0
2
(∣∣T⇑〉 〈T⇑∣∣+ ∣∣T⇓〉 〈T⇓∣∣)
HΩ = Ω cos(ωLt)
(∣∣T⇑〉 〈↑|+ |↑〉 〈T⇑∣∣) ,
(S10)
where |↑, ↓〉 and ∣∣T⇑,⇓〉 = |↑↓⇑, ↑↓⇓〉 are the negatively
charged ground and trion states, respectively. ω0 and
ωL are the exciton transition and laser frequencies, re-
spectively.
Starting with the system initialized in the |↑〉 ground
state, we drive using vertically polarized light (driving
the |↑〉 → ∣∣T⇑〉 transition), and collect cross polarized
light (
∣∣T⇑〉 → |↓〉). After moving to the rotating frame
with respect to the driven transition, and subtracting a
term proportional the identity, we focus on the spin-Λ
system formed by the states {|↑〉 , |↓〉 , ∣∣T⇑〉} in order to
obtain the Hamiltonian
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Figure S4. Resonance fluorescence spectra from the same negatively-charged exciton, X1− transition at below saturation,
Ω ≈ 0.1Ωsat. (A) At B⊥ = 0 T, the fluorescence spectra of the photons scattered from the negatively-charged exciton (X1−) shows
an elastic peak (red dashed line) and two displaced inelastic Raman peaks (green solid line). The origin of the splitting is due to
the coupling of the electron spin to the nuclear spin bath, whereby it induces a Zeeman splitting proportional to the mean nuclear
spin field, 〈BN〉. The linewidth of the Raman peaks gives Γ = 421 (11)MHz and is proportional to the nuclear spin fluctuation,
δB. (B) At B⊥ = 2 T, the emission spectra from the Raman transition shows a single Gaussian line-shape. The linewidth Γ,
extracted from the fit (orange) is Γ = 439 (20)MHz, which shows agreement with the linewidth obtained in the zero field.
H =
δ
2
|↓〉 〈↓|+ Ω
2
(∣∣T⇑〉 〈↑|+ |↑〉 〈T⇑∣∣) , (S11)
where δ = 2δe.
A. Exciton–photon interaction
The photonic environment can be modelled by the
Hamiltonian
HptE = ∑
q,λ
νqa†qλaqλ , (S12)
where a†qλ (aqλ) is the creation (annihilation) operator
for a photon of momentum q and polarization λ. In the
dipole approximation, the photon interaction Hamilto-
nian is of the form
HptI =− d⇑↓ · E(rd)(|↓〉
〈
T⇑
∣∣+ ∣∣T⇑〉 〈↓|)
− d⇑↑ · E(rd)(|↑〉
〈
T⇑
∣∣+ ∣∣T⇑〉 〈↑|) , (S13)
with E(rd) being the Schro¨dinger picture electric field
in free space at the location rd of the dipole, and d⇑↓ =〈↓ |D|T⇑〉 and d⇑↑ = 〈↑ |D|T⇑〉 are the transition matrix
element of the dipole operator for the
∣∣T⇑〉 → |↓〉 and∣∣T⇑〉→ |↑〉 transitions respectively.
B. Exciton–phonon interaction
Unlike for atomic systems, the vibrational environ-
ment plays a key role in the dynamics of a confined elec-
tron in a QD. As an electron is excited from the valence
to the conduction band, the charge configuration of the
semiconductor is modified accordingly. This results in a
shift of the lattice ions’ equilibrium positions, giving rise
to an exciton–phonon coupling depending on the exci-
tons’s state. The phonon bath can be described via the
Hamiltonian
HpnE =∑
k
ωkb†kbk , (S14)
where b†k (bk) is the creation (annihilation) operator for
a phonon of momentum k. The corresponding Hamilto-
nian governing the exciton–phonon interaction dynam-
ics is then given by
HpnI =
∣∣T⇑〉 〈T⇑∣∣∑
k
gk(b†k + bk) , (S15)
where gk is the coupling strength of the excited elec-
tronic configuration with phonon mode k, given by [15]
gk =
(
h¯
2ρνωk
)1/2 [
M˜X(k)e−d
2
X |k|2/4 − M˜0(k)e−d20|k|2/4
]
,
(S16)
where ρ is the mass density of the solid, ν is the lat-
tice volume, M˜X(k) and M˜0(k) are the long-wavelength
phonon coupling matrix elements for the excited and
ground state, respectively, and dX and d0 characterize
the size of the electron and hole wavefunctions, respec-
tively.
6C. Master equation dynamics: strong vibrational coupling
To summarize, our system consists of the following
Hamiltonian:
Htot =H + H
pt
E + H
pn
E + H
pt
I + H
pn
I ;
H =δ |↓〉 〈↓|+ Ω
2
(∣∣T⇑〉 〈↑|+ |↑〉 〈T⇑∣∣) ,
HptE =∑
q,λ
νqa†qλaqλ ,
HpnE =∑
k
ωkb†kbk ,
HptI =− d⇑↓ · E(rd)(|↓〉
〈
T⇑
∣∣+ ∣∣T⇑〉 〈↓|)
− d⇑↑ · E(rd)(|↑〉
〈
T⇑
∣∣+ ∣∣T⇑〉 〈↑|) ,
HpnI =
∣∣T⇑〉 〈T⇑∣∣∑
k
gk(b†k + bk) .
(S17)
Having described full exciton, vibrational and pho-
tonic environment systems, we are now in a position to
briefly go through the details of the master equation de-
scribing the excitonic dynamics. For a solid state sys-
tem, we expect a significantly strong coupling to the
vibrational environment. Hence, the polaron, or Lang-
Firsov [16], frame adequately captures the dynamics of
our system [17, 18]. The two transitions
∣∣T⇑〉 → |↓〉 and∣∣T⇑〉→ |↑〉 couple to the same vibrational environment,
and hence the polaron transformation can be written as
Up = eS⇑ , where
S⇑ =
∣∣T⇑〉 〈T⇑∣∣∑
k
gk
ωk
(b†k − bk) . (S18)
It can be easily shown that Up can be simplified to
UP = |↑〉 〈↑|+ |↓〉 〈↓|+
∣∣T⇑〉 〈T⇑∣∣ B+ ;
B+ =∏
k
e
gk
ωk
(b†k−bk) , (S19)
and that, in the absence of driving, diagonalizes the
phonon interaction HpnI . Using this transformation, we
obtain the Hamiltonian in the polaron frame, indexed
by the subscript P:
Htot P =HP + H
pt
E + H
pn
EP + H
pt
IP + H
pn
IP ;
HP =δP |↓〉 〈↓|+ ΩP2
(∣∣T⇑〉 〈↑|+ |↑〉 〈T⇑∣∣) ,
HptEP =∑
q,λ
νqa†qλaqλ ,
HpnEP =∑
k
ωkb†kbk ,
HptIP =− d⇑↓ · E(rd)(B− |↓〉
〈
T⇑
∣∣+ B+ ∣∣T⇑〉 〈↓|)
− d⇑↑ · E(rd)(B− |↑〉
〈
T⇑
∣∣+ B+ ∣∣T⇑〉 〈↑|) ,
HpnIP =
Ω
2
[
|↑〉 〈T⇑∣∣ (B− − 〈B〉) + ∣∣T⇑〉 〈↑| (B+ − 〈B〉)] .
(S20)
where B− = B†+, 〈B〉 = 〈B+〉 = 〈B−〉, ΩP = 〈B〉Ω,
and δP = δ − ∑k g2k/ωk → δ −
∫ ∞
0 dω Jpn(ω)/ω, with
Jpn(ω) being the phonon spectral density, i.e. Jpn(ω) =
αω3e
− ω2
ω2c , where α is a measure of the coupling strength
and ωc is the phonon frequency cut-off, which depends
on the size and confinement of the quantum dot. The
parameters were chosen to be α = 0.03 ps2 and ωc =
2.2 ps−1, which agree with the standard values for self-
assembled GaAs quantum dots [19]. The new vibra-
tional interaction Hamiltonian HpnIP appears in the total
Hamiltonian due to the driving term. The details of the
derivation can be found in Refs. [17, 18, 20, 21], the main
result being that the new interaction can now be treated
perturbatively in the master equation (ME) derivation.
In order to derive the corresponding emission rates, it
would be beneficial to write the two interaction Hamil-
tonians in a more compact form. Thus, with the defi-
nitions Apt1,↑ = |↑〉
〈
T⇑
∣∣ (Apt1,↓ = |↓〉 〈T⇑∣∣), Apt2,↑ = Apt†1,↑(
Apt2,↓ = A
pt†
1,↓
)
, Bpt1/2 ≡ B∓, C1 = i∑q,λ d · u∗qλ(rd)a†qλ,
and C2 = C†1 , and expanding E(rd) into the correspond-
ing photonic creation and annihilation operators [22],
we can write the Hamiltonian HptIP [18] as
HptIP = ∑
j∈{↑,↓}
2
∑
i=1
Apti,j ⊗ B
pt
i ⊗ Ci . (S21)
Similarly we can write a more compact phonon interac-
tion Hamiltonian
HpnIP =
2
∑
i=1
Apni,↑ ⊗ B
pn
i , (S22)
where Bpn1/2 = B∓ = B∓ − 〈B〉, A
pn
1,↑ = Ω/2 |↑〉
〈
T⇑
∣∣ and
Apn2,↑ = A
pn†
1,↑ . Following the steps of Refs. [17, 18], we
7can now obtain the following ME in the polaron frame:
d
dt
ρSP(t) =
−
∫ ∞
0
dτTrpnE [H
pn
IP (t), [H
pn
IP (t− τ), ρSP(t)⊗ ρpnE (0)]]
−
∫ ∞
0
dτTrE[H
pt
IP(t), [H
pt
IP(t− τ), ρSP(t)⊗ ρE(0)]] ,
(S23)
where ρSP(t) is the density matrix of the Λ-system in
the polaron frame, and ρE is the joint optical-vibrational
density matrix. The above was derived under the as-
sumption that the (initial) environmental state is ther-
mal, hence ρE(0) factorizes as ρE(0) = ρ
pn
E (0)⊗ ρptE (0).
In the ME formalism, the rate γ(ω) of a dissipative
process is given by γ(ω) = 2Re
[∫ ∞
0 dsK(s)
]
, where
K(s) is the relevant correlation function [c.f. Eq. (3.137)
in Ref. [22]]. For our phonon dissipator (first term in
Eq. S23), these functions are given by
Cpnii (τ) = Tr
pn
E
[
B†±(τ)B±(0)ρpnE (0)
]
= 〈B〉2(eφ(τ) − 1) ,
(S24)
Cpnij (τ) = Tr
pn
E
[
B†±(τ)B∓(0)ρpnE (0)
]
= 〈B〉2(e−φ(τ) − 1) ,
(S25)
where i, j ∈ {1, 2}, i 6= j. The temperature-dependent
phonon propagator φ(τ) is given by
φ(τ) =
∫ ∞
0
Jpn(ω)
ω2
(cos(ωτ) coth(βω/2)− i sin(ωτ)) ,
(S26)
where β = 1/kBT, with kB being the Boltzmann con-
stant and T the temperature. This allows us to write the
operator expectation 〈B〉 as
〈B〉 = exp
[
−1
2
∫ ∞
0
Jpn(ω)
ω2
coth(βω/2)
]
= exp
[
−1
2
φ(0)
]
.
(S27)
After some algebra, we obtain a phonon dissipator of
the form
γpn(ω′)(L[σ↑−] + L[σ↓−]) + γpn(−ω′)(L[σ↑+] + L[σ↓+])
− γpncd (ω′)(Lcd[σ↑−] + Lcd[σ↓−])
− γpncd (−ω′)(Lcd[σ↑+] + Lcd[σ↓+]) ,
(S28)
where σ↑,↓− = |↑, ↓〉
〈
T⇑
∣∣, σ↑,↓+ = ∣∣T⇑〉 〈↑, ↓|, L[C] =
CρSPC† − 12{C†C, ρSP} and Lcd[C] = CρSPC −
1
2{C2, ρSP}. The phonon absorption (γpn(ω′)), emis-
sion (γpn(−ω′)) and cross-dephasing rates (γpncd (−ω′))
[18, 20, 21] are given by
γpn(±ω′) = |Ω
pn|2
4
∫ ∞
−∞
dτ e±iω
′τ
(
eφ(τ) − 1
)
,
γ
pn
cd (ω
′) = (Ω
pn)2
4
∫ ∞
−∞
dτ cos(ω′τ)
(
1− e−φ(τ)
)
,
γ
pn
cd (−ω′) =
(Ωpn)2
4
∫ ∞
−∞
dτ cos(ω′τ)
(
1− e−φ(τ)
)
,
Having derived the corresponding phonon absorp-
tion/emission rates, we now briefly turn our attention
to the second term in Eq. (S23). This term governs the
system’s interaction with the electromagnetic environ-
ment in the polaron frame, and thus gives the corre-
sponding correlation functions
Cptij,↑(τ) = C
pt
ij,↓(τ) := C
pt
ij (τ) (S29)
= TrE
[(
Bpt†i (τ)⊗ C†i (τ)
) (
Bptj (0)⊗ Cj(0)
)
ρE(0)
]
= TrpnE
[
Bpt†i (τ)B
pt
j (0)ρ
pn
E (0)
]
TrptE
[
C†i (τ)Cj(0)ρ
pt
E (0)
]
,
where i, j ∈ {1, 2}. As the two transitions |↑〉 ↔ ∣∣T⇑〉
and |↓〉 ↔ ∣∣T⇑〉 are coupled to both the vibrational
and electromagnetic baths, the above correlation func-
tion is the same for both transitions of the Λ system. We
also note that the cross correlation terms involving both
transitions will vanish due to the orthogonal dipole mo-
ments of the two transitions [23]. After substituting for
the bath operators, and making use of the creation/an-
nihilation commutation relations, we get that the only
the Cpt11 correlation function is non zero, giving the stan-
dard photon emission rates γ11,j = ω3j d
2
j /(3pie0h¯c
3),
j ∈ {↑, ↓} [23].
VI. X0 two-level system dynamics
In this section, we briefly sketch the derivation for the
X0 exciton master equation, analogous to the charged
exciton master equation from the previous section. De-
noting the ground and excited states for this two-level
system as |0〉 and |X〉, respectively, the Hamiltonian in
the frame rotating at the exciton transition frequency ω0
is given by
8Htot =H + H
pt
E + H
pn
E + H
pt
I + H
pn
I ;
H =
Ω
2
(|X〉 〈0|+ |0〉 〈X|) ,
HptE =∑
q,λ
νqa†qλaqλ ,
HpnE =∑
k
ωkb†kbk ,
HptI =− dX0 · E(rd)(|0〉 〈X|+ |X〉 〈0|)
− dX0 · E(rd)(|0〉 〈X|+ |X〉 〈0|) ,
HpnI = |X〉 〈X|∑
k
gk(b†k + bk) ,
(S30)
where dX0 is the transition matrix element for the exci-
ton transition. Thus, using the polaron transformation
SX = |X〉 〈X|∑k gkωk (b†k − bk) and following the deriva-
tion in the previous section and Ref. [17], we arrive at a
similar master equation for the neutral exciton, with the
phonon dissipator given by
γpn(ω′)L[σ−] + γpn(−ω′)L[σ+]
− γpncd (ω′)Lcd[σ−]− γ
pn
cd (−ω′)Lcd[σ+] ,
(S31)
where σ− = |0〉 〈X|, whilst the electromagnetic en-
vironment dissipation can be described by a Lind-
blad superoperator L[σ−] and a dissipation rate γ0 =
ω30d
2
j /(3pie0h¯c
3), that is, γ0L[σ−].
VII. Polaron frame correlation operators
Without going into the explicit form of every
term of the HOM g(2)(τ) in the polaron frame, we
note that a general correlation operator of the form
〈σ+(t1)σ+(t2)σ−(t3)σ−(t4)〉 in the polaron frame is
given by
〈σ+(t1)B+(t1)σ+(t2)B+(t2)σ−(t3)B−(t3)σ−(t4)B−(t4)〉
≈ 〈B+(t1)B+(t2)B−(t3)B−(t4)〉
× 〈σ+(t1)σ+(t2)σ−(t3)σ−(t4)〉 ,
(S32)
where the approximation in the second holds due to the
difference in timescales associated with the exciton life-
time (nanoseconds) and the phonon bath relaxation time
(picoseconds) [7]. The phonon correlation operator can
be easily expanded as
〈B+(t1)B+(t2)B−(t3)B−(t4)〉
=
〈
Bt1,t2t3,t4
〉
× exp [i={φ(t2 − t1)}] exp [i={φ(t4 − t3)}]
× exp [i={φ(t1 + t2 − t3 − t4)})}] ,
(S33)
where = denotes the imaginary part, and
〈
Bt1,t2t3,t4
〉
is
given by
〈
Bt1,t2t3,t4
〉
= exp
[
−1
2
∫ ∞
0
Jpn(ω)
ω2
|Kt1,t2t3,t4 |2 coth(βω/2)
]
,
(S34)
where Kt1,t2t3,t4 = eiωt1 + eiωt2 − eiωt3 − eiωt4 . These ex-
pressions can be simplified further by noting that the
phonon propagator vanishes on a picosecond timescale,
resulting in an easier numerical evaluation of Eq. (S33).
VIII. Resonance fluorescence spectrum
In this section, we outline the derivation of the RF
spectral function in the presence of strong vibrational
coupling. In the polaron frame, this quantity is simply
given by the Fourier transform of the (steady-state) first
order correlation function limt→∞〈E(−)(R, t)E(+)(R, t +
τ)〉, where E(−)(R, t) and E(+)(R, t) are, respectively, the
negative and positive components of the electric field
operator evaluated at the position R of the detector [23].
S(ω) ∝
∫ ∞
−∞
dτ ∑
j∈↑,↓
e−i(ω−ω
′)τ×
〈σj+(τ)B+(τ)σj−(0)B−(0)〉s ,
(S35)
where we have exploited the temporal homogeneity of
the stationary correlation function, and where the sub-
script ‘s’ denotes the trace taken with respect the steady-
state density matrix. Due to the different timescales [18]
for the phonon and photon processes, Eq. (S35) simpli-
fies to
S(ω) ∝ 〈B〉2
∫ ∞
−∞
dτ ∑
j∈↑,↓
e−i(ω−ω
′)τeφ(τ)×
〈σj+(τ)σj−(0)〉s .
. (S36)
Similarly, for the neutral exciton, the spectral function is
given by
9S(ω) ∝ 〈B〉2
∫ ∞
−∞
dτe−i(ω−ω
′)τeφ(τ)×
〈σ+(τ)σ−(0)〉s .
(S37)
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