Abstract Recently Asimit et. al (Asimit et al. (2016) ) used an EM algorithm to estimate Marshall-Olkin bivariate Pareto distribution. The distribution has seven parameters. We describe few alternative approaches of EM algorithm. A numerical simulation is performed to verify the performance of different proposed algorithms. A real-life data analysis is also shown for illustrative purposes.
In this paper our focus is on singular bivariate Pareto distribution whose both the marginals have Pareto type-II distribution. We can obtain bivariate Pareto distribution considering peak over threshold method in a bivariate data. The distribution has wide application in modeling data related to finance, insurance, environmental sciences and internet network. Any analysis based on this distribution requires efficient techniques for estimating parameters of the distribution. We consider a more generalized set up including location and scale parameters in formation of Marshal-Olkin bivariate Pareto distribution. This dependence structure can be described by well-known Marshall-Olkin copula too [Nelsen (2007) , Marshall and Olkin (1967) , Yeh (2000) , Yeh (2004) ]. We propose few innovative ways to implement EM algorithm.
A random variable X is said to have Pareto of second kind, i.e. X ∼ Pa(II)(µ, σ , α) if it has the survival function F X (x; µ, σ , α) = P(X > x) = (1 + x − µ σ ) −α and the probability density function (pdf)
with x > µ ∈ R, σ > 0 and α > 0. Kundu and Gupta (2009) , Kundu and Gupta (2010) , Kundu and Dey (2009) used EM algorithm for estimating parameters of different bivariate distributions, e.g. bivariate generalized exponential, bivariate Weibull etc. Dey and Kundu (2012) performed discrimination between bivariate Weibull and bivariate generalized exponential distributions where they used parameter estimation through EM algorithm. Sarhan and Balakrishnan (2007) considered estimation issues in Sarhan and Balakrishnan bivariate distribution with extra scale parameter in their model. Many works have been done on multivariate Pareto distribution too [Hanagal (1996) , Yeh (2000) , Yeh (2004) , Asimit et al. (2010) ]. Statistical Inference of multivariate Pareto distribution through EM algorithm is attempted by Asimit et al. (2016) . This paper also deals with seven parameters including location and scale as its parameters. We handle the same problem in a slightly different manner.
We arrange the paper in the following way. In section 2 we keep the MarshallOlkin bivariate Pareto formulation and some of its properties. In section 3, we describe our proposed EM algorithms. Some simulation results show the performance of the algorithm in section 4. In section 5 we show the data analysis. Finally we conclude the paper in section 6.
Formulation of Marshal-Olkin bivariate Pareto
Let U 0 , U 1 and U 2 be three independent univariate type-II Pareto distributions Pa(II)(0, 1, α 0 ), Pa(II)(µ 1 , σ 1 , α 1 ) and Pa(II)(µ 2 , σ 2 , α 2 ).
We define X 1 = min{σ 1 U 0 + µ 1 ,U 1 } and X 2 = min{σ 2 U 0 + µ 2 ,U 2 }. We can show that (X 1 , X 2 ) jointly follow bivariate Pareto distribution of second kind, we call it as
The joint distribution can be given by
where
It can be shown that
2. Distribution of the minimum is also Pareto distribution when U 0 , U 1 and U 2 has same location and scale parameter. 3. Maximum Likelihood estimate of µ, σ , α, the parameters of univariate Pareto can be given based on the data set
estimates of α and σ can be obtained by solving the fixed point iterations :
Surface and contour plots of the absolutely continuous part of the pdf are shown in Figure- 
EM-algorithm
Let us assume µ 1 , µ 2 , σ 1 and σ 2 are known. Now we divide our data into three parts :-
} Usual Likelihood function for the parameters of the BVPA can be written as
− n 2 ln σ 1 − n 2 ln σ 2 + n 2 ln α 2 + n 2 ln(α 0 + α 1 )
Direct maximum likelihood estimates of the parameters based on (X 1i , X 2i ) : i = 1(1)n may not be simple. We implement EM algorithm first given some µ 1 , µ 2 , σ 1 and σ 2 . It requires identification of some missing structure within the problem.
We do not know X 1 is σ 1 U 0 + µ 1 or U 1 and We do not know X 2 is σ 2 U 0 + µ 2 or U 2 . So we introduce two new random variables (∆ 1 ; ∆ 2 ) as
The ∆ 1 and ∆ 2 are the missing values of the E-M algorithm. To calculate the E-step we need the conditional distribution of ∆ 1 and ∆ 2 .
Using the definition of X 1 , X 2 , ∆ 1 and ∆ 2 we have : For group I 0 , both ∆ 1 and ∆ 2 are known,
For group I 1 , ∆ 1 is known, ∆ 2 is unknown,
Therefore we need to find out u 1 = P(∆ 2 = 0|I 1 )and u 2 = P(∆ 2 = 2|I 1 ) For group I 2 , ∆ 2 is known, ∆ 1 is unknown,
Moreover we need w 1 = P(∆ 1 = 0|I 2 ) and w 2 = P(
Since, each posterior probability corresponds to one of the ordering from Table-1, we calculate u 1 , u 2 , w 1 , w 2 using the probability of appropriate ordering, where We have the following expressions for u 1 , u 2 , w 1 , w 2
Using this above result we evaluate the other probabilites to get values of u 1 , u 2 , w 1 , w 2 as :
We define n 0 , n 1 , n 2 as : n 0 = |I 0 |, n 1 = |I 1 |, n 2 = |I 2 | where |I j | for j = 0, 1, 2 denotes the number of elements in the set I j . Now the pseudo log-likelihood can be written down as
(1) Therefore M-step involves maximizing (1) with respect to α 0 , α 1 , α 2 at
Therefore the algorithm can be given as 
using Equation (2), (3) and (4). 6:
Calculate Q for the new iterate. 7: end while 3.2 Algorithm-2 : Modified Algorithm 1
The above algorithm does not work even if all the I 0 , I 1 and I 2 are non-empty. In our previous approach we calculate the estimates of location and scale parameters and construct the above three sets based on the transformed variables using those estimated location and scale parameters. Therefore it is high likely that there will be almost no element in I 0 for most of the generated sample. Consequently it should provide the estimate of α 0 as zero most of the time.
We propose to make few modifications in the above EM algorithm. Since we observe the normalized data with respect to the estimated location and scale parameter, the transformation is not going to provide the distribution of normalized data exactly as Pareto with location zero and scale one. The transformation rather form some distribution close to Pareto with location zero and scale one. It is very difficult to know the exact distribution. Approximately even if we assume some Pareto with location parameter near zero and scale parameter near one, calculation of probability that an observation will come from any one of I 0 , I 1 or I 2 , becomes another problem.
To avoid such instances, we assume that information of all n 0 , n 1 and n 2 are missing because of small perturbation inherited by estimated location and scale parameters. In ideal situation we should get EM algorithm steps as described in 3. Since we have now three more latent information n 0 , n 1 and n 2 , we try to approximate them and incorporate in the original EM algorithm.
It is clear that (n 0 , n 1 , n 2 ) will jointly follow multinomial distribution with parameters n = n 0 + n 1 + n 2 and (
Finally modified algorithm would be 
using Equation (5), (6) and (7). 6:
Calculate Q for the new iterate. 7: end while 3.3 Algorithm-3 : Modified Algorithm 2
In this case we update σ 1 and σ 2 along with EM iterations similar to what Asimit et al. has done in their paper. But the main difference of our update is that it is based on one step ahead gradient descent instead of fixed point iteration on scale parameters. Surely gradient descent with respect to bivariate likelihood won't work as bivariate likelihood is a discontinuous function with respect to location and scale parameters. Therefore we estimate scale parameters using density of marginals. At every iteration we use one step ahead gradient descend of σ 1 and σ 2 based on likelihood of its marginal density combined with usual EM steps for other parameters to solve the problem. The idea is similar to stochastic gradient descend. We begin the algorithm estimating the sets I 0 , I 1 and I 2 which involves location and scale parameters. Given location and scale parameters, we can update previous EM steps of α 0 , α 1 and α 2 . EM steps will ensure to take the correct direction of α 0 , α 1 and α 2 starting from any values of this three parameters and also it will enable gradient descend steps of σ 1 and σ 2 to converge faster starting from any values.
This algorithm works even for moderate sample sizes. However it takes lot of time to converge or roam around the actual value for some really bad sample. We calculate the estimates both with full iterations until convergence and with at most 2000 iterations. We observe MSEs and the number of iterations in both the cases. We expect that within 2000 iterations estimated points should be sufficiently closer to the actual value or it should take some value which can be good estimate for starting point of some other optimization algorithms.
Algorithm 3 EM procedure for bivariate Pareto distribution
Take the estimates of µ 1 , µ 2 by µ 1 = min{X 1i ; i = 1, · · · , n} and µ 2 = min{X 2i ; i = 1, · · · , n}. 2: Start with some initial choice of σ 1 , σ 2 , α 0 , α 1 , α 2 .
while |∆ Q/Q| > tol do 4: Fix I 0 , I 1 and I 2 with estimated µ 1 , µ 2 , σ
2 through one step ahead gradient descend, using α
Compute u
using Equation (5), (6) and (7). 8:
Calculate Q for the new iterate. end while
Algorithm-4 : Modified Algorithm 3
We can make more variations on it. This is similar to what Asimit et al. has done in their paper. At each iteration we update σ 1 and σ 2 from the marginal density using one step ahead fixed point iteration instead of Gradient decend algorithm and carry on the same EM algorithm. However approach of Asimit et al is different, therefore EM steps are also differing.
Algorithm 4 EM procedure for bivariate Pareto distribution 1: Take the estimates of µ 1 , µ 2 by µ 1 = min{X 1i ; i = 1, · · · , n} and µ 2 = min{X 2i ; i = 1, · · · , n}. 2: Start with some initial choice of σ 1 , σ 2 , α 0 , α 1 , α 2 . 3: while |∆ Q/Q| > tol do 4:
Fix I 0 , I 1 and I 2 with estimated µ 1 , µ 2 , σ
1 and σ (i)
. 5:
Compute one step ahead update of σ
2 through fixed point iteration, using α
Calculate Q for the new iterate. 9: end while
Algorithm-5 : Modified Algorithm 4
This variation is of two fold. We update σ 1 and σ 2 from the marginal density until convergence using fixed point iteration instead of Gradient decent algorithm and carry forward the same EM algorithm. However at the time of using EM iterations, we update the σ 1 and σ 2 using one step ahead fixed point iteration along with other parameters. The detailed algorithmic steps are shown below.
Algorithm 5 EM procedure for bivariate Pareto distribution 1: Start with some initial choice of σ 1 , σ 2 , α 0 , α 1 , α 2 . 2: while |(∆ σ )| > tol do 3:
Compute one step ahead fixed point iteration of σ
, using σ
. 4:
using Equation (5), (6) and (7). 6: end while 7: while |∆ Q/Q| > tol do 8:
Fix I 0 , I 1 and I 2 with last updated estimates of µ 1 , µ 2 , σ
Compute updates of σ
, using α
. 10:
using Equation (5), (6) and (7). 12:
Calculate Q for the new iterate. 13: end while
Numerical Results
We use package R 3.2.3 to perform the estimation procedure. All the programs will be available from author on request. First we take four different sets of parameters and observe the average iteration calculated over different sample sizes. We take our sample size as n = 150, 250, 350, 450. We can find the results in Table- 2 based on 1000 replications. Tolerance limit (denoted as "tol") of stopping criteria is taken as 0.00001. We have used stopping criteria as absolute value of likelihood changes with respect to previous Qseudo-likelihood at each iteration. Results shown in Table-2 
The proposed EM algorithms work for any initial value. However estimates of µ 1 and µ 2 are alwaysμ 1 = min{X 1i ; 1, · · · , n} andμ 2 = min{X 2i ; 1, · · · , n} respectively. Original paper of Asimit et al. uses different stopping criteria and results are provided for large sample sizes. To compare our results, we keep stopping criteria and sample size same across all algorithms.
Average estimates are provided in Table-3 Table-4 and Table-5 show the MSEs for all procedures where samples are generated from the following parameter sets : µ 1 = 0, µ 2 = 0, σ 1 = 1, σ 2 = 0.5, α 0 = 1, α 1 = 0.3, α 2 = 1.4. MSE is an important criteria for selecting the best algorithm. Therefore MSEs are calculated for all the procedures. We also calculate parametric bootstrap confidence interval. We simulate 1000 samples and estimate of the parameters based on the simulated samples. We use them to get the 95% confidence interval by calculating 0.025 and 0.975 sample quantile points of estimated parameters. Table-6 to Table- 10 carry the information related to parametric bootstrap confidence intervals. Important Comments :
1. Mean square error for α 2 is little higher for all methods. 2. MSEs are more or less same for all methods. In the above result we see Modified Approach 1 provides minimum MSE among all procedures. For large sample size Modified Approach 1 comes out as winner for any chosen parameter sets. Performance of Modified Approach 2 with truncation is also worth mentioning, as it provides second best performance with respect to minimum MSE. 3. Modified Approach 4 is the best among other approaches in terms of average iteration. Modified Approach 1 appears to be the second best performer. How-ever average iteration for Modified Approach 2 with truncation is much higher as compared to Modified Approach 1 and 4. 4. As expected, average iteration is very high in case of Modified Approach 2 (WT). 5. If we compare the algorithms based on minimum MSE and average iteration together, Modified approach 1 stands either winner or closer to the winner.
parameter set n 150 250 350 450 Table 3 The average estimates (AE) for µ 1 = 0, µ 2 = 0, σ 1 = 1, σ 2 = 0.5, α 0 = 1, α 1 = 0.3 and α 2 = 1.4 through two best approches i. Table 4 Mean Square Error (MSE) through all approaches when samples are generated from µ 1 = 0, Table 5 Mean Square Error (MSE) through all approaches when samples are generated from µ 1 = 0, 
Data Analysis
We analyze a data set on the indemnity payments (Loss) and allocated loss adjustment expense (ALAE) relating to 1500 general liability claims from insurance companies are available in the R package evd (fbvpot by Chris Ferro (2015)). From Falk and Guillou (2008) , we know that peak over threshold method on random variable U provides polynomial generalized Pareto distribution for any x 0 with 1 + log(G(x 0 )) ∈ (0, 1) i.e. P(U > tx 0 |U > x 0 ) = t −α , t ≥ 1 where G(·) is the distribution function of U. We choose appropriate t and x 0 so that data should behave like near Pareto distribution.
We assume the data to follow near equal to singular Marshall Olkin bivariate Pareto and try to verify our assumption. We fit the empirical survival functions with the marginals of this bivariate Pareto whose parameters can be obtained from the EM algorithm that we have developed. Figure-3 shows a good fit for both the marginals. The data analysis is performed based on sample size 1500.
Empirical two dimensional density plot in Figure-4 verifies that Marshall-Olkin Pareto can be an alternative model for the transformed dataset. Parameter estimates of this bivariate distribution based on sample size n = 468 are provided in Table-11 and Table-12 whereas parametric bootstrap confidence intervals are provided in Table-13 and Table-14 respectively. All algorithms are used separately to calculate the estimates and confidence intervals. From the above expressions we can get the marginal of X 1 and X 2 taking x 1 → µ 1 and x 2 → µ 2 , S X 1 (x 1 ) = (1 + 
This implies P(X 1 > x, X 2 > x) = P(U 0 > x,U 1 > x,U 2 > x)
Since, X k = min{U 0 ,U k } Therefore, P(X 1 > x, X 2 > x) = P(U 0 > x,U 1 > x,U 2 > x)
A.3
It is easy to show that maximum likelihood estimate of location parameter is µ = min{X 1 , X 2 , · · · , X n }.
Rest two equations can be obtained by plug-in the estimates of µ and taking derivative of Log-likelihood with respect to σ and α. Therefore the details of the proof is omitted. , , , , , , , , , , , , , , , 
