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Abstract
Orthogonal Frequency-Division Multiplexing (OFDM) has spread quickly and it has
become the base for many communication technologies. One of the most frequently
proposed techniques for time-variant channel tracking (in an OFDM environment)
is Kalman ﬁltering (KF) and its many adaptions and extensions. KF's advantage
is its optimality as an estimator for linear problems. However, as mobile commu-
nications spread into more dynamic channels (e. g. high-speed trains in rugged
terrain), non-linear componentes (such as path birth and death) appear and they
could be catastrophic for KF-based estimation techniques. This project creates a
model to calibrate the extent to which KF performance degrades. Starting oﬀ from
a Linear Gauss-Markov channel model (simulation 1), we implement a Kalman-ﬁlter
bank for multipath estimation (simulation 2) and we prove that, once a dynamic
including path birth and death is introduced, the performance of the KF estimator
degrades dramatically and catastrophically (simulation 3). At last, we prove that
a path-birth-and-death environment behaves in a completely diﬀerent manner than
an environment wherein the number of paths is constant, but there are fewer paths
than expected (simulation 4). These 4 simulations suggest that it is necessary to in-
corporate the stochastic behaviour of the channels into the estimation and tracking
algorithms for future improvements in wireless communication systems with coher-
ent detections. Accordingly, we review some proposed techniques in the literature,
with a special focus on the application of Finite Random Set Theory.
Keywords: OFDM, Kalman ﬁltering, Gauss-Markov, Random Set Theory, track-
ing, non-linear channels, mobile communications
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Resumen
La tecnologa OFDM se ha extendido rapidamente y se ha convertido en la base de
numerosas tecnologas de comunicaciones. Una de las tecnicas propuestas con mayor
frecuencia para realizar el seguimiento de canales variantes en el tiempo (en el marco
de comunicaciones OFDM) es el ﬁltrado de Kalman (KF) y diversas adaptaciones
y ampliaciones del KF. La ventaja del KF es su caracter optimo como estimador
de problemas lineales. Sin embargo, a medida que las comunicaciones moviles se
extienden a entornos con canales mas dinamicos (p. ej. trenes de alta velocidad
en entornos montanosos), aparecen componentes no lineales (como el nacimiento y
la muerte de trayectos) que podran resultar catastroﬁcos para las tecnicas de esti-
macion basadas en KF. Este trabajo crea un modelo para calibrar hasta que punto se
degradan las prestaciones del KF. Partiendo de un modelo de Gauss-Markov lineal
para el canal (simulacion 1), implementamos un banco de ﬁltros de Kalman para la
estimacion multitrayecto (simulacion 2) y probamos que, al introducir una dinamica
de nacimiento y muerte de trayectos, las prestaciones del estimador KF se degradan
de manera vertiginosa y catastroﬁca (simulacion 3). Por ultimo, probamos que
una situacion de nacimiento y muerte de trayectos es completamente distinta a una
situacion en la que hay un numero de trayectos constante, pero menor del esperado
(simulacion 4). Estas cuatro simulaciones sugieren que resulta imprescindible incor-
porar el comportamiento estocastico de los canales a los algoritmos de estimacion
y seguimiento para futuras mejoras en sistemas de comunicacion inalambricos con
deteccion coherente. En este sentido, revisamos tambien algunas tecnicas propues-
tas en la literatura, centrandonos especialmente en la aplicacion de la Teora de
Conjuntos Aleatorios Finitos.
Palabras clave: OFDM, ﬁltrado de Kalman, Gauss-Markov, Teora de Conjuntos
Aleatorios, seguimiento, canales no lineales, comunicaciones moviles
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Captulo 1
Estructura y objetivos del proyecto
1.1 Introduccion
La multiplexacion por division en frecuencias ortogonales (OFDM, de Orthogonal
Frequency Division Multiplexing) constituye una tecnica eﬁcaz en la transmision dig-
ital sometida a un severo desvanecimiento multitrayecto. Hace tiempo que resultaba
atractiva, pero su implementacion solo ha sido viable tecnicamente y competitiva
en costes a partir de avances recientes. Tanto el transmisor como el receptor se
pueden implementar con procesamiento digital de senales1 (DSP, de Digital Signal
Processing) utilizando tecnicas eﬁcientes basadas en transformaciones de Fourier; en
concreto, la Transformada de Fourier Rapida Inversa (IFFT, de Inverse Fast Fourier
Transform) y la Transformada de Fourier Rapida (FFT, de Fast Fourier Transform)
directa. OFDM permite un gran caudal de datos transmitidos y la posibilidad de
maximizar su eﬁciencia adaptando sus variables al comportamiento del canal. Estas
caractersticas hicieron que esta tecnologa se convirtiera en una candidata perfecta
para ciertos sistemas de comunicaciones moviles.
Por otro lado, las comunicaciones moviles, que siempre se han expandido sigu-
iendo tres vectores o palabras clave (ubicuidad, capacidad y calidad), se han exten-
dido en la ultima decada a ambitos, como los trenes de alta velocidad, que suponen
tratar con canales de dinamicas nuevas y mas complejas. OFDM ha funcionado bien
en estos nuevos ambitos. Por ejemplo, en Alemania, la Deutsche Bahn (similar a la
Renfe espanola) creo su concepto de Mobility Net, con el objetivo de que los viajeros
pudieran tener acceso a internet WLAN a lo largo de todo su recorrido de viaje,
1El procesamiento digital de senales es la manipulacion matematica de una senal de informacion
para modiﬁcarla o mejorarla en algun sentido (por ejemplo, eliminar las distorsiones o el ruido
introducidos por el canal de transmision). Esta manipulacion tpicamente se realiza mediante
secuencias de numeros o smbolos que representan la senal en dominios digitales, como el dominio
del tiempo discreto o el dominio de la frecuencia discreta.
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Figura 1.1: Vagon de primera clase de un ICE. El cartel rosa indica que hay internet
gratuito.
con accesos inalambricos tanto en las estaciones (Hot Spots) como en los trenes de
alta velocidad ICE (Railnet). Para esta ultima tecnologa, se aplico una variante de
OFDM: Flash-OFDM2. Tambien los ferrocarriles suecos iniciaron experiencias simi-
lares. A fecha de enero de 2013, segun la propia empresa [DBW13], haba 1.500 km
de recorridos con cobertura Flash-OFDM para los usuarios de alta velocidad. En
octubre de 2013, ya haba mas de 100 trenes de alta velocidad alemana con conexion
a internet gratuita, a tasas similares a las de la lnea de abonado digital asimetrica
(ADSL, de Asymmetric Digital Subscriber Line) [DBM13].
Esta ampliacion de las comunicaciones moviles ha supuesto toparse con nuevos
desafos, como tener que trabajar a velocidades muy altas (de hasta 300 km/h) y
mantener la cobertura en tuneles. Es en este contexto en el que resulta impres-
cindible hablar no solo de canales variantes en el tiempo, sino tambien de dinamicas
de nacimiento y muerte de trayectos. La idea basica es que al cruzar un tunel,
un valle o una cordillera, el entorno geograﬁco cambia tan rapidamente que cada
vez uno recibe la senal por un conjunto distinto de trayectos. Saber modelar esto y
2En 2006, cuando empezaron las pruebas, la Deutsch Bahn utilizaba una combinacion de UMTS
y Flash-OFDM. Actualmente se utilizan los estandares 4G, 3G, 2G y 1G.
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aprovechar la informacion sobre el comportamiento estocastico del multitrayecto per-
mitiran grandes ahorros y una rapida y rentable ampliacion de las comunicaciones
moviles a nuevos ambitos, como este claro ejemplo de la alta velocidad alemana
pone de relieve3. En Espana, en febrero de 2015 se anuncio un plan del Ministerio
de Fomento y Renfe para que los usuarios de la Alta Velocidad Espanola (AVE)
tuvieran acceso a internet, tanto en las estaciones como dentro de los trenes.
Independientemente de las tecnologas que ﬁnalmente se impongan, parece ra-
zonable pensar que en el futuro las comunicaciones moviles cada vez tendran que
abordar escenarios multitrayecto mas complejos. De ah se desprende la necesi-
dad de estudiar, siguiendo el ttulo de este Proyecto de Fin de Carrera (PFC), el
seguimiento de canales no lineales en comunicaciones moviles OFDM.
1.2 Contexto en el que surge el proyecto
Para la estimacion y el seguimiento de canales en OFDM, se han propuesto diversos
esquemas basados en el ﬁltrado de Kalman (KF, de Kalman Filtering). El ﬁltro de
Kalman es un algoritmo de estimacion optimo para problemas lineales. Por consigu-
iente, el hecho de que se utilicen y que siguen surgiendo propuestas basadas en KF
sugiere que la evolucion de la ganancia de cada trayecto, dentro de un entorno mul-
titrayecto OFDM, es suﬁcientemente lenta como para poder modelarse, sin errores
catastroﬁcos, segun una gaussiana. Es decir, hay implcita en estas propuestas una
hipotesis de linealidad y gaussianidad4. Ahora bien, incluso si esta aproximacion ha
resultado util en las aplicaciones que OFDM se ha encontrado mayormente hasta
ahora, un futuro en el que las comunicaciones moviles se abran a aplicaciones difer-
entes (altas velocidades, geografa cambiante, etc. o bien entornos no tan agresivos,
pero con tasas de datos mas altas) requerira tomar en consideracion las no lineali-
dades que tales aplicaciones conllevan.
En este sentido, trabajos como [ANG07, ANG09] criticaron el enfoque que re-
duca todo a lo lineal. En cuanto uno tiene en cuenta las no linealidades, segun tales
trabajos, incluso una estimacion que minimice el error cuadratico medio (MMSE,
3El rapido despliegue de internet movil en los trenes ICE tuvo una causa economica: segun
las encuestas de DB, los usuarios ponan Internet en el tren como uno de los aspectos mas
importantes a la hora de decantarse potencialmente por el tren. En Alemania, donde el tren ICE
compite habitualmente con el automovil en la mayora de los recorridos, este factor, que permita
vender el tiempo en el tren como tiempo de trabajo y no tiempo perdido conduciendo, resultaba
muy ventajoso comercialmente. Para mas informacion en espanol sobre este tema, el lector puede
consultar: http://www.bahn.com/i/view/ESP/es/trains/overview/wi_ﬁ.shtml
4Para ser mas precisos, hay implcita una hipotesis de que la ganancia de trayecto evoluciona
aproximadamente segun un modelo de Gauss-Markov lineal (GML), como el que implementaremos
en la simulacion 1.
17
de Minimum Mean Square Error) sin KF resultaba mas ventajosa que las prop-
uestas basadas en ﬁltrado de Kalman. As, en ambitos de nacimiento y muerte de
trayectos, el problema segua abierto. La unica solucion propuesta para abordar el
problema desde la optica de las no linealidades, la aplicacion de la Teora de Con-
juntos Aleatorios (RST, de Random Set Theory), resultaba (y sigue resultando hoy)
muy difcil de manejar y computacionalmente muy costosa.
En este contexto, nuestro trabajo pretende estudiar las no linealidades en OFDM,
delimitando claramente el problema de nacimiento y muerte de trayectos, y calcu-
lando, mediante simulaciones, la degradacion de los ﬁltros de Kalman ante esta
nueva dinamica.
1.3 Objetivos del proyecto
El objetivo del proyecto es simular el seguimiento de canales no lineales en
comunicaciones moviles OFDM, y, concretamente, simular el seguimiento, medi-
ante bancos de ﬁltros de Kalman, de canales sometidos a una dinamica de nacimiento
y muerte de trayectos, dentro de un entorno OFDM. Esta simulacion debera reali-
zarse bajo una serie de escenarios con distinta intensidad de la componente no lineal,
para calibrar hasta que punto de no linealidad el ﬁltro de Kalman resiste con presta-
ciones aceptables. El analisis del seguimiento nos aportara informacion muy valiosa
sobre las limitaciones de las tecnicas actuales.
Para la consecucion del objetivo anteriormente expuesto sera necesario realizar
las siguientes tareas u objetivos secundarios:
 Analizar y deﬁnir el modelo OFDM y los modelos de evolucion de
ganancia de trayecto que se utilizaran en el sistema. Partiendo de
un modelo general de OFDM, realizaremos una simpliﬁcacion adaptada a los
ﬁnes de este proyecto y plantearemos un diseno de implementacion. De manera
analoga, estudiaremos el modelo de Gauss-Markov lineal (GML) para aplicarlo
como generador de ganancias de trayecto.
 Analizar el ﬁltrado de Kalman y deﬁnir un algoritmo de estimacion
basado en ﬁltrado de Kalman para realizar el seguimiento de trayectos que
sigan una evolucion de Gauss-Markov lineal, tanto para el caso monotrayecto
como para el caso multitrayecto/OFDM.
 Implementar una simulacion de un seguimiento monotrayecto en el
que la ganancia de canal evolucione segun un modelo de Gauss-Markov lineal
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y la estimacion se realice mediante un ﬁltro de Kalman. A lo largo de este
trabajo, nos referiremos a esta tarea como la simulacion 1.
 Implementar una simulacion de un seguimiento multitrayecto en el
que cada ganancia de canal evolucione segun un modelo de Gauss-Markov
lineal y la estimacion se realice mediante un banco de ﬁltros de Kalman. A lo
largo de este trabajo, nos referiremos a esta tarea como la simulacion 2.
 Analizar y deﬁnir un modelo de comportamiento estocastico de
nacimiento y muerte de trayectos. Este modelo introducira una no lin-
ealidad en la simulacion 3.
 Implementar una simulacion de un seguimiento multitrayecto en
el que cada ganancia de canal evolucione no solo segun un modelo lineal-
gaussiano, sino tambien segun una componente no lineal de nacimiento
y muerte de trayectos; la simulacion incluira un computo de las prestaciones
reductoras del error cuadratico medio que presenta el ﬁltro de Kalman para
una larga serie de valores de intensidad de la no linealidad (asociados a los
parametros Pbirth y Pdeath, probabilidades de nacimiento y muerte de trayecto,
respectivamente). A lo largo de este trabajo, nos referiremos a esta tarea como
la simulacion 3.
 Implementar una simulacion de un seguimiento multitrayecto en el
que el numero de trayectos activos sea constante pero inferior al pre-
visto (inferior a la dimension del banco de ﬁltros). De esta manera, podremos
calibrar hasta que punto es diferente este escenario del seguimiento multi-
trayecto con una componente no lineal de nacimiento y muerte de trayectos.
A lo largo de este trabajo, nos referiremos a esta tarea como la simulacion 4.
1.4 Estructura del documento
El presente documento consta de once captulos cuyos contenidos esbozaremos en
esta seccion para una mejor comprension de la estructura del PFC.
El captulo 1, Estructura y objetivos del proyecto, presenta el trabajo realizado
a modo introductorio y especiﬁca los objetivos del PFC. Le sigue un primer bloque,
formado por los captulos 2, 3, 4 y 5, que presentan distintas tecnologas y an-
tecedentes a este proyecto, exponiendo el estado del arte en torno a la problematica
que nos ocupa y terminando con una breve exposicion crtica de donde estamos y
hacia donde podramos ir. Posteriormente hay un segundo bloque, formado por los
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captulos 6, 7, 8 y 9, donde se presentan las distintas simulaciones que conforman el
PFC. En el captulo 10 se extraen las conclusiones del PFC y se proponen posibles
trabajos futuros. El captulo 11 es el presupuesto.
A continuacion describimos con mas detalle los captulos de los dos bloques
centrales.
1.4.1 Bloque teorico (captulos 2 a 5)
El captulo 2, OFDM y modelos de canal, explica la tecnologa OFDM y presenta
varios modelos de canal con los que se podra trabajar para realizar las simulaciones
que componen este proyecto.
El captulo 3, Filtro de Kalman, explica, primero de manera intuitiva y facil
de comprender y, posteriormente, con ecuaciones mas detalladas, todo el proceso
de la estimacion mediante ﬁltrado de Kalman; el captulo se completa con una
revision somera de las propuestas sobre ﬁltrado de Kalman que se han publicado en
la literatura tecnica como alternativas para la estimacion y el seguimiento de canales
en comunicaciones OFDM.
El captulo 4, Seguimiento de canal en sistemas no lineales, habla brevemente
del estado en el que se encuentra el modelo y el analisis de entornos con dinamica de
nacimiento y muerte de trayectos, as como de su principal solucion en este momento:
aplicar la Teora de Conjuntos Finitos Aleatorios. Dentro de ese captulo se explica
la historia de la Teora de Conjuntos Aleatorios (RST), como se aplico primero a
seguimiento multiobjetivo (principalmente en aplicaciones militares, deteccion de
radar, etc.) y, muy recientemente, tambien al problema del nacimiento y muerte
de trayectos en OFDM sencillo y OFDM de multiples entradas y salidas (MIMO-
OFDM, de Multiple Input, Multiple Output-Orthogonal Frequency Division Multi-
plexing). Se ha adjuntado como Apendice A, Un modelo de canal multi-trayecto
basado en RST, una exposicion detallada de como aplicar RST al seguimiento mul-
titrayecto.
Finalmente, en el captulo 5, Analisis del estado actual del problema, se reﬂe-
xiona acerca de los lmites de las tecnologas actuales para abordar la casustica de
nacimiento y muerte de trayectos.
1.4.2 Bloque de simulaciones (captulos 6 a 9)
El captulo 6, Simulacion 1: Kalman monotrayecto describe el modelo de Gauss-
Markov lineal que se utilizara en las simulaciones, as como el ﬁltro de Kalman
monotrayecto. Se hace una exposicion detallada de los parametros elegidos (con
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los calculos pertinentes), se presenta el pseudocodigo y, ﬁnalmente, se muestran los
resultados de la simulacion 1.
El captulo 7, Simulacion 2: Kalman multitrayecto presenta un modelo OFDM
simpliﬁcado y un banco de ﬁltros de Kalman para seguimiento multitrayecto. Fi-
nalmente, se muestran los resultados de la simulacion 2.
En el captulo 8, Simulacion 3: Sensibilidad a la no linealidad, se introduce
una dinamica de nacimiento y muerte de trayectos y, para tratar de responder a la
pregunta: ¿Cuando degenera el rendimiento del ﬁltro de Kalman?, se muestran los
resultados de la simulacion 3, incluyendo un cuadro con las prestaciones del banco
de ﬁltros de Kalman para distintas intensidades de no linealidad.
En el captulo 9, Simulacion 4: Numero ﬁjo de trayectos, completamos nuestra
investigacion ofreciendo una prueba contundente, en forma de contraejemplo, para
negar la idea de que una componente no lineal como la dinamica de nacimiento
y muerte de trayectos pudiera ser equivalente a un escenario con un numero de
trayectos ﬁjo, pero menor al esperado. Se presentan resultados que muestran que,
en realidad, cuando el numero de trayectos es ﬁjo apenas hay degradacion de las
prestaciones del ﬁltro de Kalman.
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Captulo 2
OFDM y modelos de canal
La multiplexacion por division en frecuencias ortogonales (OFDM, de Orthogonal
Frequency-Division Multiplexing) constituye un metodo de modulacion de los datos
digitales sobre multiples frequencias portadoras. OFDM se ha convertido en un sis-
tema popular para la comunicacion digital de banda ancha, utilizada en aplicaciones
como la television digital, la difusion de audio digital, el acceso a internet medi-
ante lnea de abonado digital asimetrica (ADSL, de Asymmetric Digital Subscriber
Line), las redes inalambricas, las redes de comunicaciones por cables electricos con-
vencionales (Powerline Communications) y las comunicaciones moviles de cuarta
generacion (4G).
2.1 Explicacion basica de OFDM
OFDM es una tecnica de multiplexacion por division en frecuencia utilizada como
metodo de modulacion multiportadora digital. En esta tecnica, se utiliza un gran
numero de senales subportadoras ortogonales, con un pequeno distanciamiento entre
ellas, para transmitir los datos en varios ﬂujos de datos paralelos (a veces llamados
canales).
En ese sentido, dos imagenes podran describir la diferencia entre un sistema
OFDM y el sistema de comunicacion simple tradicional. Como se observa en la ﬁgura
2.1, si la comunicacion tradicional se ha realizado con una sola senal portadora que
llevara toda la informacion (asemejandose al chorro unico y caudaloso de un grifo),
un sistema OFDM se parece mas a los multiples chorros ﬁnos producidos por la
alcachofa o cabezal difusor de una ducha. A la hora de comparar modelos, hay que
partir de que el caudal del grifo y de la ducha son aproximadamente identicos, aunque
en el caso de la ducha/OFDM este dividido en varios chorritos/subportadoras.
Cada subportadora se modula con un sistema de modulacion convencional, como
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Figura 2.1: El chorro unico de un grifo frente a los multiples chorros, mas ﬁnos, de
una ducha
modulacion de amplitud en cuadratura (QAM, de Quadrature Amplitude Modula-
tion), o modulacion por desplazamiento de fase (PSK, de Phase Shift Keying), a
una baja tasa de smbolos (lo que no impide que el caudal total de la ducha sea
igual o similar al del grifo).
La principal ventaja de OFDM respecto de los sistemas monoportadora es su ca-
pacidad de resistir canales con condiciones muy difciles (por ejemplo, la atenuacion
de altas frecuencias en un conductor de cobre de gran longitud, la interferencia en
banda estrecha y el desvanecimiento selectivo en frecuencia debido al caracter mul-
titrayecto del canal) sin ﬁltros de igualacion complejos. La igualacion de canal se
simpliﬁca porque OFDM se puede considerar como la utilizacion de multiples senales
de banda estrecha con una modulacion lenta en vez de una senal de banda ancha
con una modulacion rapida. La baja tasa de smbolos hace viable la utilizacion de
un intervalo de guarda entre smbolos, lo que permite eliminar la interferencia in-
tersimbolica (ISI, de InterSymbol Interference) y utilizar ecos y ensanchamiento en
tiempo para obtener una ganancia de diversidad, esto es, una mejora en la relacion
senal a ruido (SNR, de Signal-to-Noise Ratio). Este mecanismo tambien facilita el
diseno de redes de una sola frecuencia en las cuales varios transmisores adyacentes
envan la misma senal simultaneamente a la misma frecuencia, dado que las senales
de multiples transmisores distantes se pueden combinar de manera constructiva, en
vez de interferir como ocurrira tpicamente en el caso de un sistema tradicional
monoportadora. En este sentido, OFDM se puede combinar con otras formas de di-
versidad espacial, por ejemplo, arrays de antenas y canales MIMO, como se realiza
en el estandar de LAN inalambrica IEEE802.11.
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Figura 2.2: Implementacion digital de un sistema OFDM en banda base
2.2 Modelado generico de sistemas OFDM
La idea que subyace a OFDM es dividir el espectro disponible en varios subcanales.
Al tener canales de banda estrecha, cada uno de ellos se enfrenta a un desvaneci-
miento plano, lo cual facilita la ecualizacion. Para obtener una eﬁciencia espectral
alta, la respuesta en frecuencia de los subcanales1 es tal que, en frecuencia, son
orto-gonales (de ah el nombre: OFDM). Esto signiﬁca que, en la frecuencia en la
que un subcanal alcanza el maximo, los subcanales adyacentes alcanzan un mnimo.
Vamos a abordar el modelado generico de los sistemas OFDM primero de manera
continua y, posteriormente, en tiempo discreto.
Partiremos de una serie de suposiciones:
 Se utiliza un preﬁjo cclico (CP, de Cyclic Preﬁx ).
 La respuesta impulsiva del canal es menor que la longitud del CP.
 El transmisor y el receptor estan perfectamente sincronizados.
 El ruido del canal es blanco, aditivo y gaussiano.
 El desvanecimiento es lo suﬁcientemente lento como para considerarlo cons-
tante durante el intervalo de un smbolo OFDM2.
El sistema de la ﬁgura 2.2, que implementa digitalmente OFDM en banda base,
permite la transmision en paralelo de un conjunto de N smbolos M -arios. Tales
smbolos se habran podido formar a partir del ﬂujo de datos (que se puede simular
como un ﬂujo binario aleatorio).
1Hablaremos indistintamente de subcanales, canales o subportadoras, para referirnos a las di-
visiones del ancho de banda utilizado.
2Esto no es as; en realidad, la estimacion de canal es mas precisa para el principio del smbolo
OFDM que para el ﬁnal, pero es una aproximacion habitual considerar constante el desvanecimiento
en un primer enfoque al problema.
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Figura 2.3: Modelo de sistema OFDM en banda base.
Tras lo que se conoce comomapper en la literatura inglesa (que se podra traducir
como aplicador), el ﬂujo binario (M -PSK oM -QAM) se convierte de serie a paralelo,
con lo cual se tiene un conjunto de N numeros complejos xk.
As pues, los datos xk son modulados sobre N portadoras mediante la aplicacion
de la Transformada de Fourier Discreta Inversa (IDFT), de manera que se obtienen
los valores complejos ak. Esta senal entra a un serializador que copia las ultimas L
muestras a modo de preambulo o preﬁjo cclico3. El resultado es el smbolo OFDM
a transmitir.
En el receptor, se siguen los pasos en sentido inverso. As pues, primero se extrae
la extension cclica, luego se desmodula la senal resultante aplicando la Transformada
de Fourier Discreta (DFT).
Realizar un analisis teorico completo de un sistema OFDM es muy difcil. Resulta
mas sencillo utilizar modelos simpliﬁcados que nos permitan un analisis mas simple
sin gran perdida de resolucion. Se suelen clasiﬁcar los modelos simpliﬁcados segun
si son de tiempo continuo o de tiempo discreto.
2.3 Modelo en tiempo continuo
Estudiemos el caso OFDM ideal, esto es, un OFDM continuo que no emplea modu-
lacion ni desmodulacion4. Vamos a analizarlo paso por caso, empezando por las
formas de onda utilizadas en el transmisor y moviendonos modulo a modulo hasta
el receptor. El modelo de banda base se muestra en la ﬁgura 2.3.
Antes de empezar, formalicemos el concepto de ortogonalidad. Supongamos que
tenemos un conjunto de senales φ, donde φp es el p-esimo elemento. Se dice que las
senales son ortogonales si su integral a lo largo de un periodo cumple:
3La insercion del preﬁjo cclico se acepta comunmente con el ﬁn de evitar ISI y preservar la
ortogonalidad entre los subcanales.
4Ese es el enfoque de [EDF96b], que seguimos estrechamente en este apartado.
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Figura 2.4: Dos senales ortogonales, cos(2pix) y cos(4pix), y su producto, cuya
integral a lo largo del periodo fundamental es nula, como se demuestra graﬁcamente.
b
a
φp(t)φ
∗
q(t)dt =
1 si p = q0 si p 6= q (2.1)
Algunos ejemplos tpicos de senales ortogonales son combinaciones de senos y
cosenos. En la ﬁgura 2.4 se muestra un par de senales ortogonales con la de-
mostracion graﬁca de su ortogonalidad.
Una vez aclarado el concepto de ortogonalidad, analicemos como se transforman
las senales a lo largo de cada etapa del modelo continuo del sistema OFDM.
2.3.1 Transmisor
Si suponemos un sistema OFDM con N subportadoras, un ancho de banda de W
Hz y una longitud de smbolo de T segundos, de los cuales Tcp es la longitud del
preﬁjo cclico, el transmisor utiliza las formas de onda que se indican en la siguiente
ecuacion:
φk(t) =

1√
T−Tcp
ej2pi
W
N
k(t−Tcp) si t ∈ [0, T ]
0 en otro caso
(2.2)
donde T = N/W+Tcp. Observese que φk(t) = φk(t+N/W ) donde t se encuentra
dentro del preﬁjo cclico [0, Tcp]. Dado que φk(t) es un pulso rectangular modulado en
la frecuencia portadora kW/N , la interpretacion usual de OFDM dice que utiliza N
subportadoras, y que cada una de estas transmite una baja tasa de bits. Las formas
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de onda φk(t) se utilizan en la modulacion y la senal de banda base transmitida para
el numero de smbolo OFDM l es
sl(t) =
N−1∑
k=0
xk,lφk(t− lT ) (2.3)
donde x0,l, x1,l, ..., xN−1,l son numeros complejos de un conjunto de puntos de
constelacion de la senal. Cuando se transmite una secuencia inﬁnita de smbolos
OFDM, la salida del transmisor es una yuxtaposicion de smbolos OFDM individ-
uales:
s(t) =
∞∑
l=∞
sl(t) =
∞∑
l=∞
N−1∑
k=0
xk,lφk(t− lT ) (2.4)
2.3.2 Canal fsico
Si suponemos que el soporte de la respuesta impulsiva5 g(τ ; t) del canal fsico esta
restringido al intervalo τ ∈ [0, Tcp], esto es, a la longitud del preﬁjo cclico, la senal
recibida pasa a ser:
r(t) = (g ∗ s)(t) =
Tcp
0
g(τ ; t)s(t− τ)dτ + n˜(t) (2.5)
donde n˜(t) es un ruido de canal aditivo, blanco, gaussiano y complejo.
2.3.3 Receptor
El receptor OFDM esta compuesto por un banco de ﬁltros, adaptado a la ultima
parte [Tcp, T ] de las formas de onda φk(t) del transmisor, esto es,
ψk(t) =
φ∗k(T − t) si t ∈ [0, T − Tcp]0 en otro caso (2.6)
Efectivamente, esto signiﬁca que en el receptor se elimina el preﬁjo cclico. Dado
que el preﬁjo cclico contiene toda la ISI del smbolo anterior, la salida muestreada
del banco de ﬁltros del receptor no contiene ninguna ISI. Por consiguiente, podemos
ignorar el ndice de tiempo l al calcular la salida muestreada del ﬁltro adaptado
k-esimo. A partir de las igualdades (2.4), (2.5) y (2.6), obtenemos
5La respuesta impulsiva podra ser variante con el tiempo.
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yk = (r ∗ ψk)(t)|t=T =
∞
−∞
r(t)ψk(T − t)dt =
=
T
Tcp
(
Tcp
0
g(τ ; t)[
N−1∑
k′=0
xk′φk′(t− τ)]dτ)ϕ∗k(t)dt+
T
Tcp
n˜(T − t)φ∗k(t)dt (2.7)
Aqu incorporamos la aproximacion de que el canal es ﬁjo a lo largo del intervalo
de un smbolo OFDM, y lo denotamos con g(τ), lo cual nos da:
yk =
N−1∑
k′=0
xk′
T
Tcp
(
Tcp
0
g(τ)φk′(t− τ)dτ)φ∗k(t)dt+
T
Tcp
n˜(T − t)φ∗k(t)dt (2.8)
Los intervalos de integracion son Tcp < t < T y 0 < τ < Tcp, lo cual implica que
0 < t− τ < T y la integral interior se puede escribir como:
Tcp
0
g(τ)φk′(t−τ)dτ =
Tcp
0
g(τ)
ej2pik
′(t−τ−Tcp)W/N√
T − Tcp
dτ =
ej2pik
′(t−Tcp)W/N√
T − Tcp
Tcp
0
g(τ)e−j2pik
′τW/Ndτ
(2.9)
siendo Tcp < t < T. La ultima parte de la expresion (2.9) es la respuesta en
frecuencia del canal, muestreada a la frecuencia f = k′W/N,esto es, en la frecuencia
de la subportadora k′-esima:
hk′ = G(k
′W
N
) =
Tcp
0
g(τ)e−j2pik
′τW/Ndτ (2.10)
donde G(f) es la transformada de Fourier de g(τ). Utilizando esta notacion,
y siguiendo en todo momento el desarrollo presentado en [EDF96b], la salida del
banco de ﬁltros del receptor se puede simpliﬁcar a:
yk =
N−1∑
k′=0
xk′
ej2pik
′(t−Tcp)W/N√
T − Tcp
hk′φ
∗
k(t)dt+
T
Tcp
n˜(T−t)φ∗k(t)dt =
N−1∑
k′=0
xk′hk′
T
Tcp
φk′(t)φ
∗
k(t)dt+nk
(2.11)
donde nk =
 T
Tcp
n˜(T − t)φ∗k(t)dt. Dado que los ﬁltros φk(t) del transmisor son
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Figura 2.5: El sistema OFDM de tiempo continuo, interpretado como canales gaus-
sianos paralelos.
ortogonales6,
T
Tcp
φk′(t)φ
∗
k(t)dt =
T
Tcp
ej2pik
′(t−Tcp)W/N√
T − Tcp
e−j2pik
′(t−Tcp)W/N√
T − Tcp
dt = δ[k − k′] (2.12)
donde δ[k] es la funcion delta de Kronecker [OPP89], podemos simpliﬁcar la
ecuacion (2.12) para obtener:
yk = hkxk + nk (2.13)
donde nk es ruido aditivo blanco gaussiano.
La ventaja de un preﬁjo cclico es doble: evita el ISI (ya que actua como espacio
de guarda) y el ICI (dado que mantiene la ortogonalidad de las subportadoras). Si
reintroducimos el ndice de tiempo l, ahora podemos ver el sistema OFDM como un
conjunto de canales gaussianos paralelos, de conformidad con la ﬁgura 2.5.
2.4 Modelo de tiempo discreto
Otra forma de abordar el modelado (simpliﬁcado) de un sistema OFDM es con-
siderando todas sus etapas en tiempo discreto. A diferencia del modelo de tiempo
continuo, la modulacion y la desmodulacion son sustituidas por transformadas disc-
retas (IDFT y DFT) y el efecto del canal se calculara mediante una convolucion en
tiempo discreto. El preﬁjo cclico opera de la misma manera en este sistema y los
calculos se pueden realizar de manera analoga. La principal diferencia es que todas
6Para la deﬁnicion de ortogonalidad, vease la ecuacion (2.1).
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las integrales se sustituyen por sumatorios.
En la ﬁgura (2.5), se muestra un modelo de sistema OFDM en tiempo discreto.
Desde el punto de vista del receptor, utilizar un preﬁjo cclico mas largo que
el canal transformara la convolucion lineal del canal en una convolucion cclica. Si
utilizamos el smbolo  para denotar la convolucion cclica, podemos escribir todo
el sistema OFDM como:
y
l
= DFT(IDFT(xl) gl + n˜l = DFT(IDFT(xl) gl + nl (2.14)
donde y
l
contiene los N puntos de datos recibidos, xl los N puntos transmitidos
de la constelacion, g la respuesta impulsiva del canal (rellenada con ceros para
obtener una longitud de N), y n˜l el ruido del canal. Dado que el ruido de canal
se asume blanco y gaussiano, el termino nl = DFT(n˜l) representa ruido gaussiano
incorrelacionado. Ademas, podemos aprovechar el resultado de que la DFT de dos
senales a las que se aplica una convolucion cclica es equivalente al producto de
sus distintas DFTs. Denotando la multiplicacion elemento a elemento por ·, la
expresion anterior se puede escribir como:
y
l
= xl ·DFT(gl) + nl = xl · hl + nl (2.15)
donde hl = DFT(gl) es la respuesta en frecuencia del canal. As, la ecuacion
anterior representa el mismo tipo de canales gaussianos paralelos que el obtenido
en el apartado anterior para el modelo en tiempo continuo. La unica diferencia es
que las atenuaciones de canal hl vienen dadas por la DFT de N puntos del canal en
tiempo discreto, en lugar de la respuesta en frecuencia muestreada que apareca en
(2.10).
2.5 Modelo empleado para las simulaciones
En la actualidad, la modulacion y la desmodulacion digitales, as como la facilidad
de simulacion con algoritmos basados en matrices (como los del programa MAT-
LAB), hacen que la utilizacion del modelo en tiempo digital sea la solucion idonea
para simulaciones de sistemas OFDM. En este proyecto, hemos empleado un mod-
elo similar al discutido anteriormente, pero algunas simpliﬁcaciones mas que nos
permitieran enfocar mas de cerca los aspectos clave a testear.
As, hemos prescindido de la utilizacion de canales y senales complejos en favor de
valores reales, sin que eso suponga una perdida signiﬁcativa de precision en nuestros
resultados. Tambien hemos obviado la emision de datos verdaderos para realizar
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todas nuestras pruebas con secuencias de entrenamiento (es decir, los unicos datos
enviados son secuencias de entrenamiento). Este tipo de simpliﬁcaciones, as como
el diseno del estimador en recepcion y otros aspectos del sistema, se detallan en el
apartado 7.1, Modelo OFDM simpliﬁcado.
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Captulo 3
Filtro de Kalman
3.1 ¿Que es el ﬁltro de Kalman?
El ﬁltro de Kalman (KF), tambien conocido como estimacion lineal cuadratica (LQE,
de Linear Quadratic Estimator) es un estimador estadsticamente optimo para el
problema lineal cuadratico, esto es, para estimar el estado instantaneo de un sis-
tema dinamico lineal con una funcion de coste cuadratica1, mediante la utilizacion
de mediciones relacionadas linealmente con el estado pero corrompidas por ruido
blanco.
Se trata de uno de los mayores descubrimientos en la historia de la teora de la
estimacion estadstica y, posiblemente, el descubrimiento mas importante del siglo
XX en este campo [AND01]. Es una herramienta matematica, implementable como
programa informatico, que constituye una caracterizacion estadstica completa de
un problema de estimacion.
Por tanto, a nivel practico no se trata solo de un estimador, ya que propaga
toda la distribucion de probabilidad de las variables que tiene que estimar; en otras
palabras, caracteriza completamente el estado de conocimiento actual del sistema
dinamico, incluida la inﬂuencia de todas las mediciones pasadas.
Fue presentado por primera vez en [KAL60] por Rudolf E. Kalman2, quien es
considerado uno de los principales desarrolladores de la teora subyacente, y pronto
este invento se popularizo entre las facultades de ingeniera [AND01].
1El problema de estimacion tpico es lineal, cuadratico y gaussiano (LQG, de Linear Quadratic
Gaussian). En ese caso, los sistemas dinamicos son lineales, las funciones de coste aplicadas a la
calidad de la estimacion son cuadraticas y, como condicion anadida, los procesos aleatorios son
gaussianos.
2Kalman nacio en Hungra; la forma correcta de escribir este apellido hungaro es con dos
acentos. Para referirnos al ﬁltro de Kalman, utilizaremos la version anglizada (sin acentos) del
apellido, por ser la mas habitual en la literatura tecnica.
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3.1.1 Aplicaciones y breve descripcion del algoritmo
El ﬁltro de Kalman tiene numerosas aplicaciones en la tecnologa. Una aplicacion
comun es para el guiado, la navegacion y el control de vehculos, concretamente de
aviones y naves espaciales. Otro uso frecuente tiene como ﬁnalidad la deteccion de
blancos en aplicaciones radar. Ademas, el ﬁltro de Kalman es un concepto amplia-
mente aplicado en el analisis de series temporales, tal y como se utiliza en campos
como el procesamiento de la senal y la econometra. Los ﬁltros de Kalman tambien
suponen uno de los principales temas de la planiﬁcacion y el control de movimientos
roboticos y, a veces, son incluidos en los algoritmos de optimizacion de trayectorias.
El algoritmo funciona en un proceso de dos etapas: una predictiva y otra de
actualizacion. En la etapa predictiva, el ﬁltro de Kalman produce estimaciones
de las actuales variables de estado, as como sus incertidumbres. Una vez que se
ha obtenido la siguiente medicion (necesariamente corrompida con cierto error o
ruido aleatorio), estas estimaciones se actualizan utilizando una media ponderada,
dandose mas peso a las estimaciones con mayor certidumbre. Debido a la naturaleza
recursiva del algoritmo, puede funcionar en tiempo real utilizando solamente las
mediciones actuales de entrada y el estado calculado anteriormente y su matriz de
incertidumbre; no necesita ninguna informacion adicional del pasado.
El modelo subyacente es un modelo bayesiano similar al modelo oculto de Markov3.
A continuacion, se intentara explicar todo esto de forma muy sencilla.
3.1.2 Explicacion simpliﬁcada de la ecuacion basica
Las ecuaciones desde las que se parte en los manuales sobre ﬁltrado Kalman son
excesivamente complejas para una primera explicacion; afortunadamente, a menudo
(y desde luego, en el caso en el que nos concierne en este PFC), la matriz de transicion
de estados desaparece y se puede alcanzar la siguiente ecuacion, mucho mas facil,
con la que empezar:
xˆk(+) = (I−Kk)xˆk(−) + Kkzk (3.1)
siendo
xˆk(+) La estimacion de la senal x en el instante tk tras incorporar la infor-
macion de la nueva lectura (esto es, la estimacion a posteriori o condi-
cionada por la lectura zk). Esta representada por un vector aleatorio de
3La transliteracion correcta del apellido ruso Ìàðêîâ al espanol es Markov, senalando el acento.
Al referirnos a los modelos desarrollados por Markov, utilizaremos la version anglizada y sin acento
del apellido (Markov), por ser la mas habitual en la literatura tecnica.
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dimensiones n× 1.
Kk La matriz de ganancia de Kalman en el instante tk, con dimensiones
n× l.
I La matriz identidad
xˆk(−) La estimacion de la senal x en el instante tk antes de incorporar la in-
formacion de la nueva lectura (esto es, la estimacion a priori, no condi-
cionada por la lectura zk). Esta representada por un vector aleatorio de
dimensiones n× 1.
zk La lectura o medicion obtenida en el instante tk, representada como un
vector aleatorio l × 1.
Recuerdese que los subndices k y k − 1 hacen referencia al instante. Por ejemplo,
en nuestro caso, se tratara de intervalos de tiempo discretos, de manera que tk =
tk−1 + τ , para toda k > 0 y un determinado intervalo de tiempo τ .
Aunque las variables en la ecuacion (3.1) son vectores aleatorios y matrices, son
frecuentes las situaciones en las que hay que estimar valores escalares sobre la base
de mediciones con valores escalares. En concreto, ese sera nuestro caso en este
PFC. Recuerdese que, en este proyecto, la notacion en negrita indica aleatoriedad
y el subrayado indica que el elemento es un vector (como zk), y la mayuscula y sin
cursiva (como Kk) denotan matrices
4. Para obtener la forma escalar de la ecuacion
(3.1), utilizaremos las correspondientes variables sin subrayado y en cursiva, como
zk y κk
5, para escribir:
xˆk(+)=(1− κk) · xˆk(−) + κk · zk (3.2)
Nuestro objetivo consiste en encontrar xˆk(+), la estima actualizada de la senal
6
xk . Ademas, el algoritmo puede aplicarse en lnea (online), esto es, encontrando re-
4Para cualquier duda sobre notacion, se puede consultar la extensa Lista de smbolos de la
pagina 7 y, en particular, la seccion Filtrado de Kalman.
5No hay que confundir la letra latina ka (k) y la letra griega kappa (κ). El smbolo K que
denota la ganancia de Kalman matricial es la kappa mayuscula (con una raya encima). Por
tanto, la ganancia de Kalman escalar siempre sera κ (kappa minuscula con raya encima). En
este PFC, para evitar confusiones, K nunca se utilizara con otro signiﬁcado. La notacion de la
raya encima se emplea exclusivamente por ser habitual en la literatura, siendo utilizada p. ej. en
[AND79, BRO97, CAT89, GEL74].
6En rigor, lo que estamos estimando puede ser cualquier magnitud, p. ej. velocidad, posicion
dentro de un mapa, altura y posicion de un avion o, como sera nuestro caso y veremos mas ade-
lante, la ganancia de un trayecto dentro de un canal para OFDM. En Teora de la Estimacion,
la naturaleza fsica de la magnitud no se considera, sino solo su naturaleza matematica: a efec-
tos de nomenclatura, todo son senales. Nuestro desconocimiento sobre la senal se representa
matematicamente como aleatoriedad de la senal, de ah la notacion de xk en negrita.
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cursivamente la estimacion para cada instante posterior (es decir, la estimacion del
estado en el instante k-esimo para cada k posterior). Tengase en cuenta que zk
es el valor de la medicion, pero la medicion no es perfectamente precisa ni esta
perfectamente libre de distorsiones (de lo contrario, no necesitaramos el ﬁltro de
Kalman). El valor de medicion tpicamente se distribuye asumiendo un error gaus-
siano. Tambien nos es conocida xˆk(−), a menudo llamada estimacion a priori ; en
realidad, se trata de la prediccion de la senal calculada en el instante anterior.
Por tanto, de la expresion a la derecha de la igualdad en la ecuacion (3.2), el unico
componente desconocido es la ganancia de Kalman, κk. El ﬁltro de Kalman necesita
calcular la ganancia de Kalman que es, para entendernos, la ﬁabilidad que le concede
el ﬁltro a cada una de sus fuentes de informacion: una fuente de informacion sera
la medida (esto es, las lecturas que va recibiendo en cada instante), y otra fuente de
informacion sera el modelo teorico subyacente (p. ej. la ecuacion que teoricamente
regira sobre una magnitud a estimar, como la velocidad o, en nuestro caso concreto,
la ganancia de un trayecto en un canal multitrayecto).
Para comprender mejor como funciona el ﬁltro de Kalman, basta con pensar que
sucedera si suponemos que utilizamos, como condicion inicial: κk = 0, 5. En tal
caso, la ecuacion escalar (3.2) tomara la siguiente forma trivial:
xˆk(+)=0, 5 · xˆk(−) + 0, 5 · zk (3.3)
Esto es, la estimacion de xk realizada tras recibir la lectura zk sera la media de
la lectura y de la prediccion realizada en tk−1 (basada en lecturas anteriores y en la
informacion sobre el modelo teorico subyacente de la evolucion de x). Esto se puede
interpretar as: como no tenemos experiencia con estas fuentes de informacion, no
consideramos ninguna mas ﬁable que la otra, sino que las combinamos obteniendo
la media. No cabe duda de que resulta una decision inicial mas que razonable (de
hecho, matematicamente optima en el caso lineal cuadratico).
A medida que el ﬁltro de Kalman va obteniendo experiencia, esto es, a medida
que trabaja con esas dos fuentes de informacion y va aprendiendo cual es mas ﬁable,
encuentra el factor de ponderacion optimo para combinar esas informaciones en cada
instante posterior. Ademas, como ya indicamos en el apartado anterior, el ﬁltro de
Kalman recuerda un poquito, lo mas importante, lo esencial, acerca de los instantes
pasados (en terminos matematicos, propaga la distribucion de probabilidad de la(s)
variable(s) a estimar).
En los siguientes apartados se planteara el problema de estimacion lineal y su
solucion optima basada en ﬁltro de Kalman utilizando un enfoque matematico rigu-
roso.
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3.2 Planteamiento del problema de estimacion lin-
eal
El problema tratado consiste en estimar el estado de un sistema estocastico lineal
utilizando mediciones que son funciones lineales del estado. Suponemos que los sis-
temas estocasticos pueden ser representados mediante modelos de planta y medicion
segun las siguientes ecuaciones (3.4) a (3.7) en tiempo discreto. Nota importante:
para cualquier duda sobre la notacion, consultese la seccion de Filtrado de Kalman
en la Lista de smbolos situada inmediatamente despues del Indice de este PFC.
3.2.1 Modelo de planta
xk = Φk−1xk−1 +wk−1 (3.4)
siendo
xk La senal x en el instante tk, representada como un vector aleatorio n×1.
Φk−1 La matriz de transicion de estados del sistema lineal dinamico (discreto)
en el instante tk−1, con dimensiones n× n.
xk−1 La senal x en el instante tk−1, representada como un vector aleatorio
n× 1.
wk−1 El ruido de proceso w en el instante tk−1, representado como un vector
aleatorio r × 1.
Se asume que el ruido de planta (a veces llamado ruido de proceso) w es un proceso
gaussiano de media cero; por consiguiente, cada realizacion de ese proceso es un
vector aleatorio7. Ademas, asumiremos que los ruidos de proceso y de planta estan
incorrelacionados (E
〈
wkv
T
j
〉
= 0 para toda k y j). El proceso x tambien es un
proceso estocastico cuyas realizaciones xk son vectores aleatorios. El valor inicial x0
es una variable gaussiana con media conocida x0 y matriz de covarianzas conocida
P0.
3.2.1.1 Ecuacion escalar para el modelo de planta
Sin mas que establecer n = 1 y r = 1, los vectores aleatorios de senal y de ruido de
proceso, as como la matriz de transicion de estados, se convertiran en escalares y
se podra escribir el siguiente modelo de planta escalar8:
7En este PFC, la negrita siempre indica aleatoriedad (consulte la Lista de smbolos).
8El razonamiento es aplicable tanto al caso de variables aleatorias reales como complejas.
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xk = ϕk−1xk−1 +wk−1 (3.5)
siendo
xk La senal x en el instante tk, representada como una variable aleatoria
(escalar).
ϕk−1 La variable (escalar) de transicion de estados del sistema lineal dinamico
(discreto) en el instante tk−1.
xk−1 La senal x en el instante tk−1, representada como una variable aleatoria
(escalar).
wk−1 El ruido de procesow en el instante tk−1, representado como una variable
aleatoria (escalar).
La aplicacion mas sencilla del ﬁltrado de Kalman se obtiene cuando el modelo de
planta tiene una transicion escalar y constante ϕk = ϕ.
3.2.2 Modelo de medicion
zk = Hkxk + vk (3.6)
siendo
zk La medicion z en el instante tk, representada como un vector aleatorio
l × 1.
Hk La matriz de sensibilidad de la medicion, que deﬁne la relacion lineal
entre el estado del sistema dinamico y las mediciones que se pueden
realizar en el instante tk. Tiene dimensiones l × n.
xk La senal x en el instante tk, representada como un vector aleatorio n×1.
vk El ruido de medicion v en el instante tk, representado como un vector
aleatorio l × 1.
El ruido de medicion vk es un vector aleatorio gaussiano de media cero que representa
el error producido en una medicion imperfecta y sujeta a distorsiones.
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3.2.2.1 Ecuacion escalar para el modelo de observacion
De nuevo, sin hacer mas que n = 1 y l = 1, se puede plantear el siguiente modelo
de medicion escalar:
zk = hkxk + vk (3.7)
siendo
zk La medicion z en el instante tk, representada como una variable aleatoria
(escalar).
hk El valor (escalar) de la sensibilidad de la medicion.
xk La senal x en el instante tk, representada como una variable aleatoria
(escalar).
vk El ruido de medicion v en el instante tk, representado como una variable
aleatoria (escalar).
La aplicacion mas sencilla del ﬁltrado de Kalman se obtiene cuando el modelo de
medicion tiene una sensibilidad de medicion escalar y constante hk = h.
3.2.3 Ecuaciones del ruido de planta
E 〈wk〉 = 0 (3.8)
E
〈
wkw
T
i
〉
= ∆(k − i)Qk (3.9)
donde ∆(k − i) es la funcion delta de Kronecker (un valor escalar) y Qk es la
matriz de covarianzas (de dimensiones n × n) del ruido del proceso utilizado en la
dinamica de estados del sistema.
En palabras, esto signiﬁca que exigimos que el proceso w tenga media cero
(vector de ceros) y que las realizaciones wk del proceso w en cada instante tk esten
incorrelacionadas entre s (aunque dentro de cada instante tk, puede haber una
correlacion no nula entre distintos elementos del vector aleatorio wk, segun precise
Qk).
El caso mas sencillo se obtiene cuando la matriz de covarianzas del ruido del pro-
ceso no vara a lo largo del tiempo; en tal caso, Qk = Q. Si estamos trabajando con
ecuaciones escalares (segun la transformacion descrita en los apartados anteriores),
el caso mas sencillo se produce cuando σw,k, la varianza del ruido del proceso, es
constante: σw,k = σw.
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3.2.4 Ecuaciones del ruido de observacion
E 〈vk〉 = 0 (3.10)
E
〈
vkv
T
i
〉
= ∆(k − i)Rk (3.11)
donde ∆(k − i) es la funcion delta de Kronecker (un valor escalar) y Rk es la
matriz de covarianzas (de dimensiones l × l) del ruido de observacion o medicion.
Nuevamente, esto en palabras signiﬁca que exigimos que el proceso v tenga media
cero (vector de ceros) y que las realizaciones vk del proceso v en cada instante tk
esten incorrelacionadas entre s (aunque dentro de cada instante tk, puede haber una
correlacion no nula entre distintos elementos del vector aleatorio vk, segun precise
Rk).
El caso mas sencillo se obtiene cuando la matriz de covarianzas del ruido de
observacion no vara a lo largo del tiempo; en tal caso, Rk = R. Si estamos traba-
jando con ecuaciones escalares (segun la transformacion descrita en los apartados
anteriores), el caso mas sencillo se produce cuando σv,k, la varianza del ruido de
observacion, es constante: σv,k = σv.
3.2.5 Objetivo de la estimacion
Con los modelos planteados en los apartados anteriores, el objetivo del ﬁltrado
de Kalman sera encontrar una estima del vector xk, de n estados; esa estima se
representara como xˆk y sera una funcion lineal de las lecturas o mediciones zi,..., zk
que minimice el error cuadratico medio:
E[xk − xˆk]TM[xk − xˆk] (3.12)
donde M sea cualquier matriz de ponderacion simetrica, deﬁnida y no negativa.
3.3 Solucion al problema de estimacion lineal
Se puede demostrar ([GRE93]) que el problema de estimacion lineal planteado en
los apartados anteriores se resuelve mediante el estimador de Kalman en tiempo
discreto, procedimiento que se puede implementar informaticamente y que consta
de los siguientes pasos basicos:
1. Extrapolacion de la covarianza del error
2. Actualizacion de la estimacion del estado con la nueva lectura
3. Actualizacion de la covarianza del error
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4. Calculo de la ganancia de Kalman
En los siguientes apartados se describira cada etapa as como los calculos y los
parametros involucrados.
3.3.1 Paso 1: Extrapolacion de la covarianza del error
El ﬁltro de Kalman se basa en una matriz de covarianzas, P, que guarda la infor-
macion sobre la incertidumbre que tienen las estimaciones, el grado de inseguridad
que el propio ﬁltro de Kalman calcula tener sobre sus propias estimaciones (predic-
ciones). Esta inseguridad aumentara, por ejemplo, si las nuevas lecturas permiten
suponer que las estimaciones (predicciones) anteriores estaban mas equivocadas de
lo esperado.
El primer paso del ﬁltrado consiste en extrapolar Pk−1(+), que es la covarianza
del error de estimacion a posteriori del instante tk−1, y actualizarla (integrando el
paso del tiempo) para obtener Pk(−), esto es, la covarianza del error de estimacion
a priori del instante tk. En este contexto, a priori y a posteriori quieren decir antes
y despues, respectivamente, de incorporar la informacion relativa a la lectura del
instante respectivo. El calculo se puede realizar mediante la siguiente ecuacion:
Pk(−) = Φk−1Pk−1(+)ΦTk−1 + Qk−1 (3.13)
siendo
Pk(−) La matriz de covarianzas del error a priori en el instante tk, con dimen-
siones n× n.
Φk−1 La matriz de transicion de estados en el instante tk−1, con dimensiones
n× n.
Pk−1(+) La matriz de covarianzas del error a posteriori en el instante tk−1, con
dimensiones n× n.
Qk−1 La matriz de covarianzas del ruido de proceso w en el instante tk−1, con
dimensiones n× n.
3.3.2 Paso 2: Actualizacion de la estimacion del estado
En este paso, se actualiza la estimacion del estado incorporando la informacion de
la ultima lectura (la de este instante). Para ello, primero tenemos que calcular la
ganancia de Kalman, Kk, que nos indica, por as decirlo, el factor de ponderacion
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(la ﬁabilidad) de cada fuente de informacion. Para calcular Kk, se utilizan Pk(−)
(calculado en el paso 1), Hk y Rk, utilizando la siguiente ecuacion ([GRE93]):
Kk = Pk(−)HTk [HkPk(−)HTk + Rk]−1 (3.14)
siendo
Kk La matriz de ganancia de Kalman en el instante tk, con dimensiones
n× l.
Pk(−) La matriz de covarianzas del error a priori en el instante tk, con dimen-
siones n× n.
Hk La matriz de sensibilidad de la medicion, que deﬁne la relacion lineal
entre el estado del sistema dinamico y las mediciones que se pueden
realizar en el instante tk. Tiene dimensiones l × n.
Rk La matriz de covarianzas del ruido de medida v en el instante tk, con
dimensiones l × l.
3.3.3 Paso 3: Actualizacion de la covarianza del error
Una vez calculado Kk en el paso 2 y Pk(−) en el paso 1, podemos actualizar la
matriz de covarianzas del error (la incertidumbre sobre la prediccion) utilizando la
siguiente ecuacion ([GRE93]):
Pk(+) = [I−KkHk]Pk(−) (3.15)
Los parametros de esta ecuacion ya se han deﬁnido en los apartados anteriores.
Es interesante observar que el factor que actualiza la matriz P a veces se denota por
K1k = I−KkHk y genera una proyeccion ortogonal a la ganancia de Kalman.9
3.3.4 Paso 4: Calculo de la estimacion y recursion
En este paso, se calculan los valores sucesivos de xˆk(+) recursivamente utilizando
los valores calculados de Kk (del paso 3), la estima inicial dada xˆ0, y los datos de
entrada zk
10, mediante la siguiente ecuacion:
9En cierto modo, el ﬁltrado de Kalman es como si uno creara un espacio producto con dos
proyecciones: una proyeccion es lo que se puede saber del estado real a partir de la medida; la
otra proyeccion sera lo que no se puede saber del estado real a partir de la medida, pero s a
partir del modelo. La primera proyeccion sera K1kxˆk(−) y la segunda proyeccion sera Kkzk; y su
suma sera xˆk(+).
10Notese que z es aleatorio en tanto medicion con ruido aleatorio (gaussiano), pero en el ﬁltro
de Kalman el vector z ya nos es conocido. La negrita solo enfatiza que contiene un ruido aleatorio.
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Figura 3.1: Diagrama de bloques del sistema lineal, la medicion y el ﬁltro de Kalman
discreto
xˆk(+) = xˆk(−) + Kk[zk − Hkxˆk(−)] (3.16)
Realizando iterativamente los pasos 1 a 4 para cada instante, se obtiene una
estimacion en lnea mediante ﬁltrado de Kalman. En la ﬁgura 3.1 se muestra un
diagrama de bloques del sistema lineal, la medicion y el ﬁltro de Kalman discreto.
3.4 Tratamiento de los vectores de medicion con er-
rores incorrelacionados como escalares
En muchas aplicaciones (si no la mayora de ellas) con vectores de medicion z,
la correspondiente matriz R de covarianzas del ruido de medicion es una matriz
diagonal, lo cual signiﬁca que las componentes individuales de vk estan incorrela-
cionadas. Para esas aplicaciones, es ventajoso considerar los componentes de z como
mediciones escalares independientes en vez de como medicion vectorial. Con ello se
obtienen dos importantes ventajas: un tiempo de calculo mucho menor (el numero
de calculos aritmeticos es signiﬁcativamente menor) y una mayor precision numerica
(al evitar redondeos en inversiones de matrices).
La implementacion del ﬁltro, en esos casos, requerira l iteraciones de las ecua-
ciones de actualizacion con la nueva observacion, utilizando las ﬁlas de H como
matrices de medicion (en realidad, de dimension 1, y, por tanto, escalares) y los
elementos diagonales de R como la varianza de ruido de medicion (escalar) corre-
spondiente.
En ese sentido, tal ﬁltro matricial sera equivalente a un banco de ﬁltros es-
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calares que se podran implementar de manera independiente, como si se hiciera un
seguimiento de Kalman a variables escalares totalmente ajenas (matematicamente
lo son). El modelo de planta y ruido asociado a cada ﬁltro vendra dado por las
ecuaciones escalares equivalentes (3.5) y (3.7) que dedujimos en los apartados ante-
riores.
En el marco de este PFC, la reduccion matricial-escalar sera util para cuando
queramos seguir canales multitrayecto. Si partimos de que la ganancia de cada
trayecto se puede considerar independiente en su evolucion, el seguimiento de Kalman
se podra realizar mediante un banco de ﬁltros de Kalman, cada uno de los cuales
seguira uno de los trayectos (taps) del canal.
3.5 Aplicaciones del KF en el seguimiento de canales
para OFDM
El ﬁltrado de Kalman aplicado al seguimiento de canales en sistemas OFDM ha sido
propuesto, con multiples y diversos enfoques, en la literatura tecnica. A continuacion
exponemos brevemente algunas de estas aplicaciones.
3.5.1 El seguimiento KF supera a la estimacion basada en
secuencias de entrenamiento
En [YUA03] se propuso un novedoso metodo de estimacion y seguimiento de canales
para sistemas inalambricos OFDM basado en pilotos y en ﬁltrado de Kalman. Este
paper analizaba sistemas OFDM de rafagas coherentes, como los que adoptaron los
estandares IEEE 802.11a (802.11g) y ETSI HiperLAN/2, utilizando un algoritmo
de ﬁltrado de Kalman para superar el AWGN y la ICI, y pilotos para hacer un
seguimiento de las variaciones en la respuesta impulsiva del canal (incluyendo un
sistema de compensacion de fase basado en pilotos). Esta tecnica se simulo en
un canal con desvanecimiento Rayleigh y sistema LAN inalambrico 802.11 a 5.0
GHz. El algoritmo completo se poda procesar en tiempo real con unas prestaciones
sensiblemente mejores que las del metodo de estimacion de canal (sin KF) basado
en secuencias de entrenamiento o pilotos.
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3.5.2 KF para seguimiento de los subcanales en el tiempo
segun el modelo de Jakes
En [CHE04] y, posteriormente, en [ZHA04], se trato de optimizar un metodo no
relacionado con el ﬁltrado de Kalman, la estimacion de canal MMSE aplicada al
tiempo de frecuencia. Esta tecnica no abordaba la dinamica en el dominio del
tiempo, cosa que los autores solventaron presentando un metodo KF para canales
con desvanecimiento selectivo en tiempo y frecuencia. Basandose en un modelo
autorregresivo del modelo de Jakes, se combinaba la estimacion MMSE en el dominio
de la frecuencia con un seguimiento mediante KF de la dinamica de los subcanales
en el tiempo. Este sistema, de dos etapas, ofreca unas prestaciones comparables
a un estimador Kalman conjunto (tiempo-frecuencia) mucho mas complicado. Los
autores concluan que las buenas prestaciones derivadas de esta simpliﬁcacion del
sistema podran deberse a que los componentes de tiempo y frecuencia del modelo
de Jakes presentado en [BEE95] y [CHE00] fueran de naturaleza separable.
3.5.3 Una aplicacion del caracter predictivo del KF
Un uso muy original del ﬁltro de Kalman aparece en [SIM04]. Se trata de un patron
de pilotos adaptativo para sistems OFDM. La idea subyacente es que la adaptacion
del enlace a traves de canales con desvanecimiento en funcion de la informacion
(disponible en el receptor) sobre el estado del canal aumenta la eﬁciencia espectral y
la ﬁabilidad del enlace. Tpicamente, esa adaptacion se ha referido a la potencia, la
modulacion adaptativa, etc. Los autores plantean que la colocacion de las subpor-
tadoras piloto en la rejilla de tiempo-frecuencia tambien se adapte a la prediccion
que, mediante un ﬁltro de Kalman (concretamente, el calculo de la matriz de covar-
ianzas del error), se obtenga del error de la estimacion del canal. As, en funcion
de la prediccion de Kalman sobre el error previsible, se puede minimizar el numero
de subportadoras piloto que garantice una estima de canal suﬁcientemente ﬁable en
funcion de los requisitos de calidad del servicio (QoS, de Quality of Service). Las
simulaciones mostraron la eﬁcacia del algoritmo con respecto a un re-entrenamiento
periodico.
3.5.4 KF: lmites teoricos vs. lmites practicos
Las simulaciones publicadas no siempre resultan practicas para su implementacion
en sistemas reales. El ﬁltro de Kalman propuesto en [ALN07], hace un uso colectivo
de las restricciones sobre los datos y sobre el canal inherentes al problema de comu-
nicaciones, con la desventaja de que eso supone un coste computacional excesivo. Es
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decir, otros enfoques se centran en un subconjunto de las posibles restricciones (las
propiedades estadsticas del canal, los pilotos, etc.) mientras que [ALN07] utilizo to-
das las restricciones y las integro en un ﬁltro de Kalman (de tipo forward-backward,
aunque tambien se propone una implementacion simpliﬁcada como ﬁltro de Kalman
de tipo forward) que esencialmente hace un numero potencialmente ilimitado de
aproximaciones recursivas que mejoren la precision. Especﬁcamente, las simula-
ciones demostraron que un mayor procesamiento de la senal siempre produca un
mejor comportamiento en terminos de la tasa de error binario (BER, de Bit Error
Rate). Este trabajo nos muestra que, teoricamente, mediante ﬁltrado de Kalman,
se pueden lograr mejoras inesperadas11 a cambio, eso s, de un coste computacional
totalmente fuera del rango implementable en la practica actual.
3.5.5 Combinacion de KF con otros algoritmos potentes
Algunas de las tecnicas KF mas interesantes son las que se proponen en combi-
nacion con algun otro algoritmo que haya mostrado su potencia por separado en
trabajos anteriores. As, por ejemplo, en [KYE05], se propone utilizar un algoritmo
de descomposicion QR (QRD)12 adaptado a MIMO-OFDM, el algoritmo QRD-M,
tras haber comprobado la potencia de la descomposicion QR en la estimacion de
canal y la deteccion conjunta de datos para CDMA en un estudio anterior. La
regla de decision de maxima verosimilitud (ML, de Maximum Likelihood) basada
en la QRD se corresponde con una busqueda completa en un arbol, busqueda cuya
complejidad computacional se puede reducir considerablemente combinandola con
el algoritmo M. Pues bien, el ﬁltro de Kalman se emplea para la estimacion conjunta
de coeﬁcientes de canal de manera similar a [KOM05]. La etapa QRD-M utiliza la
estimacion de canal calculada durante el intervalo de smbolo anterior, esto es, la
prediccion que en este PFC denotamos con xˆk(−). Las simulaciones demostraron
que este sistema combinado QRD-M-KF superaba otras tecnicas y presentaba un
coste computacional signiﬁcativamente menor, especialmente para constelaciones
mas grandes y un mayor numero de antenas de transmision. Ademas, resultaba
robusto incluso para grandes retardos Doppler (normalizados). En resumen, al com-
binar KF con otro algoritmo probado, los autores lograron un buen candidato para
11Inesperadas en la medida en que el ﬁltro de Kalman es optimo en problemas de estimacion
lineal, y no resulta obvio que existan relaciones lineales entre aspectos tan diversos como la cor-
relacion frecuencia y tiempo o el alfabeto ﬁnito de smbolos (por citar dos ejemplos utilizados) y
la estimacion optima.
12En algebra lineal, la descomposicion o factorizacion QR de una matriz es una descomposicion
de la misma como producto de una matriz ortogonal Q por una triangular superior R. La descom-
posicion QR se utiliza a menudo para resolver el problema lineal de mnimos cuadrados y es la
base del algoritmo QR utilizado para el calculo de los vectores y valores propios de una matriz.
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su implementacion en sistemas MIMO-OFDM.
Otra combinacion con el KF se presenta en [BAN07]. En este caso, se hace un
seguimiento de Kalman asistido por datos para la estimacion de canal en sistemas
OFDM afectados por el efecto Doppler. El ﬁltro de Kalman se utiliza para estimar
la (rapida) variacion del canal de un smbolo OFDM a otro, aprovechando la infor-
macion de un modelo de expansion de bases (BEM, de Basis Expansion Model). La
estimacion del ﬁltro de Kalman se reﬁna iterativamente mediante la ayuda de pilotos
y/o datos en una modulacion asistida por smbolos piloto (PSAM, de Pilot Symbol
Assisted Modulation), real o virtual (V-PSAM). De esta manera, al combinar KF y
PSAM, se logra mejorar la BER global, aunque los autores sugieren que se podra
estudiar mas a fondo esta tecnica.
Estos estudios sugieren que combinar KF con otras tecnicas probadas puede dar
lugar a mejoras signiﬁcativas en la BER.
3.5.6 KF en canales con parametros desconocidos y en canales
con tendencias
Las aplicaciones mas habituales de KF se basan en modelos autorregresivos o muy
similares (como BEM) que aproximan13 modelos de canal bien deﬁnidos como el de
Jakes o el de Rayleigh.
Un caso peculiar es aquel en el que el modelo de canal no esta perfectamente
caracterizado. En [KIY04], por ejemplo, se intenta estimar canales con desvanec-
imiento rapido para OFDM mediante un ﬁltro de Kalman modiﬁcado (MKF, de
Modiﬁed Kalman Filter), pero, aunque el canal se puede describir segun proceso
autorregresivo (AR, de autoregressive), sus parametros son desconocidos y se pro-
pone estimar los parametros del proceso AR minimizando el error cuadratico medio
(MSE, de Mean Square Error). El resultado es que los canales simulados son paseos
aleatorios y las prestaciones del MKF son comparables a las del KF que s conoce
los parametros del proceso AR. En la practica, esto supone que el KF se puede
utilizar incluso cuando hay incertidumbre sobre el parametro de desvanecimiento (o
la frecuencia Doppler).
En cambio, en [HUA14], se desecha el modelo autorregresivo tpico en favor de un
modelo de paseo aleatorio integrado14. Sus simulaciones apoyan la idea de que, en
13El proceso para crear estos modelos consiste, tpicamente, en sintetizar el modelo deseado con
un ﬁltro y luego obtener la varianza del ruido de proceso (o la matriz de covarianzas, en su caso)
a partir de la ecuacion de Yule-Walker descrita, entre otros, en [POR94].
14Paseo aleatorio integrado signiﬁca que el graﬁco de la velocidad dibuja un paseo aleatorio.
El graﬁco de la posicion (esto es, el graﬁco de la amplitud compleja del subcanal) es la integral
de la velocidad, la integral del paseo aleatorio. Por tanto, la amplitud compleja no es un paseo
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ese caso, el KF monotrayecto resultante supera los KFs basados en modelos autorre-
gresivos propuestos en la literatura, como algunos de los explicados anteriormente.
3.5.7 Conclusiones practicas
De la revision de antecedentes en la literatura, se pueden extraer las siguientes
conclusiones practicas:
 La aplicacion de KF a sistemas OFDM puede mejorar la estimacion de
canal y reducir el BER. Entre los estudios citados, por ejemplo, las sim-
ulaciones de [YUA03, CHE04, ZHA04, ALN07, KYE05, BAN07, HUA14] de-
muestran mejoras en la estimacion de canal y reducciones en la tasa de error
binario. En el caso de [SIM04], la mejora consiste en cumplir las condiciones
QoS con el mnimo numero de pilotos, y en [KIY04] se presenta la mejora
anadida de poder trabajar con canales de desvanecimiento/frecuencia Doppler
desconocidos.
 La propuesta tpica consiste en aplicar KF al seguimiento de la variacion
temporal de los subcanales. Aunque existen numerosas propuestas difer-
entes para aplicar KF a OFDM, la practica totalidad (incluidos todos los
papers explicados anteriormente) emplean KF para aprovechar la correlacion
en el dominio del tiempo, de manera independiente de, o combinada con, otros
sistemas que aprovechen la correlacion en el dominio de la frecuencia. En ese
sentido, algunas de las propuestas mas interesantes combinan KF con otras
tecnicas probadas, como en [KYE05] con la descomposicion QR, o como la
asistencia de pilotos (PSAM) en [BAN07].
 La simpliﬁcacion del KF matricial utilizando un banco de ﬁltros de
Kalman escalares puede resultar precisa bajo ciertas circunstancias. Utilizar
ﬁltros de Kalman escalares para cada subcanal es equivalente a suponer que la
evolucion temporal de cada subcanal esta incorrelacionada con la de los demas
subcanales. En [HUA14] se demuestra que, cuando la variacion temporal es
lenta o moderada, se puede obtener una estimacion de la amplitud compleja
multitrayecto del canal utilizando el modelo de paseo aleatorio (RW, de Ran-
dom Walking) integrado. El banco de ﬁltros RW-KF monotrayecto propuestos
se muestra tan eﬁcaz como el RW-KF exacto (esto es, el RW-KF multitrayecto
conjunto) y supera los KFs basados en modelos autorregresivos propuestos en
la literatura. Esto da apoyo a nuestra decision (explicitada mas adelante) de
aleatorio, sino que presenta tendencias.
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realizar las simulaciones multitrayecto segun modelos de Gauss-Markov mono-
trayecto no correlacionados.
Por consiguiente, la intencion de analizar el ﬁltrado de Kalman en sistemas OFDM
(ﬁltrado que pretende mejorar la estimacion y el seguimiento de canal, aprovechando
la correlacion de cada subcanal en el dominio del tiempo, y simpliﬁcando el KF ma-
tricial mediante bancos de ﬁltros de Kalman escalares15), encaja perfectamente con
el conocimiento actual y las propuestas mas recientes publicadas en la literatura
tecnica. Ademas, la popularidad y la fortaleza del KF subrayan la necesidad de es-
tudiar como se comporta en entornos no lineales; de toda la literatura, cabe destacar
tambien la brillante ausencia de estudios sobre como afectan al KF el nacimiento y
la muerte de trayectos. Este PFC pretende paliar tal carencia.
15Simpliﬁcacion que tambien se hara, mas adelante, en las simulaciones de este PFC
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Captulo 4
Seguimiento de canal en sistemas no
lineales
En el captulo anterior, estudiamos el ﬁltro de Kalman, que es el estimador optimo en
problemas lineales y gaussianos. ¿Que sucede cuando el problema no es tan lineal?
En entornos no lineales, el ﬁltro de Kalman pierde su optimalidad. En el ambito
de las comunicaciones, la no linealidad del canal hace que la estimacion de canal
basada en el ﬁltrado de Kalman pierda prestaciones (incluso de manera catastroﬁca,
como demostraremos mas adelante, en este PFC, mediante las simulaciones). Uno
de los enfoques propuestos para realizar el seguimiento de canales no lineales en
OFDM, cuando la no linealidad se reﬁere a la aparicion y a la desaparicion de nuevos
trayectos, esta basado en la Teora de Conjuntos Aleatorios (RST, de Random Set
Theory). En este captulo se explica que es la Teora de Conjuntos Aleatorios, como
se ha ido introduciendo en distintos ambitos tpicamente asociados a la Ingeniera
de Telecomunicaciones, y, en concreto, como puede ayudar al seguimiento de canales
no lineales en entornos OFDM.
4.1 Concepto e historia de la Teora de Conjuntos
Aleatorios
Los conjuntos aleatorios son elementos aleatorios que toman valores como subcon-
juntos de algun espacio, sirviendo como modelos matematicos generales de observa-
ciones cuyos valores son conjuntos, as como para patrones geometricos irregulares.
Los conjuntos aleatorios generan el concepto tradicional de puntos/vectores aleato-
rios ordinarios.
Expliquemoslo de forma algo mas comprensible. {3, pi, 7.23} es un conjunto for-
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mado por tres numeros reales. De manera similar, se puede deﬁnir sin diﬁcultad un
conjunto de vectores. En realidad, se puede deﬁnir un conjunto en cualquier espacio
de elementos sin mas que tomar alguno(s) de esos elementos. Pues bien, igual que
se puede deﬁnir una variable aleatoria que tome como valor un numero real, p. ej.,
una v.a. x que tome valores reales segun una distribucion de probabilidad uniforme
U[0, 1], e igual que se puede deﬁnir una entidad aleatoria y que tome como valor un
vector (y en ese caso hablamos de un vector aleatorio), tambien se pueden deﬁnir
probabilidades generalizadas sobre cualquier otro tipo de conjuntos, y entonces tales
conjuntos se pueden denominar conjuntos aleatorios1. Piensese, por ejemplo, en
un conjunto donde no solo es aleatorio cada elemento sino tambien el
propio numero de elementos; por ejemplo, el conjunto de los trayectos de un
canal multitrayecto. No solo desconocemos la ganancia compleja asociada a cada
trayecto, sino que quiza tampoco sepamos si hay dos, tres o cuatro trayectos activos
en un determinado momento. La forma natural de modelar esto es mediante un
conjunto aleatorio donde el numero de elementos es aleatorio (y tambien es aleato-
rio el valor de cada elemento). Este es el tipo de conjunto aleatorio generalizado
que se puede aplicar para el seguimiento de canales no lineales y otros problemas de
telecomunicaciones.
Siendo una generalizacion tan natural de los conceptos de probabilidad y es-
tadstica aplicados a las variables aleatorias habituales (y especialmente a los vec-
tores aleatorios), quiza sorprenda que, aunque vinieran siendo utilizados desde medi-
ados del siglo XX (p. ej. para disenos de muestro estadstico en [HAJ81], geometra
estadstica en [KEN74], y estadstica en [ROB44]), su primer tratamiento formal-
izado (segun se entienden hoy2) no se realizara hasta 1975 en [MAT75]. En el prologo
al libro de Matheron sobre conjuntos aleatorios ([MAT75]), G. Watson expreso su
vision de la estadstica con estas palabras:
La estadstica moderna se debe deﬁnir como las aplicaciones de las
computadoras y de las matematicas al analisis de datos. Debe crecer a
medida que se consideren nuevos tipos de datos y a medida que avance
la tecnologa informatica.
Esa cita quiza sea la mejor forma de expresar lo que ha venido sucediendo (y posible-
mente siga sucediendo en el futuro) en torno a la relacion de los conjuntos aleatorios
1De hecho, las variables aleatorias habituales en comunicaciones (como las que toman valores
en R, en C o en Cn, no son mas que un tipo concreto de conjuntos aleatorios, igual que los numeros
naturales o los intervalos de Rn no son mas que ejemplos concretos de conjuntos.
2Aunque Kolmogorov ya trato conjuntos aleatorios en [KOL50], se atribuye a Matheron
([MAT75]) su primer tratamiento formalizado como variables aleatorias en espacios topologicos
de Hausdorﬀ, localmente compactos y segundo numerables. Para mas detalles sobre las aporta-
ciones originales de Matheron, se recomienda consultar [MOL05b].
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y la ingeniera. As, por pura necesidad, la ingeniera (y las ﬁnanzas, etc.) han tenido
que recurrir a los avances de las matematicas para encontrar nuevas soluciones en
el analisis de datos y esto, a su vez, ha propulsado la investigacion matematica en
torno a la Teora de Conjuntos Aleatorios, con importantes aportaciones recientes
en [MOL05].
4.2 Incorporacion de la Estadstica de Conjuntos
Finitos al seguimiento multiobjetivo
La Teora de Conjuntos Aleatorios se aplico por primera vez a las telecomunica-
ciones para resolver problemas de seguimiento multiobjetivo (multitarget tracking),
popularizandose como Estadstica de Conjuntos Finitos (o FISST, de FInite Set
STatistics) con la gran obra de Mahler, Goodman y Nguyen ([GOO97]).
Al ﬁn y al cabo, la Teora de Conjuntos Aleatorios no es mas que una teora
de probabilidad de conjuntos (a todos nuestros efectos, ﬁnitos) que exhiben aleato-
riedad no solo en cada uno de los elementos, sino tambien en el numero de elementos
([BIG09]); as pues, conforman el escenario matematico ideal para estudiar proble-
mas en los que no solo no sabemos quienes estan ah, sino que tampoco sabemos
cuantos son. Este planteamiento es frecuente en problemas de radar (no se sabe
quienes son los objetivos, pero a veces tampoco cuantos objetivos hay y cuantas
senales son pistas falsas), y tambien, como veremos en el siguiente apartado, en
problemas de comunicaciones inalambricas.
Aplicando las tecnicas matematicas desarrolladas en [GOO97], una vez obtenida
una funcion de densidad a posteriori f(Hp|y1:p) en todo el espacio de conjuntos
(por ejemplo, tanto para el plano de que haya un objetivo, como para los planos
de que haya dos, tres, cuatro, cinco objetivos, etc.), condicionada a las muestras
obtenidas, se pueden deﬁnir un par de estimadores bayesianos, los llamados GMAP-
I (o Estimador multiobjetivo marginal) y el GMAP-II (o Estimador multiobjetivo
conjunto). La diferencia entre uno y otro reside en que GMAP-I es un estimador
de dos etapas en el cual se estima primero la cardinalidad del conjunto (es decir,
primero se decide si hay 3 objetivos o si hay 7; y, posteriormente, se decide cuales
son esos 3 o 7 objetivos), mientras que GMAP-II realiza la estimacion en una sola
etapa.
La implementacion practica de estos algoritmos en aplicaciones de radar in-
volucra la programacion de ﬁltros de partculas. En general, son muy costosos
computacionalmente pero eso no resulta demasiado problematico en algunas apli-
caciones militares, al menos en comparacion con lo habitual en las comunicaciones
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inalambricas. Piensese que no es lo mismo saber con un segundo de retardo cuantos
enemigos hay y donde se encuentran (especialmente si no existe ninguna alternativa
tecnologica que lo haga antes y mejor), que retardar un segundo adicional cualquier
comunicacion entre una estacion base y un movil, por ejemplo.
Otras aplicaciones militares sin una traduccion directa en el ambito de las co-
municaciones son las referidas a cartograﬁar todas las posibles posiciones del ene-
migo teniendo en cuenta la imprecision sobre el modelo probabilstico subyacente
([RIS11]). Aunque en comunicaciones inalambricas no solemos pintar al enemigo
en mapas para bombardear all donde pueda estar, en el apartado 10.2.3, Aleator-
izacion adaptativa bajo incertidumbre del comportamiento estocastico del canal
se propondra aplicar a OFDM la misma idea fundamental que se esconde en esos
bosques militarizados: la aleatorizacion del propio modelo estocastico empleado, con
el ﬁn de incorporar la incertidumbre sobre la hipotesis de partida.
4.3 Las aportaciones de Biglieri et al.
La aplicacion de RST a los problemas de seguimiento multiobjetivo suscito el in-
teres de Biglieri y Lops, quienes decidieron aplicar las mismas ideas a problemas
de comunicaciones inalambricas. Primero lo aplicaron al problema de la deteccion
multiusuario ([BIG06]). Vale la pena echar un vistazo al siguiente extracto de este
paper :
En las comunicaciones moviles de acceso multiple, no solo se de-
sconoce la ubicacion de los usuarios activos, sino que tambien vara con
el tiempo su numero. En los analisis tpicos, la teora de la deteccion
multiusuario ha sido desarrollada bajo la presuposicion de que el numero
de usuarios activos es constante y conocido en el receptor, y de que coin-
cide con el numero maximo de usuarios con derecho a acceder al sistema.
Esta presuposicion resulta, a menudo, extremadamente pesimista, dado
que muchos usuarios podran estar inactivos en un momento dado, y
la deteccion realizada bajo la presuposicion de un numero de usuarios
mayor que el real podra reducir las prestaciones.
Los autores, por tanto, deciden recurrir a la RST porque no tiene sentido practico
suponer que todos los usuarios esten activos al mismo tiempo. (Esto contrasta
con la utilidad practica que tiene recurrir a la RST en problemas de seguimiento
de canal OFDM, donde la ventaja es otra: evitar la gran degradacion que se pro-
duce en el ﬁltrado de Kalman cuando hay nacimiento y muerte de trayectos). Mas
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tarde, los autores pusieron el punto de mira en otro aspecto de las comunicaciones:
el seguimiento en canales multitrayecto ([BIG09]) y, con el equipo ampliado a un
nuevo autor (Angelosante), lograron crear un modelo RST para el seguimiento mul-
titrayecto en OFDM ([ANG07]) y en MIMO-OFDM ([ANG09]).
El modelo RST para seguimiento multitrayecto no tiene una complejidad trivial.
El lector que desee iniciarse en estas tecnicas puede encontrar una exposicion detal-
lada y con una gua de recomendaciones en el Apendice A. La idea basica consiste
en deﬁnir conjuntos aleatorios de elementos con dos dimensiones3: una dimension
es el numero de trayecto, un numero que lo deﬁne como trayecto (el trayecto 1,
el trayecto 5, etc.); la otra dimension es el valor de su ganancia compleja (p. ej.
0, 8+0, 2i). Una forma muy intuitiva de comprender el problema es imaginarse unas
buenas porciones de queso curado; estas porciones, cortadas en tacos4 o lonchas5,
se pueden poner una detras de otra. As, podramos hablar de un primer queso o
primer trayecto, de un quinto queso o quinto trayecto, etc. Dentro de cada porcion
de queso, hay un agujero; exactamente un agujero. Ese agujero representa el punto
de R o C, respectivamente, que coincide con la ganancia verdadera del trayecto en un
determinado instante. Delante de los quesos hay una persona con los ojos tapados,
que somos nosotros (¡el estimador!); sin mas que palpar durante unos segundos con
unos dedos enguantados, tenemos que detectar, al tacto enguantado, la ubicacion de
esos agujeros. Lamentablemente, como no tenemos tiempo ni el tacto enguantado
es muy ﬁable, nuestra situacion es precaria: tenemos que decidir una estrategia a
seguir, donde tocar primero y que conclusiones sacar.
Y ah es donde entran en juego los distintos estimadores posibles al aplicar RST.
Uno podra, por ejemplo, pensar en tocar primero el centro de la loncha, para
detectar si esa loncha o trayecto tiene el agujero justo en el centro (ganancia cero,
esto es, trayecto inactivo). O, por el contrario, podra pensar en tocar primero el
lugar donde recuerda que estaba el agujero en el instante anterior, previendo que
ahora no este muy lejos de all. Puede decidir primero que trayectos han muerto
(que lonchas tienen el agujero justo en el centro), o quiza puede decidir primero
cuantos trayectos han muerto (tocando rapidamente todas las lonchas sin ﬁjarse en
el orden), etc.
3El termino dimension se utiliza aqu de manera explicativa y sin rigor alguno. Podran
utilizarse como sinonimos los terminos facetas, vertientes o, de manera mucho mas rigurosa,
proyecciones.
4Si tienen forma de tira, es mas facil ver la recta real. Son ideales para imaginarse ganancias
reales.
5Una loncha suﬁcientemente grande es la metafora ideal del plano complejo o una porcion
acotada del mismo.
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Figura 4.1: Queso en lonchas como alegora de la estimacion con Teora de Conjuntos
Aleatorios. Para que el experimento mental llegue a buen puerto, las lonchas no
pueden estar dobladas y solo deben presentar un unico agujero.
Estas son, explicado de manera muy facil e intuitiva, las distintas tecnicas de
estimacion disponibles. Si uno toca rapidamente todas las lonchas sin ﬁjarse en
el orden, por ejemplo, esta calculando la primera etapa del estimador GMAP-I
(la segunda consiste en calcular la ubicacion de los agujeros en cada loncha). La
expresion matematica de este estimador tiene la siguiente forma:
GMAP-I:
nˆp = arg maxnp∈0,...,Lma´xfnp|y1:p(np,y1:p),Ĥp = arg maxHp:|Hp|=nˆpfHp|y1:p(Hp,y1:p), (4.1)
donde los detalles de los parametros se pueden consultar en el Apendice A.
Como se puede observar, se trata de expresiones bastante enrevesadas. Este caracter
enrevesado constituye, probablemente, una de las mayores deﬁciencias de la RST,
ya que supone un barrera importante para los ingenieros no familiarizados.
¿Cual es la solucion optima?, se preguntara el lector. Pues se trata de una
tecnica, el estimador GMAP-III, propuesta en [ANG07]. Siguiendo la alegora de los
quesos, consistira en palpar el centro de las lonchas y establecer cuales de las lonchas
tienen el agujero en el centro (p. ej. la loncha 2 y la loncha 4). Posteriormente, se
concentra uno en palpar las lonchas restantes (los demas trayectos) para ubicar el
agujero (calcular la ganancia verdadera a partir de densidades de probabilidad). La
expresion matematica es:
GMAP-III :
pi(Hp) = arg maxpi(Hp)fpi(Hp)|Y1:p(pi(Hp)|Y1:p),h˜p = R2|pi(Hp)| hpfhp|Y1:p(hp|Y1:p)dhp (4.2)
donde
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fpi(Hp)|Y1:p(pi(Hp)|Y1:p) =

pi′(Hp)
f(Hp|Y1:p)δHp (4.3)
y la deﬁnicion de cada parametro se puede consultar en el Apendice A. La prin-
cipal ventaja de aplicar RST (respecto de las alternativas preexistentes) consiste en
que las simulaciones de [ANG07, ANG09] mostraron una gran ventaja de su esti-
macion respecto del ﬁltro de Kalman no modiﬁcado y respecto de la estimacion por
mnimos cuadrados. Para una discusion mas detallada, consultese el Apendice A.
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Captulo 5
Analisis del estado actual del
problema
Tras el estudio exhaustivo de los antecedentes, hemos desarrollado una vision de
conjunto que nos permite hacer un analisis propio sobre el punto en el que se en-
cuentra la tecnologa y por donde se podra abordar la dinamica de nacimiento y
muerte de trayectos.
5.1 Crtica de la hipotesis de linealidad/gaussianidad
La hipotesis de linealidad/gaussianidad subyacente a la mayora de los modelos
basados en KF no aparece explcitamente ni se justiﬁca documentalmente su uti-
lizacion. Cabe partir de que, si se siguen proponiendo modelos basados en KF, es
porque deben de funcionar bien en la practica. Sin embargo, en la medida en que
las comunicaciones moviles, al ampliarse a nuevos ambitos (mayor velocidad, mayor
diversidad geograﬁca, etc.), se van a encontrar con escenarios mas desaﬁantes, esto
le resta atractivo a seguir utilizando KF porque hasta ahora funcionaba. Resulta
plausible pensar que, en el futuro, las dinamicas de nacimiento y muerte de trayectos
(as como otras eventuales no linealidades) cobren una importancia tal que ya no se
pueda ignorar el hecho de que partamos de una hipotesis, de una aproximacion, mas
bien reduccionista, como demuestran las simulaciones que se presentaran mas ade-
lante en este PFC (y que demuestran una degradacion catastroﬁca de la estimacion
mediante KF cuando se introduce no linealidad en el problema).
En ese sentido, parece que ﬂota en el aire una idea de mejor utilizar un mapa
incorrecto que no utilizar ningun mapa. El problema de esta idea es que puede
hacernos soslayar que estamos entrando en territorios no explorados.
¿Que solucion resulta mejor que seguir basandonos en KF? Posiblemente la apli-
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cacion de una combinacion de nuevas aproximaciones cuya estimacion de buenos
resultados sobre datos empricos. Es decir, si uno quiere hacer un seguimiento de
canal multitrayecto con un tren a alta velocidad pasando entre montanas, lo primero
que necesita son buenos datos del multitrayecto real. Estos datos se recogen desde
hace decadas; lamentablemente, no existen a fecha de hoy1 modelos simples, realis-
tas, tratables y de calidad con los que se pueda trabajar.
5.2 Crtica de RST: poca manejabilidad, coste com-
putacional excesivo e hipotesis de certeza en los
datos de partida
Esta diﬁcultad se ve magniﬁcada por el hecho de que, en cuanto se introduce la no
linealidad, las posibles soluciones optimas requieren un coste computacional exce-
sivo. As, por ejemplo, un modelo simplsimo de dinamica de nacimiento y muerte de
trayectos es el que se utiliza en [ANG07] y en el presente PFC, basado en probabili-
dades de nacimiento y muerte de trayectos, Pbirth y Pdeath, constantes y conocidas. La
unica solucion conocida para resolver un seguimiento multitrayecto de este tipo con
cierta optimalidad requiere de aplicar RST y utilizar ﬁltros de 10.000 partculas, lo
cual resulta inviable en sistemas de comunicaciones actuales. A esto hay que anadir
la diﬁcultad de comprender, manejar y aplicar RST, lo cual supone una barrera de
entrada para los ingenieros que deseen dominar la materia y aplicarla a escenarios
con ligeras modiﬁcaciones.
Otra posible diﬁcultad asociada a la aplicacion de la RST es su sobreadaptacion a
los datos de partida, que considera precisos, incuestionables e infalibles. Lamentable-
mente, no resulta verosmil que, ante dinamicas tan difciles de modelar como el
nacimiento y muerte de trayectos (cuya probabilidad ni siquiera tiene por que man-
tenerse constante a lo largo de la comunicacion), podamos partir de una probabilidad
tan precisa como el 5 % (probabilidad empleada en [ANG07, ANG09]). Antes bien,
parece mucho mas logico partir de que nuestro conocimiento de la probabilidad esta
sumido en la incertidumbre y, por tanto, tenemos una idea difusa de la probabilidad,
mejor representada por una funcion de densidad en un intervalo (pongamos, un in-
tervalo centrado en el 5 %) que por un unico punto. Sin embargo, algo tan sencillo
aparentemente como introducir cierta aleatoriedad o incertidumbre en los datos de
partida supone multiplicar un coste computacional de resolucion ya excesivo.
1Que el autor conozca.
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5.3 Necesidad de un nuevo enfoque
Los defectos expuestos en las dos secciones anteriores apuntan a la necesidad de
abordar el problema desde un nuevo enfoque. Una posibilidad sera aprovechar
que el problema quiza se puea dividir en dos componentes de naturaleza separable,
una lineal y otra no lineal. Una vez realizadas las simulaciones de este PFC, en
el apartado 10.2.1, Resolucion ad hoc del problema no lineal, se realizara una
propuesta de estudio en este sentido.
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Captulo 6
Simulacion 1: Kalman monotrayecto
Seguimiento de un canal monotrayecto mediante ﬁl-
tro de Kalman
En este captulo y los dos siguientes presentamos una descripcion, detallada por
etapas, de los aspectos teoricos y la implementacion del trabajo realizado, consistente
en simulaciones relacionadas con nuevos enfoques para la estimacion en OFDM. En
concreto, esta primera simulacion se reﬁere a un ﬁltro de Kalman para seguimiento
de una ganancia de trayecto que evoluciona segun un modelo de Gauss-Markov
lineal.
6.1 Modelo de Gauss-Markov lineal
El modelo de Gauss-Markov lineal constituye el modelo probabilstico subyacente
al ﬁltro de Kalman y, por tanto, reviste una importancia central en los desarrollos
de los ultimos quince anos en torno al seguimiento de canales en OFDM (incluida
la presente investigacion). Es muy importante comprender bien este modelo y las
grandes simpliﬁcaciones que supone respecto de los canales fsicos reales. Si bien
resulta muy comodo trabajar con el, su aplicacion indiscriminada y exenta de escep-
ticismo puede cosechar resultados matematicamente elegantes, de gran soﬁsticacion,
y absolutamente inservibles en la vida real.
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Figura 6.1: El diagrama de independencia de un modelo de Gauss-Markov
6.1.1 Deﬁnicion y breve explicacion teorica
Considerense las variables de estado escalares1 x1, x2, ..., xt, xt+1, donde la negrita
indica que son variables aleatorias, y considerese que z1, z2, ..., zt, zt+1 son la
secuencia de las observaciones correspondientes. Como en los modelos ocultos de
Markov, las independencias condicionales (vease la Figura 6.1) establecen que los
estados pasados y futuros estan incorrelacionados dado el estado actual, xt, en el
instante t. Esto signiﬁca que si, por ejemplo, conocemos el valor de x2, entonces
ninguna informacion sobre x1 podra ayudarnos a razonar que valor debe tener x3.
Entonces {xt} sigue un modelo de Gauss-Markov lineal, si:
xt+1 = λxt +  (6.1)
donde
λ es un parametro escalar (en nuestro caso, una constante real); y
 es un variable aleatoria de errores, con esperanza E() = 0 y V ar() =
σ2 . Ademas, tpicamente (y tambien a todos los efectos practicos de
este trabajo) se supone que el error sigue una distribucion normal:  ∼
N(0, σ2 ).
Pensemos ahora en un canal con varios trayectos y veremos como utilizar esta ex-
presion. Para un instante dado2 p, vamos a denominar h
(k)
p a la ganancia del trayecto
k-esimo. Queremos que la ganancia del trayecto vare, con mayor o menor rapidez,
respecto de la que haba en el instante p − 1. Un modelo de Gauss-Markov lineal
1El modelo de Gauss-Markov lineal se puede aplicar tambien, por supuesto, a vectores y a
variables de estado de dimension uno pero complejas. El razonamiento sera analogo y su desarrollo
a partir de esta exposicion resultara trivial.
2Se utiliza indistintamente la notacion instante p o instante tp para referirnos al mismo lapso.
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que cumple esta condicion tendra la forma:
h(k)p = λh
(k)
p−1 +  (6.2)
donde λ es un parametro escalar y el error seguira una distribucion normal
 ∼ N(0, σ2 ) con varianza σ2 , que sera una medida de lo rapido que vara el canal.
Los parametros utilizados en varios papers de referencia ([ANG07, ANG09]) y en
nuestra propia simulacion3 son: λ = 0.999 y σ = (1− λ2)σ2h, donde σ2h es igual a la
energa media de un trayecto.
En funcion del objetivo del modelo, uno podra inicializar h
(k)
1 en un valor deter-
minado (p. ej. h
(k)
1 = 0) o bien podra aleatorizar su valor inicial. En tal caso, por
ejemplo, la ganancia del trayecto k-esimo en el instante p podra seguir las siguientes
distribuciones:
h
(k)
1 ∼ N(0, σ2h) (6.3)
h(k)p |h(k)p−1 ∼ N(λh(k)p−1, (1− λ2)σ2h) (6.4)
Observese que el modelo de Gauss-Markov es una aproximacion muy grosera
al comportamiento real de cualquier canal fsico, hasta el punto de que siempre
es posible obtener valores de ganancia |h(k)p | > 1, los cuales representan un canal
que ampliﬁca la senal en vez de tener perdidas. Obviamente, los canales fsicos
habituales no ampliﬁcan. Dependiendo de los parametros, puede hacerse que esa
situacion sea relativamente improbable, pero esta anomala muestra que la ventaja
del modelo de Gauss-Markov lineal no reside en modelar de manera realista los
canales fsicos habituales (pues no lo hace), sino que su punto fuerte consiste en que
el ﬁltro de Kalman proporciona la solucion matematicamente optima para estimar
canales gaussianos y lineales. Por tanto, a la hora de comparar las prestaciones de
un ﬁltro de Kalman con las de un nuevo algoritmo, tiene sentido basarse, aunque sea
parcialmente, en el modelo de Gauss-Markov lineal (como extremo mas favorecedor
o escenario cuasi optimo para el ﬁltro de Kalman). Ese es el motivo implcito de
utilizar Gauss-Markov lineal que se desprende de los trabajos ([ANG07, ANG09])
que comparan el ﬁltrado de Kalman estandar con metodos diferentes, como los
resultantes de aplicar Teora de Conjuntos Aleatorios Finitos.
3Este PFC tambien incluye simulaciones con λ = {0, 9; 0, 95; 0, 99}.
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6.2 Filtro de Kalman para un solo trayecto
Considerese un enlace de radio punto a punto, a traves del cual se envan secuencias
de entrenamiento para producir una estima basada en datos en el intervalo asociado a
cada trama. Es razonable pensar que el canal variara levemente durante cada uno de
esos intervalos, pero simpliﬁcaremos el modelo suponiendo que el canal es invariante
durante cada intervalo. El objetivo de realizar esta estimacion/seguimiento de un
canal monotrayecto es tener un mejor conocimiento del seguimiento mediante ﬁltros
de Kalman antes de generalizarlo a entornos OFDM (y, por tanto, multitrayecto).
Como se explico en el captulo 3 sobre ﬁltros de Kalman, el ﬁltro de Kalman
trata de ponderar, mediante la experiencia de los resultados, las dos fuentes de
informacion disponibles: un modelo subyacente (una ecuacion del modelo) y unas
mediciones (que se rigen por una ecuacion de observacion). Trataremos de seguir
este canal monotrayecto con ayuda del modelo de canal subyacente y, al proyectar
las estimaciones mediante el modelo de canal y combinar la estima predecida con la
estimacion de los datos, trataremos de mejorar la estimacion del canal que se basa
exclusivamente en datos.
Para mantener el modelo en los parametros sencillos utilizados por otros estudios
de OFDM ([ANG07, ANG09, MIS04]), el proceso asociado a la ganancia de trayecto
(tap gain en la terminologa inglesa) sera un proceso Gauss-Markov lineal como el
estudiado en la seccion anterior. El ﬁltro de Kalman empleado tendra caracter
escalar.
6.2.1 Particularizacion del modelo de planta: evolucion de la
ganancia de trayecto
En la seccion 3.2.1.1, Ecuacion escalar para el modelo de planta, se obtuvo una
ecuacion escalar generica para el problema LQE. En este apartado, se particulariza
la ecuacion para la simulacion monotrayecto.
Todo proceso aleatorio estacionario se puede representar como un proceso au-
torregresivo de inﬁnitos trayectos ([BOX94]). Los modelos autorregresivos, en su
forma general, siguen el esquema ([SAF97]) de la ﬁgura 6.2.
Los procesos autorregresivos se representan mediante la siguiente ecuacion en
diferencias:
hp =
N∑
i=1
λihp−i +wp (6.5)
donde los elementos signiﬁcan:
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Figura 6.2: Modelo autorregresivo general
hp un proceso gaussiano (que puede ser complejo). En el caso particular de
este PFC, sera un proceso real que represente la evolucion de la ganancia
de trayecto
λi los parametros del modelo
N el numero de retardos en el modelo autorregresivo
{wp} una secuencia de variables aleatorias gaussianas de media cero e identicamente
distribuidas (que pueden ser complejas)
La secuencia wp es un ruido blanco
4 gaussiano.
Un proceso de Gauss-Markov lineal, como consecuencia de su autocorrelacion
exponencial, se puede describir como un proceso autorregresivo de primer orden.
En otras palabras, el estado actual del proceso depende exclusivamente del estado
anterior. Para un proceso de primer orden en R, la ecuacion en diferencias (6.5)
queda reducida a:
hp = λhp−1 +wp (6.6)
siendo
hp Un proceso gaussiano que modela una ganancia de trayecto con valores
reales5
4Como es sabido, el termino blanco aplicado al ruido denota que su espectro es uniforme y no
nulo a lo largo de un rango de frecuencias inﬁnito, de manera analoga a como el color blanco es la
suma (inﬁnita) de todos los colores.
5En realidad, las ganancias de trayecto se representan habitualmente con valores complejos. La
aplicacion del modelo al caso con valores complejos sera analoga. Para facilitar la interpretacion
de los resultados, hemos realizado todos los desarrollos sobre el cuerpo de los numeros reales, pero
de manera que se puedan extender de manera trivial a ganancias en C.
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λ Una constante real; el parametro supuesto para el modelo autorregresivo
wp Una secuencia de variables aleatorias gaussianas (en R) de media cero e
identicamente distribuidas, con varianza σ2w
Si se compara la ecuacion (6.6) con la ecuacion (3.5) de la seccion 3.2.1.1, Ecuacion
escalar para el modelo de planta, se comprueba que el proceso de Gauss-Markov
lineal es una ecuacion de planta para el problema LQE, cuya solucion optima, segun
se expuso en el captulo 3, es el ﬁltro de Kalman escalar.
6.2.2 Formulacion del estimador de canal basado en datos
El estimador basado en datos utiliza secuencias de entrenamiento enviadas a traves
del canal para estimar la respuesta impulsiva del canal. A continuacion, se describe
como se realiza la estimacion de canal utilizando el metodo de correlacion.
Considerese una secuencia de entrenamiento de longitud M bits, conocida en el
receptor, y que se enva a traves del canal en el instante tp (al que haremos referencia
en adelante con el subndice p). Recuerdese que se haba asumido que el canal no
cambia mientras se enva la secuencia de entrenamiento.
Su forma vectorial sera:
xp = [x
(0)
p x
(1)
p x
(2)
p ... x
(M−1)
p ]
T (6.7)
Esta secuencia de bits6 se transforma en smbolos de energa unidad segun la
siguiente llave: 
Bit → Sı´mbolo
0 → +1
1 → −1
(6.8)
para simular una secuencia BPSK.
En el intervalo en el que la secuencia de entrenamiento se enva a traves del
canal, sea la respuesta impulsiva del canal7:
hp = [h
(0)
p h
(1)
p h
(2)
p ... h
(L−1)
p ]
T (6.9)
6En la medida en que xp ya es conocida en el receptor, no se considera que tenga incertidumbre.
Por este motivo, no se considera de naturaleza aleatoria y no se resalta en negrita.
7En general, la respuesta impulsiva del canal tendra caracter aleatorio. En esta simulacion,
ademas, la aleatoriedad es explcita, pues cada h
(i)
p seguira un modelo GML. De ah la negrita.
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donde L es la longitud de la respuesta impulsiva del canal8.
Por consiguiente, la senal recibida sera la convolucion de la senal enviada y la
respuesta impulsiva mas el ruido del canal:
yp = xp ∗ hp + nc (6.10)
La convolucion viene dada por:
y(n)p =
L−1∑
m=0
h(m)p x
(n−m)
p + n
(n)
c (6.11)
donde el superndice entre parentesis indica la posicion del elemento en el vector
respectivo (por ejemplo, y
(n)
p es el elemento n-esimo del vector aleatorio yp. La
ecuacion (6.11) tambien se puede escribir en forma matricial:
yp =

x
(0)
p 0 . 0
x
(1)
p x
(0)
p . .
. x
(1)
p . 0
. . . x
(0)
p
x
(M−1)
p . . x
(1)
p
0 x
(M−1)
p . .
. 0 . .
0 0 . x
(M−1)
p


h
(0)
p
h
(1)
p
.
.
h
(L−1)
p
+

n
(0)
c
n
(1)
c
.
.
.
nL+M−2c

(6.12)
La ecuacion (6.12) se puede reescribir de esta manera:
yp = Xp · hp + nc (6.13)
yp La senal recibida correspondiente al instante
9 tp, representada medi-
ante un vector aleatorio de dimensiones (L+M − 1)× 1.
Xp La matriz de Toeplitz de tamano (L + M − 1) × L que contiene las
versiones retardadas de la secuencia de entrenamiento enviada.
hp La respuesta impulsiva del canal, representada mediante un vector aleato-
rio de dimensiones L× 1.
nc El AWGN de media cero y varianza σ
2
c , representado como vector aleato-
rio de dimensiones (L+M − 1)× 1.
8L se puede interpretar tambien como el numero de trayectos/taps/ganancias de tap/procesos
GML a seguir.
9Se trata mas bien del lapso de duracion τ asociado al instante tp.
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Si se parte de una energa de bit unitaria Eb = 1, la SNR del canal viene dada por:
Eb
N0
=
1
2σ2c
(6.14)
Siguiendo el metodo de regresion lineal general dado en [SHA88], la estimacion
del canal viene dada por:
hˆp = (Xp
TXp)
−1(XpTyp) (6.15)
6.2.3 Particularizacion del modelo de observacion
En la seccion 3.2.2.1, Ecuacion escalar para el modelo de observacion, se obtuvo una
ecuacion de observacion para el problema LQE. En este apartado, se particulariza
la ecuacion para las simulaciones monotrayecto y multitrayecto de este PFC. Para
ello, nos basaremos en el estimador de canal deﬁnido en el apartado anterior.
Lo primero que debemos considerar es que, en el receptor, ese estimador basado
en secuencias de entrenamiento produce estimas del proceso cuyo error podemos
calcular. Si introducimos la expresion de la senal recibida (con ruido y distorsionada)
de la ecuacion (6.13) en la ecuacion (6.15), obtenemos la expresion:
hˆp = (Xp
TXp)
−1(XpTyp) = (XpTXp)−1(XpT (Xp · hp + nc)) =
= (Xp
TXp)
−1(XpTXp) · hp + (XpTXp)−1(XpTnc) = hp + (XTpXp)−1(XTp nc) (6.16)
As, el error de estimacion es:
h˜p = hˆp − hp = (XpTXp)−1(XpTnc) (6.17)
En consecuencia, dado que nc tiene como media el vector nulo, hˆp es un estimador
insesgado. Por consiguiente, las estimas se pueden considerar como lecturas ruidosas
del proceso (o sea, como mediciones de la ganancia de trayecto distorsionadas por
un AWGN).
La varianza del error del estimador escalar hˆp, segun calculos similares ([SHA88,
SAF97]), sera:
Phˆp =
σ2c
M
(6.18)
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Estamos ya en condiciones de proponer el modelo de observacion generico mul-
titrayecto:
zp = hp + v (6.19)
siendo
zp La medicion z asociada al instante tp. Esta medicion es, en realidad, la
estimacion de hp basada en datos (secuencias de entrenamiento).
hp El proceso GML que representa la ganancia (real) de los trayectos del
canal.
v El ruido de medicion o error de la estimacion basada en datos, represen-
tada como vector aleatorio.
El caso monotrayecto exige que la ecuacion (6.19) abandone su forma vectorial en
favor de valores escalares:
zp = hp + v (6.20)
En ese caso, el ruido escalar v tendra varianza:
σ2v =
σ2c
M
(6.21)
Si se compara esta ecuacion con la ecuacion (3.7), se puede observar que la
sensibilidad de la medicion es la identidad; esto se debe a que el estimador basado
en datos es insesgado segun (6.17).
6.2.4 Parametros de la simulacion monotrayecto
A continuacion, se presentan los parametros del canal y de la transmision que se
utilizaran en esta primera simulacion. La ecuacion del sistema, que es un modelo de
Gauss-Markov lineal deﬁnido por la ecuacion (6.1) o la ecuacion equivalente (6.6),
tendra un parametro10 λ = 0, 9, con lo cual la ecuacion de planta11 (o de canal)
quedara12:
10Aqu ponemos λ = 0, 9 como ejemplo. En realidad, se realizaran simulaciones con varios
parametros siguiendo el mismo metodo.
11Las expresiones ecuacion de planta o modelo de planta se utilizan en ﬁltrado de Kalman
debido a sus aplicaciones originales, referidas a plantas o instalaciones industriales. Aunque man-
tenemos la denominacion habitual, en este caso el modelo de planta es, obviamente, un modelo de
canal.
12Notese que desaparece el superndice k, que denota el numero de trayecto, porque estamos
particulizando el modelo general al caso de un canal monotrayecto.
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hp = 0, 9hp−1 +wp (6.22)
La ecuacion de observacion sera la ecuacion (6.20).
Por este canal monotrayecto se transmitiran RF = 5 × 104 tramas de entre-
namiento con M = 10 bits por trama. Tpicamente, para la aplicacion ultima de
esta investigacion (OFDM), existen tramas de entrenamiento y subcanales piloto
(que solo transmiten tramas de entrenamiento), ademas de tramas de informacion.
Sin embargo, a los efectos de esta simulacion consideraremos que no se transmite
ninguna informacion, solo tramas de entrenamiento (y que hay un solo subcanal, ya
que estamos en un entorno monotrayecto). El canal se asume invariante durante
esos M bits.
Partiremos de una energa de senal normalizada (Eb = 1) y una relacion de senal
a ruido de:
Eb
N0
=
Eb
2σ2c
= 6 dB (6.23)
de donde se deduce que σ2c ≈ 0, 1256. La varianza del estimador basado en datos
(que interpretamos como el ruido de la muestra recibida) sera:
σ2v =
σ2c
M
≈ 0, 01256
La varianza σ2w del ruido de proceso wp que genera la evolucion de la ganancia
de trayecto se establece13 en:
σ2w = 2σ
2
v ≈ 0, 026 (6.24)
6.2.5 Ecuaciones que deﬁnen el ﬁltro de Kalman para el seguimiento
monotrayecto
De conformidad con lo expuesto en los apartados anteriores y el captulo 3, se
puede encontrar un ﬁltro de Kalman estandar (con caracter escalar) para realizar
un seguimiento del modelo de Gauss-Markov lineal (la ganancia de trayecto). A con-
tinuacion se presentan las ecuaciones y el algoritmo correspondientes (sobre la base
de [AND01, CHU99, SAF97, GRE93, SHA88]). En caso de dudas, se recomienda
consultar nuevamente el captulo 3.
13La eleccion del parametro σ2wse debe a que favorece la explicacion del modelo GML y el
seguimiento Kalman. Para aplicaciones practicas, convendra calcular la energa media del trayecto,
σ2h, y deducir a partir de este: σ
2
w = (1− λ2)σ2h, tal y como se hara en las simulaciones 3 y 4.
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Las condiciones iniciales del ﬁltro son14:
hˆ0(+) = E{h0} = 0 (6.25)
P0(+) ≥ {σ2w} (6.26)
Es decir, partimos de que el trayecto comienza con una ganancia real cero y de
que esa estimacion cero, utilizada como prediccion (estimacion a priori) para el
instante siguiente, tiene una varianza igual o superior a la del ruido de proceso.
El ﬁltrado de Kalman consistira en aplicar recursivamente los cuatro pasos in-
dicados en el apartado 3.3., Solucion al problema de estimacion lineal, a saber:
6.2.5.1 Paso 1. Extrapolacion de la varianza del error
La ecuacion (3.13) se particulariza a:
Pp(−) = λ2Pp−1(+) + σ2w (6.27)
siendo
Pp(−) La varianza (escalar15) del error a priori en el instante tp.
Pp−1(+) La varianza (escalar) del error a posteriori en el instante tp.
6.2.5.2 Paso 2. Actualizacion de la estimacion del estado
Particularizando la expresion (3.14), la ganancia de Kalman viene dada por:
κp =
Pp(−)
Pp(−) + σ2v
(6.28)
6.2.5.3 Paso 3: Actualizacion de la varianza del error
La ecuacion de actualizacion (3.15) se particulariza a:
Pp(+) = (1− κp)Pp(−) (6.29)
14No es estrictamente necesario que el ﬁltro comience en cero. Dependiendo de como se modele
el proceso, es posible que la esperanza del valor a estimar ya sea distinta de cero en el momento
en el que el ﬁltro de Kalman empiece a funcionar. Se asume el cero inicial porque es intuitivo y
practico.
15La mayuscula en letra redonda matricial es un abuso de notacion para evitar que se confunda
con una medida de probabilidad p o P .
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6.2.5.4 Paso 4. Calculo de la estimacion y recursion
Particularizando la ecuacion (3.16), obtenemos la expresion:
hˆp(+) = hˆp(−) + κp(zp − hˆp(−)) (6.30)
Los cuatro pasos se pueden implementar recursivamente teniendo en cuenta que,
al tomar esperanzas en la ecuacion (6.6), resulta que la prediccion, o estimacion a
priori, del proceso en el instante posterior, queda determinada mediante:
hˆp+1(−) = λhˆp(+) (6.31)
6.2.6 Algoritmo de seguimiento implementado
El algoritmo de ﬁltrado de Kalman implementado para la estimacion de canal se
presenta a continuacion como pseudocodigo. en el que se ha asumido λ = 0, 9.
Inicializacion. Tiempo inicializado como instante p=1
P1(−) = 1
// Se asume 1 como varianza del error de prediccion inicial
hˆ1(−) = 0
// Se asume 0 como prediccion inicial
Bucle{
Realizar la estimacion basada en datos, esto es, obtener la estimacion
del canal mediante regresion lineal, esto es, obtener:
zp
Calcular la ganancia de Kalman
κp =
Pp(−)
Pp(−) + σ2v
Calcular la estima a posteriori:
hˆp(+) = hˆp(−) + κp(zp − hˆp(−))
Calcular la varianza actualizada del error:
Pp(+) = (1− κp)Pp(−)
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Calcular la prediccion (estimacion a priori):
hˆp+1(−) = 0, 9hˆp(+)
Calcular la varianza del error de la prediccion/estimacion a priori:
Pp(−) = (0, 9)2Pp−1(+) + σ2w
El tiempo avanza un instante:
p← p+ 1
}Fin del bucle
6.2.7 Resultados
La ﬁgura 6.3 muestra el seguimiento de un proceso de Gauss-Markov (lnea azul)
mediante el ﬁltro de Kalman (lnea verde) y mediante regresion lineal (o sea, la
medicion ruidosa zp sin modiﬁcar, bolas rojas) a lo largo de 50 instantes de tiempo
(50 tramas de entrenamiento) para λ = 0, 99.
Aunque no se aprecia claramente en la ﬁgura, la lnea verde se acerca a las
bolas rojas, pero no llega a tocar su centro; esto se corresponde con una ganancia
de Kalman muy proxima a 1, pero no igual a 1. En efecto, un gran numero de
simulaciones realizadas (por un total de cientos de miles de iteraciones) conﬁrman
que el ﬁltro de Kalman converge con bastante rapidez, y siempre al valor de ganancia
de Kalman κ = 0, 9091. En la ﬁgura 6.3 se observa que, aunque ambos metodos
siguen de cerca la evolucion del canal monotrayecto, el ﬁltro de Kalman ofrece un
seguimiento mas proximo al canal real, esto es, su estimacion es mejor. Despues de
una simulacion de 50.000 iteraciones, el error cuadratico medio del ﬁltro de Kalman
fue de 1,0585 ×10−3 frente a un error del estimador zp (basado en datos/regresion
lineal) de 1,2446×10−3, lo cual supone una mejora media (reduccion media del error
cuadratico medio) del 14,95 %.
Llegados a este punto, puede resultar interesante repetir la simulacion con otros
valores de λ para observar como afecta eso al rendimiento del ﬁltro de Kalman.
Teoricamente, a menor λ, mas rapido (ceteris paribus) vara el canal, luego mas
le costara al ﬁltro de Kalman seguirlo (no as a la regresion lineal, que depende
exclusivamente de cada muestra). Veamos si las simulaciones respaldan esta idea.
.La ﬁgura 6.4 muestra el seguimiento monotrayecto con λ = 0, 9. La ganancia
de Kalman vuelve a converger a κ = 0, 9091. Despues de una simulacion de 50.000
iteraciones con λ = 0, 9, el error cuadratico medio del ﬁltro de Kalman fue de
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Figura 6.3: Seguimiento de canal monotrayecto para λ = 0, 99 y SNR=6 dB.
Figura 6.4: Seguimiento de canal monotrayecto para λ = 0, 9 y SNR=6 dB.
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Figura 6.5: Seguimiento de canal monotrayecto para λ = 0, 999 y SNR=6 dB.
1,2334 ×10−3 frente a un error del estimador zp (basado en datos/regresion lineal)
de 1,2375×10−3, lo cual implica que el ﬁltro de Kalman, aun siendo mejor, solo
presento una mejora del 0,0033 %. As pues, los resultados conﬁrman que, para un
λ menor, la ventaja del KF desaparece a efectos practicos.
Veamos si el recproco es cierto simulando el canal con λ = 0, 999. Una vez
mas, la ganancia de Kalman converge a κ = 0, 9091. Despues de una simulacion de
50.000 iteraciones con λ = 0, 999, el error cuadratico medio del ﬁltro de Kalman fue
de 1,0416 ×10−3 frente a un error del estimador zp de 1,2479×10−3, lo cual implica
que el ﬁltro de Kalman obtuvo un resultado un 16,53 % mejor. La ﬁgura 6.5 conﬁrma
los resultados, y deja claro que el canal es practicamente estatico16. Aunque las tres
graﬁcas son muy similares, una observacion detenida del rango barrido por el canal
verdadero (lnea azul) permite apreciar el efecto que tiene λ sobre la velocidad de
variacion del canal.
16Tal y como debe ser. Como recuerdan en [MIS04], el parametro λ mide lo rapido que vara el
canal: λ = 0 se corresponde con la variacion de muestras de canal i. i. d.; y λ = 1, con un canal
estatico.
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Captulo 7
Simulacion 2: Kalman multitrayecto
Banco de ﬁltros de Kalman para seguimiento multi-
trayecto OFDM
Una vez analizado el modelo de Gauss-Markov lineal y el seguimiento monotrayecto
mediante KF en la simulacion anterior, en este captulo ampliaremos la investigacion
con un modelo OFDM simpliﬁcado y un banco de ﬁltros de Kalman para realizar el
seguimiento de un canal multitrayecto. Se explicara que este modelo es equivalente
a N seguimientos monotrayecto, y se presentaran los resultados de la simulacion.
7.1 Modelo OFDM simpliﬁcado
Se ha aplicado un modelo OFDM de tiempo discreto como el explicado en el apartado
2.4, Modelo de tiempo discreto, de banda base, con N=3 trayectos, donde en cada
instante solo se enva una secuencia de entrenamiento de M=10 bits (modulada
segun BPSK) conocida en el receptor. En virtud de la ecuacion (2.15) y la ﬁgura
2.5, nuestro modelo de transmision OFDM equivale a N=3 transmisiones diferentes
por subcanales monotrayecto distintos. Cada uno de esos trayectos sigue un mod-
elo GML como el explicado en el apartado 6.1, Modelo de Gauss-Markov lineal,
manteniendose la simpliﬁcacion de que cada trayecto tiene una ganancia real1 que
evoluciona segun un GML que comparte el mismo parametro λ con los demas taps
del multitrayecto.
Cabe destacar que en los modelos empricos de canal, la ganancia de trayecto
1Los trayectos empricos presentan ganancias complejas. La simpliﬁcacion a ganancias reales
no supone una perdida de generalizacion (pues todos los calculos y las simulaciones se podran
realizar de manera analoga, con pequensimos cambios de implementacion) pero ayuda a mantener
las explicaciones y, sobre todo, las graﬁcas, en un nivel mas intuitivo.
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decae exponencialmente con el tiempo. Esto es, el tercer tap tpicamente proporciona
una senal mucha mas atenuada que el primer tap. En general, esto no sera as en
este modelo OFDM simpliﬁcado, en el que se pretende mantener todo en un nivel
intuitivo que permita hacer comparaciones validas entre el caso monotrayecto y el
caso multitrayecto.
7.2 Banco de ﬁltros de Kalman
En la recepcion, una vez obtenida una estimacion MMSE de las ganancias de canal
en el dominio de la frecuencia, se recupera el equivalente en el dominio del tiempo
(esto es, las ganancias de tap provenientes de la estimacion por MMSE) mediante
la Transformada de Fourier Inversa.
Ahora, en vez de seguir un solo trayecto con un ﬁltro de Kalman, tendremos
que seguir tres trayectos diferentes con tres ﬁltros de Kalman distintos, cada uno de
los cuales sera similar al de la primera simulacion: cada uno recibira una medida
distorsionada z
(k)
p (la ganancia del tap k-esimo estimada segun la estimacion MMSE)
y un modelo teorico GML con un parametro λ compartido. Cada ﬁltro ira calibrando
el peso con que pondera cada una de estas fuentes de informacion, hara sus propias
predicciones, etc.
7.3 Resultados de la simulacion
Se realizaron simulaciones para tres valores de λ. Como caba esperar, los resultados
fueron virtualmente identicos al caso monotrayecto. Los resultados respectivos se
detallan en los apartados siguientes.
7.3.1 λ1 = 0, 99
Los resultados de ganancia de Kalman, el error cuadratico medio de KF y el de
la regresion lineal, son practicamente identicos al caso monotrayecto con el mismo
parametro λ1.
Un gran numero de simulaciones realizadas (por un total de cientos de miles de
iteraciones) conﬁrman que cada ﬁltro de Kalman del banco converge con bastante
rapidez, y siempre al valor de ganancia de Kalman κ = 0, 9091 (el mismo que en la
simulacion 1). Despues de una simulacion de 50.000 iteraciones, el error cuadratico
medio del banco de ﬁltros de Kalman fue de 1,0719 × 10−3 frente a un valor de
1, 2606×10−3 para la estimacion sin KF. Por tanto, el KF multitrayecto obtuvo una
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Figura 7.1: Seguimiento del primer trayecto para λ1 = 0, 99.
mejora (reduccion del error cuadratico medio) del 14,97 % respecto del estimador
zp (basado en datos/regresion lineal). Se trata de una mejora identica, a todos
los efectos practicos, a la de la simulacion monotrayecto (donde reduca el error
cuadratico medio un 14,95 %).
En las ﬁguras 7.1, 7.2 y 7.3, se observa la ganancia de trayecto real (lnea azul), la
estimacion MMSE (crculos rojos) y la estimacion mediante ﬁltro de Kalman (lnea
verde) para cada uno de los tres trayectos simulados. Los trayectos no presentan
ninguna clara diferencia; en efecto, la posicion de cada trayecto es irrelevante en
nuestro modelo.
7.3.2 λ2 = 0, 9
De nuevo, los resultados de ganancia de Kalman, el error cuadratico medio de KF
y el de la regresion lineal, son virtualmente identicos al caso monotrayecto con el
mismo parametro λ1.
Varias simulaciones realizadas muestran que cada ﬁltro de Kalman del banco con-
verge con bastante rapidez, y siempre al valor de ganancia de Kalman κ = 9091 (el
mismo que en la simulacion 1 y que en el apartado anterior). Despues de una simu-
lacion de 50.000 iteraciones, el error cuadratico medio del banco de ﬁltros de Kalman
fue de 1,2432 × 10−3 frente a un valor de 1, 2591×10−3 para la estima previa al KF.
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Figura 7.2: Seguimiento del segundo trayecto para λ1 = 0, 99.
Figura 7.3: Seguimiento del tercer trayecto para λ1 = 0, 99.
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Figura 7.4: Seguimiento del primer trayecto para λ2 = 0, 9
Por tanto, el KF multitrayecto obtuvo una mejora (reduccion del error cuadratico
medio) del 0,0126 % respecto del estimador zp (basado en datos/regresion lineal).
Se trata de una mejora identicamente despreciable, a todos los efectos practicos, a
la de la simulacion monotrayecto (donde se reduca el error cuadratico medio un
0,0033 %).
En la ﬁgura 7.4, se observa la ganancia de trayecto real (lnea azul), la estimacion
sin KF (crculos rojos) y la estimacion mediante KF (lnea verde) para un trayecto,
en un entorno OFDM simpliﬁcado, con λ2 = 0, 9. Observese lo rapido que vara
el canal en las primeras 100 muestras; esa rapidez en la variacion, sntoma de la
menor correlacion temporal, perjudica al KF. En la medida en que el KF aprovecha
la correlacion temporal del subcanal, si esta correlacion es menor, la mejora con
respecto a la estimacion sin KF va desapareciendo.
7.3.3 λ3 = 0, 999
Una vez mas, resultados practicamente identicos a los de la simulacion monotrayecto.
Se converge nuevamente a la ganancia de Kalman κ = 0, 9091 (la mismo que en la
simulacion 1 y que en los dos apartados anteriores). Despues de una simulacion
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Figura 7.5: Seguimiento del primer trayecto para λ3 = 0, 999
de 50.000 iteraciones, el error cuadratico medio del banco de ﬁltros de Kalman
fue de 1,0522 × 10−3 frente a un valor de 1, 2555 × 10−3 sin KF. Por tanto, el
KF multitrayecto obtuvo una mejora (reduccion del error cuadratico medio) del
16,19 % respecto del estimador zp (basado en datos/regresion lineal). La mejora es
virtualmente identica a la simulacion 1.
En la ﬁgura 7.4, se observa la ganancia de trayecto real (lnea azul), la estimacion
sin KF (crculos rojos) y la estimacion mediante KF (lnea verde) para un trayecto,
en un entorno OFDM simpliﬁcado, con λ3 = 0, 999. Observese lo lento que vara
el canal en las primeras 100 muestras; esa lentitud en la variacion, sntoma de la
mayor correlacion temporal, favorece al KF. En la medida en que el KF aprovecha
la correlacion temporal del subcanal, si esta correlacion es mayor, la mejora con
respecto a la estimacion sin KF va en aumento.
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Captulo 8
Simulacion 3: Sensibilidad a la no
linealidad
¿Cuando degenera el rendimiento del ﬁltro de Kalman?
Exposicion a distintos escenarios de nacimiento y muerte
de trayectos
En las dos primeras simulaciones nos hemos centrado en escenarios completamente
lineales. Sin embargo, en la realidad aparecen no linealidades debidas a diversos
fenomenos. Una de las no linealidades que se ha venido estudiando en los ultimos
anos es la referida al nacimiento y muerte de trayectos, esto es, el caso en el que
no siempre hay tres trayectos ﬁjos, o cinco trayectos ﬁjos, etc. sino que dentro de
un universo de posibilidades (un numero maximo de trayectos, p. ej. Lma´x=5), la
ganancia de trayecto tiene un comportamiento lineal hasta que, de repente, desa-
parece (se anula temporalmente).
Uno puede interpretar fsicamente esta situacion como el hecho de que, en un
ediﬁcio relativamente grande, como una universidad, se cierre de repente una puerta.
El resultado es que hay un trayecto, consistente en entrar por la puerta y rebotar
como eco en la pared, que deja de estar disponible. Ese trayecto desaparece.
Otra posible interpretacion, mas propia de comunicaciones moviles, sera que un
tren o un autobus que fueran a cierta velocidad, entraran de repente en un tunel y
dejaran de recibir la senal por ciertos trayectos. En el caso de un pas montanoso,
como Suiza o algunas partes de Espana, el nacimiento y la muerte de trayectos seran
relativamente frecuentes.
Esto introduce un factor no lineal que podra perjudicar gravemente a las presta-
ciones del ﬁltro de Kalman. Tpicamente, el ﬁltro de Kalman tarda varias muestras
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en realizar aproximaciones sucesivas a la nueva situacion y encontrar el cero en el
caso de la muerte del trayecto, o bien captar de nuevo la senal cuando el trayecto
resurge.
Es posible que estos factores no cuenten demasiado a la hora de calcular la tasa
de error de bits; sin embargo, es cierto que pueden introducir un error cuadratico
medio importante. En la simulacion de este captulo, pretendemos estudiar como
se comporta el ﬁltro de Kalman ante distintos escenarios de nacimiento y muerte
de trayectos, y, en concreto, trataremos de averiguar si el ﬁltro de Kalman pierde
su ventaja (en todo o en parte) a partir de algun valor de Pbirth (la probabilidad
de nacimiento de un trayecto muerto) o Pdeath (la probabilidad de muerte de un
trayecto vivo).
8.1 Estructura de la simulacion
La simulacion parte de una estructura similar a la simulacion 2, con ciertas difer-
encias importantes: ahora SNR=10 dB, σ2h = 0, 25, y, ademas, se introduce una no
linealidad en la evolucion del canal. En cada instante, cada trayecto puede desapare-
cer (dar un salto hasta la ganancia cero) con probabilidad Pdeath. Si el trayecto ya
esta muerto (tiene una ganancia nula), puede revivir, adoptando1 un valor aleatorio2
h
(k)
p ∈ (−0, 9; +0, 9), con probabilidad Pbirth.
Igual que en la simulacion anterior, el receptor obtiene una lectura (estimacion
por regresion lineal) distorsionada en el dominio de la frecuencia, la pasa a tiempo
mediante Transformada de Fourier Inversa, y luego un banco de ﬁltros de Kalman
adecuadamente calibrados trata de seguir la componente lineal. Probando con dis-
tintos valores de Pbirth y Pdeath (esto es, aumentando o reduciendo la no linealidad del
proceso) veremos como se comporta el ﬁltro de Kalman y que sensibilidad presenta
a este tipo de no linealidad.
Se realizaron diversas pruebas. Primero, para distintos valores de Pbirth = Pdeath,
se ejecuto la simulacion OFDM durante el envo de 10.000 tramas de entrenamiento,
manteniendose constante el parametro λ1 = 0, 999. Posteriormente, se repitio la
misma prueba pero ahora con probabilidades asimetricas: Pbirth = 0, 25 y Pdeath
1Que el valor aleatorio se simule como una uniforme es pura convencion. Sera asumible utilizar
tambien muchas otras distribuciones aleatorias, como una gaussiana centrada en cero y de varianza
la energa media del trayecto σ2h, o bien valores basados en un determinado modelo fsico de
nacimiento y muerte de canales, como modelos basados en el seno, triangulaciones, cuasi escalones
trapezoidales con nivel superior ﬁjo, etc.
2No se escoge el intervalo [1, 1] para el valor aleatorio con el ﬁn de reducir la probabilidad de
que la ganancia de trayecto supere la unidad, |h(k)p | > 1
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Pbirth = Pdeath MSE con KF (×10−3) MSE sin KF (×10−3) Mejora KF
0 % 3,6102 5,0807 28,9428 %
1 % 3,6291 5,0016 27,4410 %
2,5 % 3,6977 4,9491 25,2859 %
5 % 3,9191 4,9978 21,5836 %
10 % 4,3882 4,9667 11,6492 %
15 % 4,8279 4,9873 3,1950 %
20 % 5,1051 5,0248 -1,5980 %
25 % 5,5963 5,0381 -11,0785 %
Tabla 8.1: Resultados de la prueba 1.
tomo distintos valores3. Las otras cuatro pruebas consistieron en repetir el mismo
proceso para los parametros λ2 = 0, 99 y λ3 = 0, 95.
8.2 Resultados
En todas las simulaciones, los ﬁltros de Kalman convergieron a una ganancia de
Kalman κ = 0, 8333. En general, la introduccion de la no linealidad redujo la
ventaja del ﬁltro de Kalman respecto de la estimacion sin KF; esa ventaja en error
cuadratico medio (MSE) se reduce moderadamente para probabilidades Pdeath bajas
(<2,5 %), se anula del todo para probabilidades Pdeath altas (en torno al 15 %) y se
invierte en casos de Pdeath extremadamente alta, donde la estimacion sin KF resulta
superior a la estimacion con KF. Si bien la tendencia esta presente en todas las
pruebas, la degradacion del KF es mas rapida cuanto menor es λ. A continuacion,
se presentan los resultados correspondientes a cada prueba, seguidos de un apartado
ﬁnal con las conclusiones globales.
8.2.1 Prueba 1: λ1 y Pbirth = Pdeath
En la tabla 8.1 se muestran los resultados (error cuadratico medio con y sin KF)
de las simulaciones para λ1 = 0, 999 y para distintas probabilidades de nacimiento
y muerte de trayectos. La mejora del KF es bastante robusta para probabilidades
no muy altas. Para Pbirth = Pdeath = 5 %, el KF mantiene tres cuartas partes de su
ventaja.
3De esta manera, evitamos dar demasiada importancia a la linealidad extra que se origina
cuando un trayecto se queda en cero durante demasiado tiempo; en un caso extremo, esta lin-
ealidad extra podra llegar a compensar e incluso superar el efecto (en MSE) de la no linealidad
introducida, a pesar de que apenas tenga efecto en terminos de tasa de error binario y, por tanto, en
aplicaciones practicas. Al reducir el tiempo que permanece muerto un trayecto, estamos poniendo
el foco en las transiciones, donde medir y reducir el MSE resultara mas interesante.
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Figura 8.1: Prueba 1. Seguimiento del primer trayecto con λ1 = 0, 999 y Pbirth =
Pdeath = 5 %.
En las ﬁguras 8.1, 8.2 y 8.3 se muestran el canal real (lnea azul) y el seguimiento
del canal con KF (lnea verde) y sin KF (crculo rojo) de los trayectos primero,
segundo y tercero (respectivamente) para λ1 = 0, 999 y Pbirth = Pdeath = 5 % durante
75 instantes/tramas enviadas. Estas graﬁcas permiten constatar la robustez del KF
para los parametros citados, as como la gran ventaja que el KF tiene respecto de
la estimacion por regresion lineal sin KF en los trayectos muertos. En efecto, el
KF se mantiene en cero mientras que la estima sin KF acumula errores. En ese
sentido, la linealidad de los trayectos muertos esta compensando la no linealidad
de los nacimientos; de ah la importancia de simular probabilidades de muerte y
nacimiento asimetricas, como haremos en la prueba 2.
8.2.2 Prueba 2: λ1 y Pbirth = 25 %
En la tabla 8.2 se muestran los resultados (error cuadratico medio con y sin KF) de
las simulaciones para λ1 = 0, 999, Pbirth = 25 % y distintas probabilidades de muerte
de trayectos. La mejora del KF ya no es tan robusta como en la prueba 1. Para
Pdeath = 5 %, el KF ha perdido aproximadamente la mitad de su ventaja.
La ﬁgura 8.4 muestra el seguimiento del primer trayecto para Pdeath = 5 %. Como
se puede apreciar en ella, ahora los intervalos en los que el trayecto esta desaparecido
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Figura 8.2: Prueba 1. Seguimiento del segundo trayecto con λ1 = 0, 999 y Pbirth =
Pdeath = 5 %.
Figura 8.3: Prueba 1. Seguimiento del tercer trayecto con λ1 = 0, 999 y Pbirth =
Pdeath = 5 %.
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Pdeath MSE con KF (×10−3) MSE sin KF (×10−3) Mejora KF
0 % 3,6102 5,0807 28,9428 %
1 % 3,7669 5,0431 25,3052 %
2,5 % 3,9178 4,9687 21,1506 %
5 % 4,2275 4,9841 15,1793 %
10 % 4,7080 4,9589 5,0601 %
15 % 5,0971 5,0303 -1,3278 %
20 % 5,2712 4,9634 -6,2019 %
25 % 5,5283 4,9952 -10,6730 %
Tabla 8.2: Resultados de la prueba 2.
Pbirth = Pdeath MSE con KF (×10−3) MSE sin KF (×10−3) Mejora KF
0 % 3,6672 4,9309 25,6268 %
1 % 3,7714 5,0302 25,0250 %
2,5 % 3,8371 4,9835 23,0042 %
5 % 4,0487 5,0672 20,1010 %
10 % 4,4150 4,9915 11,5495 %
15 % 4,7171 4,9822 5,3202 %
20 % 5,1616 5,0136 -2,9526 %
25 % 5,0288 5,3978 -7,3373 %
Tabla 8.3: Resultados de la prueba 3.
son mas cortos. De esa manera, nos podemos centrar en el crecimiento del error
cuadratico medio introducido por la no linealidad, sin compensacion alguna.
8.2.3 Prueba 3: λ2 y Pbirth = Pdeath
En la tabla 8.3 se muestran los resultados (error cuadratico medio con y sin KF) de
las simulaciones para λ1 = 0, 999 y para distintas probabilidades de nacimiento y
muerte de trayectos. La mejora del KF es bastante robusta para probabilidades no
muy altas. Para Pbirth = Pdeath = 5 %, el KF mantiene cuatro quintas partes de su
ventaja.
La ﬁgura 8.5 muestra el seguimiento del primer trayecto durante el envo de 75
secuencias de entrenamiento. El canal esta a cero aproximadamente la mitad de ese
tiempo.
8.2.4 Prueba 4: λ2 y Pbirth = 25 %
En la tabla 8.4 se muestran los resultados (error cuadratico medio con y sin KF) de
las simulaciones para λ2 = 0, 99, Pbirth = 25 % y distintas probabilidades de muerte
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Figura 8.4: Prueba 2. Seguimiento de trayecto con λ1 = 0, 999, Pbirth = 25 % y
Pdeath = 5 %.
Figura 8.5: Prueba 3. Seguimiento de trayecto con λ2 = 0, 99 y Pbirth = Pdeath = 5 %.
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Pdeath MSE con KF (×10−3) MSE sin KF (×10−3) Mejora KF
0 % 3,6102 5,0807 28,9428 %
1 % 3,9015 5,0704 23,0549 %
2,5 % 4,0223 4,9832 19,2816 %
5 % 4,3388 5,0230 13,6198 %
10 % 4,7504 4,9977 4,9483 %
15 % 5,0181 4,9869 -0,6252 %
20 % 5,2350 5,0201 -4,2800 %
25 % 5,5283 4,9952 -10,6730 %
Tabla 8.4: Resultados de la prueba 4.
de trayectos. La mejora del KF ya no es tan robusta como en la prueba 3. Para
Pdeath = 5 %, el KF ha perdido un poco mas de la mitad de su ventaja.
La ﬁgura 8.4 muestra el seguimiento de uno de los trayectos para Pdeath = 5 %.
Como se puede apreciar en ella, ahora que los intervalos en los que el trayecto esta
desaparecido son mas cortos, el KF se tiene que enfrentar a transiciones costosas. A
partir de la trama 70, por ejemplo, se observa un salto desde cero hasta por encima
del 0,8; al KF le cuesta unos instantes aproximarse mientras que la estimacion sin
KF detecta el salto de inmediato. De esa manera, la introduccion de la no linealidad
se esta traduciendo en un peor rendimiento del KF.
8.2.5 Prueba 5: λ3 y Pbirth = Pdeath
En la tabla 8.5 se muestran los resultados para λ3 = 0, 95 y para varias probabili-
dades de nacimiento y muerte de trayectos. Ahora se produce un hecho que llama
la atencion: la introduccion de la supuesta no linealidad hace que la ventaja del
KF se ample. En concreto, pasa de aprox. un 15% sin no linealidad a aprox. un
20% al anadir la supuesta no linealidad con una Pbirth = Pdeath = 1 %. Ahora bien,
analicemos que signiﬁca esa probabilidad del 1 %. De cada 200 tramas, podemos
esperar que 100 tramas pasen por el trayecto activo, con una ganancia que se podra
aproximar perfectamente con KF ya que, a partir de la primera trama, solo seguira
un modelo GML hasta su muerte.
Las otras 100 tramas o instantes veran el trayecto muerto, con una ganancia
estatica de cero, aproximable perfectamente con KF (mientras que la estimacion
sin KF se ve afectada por el ruido). As pues, no estamos introduciendo una no
linealidad, sino una mayor linealidad4; de ah que el KF mejore.
4Especialmente si tenemos en cuenta que estamos trabajando con un parametro λ3 = 0, 95,
que supone una correlacion relativamente baja; de hecho se utiliza para analizar entornos de gran
movilidad (por ejemplo, en [JIA05]), con un efecto Doppler relativamente grande.
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Figura 8.6: Prueba 4. Seguimiento de trayecto con λ2 = 0, 99, Pbirth = 25 % y
Pdeath = 5 %.
Pbirth = Pdeath MSE con KF (×10−3) MSE sin KF (×10−3) Mejora KF
0 % 4,2433 4,9886 14,9406 %
1 % 4,0654 5,0845 20,0437 %
2,5 % 4,0496 4,9733 18,5740 %
5 % 4,2772 5,0577 15,4321 %
10 % 4,5215 4,9465 8,5919 %
15 % 4,8483 4,9948 2,9320 %
20 % 5,2753 5,0633 -4,1854 %
25 % 5,4848 4,9701 -10,3561 %
Tabla 8.5: Resultados de la prueba 5.
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Pdeath MSE con KF (×10−3) MSE sin KF (×10−3) Mejora KF
0 % 4,2433 4,9886 14,9406 %
1 % 4,3617 5,0267 13,2287 %
2,5 % 4,4506 4,9942 10,8859 %
5 % 4,7456 5,0527 6,0772 %
10 % 4,9455 4,9984 1,0585 %
15 % 5,2354 5,0020 -4,6667 %
20 % 5,3281 4,9950 -6,6673 %
25 % 5,4848 4,9701 -10,3561 %
Tabla 8.6: Resultados de la prueba 6.
8.2.6 Prueba 6: λ3 y Pbirth = 25 %
La tabla (8.6) muestra los resultados para λ3 y Pbirth = 25 %. Al contrario que
en la prueba 5, al emplear Pbirth = 25 % nos aseguramos de que la supuesta no
linealidad que introducimos actue realmente como una no linealidad. El resultado,
en lnea de lo esperado, es que el KF se degrada catastroﬁcamente, tal y como
muestra la tabla 8.6. Para Pdeath= 5 %, la ventaja del KF se ha reducido a mas de
la mitad. Para Pdeath= 10 %, la ventaja del KF es practicamente despreciable. Y
para probabilidades de muerte de trayecto aun mayores, el KF presenta resultados
peores que la estimacion sin KF.
Por el contrario, como en las otras cinco pruebas, los resultados de esta mues-
tran que la estimacion MMSE convencional (sin KF), al no estar basada en ninguna
suposicion de linealidad respecto de instantes anteriores, no presenta ninguna ten-
dencia signiﬁcativa de empeoramiento.
En la ﬁgura 8.7, se muestra el seguimiento de un trayecto durante 50 tramas.
El efecto mas aparente de introducir la no linealidad es que la lnea verde a veces
parece una lnea paralela a la azul, pero desplazada a la derecha. Esto signiﬁca, en
terminos de comunicaciones, que el KF tiene un retardo de al menos un instante para
adaptarse a los saltos. Es en esas transiciones donde el KF presenta un rendimiento
inferior a la estimacion sin KF. Por eso, al aumentar la frecuencia de esas transiciones
(lo que equivale a decir: al aumentar la no linealidad de los movimientos), el KF se
degrada de forma rapida e incluso catastroﬁca.
8.2.7 Conclusiones
De las seis pruebas anteriores, se pueden extraer las siguientes conclusiones:
1) El ﬁltro de Kalman es relativamente robusto a probabilidades bajas
de Pbirth = Pdeath. Esto se debe en parte a que la no linealidad producida por las
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Figura 8.7: Prueba 6. Seguimiento de trayecto con λ3 = 0, 95, Pbirth = 25 % y
Pdeath = 5 %.
transiciones (poco frecuentes) de aparicion/desaparicion de trayectos se ve compen-
sada (y, bajo ciertas condiciones, incluso mas que compensada) por el seguimiento
perfecto del trayecto desaparecido.
2) El ﬁltro de Kalman se degrada rapidamente al introducir compo-
nentes no lineales intensas (en forma de transiciones o saltos frecuentes). Para
los tres parametros λ utilizados, unas probabilidades de Pbirth = 0, 25 y Pdeath = 0, 05
implican que se pierda al menos la mitad de la ventaja del KF.
3) Para probabilidades Pbirth = Pdeath muy altas, la degradacion del KF
es catastroﬁca, esto es, la estimacion MMSE sin KF resulta mejor en terminos de
MSE.
4) La degradacion del KF se concentra en las transiciones. La estimacion
MMSE sin KF es capaz de detectar el salto inmediatamente, mientras que el ﬁltro
de Kalman necesita unos instantes para ponerse a su nivel y completar el salto.
5) Si se desea adaptar el KF a la no linealidad para recuperar su ventaja inicial,
hay que actuar sobre el comportamiento del KF en las transiciones. Es
una consecuencia inmediata de la conclusion anterior.
Los resultados y las conclusiones que de ellos se desprenden (y que sugieren que
el ﬁltrado de Kalman, optimo para problemas lineales, se degrada signiﬁcativamente
en cuanto aparecen componentes no lineales intensas), son coherentes con trabajos
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como [ANG09], donde el ﬁltro de Kalman tambien muestra peores prestaciones que
soluciones similares a la estimacion MMSE sin KF.
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Captulo 9
Simulacion 4: Numero ﬁjo de
trayectos
Escenarios no equivalentes
En este captulo, pretendemos dar respuesta a la siguiente pregunta: ¿un escenario
con nacimiento y muerte de trayectos es equivalente a un escenario con un numero
de trayectos constante, pero menor del esperado? Para ello, ofreceremos un contrae-
jemplo.
9.1 Antecedentes del problema
El problema considerado en la simulacion 3 supona introducir una variacion no solo
en el numero de trayectos sino tambien en cuales de ellos estaban activos en cada
momento. Eso podra suponer una diferencia fundamental respecto del escenario en
el que el numero ﬁjo de trayectos es ﬁjo, aunque menor del esperado a priori. Ahora
bien, antes de la aplicacion de RST, no se haban considerado los problemas que
supone utilizar ﬁltrado de Kalman en entornos de nacimiento y muerte de trayectos;
por el contrario, en varios papers se haba utilizado el escenario de un numero ﬁjo
de trayectos (menor de lo esperado) para dar robustez a su propuesta, asegurando
que seguir menos trayectos activos de lo esperado no supona un gran impacto.
As, por ejemplo, en [YAN02] se considero un estimador de canal multitrayecto
para un numero constante de trayectos. En concreto, el estimador parta de la
hipotesis de que haba cinco trayectos. Los autores demostraban que, aunque solo
hubiera tres, esta falta de adaptacion solo produca una leve degradacion en las
prestaciones del estimador propuesto.
Posteriormente, los autores de [ANG07] aclararon que una situacion en la que hay
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Trayecto muerto MSE con KF (×10−3) MSE sin KF (×10−3) Mejora KF
Trayecto 1 3,5584 5,0032 28,8767 %
Trayecto 2 3,5603 5,0173 29,0389 %
Trayecto 3 3,6138 5,0985 29,1203 %
Tabla 9.1: Mejora del ﬁltro de Kalman cuando uno de los trayectos ha muerto,
λ1 = 0, 999.
un numero de trayectos menor del previsto, pero constante, no tiene por que tener
el mismo comportamiento que una situacion en la que cada trayecto puede morir y
renacer. Sin embargo, hasta la fecha no se ha publicado ninguna demostracion de
este hecho.1
9.2 Objetivo y estructura de la simulacion
Con esta simulacion pretendemos demostrar precisamente que el escenario de un
numero ﬁjo de trayectos es radicalmente distinto del presentado en la simulacion 3.
Para ello, anulamos permanentemente uno de los trayectos y vemos como se com-
porta el banco de ﬁltros de Kalman de la simulacion 3 (todos los demas parametros
seran analogos a la simulacion 3).
En cada prueba de este captulo, hemos realizado tres simulaciones, anulando
sucesivamente cada uno de los trayectos. La simulacion de cada parametro se ejecuto
durante el envo de 10.000 tramas de entrenamiento, manteniendose constante el
parametro λ. Se realizaron tres pruebas distintas para los parametros λ1 = 0, 999,
λ2 = 0, 99 y λ3 = 0, 95, respectivamente. Es decir, compararemos los escenarios de
numero ﬁjo de trayectos vs. muerte y nacimiento de trayectos para los parametros
ya utilizados en el captulo anterior (SNR=10 dB, etc.).
9.3 Resultados y conclusion
Los resultados muestran que si hay activos solamente dos trayectos a pesar de es-
tar dimensionado el banco de ﬁltros de Kalman para tres, no se produce ninguna
degradacion signiﬁcativa en absoluto.
La tabla 9.1 muestra la mejora del ﬁltro de Kalman para λ1 = 0, 999. Como se
puede comprobar, los resultados son indistinguibles de la simulacion con Pbirth =
Pdeath = 0 % indicada en la tabla 8.1. Por tanto, la anulacion de un trayecto no
ha supuesto ninguna degradacion en absoluto, al contrario de lo que supuso la
1Al menos, ninguna que el autor de este PFC conozca.
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Figura 9.1: Seguimiento del primer trayecto cuando el segundo esta muerto, λ1 =
0, 999.
Trayecto muerto MSE con KF (×10−3) MSE sin KF (×10−3) Mejora KF
Trayecto 1 3,6733 5,0005 26,5426 %
Trayecto 2 3,6500 5,0020 27,0290 %
Trayecto 3 3,6390 4,9734 26,8311 %
Tabla 9.2: Mejora del ﬁltro de Kalman cuando uno de los trayectos ha muerto,
λ2 = 0, 99.
introduccion de una dinamica de nacimiento y muerto de trayectos, incluso para
probabilidades bajas.
Las ﬁguras 9.1, 9.2 y 9.3 muestran el seguimiento multitrayecto a lo largo de las
10.000 secuencias de entrenamiento enviadas. La escala hace imposible ver la lnea
azul (canal real), que se puede intuir aproximadamente en el centro de las envolventes
verde (seguimiento con KF) y roja (seguimiento sin KF). Como se puede observar,
el hecho de que haya solamente dos trayectos activos no supone ninguna diﬁcultad
anadida para el seguimiento.
La tabla 9.2 muestra los resultados de la simulacion para λ2 = 0, 99. Nuevamente,
resultan indistinguibles del respectivo caso con con Pbirth = Pdeath = 0 % indicado
en la tabla 8.3, salvo quizas por ser algo mas favorables al ﬁltrado de Kalman (lo
cual se explica por la autocorrelacion absoluta en el tiempo del trayecto muerto).
94
Figura 9.2: Seguimiento del segundo trayecto (muerto), λ1 = 0, 999.
Figura 9.3: Seguimiento del tercer trayecto cuando el segundo esta muerto, λ1 =
0, 999.
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Trayecto muerto MSE con KF (×10−3) MSE sin KF (×10−3) Mejora KF
Trayecto 1 4,0575 5,0239 19,2361
Trayecto 2 4,0151 5,0010 19,7134
Trayecto 3 3,9959 4,9275 18,9065
Tabla 9.3: Mejora del ﬁltro de Kalman cuando uno de los trayectos ha muerto,
λ3 = 0, 95.
La tabla 9.3 muestra los resultados de la simulacion para λ3 = 0, 95. Dado que
la diferencia entre la autocorrelacion absoluta en el tiempo (λ = 1) del trayecto
muerto y la autocorrelacion de los trayectos activos (λ3 = 0, 95) es ahora mayor, los
resultados son aun mas favorables al ﬁltrado de Kalman (comparese con el respectivo
caso de Pbirth = Pdeath = 0 % indicado en la tabla 8.5).
Por consiguiente, se demuestra que tener un numero constante de trayectos con-
stituye una situacion completamente distinta a la de tener nacimiento y muerte de
trayectos. Esto sugiere que incorporar el comportamiento estocastico de nacimiento
y muerte de trayectos resulta una tarea ineludible para la ingeniera de comunica-
ciones moviles OFDM.
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Captulo 10
Conclusiones
El trabajo realizado nos ha permitido comprender mucho mejor el estado actual
de la tecnologa y las dinamicas de nacimiento y muerte de trayectos, as como
las posibilidades de seguimiento de canales no lineales en comunicaciones moviles
OFDM.
10.1 Revision de objetivos
El objetivo principal consista en simular el seguimiento de canales no lineales
en comunicaciones moviles OFDM, y, concretamente, simular el seguimiento,
mediante bancos de ﬁltros de Kalman, de canales sometidos a una dinamica de
nacimiento y muerte de trayectos, dentro de un entorno OFDM. Este objetivo se
ha cumplido despues de una exhaustiva revision de los antecedentes, simulando, de
manera modular, distintos aspectos del seguimiento de canales en comunicaciones
moviles OFDM. Uno de los requisitos que nos establecimos fue que esta simulacion
deba realizarse bajo una serie de escenarios con distinta intensidad de la componente
no lineal, para calibrar hasta que punto de no linealidad el ﬁltro de Kalman resiste
con prestaciones aceptables. El analisis del seguimiento, segun razonabamos, nos
aportara informacion muy valiosa sobre las limitaciones de las tecnicas actuales.
En efecto, as ha sido. Hemos simulado el seguimiento de canales bajo distintos
escenarios (numero ﬁjo de trayectos, muerte y nacimiento de trayectos) y distintas
intensidades de la componente no lineal (distintas probabilidades de nacimiento y
muerte de trayectos, lo cual se traduce en mayores o menores periodos relativos de
transicion). La simulacion 3, en concreto, ha delimitado claramente el espacio en el
que se puede utilizar KF y el espacio en el que habra que recurrir a tecnicas alterna-
tivas que aborden la no linealidad. Ademas, se ha realizado un analisis crtico de los
antecedentes en el captulo 5. El conjunto de estos trabajos podra constituir una
97
base suﬁciente para investigar nuevos enfoques al seguimiento de las no linealidades
en comunicaciones moviles OFDM (vease el apartado 10.2, Perspectivas a explorar
en trabajos futuros).
Comenzamos este PFC asegurando que para la consecucion del objetivo anteri-
ormente expuesto sera necesario realizar las siguientes tareas u objetivos secun-
darios (cuya consecucion ahora revisamos):
 Analizar y deﬁnir el modelo OFDM y los modelos de evolucion de
ganancia de trayecto que se utilizaran en el sistema. Partiendo de
un modelo general de OFDM (captulo 2), hemos realizado una simpliﬁcacion
adaptada a los ﬁnes de este proyecto y hemos planteado un diseno de imple-
mentacion (captulo 7). De manera analoga, hemos estudiado el modelo de
Gauss-Markov lineal en el captulo 6 para aplicarlo como generador de ganan-
cias de trayecto.
 Analizar el ﬁltrado de Kalman y deﬁnir un algoritmo de estimacion
basado en ﬁltrado de Kalman para realizar el seguimiento de trayectos que
sigan una evolucion de Gauss-Markov lineal, tanto para el caso monotrayecto
como para el caso multitrayecto/OFDM. Este objetivo se ha cumplido exhaus-
tivamente con la exposicion teorica y analisis de antecedentes del captulo 3 y
la deﬁnicion del algoritmo de estimacion, pseudocodigo incluido, en el captulo
6. Todas nuestras simulaciones han integrado el ﬁltrado de Kalman.
 Implementar una simulacion de un seguimiento monotrayecto en el
que la ganancia de canal evolucione segun un modelo de Gauss-Markov lineal
y la estimacion se realice mediante un ﬁltro de Kalman. Este objeivo se ha
cumplido en la simulacion 1 (captulo 6), que nos demostro que el ﬁltro de
Kalman mejoraba1 la estimacion MMSE sin KF en torno al 16 %.
 Implementar una simulacion de un seguimiento multitrayecto en el
que cada ganancia de canal evolucione segun un modelo de Gauss-Markov
lineal y la estimacion se realice mediante un banco de ﬁltros de Kalman. Este
objetivo se ha cumplido en la simulacion 2 (captulo 7), que nos demostro que
el banco de ﬁltros de Kalman mejoraba el seguimiento multitrayecto tambien
en torno al 16 %.
 Analizar y deﬁnir un modelo de comportamiento estocastico de
nacimiento y muerte de trayectos. Hemos cumplido este objetivo: nue-
stro modelo, simetrico, con probabilidades de nacimiento Pbirth y muerte Pdeath
1En el sentido de reducir el MSE adicionalmente respecto del MSE de la estimacion sin KF.
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identicas, se ha introducido en la simulacion 3 (captulo 8) y nos ha permi-
tido calibrar la no linealidad de la simulacion para establecer en que punto la
degradacion del ﬁltro de Kalman pasaba a ser catastroﬁca.
 Implementar una simulacion de un seguimiento multitrayecto en
el que cada ganancia de canal evolucione no solo segun un modelo lineal-
gaussiano, sino tambien segun una componente no lineal de nacimiento
y muerte de trayectos; la simulacion incluira un computo de las prestaciones
reductoras del error cuadratico medio que presenta el ﬁltro de Kalman para
una larga serie de valores de intensidad de la no linealidad (asociados a los
parametros Pbirth y Pdeath, probabilidades de nacimiento y muerte de trayecto,
respectivamente). Hemos cumplido este objetivo en la simulacion 3 (captulo
8), donde demostramos que, para una componente no lineal poco intensa
(probabilidades de nacimiento o muerte en torno al 2,5 %), el ﬁltro de Kalman
poda seguir utilizandose, aun con prestaciones reducidas. Sin embargo, rapi-
damente sus prestaciones se degradaban, especialmente si los periodos de
inactividad del trayecto muerto eran cortos; bajo ciertas circunstancias, la
degradacion era catastroﬁca y la estimacion sin KF obtena mejores resulta-
dos.
 Implementar una simulacion de un seguimiento multitrayecto en el
que el numero de trayectos activos sea constante pero inferior al pre-
visto (inferior a la dimension del banco de ﬁltros). Este objetivo se cumplio
al implementar este escenario en la simulacion 4 y demostrar, mediante un
claro contraejemplo, que no se pueden equiparar los escenarios de nacimiento
y muerte con los escenarios de un numero de trayectos activos constante, pero
menor del esperado. En este ultimo caso, no existe degradacion de las presta-
ciones del KF, sino, en funcion de los parametros, incluso una leve mejora.
Esto muestra que las situaciones mencionadas no son equiparables.
Por consiguiente, hemos cumplido todos los objetivos que nos habamos planteado
al iniciar este PFC. Ademas, cabe resaltar que el conocimiento adquirido nos ha per-
mitido abordar las tecnicas actuales desde una perspectiva crtica y puede permitir
plantear un nuevo enfoque al problema, como sugiere el siguiente apartado.
10.2 Perspectivas a explorar en trabajos futuros
Este trabajo es un punto de partida para una investigacion mas profunda en el
seguimiento de canales no lineales en comunicaciones moviles OFDM. Existe mucho
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camino por recorrer y los desafos no son triviales. A continuacion, se exponen una
serie de ideas para ampliar esta investigacion y abordar el problema desde nuevas
perspectivas.
10.2.1 Resolucion ad hoc del problema no lineal
Dado que la evidencia sugiere intensamente que la hipotesis de linealidad-gaussianidad
resulta practica en la mayora de las situaciones, y dado que los propios estudios
[ANG07, ANG09] sugieren que el problema se puede dividir en dos componentes
de naturaleza separable, una lineal y otra no lineal (como demuestra el hecho de
que el mejor estimador en las simulaciones sea GMAP-III, que primero clasiﬁca los
trayectos segun su componente no lineal, y luego realiza un seguimiento esencial-
mente analogo al de KF para cada trayecto), la solucion podra pasar por simpliﬁcar
el problema de tal manera que la componente lineal se siga estimando con KF y la
componente no lineal (p. ej. en nuestro caso, la muerte y el nacimiento de trayectos)
se detecten inmediatamente mediante algun mecanismo ad hoc desarrollado a partir
de un cierto modelo de nacimiento y muerte de trayectos.
El sistema resultante sera una especia de bancos de ﬁltros de Kalman, cada
uno de los cuales estara asociado a un interruptor ad hoc. Cuando ese interruptor
detecta que el trayecto muere, directamente apagara el ﬁltro asociado y se llevara
la ganancia de trayecto estimada a cero. Cuando se detectara un nuevo nacimiento,
directamente se encendera el ﬁltro asociado y comenzara un nuevo seguimiento
mediante KF. La ventaja de este metodo, aparte de su caracter manejable, practico
y su coste computacional posiblemente mucho mas bajo, reside tambien en que
permitira abordar dinamicas de nacimiento y de muerte de trayectos mas realistas
(p. ej. nacimiento y muerte paulatinos de los trayectos, y no inmediatos como
hasta ahora; probabilidades de nacimiento y muerte cambiantes segun un modelo
de estados de Markov, etc.).
Necesariamente, este algoritmo, para que sea computacionalmente sencillo, tendra
que basarse en una serie de caractersticas especﬁcas del modelo simpliﬁcado de
nacimiento y muerte de trayectos. Sin embargo, las simulaciones y el estudio de los
antecedentes presentados en este PFC respaldan esta propuesta de estudio.
10.2.2 Elementos que aportan realismo adicional
Si se consigue algun algoritmo como el propuesto en el apartado precedente, se
podran abordar dinamicas de nacimiento y muerte mas ricas en detalles. Por ejem-
plo, cabe la posibilidad de que, en mediciones reales, los datos encajen bien con un
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modelo de estados de Markov en el que la probabilidad de nacimiento o muerte de
trayecto dependa del estado actual del escenario. (Por poner un ejemplo sencillo
que clariﬁque este punto: existen trabajos, como [CHO03], que demuestran, sobre
mediciones reales, que la probabilidad de que muera un trayecto es mayor cuando
acaba de morir otro trayecto, porque el efecto puede tener una causa comun que se
muestre con retardo en funcion del trayecto).
10.2.3 Aleatorizacion adaptativa bajo incertidumbre del com-
portamiento estocastico del canal
La aplicacion de RST al seguimiento de canales no lineales ha partido de un conocimiento
preciso y cierto de la dinamica del canal y, en concreto, de la probabilidad de
nacimiento y muerte. Sin embargo, en la realidad, uno no puede suponer certidum-
bre absoluta al respecto. En ese sentido, actualmente el estimador basado en RST
sufre de una sobreadaptacion a un parametro en el que pone excesiva conﬁanza.
Sera mas razonable explorar algoritmos que aleatorizaran (como metodo para rep-
resentar la incertidumbre) el parametro a partir del cual detectar el nacimiento y la
muerte del trayecto. De esta manera, si en vez de un solo punto, nos encontraramos
ante una distribucion de probabilidad, bien sea una uniforme en un intervalo, o bien
una gaussiana truncada por los lados, etc. obtendramos un algoritmo mas ﬂexi-
ble y que probablemente funcionara mejor en escenarios reales. (La idea es que el
seguimiento no se haga partiendo de un 5 % de probabilidad de nacimiento o muerte,
sino de una gama continua de valores posibles con distinta ponderacion).
10.2.4 Nacimiento y muerte paulatinos del canal
Las simulaciones presentadas hasta ahora, incluidas las del presente trabajo, partan
de que el canal naca y mora inmediatamente, sin avisar. Existen otros modelos,
que podran ser mas realistas, en los que la desaparicion y la reaparicion del canal
son paulatinas, siguiendo determinadas funciones. Incorporar estos modelos podra
abrir una perspectiva mas adaptada a la practica de la estimacion en entornos reales.
En este sentido habra que considerar tambien las ventajas y los inconvenientes de
utilizar distintas funciones sintetizadas para representar la dinamica de nacimiento
y muerte, como las presentadas en [FLE96, JAK14].
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Captulo 11
Presupuesto
El presente PFC ha sido planiﬁcado y presupuestado en detalle. En concreto, la
planiﬁcacion del proyecto se ha realizado por etapas con hitos claramente deﬁnidos,
as como con relaciones de precedencia (para el diagrama PERT). A continuacion, se
presentan un resumen de la planiﬁcacion y un estudio de los costes asociados a este
proyecto de seguimiento de canales no lineales en comunicaciones moviles OFDM.
11.1 Tareas y diagrama PERT
En primer lugar, se presenta la descripcion de todas las tareas (etapas) de las que
consta el presente proyecto, as como su duracion (se han considerado 20 das de
trabajo al mes). El diagrama PERT, que engloba todas estas tareas y en el que
se especiﬁcan las relaciones de precedencia entre ellas as como el camino crtico,
se puede encontrar al ﬁnal de este apartado. La lnea de tareas es la siguiente (no
necesariamente en orden de realizacion):
Estudio de los antecedentes (T1). Consiste en el estudio de los avances
realizados en la ultima decada en torno a la aplicacion de ﬁltrado de Kalman en
entornos de comunicaciones moviles OFDM as como los avances en el modelado
de no linealidades como el nacimiento y la muerte de trayectos y en el seguimiento
de estas no linealidades mediante la aplicacion de Teora de Conjuntos Aleatorios y
metodos de Monte Carlo Secuencial1, as como la exposicion detallada de un modelo
RST para OFDM (Apendice A). Duracion estimada de la tarea: dos meses.
1A primera vista, podra parecer exagerada la necesidad de estudiar tan diferentes avances,
especialmente si, como en el caso de la Teora de Conjuntos Aleatorios, luego no han sido imple-
mentados en simulaciones dentro de este PFC. Sin embargo, este estudio exhaustivo ha resultado
fundamental tanto para establecer claramente que es lo que se necesitaba investigar en este ambito
como para comparar, con cierto juicio crtico, las distintas alternativas existentes para abordar las
no linealidades en canales OFDM.
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Figura 11.1: Red PERT y diagrama de barras de las tareas
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Elaboracion de la memoria sobre los antecedentes (T2). Consiste en la
redaccion, dentro de esta memoria, de las secciones que abordan los antecedentes.
Esto incluye practicamente todo lo referido a la explicacion teorica de los modelos
OFDM (captulo 2), ﬁltrado de Kalman (captulo 3), seguimiento de canal en sis-
temas no lineales (captulo 4) y nuestro analisis crtico sobre el estado del arte en
estos ambitos (captulo 5). Duracion estimada de la tarea: un mes.
Diseno del sistema (T3). Consiste en la deﬁnicion detallada de las simula-
ciones a realizar, seleccionando las caractersticas de los modelos subyacentes y sus
parametros. Incluye la redaccion del pliego de requisitos, la eleccion de la plataforma
de desarrollo y el diseno de los modulos informaticos, y la resolucion de los problemas
tecnicos globales de diseno. Duracion estimada de la tarea: un mes.
Implementacion de la simulacion 1 y redaccion de su memoria (T4).
Incluye la implementacion de la simulacion 1 (seguimiento de un canal monotrayecto
conforme a un modelo de Gauss-Markov lineal mediante un ﬁltro de Kalman) y
la elaboracion de la correspondiente memoria con explicacion teorica y resultados
(captulo 6). Duracion estimada de la tarea: un mes.
Implementacion de la simulacion 2 y redaccion de su memoria (T5).
Incluye la implementacion de la simulacion 2 (seguimiento de un canal multitrayecto,
con trayectos que siguen un modelo de Gauss-Markov lineal, mediante un banco de
ﬁltros de Kalman) y la elaboracion de la correspondiente memoria con explicacion
teorica y resultados (captulo 7). Duracion estimada de la tarea: un mes.
Implementacion de la simulacion 3 y redaccion de su memoria (T6).
Incluye la implementacion de la simulacion 3 (seguimiento de un canal multitrayecto,
con trayectos que siguen un modelo de Gauss-Markov lineal con una dinamica es-
tocastica de nacimiento y muerte de trayectos, mediante un banco de ﬁltros de
Kalman, y comparacion de resultados para una serie de valores del parametro
Pbirth = Pdeath), as como la elaboracion de la correspondiente memoria con ex-
plicacion teorica y resultados (captulo 8). Duracion estimada de la tarea: dos
meses.
Implementacion de la simulacion 4 y redaccion de su memoria (T7).
Consiste en la implementacion de la simulacion 4 (seguimiento de un canal con un
numero de trayectos constante, pero menor del esperado, para tratar de responder
a la pregunta: ¿Un escenario con nacimiento y muerte de trayectos es equivalente
a un escenario con un numero de trayectos constante, pero menor del esperado?),
la valoracion de los resultados y la elaboracion de la correspondiente memoria con
explicacion teorica y resultados (captulo 9). Duracion estimada de la tarea: un
mes.
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Revision y modiﬁcaciones (T8). Consiste en la revision, idealmente por
otro ingeniero2, de los resultados, la deteccion de errores y la realizacion de las
modiﬁcaciones pertinentes en los modulos implementados y en la memoria. Esta
etapa de revision requiere haber completado todas las tareas anteriores puesto que
solo as se tienen todos los elementos de juicio para encontrar todos los errores,
incluso los mas sutiles. Duracion estimada de la tarea: un mes.
Elaboracion ﬁnal de la memoria completa (T9). Consiste en la redaccion
de la memoria completa, revisando e integrando los modulos redactados en las tareas
T2, T4, T5, T6, T7 y T8, proporcionando un guion y una notacion matematica
uniformes, as como redactando los captulos restantes (incluido el captulo 10, de
conclusiones y trabajos futuros, y este captulo 11, con el presupuesto). Duracion
estimada de la tarea: un mes.
La suma total de duraciones de las tareas asciende a 11 meses, y el camino crtico
permite terminar el proyecto (simultaneando tareas) en 8 meses.
11.2 Presupuesto de costes
Una vez realizada la planiﬁcacion del proyecto, pasamos a calcular los costes (ma-
teriales y de personal) asociados.
11.2.1 Costes materiales
En la siguiente tabla se presentan los costes materiales:
Componente Coste total Coste asociado
Conexion internet ADSL 320 ¿ 160 ¿
Portatil Aspire V 2,0 GHz (incluye Windows) 800 ¿ 400 ¿
Libros tecnicos 200 ¿ 200 ¿
Lyx / Matlab estudiantes 42,35 ¿ 0 ¿
Total 2542,35 ¿ 760 ¿
A continuacion, desglosamos cada uno de los costes, justiﬁcando el importe aso-
ciado al proyecto.
Conexion Internet ADSL: la conexion a internet ha sido necesaria a lo largo
de todo el proyecto, desde las etapas de busqueda de informacion sobre los an-
tecedentes (especialmente la busqueda de papers), pasando por las de diseno y pro-
gramacion, correccion de errores en Matlab, descarga de software gratuito, etc. hasta
la redaccion ﬁnal de la memoria. El coste de la conexion ha sido de 40 ¿ mensuales
2En nuestro caso, las tutoras resultaron fundamentales para detectar errores, que, como en
todo emprendimiento humano, los hubo y llevo su tiempo corregirlos.
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durante ocho meses. Sin embargo, asociamos a este proyecto solo el 50 % de ese
coste: 160 ¿.
Portatil Aspire V 2,0 GHz: portatil utilizado en todas las etapas del PFC.
Incluye un sistema operativo Windows y una seleccion de herramientas. Su coste
total viene a ser de 800 ¿, e imputamos a este proyecto el 50 % del coste: 400 ¿.
Libros tecnicos: aunque la biblioteca de la Universidad Carlos III ha permitido
la consulta de mucho material, ha sido necesario comprar un par de libros tecnicos
(An Introduction to Random Sets, de Nguyen, y Particle Filters for Random Set
Models, de Ristic) para comprender mejor el estado actual de la tecnologa en torno
a ﬁltros de partculas y Teora de Conjuntos Aleatorios. Imputamos a este proyecto
el 100 % del coste.
Lyx / Matlab de estudiantes: Lyx es la herramienta gratuita de creacion
de textos en Latex con la que se ha redactado esta memoria. Explicitamos este
componente de coste nulo para enfatizar la importancia de utilizar software gratuito.
La version para estudiantes de Matlab cuesta 42,35 ¿, pero ya tenamos la licencia
anteriormente, por lo cual su coste asociado al PFC es nulo.
La suma de los costes materiales asociados a este proyecto asciende a 760 euros.
11.2.2 Costes de personal
Los costes de personal del proyecto coinciden con los salarios del personal necesario
para la realizacion de todas y cada una de las etapas del proyecto. Todas las tareas
resenadas en la planiﬁcacion PERT requieren para su realizacion de una categora
profesional equivalente a Ingeniero Tecnico de Telecomunicaciones, con especialidad
en Sistemas de Telecomunicacion. En el mercado libre espanol, los salarios a tiempo
completo para esa categora profesional oscilan, grosso modo, entre 18.000 y 35.000
euros3. El siguiente calculo se basa en un salario bruto anual de 26.500 euros4 y unos
gastos asociados (Seguridad Social, etc.), a cargo de la empresa, del 25 % adicional.
As el coste salarial para la empresa (CSE) anual sera:
CSE = 26.500× 1, 25 = 33.125¿
3Fuente: Infojobs
4Este salario nos permite inferir una experiencia de unos 3 anos en tareas relacionadas, y una
capacidad y talento suﬁcientes para terminar con exito este PFC.
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Dado que este proyecto requiere, por planiﬁcacion, de once meses de trabajo5 como
ingeniero tecnico, el coste de personal (CP) asociado al proyecto asciende a:
CP = CSE × 11/12 = 30.365¿ (11.1)
11.2.3 Costes totales
Sumando ambos grupos de costes anteriormente calculados, de material (760 euros)
y de personal (30.365 euros), aﬁrmamos que el presupuesto total de este proyecto
asciende a 31.125 euros (TREINTA Y UN MIL CIENTO VEINTICINCO EUROS).
Fdo.: Diego Mendez Romero, ingeniero tecnico proyectista
5Ocho meses de un ingeniero tecnico A y tres meses de un ingeniero tecnico B, con cualiﬁcacion
similar, para las tareas que se simultanean.
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Apendice A
Un modelo de canal multitrayecto
basado en RST
En este anexo, se desarrollara un modelo para el canal multitrayecto aplicando la
Teora de Conjuntos Aleatorios (o RST, del ingles Random Set Theory) o Estadstica
de Conjuntos Aleatorios Finitos, y se deduciran las expresiones matematicas de
los estimadores bayesianos convenientes bajo la suposicion de un sistema OFDM
con varias subportadoras piloto. Tambien se describira su posible implementacion
practica.
En todo el siguiente desarrollo, estaremos siguiendo el razonamiento pionero
de [ANG07]. Por tanto, mas alla de intentar mejorar la claridad de la exposicion
y presentarla en lengua espanola, la originalidad del planteamiento se debe a los
autores de ese paper, cuya notacion tambien seguiremos.
A.1 Planteamiento del problema
Empecemos por plantear el problema: consideremos un sistema OFDM que emplea
K subportadoras ortogonales: N subportadoras, que ocupan la parte central del
espectro, se utilizan para transmision, mientras que K −N subportadoras ubicadas
en los lmites se ponen a cero con el ﬁn de evitar la interferencia fuera de banda. El
ﬂujo de datos, despues de la conversion de serie a paralelo, se particiona en bloques
de longitud Ninf , al tiempo que Npt = N − Ninf smbolos pilotos se entremezclan
o barajean uniformemente con los datos (interleaving) para permitir la estimacion
del canal: el sistema de modulacion resultante sera una malla de tiempo-frecuencia
en la cual unas subportadoras (unas lneas de puntos en la malla) se dedicaran
exclusivamente a datos y otras subportadoras (otras lneas de puntos en la malla)
se dedicaran exclusivamente a hacer de pilotos.
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Asumiendo, sin perdida de generalidad, que las contribuciones de los ﬁltros de
transmision y recepcion pueden ser compensadas y denominando como im, con
m = 1, ..., Npt, el ndice de la m-esima subportadora piloto y por p el intervalo
de senalizacion, la senal observada, que sera procesada para realizar la estimacion
del canal, se puede expresar en forma vectorial (segun [YAN01]) como:
yp = DpFphp + zp (A.1)
donde
yp es un vector [yp,i1 , ..., yp,iNpt ]
T cuyos elementos yp,ikrepresenta la muestra
de la observacion de la k-esima subportadora piloto en el instante p
Dp es una matriz diagonal diag(dp,i1 , ..., dp,iNpt ) cuyos elementos diagonales
dp,ik estan formados por los datos de entrenamiento de la subportadora
k-esima en el instante p
zp es un vector [zp,i1 , ..., zp,iNpt ]
T cuyos elementos zp,ikrepresentan el ruido
aditivo gaussiano y complejo de media cero con varianza σ2z
hp es el vector [h1(pTs), ..., hL(pTs)(pTs)]
T de las ganancias complejas hl(pTs)
del trayecto l-esimo en el instante p, y
Fp es una matriz de elementos {Fp}m,l = e−j2piim
τl(pTs)
NT para m = 1, ..., Npty
l = 1, ..., L(pTs), siendo L(pTs) el numero de trayectos activos y τl(pTs)
el retardo del trayecto l-esimo durante el intervalo p-esimo.
Nota: T representa el intervalo de muestreo y Ts la duracion temporal de un smbolo
OFDM. Hay que tener en cuenta que Ts = NT+Tg, donde Tg es el tiempo de guarda.
Si la dispersion por retardo (delay spread) debida a la multiplicidad de trayectos es
menor que el tiempo de guarda, la subportadora n-esima en el instante p experimenta
un desvanecimiento plano en el dominio de la frecuencia, con el coeﬁciente Hp,n
expresado como
Hp,n =
L(pTs)∑
l=1
hl(pTs)e
−j2pin τl(pTs)
NT (A.2)
Una vez explicitadas la expresion de la senal piloto recibida y la malla con el
patron de smbolos del sistema OFDM planteado, estamos en condiciones de formu-
lar el problema de la manera siguiente: dadas las observaciones (A.1), y un modelo
para la evolucion de la respuesta del canal, determnese un estimador causal para
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hp, sobre la base de {y1:p}, las observaciones disponibles hasta el intervalo p, y que
incorpore toda la informacion a priori sobre el comportamiento del canal.
A.2 Enfoque tradicional (previo a la aplicacion de
RST)
Segun [ANG07], un enfoque tradicional para resolver el problema enunciado en
el parrafo precedente consiste en suponer que el vector a estimar tiene una lon-
gitud constante Lma´x, correspondiente al numero maximo de trayectos, e imple-
mentar recursiones bayesianas para obtener estimas de la secuencia de vectores
[h1(pTs), ..., hLma´x(pTs)]
T . La desaparicion de un trayecto dara como resultado un
cero en la entrada vectorial correspondiente. En realidad, esa es la teora si los es-
timadores fueran perfectos, pero habra que partir de cierto margen de error debido
a que la convergencia al cero no es inmediata). A pesar de ese inconveniente, la
gran ventaja de este enfoque reside en que se podra aplicar el ﬁltrado de Kalman,
bien en su forma habitual (si el factor de cada trayecto evoluciona segun un modelo
gaussiano lineal o asimilable), o bien en su forma extendida (si el modelo presentara
suﬁciente no linealidad como para justiﬁcarlo). As, por ejemplo, se podra aplicar
el esquema presentado en [YUA03].
En cambio, la aplicacion de la Teora de Conjuntos Aleatorios (o RST, por Ran-
dom Set Theory), permitira construir un estimador (calculable en un solo paso) de
los trayectos activos; un estimador que incorporara toda la informacion disponible
referente a la evolucion del canal.
A.3 Enfoque basado en RST
El problema, antes expuesto, de obtener ese estimador, es muy proximo concep-
tualmente a problemas que se haban resuelto anteriormente en el contexto de
seguimiento multi-objetivo en aplicaciones de radar (y en otras aplicaciones, princi-
palmente de caracter militar), as como en el contexto de la deteccion multiusuario
o multilocutor ([MA_06]).
En [ANG07], y, con pocas variaciones, nuevamente en [ANG09], se presento
el modelo RST para el caso en el que los multiples trayectos del canal tuvieran
retardos equiespaciados (el llamado modelo de canal TDL o Tapped Delay Line),
que describimos a continuacion.
Denotese por H(k)p el siguiente conjunto aleatorio, que puede estar formado por
un solo elemento o vaco [GOO97, MAH03]:
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H(k)p =
{∅} si el trayecto k no esta´ presente{h(k)p } = {[k, a(k)p ]T} si el trayecto k esta´ presente (A.3)
En nuestra notacion, a
(k)
p es la ganancia compleja multitrayecto k-esima (o sea,
del trayecto k-esimo del canal multitrayecto) en el momento p. La realizaciones del
canal en el instante p quedan, por tanto, descritas totalmente por el conjunto
Hp =
Lma´x⋃
k=1
H(k)p (A.4)
que constituye un conjunto aleatorio en el espacio hbrido {1, ..., Lma´x} ×C. Un
espacio hbrido es el equivalente conceptual a un espacio producto cuando, en vez
de espacios metricos, lo que tenemos son espacios de conjuntos aleatorios. Para
el lector interesado en entender los detalles sobre las diferencias entre los concep-
tos asociados a espacios metricos (medidas, integrales, probabilidad, etc.) y los
conceptos duales generalizados a cualquier espacio de conjuntos aleatorios, se re-
comienda encarecidamente (no sin advertir de su complejidad) consultar las ex-
plicaciones de [MAH03, GOO97, NGU06] y, sobre todo, [VIH04], por su caracter
eminentemente lectivo y su facilidad para combinar el (suﬁciente, a nuestros efectos)
rigor matematico con la claridad de la exposicion y los ejemplos practicos.
Dado, por tanto, que ese espacio hbrido es mas o menos como un espacio
producto de espacios metricos normales, tambien podemos deﬁnir sobre espacio
hbrido unas aplicaciones de proyeccion. La idea, explicada en terminos llanos,
consiste en que hemos deﬁnido un espacio de coordenadas en el que una coordenada
sera el numero de trayecto (p. ej. 2 para el segundo trayecto) y otra coordenada sera
la ganancia compleja vigente en ese trayecto (p. ej., 0, 5+0, 2i). Por tanto, un canal
en un determinado instante podra quedar determinado por los numeros asociados
a sus trayectos activos (p. ej., 1, 3 y 4) y las respectivas ganancias complejas.
En terminos matematicos, si queremos obtener solamente uno de esos dos gru-
pos de coordenadas (bien los trayectos activos o bien las ganancias complejas), es-
taramos haciendo una proyeccion, similar a la proyeccion sobre el eje X de un punto
en el plano complejo. Esas proyecciones, los conjuntos aleatorios pi(Hp) y pi′(Hp),
que denotan las proyecciones de Hp sobre {1, ..., Lma´x} y sobre C, respectivamente,
adoptan la siguiente forma:
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pi(Hp) =
⋃
k:H(k)p 6=∅
{k} (A.5)
pi′(Hp) =
⋃
k∈pi(H(k)p )
{a(k)p } (A.6)
Si Sp denota el conjunto de trayectos que sobreviven (con S de superviviente o
survivor) del instante p − 1 al instante p, y Bp es el conjunto de trayectos recien
nacidos (con B, del ingles born), entonces tenemos:
Hp = Sp ∪ Bp (A.7)
Las restricciones de (A.5) y (A.6):
pi(Hp−1) ∩ pi(Bp) = ∅ (A.8)
pi(Sp) ⊆ pi(Hp−1) (A.9)
reﬂejan los hechos de que ningun componente que este activo en el momento
n − 1 puede pasar al conjunto de trayectos nuevos, y de que los trayectos que
sobreviven en el instante p son un subconjunto de los activos en el instante p −
1. Para simpliﬁcar el desarrollo, podramos suponer que solo puede nacer, como
maximo, un nuevo trayecto en cada instante. Esta simpliﬁcacion se realiza, p.
ej. en [ANG07, ANG09, MA_06], y en nuestro caso supone deﬁnir el conjunto de
trayectos nuevos (recien nacidos) como:
Bp =
{[l, a
(l)
p ]T} con probabilidad Pbirth
∅ con probabilidad 1− Pbirth
(A.10)
con l ∈ {1, ..., Lma´x}\pi(Hp−1), y Pbirth la probabilidad de que nazca un nuevo
trayecto. (Nota: esta simpliﬁcacion no es un requisito fundamental para aplicar
RST, pero, como su propio nombre sugiere, simpliﬁca bastante las cosas1). Apli-
cando esta informacion, podemos calcular la densidad de probabilidad condicionada:
1La simpliﬁcacion es asumible en la practica totalidad de los casos utiles. Piensese que, para
una probabilidad de nacimiento del 5 % (un nacimiento cada 20 muestras de media) y un numero
de trayectos Lma´x = 3, la probabilidad de que nazca mas de un trayecto es de 0, 05 × (0, 05 ×
0, 95+0, 95× 0, 05) = 0, 00475. Por tanto, la simpliﬁcacion falla en menos del 0,5 % de las veces y,
en cualquier caso, la unica consecuencia negativa que cabra esperar de este fallo es que produzca
un retraso de una muestra en la identiﬁcacion de cada trayecto adicional nacido simultaneamente.
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fBp|Hp−1(Bp|Hp−1) =

Pbirthfa(l)p (a
(l)
p ) si Bp = {[l, a(l)p ]T}
1− Pbirth si Bp = ∅
0 si |Bp| > 1
(A.11)
donde l ∈ {1, ..., Lma´x}\pi(Hp−1), y fa(l)p (a
(l)
p ) es la funcion de densidad de prob-
abilidad de la ganancia del trayecto l-esimo en el instante p. De manera analoga,
podemos obtener:
Sp =
⋃
k
S(k)p (A.12)
con
S(k)p =
∅ con probabilidad Pdeath{h(k)p } con probabilidad 1− Pdeath (A.13)
donde Pdeath es la probabilidad de que desaparezca un trayecto activo (proba-
bilidad de muerte). Suponiendo que los distintos trayectos sobreviven o mueren de
manera independiente (respecto de los demas), tenemos las siguientes propiedades:
 La funcion de densidad de probabilidad condicional del conjunto aleatorio Sp
dado Hp−1 puede deducirse de la convolucion generalizada de las funciones
de densidad de probabilidad de los conjuntos aleatorios S
(k)
p [MA_06, BIG06,
ANG07]:
fSp|Hp−1(Sp|Hp−1) = P |Hp−1|−|Sp|death (1− Pdeath)|Sp|
∏
l∈pi(Sp)
f
a
(l)
p |a(l)p−1
(a(l)p |a(l)p−1)
(A.14)
donde Sp ⊆ Hp−1, y fa(l)p |a(l)p−1(a
(l)
p |a(l)p−1) es la densidad de transicion que describe la
evolucion de las ganancias de los trayectos supervivientes.
 Las secuencias de conjuntos aleatorios Sp y Bp son condicionalmente indepen-
dientes dado Hp−1.
 (Hp)∞p=1 forma una secuencia de Markov.
Por consiguiente, la densidad de transicion fHp|Hp−1(Hp|Hp−1) puede determinarse a
su vez por medio de la formula de convolucion generalizada, la cual, al especiﬁcarse
para el escenario actual, da como resultado [BIG06, ANG07]:
fHp|Hp−1(Hp|Hp−1) = fSp(Hp ∩Hp−1)fBp(Hp\(Hp ∩Hp−1)|Hp−1) (A.15)
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El paso basico para obtener estimaciones causales de la secuencia de conjuntos
aleatorios (Hp)∞p=1 sobre la base de las observaciones y1:p es la implementacion de
recursiones bayesianas [MAH03] de la forma:
fHp|y1:p−1(Hp|y1:p−1) =

fHp|Hp−1(Hp|Hp−1)fHp−1|y1:p−1(Hp−1|y1:p−1)δHp−1 (A.16)
fHp|y1:p(Hp|y1:p) ∝ fyp|Hp(yp|Hp)fHp|y1:p−1(Hp|y1:p−1) (A.17)
Llegados a este punto, hay que recordar que estamos trabajando con espacios de
conjuntos aleatorios generalizados, y no con espacios metricos convencionales. Por
este motivo, las integrales no son las convencionales (no son integrales sobre espacios
metricos convencionales) y la diferencial δHp−1 de (A.16) enfatiza el hecho de que se
trata de una integral de conjunto, como la que se presento en [GOO97]. Para mas
detalles al respecto, se recomienda leer la explicacion sobre integrales de conjunto
incluida en [VIH04].
¿Se pueden resolver las integrales (A.16)-(A.17)? En general, no parece viable
obtener soluciones explcitas (en el sentido de expresiones cerradas) para esas inte-
grales, a pesar de la gran simpliﬁcacion que suponen los parametros de partida (la
desaparicion y el nacimiento de los canales podran ser paulatinos, etc.) y a pesar
de simpliﬁcaciones que vendran mas adelante (como simular la variacion temporal
de los trayectos activos como modelos de Gauss-Markov lineales). Nos encontramos,
por tanto, ante el mayor escollo de este desarrollo: la incapacidad de obtener una
solucion optima en forma explcita y computable sin una complejidad muy elevada.
Precisamente este problema es el que venimos a justiﬁcar en esta investigacion.
Dicho esto, la solucion que se propone en [ANG07] consiste en recurrir al metodos
de ﬁltrado de partculas o Monte Carlo Secuencial (SMC, de sus siglas en ingles)
para aproximar las recursiones bayesianas [ARU02]. Este ﬁltro SMC de conjuntos
aleatorios ﬁnitos se describe a continuacion. La funcion de densidad de probabilidad
a posteriori se aproxima mediante un conjunto de partculas como:
fHp|y1:p(Hp|y1:p) ≈
M∑
i=1
ω(i)p mHp(H(i)p ) (A.18)
donde mX (Y) es la medida 0-1, tal y como se deﬁne a continuacion:

C
mX (Y)δX =
1, si Y ⊆ C0, en otro caso (A.19)
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Si el lector no esta familiarizado con los ﬁltros de partculas, se recomienda que
consulte [SVE13] para una primera explicacion intuitiva sin ecuaciones, y, posterior-
mente, si desea profundizar en su conocimiento o implementar uno, puede recurrir a
ciertos tutoriales2 para un caso general, a [VIH04] para ﬁltros SMC sobre conjuntos
aleatorios ﬁnitos (como el que nos ocupa), y a [RIS13] para las aplicaciones mas
avanzadas de ﬁltros de partculas sobre modelos de conjuntos aleatorios. Avalamos
la calidad y la utilidad de tales referencias.
Volviendo al desarrollo del modelo, en (A.3.16), H(i)p es la partcula del con-
junto i-esimo, ω
(i)
p es su peso o factor de ponderacion, y Mes el numero total de
partculas. Las propiedades de convergencia asintotica del ﬁltro SMC sobre con-
juntos aleatorios ﬁnitos han sido probadas en [VO_05], donde los autores probaron
que, para una M suﬁcientemente grande, el error cuadratico medio de aproximacion
del ﬁltro SMC sobre conjuntos aleatorios ﬁnitos es inversamente proporcional aM
α
,
para alguna constante 0 < α ≤ 1, mientras que la complejidad de la implementacion
es aproximadamente lineal con M .
Una vez que se ha obtenido la densidad a posteriori fHp|y1:p(Hp|y1:p), exis-
ten varias formas de conseguir una estimacion de Hp, tal y como se explica en
[GOO97]. De hecho, y siguiendo aqu las elecciones tomadas en [ANG07] (cuyo
desarrollo, repetimos, forma la base de este apendice), podemos deﬁnir un par
de estimadores bayesianos, conocidos como GMAP-I (o estimador multiobjetivo
marginal) y GMAP-II (o estimador multiobjetivo conjunto). GMAP-I es un es-
timador de dos etapas, en el que primero se estima la cardinalidad del conjunto
(cuantos elementos tiene el conjunto).
Con la siguiente deﬁnicion
fnp|y1:p(np|y1:p) ,

|Hp|=np
fHp|y1:p(Hp|y1:p)δHp (A.20)
podemos obtener las siguientes expresiones:
GMAP-I:
nˆp = arg maxnp∈0,...,Lma´xfnp|y1:p(np,y1:p),Ĥp = arg maxHp:|Hp|=nˆpfHp|y1:p(Hp,y1:p), (A.21)
Por el contrario, GMAP-II realiza la estimacion en una sola etapa:
̂̂Hp = arg maxHpfHp|y1:p(Hp|y1:p) c|Hp||Hp|! (A.22)
2Los tutoriales de Student Dave, tambien conocido como Bayesian Ninja (disponibles en
YouTube y en su web studentdavestutorials.weebly.com) son muy recomendables y permiten visu-
alizar mejor el problema en el entorno Matlab.
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donde c es una constante pequena que viene determinada por la funcion de
coste que minimice este estimador [GOO97]. (Aclaracion: recordamos de nuevo que
|Hp| representa la cardinalidad de Hp, esto es, el numero de trayectos activos en el
instante p).
Ademas, en [ANG07] se propone una tercera regla de estimacion que, ﬁnalmente,
en las simulaciones [ANG07, ANG09] resulta superior a las dos anteriores. Consiste
en estimar primero las identidades de los trayectos activos en el instante p (p. ej.,
en vez de estimar que hay dos trayectos activos como en GMAP-I, estimar que los
trayectos activos son el 1 y el 3), y luego estimar solamente los pesos de los trayectos
activos como el valor esperado a posteriori, al tiempo que se ponen a cero los pesos
correspondientes a los trayectos inactivos. En concreto, los autores deﬁnieron el
estimador GMAP-III como:
GMAP-III :
pi(Hp) = arg maxpi(Hp)fpi(Hp)|Y1:p(pi(Hp)|Y1:p),h˜p = R2|pi(Hp)| hpfhp|Y1:p(hp|Y1:p)dhp (A.23)
donde
fpi(Hp)|Y1:p(pi(Hp)|Y1:p) =

pi′(Hp)
f(Hp|Y1:p)δHp (A.24)
Esta ultima integral se puede explicar intuitivamente como que integramos (sumamos)
la probabilidad de Hp (esto es, de todos los conjuntos hipoteticos de cierto numero
de trayectos activos) a lo largo de todos sus posibles valores continuos. Por tanto,
como queda patente, en GMAP-III primero se estima el parametro discreto (de
manera similar a GMAP-I) y, a continuacion, se calcula la estimacion estandar de
la esperanza a posteriori.
A.4 Ventajas del modelo RST y posibles amplia-
ciones parametricas
La principal ventaja de este modelo (respecto de las alternativas preexistentes) con-
siste en que las simulaciones mostraron una gran ventaja de su estimacion respecto
del ﬁltro de Kalman no modiﬁcado y respecto de la estimacion por mnimos cuadra-
dos sin KF.
Esto supuso un avance en la comprension del problema respecto de estudios como
[YUA03], que defenda la utilizacion de un ﬁltrado de Kalman (con ciertas modiﬁca-
ciones) sin tener en cuenta el efecto de la desaparicion y el nacimiento de trayectos
(cuya no linealidad introduce errores signiﬁcativos en un ﬁltrado de Kalman), as
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como respecto de estudios como [YAN02], donde se consideraba un estimador de
canal para un numero constante de trayectos de canal, que trataba de seguir cinco
componentes multitrayecto cuando el numero real de trayectos era solo de tres. El
resultado de este ultimo trabajo era una leve degradacion de las prestaciones por
seguir cinco en vez de solo tres. Sin embargo, la situacion propuesta por los papers
de Angelosante, Biglieri y Lops va mas alla: ¿que pasa cuando el numero de trayec-
tos vara dentro de una misma transmision? Ah cabe esperar grandes reducciones
en las prestaciones de un estimador que solamente siga un modelo lineal (ﬁltrado de
Kalman) sin incorporar ninguna informacion estocastica sobre el comportamiento
no lineal (la desaparicion y el nacimiento de trayectos), tal y como ya justiﬁcamos
en la simulacion 4 (captulo 9).
La primera ampliacion parametrica de este trabajo se presento en [ANG09],
adaptandolo para un sistema de transmision con multiples antenas emisoras y multiples
antenas receptoras que trabajaran con OFDM (esto es, un sistema MIMO-OFDM).
Resolviendo el problema de estimacion mediante RST, esto es, considerando nue-
vamente la respuesta del canal multitrayecto como una unica entidad aleatoria que
toma valores en un espacio de conjuntos (o sea, un conjunto aleatorio). Las expre-
siones resultantes para la estimacion son muy complejas y carecemos de soluciones
explcitas para ellas, por lo cual los autores recurrieron a una estrategia conocida
como Rao-Blackwellizacion. La Rao-Blackwellizacion haba sido propuesta previa-
mente por [VIH09] para el seguimiento multiobjetivo: una tecnica que, para reducir
la complejidad, marginaliza analticamente algunas de las variables aleatorias (las
que son gaussianas y tienen aspecto lineal) respecto de la densidad de ﬁltrado con-
junta.
En otras palabras, la Rao-Blackwellizacion consiste en implementar un ﬁltro de
partculas de manera que se estime la parte no lineal del modelo mediante SMC,
mientras que la parte lineal se estima mediante ﬁltrado de Kalman convencional.
Con esta tecnica se mejora la eﬁciencia del estimador al reducir la varianza de las
estimaciones SMC y su complejidad. Su desventaja es que parte de una simpliﬁ-
cacion y, por tanto, los resultados solo son buenos cuando realmente sea aplicable esa
simpliﬁcacion (a saber, que el sistema considerado debe ser condicionalmente gaus-
siano y lineal). Teniendo en cuenta que partamos de una situacion asimilable al caso
gaussiano y lineal (pues el ﬁltro de Kalman no modiﬁcado vena dando resultados
aceptables, y, por consiguiente, se haba construido el comportamiento estocastico
del canal multitrayecto en [ANG07, ANG09] como un modelo de Gauss-Markov
lineal), la estrategia de Rao-Blackwellizacion es inteligente y practica. Utilizando
notacion similar a la del apartado anterior, podemos describir el ﬁltro de partculas
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Rao-Blackwellizado como la aplicacion de estos dos pasos basicos [ANG09]:
1) muestrear pi(Hm;1:t) utilizando metodos SMC eﬁcientes;
2) evaluar f(pi′(Hm;1:t|pi(Hm;1:t),ym,1:t) mediante ﬁltrado de Kalman para cada
muestra de pi(Hm;1:t);
Las simulaciones demostraron que este estimador basado en ﬁltrado de partculas
Rao-Blackwellizado (RBPF, de Rao-Blackwellized Particle Filter) superaba muy
signiﬁcativamente las estimaciones obtenidas por ﬁltrado de Kalman o por mnimos
cuadrados (en el sentido de [BAR03]) para este caso MIMO-OFDM.
Otra ampliacion parametrica presentada en [ANG09] consiste en describir la
aplicacion de RST cuando los retardos de los trayectos no son multiplos enteros de
un retardo base (esto es, cuando no estan equiespaciados, aunque siempre se parte
de un numero ﬁnito de retardos/trayectos posibles).
Por todo esto, y aun contando con las desventajas producidas por una com-
plejidad que amenaza la viabilidad de su implementacion practica, etc., se puede
considerar que la aplicacion de RST al problema de la estimacion y el seguimiento
de canales multitrayecto ha tenido resultados positivos: ha mejorado nuestra com-
prension del problema, ha creado un modelo abierto a eventuales ampliaciones
parametricas, y ha permitido encontrar estimadores matematicamente optimos y
relativamente eﬁcientes con los que comparar futuras alternativas.
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