Covariance matching is an excellent algorithm of target tracking. In this paper, forgetting factor and random sampling methods are proposed to improve the robustness and efficiency of covariance tracking. First, a distance function between covariance matrixes is weighted by using a forgetting factor based on a fuzzy membership function to overcome the disturbances from similar targets. Then a random sampling method is applied to reduce the computing time in covariance matching and to facilitate real-time object tracking. Experiment results show that the algorithm proposed in this paper can effectively mitigate the clutter and occlusion problems at a high computing speed.
Introduction
Covariance matching is an excellent algorithm of target tracking which can fuse multiple features and provide a global optimal resolution. 9 Target tracking is a key step in various computer vision applications, including surveillance, 1 video compression, 2 driver assistance, 3 perceptual user interfaces, 4 and so on. In most applications, the tracker should be robust to partial occlusions, clutters, changes of object scale and illumination. To meet the above needs, several algorithms have been developed such as contour-based tracking, 5 region-based tracking, 6 and texture-based tracking. 21 Most algorithms of the object tracking are based on a single cue. Thus they are restricted to particular environments such as those are static, controlled or known a priori. So, single cue based method may lost target under clutter background and wide variety of environmental conditions. Combination of multiple features could improve the robustness and generality of object tracking method.
To fuse multiple features for describing a target a natural method is using histograms based on a mean shift algorithm. 7, 15 Unfortunately, the histogram-based methods possess several drawbacks: 14 (1) the computation time increases exponentially when fusing several different features through the histograms; (2) the histograms-based representation of target is a statistical model and as such, the spatial arrangement of the feature vector is neglected; and (3) the mean shift tracker requires the object kernels of more overlaps in two consecutive frames, which restrict the application of mean shift tracker. 9 To overcome the difficulties of the histogram-based methods, a covariance matrix, called covariance descriptor, was proposed by Tuzel to describe a target. 8 Since then, this method has successfully been applied in object detection and object tracking. 16, 9 The advantages of the covariance tracking include: 9 (1) it can fuse multiple features and modalities; (2) it is robust against noise and unstable illumination; and (3) it can find a global optimal solution in the matching region. However, the covariance descriptor based global matching can still be disturbed by similar targets and background. In addition, using this method to track a target with large size requires huge computation, making it is very difficult to track target in real-time. To reduce computing time of covariance tracking, an integral image formulation approach was proposed in 11. In this approach the covariance matrix of any candidate region can be obtained efficiently by using a previous iteration. It is noted that this approach can solve the problem of exhaustive search for a target but cannot improve the computing speed of covariance matrix of a candidate target. A random sampling method has been proposed to reduce the computing time of mean shift tracking. 12, 13 In this method the computational complexity of mean shift tracking was reduced and the computing time was independent of the size of targets. Therefore, reducing the number of samples of a target, the computing time can be reduced in target tracking. In this paper, an improved covariance tracking method is proposed. First, an annular search strategy is applied to localize the target. Secondly, the distances between the covariance matrices of target and candidate regions are weighted to overcome the disturbance of a similar target. The weights are determined by a forgetting factor that is computed by a fuzzy function. 17, 19 Finally, a random sampling method is applied to reduce the number of samples of a target as so to reduce the computing time of object tracking. The paper is organized as follows. In Section II, we first overview the covariance tracking, including target representation and distance measure of covariance matrices; then, the strategy of an annular search and the distributing weight based on a forgetting factor are presented, followed by the presentation of a random sampling procedure. Experimental results are shown in Section III. The conclusions are drawn in the last section. 
Covariance Tracking

Feature vector of a target
(1)
Construction of covariance matrix
From M samples, we can extract n features (
). The covariance between features i and j can be
where For an M × N rectangular region R of an image, we can extract the feature vector using formula (1) . Then, the covariance matrix C R can be computed by
where µ µ µ µ R is the average of vector corresponding to the features of the points in region R.
The covariance matrix is a symmetric matrix with its diagonal entries representing the variances of the features and the non-diagonal entries representing the correlations of different features. 
Distances between covariance matrices
Given an object O and a frame I, the aim of object tracking is to locate O in the current frame. The object O can be represented by a covariance matrix of the features. In the current frame, a new region can be registered depending on a minimum distance of the covariance matrices between the object and the candidate regions. The distance between the covariance matrices can be obtained by a method proposed in 10. The sum of the squared logarithms of the generalized eigenvalues is defined to compute the distance between two covariance matrices. Accordingly the distance measure can be calculated by (2) symmetry:
(3) triangle inequality:
Based on the distance measure, the candidate region may be considered as the tracking target if the distance between the object and this candidate region is the smallest.
Forgetting factor for weight estimation
In a task of target tracking, the presence of similar objects could result in a false localization. In the tradition tracking method, the searching window is from the lower left corner to upper right corner of the searching window. In this study, a new method is proposed to reduce the disturbance of similar targets. First, we search target according to an annular strategy. Just as Fig. 1 shows, we distribute different priorities to each candidate point by the distance between this position and the center of tracking window. Therefore, the candidate points closer to the window center will be searched earlier.
Secondly, we impose different weights to candidate points by a forgetting factor. During the process of target tracking, the center of window represents the target location at the previous frame. Considering the displacement of a target is very small between two consecutive frames, a simple intuition can be occurred: the further a candidate position from the window center, the lower likelihood the position is a target (i.e., the larger forgetting to the previous frame for this position). Based on this priori intuition, we allocate different weights called forgetting factors to the candidate locations according to the distance between these locations and the window center. Therefore, we can weaken the disturbance by the false similar targets. Allocating a weight to each candidate point can be achieved by formula (5)
where F is the forgetting factor (0 < F < 1). 18 The forgetting factor of a candidate point is determined by the distance between the candidate point and the center position of the search window, i.e., 1 ) (
where β is a constant, d is the distance between the candidate point and the center of the search window,
is the membership degree 17 which can be computed by
with d max = Max(d). 
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In this study, we specify 0 1 ≤ ≤ − β such that the forgetting factor F is limited in the range of [0, 1] . If the value of β is small (e.g., −0.9), the forgetting effect is high and the disturbance from a similar target is small. Consequently, target matching has more chance to settle at the center of window, which is not suited to deal with the target moving at a high speed. If the value of β is large (such as −0.1), the forgetting effect diminishes and the disturbance from similar targets becomes more severe. This could cause faulty target matching. For the above reasons, β is set at −0.5 in our experiments to balance the above effects. 
Covariance tracking with uniform random sampling
To improve the efficiency of the covariance tracking, a random sampling method is proposed to reduce the computation of the covariance matrix in this study. The conventional method for computing a covariance matrix needs all the pixels of an image region R (target image or the candidate region) to participate in the calculation. The computation of the covariance matrix increases with the size of the target. As for random sampling, fewer pixels are picked up randomly from the image region for the computing of covariance matrix. For a pixel in an image region, whether it is selected for computing the covariance matrix follows a probability distribution. Therefore, we may use fewer samples to present a big target by using the random sampling method. If we fix the number of random samples the computational complexity of the covariance matrix would not be related to the object size. In this work, a simple uniform distribution is used to decide which pixels are selected as samples. For uniform distribution, the probability density function of random variable x on an interval (a, b) and elsewhere is 1 ( ) 0
In such a way, the probability of each pixel which is selected to calculate the covariance matrix is equal. During tracking, a fixed number of samples should be set. Therefore, the computing speed is depended on the number of samples which is independent of the size of target.
Experiments and Results
The proposed method has been used to test several complex video sequences. Some interesting cases are presented. In all experiments, the feature vectors are calculated using Eq. (1) and the image size is 320 ×240 pixels. Figure 2 shows some frames of four moving targets marked by red rectangles. For the Black Car target (the first row of the figure), both the camera and object are moving, the scale and appearance of the target change over time. In the Lab sequence (the second row of the figure), the target is non-rigid and the appearances of target change heavily over time. In the Soccer sequence (the third row of the figure), the target is non-rigid and jerky movements are included. In the OneShopOneWait2cor sequence (the last row of the figure, from CAVIAR database 21 ), the target is also non-rigid and is blocked by another person. The proposed method can track the targets well in all the four cases, i.e., the Black car, Lab, Soccer and OneShopOneWait2cor sequences. In Fig. 3 the Intersection sequence is shown here to evaluate the performance of forgetting factor. In this sequence, there are similar cars around the target, a white car. In order to show the robustness of forgetting factor, we did not use random sampling method in this sequence. The searching strategy without forgetting factor fails to track the target in this case and a wrong vehicle is tracked (see Fig. 3 (Top) ). The new method proposed in this study can track the target correctly (see Fig. 3 (Bottom) ). Here, the annular strategy was used to substitute for the traditional strategy because the result of traditional strategy is too poor to present. The tracking errors with the proposed strategy and the annular strategy without forgetting factor are plotted in Fig. 4 . The ground truths are marked every five frames by hand. The annular strategy without forgetting factor lost target in frame 21, then tracking the wrong target through the sequence.
To test the efficiency of the random sampling, the Walk2 sequence (Fig. 5 ) and OneStopMoveEnter1cor sequence (Fig. 6 ) (from CAVIAR database 21 ) are employed. In order to show the effect of random sampling, we tracked targets without using forgetting factor in these sequences. In these experiments, 10, 20, 50, 100 samples are randomly extracted for building the model of the candidate and target images. The tracker loses the target for the case of 10 samples. With 20 samples, the tracker can track the target successfully but the precision is low. When 50 samples are used, the stability of the tracker is improved in comparison with the case of 20 samples. When the number of samples increases to 100, stable target tracking can be achieved. In order to testify the effect of random sampling, the tracking error of Walk2 and OneStopMoveEnter1cor sequences are showed in Fig. 7 and Fig. 8 . Here we use the tracking error of full sampling as the ground truth. The curves of tracking errors show that the tracking accuracy will increase with the number of samples. Comparing with full sampling the tracking errors are about 10 pixels by using 100 samples. The test results of proposed method in four different sequences. In the Black Car sequence, the scale and appearance of the object change over time due to the moving camera and object. In the Lab, Soccer and OneShopOneWait2cor sequences, the objects are non-rigid. The appearances of the target change drastically in the Lab sequence. The object is blocked in the OneShopOneWait2cor sequence. All the above tests were performed on a 2.8GHz PC. The program was coded using Visual C++. The computing times of the employed method are listed in Table 1 . From the table, we can see that the computing time with random sampling is only 40 ms for the target of size 64×64 pixels comparing to 138 ms for the same target without random sampling. It should be noted that in this test the computing time of covariance matrix is not related to the target size due to the application of the random sampling. In particular, in order to improve the readability of the program some operations such as transferring the images of candidate regions in the memory were performed. Therefore the processing time increases slightly with the size of target in our experiments. 
Conclusion
In this study, the forgetting factor and random sampling are used to improve the performance of covariance tracking. The efficiency and robustness of this method are tested by some practical cases. The different weights determined by the distances between the candidate points and the center position of the searching window can reduce the disturbance derived from other similar targets. The random sampling can enhance the processing speed of the covariance tracking significantly，which allow this method to track large target in real time systems.
