The aim of this paper is to exploit the structure of strongly continuous operator semigroups in order to formulate a categorical framework in which a fresh perspective can be applied to past operator theoretic results. In particular, we investigate the inverse-producing Arens extension for Banach algebras (Trans. Amer. Math. Soc. 88:536-548, 1958) adapted for operators and operator semigroups by Batty and Geyer (J. Operator Theory 78(2):473-500, 2017) in this new framework, asking and answering questions using categorical language. As a by-product of this categorical framework, we also revisit the work on Banach direct sums by Lachowicz and Moszyński (Semigroup Forum 93 (1): 2016). This paper can be considered as a brief exploration of the triple interface between operator semigroups, Banach algebras, and category theory.
Introduction
The framework of category theory provides a powerful tool with which to view certain mathematical objects that have intrinsic structure in a holistic way. There are many ways in which category theory appears in functional analysis with various treatments appearing in the literature. A survey detailing the appearance of category theory within Banach space theory can be found in [14] while C * -categories are treated in various places, including for the first time in [19] . Interpolation theory and representations of groups, natural candidates for a categorical approach, are treated within categorical settings by [9] and [16] respectively. However, there are still plenty of connections left to be made and many further topics within functional analysis where categorical language may provide both motivation to ask new questions and methods to find appropriate answers.
The aim of this paper is to bring together category theory and operator semigroups with the special aim to revisit previous operator theoretic results with fresh eyes. In the theory of strongly continuous semigroups, also known as C 0 -semigroups, abstract functional and operator theoretic machinery can be brought to bear upon partial differential equations to tackle questions of well-posedness and asymptotic behaviour (see for example [1, 8, 12, 18, 23] ). In all that follows, we denote by B(X) the space of bounded linear operators on a Banach space X, N the natural numbers, Z + = N ∪ {0} the non-negative integers, and R + = [0, ∞) the non-negative reals. If R + is replaced by R in the above definition, then T is a C 0 -group. Though C 0 -semigroups can be thought of in various ways, including as solutions to so-called Cauchy problems or as particular inverse Laplace transforms (see [1] ), we will think of them as representations of the semigroup R + in B(X). This is natural since T is a semigroup homomorphism from the semigroup R + under addition to the semigroup B(X) under composition. Likewise, we will think of C 0 -groups as representations of the group R in B(X). This is an algebraic interpretation that lends itself to categorical formulation as we shall see in Section 3. We will sometimes refer to C 0 -semigroups just as semigroups, when it is clear from context what we mean.
Central to our overall aim is the desire to better understand the extension of C 0 -semigroups to C 0 -groups. Douglas [17] and others [13, 15, 20] addressed this in the context of isometric semigroups. Batty and Yeates [7] generalised Douglas' construction to include more general semigroups, including in particular, C 0semigroups T that are expansive, that is, satisfy
The approach utilised by Batty and Yeates has various advantages, including the scope of its generality. Nonetheless, the construction we will be primarily working with in this paper comes from Arens [3] , proved in the setting of Banach algebras (see also [2, 4, 5, 10, 11] for related results). This theorem can be formulated for bounded linear operators and its proof can also be adapted for generators of C 0 -semigroups as has been done by Batty and Geyer [6] . What is more, Arens' method of extension can be applied to C 0semigroups themselves as we shall see in Theorem 4.1.
Our main results, Theorems 4.5 and Theorem 4.7, state that Arens' extension for C 0 -semigroups is functorial within an appropriate categorical framework and, furthermore, that it forms an adjunction with the suitably defined forgetful functor. As a by-product of viewing C 0 -semigroups through categorical glasses, we also revisit the work on Banach direct sums by Lachowicz and Moszyński [21] through the perspective of coproducts.
Categorical preliminaries
We introduce three categorical notions -adjunctions, universal morphisms, and coproducts. We assume that the definitions for categories, objects, morphisms, and functors are known (see [22, Ch. I] ). The definitions below are taken from [22, Ch. III, IV] and are included for those working in operator theory who might be unfamiliar with them. such that for any morphisms f : c ′ → c in C and g : d → d ′ in D, the following diagrams commute:
Here k * (j) = j • k, j ∈ hom(y, z), and k * (l) = k • l, l ∈ hom(z, x), for any morphism k : x → y. In this case, G is called the left-adjoint of H.
Adjunctions are useful because they provide 'natural transformations' and universal morphisms via what is known as Yoneda's Lemma and are ubiquitous in abstract algebra and elsewhere. We will not discuss these natural transformations or Yoneda's Lemma (see [22, Ch. III, IV]) but instead we directly define universal morphisms. Having introduced universal morphisms, we can now define the coproduct. For any category C, let C I be the category of functors between C and I where I is understood as the discrete category for any set I, that is, the category of objects with only identity morphisms. Then the functor category C I has as its objects the I-indexed families a = {a i : i ∈ I} of objects of C. The diagonal functor ∆ : C → C I sends each c ∈ C to the constant family where all c i = c and all morphisms to 1 c . Definition 2.3. A universal morphism from an object a = {a i : i ∈ I} of C I to the functor ∆ is called a coproduct diagram. It consists of an object ∐ i a i ∈ C called the coproduct object and a collection of morphisms j i : a i → ∐ i a i called coproduct injections such that for any collection of morphisms k i :
The morphisms j i are called injections, though they are not required to be injective as functions. If |I| = 2, we can visualise the universality of the diagram as follows.
We warn that in this paper, the word 'natural' will be bandied about in the informal generic mathematical sense, and not in the specific categorical sense.
The category of operator semigroups
In representation theory, the so-called 'natural transformations' between representations within the categorical context are intertwining operators (see [22, Ch. II §4] for example). In our setting where operator semigroups are considered as representations of R + , given two Banach spaces X, Y and two semigroups T on X and S on Y , an intertwining operator between the pairs (X, T ) and (Y, S) would be an operator U ∈ B(X, Y ) such that the following diagram commutes for all t ≥ 0:
. We can state this in the following definition. 
The identity morphism for an object (X, T ) is the identity map I (X,T ) = I ∈ B(X).
Remark 3.2. It is standard to characterise extensions of operators semigroups and embeddings of Banach spaces within larger Banach spaces through isometric intertwining operators. This will be discussed in the next section. We will also identify two objects (X, T ), (Y, S) as the same object if there is an isometric isomorphism i : X → Y intertwining T and S. Almost exactly the same definition but with C 0 -semigroups replaced by C 0groups leads to the definition of the category C 0 G and we can do the same for many more examples such as the category of norm-continuous semigroups. One can also use the same way to define a category of bounded operators where the objects are given by Banach spaces paired with bounded linear operators and the morphisms are again intertwining operators. Indeed, for a single bounded linear operator L on a Banach space X, one can form the associated discrete semigroup (or representation)
Much of what follows in this paper can also be just as easily done for these discrete representations.
Thinking about C 0 -semigroups naturally leads to thinking about the generators of these semigroups and so we analogously define a category for them. In what follows, D(A) denotes the domain of an (unbounded) operator A. The identity morphism for an object (X, A) is the identity map I (X,A) = I ∈ B(X).
Note that this definition requires that a morphism U from (X, A) to (Y, B) must map the image of A into D(B). C 0 SGG can of course be thought of as the subcategory of the category of closed operators defined in similar fashion and we can also define the category of generators of strongly continuous groups of operators in the same way. The link between C 0 SG and C 0 SGG is the obvious one. Proof. Suppose U intertwines T and S and let x ∈ D(A). Then
The existence of the limit implies that U x ∈ D(B). Now assume U Ax = BU x for all x ∈ D(A). Simple algebra gives us 
holds for all x ∈ X and λ sufficiently large, proving the converse by the uniqueness of Laplace transforms.
Let G : C 0 SGG → C 0 SG be the natural map that takes generators to the semigroups that they generate and intertwining operators to themselves. By Lemma 3.4, G is clearly functorial. We call G the generation functor and it is not hard to see that it is an isomorphism. This allows us to rephrase some of the classical C 0 -semigroup theorems.
Example 3.5. We have the following relations through G and G −1 .
(i) By exponentiation, the category of bounded linear operators considered as a subcategory of C 0 SGG is isomorphic to the subcategory of norm-continuous semigroups through the restriction of G. (ii) By Stone's theorem, the category of skew-adjoint closed operators on Hilbert spaces considered as a subcategory of C 0 SGG is isomorphic to the subcategory of strongly continuous unitary semigroups (on Hilbert spaces) through the appropriate restriction of G.
Extension functor
In this section, we consider Arens' construction suitably adapted to extend operators as in [6] . We ask questions of this extension in the categorical setting of operator semigroups. In particular, we show that it is functorial. Though the construction is for general semigroups with lower bounds, we will restrict to the case where the semigroup T is expansive.
Let C 0 SG ex denote the subcategory of C 0 SG where the semigroups of the objects are expansive. The following theorem is essentially just the application of [6, Theorem 1.1] applied to the evaluation of an expansive C 0 -semigroup at the point t = 1 (see also [6, Proposition 5.3] ). However we include the proof for the sake of further analysis.
Proof. To begin, first define the sequence space
We henceforth drop the subscript 1 on the norm. Then write T t f := (T (t)f (n)) n , f ∈ ℓ 1 (X), t ≥ 0, as the coordinatewise multiplication by T (t) on ℓ 1 (X) for t ≥ 0. We will construct X as a quotient of ℓ 1 (X) in such a way that the inverse of T 1 will be the right shift R on this space.
Let
which we want to identify as 0 so that R is the right (two-sided) inverse of T 1 . Let X := ℓ 1 (X)/J be the Banach space with the quotient norm and define the natural map ρ : X →X by ρ(x) = xe 1 + J where for any z ∈ X, ze 1 is the sequence (z, 0, 0, ...). Clearly, ρ(x) ≤ x for all x ∈ X. To show that ρ is an isometric embedding, we need to show the reverse inequality. Let x ∈ X and let f ∈ ℓ 1 (X) be a sequence with finite support. Then
where the sum is finite, as its terms are given by the right shift of a sequence of finite support. Due to the expansiveness of T , we get
x
In the same way
Thus,
Iterating this further shows that
by (4.1). Since sequences with finite support are dense in ℓ 1 (X) and (I − T 1 R) is bounded, (4.2) holds for all f ∈ ℓ 1 (X). By the definition of the quotient norm, x ≤ ρ(x) for all x ∈ X, proving that ρ is an isometric embedding. DefineT : R + →X bỹ
T (t) is well defined since T t commutes with T 1 and R, leaving J invariant. It is clear thatT satisfies the semigroup property. Let f ∈ ℓ 1 (X) be any sequence with finite support. It follows that T t f → f as t → 0 as T is a C 0 -semigroup on X. Since the set of sequences with finite support is dense in ℓ 1 (X), a standard ε/3 argument shows that T t converges strongly to I in ℓ 1 (X) andT is a C 0 -semigroup onX. Immediately from the definition, ρT (t) =T (t)ρ and T (t) ≤ T (t) for all t ≥ 0. Since ρ is an isometry, T (t) = T (t) for all t ≥ 0.
We now show thatT (1) 
SinceT is a semigroup andT (1) −1 exists, it can be extended in the natural way to a C 0 -group. For each (X, T ) ∈ C 0 SG ex let us define a map E : ob(C 0 SG ex ) → ob(C 0 G ex ) by E(X, T ) = (X,T ), that is, by assigning every expansive semigroup with its extension constructed in Theorem 4.1 where C 0 G ex is the subcategory of C 0 G with groups that are expansive on R + . E is not only an object map, it also maps the morphisms to morphisms in a natural way. to (X,T ), (Ỹ ,S) respectively. We can find a uniqueŨ ∈ hom((X,T ), (Ỹ ,S)) such that U = Ũ and the following diagrams commute for all t ≥ 0:
Proof. Let K, d 1 be the subspace and 'element' of ℓ 1 (Y ) analogous to J, e 1 of ℓ 1 (X) in Theorem 4.1 respectively. Let M U f := (U f (n)) n ∈ ℓ 1 (Y ), f ∈ ℓ 1 (X), be the coordinatewise multiplication by U . DefineŨ :X →Ỹ bỹ
as U T (1) = S(1)U , mapping J to K so thatŨ is well-defined. Clearly,Ũ ∈ B(X,Ỹ ),ŨT (t) =S(t)Ũ for t ≥ 0, and U ≥ Ũ . Furthermore, for f ∈ ℓ 1 (X),
so thatŨT (t) =S(t)Ũ for t ∈ R including the negative reals. Sincẽ
the diagrams commute and as σ, ρ are isometries, U = Ũ . It remains to show thatŨ is unique. Let V 1 and V 2 be two operators that intertwineT andS such that V i ρ = σU, i = 1, 2.
Hence (V 1 − V 2 )ρ = 0. Note that onX = ℓ 1 (X)/J,T (−1) is defined as the right shift on the quotient space and ρ(X) = {xe 1 + J : x ∈ X}. Hence 
Remark 4.4. Equation (4.3) says that the extensionX of X is in fact minimal in the sense that there is no proper closed subspace ofX containing X which is invariant under the groupT . This is equivalent to the subspace {T (t)ρ(x) : t ∈ R, x ∈ X} being dense inX. This minimality makes the extension somewhat natural, even though the construction itself requires the seemingly arbitrary choice of transforming the right shift into the inverse of T (1). This extension is in fact equivalent to the more natural one found in [7] (see [7, Remark (3) p .148]).
For each U ∈ hom((X, T ), (Y, S)), define
Hence E : C 0 SG ex → C 0 G ex maps objects to objects and morphisms to morphisms. The following theorem is the central observation of this paper. We call E the extension functor. A similar construction can be found in [6, Theorem 3.2] that creates a functorĒ : C 0 SGG ex → C 0 SGG extending generators with lower bounds to invertible generators and lifting the intertwining operators to the extended space. Here C 0 SGG ex is the subcategory of semigroup generators A that satisfy
Ax ≥ x , x ∈ D(A).
However, the role ofĒ is signficantly different from that of E sinceĒ produces an invertible generator whereas E produces an invertible semigroup. Thus, we do not have that EG = GĒ even when restricted to a common domain.
There is a separate closely related functor which naturally arises in the setting of groups and semigroups. This is the forgetful functor F : C 0 G → C 0 SG and it assigns each C 0 -group T : R → B(X) to the C 0 -semigroup T : R + → B(X) obtained by forgetting T (t) for t < 0. The intertwining operators of groups remain intertwining operators between semigroups, and hence F assigns morphisms to themselves.
Remark 4.6. If (X, T ) ∈ C 0 SG ex ⊂ C 0 SG, then ρ : X →X given by the isometric intertwining operator constructed in Theorem 4.1 can also be considered as a morphism in hom((X, T ), F (X,T )).
We can clearly restrict F to groups that are expansive on R + and from now on, F will refer to the restricted functor
The question now is in what way E and F relate to each other. The following result is the main insight gained by rethinking the Arens' extension in fresh categorical language. Theorem 4.7. E, F, ϕ is an adjunction from C 0 SG ex to C 0 G ex where for any (X, T ) ∈ C 0 SG ex and (Y, S) ∈ C 0 G ex , ϕ is the bijection given by
Thus E is the left-adjoint of F .
Proof. Let (X, T ), (X ′ , T ′ ) ∈ C 0 SG ex and (Y, S), (Y ′ , S ′ ) ∈ C 0 G ex and let U ∈ hom((X ′ , T ′ ), (X, T )) and V ∈ hom((Y, S), (Y ′ , S ′ )). Denote ϕ −1 by ψ. Then for any W ∈ hom((X, T ), F (Y, S)) we have
where EF V = V since Remark 4.4 says that extension via E is minimal so that E(F (Y, S)) is identical with (Y, S) up to the existence of an intertwining isometric isomorphism. Thus the following diagrams commute:
In particular, ϕ = ψ −1 satisfies the requirements of Definition 2.1.
As mentioned in Section 2, adjunctions immediately imply the existence of universal morphisms via Yoneda's Lemma. However, in our case, we can show this directly. Proof. Let (Y, S) ∈ C 0 G ex and U ∈ hom((X, T ), F (Y, S)). Again, the extension E is minimal so that E(F (Y, S)) = (Y, S). Thus by Proposition 4.3, there exists a uniqueŨ = EU such that the following diagrams commute:
U Here σ is analogous to ρ for the 'extension' of F (Y, S) and in this case is equal to the identity.
The extension E(X, T ) = (X,T ) is also universal in the stronger sense of [7, §3] , that is, for all minimal extensions (Y, S) ∈ C 0 G with intertwining isometry π and S(t) expansive for t ≥ 0,
As in [7, §3] , this is equivalent to the existence of a (unique) linear contraction j :X → Y such that j • ρ = π and S(t) • j = j •T (t), t ∈ R. To see that this is the case, consider the left diagram in the proof of Theorem 4.8 and replace U with π where (Y, S) ∈ C 0 G is an extension of (X, T ) via the intertwining isometry π. Again, σ is the identity and π = 1 by Proposition 4.3 whereπ = Eπ : E(X, T ) → (Y, S) is uniquely determined. Tracing the diagram shows thatπ is the desired linear contraction (and in this case, isometry).
As stated in Remark 4.4, this also shows that the Batty-Yeates extension is identical to the extension by E in the sense of Remark 3.2 by [7, Theorem 3.3] . The Batty-Yeates extension is constructed in a less artificial way, as well as for a more general setting. The practical advantage of E is that the construction is much more explicit and provides the norm of the extended space in a form that is much easier to use than the norm given in [7] . The theoretical advantage of E is that the explicit form of the extension allows us to lift intertwining operators as in Proposition 4.3.
UB-Coproducts
We now turn our attention to coproducts in order to revisit the work of [21] through our categorical lens. For the category of vector spaces over a field K, the coproduct is precisely the direct sum of elements in the product with finitely many nonzero components. If we applied the same approach to Banach spaces, taking the indexing set I = N, the ℓ 1 norm would make sense. However, the direct sum of Banach spaces in this algebraic way is not complete. Hence the most ideal situation one could hope for is if the coproduct object of a sequence of Banach (N, χ) is a Banach space and the sequences of finite support are dense in it. For our purposes, we will take p = 1. Now given a sequence of Banach spaces {X i } i∈N and a sequence of operators {A i } i∈N on these spaces, we can define a diagonal operator on ℓ 1 (N, χ).
Definition 5.1. The diagonal of the sequence of linear operators
We denote A by diag i∈N A i and say that a linear operator T on X is diagonal if and only if T = diag i∈N T i for some sequence {T i } i∈N of operators.
We refer to [21] for a more comprehensive discussion on the so-called Banach direct sums and diagonal operators. The goal is now to characterise the coproducts of semigroups. Given a sequence (X i , T i ) of objects in C 0 SG, the naive construction of the coproduct would be to take ∐ i∈N (X i , T i ) = (ℓ 1 (N, χ) , T ) where χ = {X i } i∈N and T (t) = diag i∈N T i (t). However there are two issues with doing this construction in general, the first being whether or not T is a C 0 -semigroup at all and the second being the unique factorisation of maps in the universality condition of coproduct diagrams.
First note that if T is a C 0 -semigroup, then there exist M > 0 and ω ∈ R so that T (t) ≤ M e ωt for all t ≥ 0. Hence, if T is defined at each t ∈ R + by T (t) = diag i∈N T i (t), then taking the elements of ℓ 1 (N, χ) that are 0 everywhere except in the i-th component, we get that T i (t) ≤ M e ωt for all i ∈ N. Thus uniform exponential growth is a necessary condition. For this reason, let us define subcategories of C 0 SG by introducing parameters. Let C 0 SG(M, ω) denote the category of all C 0 -semigroups with exponential growth bound M e ωt . Now [21, Theorem 4.3] tells us that if there exists M > 0 and ω ∈ R such that (X i , T i ) ∈ C 0 SG(M, ω), i ∈ N, then T (t) = diag i∈N T i (t) is a C 0 -semigroup on the space X = ℓ 1 (N, χ). This deals with the first issue.
If this diagonal T were to be the coproduct of the {(X i , T i )} i∈N , then the natural injection morphisms would be j i : X i → X, x → xe i where e i is the formal representation for the sequence with 1 in the i-th component and 0 elsewhere.
Following this line of thought, if k i : X i → Y defined intertwining morphisms in hom((X i , T i ), (Y, S)) for some (Y, S) ∈ C 0 SG, the naturally induced factorising map K : X → Y for which for all finitely supported f , such a K would qualify as a morphism between (X, T ) and (Y, S). In order to get this boundedness for K and hence resolve the second issue mentioned earlier, we must restrict to satisfying the universal property for uniformly bounded k i by adjusting Definition 2.3.
Definition 5.2. A UB-coproduct is an object ∐ UB i a i ∈ C 0 SG called the UBcoproduct object together with a collection of morphisms j i : a i → ∐ UB i a i called UB-coproduct injections such that for any collection of morphisms k i : a i → d given by uniformly bounded intertwining operators, there is a unique h : ∐ UB i a i → d with k i = h • j i for all i ∈ I.
We can then restate [21, Theorem 4.3] in the following way with an extra clause of uniqueness.
Theorem 5.3. Let {(X i , T i )} i∈N be a collection in C 0 SG(M, ω). Then the UBcoproduct exists and is given by ∐ UB i∈N (X i , T i ) = (ℓ 1 (N, χ) , T ) where χ = {X i } i∈N and T (t) = diag i∈N T i (t) with the unique factorising map given by the construction for K in the previous discussion.
Proof. After applying [21, Theorem 4.3] , it remains to show that the map h : ∐ UB i a i → d called K in the previous discussion is unique. Suppose there exists another g : ∐ UB i a i → d such that k i = g • j i for all i ∈ I. Then (h − g) • j i = 0 for all i ∈ I, and in particular (h − g)f = 0 for all f with finite support and by density, for all f ∈ ∐ UB i .
