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Abstract  
A relevant observation about crystal nucleation kinetics in glass-forming substances has been a matter 
of intense debate for several decades. The Classical Nucleation Theory (CNT) allegedly fails to describe 
the temperature dependence of the homogeneous crystal nucleation rates below the temperature of 
maximum nucleation rate. This failure was reported for several glass-forming substances and is known 
as nucleation “breakdown”. Some reasonable explanations for this apparent break have been advanced 
in the literature, however, the simplest hypothesis has never been tested: that this break is a byproduct of 
nucleation datasets that have not reached the steady-state regime. In this work, we tested this hypothesis 
by thoroughly analyzing new and published nucleation data for supercooled Li2Si2O5, BaSi2O5, 
Na4CaSi3O9, and Na2Ca2Si3O9 liquids, using only datasets for which steady-state conditions (likely) have 
been reached. For that purpose, we used three restraining conditions: i) Nucleation and diffusion data 
were measured in the same glass batch, and each batch was individually analyzed; ii) only nucleation 
rate data that passed a steady-state regime test were used in the analysis; iii) the uncertainty and 
regression confidence bands were computed and considered. With this strategy, we proved that the 
alleged nucleation break is indeed an experimental artifact! This result ends a four decade-old dilemma 
and corroborates the use of CNT for analyses of crystal nucleation rates. 
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1 Introduction and motivation 
A curious and relevant observation about crystal nucleation kinetics in glass-forming substances has 
been a matter of debate for several decades. Apparently, the main toolset, the Classical Nucleation Theory 
(CNT) fails to describe the temperature dependence of homogeneous crystal nucleation rates below the 
temperature of maximum nucleation rates, Tmax. This is the so-called nucleation “break” [1–5]. Some 
researchers, including ourselves, have advanced sensible explanations for such a break [1–5], attempting 
in different ways to relate it to the freezing (without crystallization) of the supercooled liquid structure 
that takes place at the glass transition temperature, Tg. The reasoning behind this assumption is that Tmax 
is usually close to the laboratory Tg. 
However, an important penalty results from those explanations for the break [1–5]: due to necessary 
additional assumptions for the analysis of nucleation rates, the predicting power of the CNT drastically 
diminishes because extra parameters must be included in the theoretical equations. This is a relevant 
issue because the Classical Nucleation Theory is of utmost importance and frequently applied in various 
scenarios for inorganic, organic, and metallic materials [6–11]. 
Some authors [12,13] have previously argued (but never tested) whether the observed failure of CNT 
below Tmax could simply be due to the use of poor nucleation rate data. They refer to the possibility that 
steady-state crystal nucleation conditions have not been reached in some datasets, because it usually takes 
a very long time to achieve this regime at temperatures below Tg. 
In addition to the above mentioned issue, we believe that another potential source of deviation is the 
common practice of combining crystal nucleation data obtained using samples from one glass batch with 
diffusion data obtained using samples from a different batch or author. While this may not be a significant 
problem for some macro properties (such as density, thermal expansion coefficient, and elastic modulus), 
dynamic processes (such as diffusion, viscous flow, and crystal nucleation) are very sensitive to small 
deviations in composition and impurities, especially in the presence of residual OH− [14–17] that is 
usually not accounted for. 
The objective of this work is to test a simple and yet powerful explanation for the apparent nucleation 
“break”: that it is an artifact resulting from data that have not reached steady-state, or using 
inadequate crystal nucleation and diffusion data. In other words, does the nucleation “break” remain 
if crystal nucleation rate data are analyzed in a rigorous way? In the next sessions, we briefly revise the 
governing equations; demonstrate the apparent nucleation break; move on to the experimental and 
analytical methods; reach the most important part of the article, which describes the results and data 
analysis; and finally discuss the main findings and conclude. 
2 Governing equations 
2.1 Steady-state nucleation rate 
According to the Classical Nucleation Theory [18–23], the steady-state rate of homogeneous 
nucleation, J0, is given by  
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 𝐽0 =
𝐷𝐽
𝑑0
4√
𝜎
𝑘𝑇
exp (−
𝑊𝑐
𝑘𝑇
) , (1) 
where, d0 is the size of the diffusing structural units, DJ is the diffusion coefficient controlling the 
nucleation process, σ is the interfacial energy between the critical nucleus and the supercooled liquid, k 
is the Boltzmann constant, and T is the absolute temperature.  
The work of formation of a critical nucleus, Wc, can be calculated using   
 𝑊𝑐 =
16𝜋𝜎3
3Δ𝐺𝑉
2  . (2) 
Expression (2) was obtained assuming that the critical nucleus is spherical and isotropic. ΔGV is the 
thermodynamic driving force for crystallization per unit volume of the crystal phase. Therefore, the three 
major parameters controlling the nucleation kinetics are: ΔGV, which can be measured for macroscopic 
crystals or calculated from thermodynamic parameters [7,24]; DJ, which could in principle be measured, 
but is commonly replaced by easily measured parameters, such as viscosity or nucleation time-lags; and 
σ, which is extremely difficult to measure and is thus left as a fitting parameter in the analysis of crystal 
nucleation data. Sometimes σ is inferred using numerical calculations that force theory and experiments 
to agree. Both approaches will be discussed further in this article. 
2.2 Transient nucleation 
 When crystal nucleation takes place, a certain period is needed before any given system reaches its 
nucleation steady-state regime in an isothermal experiment. During this transient period, before the 
steady-state is reached, the crystal nucleation rate J is time-dependent and smaller than J0. This period of 
non-stationary nucleation is usually observed and determined by computing the number of super-critical 
nuclei per unit volume, NV, which is related to J by Eq. (3). Figure 1 shows schematics of a NV versus 
time plot. 
 𝐽(𝑡) =
d
d𝑡
𝑁𝑉(𝑡) (3) 
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Figure 1 Number of crystals per unit volume versus time at a given nucleation temperature for single- 
and double-stage treatments. Three parameters of interest (τ, t0, and tind) are schematically 
shown. The dotted lines are the asymptotic steady-state lines with slope equal to J0. Adapted 
from ref. [25] with permission. 
One common technique to measure NV is the double-stage method, also known as the Tammann 
method. It consists of nucleating crystals at one temperature Tn (normally around the glass transition 
temperature) and then developing the nuclei at a higher temperature Td. This double-treatment is 
necessary in most cases, when the crystal growth rate at Tn is not sufficiently high to grow the critical 
nuclei to sizes that can be detected and measured by microscopy. Detailed information on this procedure 
and associated errors can be obtained from [8].  
One major issue of the double-stage method is that some super-critical nuclei that were formed 
during the nucleation treatment at Tn may be sub-critical at the development temperature. These sub-
critical nuclei have a tangible probability to dissolve, which causes a shift of the NV curve to longer times. 
The time t0 (see the arrow in Figure 1) before any critical nucleus can be detected (by whatever technique 
is used) is an indirect measure of this shift. In a double-stage treatment one also observes an induction 
time (tind), which depends on the Tn, but is also governed by the Td of choice [26]. In other words, 
knowledge of the nucleation induction time, tind, is not sufficient to determine the intrinsic nucleation 
time-lag (τ) of the process. τ is the characteristic time obtained in a single-stage experiment at Tn with no 
development treatment, which only depends on the Tn for a given composition. Figure 1 schematically 
shows these three times. 
The distinction of these three characteristic nucleation times (τ, t0, and tind) is of particular importance 
in the analysis of nucleation kinetics. Particularly, the most used equation to fit NV versus time data, the 
Collins–Kashchiev equation [27,28] (Eq. 4), was developed for a condition resembling single-stage 
experiments. In this equation, τ is the intrinsic nucleation time-lag. 
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 𝑁𝑉 = 𝐽0𝜏 [
𝑡
𝜏
−
𝜋2
6
− 2∑
[−1]𝑛
𝑛
exp (−𝑛2
𝑡
𝜏
)∞𝑛=1 ] (4) 
For double-stage experiments, one can use the Eq. (5) proposed by Shneidman [29], which was 
specifically derived  to describe this kind of double-stage experiments. Here, Shneidman defines an 
incubation time ti that gives 𝑡ind = 𝛾𝜏 + 𝑡𝑖, where γ is the Euler constant (0.5772…). 
 𝑁𝑉 = 𝐽0𝜏𝐸1 (exp (−
𝑡−𝑡𝑖
𝜏
)) (5) 
In Eq. (5), E1 is the first exponential integral. We will use these two equations to fit Nv versus time 
data in this article. 
2.3 Computing DJ with the viscosity assumption 
One unknown parameter in Eq. (1) is the effective diffusion coefficient, DJ, which controls the 
atomic rearrangements involved in crystal nucleation. To compute this parameter, some authors assume 
that the mechanism that controls DJ also controls viscous flow, resulting in DJ ∝ Dη, where Dη is the 
diffusion coefficient for viscous flow, given by the Stokes–Einstein–Eyring Equation. In other words, 
this assumption considers that macro and micro-rheology are equivalent. 
 𝐷𝜂 =  𝜙
𝑘𝑇
𝑑0𝜂
 (6) 
In Eq. (6), η is the shear viscosity, and ϕ is a constant that depends on the assumptions used to derive 
Eq. (6). If Eyring’s approach [30] is used, ϕ = 1; if the Stokes–Einstein approach [31] is employed, ϕ = 
1/3π. Assuming a proportionality constant of unity (DJ=Dη) combined with Eq. (1) and Eq. (2), we obtain 
 𝐽0 = 𝜙
√𝜎𝑘𝑇
𝑑0
5𝜂
exp (−
16𝜋𝜎3
3𝑘𝑇Δ𝐺𝑉
2). (7) 
The jump size parameter, d0, can be estimated by Eq. (8), where Mm is the molar mass, ρ is the 
density of the crystal phase, and NA is Avogadro’s number. 
 𝑑0 = √
𝑀𝑚
𝜌𝑁𝐴
3
  (8) 
Therefore, the only unknown parameter is σ. If one assumes that σ is not temperature dependent, 
then Eq. (7) can be linearized as follows.  
 
ln (
𝐽0𝜂
√𝑇
)⏟    
𝑦𝜂(𝑥)
= ln (
𝜙√𝜎𝑘
𝑑0
5 )⏟    
𝐶1
−
16𝜋𝜎3
3𝑘⏟  
𝐶2
[
1
𝑇Δ𝐺𝑉
2]⏟  
𝑥
 (9) 
However, σ is in fact expected to have a weak positive temperature dependence [13,32]. This is 
because it depends on the curvature of the nucleus interface, thus depending on the critical nucleus radius, 
which, in turn, is temperature dependent [33]. Unfortunately, it is not possible to solve Eq. (7) analytically 
with respect to σ. A numerical approach to solve it is via the Lambert W function, Eq. (10) [34]. 
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𝑊−1 (−
32𝜋𝑑0
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Δ𝐺𝑉
2 [
1
𝑘𝑇
]
4
[
𝐽0𝜂
𝜙
]
6
)
3
 (10) 
Finally, there are many expressions for the shear viscosity, such as the MYEGA equation [35] shown 
in (11). Its three adjustable parameters (η∞, T12, and m) are defined in Eqs. (12)–(14). We will use this 
equation throughout this work. 
 log10(𝜂) = log10(𝜂∞) +
𝑇12
𝑇
[12 − log10(𝜂∞)] exp ([
𝑚
12−log10(𝜂∞)
− 1] [
𝑇12
𝑇
− 1]) (11) 
 𝜂∞ ≡ lim
𝑇→∞
𝜂(𝑇) (12) 
 η(𝑇12) ≡ 10
12 Pa.s (13) 
 𝑚 ≡
d log10(𝜂(𝑇)) 
d 
𝑇12
𝑇
|
𝑇=𝑇12
 (14) 
We have also tested the Vogel–Fulcher–Tammann–Hesse [36–38] viscosity equation, which did not 
change our conclusions. 
2.4 The nucleation “break” 
Figure 2a and Figure 2b show two plots constructed using literature data for Li2Si2O5  [39], one with 
the linearized Eq. (9) and the other using Eq. (10). Both plots were built using reported values of J0 and 
a regression of viscosity data from the literature [12,14,40–45], shown in Figure 2c, which gave an 
average viscosity for this particular supercooled liquid. The deviation from linearity observed on the low 
temperature side in both Figure 2a and Figure 2b is the so-called nucleation “breakdown” (not to be 
confused with the breakdown of the Stokes-Einstein equation, often reported in the analyses of crystal 
growth rates [46–49]).  
 
Figure 2 Analysis of the nucleation rate data reported by Rowlands [39] for Li2Si2O5 (a) considering 
that σ is temperature-independent, and (b) calculated value of σ considering it as a 
temperature-dependent property. The red line is the linear regression and the confidence 
bands are given by the dashed gray line. The vertical dotted line marks Tmax. (c) Viscosity 
data from various authors; the MYEGA regression is shown by a red line.  
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Possible explanations for this break have been advanced by different authors [1–5], but all of them 
have used published values of J0, tind, and/or η data from different sources. These explanations include 
the possible role of dynamic heterogeneities in crystal nucleation kinetics [2]; the effect of elastic stresses 
on the thermodynamic barrier for crystal nucleation [3]; the variation of the size of the “structural units” 
with temperature [4]; and an effect of the heterogeneous structure of glass-forming liquids with rigid and 
floppy regions [5].  Among all these possibilities, it was clearly demonstrated that elastic strain cannot 
explain the reported break [3]; but all the others are both reasonable and feasible. 
The motivation of this work is to test if the breakdown persists after a more rigorous evaluation of 
nucleation rate data. We aim to test a simpler hypothesis, i.e., the assumption that the alleged break is a 
byproduct of certain datasets that have not reached the steady-state regime. This proposed evaluation 
method comprises: i) Collecting NV and viscosity data measured for samples from the same glass batch, 
made and measured by the same authors (“clean” data); ii) performing Collins–Kashchiev and 
Shneidman regressions of the NV data, accounting for the uncertainty in the adjustable parameters and 
the confidence bands of the regressions; iii) checking and discarding data for which it is highly probable 
that the steady-state regime of nucleation has not been reached (“sanitized” data); and finally iv) testing 
whether the alleged break endures using these sanitized nucleation and diffusion data. 
3 Materials and methods 
3.1 Material of choice 
The materials of choice for this work were the glass-formers Li2Si2O5, BaSi2O5, Na4CaSi3O9, and 
Na2Ca2Si3O9. These are well-known, well-documented compositions which undergo homogeneous 
nucleation when properly heated, and for which enough thermodynamic and kinetic data are available 
[12,41,50,51,51–54]. Moreover, Li2Si2O5 is considered a model glass for crystallization studies [50] and 
several works [1–5] reported the nucleation “break” for this material. Others reported the break for 
BaSi2O5 [3,5], and Weinberg and Zanotto [1] reported on the other two glasses. 
3.2 Experimental procedure 
In addition to analyzing published data, we also synthetized a Li2Si2O5 glass at the Vitreous Materials 
Laboratory (LaMaV) in São Carlos, Brazil. Analytic grade SiO2 and Li2CO3 were mixed for 24 hours 
and then melted, cooled, and remelted 3 times at 1623 K with the intention of producing a homogeneous 
glass batch. Glass samples were obtained via splat cooling between two metallic plates, and then they 
were annealed at 663 K (about 60 K below the glass transition temperature) for 2 hours before they were 
cut in cube-like samples of approximately 2.5 mm edge.  
We used the double-stage treatment method to produce partially crystallized samples to measure the 
crystal nucleation kinetics at three nucleation temperatures, namely 703, 728, and 744 K, which embrace 
the alleged break temperature at Tmax. The development temperature was 830 K. All the results are 
reported in the Supplementary Material. We used a tubular electric furnace that has an oscillation of less 
than 2 K between the minimum and maximum temperature in an isothermal program.  
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The samples were ground and polished after the heat treatments. To increase the contrast between 
the crystals and the glass matrix, we attacked the polished surface with a neutral detergent for 2 minutes 
and proceeded to wash it away with water. Micrographs were then taken in a Zeiss Axio Imager 
microscope working in reflected light mode. The photos were randomly selected to be manually counted 
until we reached a minimum of 300 counted crystals per sample. With the total area of all the pictures of 
a sample, we obtained the number of crystals per area (Ns).  
We used the De Hoff and Rhines equation [55] (Eq. 15) to estimate NV from Ns, which takes into 
account the prolate ellipsoid shape of the Li2Si2O5 crystals. In addition to Ns, we also measured the major 
(a) and minor (b) axis of the ellipsoid to compute 𝑞 ≡ 𝑏/𝑎. These axis measurements were done using 
transmitted light microscopy in the same Zeiss microscope mentioned above. 
 𝑁𝑉 =
2𝑁𝑠𝑍𝑝̅̅̅̅
𝜋𝐾𝑝
 (15) 
 𝑍𝑝̅̅ ̅ =
𝜋
2𝑏
 (16) 
 𝐾𝑝 =
1
2
[
1
𝑞
+
𝑞 ln(
1+√1−q²
q
)
√1−𝑞²
] (17) 
One issue with the method above described is that some crystals will have sectioned areas that are 
below the resolution limit of the microscope used. In other words, some crystals are intercepted by the 
polished surface plane, but are too small to be seen. The fraction f of crystals that are sectioned but not 
counted depends on the resolution limit, ε, of the microscope used and the size D of the largest crystals 
[56]: 
 𝑓 =
𝜋
2
arcsin (
𝜀
𝐷
) (18) 
This expression was used to correct all the computed values of NV using the microscope catalog 
value of 1 micron for the 40x objective used. Finally, we corrected the computed values of NV by 
subtracting the number of crystals per volume that nucleated during the glass making process—during 
the initial quenching and heating paths to the development temperature.  
We made the same stereological correction for the BaSi2O5 nucleation data, which was previously 
measured by one of us (Alisson M. Rodrigues). Nucleation data from the literature (see next section) 
were not corrected in the original publication and we have no means to make this correction without the 
micrographs. 
3.3 Literature data collection and grouping strategy 
We also revisited published crystal nucleation data [3,43,57–59]. More specifically, we collected 
original NV versus time data and analyzed them by performing regressions with both the Collins–
Kashchiev (Eq. 4) and the Shneidman (Eq. 5) expressions. To the best of our knowledge, this is the first 
time that the Collins–Kashchiev regressions for these data are revisited, and also the first time that these 
data are analyzed using the Shneidman equation.  
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A key concept used in this article is what we call “clean” datasets, which are then used to perform 
“clean” analyses. The adopted strategy is to analyze nucleation and diffusion data from different glass 
batches separately. The reasoning behind this choice is that each glass is unique because it contains 
different amounts and types of impurities, as well as some deviation from the respective nominal 
composition. Some properties are more or less affected by these deviations. For example, density, heat 
capacity, thermal expansion coefficient, Young modulus, and the thermodynamic driving force for 
crystallization are not significantly affected, whereas dynamic properties, such as viscosity and crystal 
nucleation kinetics can be strongly affected by small compositional deviations and impurities.  
3.4 Steady-state regime test adopted  
A key question regarding crystal nucleation studies is whether the steady-state regime has been 
reached for a given dataset (that is, a collection of NV versus time data measured in the same glass batch 
with the same Td and Tn). Circumstantial knowledge in the field claims that the thermal treatment should 
be carried out for an experimental time at least greater than triple the nucleation induction time to reach 
the steady-state. However, we are unaware of statistical tests to infer the probability that the steady-state 
regime has been reached.  
One way to tackle this problem is to identify and discard the datasets which have a significant chance 
of not having reached the steady-state regime. Here we propose two conditions that must be met for any 
dataset to be further considered in the analysis:  
i. The dataset must have at least 5 experimentally measured NV at different times at any given 
temperature. The reasoning is that erroneous data (which are difficult to identify) can have a 
huge impact on the results of the NV versus time regression for datasets of 4 or less data 
points;  
ii. The dataset must have at least one NV measured for a nucleation time greater or equal to 
double the respective induction time. It is known that a system has not reached the steady-
state regime at a time that is equal or lower than its nucleation induction time. Because of 
that, a higher threshold, taken as 2tind in this article, must be selected.  
We are aware that these conditions are not enough to guarantee that the steady-state condition was 
reached. However, if they are not met, chances are that the steady-state regime has not been reached. The 
idea of this test is to use only datasets for which we have more confidence that have reached the steady-
state regime (we call this “sanitized” data). An even stricter threshold could be chosen, e.g., treatment 
times > 3tind, but then too few datasets of these four systems would be selected for analysis.  
3.5 Numerical calculations 
We performed a non-linear regression of both Eqs. (4) and (5) for all the available nucleation datasets 
(Nv versus t) that we were able to measure and collect from the literature. When the uncertainty in NV 
data is not reported, the residuals that are minimized during the non-linear regression routine were 
weighted by the logarithm of NV. If this is not done, the regression tends to disregard the data for shorter 
times (lower NV), and this would lead to too much bias towards long time data (higher NV). 
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After obtaining the nucleation induction times from the regression, we applied the steady-state test 
proposed in Section 3.4, for which only those datasets that met both criteria were selected to take part in 
the next analysis. Our own data and the sanitized datasets from Fokin and Sycheva [58,59] for Li2Si2O5 
were analyzed separately, following the “clean” analysis concept previously discussed. We carried out 
two tests under the following conditions: 
i. Assuming DJ = Dη and a temperature-independent σ. A linear correlation between yη and x is 
expected if CNT holds with these assumptions (see Eq. 9); 
ii. Assuming DJ = Dη and a temperature-dependent σ. A monotonic temperature dependence 
[13,32] of σ is expected if CNT holds with these assumptions (see Eq. 10).  
To be clear, we are not arguing which of the previous considerations is best to search for evidence 
of the possible failure of CNT. Instead, we propose to check all of them to build a macro picture of the 
landscape of this problem. With this approach, we hope to obtain insights to further explore and discuss 
this topic.  
Uncertainty propagation was carried out by the linear error propagation theory, computed using the 
Python uncertainties module [60]. The regression confidence bands were computed using LMFIT`s 
implementation [61] of the procedure described in Ref. [62], which, in turn, references the work of 
Wolberg [63]. A confidence level of 95% was used in all statistical calculations in this work, except if 
stated otherwise. 
4 Results and discussion 
4.1 Viscosity and crystal nucleation rates 
Figure 3 shows the viscosity data measured in this work and from the literature with the regressions 
of Eq. (11) and confidence bands. The reasoning for performing the regressions of Li2Si2O5 separately 
by the author is to follow the “clean” dataset and analysis approach that was defined in Section 3.3.  
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Figure 3 Temperature dependence of shear viscosity. The black circles are experimental data, the red 
continuous line is the regression of Eq. (11), and the dashed grey lines are the regression 
confidence bands. The dotted vertical line is the Tmax obtained using the Shneidman equation 
(see Figure 4). 
Table 1 shows the resulting parameters and respective standard deviations obtained from the 
regressions of viscosity data shown in Figure 3. As expected, the uncertainty in η∞ is substantial for the 
compositions for which viscosity data near the melting point are missing (all, except BaSi2O5). This 
substantial uncertainty can be problematic if the regressions are extrapolated too far from the temperature 
domain of available viscosity data. To visualize this problem, some subplots in Figure 3 show 
extrapolations of the viscosity regression to cover the temperature domain of experimental nucleation 
data. Some subplots do not show any extrapolation of the viscosity regression because the temperature 
domain of nucleation data is contained within the temperature domain of viscosity data. One can clearly 
see the poor confidence of extrapolation of data in Figure 3e for higher temperatures. This will result in 
higher uncertainty on analyses that rely on this particular extrapolation (see the right hand side of Figures 
5e and 6e). 
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Table 1.Parameters obtained from the regression of Eq. (11). The uncertainty is one standard deviation. 
Composition T12 m log10(η∞) 
Li2Si2O5 [this work] 729.9(4) 43(3) 5(3) 
Li2Si2O5 [58] 724.7(3) 51.6(7) −1(3) 
Li2Si2O5 [59] 728.5(7) 48(4) 1(9) 
BaSi2O5 [51,57] 963.4(4) 53.7(3) −1.27(4) 
Na4CaSi3O9 [58] 742.0(3) 58(2) −20(40) 
Na2Ca2Si3O9 [43] 843(1) 59(5) 5(1) 
 
Figure 4 shows the values of J0 obtained from the regression of the Shneidman equation. From these 
plots we defined Tmax (indicated as a vertical dotted line) as the temperature with the highest value of J0, 
not considering the uncertainty of J0. Due to the small difference between the results considering the 
Shneidman equation and Collins–Kashchiev equation, here we will only show the results of the first. All 
results considering the latter are detailed in the Supplementary Material and they lead to the same 
conclusion that we report here. All plots showing the regression of NV versus t data are also detailed in 
the Supplementary Material.  
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Figure 4 Crystal nucleation rates versus temperature obtained by fitting sanitized NV(t) data with the 
Shneidman equation. The uncertainty is two standard deviations (confidence of about 95%). 
The vertical dotted line is Tmax. 
4.2 Checking the nucleation “break” 
Figure 5 and Figure 6 show the results of the numerical calculations performed to check the 
nucleation “break”. The first assumes that σ is temperature-independent, whereas the latter makes no 
such assumption. A sign of the CNT failure would be a change of slope or a deviation from a linear 
behavior, reported to happen in the vicinity of Tmax. There is no clear sign of the alleged failure of CNT 
within the uncertainty margin and confidence bands.  
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Figure 5 Analysis of the sanitized nucleation rate data for different materials considering DJ = Dη and 
assuming that σ is temperature-independent. The red line is the linear regression with the 
confidence bands given by the dashed gray line. The vertical dotted line marks Tmax. The 
uncertainty of the data is two standard deviations (confidence of 95%). 
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Figure 6 Analysis of the sanitized nucleation data considering DJ = Dη without assuming that σ is 
temperature-independent. The red line is the linear regression with the confidence bands 
given by the dashed gray line. The vertical dotted line marks Tmax. The uncertainty of the 
data is two standard deviations (confidence of 95%). 
The composition BaSi2O5 merits further investigation: one experimental point (at Tmax) is not within 
the confidence band of the linear regression in both Figures 5d and 6d. While this is not clear evidence 
in favor of the CNT “break”, it is also not evidence of the opposite. While the analysis for BaSi2O5 is 
inconclusive, it is relevant to note that this is the composition with the largest extrapolation of viscosity 
data: the lowest nucleation data is about 40 K below the lowest viscosity data.  
All in all, we analyzed data from six different glass batches with four different chemical 
compositions and thus collected enough evidence to support the hypothesis that the reported CNT break 
is likely an artifact. This CNT failure probably arises from the combination of the following reasons:  
 mixing nucleation and diffusion data measured for different glass batches; 
 using datasets for which the steady-state nucleation regime was not reached, resulting in 
erroneous values of the fitting parameters. 
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5 Summary and Conclusions 
In this work, we rigorously analyzed Nv versus time data for four oxide glass-formers, searching for 
evidence to support or discard the alleged breakdown of the Classical Nucleation Theory at Tmax. Our 
analysis followed a new, rigorous protocol based on three items: i) Nucleation and diffusion data were 
measured in the same glass batch and each batch was individually analyzed  (“clean” data and “clean” 
analysis); ii) only Nv versus time data that passed a steady-state regime test were used (“sanitized” data); 
iii) the uncertainty and regression confidence bands were computed and considered. With this setup, 
there is no evidence for the CNT breakdown in the four tested materials. This result solves a long-
standing problem regarding the Classical Nucleation Theory, the main toolset used to analyze nucleation 
kinetics. 
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7 Supplementary material 
7.1 Data in table format 
Data in table format is available upon request. 
7.2 Regression of NV data using Shneidman equation 
Some datasets reported in the original references are not shown here. Those were datasets that did 
not pass the conditions stated in Section 3.4 of the article or that the regression of the Shneidman equation 
did not converge. 
7.2.1 Li2Si2O5 [this work] 
Figure 7 shows the NV versus t data measured in this work with the regression of the Shneidman 
equation. The Nv data were corrected for stereological errors by Eq. (18). 
 
Figure 7 NV versus t for the Li2Si2O5 measured in this work. The red line is the regression of the data 
using the Shneidman equation with a confidence band shown in dashed gray. It was not 
possible to compute the confidence band for 744 K. 
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7.2.2 Li2Si2O5 [58] 
Figure 8 shows the NV versus t data measured by Fokin [58] with the regression using the Shneidman 
equation. Only the data referring to the development temperature of 899 K of ref. [58] were considered.  
 
Figure 8 NV versus t for Li2Si2O5 measured in Ref. [58]. The red line is the regression of the data 
using the Shneidman equation with a confidence band shown in dashed gray.  
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7.2.3 Li2Si2O5 [59] 
Figure 9 shows the NV versus t data measured by Sycheva [59] with the regression of the Shneidman 
equation.  
 
Figure 9 NV versus t for the Li2Si2O5 measured in Ref. [59]. The red line is the regression of the data 
using the Shneidman equation with a confidence band shown in dashed gray. 
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7.2.4 BaSi2O5 [57] 
Figure 10 shows the NV versus t data measured by Rodrigues [57] with the regression of the 
Shneidman equation. The Nv data were corrected for stereological errors by Eq. (18). 
 
Figure 10 NV versus t for the BaSi2O5 measured in Ref. [57]. The red line is the regression of the data 
using the Shneidman equation with a confidence band shown in dashed gray. It was not 
possible to compute the confidence band for 1013 K. 
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7.2.5 Na4CaSi3O9 [58] 
Figure 8 shows the NV versus t data measured by Fokin [58] with the regression of the Shneidman 
equation.  
 
Figure 11 NV versus t for the Na4CaSi3O9 measured in Ref. [58]. The red line is the regression of the 
data using the Shneidman equation with a confidence band shown in dashed gray. It was 
not possible to compute the confidence band for one dataset of 778 K. 
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7.2.6 Na2Ca2Si3O9 [43] 
Figure 12 shows the NV versus t data measured by Gonzalez-Oliver [43] with the regression of the 
Shneidman equation. 
 
Figure 12 NV versus t for the Na2Ca2Si3O9 measured in Ref. [43]. The red line is the regression of the 
data using the Shneidman equation with a confidence band shown in dashed gray. 
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7.3 Regression of NV data using Collins–Kashchiev equation 
Some datasets reported in the original references are not shown here. Those were datasets that did 
not pass the conditions stated in Section 3.4 of the article or that the regression of the Collins–Kashchiev 
equation did not converge. All the Collins–Kashchiev regressions were done considering 1000 terms of 
the infinite sum of Eq. (4). 
7.3.1 Li2Si2O5 [this work] 
Figure 13 shows the NV versus t data measured in this work with the regression of the Collins–
Kashchiev equation. The Nv data were corrected for stereological errors by Eq. (18). 
 
Figure 13 NV versus t for the Li2Si2O5 measured in this work. The red line is the regression of the data 
using the Collins–Kashchiev equation with a confidence band shown in dashed gray. 
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7.3.2 Li2Si2O5 [58] 
Figure 14 shows the NV versus t data measured by Fokin [58] with the regression of the Collins–
Kashchiev equation. Only the data referring to the development temperature of 899 K of ref. [58] were 
considered. 
 
Figure 14 Figure 8 shows the NV versus t data measured by Fokin [58] with the regression of the 
Collins–Kashchiev equation. Only the data referring to the development temperature of 899 
K of ref. [58] were considered. 
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7.3.3 Li2Si2O5 [59] 
Figure 15 shows the NV versus t data measured by Sycheva [59] with the regression of the Collins–
Kashchiev equation. 
 
Figure 15 NV versus t for the Li2Si2O5 measured in Ref. [59]. The red line is the regression of the data 
using the Collins–Kashchiev equation with a confidence band shown in dashed gray. 
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7.3.4 BaSi2O5 [57] 
Figure 16 shows the NV versus t data measured by Rodrigues [57] with the regression of the Collins–
Kashchiev equation. The Nv data were corrected for stereological errors by Eq. (18). 
 
Figure 16 NV versus t for the BaSi2O5 measured in Ref. [57]. The red line is the regression of the data 
using the Collins–Kashchiev equation with a confidence band shown in dashed gray. 
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7.3.5 Na4CaSi3O9 [58] 
Figure 17 shows the NV versus t data measured by Fokin [58] with the regression of the Collins–
Kashchiev equation. 
 
Figure 17 NV versus t for the Na4CaSi3O9 measured in Ref. [58]. The red line is the regression of the 
data using the Collins–Kashchiev equation with a confidence band shown in dashed gray.  
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7.3.6 Na2Ca2Si3O9 [43] 
Figure 18 shows the NV versus t data measured by Gonzalez-Oliver [43] with the regression of the 
Collins–Kashchiev equation. 
 
Figure 18 NV versus t for the Na2Ca2Si3O9 measured in Ref. [43]. The red line is the regression of the 
data using the Collins–Kashchiev equation with a confidence band shown in dashed gray. 
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7.4 Results using the Collins-Kashchiev equation 
Figure 19, Figure 20, and Figure 21 illustrate the same analysis shown in Section 4 of the manuscript 
but using the Collins–Kashchiev equation. Unfortunately, Tmax for Li2Si2O5 from Ref. [58] could not be 
defined in this scenario. The results are shown only for completeness as they provide no evidence in 
favor or against the nucleation “break”. 
 
Figure 19 Crystal nucleation rate obtained using the Collins–Kashchiev equation versus temperature. 
The uncertainty is two standard deviations (giving a confidence of about 95%). The vertical 
dotted line is Tmax. 
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Figure 20 Analysis of the nucleation data considering DJ = Dη and assuming that σ is temperature-
independent. The red line is the linear regression with the confidence bands given by the 
dashed gray line. The vertical dotted line marks Tmax. The uncertainty of the data is two 
standard deviations (confidence of 95%). 
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Figure 21 Analysis of the nucleation data considering DJ = Dη without assuming that σ is temperature-
independent. The red line is the linear regression with the confidence bands given by the 
dashed gray line. The vertical dotted line marks Tmax. The uncertainty of the data is two 
standard deviations (confidence of 95%). 
 
 
