Simetrias de Lie e soluções exatas de equações diferenciais quaselineares by Martins, Antonio Carlos Gilli, 1952-
Simetrias de Lie e Soluc¸o˜es Exatas de
Equac¸o˜es Diferenciais Quaselineares
Antonio Carlos Gilli Martins
12 de dezembro de 2002
2
Conteu´do
1 Introduc¸a˜o 5
2 O Problema de Liouville-Gelfand 9
2.1 Introduc¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 As Simetrias de Lie: caso quasilinear . . . . . . . . . . . . . . 11
2.3 As Simetrias de Lie: caso semilinear . . . . . . . . . . . . . . . 17
2.4 As Simetrias de No¨ther . . . . . . . . . . . . . . . . . . . . . . 20
2.5 O Caso N = 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3 Sobre o Problema Quaselinear Geral 29
3.1 Introduc¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.2 Simetrias de Lie: caso quaselinear com f(y) geral . . . . . . . 32
3.3 Simetrias de Lie para f(y) = λyp . . . . . . . . . . . . . . . . 36
3.4 As Simetrias de No¨ther . . . . . . . . . . . . . . . . . . . . . . 40
3.5 As Simetrias de Lie no caso semilinear . . . . . . . . . . . . . 44
3.6 Aplicac¸o˜es . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.6.1 O Problema de Liouville-Gelfand . . . . . . . . . . . . 46
3.6.2 Sobre a Equac¸a˜o de Boltzmann . . . . . . . . . . . . . 47
3.6.3 Sobre a Equac¸a˜o de Lane-Emden generalizada . . . . . 50
3.7 Comenta´rios e observac¸o˜es finais . . . . . . . . . . . . . . . . . 52
4 O Sistema de Lane-Emden 55
4.1 Introduc¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.2 Ca´lculo das Simetrias . . . . . . . . . . . . . . . . . . . . . . . 58
4.3 As Simetrias de No¨ther do Sistema . . . . . . . . . . . . . . . 65
4.4 Uma primeira integral . . . . . . . . . . . . . . . . . . . . . . 69
3
4 CONTEU´DO
A Observac¸o˜es sobre o procedimento geral 71
A.1 Introduc¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
A.2 Grupo de Transformac¸o˜es . . . . . . . . . . . . . . . . . . . . 71
A.3 Tranformac¸o˜es Infinitesimais . . . . . . . . . . . . . . . . . . . 72
A.4 S´imbolo da Transformac¸a˜o Infinitesimal. . . . . . . . . . . . . 73
A.5 Grupo Gerado por uma Transformac¸a˜o Infinitesimal . . . . . . 74
A.6 Invariantes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
A.7 Fami´lia de Curvas Invariantes . . . . . . . . . . . . . . . . . . 80
A.8 Mudanc¸a de Varia´veis e Varia´veis Canoˆnicas . . . . . . . . . . 81
A.9 Segunda Extensa˜o de um Grupo . . . . . . . . . . . . . . . . . 84
A.10 Simetrias de Lie de uma equac¸a˜o diferencial . . . . . . . . . . 87
A.10.1 Simetrias de um sistema de equac¸o˜es diferenciais . . . . 89
A.11 Equac¸a˜o diferencial de segunda ordem. . . . . . . . . . . . . . 92
A.12 Aplicac¸a˜o do procedimento . . . . . . . . . . . . . . . . . . . . 93
B O Lema de Lagrange 101
Cap´ıtulo 1
Introduc¸a˜o
Nesta tese aplicaremos a chamada Grupo-Ana´lise ao estudo de equac¸o˜es
diferenciais e a` obtenc¸a˜o das suas soluc¸o˜es exatas. A Grupo-Ana´lise (Group
Analysis) constitui-se na utilizac¸a˜o da teoria dos Grupos Cont´inuos de Trans-
formac¸o˜es na resoluc¸a˜o de problemas de Ana´lise ou Equac¸o˜es Diferenciais e
e´ um me´todo geralmente conhecido de descric¸a˜o das simetrias dos modelos
matema´ticos cont´inuos. Essa abordagem e´ baseada na Teoria dos Grupos
Cont´inuos de Transformac¸o˜es desenvolvido por Sophus Lie no fim do se´culo
XIX e e´, grosso modo, uma reunia˜o de ide´ias alge´bricas e geome´tricas com
ide´ias de ana´lise. O desenvolvimento intensivo da teoria dos grupos cont´inuos
levou a` criac¸a˜o de uma nova vertente em Matema´tica: a Teoria dos Grupos e
das A´lgebras de Lie. Desde o in´icio, os propo´sitos de Lie eram os da criac¸a˜o
de uma teoria completa sobre a integrac¸a˜o de equac¸o˜es diferenciais, mas todo
o seu trabalho, nos problemas de integrac¸a˜o, acabou sendo basicamente es-
quecido. Supo˜e-se que isso tenha sido causado pelo fato que seus me´todos de
integrac¸a˜o desenvolvidos na˜o consistiam uma ferramenta matema´tica univer-
sal, no sentido que nem todos os sistemas de equac¸o˜es diferenciais possuiam
grupos na˜o triviais de transformac¸o˜es. Uma discussa˜o sobre essa questa˜o
pode ser encontrada em [25].
Posteriormente, o enfoque dado por Lie a`s equac¸o˜es diferenciais foi uti-
lizado por pesquisadores mais voltados a`s aplicac¸o˜es, uma vez que os modelos
usados em F´isica e Mecaˆnica possuem, via de regra, simetrias ba´sicas de-
scritas por grupos de transformac¸o˜es. O conhecimento de tais grupos revela
considera´veis informac¸o˜es para o estudo do modelo matema´tico. Em particu-
lar, uma propriedade do grupo de transformac¸o˜es de um sistema de equac¸o˜es
diferenciais torna poss´ivel distinguir classes de soluc¸o˜es invariantes pela ac¸a˜o
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do grupo. A descoberta desses invariantes, ale´m de ser um problema mais
simples de se resolver do que o de achar uma soluc¸a˜o geral, permite obter
novas soluc¸o˜es a partir das ja´ conhecidas. Essa circunstaˆncia adquire uma
importaˆncia especial no estudo dos modelos na˜o lineares onde cada soluc¸a˜o
exata desempenha um papel relevante e onde os me´todos da Grupo-Ana´lise
atuam ta˜o bem como efetivamente para os problemas lineares. Observa-
se ainda que, em contraste com os me´todos tradicionais, estes na˜o usam
a linearizac¸a˜o do modelo original. Acredita-se que a ampla pesquisa das
propriedades de grupos no conjunto dos modelos da F´isica-Matema´tica de-
senvolvidos na de´cada de 1960 esta´ relacionada com essas circunstaˆncias.
Contrariamente ao que se poderia pensar, a Grupo-Ana´lise na˜o se esgota
pelos seus me´todos de construc¸a˜o de soluc¸o˜es especiais de um sistema de
equac¸o˜es diferenciais. Ja´ desde o in´icio do se´culo passado a conexa˜o das
simetrias de um modelo matema´tico com leis de conservac¸a˜o achou uma
formulac¸a˜o construtiva na forma dos Teoremas de No¨ther. Como leis de
conservac¸a˜o, na maioria das vezes, sa˜o bases para a construc¸a˜o de modelos
matema´ticos, os teoremas de No¨ther apontam para o papel fundamental que
as simetrias teˆm a´i. Destaca-se, a bem da verdade, que a considerac¸a˜o das
simetrias foi fundamental e decisiva na criac¸a˜o da Mecaˆnica Quaˆntica, na
teoria das part´iculas elementares e em outras a´reas.
O problema que sera´ o principal objeto de estudo nesta tese se resume da
seguinte maneira:
Ph. Clement, D. de Figueiredo e E.Mitidieri introduziram, no funda-
mental artigo Quasilinear Elliptic Equations with Critical Exponents, [7], a
seguinte classe de equac¸o˜es diferenciais ordina´rias quaselineares:
−(xα|y′|βy′)′ = xγf(y) ,
onde α, β e γ sa˜o nu´meros reais, x > 0, y = y(x) e f e´ uma func¸a˜o na˜o neg-
ativa. Nele os autores abordam tais equac¸o˜es usando te´cnicas variacionais,
e, entre outros resultados, obtiveram, em alguns casos, fo´rmulas expl´icitas
para suas soluc¸o˜es exatas. Fazem suposic¸o˜es ba´sicas de relac¸o˜es entre os
paraˆmetros α, β e γ para decidirem sobre a existeˆncia ou a na˜o existeˆncia de
soluc¸o˜es quando essas relac¸o˜es sa˜o, ou na˜o sa˜o, verificadas.
Nesta tese abordamos a mesma classe de equac¸o˜es diferenciais acima
citada e, sob a o´tica das Simetrias de Lie, e em particular das que sa˜o Sime-
trias de No¨ther dessas equac¸o˜es, justificamos a validade das relac¸o˜es entre os
paraˆmetros, por eles utilizadas, na obtenc¸a˜o das soluc¸o˜es exatas das referidas
7equac¸o˜es. Nesse sentido estabelecemos uma relac¸a˜o entre as equac¸o˜es difer-
enciais na˜o-lineares envolvendo expoentes cr´iticos e suas simetrias de No¨ther.
Este e´ o principal resultado da tese. A concretizac¸a˜o dessa relac¸a˜o esta´ apre-
sentada nos cap´itulos a seguir. Acreditamos que tal relac¸a˜o vale em contexto
mais geral do que o aqu´i considerado.
No cap´itulo 2 abordaremos o Problema de Liouville-Gelfand, caso parti-
cular do supra mencionado, que consiste em achar as soluc¸o˜es de
−∆u = λeu em Ω ,
u = 0 sobre ∂Ω,
u > 0 em Ω,
considerando Ω a bola aberta no RN com centro na origem, raio R e onde λ e´
um paraˆmetro real. Nele responderemos a`s indagac¸o˜es que surgem, natural-
mente, da relac¸a˜o existente entre os paraˆmetros e a natureza do problema.
No cap´itulo 3, a generalizac¸a˜o proposta sera´ analisada pela mesma metodo-
logia do cap´itulo 2 para quando as equac¸o˜es forem quaselineares, β 6= 0, com
f (x) geral e para o caso espec´ifico f (x) = λyp, sendo p um nu´mero positivo.
Apo´s os ca´lculos das simetrias e da ana´lise das que sa˜o de No¨ther obtemos
os teoremas que fornecem um caminho para a obtenc¸a˜o das soluc¸o˜es exatas,
inclusive para o caso semilinear, β = 0, e f (x) geral.
No cap´itulo 4 iremos provar um teorema, conjectura proposta por E. Mi-
tidieri, sobre a forma que as simetrias de um sistema de equac¸o˜es diferenciais
de Lane-Emden assumem. Como metodologia usaremos uma generalizac¸a˜o,
para sistemas, do processo de obtenc¸a˜o das simetrias, quando elas existem.
No apeˆndice A sa˜o apresentados alguns elementos ba´sicos da Teoria de
Lie, relac¸o˜es que permitem o ca´lculo das simetrias, tanto para as equac¸o˜es
como para o sistema, ale´m de um exemplo da aplicac¸a˜o do me´todo com todos
os detalhes: desde a obtenc¸a˜o das simetrias, das mudanc¸as de varia´veis ate´
a soluc¸a˜o exata da equac¸a˜o.
No apeˆndice B apresentamos o Lema de Lagrange, usado para o ca´lculo
das simetrias de No¨ther.
Mais detalhes introduto´rios sobre os assuntos a serem abordados sera˜o
dados nos in´icios de cada cap´itulo.
Devemos ressaltar que estaremos chamando as Simetrias de pontos de
Lie, ou ainda Simetrias pontuais de Lie, (Lie point Symmetries), de, sim-
plesmente, Simetrias de Lie durante todo o desenvolvimento desse trabalho.
Em conclusa˜o gostar´iamos de destacar que, apesar de a Grupo-Ana´lise ter
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sido muito u´til na resoluc¸a˜o de uma grande variedade de problemas, inclusive
os acima propostos, outros problemas mais recentes da F´isica-Matema´tica
apresentaram, por essa metodologia, uma se´rie de questo˜es que na˜o encon-
travam soluc¸a˜o dentro da Teoria de Lie. Outras transformac¸o˜es, mais gerais
que aquelas de carater pontual, e que preservavam equac¸o˜es diferenciais,
foram encontradas. Para uma melhor iterac¸a˜o com essas outras simetrias
vide [30].
Cap´ıtulo 2
O Problema de
Liouville-Gelfand
2.1 Introduc¸a˜o
Considere Ω a bola aberta no RN com centro na origem e raio R. O problema
de achar as soluc¸o˜es de
−∆u = λeu em Ω ,
u = 0 sobre ∂Ω,
u > 0 em Ω,
(2.1)
onde λ e´ um paraˆmetro real, e´ chamado de O Problema de Liouville-Gelfand.
Ele foi estudado por Liouville [17] que achou soluc¸o˜es expl´icitas em dimensa˜o
N = 1, e tambe´m, no caso N = 2, a soluc¸a˜o geral de(2.1) em termos de uma
func¸a˜o harmoˆnica arbitra´ria. Posteriormente Bratu [5] achou duas soluc¸o˜es
expl´icitas de (2.1) quando 0 < λ < 2/R2 e N = 2. O resultado significativo
seguinte foi obtido por Gelfand em [10] que considerou, entre outras coisas, o
problema de auto ignic¸a˜o te´rmica de uma mistura ativa de gases no plano e
em vasos cil´indricos e esfe´ricos. Em particular, quando N = 3, ele pesquisou
os valores de λ para os quais o problema tinha uma soluc¸a˜o e estudou a
multiplicidade de tais soluc¸o˜es.
Pode-se notar que se λ ≤ 0 ou se λ > λ∗, para uma certa constante pos-
itiva λ∗, na˜o ha´ soluc¸a˜o para o problema (2.1). Ainda mais, pelo conhecido
resultado devido a Gidas, Ni e Nirenberg, se uma soluc¸a˜o existe, enta˜o ela
deve ter simetria radial. Desse modo o problema em questa˜o pode ser re-
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duzido ao caso da soluc¸a˜o da equac¸a˜o diferencial ordina´ria abaixo
y′′ − N − 1
x
y′ = λey em (0, R) ,
y′ (0) = y (R) = 0 ,
y > 0 em [0, R) ,
(2.2)
onde x ≥ 0 e´ norma Euclidiana de um vetor no RN e y = y (x) e´ uma func¸a˜o
radial em Ω. Posto dessa forma, o problema se torna mais aborda´vel e sugere
uma das poss´iveis generalizac¸o˜es do Problema de Liouville-Gelfand, a saber:
existe uma classe de operadores radiais quase lineares dados por
Ly = −
(
xα |y′|β y′
)′
x−γ (2.3)
considerados em [7] e, em cuja definic¸a˜o, os paraˆmetros α, β e γ sa˜o nu´meros
reais que safisfazem algumas relac¸o˜es que sera˜o especificadas brevemente.
Observa-se ainda que esta classe conte´m os seguintes operadores que agem
sobre func¸o˜es radiais definidas em Ω :
1) Operador de Laplace se α = γ = N − 1 , β = 0;
2) Operador p−Laplace se α = γ = N − 1 , β = p− 2;
3) Operador k−Hessiano se α = N − k , γ = N − 1 , β = k − 1.
Clement, de Figueiredo e Mitidieri propuseram, em [7], a seguinte gene-
ralizac¸a˜o de (2.2) em termos de L :
−
(
xα |y′|β y′
)′
= λxγey em (0, R) ,
y′ (0) = y (R) = 0 ,
y > 0 em [0, R) ,
(2.4)
onde
α− β − 1 = 0, β > −1, γ > −1. (2.5)
Eles acharam a constante λ∗ acima mencionada, provaram que existe uma
u´nica soluc¸a˜o de (2.4) quando λ = λ∗ e que existem exatamente duas soluc¸o˜es
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se 0 < λ < λ∗. Mais ainda, usando o me´todo das primeiras integrais, deter-
minaram as formas expl´icitas dessas soluc¸o˜es.
A relac¸a˜o α = β + 1 foi essencialmente usada em [7]. Ela corresponde
ao caso chamado Caso de Pohozaev-Trudinger e esta´ relacionada com a
perda da compacidade do tipo exponencial de certos mergulhos. Neste
cap´itulo pretende-se responder a`s indagac¸o˜es que naturalmente podem apare-
cer quanto a` relac¸a˜o entre a condic¸a˜o α = β + 1 e a natureza do problema
(2.4), clarificar o contexto em que ela aparece e responder porqueˆ foi pos-
sivel achar as soluc¸o˜es explicitamente. Para esse propo´sito o problema sera´
abordado sob o ponto de vista da Teoria das Simetrias de pontos de Lie para
equac¸o˜es diferenciais .
A estrate´gia a ser adotada sera´ a seguinte: calcular o Grupo de Simetrias
ou, simplesmente, as Simetrias de Lie de (2.4),Teoremas 2.1 e 2.2. Depois
disso buscar, entre elas, aquelas que sa˜o Simetrias de No¨ther. Com isso
provamos o principal resultado desse cap´itulo, o Teorema 2.6, que afirma
que uma Simetria de Lie do problema (2.4) e´ uma Simetria de No¨ther se,
e somente se, α = β + 1. De posse da Simetria de No¨ther determina-se
uma das primeiras integrais usadas em [7] e da qual imediatamente se obteˆm
as soluc¸o˜es da equac¸a˜o diferencial desejada sem o uso de outras primeiras
integrais. Nesse sentido mostramos que as soluc¸o˜es expl´icitas podem ser
obtidas por te´cnicas envolvendo simetrias e que os va´rios teoremas esta˜o
relacionados nos casos dos expoentes cr´iticos.
Nos para´grafos 2.2 e 2.3 sera˜o calculadas as simetrias de (2.4) nos casos
β 6= 0 e β = 0, quaselinear e semilinear respectivamente. No para´grafo
2.4, de acordo com as Simetrias de No¨ther, sera˜o encontradas uma primeira
integral e depois a soluc¸a˜o exata. Finalmente, em 2.5, e´ feita uma breve
discussa˜o sobre o caso particular N = 2.
Os resultados deste cap´itulo foram publicados em [2].
2.2 As Simetrias de Lie: caso quasilinear
Vamos calcular as Simetrias de Lie de (2.4) com as condic¸o˜es
β > −1, β 6= 0 e γ > −1. (2.6)
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Recordando que as Simetrias de Lie sa˜o determinadas pelos seus geradores
infinitesimais
X = ξ (x, y)
∂
∂x
+ η (x, y)
∂
∂y
, (2.7)
precisamos calcular as func¸o˜es ξ := ξ (x, y) e η := η (x, y) que as definem.
Para tanto reescrevemos a equac¸a˜o (2.4) na forma
y′′ = − α
β + 1
y′
x
− λ
β + 1
xγ−α |y′|−β ey := ω (x, y, y′) . (2.8)
Observe-se que a soluc¸a˜o de (2.4), se existir, deve satisfazer y′ < 0 em (0, R),
conforme [7]. Substituindo
ωx =
α
β + 1
y′
x2
− λ (γ − α)
β + 1
xγ−α−1 |y′|−β ey,
ωy = − λ
β + 1
xγ−α− |y′|−β ey e
ωy′ = − α
β + 1
1
x
− λβ
β + 1
xγ−α |y′|−β−1 ey
na identidade (4.11),[30], pa´gina 28, ou (A.47), que determina as Simetrias
de Lie de uma equac¸a˜o diferencial de segunda ordem, obtemos
α
β + 1
ηx
x
+ ηxx + y
′ [
α
β + 1
ξx
x
− α
β + 1
ξ
x2
+ 2ηxy − ξxx]+
+y′2 [
2α
β + 1
ξy
x
+ ηyy − 2ξxy]− y′3 ξyy + |y′|−β−1 λβ
β + 1
xγ−αeyηx+
+|y′|−β[−λxγ−αeyηy+ λ(β + 2)
β + 1
xγ−αeyξx+
λ(γ − α)
β + 1
xγ−α−1eyξ+
λxγ−α
β + 1
eyη]+
−|y′|−β+1λ(β + 3)
β + 1
xγ−αeyξy = 0. (2.9)
Como as func¸o˜es ξ e η na˜o dependem de y′, todos os coeficientes das poteˆncias
de y′ devem ser identicamente nulos. Uma vez que β > −1, β 6= 0 e γ 6= 0,
igualando a zero o coeficiente de |y′|−β−1 implica que
ηx = 0
2.2. AS SIMETRIAS DE LIE: CASO QUASILINEAR 13
e assim η e´ func¸a˜o apenas da varia´vel y, que sera´ denotada por
η := b (y) . (2.10)
Para obter as informac¸o˜es relevantes sobre ξ devemos ser um pouco mais
cautelosos. Como β > −1 e β 6= 0 segue que −β + 1 6= 3, −β + 1 6= 2 e
−β +1 6= 1. Entretanto e´ possivel o caso −β +1 = 0. Com isso temos enta˜o
dois casos : β 6= 1 e β = 1.
(i) Se β 6= 1 , −β + 1 6= 0 e , uma vez que λ 6= 0 e β + 3 6= 0 , igualando
o coeficiente de |y′|−β+1 a zero obtemos que
ξy = 0
e, portanto, ξ e´ uma func¸a˜o so´ de x, denotada por
ξ = a (x) . (2.11)
(ii) Seja agora β = 1. O termo livre da identidade (2.9)se transforma em
α
2
ηx
x
+ ηxx − 2λxγ−αeyξy = −2λxγ−αeyξy
uma vez que η e´ func¸a˜o apenas da varia´vel y. O lado direito da igualdade
acima deve ser nulo e isso ocorre quando, e apenas quando,
ξy = 0,
pois λ 6= 0. Mais uma vez conclui-se que ξ e´ uma func¸a˜o so´ de x . Dessas
duas possibilidades temos sempre que
ξ = a (x) .
Usando agora que ξ = a (x) e η = b (y) , o coeficiente de y′ 2 se transforma em
ηyy e seu anulamento impo˜e que η seja linear em y. Assim, para constantes
reais A e B,
η := b (y) = Ay +B. (2.12)
Agora, explorando mais uma vez as formas de ξ e de η, calculando suas
derivadas e as substituindo no coeficiente de |y′|−β, o qual tambe´m deve se
anular, resulta que
A = 0 , η = B = const. (2.13)
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e que
(β + 2) a′ + (γ − α) a
x
+B = 0. (2.14)
Para finalizar, o anulamento do coeficiente de y′ nos fornece a equac¸a˜o de
Euler seguinte
x2a′′ − α
β + 1
xa′ +
α
β + 1
a = 0 (2.15)
cuja equac¸a˜o indicial e´
m(m− 1)− α
β + 1
m+
α
β + 1
= 0 (2.16)
que tem duas raizes:
m1 = 1
e
m2 =
α
β + 1
.
Assim temos va´rios casos a serem considerados :
I.) m1 = m2 = 1. Essa condic¸a˜o diz que a equac¸a˜o indicial tem raiz dupla
se, e somente se, α = β + 1. Note que esta e´ a primeira vez que a relac¸a˜o
α − β − 1 = 0 aparece. Neste caso a equac¸a˜o de Euler(2.15) acima tem por
soluc¸a˜o
a (x) = c1x+ c2x lnx (2.17)
cujas constantes c1 e c2 devem ainda ser determinadas. Para tanto, substi-
tuindo a (x) acima na equac¸a˜o (2.14) vamos obter
(β + 2) (c1 + c2) + (γ − α) c1 +B + c2 (β + 2 + γ − α) lnx = 0.
Mas β+2+ γ−α = α+1+ γ−α = 1+ γ > 0. Portanto c2 = 0 e, portanto,
c1 = − B
β + 2 + γ − α = −
B
γ + 1
.
Com isso concluimos, neste caso, que
ξ = − B
γ + 1
x,
η = B.
(2.18)
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II.) m1 6= m2, ou seja, α 6= β + 1. Como agora as raizes indiciais sa˜o
distintas, a equac¸a˜o de Euler correspondente (2.15)tem por soluc¸a˜o
a (x) = c1x+ c2x
α
β + 1 . (2.19)
II.1.) Suponha, primeiramente que β + 2+ γ − α = 0 . Enta˜o a soluc¸a˜o
geral de (2.14) sera´ dada por
a (x) = cx− B
β + 2
x lnx (2.20)
que, sendo comparada com a outra forma poss´ivel para a (x), determina
ξ = cx,
η = 0,
(2.21)
visto que, por hipo´tese, m2 =
α
β + 1
6= 1.
II.2.) Seja agora β+2+ γ−α 6= 0 . Neste caso a soluc¸a˜o geral de (2.14)
e´
a (x) = cx
−
γ − α
β + 2 − B
β + 2 + γ − αx
e que, confrontada com (2.14), fornece:
− B
β + 2 + γ − αx+ cx
−
γ − α
β + 2 = a (x) = c1x+ c2x
α
β + 1 . (2.22)
II.2.1.) Se tambe´m tivermos α + γ + βγ = 0, em adic¸a˜o a II.2), da
igualdade (2.22) acima, decorrera´
ξ = − B
β + 2 + γ − αx+ c2x
α
β + 1 ,
η = B.
II.2.2.) Se, por outro lado, α+ γ + βγ 6= 0 e β + 2 + γ − α 6= 0, enta˜o
ξ = − B
β + 2 + γ − αx,
η = B.
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Em resumo, provamos o seguinte teorema:
Teorema 2.1 Seja β 6= 0. Enta˜o o Grupo de Simetrias de Lie de (2.4) e´
gerado por
X = ξ (x, y)
∂
∂x
+ η (x, y)
∂
∂y
onde
I) se α = β + 1 enta˜o 
ξ = − c
γ + 1
x,
η = c;
(2.23)
II.1) se α 6= β + 1 e β + 2 + γ − α = 0 enta˜o
ξ = c x,
η = 0;
(2.24)
II.2.1) se α 6= β + 1 , β + 2 + γ − α 6= 0 e α + γ + βγ = 0 enta˜o
ξ = − c
β + 2 + γ − αx+ Cx
α
β + 1
,
η = c;
(2.25)
II.2.2) se α 6= β + 1, β + 2 + γ − α 6= 0 e α+ γ + βγ 6= 0 enta˜o
ξ = − c
β + 2 + γ − αx ,
η = c;
(2.26)
onde c e C sa˜o constantes arbitra´rias.
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2.3 As Simetrias de Lie: caso semilinear
No para´grafo anterior foram calculadas as Simetrias de Lie de (2.4) supondo
que β 6= 0. Essa condic¸a˜o foi essencialmente usada para concluir que ηx = 0.
Agora iremos calcular as simetrias supondo que
β = 0 e que γ > −1. (2.27)
Para tanto procederemos como antes, iniciando por escrever a equac¸a˜o difer-
encial correspondente na forma
y′′ = −α
x
y′ − λxγ−αey := ω(x, y, y′) (2.28)
depois substituir ω e suas derivadas na identidade (4.11) [30] , pa´gina 28,ou
(A.47), para obter a seguinte identidade:
0 = (−α
x
y′ − λxγ−αey)(ηy − 2ξx − 3ξyy′)− [ α
x2
y′ − (γ − α)λxγ−α−1ey]ξ+
− (−λxγ−αey) η − (−α
x
)[ηx + (ηy − ξx)y′ − ξyy′ 2] + ηxx ++
+(2ηxy − ξxx)y′ + (ηyy − 2ξxy)y′ 2 − ξyyy′ 3 ,
ou ainda, organizando os coeficientes das va´rias derivadas de y,
0 = [(−λxγ−αey)(ηy − 2ξx − (γ − α)
x
ξ + η) +
α
x
ηx + ηxx]+
+[
α
x
ξx + 3λx
γ−αeyξy − α
x2
ξ + 2ηxy − ξxx]y′+
+(ηyy − 2ξxy + 2α
x
ξy)y
′ 2 − ξyyy′ 3 .
(2.29)
Igualando ξyy a zero, pois e´ o coeficiente de y
′ 3, concluimos que
ξ = a (x) + h (x) y . (2.30)
Calculando ξy = h (x) = h e ξxy = h
′, onde h′ =
dh
dx
, e substituindo em
ηyy − 2ξxy + 2α
x
ξy = 0 , (2.31)
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concluimos que
η =
(
h′ − hα
x
)
y2 + b (x) y + c (x) (2.32)
e, portanto, as equac¸o˜es que determinara˜o ξ e η sugerem, para eles, polinoˆmios
em y cujos coeficientes, que sa˜o tambe´m func¸o˜es da varia´vel x, devem ainda
ser determinados. Desse modo substituindo no coeficiente de y′ os ξ e η pro-
postos pelas respectivas equac¸o˜es, bem como suas correspondentes derivadas,
e igualando-o a zero obtemos:[
3h′′ − 4
(
hα
x
)′
− α
x2
h+
α
x
h′
]
y + 2b′ − a′′ − α
x2
a+
α
x
a′ + 3hλxγ−αey = 0
o que implica que h = 0 e, consequentemente, esta equac¸a˜o acima se reduz a`
2b′ − a′′ − α
x2
a+
α
x
a′ = 0 .
Analogamente, o anulamento do termo livre implica que b = 0. Logo
ξ = a (x) e η = c (x) .
Derivando essas func¸o˜es e as substituindo nos coeficientes, agora reduzidos,
obtemos as novas equac¸o˜es diferenciais abaixo, mais simples, que determi-
nara˜o completamente as func¸o˜es ξ e η em termos das suas soluc¸o˜es:
ηy − 2ξx − (γ − α)
x
ξ + η = 0⇔ a′ + (γ − α)
2
1
x
a = − c
2
(2.33)
α
x
ξx + 3λx
γ−αeyξy − α
x2
ξ + 2ηxy − ξxx = 0⇔ −a′′ + α
x
a′ − α
x2
a = 0
⇔ x2a′′ − αx a′ + αa = 0 (2.34)
c′′ +
α
x
c′ = 0 (2.35)
Esta u´ltima equac¸a˜o linear homogeˆnea admite dois tipos de soluc¸o˜es que
dependem de α:
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A1) para α = 1, c (x) = c1 ln x+ c2;
A2) para α 6= 1, c (x) = c1x1−α + c2 onde c1 e c2 sa˜o constantes arbitra´rias.
Olhando agora para a Equac¸a˜o de Euler, sua equac¸a˜o indicial
m (m− 1)− αm+ α = 0
tem por raizes
m1 = 1
e
m2 = α
e, com isso, mais uma vez, temos dois casos a considerar:
a.i) α = 1, ou seja, m = 1 e´ ra´iz dupla, a (x) = k1x+ k2x lnx e
a.ii) α 6= 1, enta˜o a (x) = k1x+ k2xα , onde k1 e k2 sa˜o tambe´m constantes
arbitra´rias.
Fazendo as combinac¸o˜es correspondentes A.1)←→ a.i.) e A.2)←→a.ii.) e
levando em considerac¸a˜o que as func¸o˜es teˆm ainda que satisfazer a equac¸a˜o
a′ +
(γ − α)
2
1
x
a = − c
2
concluimos o seguinte teorema :
Teorema 2.2 Seja β = 0. Enta˜o o Grupo de Simetrias de Lie de (2.4) e´
gerado por
X = ξ (x, y)
∂
∂x
+ η (x, y)
∂
∂y
onde
I.1) se α = 1 enta˜o
ξ = − c1
γ + 1
x+
c2
γ + 1
(
2
γ + 1
x− x lnx
)
,
η = c1 + c2 lnx;
(2.36)
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II.1) se α 6= 1 e γ 6= −α enta˜o
ξ = − c
γ − α+ 2x,
η = c;
II.2) se α 6= 1 , γ = −α enta˜o
ξ = − c1
2(α− 1)x+ c2x
α,
η = c1.
(2.37)
Aqui´ c, c1 e c2 sa˜o constantes arbitra´rias.
Para o operador de Laplace temos os seguintes corola´rios:
Corola´rio 2.3 Seja α = γ = N − 1 e N ≥ 3. Enta˜o
ξ =
c
2
x,
η = c.
(2.38)
Corola´rio 2.4 Seja N = 2 e α = γ = 1. Enta˜o
ξ = −c1
2
x+
c2
2
( x− x lnx) ,
η = c1 + c2 ln x.
(2.39)
2.4 As Simetrias de No¨ther
Nesta secc¸a˜o vamos estudar as simetrias de No¨ther de problema (2.4) primeira-
mente mostrando que ele tem uma estrutura variacional. De fato vale o
seguinte lema:
Lema 2.5 A equac¸a˜o em (2.4) e´ uma equac¸a˜o de Euler-Lagrange do fun-
cional
J [y] =
∫ R
0
L (x, y, y′) dx,
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onde a func¸a˜o de Lagrange L = L (x, y, y′) e´ dada por
L (x, y, y′) =
1
β + 2
xα |y′|β+2 − λxγey.
Demonstrac¸a˜o: Seja η ∈ C1 [0, R] uma func¸a˜o cont´inua tal que η (0) = 0
e η (R) = 0 . Para fazermos a variac¸a˜o do funcional
J [y] =
∫ R
0
(
1
β + 2
xα |y′|β+2 − λxγey
)
dx,
consideramos a func¸a˜o
g (ε) := J [y + εη] =
∫ R
0
(
1
β + 2
xα |y′ + εη′|β+2 − λxγey+εη
)
dx,
e calculamos sua derivada
g′ (ε) =
d
dε
J [y + εη] =
−1
β + 2
∫ R
0
(β + 2)xα |y′ + εη′|β+1 η′dx− λ
∫ R
0
xγey+εηηdx
= −
∫ R
0
xα |y′ + εη′|β+1 η′dx− λ
∫ R
0
xγey+εηηdx .
Agora com ε = 0 ,
g′ (0) =
d
dε
J [y + εη]
∣∣∣∣
ε=0
= −
∫ R
0
xα |y′|β+1 η′dx− λ
∫ R
0
xγeyηdx
e integrando por partes a primeira das integrais do lado direito, temos
g′ (0) =
d
dε
J [y + εη]
∣∣∣∣
ε=0
= −{xα |y′|β+1 η
∣∣∣R
0
−
∫ R
0
(
−xα |y′|β y′
)′
ηdx}+
−λ
∫ R
0
xγeyηdx .
Dadas as condic¸o˜es y′ (0) = 0, η (0) = 0 e η (R) = 0 e como tal derivada deve
ser nula, condic¸a˜o necessa´ria para a existeˆncia de extremo, resulta que∫ R
0
[
(
xα |y′|β+1
)′
− λxγey]ηdx = 0,
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para toda func¸a˜o η com as caracter´isticas descritas. Enta˜o o Lema de La-
grange (vide Apeˆndice B) implica que(
xα |y′|β+1
)′
− λxγey ≡ 0
e (
xα |y′|β+1
)′
≡ λxγey,
o que, levando em considerac¸a˜o que |y′| = −y′, demonstra o desejado. ¤
Vamos agora considerar os casos I ) e II.2.2) do Teorema 2.1. As corres-
pondentes fo´rmulas para seus geradores infinitesimais podem ser escritas de
modo u´nico por 
ξ = − c
k
x,
η = c,
(2.40)
onde k = β+2+γ−α em ambos os casos, visto que , para I ) temos α = β+1
e, portanto, k = γ + 1, como aparece na sua definic¸a˜o. Enta˜o o gerador de
tal simetria
X = −x
k
∂
∂x
+
∂
∂y
tem sua primeira extensa˜o
Xˆ = −x
k
∂
∂x
+
∂
∂y
+
y′
k
∂
∂y′
.
De acordo com [30], pa´gina 98, Xˆ sera´ uma uma simetria de No¨ther se a
seguinte relac¸a˜o
XˆL+ (Aξ)L = A (V (x, y))
for verificada, onde
A =
∂
∂x
+ y′
∂
∂y
+ ω
∂
∂y′
.
Calculando
XˆL = −1
k
(
1− α
β + 2
)
xα |y′|β+2 − λ
(
1− γ
k
)
xγey
e
(Aξ)L = −1
k
(
1
β + 2
)
xα |y′|β+2 + 1
k
λxγey,
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temos
XˆL+ (Aξ)L =
1
k
(
1− α
β + 2
− 1
β + 2
)
xα |y′|β+2 − λ
(
1− γ
k
− 1
k
)
xγe.
Portanto XˆL + (Aξ)L sera´ a derivada total de uma func¸a˜o so´ das varia´veis
x e y se, e somente se,
1− α
β + 2
− 1
β + 2
=
β + 1− α
β + 2
= 0.
Assim concluimos que Xˆ e´ uma simetria de No¨ther se, e somente se, α = β+1.
Os outros casos no Teorema 2.1 podem ser tratados de modo ana´logo. Esse
argumento tambe´m e´ aplicado aos casos do Teorema 2.4, que trata de quando
β = 0. Assim, se β = 0 a simetria de Lie e´ uma simetria de No¨ther se, e
somente se, α = 1 e c2 = 0. Note que mais uma vez a relac¸a˜o α = β+1 vale.
Desse modo, o seguinte teorema resume as considerac¸o˜es acima:
Teorema 2.6 Uma simetria de Lie do problema (2.4) e´ uma simetria de
No¨ther se, e somente se, α = β + 1.
Realmente a simetria de No¨ther e´ variacional uma vez que se α = β + 1
enta˜o k = γ + 1 e
1− γ
k
− 1
k
= 0
o que acarreta em
XˆL+ (Aξ)L = 0.
De agora em diante iremos supor que α = β + 1 .
Assim podemos aplicar o Teorema de No¨ther (vide [30], pa´gina 98 ), que
garante, neste caso, uma primeira integral da forma
φ (x, y, y′) = ξ
(
y′
∂
∂y′
− L
)
− η ∂L
∂y′
tal que
Xˆφ = 0 .
Usando α = β + 1 , |y′| = −y′ (veja [7]), obtemos a forma expl´icita dessa
primeira integral
φ (x, y, y′) = − α
(α+ 1) (γ + 1)
xα+1 |y′|α+1 − λ
γ + 1
xγ+1ey + xα |y′|α = const,
(2.41)
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onde y e´ uma soluc¸a˜o da (2.4). Como α = β + 1 > 0, α+ 1 > 0 e γ + 1 > 0,
por continuidade segue que φ = 0. Portanto
ψ (x, y, y′) := αxα+1 |y′|α+1 − (α + 1) (γ + 1) xα |y′|α + λ (α + 1)xγ+1ey = 0.
(2.42)
Note que esta primeira integral e´ exatamente igual a`quela que aparece em
[7]. Explicitando y em (2.42) como func¸a˜o de x e de y′ e substituindo na
equac¸a˜o (2.8)
y′′ = − α
β + 1
y′
x
− λ
β + 1
xγ−α |y′|−β ey := ω (x, y, y′) ,
obtemos a equac¸a˜o de Bernoulli em y′
(y′)′ =
γ − α + 1
α
1
x
y′ + y′ 2
que pode ser facilmente resolvida e que tem por soluc¸a˜o
y = − (α+ 1) ln
∣∣∣∣c1 − α(α + 1)(γ + 1)xγ+1/α
∣∣∣∣+ c2 .
Da condic¸a˜o de fronteira y (R) = 0 obtemos
c1 = − (γ + 1)
α
µi (λµi)
1/α
,
c2 = (α + 1) ln
(γ + 1)α
(λµi)
1/α
,
onde µ1,2 sa˜o as ra´izes de
H (µ) := mµ(α+1)/α − µ+ 1 = 0 e m = αλ
1/αR
(γ+1)/α
(α + 1) (γ + 1)
(α+1)/α
.
As soluc¸o˜es de (2.8) podem ser representadas da seguinte forma:
1.) se 0 < λ < λ∗ :=
(γ + 1)α+1
(α+ 1)Rγ+1
enta˜o existem duas soluc¸o˜es
y1,2 (x) = − (α + 1) ln
(
1
µ1,2
+
α (µ1,2)
1/α
(α + 1)(γ + 1)(α+1)/α
x
(γ+1)/α
)
;
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2.) se λ = λ∗ enta˜o existe apenas uma soluc¸a˜o dada por
y0 (x) = − (α + 1) ln
(
1
µ0
+
α (µ0)
1/α
(α+ 1)(γ + 1)(α+1)/α
x
(γ+1)/α
)
,
onde µ0 e´ a u´nica soluc¸a˜o de H (µ) = 0 ;
3.) se λ ≤ 0 ou se λ > λ∗ na˜o existem soluc¸o˜es.
Concluimos essa secc¸a˜o com as seguintes observac¸o˜es:
i.) Obtivemos as soluc¸o˜es encontradas em [7] apenas aplicando os me´todos
variacionais e simetrias. Na˜o precisamos usar outra primeira integral
ϕ := x(σ−γ−1)/α
d
dx
(
e
−y(x)/(α+1)
)
que, de fato, corresponde a` uma simetria dinaˆmica .
ii.) Uma vez que nosso problema possui um Lagrangiano, como se nota
atrave´s do Lema 2.5, usando o me´todo sugerido em [30], pa´gina 118, podemos
tentar achar uma primeira integral do tipo
1
β + 2
A (x, y) |y′|β+2 +B (x, y) |y′|β+1 + C (x, y) y′ +D (x, y) .
Apo´s os ca´lculos necessa´rios obtemos que C (x, y) = 0 e que
(a) se α = β + 1, enta˜o a primeira integral obtida e´ a ψ dada acima, e´
claro!,
(b) se α 6= β + 1 e α + γ + βγ = 0, enta˜o
1
β + 2
xα−γ |y′|β+2 + λey = c3 = const
e´ uma primeira integral para o caso II.2.1), do Teorema 2.1, que pode ser
integrado diretamente. Este e outros casos para os quais α 6= β + 1 sera˜o
tratados mais adiante com mais detalhes.
iii.) Se α = β + 1 a simetria assume a forma (2.40). Por procedimentos
usuais, (veja [24, 30] ), encontramos a seguinte mudanc¸a de varia´veis :
y = v + cs ,
x = e−cs/(γ+1)
(2.43)
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Como Xˆψ = 0, a equac¸a˜o (2.42) admite (2.40) como simetria como de-
termina [30], pa´gina 100. Portanto usando a mudanc¸a (2.43) em (2.42), esta
se tranforma em
α |v′ + c|α+1 − (α+ 1) |v′ + c|α + λ(α + 1)c
α+1
(γ + 1)α+1
ev = 0 , (2.44)
onde v = v (s) e v′ =
dv
ds
.
Se N = 2, β = 0 e α = γ = 1, a equac¸a˜o (2.44) pode ser facilmente
resolvida, como sera´ visto na secc¸a˜o a seguir.
2.5 O Caso N = 2
Sophus Lie agrupou completamente as equac¸o˜es diferenciais lineares de se-
gunda ordem no caso N = 2 em [19] e, em [20], ele classificou as equac¸o˜es
diferenciais parciais da forma ux1x2 = f (u).
ux1x2 = f (u) .
Para completar plenamente a presente secc¸a˜o, daremos a seguir os detalhes
para a soluc¸a˜o do Problema de Liouvill-Gelfand bidimensional. Em partic-
ular no´s englobamos as soluc¸o˜es encontradas em [5]. Veja tambe´m [7]. Na
realidade esta e´ uma terceira forma de obter as soluc¸o˜es de Bratu - por um
procedimento baseado na Teoria de Lie.
Substituindo α = γ = 1 na equac¸a˜o (2.44) obtemos
(v′ + c)2 − 2c (v′ + c) + λc
2
2
ev = 0 (2.45)
e assim
dv
ds
=
√
c2 − λc
2
2
ev. (2.46)
Esta u´ltima equac¸a˜o tambe´m pode ser obtida fazendo a mudanc¸a de va-
ria´veis sugerida (2.43) na equac¸a˜o de Liouville resultante quando α = γ = 1
,
y′′ +
1
x
y′ = −λey
que se tranforma em
v′′ = −λc
2
4
ev (2.47)
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e da qual tambe´m da´ origem a` (2.42). Maiores detalhes esta˜o no apeˆndice.
Atrave´s dos me´todos usuais de integrac¸a˜o do Ca´lculo, a equac¸a˜o (2.46)
resulta em
ln
c−
√
c2 − λc
2
2
ev
c+
√
c2 − λc
2
2
ev
= cs+ C, (2.48)
onde C e´ uma constante arbitra´ria e, e´ o´bvio, supomos c > 0. Fazendo a
volta a`s varia´veis originais x e y, finalmente obtemos
λey =
8µ
(µ+ x2)2
(2.49)
onde µ e´ uma constante positiva arbitra´ria.
Essa equac¸a˜o e a condic¸a˜o de fronteira y (R) = 0 impo˜e, necessariamente,
que
λµ2 + 2(λR2 − 4)µ+ λR4 = 0. (2.50)
A soluc¸a˜o dessa equac¸a˜o quadra´tica e´ dada por
µ1,2 =
4− λR2 ±
√
(λR2 − 4)2 + λR2
λ
. (2.51)
O discriminante em(2.47) e´ 16− 8λR2. Assim:
(i) se 0 < λ < λ∗ =
2
R2
, existem duas soluc¸o˜es;
(ii) se λ = λ∗, existe apenas uma soluc¸a˜o;
(iii) se λ > λ∗, na˜o existe soluc¸a˜o.
No primeiro caso as soluc¸o˜es do Problema de Liouville-Gelfand bidimen-
sional sa˜o:
y1,2 (x) = ln
(
8µ1,2
λ
)
− 2 ln (µ1,2 + x2) .
Quando λ = λ∗ =
2
R2
enta˜o
y0 (x) = −2 ln
(
1
2
+
x2
2R2
)
e´ a u´nica soluc¸a˜o.
Para finalizar, gostar´iamos de observar que poderia ser interessante com-
parar estas soluc¸o˜es com algumas das soluc¸o˜es nume´ricas, ja´ conhecidas, do
Problema de Liouville-Gelfand.
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Cap´ıtulo 3
Sobre o Problema Quaselinear
Geral
3.1 Introduc¸a˜o
Ph. Clement, D. de Figueiredo and E.Mitidieri introduziram, no funda-
mental artigo [7], a seguinte classe de equac¸o˜es diferenciais ordina´rias quase-
lineares:
−(xα|y′|βy′)′ = xγf(y), (3.1)
onde α, β e γ sa˜o nu´meros reais, x > 0, y = y(x) e f e´ uma func¸a˜o na˜o
negativa. As relac¸o˜es entre esses paraˆmetros sera˜o especificadas abaixo.
E´ imprescind´ivel destacar os casos particulares a seguir:
1.) A equac¸a˜o (3.1) e´ a forma radial das equac¸o˜es diferenciais parciais
contendo:
- o operador de Laplace no RN se α = γ = N − 1, β = 0;
- o operador p−Laplace RN se α = γ = N − 1, β = p− 2;
- o operador k−Hessian RN if α = N − k, γ = N − 1, β = k − 1.
2.) A equac¸a˜o (3.1) com α = γ = N − 1, β = 0 e f(y) = λey constitui o
Problema Liouville-Gelfand.
3.) A Equac¸a˜o de Lane-Emden generalizada do primeiro tipo (ou de
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primeira espe´cie):
y′′ +
α˜
x
y′ + β˜xν−1yn = 0, (3.2)
pode ser obtida de (3.1) tomando β = 0, α = α˜, f(y) = β˜yn, e γ = α+ν−1.
A equac¸a˜o (3.2) com α˜ = 2 e´ a Equac¸a˜o de Emden-Fowler, e se, ale´m disso,
ν = 1, (3.2) e´ a equac¸a˜o proposta por Lane e estudada detalhadamente por
Emden.
Essa equac¸a˜o e seus casos particulares aparecem em astrof´isica, mecaˆnica,
relatividade geral, va´rias teorias de gravitac¸a˜o, f´isica atoˆmica e mecaˆnica
quaˆntica.
4.) A Equac¸a˜o de Lane-Emden generalizada do segundo tipo (ou de
segunda espe´cie):
y′′ +
α˜
x
y′ + β˜xν−1eny = 0. (3.3)
5.) A Equac¸a˜o de Boltzmann
−(xy′)′ = x
m∑
i=1
λikie
−kiy (3.4)
que e´ utilizada em um grande nu´mero de aplicac¸o˜es, em particular, no estudo
biof´isico do DNA modelado como uma espiral sobre um cilindro.
A equac¸a˜o (3.1) e´ considerada para x ∈ (0, R), 0 < R ≤ ∞, com as
condic¸o˜es
y′(0) = 0 , y(R) = 0, (3.5)
e onde sa˜o buscadas soluc¸o˜es positivas.
Em [7] va´rios resultados de existeˆncia e de na˜o existeˆncia sa˜o provados us-
ando te´cnicas variacionais, a Identidade de Pohozaev, o me´todo de primeiras
integrais, etc. Sob esse aspecto, existem dois casos a serem considerados:
o caso de Sobolev e o caso de Pohozaev-Trudinger a respeito da perda de
compacidade de certos mergulhos entre os espac¸os de func¸o˜es aos quais as
poss´iveis soluc¸o˜es pertencem e dependendo do comportamento da na˜o lin-
earidade de f(y). Para a equac¸a˜o (3.1) o caso de Sobolev corresponde a`
hipo´tese
α− β − 1 > 0 e f(y) = λyp, (3.6)
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enquanto que f(y) = λey no caso Pohozaev-Trudinger
α = β + 1. (3.7)
Se as esquac¸o˜es estivessem expressas em termos de operadores de Laplace,
ambos os casos estariam relacionados com os casos excepcionais do Teorema
de Sobolev. Observamos que para o caso de Sobolev, os expoentes cr´iticos
associados a (3.1) foram determinados em [7]. Seus valores sa˜o dados por
q∗ =
(γ + 1)(β + 2)
α− β − 1 . (3.8)
Entre outros resultados em [7], foram obtidas algumas fo´rmulas expl´icitas
para as soluc¸o˜es do problema (3.1), com as condic¸o˜es (3.5). E´ natural sur-
girem as seguintes perguntas: Qual e´ a relac¸a˜o entre as condic¸o˜es (3.6) (3.7)
e a natureza da equac¸a˜o (3.1)? Em que contexto elas aparecem? Qual e´ o
papel do expoente cr´itico? Ale´m disso, por que foi poss´ivel achar as soluc¸o˜es
exatas?
No cap´itulo 2 essas perguntas foram respondidas para o caso particu-
lar que tratava do problema Liouville-Gelfand, ou equivalentemente, o caso
Pohozaev-Trudinger (3.7). A abordagem de tal questa˜o foi feita atrave´s
das Simetrias de Lie das equac¸o˜es diferenciais, metodologia encontrada em
[24, 30]. No presente cap´itulo sera˜o usados os mesmos procedimentos de
antes: primeiramente sera˜o obtidas as simetrias de pontos de Lie de (3.1) -
Teoremas 3.1, 3.2 e 3.6. Posteriormente sera˜o analisadas as que sa˜o simetrias
de No¨ther. Para o caso de Sobolev (3.6) provamos o principal resultado,
Teorema 3.4, que se resume em: Uma simetria de pontos de Lie do problema
(3.1) com condic¸o˜es (3.5) em (0,∞) e (3.6) e´ uma simetria de No¨ther se, e
somente se, p + 1 e´ igual ao expoente cr´itico(??). Enta˜o, com a ajuda da
simetria de No¨ther, achamos uma das integrais primeiras usada em [7], de
onde imediatamente se obtem a soluc¸a˜o -Teorema 3.5- a func¸a˜o de Bliss, sem
o uso de, mais uma vez, nenhuma outra primeira integral. Esse tipo de abor-
dagem do problema permite obter, como casos particulares, os resultados do
cap´itulo anterior. Desse modo mostramos que as soluc¸o˜es exatas podem ser
obtidas por te´cnicas de simetrias.
Em resumo, podemos dizer que o principal objetivo deste cap´itulo e´ inter-
relacionar uma grande classe de equac¸o˜es diferenciais quaselineares de se-
gunda ordem envolvendo expoentes cr´iticos e as simetrias de No¨ther: de
fato, as simetrias de tais equac¸o˜es sa˜o variacionais e podem ser usadas para
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obter as suas soluc¸o˜es exatas. Conjecturamos que essa propriedade deve ser
va´lida em contextos mais gerais.
O cap´itulo esta´ organizado da seguinte forma: no segundo para´grafo sera˜o
obtidas as simetrias de Lie da equac¸a˜o (3.1) no caso quaselinear para uma
func¸a˜o f (y) geral. No seguinte sera´ calculado o grupo das simetrias de
Lie de (3.1) com a func¸a˜o particular f(y) = λyp e β 6= 0. No para´grafo
4 estudaremos as respectivas simetrias de No¨ther, achamos uma primeira
integral e, a seguir, a soluc¸a˜o exata. Posteriormente, para´grafo 5, sa˜o obtidas
as simetrias do problema para o caso semilinear. No para´grafo 6 alguns casos
particulares e aplicac¸o˜es sa˜o considerados e, finalmente, o para´grafo 7 conteˆm
observac¸o˜es finais e comenta´rios.
Os resultados deste cap´itulo se encontram em [3].
3.2 Simetrias de Lie: caso quaselinear com
f (y) geral
Neste para´grafo vamos calcular as simetrias de Lie para o caso quaselinear
β 6= 0 com func¸a˜o geral f(y). Para os nossos propo´sitos f sera´ sempre uma
func¸a˜o diferencia´vel e
β > −1, β 6= 0, f(y) > 0. (3.9)
Na˜o custa relembrar que uma transformac¸a˜o de pontos e´ uma simetria
de uma equac¸a˜o diferencial se ela leva soluc¸o˜es dessa equac¸a˜o em outras
soluc¸o˜es da mesma equac¸a˜o diferencial. Tambe´m e´ determinada pelo seu
gerador infinitesimal
X = ξ(x, y)
∂
∂x
+ η(x, y)
∂
∂y
,
cuja extensa˜o ou prolongamento de primeira ordem e´ dado por
Xˆ = ξ
∂
∂x
+ η
∂
∂y
+ η′
∂
∂y′
,
onde
η′ = ηx + (ηy − ξx)y′ − ξyy′2;
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e os subscritos correspondem a`s derivadas parciais. Lembramos ainda que
muitas vezes, por abuso de linguagem, nos referiremos a` uma ‘simetria’
querendo dizer seu gerador infinitesimal X.
Para facilitar a compreensa˜o, iremos repetir as fo´rmulas usadas no cap´itulo
2 e lembrar que a equac¸a˜o diferencial ordina´ria de segunda ordem da forma
y′′ = ω(x, y, y′) (3.10)
admite um grupo de simetrias de Lie, ou simplesmente simetrias de Lie, com
gerador X se, e somente se,
ω(ηy − 2ξx − 3y′ξy)− ωxξ − ωyη − ωy′ [ηx + (ηy − ξx)y′ − ξyy′2]
ηxx + y
′(2ηxy − ξxx) + y′2(ηyy − 2ξxy)− y′3ξyy = 0, (3.11)
([30], pa´gina 28, ou(A.47)).
Escrevendo a equac¸a˜o (3.1) na forma
y′′ = − α
β + 1
y′
x
− x
γ−α
β + 1
|y′|−βf(y) =: ω, (3.12)
observamos, mais uma vez, que a soluc¸a˜o de (3.1), (3.5), se existir, deve
satisfazer y′ < 0 , conforme ([7]).
Usando ω definida em (3.12), calculando suas derivadas
ωx =
α
β + 1
y′
x2
+
(α− γ)
β + 1
xγ−α−1|y′|−βf(y),
ωy = − x
γ−α
β + 1
|y′|−βf ′(y),
ωy′ = − α
β + 1
1
x
− λβ
β + 1
xγ−α|y′|−β−1f(y)
e as substituindo em (3.11), obtemos a seguinte identidade:
ηxx +
α
β + 1
1
x
ηx + [
α
β + 1
1
x
ξx − α
β + 1
1
x2
ξ + 2ηxy − ξxx].y′+
+[
2α
β + 1
ξy
x
+ ηyy − 2ξxy].y′2 − ξyy.y′3 + β
β + 1
xγ−αf(y)ηx|y′|−β−1+
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+[− 1
β + 1
xγ−αf(y)(ηy − 2ξx) + γ − α
β + 1
xγ−α−1f(y)ξ +
1
β + 1
xγ−αf ′(y)η+
− β
β + 1
xγ−αf(y)(ηy − ξx)].|y′|−β − β + 3
β + 1
xγ−αf(y)ξy.|y′|−β+1. (3.13)
Como ξ e η na˜o dependem de y′, igualando a zero os coeficientes das
poteˆncias de y′ na equac¸a˜o (3.13) acima, obtemos um conjunto de equac¸o˜es
diferenciais parciais lineares mais simples e que determinara˜o, completa-
mente, as simetrias.
Sendo β > −1, β 6= 0 e f > 0, igualando a zero o coeficiente de
|y′|−β−1resulta que
ηx = 0. (3.14)
Portanto η e´ uma func¸a˜o somente da varia´vel y e que sera´ denotada por :
η = b(y). (3.15)
Como β > −1 e β 6= 0, segue que −β + 1 6= 3, −β + 1 6= 2 e −β + 1 6= 1.
Se β 6= 1, enta˜o igualando a zero o coeficiente de |y′|−β+1 temos que
ξy = 0, (3.16)
ξ e´ uma func¸a˜o apenas de x e que sera´ denotada por:
ξ = a(x). (3.17)
Veˆ-se facilmente que se, β = 1, tambe´m se chega a` mesma conclusa˜o. Da´i
que por (3.15), (3.17) e pelo anulamento do coeficiente de y′ 2, concluimos
que
η = b(y) = Ay +B, (3.18)
onde A e B sa˜o constantes.
Ale´m disso, pelo anulamento do coeficiente de y′, obtemos a seguinte
equac¸a˜o de Euler:
a′′ − α
β + 1
1
x
a′ +
α
β + 1
1
x2
a = 0. (3.19)
Finalmente a substituic¸a˜o de (3.17) e de (3.18) no coeficiente |y′|−β, o
qual tambe´m deve se anular, implica que
(β + 2)a′(x) +
γ − α
x
a(x) =
(β + 1)f(y)A− f ′(y)(Ay +B)
f(y)
. (3.20)
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Conve´m observar que estamos usando ′ para denotar a derivada ordina´ria
das func¸o˜es com relac¸a˜o a`s suas respectivas varia´veis, para na˜o carregar de-
mais a notac¸a˜o. Tambe´m deve-se notar que o lado esquerdo de (3.20) e´ uma
func¸a˜o apenas de x, enquanto que o lado direito e´ uma func¸a˜o de y somente.
Dessa forma, ambos os lados devem ser iguais a` uma constante k. Conse-
quentemente teremos as seguintes duas relac¸o˜es importantes envolvendo os
coeficientes das simetrias desejadas:
a′ +
γ − α
(β + 2)
1
x
a =
k
β + 2
(3.21)
e
(β + 1)f(y)A− f ′(y)(Ay +B) = kf(y). (3.22)
Dessa forma provamos o seguinte resultado:
Teorema 3.1 Sejam β 6= 0, β > −1 e f > 0. Enta˜o o grupo de simetrias
de Lie de (3.1) e´ gerado por
X = a(x)
∂
∂x
+ (Ay +B)
∂
∂y
,
onde a func¸a˜o a(x) e as constantes A e B satisfazem
a′′ − α
β + 1
1
x
a′ +
α
β + 1
1
x2
a = 0,
a′ +
γ − α
(β + 2)
1
x
a =
k
β + 2
,
(β + 1)f(y)A− f ′(y)(Ay +B) = kf(y)
para alguma constante k.
A equac¸a˜o (3.22) e´ uma equac¸a˜o diferencial de primeira ordem com re-
speito a` f . Ela sera´ usada para verificar ou determinar todas as func¸o˜es
f para as quais existem simetrias de Lie na˜o triviais. Entretanto na˜o ire-
mos resolveˆ-la. Ao inve´z disso, no pro´ximo para´grafo iremos propor func¸o˜es
espec´ificas e enta˜o calcular suas simetrias explicitamente.
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3.3 Simetrias de Lie para f (y) = λyp
Neste para´grafo sera´ considerada a equac¸a˜o (3.1) com o seguinte lado
direito
f(y) = λyp,
para y > 0. Aqu´i λ > 0 e´ uma constante, p e´ um nu´mero positivo e β 6= 0,
β > −1.
Continuando os ca´lculos iniciados na secc¸a˜o anterior, substituimos f(y) =
λyp em (3.22)e obtemos:
[(β + 1− p)A− k] yp − pByp−1 = 0. (3.23)
Assim B = 0. Enta˜o devemos considerar dois casos: p 6= β + 1 e p = β + 1.
(i) Se p 6= β + 1, como B = 0 ,temos k = (β + 1 − p)A. Portanto, pelo
Teorema 3.1, as simetrias de Lie sa˜o determinadas por:
X = a(x)
∂
∂x
+ Ay
∂
∂y
,
onde a func¸a˜o a(x) deve satisfazer
a′′ − α
β + 1
1
x
a′ +
α
β + 1
1
x2
a = 0
e
a′ +
γ − α
(β + 2)
1
x
a =
(β + 1− p)A
β + 2
.
A ana´lise direta da soluc¸a˜o geral das duas equac¸o˜es acima, cujos detalhes
omitimos para na˜o tornar a leitura cansativa, nos levam a va´rios casos que
esta˜o resumidos no seguinte teorema:
Teorema 3.2 Seja β 6= 0, β > −1 e p 6= β + 1. enta˜o o grupo de simetrias
de Lie de (3.1) com f(y) = λyp e´ gerado por
X = ξ
∂
∂x
+ η
∂
∂y
,
onde
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I.) se α = β + 1 e γ − α+ β + 2 = 0, isto e´, γ = −1, enta˜o
ξ = c1x+ c2 lnx,
η = Ay;
(3.24)
II.) se α = β + 1 e γ − α+ β + 2 6= 0, enta˜o
ξ =
α− p
γ + 1
Ax,
η = Ay;
(3.25)
III.) se α 6= β + 1, γ − α+ β + 2 = 0, enta˜o
ξ = cx,
η = 0;
(3.26)
IV.) se α 6= β + 1, γ − α+ β + 2 6= 0 e α + γ + βγ = 0, enta˜o
ξ =
(β + 1− p)(β + 1)
(β + 2)(1− α) Ax+ Cx
α
β + 1 ,
η = Ay;
(3.27)
V.) se α 6= β + 1, γ − α+ β + 2 6= 0 e α + γ + βγ 6= 0, enta˜o
ξ =
β + 1− p
γ − α+ β + 2 Ax,
η = Ay.
(3.28)
Aqui c, c1, c2, A e C sa˜o constantes arbitra´rias.
(ii) se p = β + 1, enta˜o B = k = 0 e´ o que resulta de(3.23). Neste caso
temos a equac¸a˜o de autovalor
−(xα|y′|βy′)′ = λxγyβ+1, (3.29)
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ou equivalentemente
y′′ = − α
β + 1
y′
x
− λ
β + 1
xγ−α|y′|−βyβ+1 , (3.30)
que foi considerada em [7].
O teorema abaixo e´ obtido da ana´lise das soluc¸o˜es gerais das equac¸o˜es(3.19)
e (3.21) com B = k = 0.
Teorema 3.3 Seja β 6= 0, β > −1 e p = β + 1. enta˜o o grupo de simetrias
de Lie de (3.1), onde f(y) = λyβ+1 e´ gerado por
X = ξ
∂
∂x
+ η
∂
∂y
,
onde
I.) se α = β + 1 e γ − α + β + 2 = 0, ou seja, γ = −1 , enta˜o
ξ = cx,
η = Ay;
(3.31)
II.) se α = β + 1 e γ − α+ β + 2 6= 0, enta˜o
ξ = 0,
η = Ay;
(3.32)
III.) se α 6= β + 1, γ − α+ β + 2 = 0, enta˜o
ξ = cx,
η = Ay;
(3.33)
IV.) se α 6= β + 1, γ − α+ β + 2 6= 0 e α + γ + βγ = 0, enta˜o ξ = Cx
α
β + 1 = Cx−γ,
η = Ay ;
(3.34)
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V.) se α 6= β + 1, γ − α+ β + 2 6= 0 e α + γ + βγ 6= 0, enta˜o
ξ = 0,
η = Ay.
(3.35)
Aqu´i c, A e C sa˜o constantes arbitra´rias.
Uma vez que o objetivo desse trabalho e´ esclarecer os resultados de [7]
do ponto de vista da Teoria das Simetrias de Lie, vamos impor agora, aos
paraˆmetros, as mesmas condic¸o˜es usadas naquele artigo. A saber: nesta e na
pro´xima secc¸a˜o iremos supor que
β 6= 0, β > −1, α− β − 1 > 0, (3.36)
e
β + 1 < p ≤ q∗ − 1, (3.37)
onde o expoente cr´itico
q∗ =
(γ + 1)(β + 2)
α− β − 1 . (3.38)
Veja [7].
Corola´rio 3.4 Se (3.36) e (3.37) valem, enta˜o as simetrias de (3.1) com
f(y) = λyp sa˜o determinadas por (3.28)
Demonstrac¸a˜o: E´ fa´cil ver que (3.36), (3.37) e (3.38) implicam γ − α +
β+2 > 0 e α+γ+βγ 6= 0. Assim estamos no quinto caso do Teorema 3.2. ¤
Observac¸a˜o: A condic¸a˜o γ−α+β+2 > 0 e´ necessa´ria para a existeˆncia de
uma soluc¸a˜o positiva do nosso problema (veja [7] e as refereˆncias la´ citadas).
Olhando para o caso p = β + 1, as hipo´teses ba´sicas sa˜o
β > −1, α− β − 1 > 0, γ > −1, γ − α+ 1 > 0 (3.39)
e a condic¸a˜o γ − α + β + 2 ≥ 0 e´ necessa´ria para a existeˆncia de soluc¸o˜es
positivas da equac¸a˜o de autovalor (3.29). Vide [7]. As desigualdades γ −
α + 1 > 0 e β > −1 (veja(3.39)) implicam que temos a desigualdade estrita
γ − α + β + 2 > 0. O caso eliminado γ − α + β + 2 = 0 aparenta ser bem
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interessante uma vez que permite reduzir (3.29) a uma equac¸a˜o diferencial de
primeira ordem que na˜o conte´m a varia´vel independente. Isso pode ser obtido
por mudanc¸as de varia´veis sugeridas pela simetria [30]. Nossa hipo´tese e´ que
a equac¸a˜o resultante, que e´ do tipo de Equac¸a˜o de Abel, pode ser resolvida
explicitamente.
Concluimos este para´grafo observando que as condic¸o˜es (3.39) implicam
que as simetrias de Lie de (3.29) sa˜o como em (3.35).
3.4 As Simetrias de No¨ther
Na secc¸a˜o anterior determinamos as simetrias de Lie da equac¸a˜o quase-
linear
y′′ = − α
β + 1
y′
x
− λx
γ−α
β + 1
|y′|−βyp, (3.40)
onde β 6= 0, β > −1 e p 6= β+1, Corola´rio 3.4. Agora vamos determinar quais
delas sa˜o simetrias de No¨ther. A existeˆncia de tais simetrias ira´ nos permitir
resolver completamente a equac¸a˜o diferencial. Antes de tudo observamos que
ela tem uma estrutura variacional:
A equac¸a˜o (3.40) e´ a equac¸a˜o de Euler-Lagrange do funcional
J [y] =
∫ R
0
L(x, y, y′) dx,
onde a func¸a˜o de Lagrange L = L(x, y, y′) correspondente e´ dada por
L(x, y, y′) =
1
β + 2
xα|y′|β+2 − λ
p+ 1
xγyp+1.
A demonstrac¸a˜o deste Lema e´ ana´loga a` demonstrac¸a˜o do Lema 2.5, no
Cap´itulo 2.
O gerador X da simetria (3.28) tem seu prolongamento, ou extensa˜o,
dado por
Xˆ =
β + 1− p
γ − α+ β + 2 x
∂
∂x
+ y
∂
∂y
+
(
1− β + 1− p
γ − α+ β + 2
)
y′
∂
∂y′
.
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Para verificar se Xˆ determina ou na˜o uma simetria de No¨ther precisamos
checar a relac¸a˜o seguinte, conforme comentado anteriormente no cap´itulo 2,
ou (veja [30], p. 98, (10.27):
XˆL+ (Aξ)L = A(V (x, y)),
onde, agora
A =
∂
∂x
+ y′
∂
∂y
+ g
∂
∂y′
g denota o lado direito (3.40). Efetuando os devidos ca´lculos obtemos:
XˆL+ (Aξ)L =
(
1− (β + 1− p)(β + 1− α)
(γ − α+ β + 2)(β + 2)
)
xα|y′|β+2+
−λ
(
1 +
(β + 1− p)(γ + 1)
(γ − α + β + 2)(p+ 1)
)
xγyp+1.
Portanto XˆL+(Aξ)L e´ uma derivada total de uma func¸a˜o dependendo apenas
de x e de y se, e somente se,
1− (β + 1− p)(β + 1− α)
(γ − α + β + 2)(β + 2) = 0
o que e´ equivalente a
p =
(γ + 1)(β + 2)
α− β − 1 − 1 = q
∗ − 1.
Concluimos enta˜o que Xˆ e´ uma simetria de No¨ther se, e somente se,
p = q∗ − 1.
Teorema 3.5 Uma simetria de Lie da equac¸a˜o (3.40) e´ uma simetria de
No¨ther se, e somente se, p+ 1 e´ igual ao expoente cri´tico.
Neste caso
1 +
(β + 1− p)(γ + 1)
(γ − α + β + 2)(p+ 1) = 0,
o que implica que XˆL + (Aξ)L = 0 e, portanto, que a simetria de No¨ther e´
variacional.
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Vamos supor enta˜o que p = q∗− 1. Assim, pelo Teorema de No¨ther ([30],
pa´gina 99), existe uma primeira integral da forma
φ = ξ(y′
∂L
∂y′
− L)− η ∂L
∂y′
tal que Xˆφ = 0. Com isso obtemos a seguinte primeira integral:
β + 1
α− β − 1x
α+1|y′|β+2 − xαy|y′|β+1 + λ
γ + 1
xγ+1yq
∗
= 0 (3.41)
sempre que y for uma soluc¸a˜o da equac¸a˜o (3.40). Observamos que esta
primeira integral e´, a menos de uma constante, aquela obtida em[7], pa´gina
154, e que la´ foi denotada por ψ. Com isso, explicitando λxγ−αyq
∗−1 em
(3.41) como func¸a˜o de x e de y′ e depois substituindo na equac¸a˜o (3.40)
vemos que y′ deve satisfazer a seguinte equac¸a˜o diferencial
y′′ =
(γ − α+ 1)
β + 1
1
x
y′ +
γ + 1
α− β − 1
1
y
y′2
cuja soluc¸a˜o, representada abaixo, pode ser obtida facilmente por meio da
substituic¸a˜o y′ = vy como os livros-texto sugerem e que e´ devido a Lie
[8], usando me´todos de simetrias. Nesse sentido, este resultado reafirma o
seguinte teorema [7]:
Teorema 3.6 O problema
−(xα|y′|βy′)′ = λ xγyq∗−1 (0,∞),
y(0) = y0 > 0, y
′(0) = 0 ,
y > 0 [0,∞),
(3.42)
tem uma u´nica soluc¸a˜o
y∗(x) =
(
y0
−σ + k0xs
)−1/σ
, (3.43)
onde
σ =
γ − α+ β + 2
α− β − 1 ,
s =
γ − α+ β + 2
β + 1
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e
k0 =
β + 1
α− β − 1
(
λy0
σ
γ + 1
)1/(β+1)
,
Note-se que, para domi´nios limitados Ω ⊂ RN e para a equac¸a˜o
−∆u = λu
N + 2
N − 2
em Ω, a Identidade de Pohozaev implica a na˜o existeˆncia de soluc¸o˜es positivas
do problema de Dirichlet. Pore´m, para soluc¸o˜es radiais positivas num inter-
valo finito (0, R), veˆ-se imediatamente que a soluc¸a˜o geral y (x) da equac¸a˜o
deve ter forma semelhante a` equac¸a˜o (3.43) e, da´i, e´ claro que y (R) = 0 e´
imposs´ivel. Para evitar esse problema, a seguinte equac¸a˜o e´ considerada num
domi´nio finito Ω:
−∆u = λ (1 + ku)p
com condic¸o˜es de fronterira de Dirichlet. Esse problema com k = 1 foi tratado
em [9] com λ, p e Ω variados, onde mais resultados e refereˆncias podem ser
encontrados. Sua variante radial
(
xN−1y′
)′
+ λxN−1f (y) = 0 em (0, 1)
y (1) = y (0) = 0
foi completamente estudada em [21]. Em particular para
f (y) = (1 + ky)p e f (y) = λey
foram obtidas fo´rmulas expl´icitas para as soluc¸o˜es exatas.
Observamos ainda que a func¸a˜o y∗ e´ a func¸a˜o de Bliss ,vide [7]. Ela
aparece em va´rios contextos e sua importaˆncia e´ devido ao fato de que a
igualdade na Inequac¸a˜o de Sobolev e´ verificada pela func¸a˜o de Bliss (com
α = γ = N − 1, β = 0), e, de fato, ela produz a melhor constante de
Sobolev. O princ´ipio ba´sico de tais considerac¸o˜es e´ que a prova do Teorema
de Sobolev pode ser reduzida a` func¸o˜es radiais e para essas func¸o˜es se tem a
disposic¸a˜o a Inequac¸a˜o de Bliss, que, por sua vez, tem natureza variacional.
Uma generalizac¸a˜o da Inequac¸a˜o de Bliss foi feita em [7], onde podem ser
encontrados maiores detalhes sobre o assunto.
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3.5 As Simetrias de Lie no caso semilinear
Se β = 0 a condic¸a˜o (3.1) se torna semilinear:
y′′ = −α
x
y′ − xγ−αf(y). (3.44)
Podemos supor, sem perda de generalidade que a func¸a˜o f na˜o seja linear.
De fato: se f(y) = λy enta˜o (3.44) se torna uma equac¸a˜o linear do tipo de
Bessel. Se γ − α+ 2 > 0 sua soluc¸a˜o geral e´ dada por
y(x) = x(1−α)/2
[
c1J α−1
γ−α+2
(x˜) + c2Y α−1
γ−α+2
(x˜)
]
,
onde
x˜ =
2λx(γ−α+2)/2
γ − α + 2 ,
J.(.) e Y.(.) sa˜o as func¸o˜es de Bessel de primeiro e segundo tipo, veja [29]. Se
γ − α + 2 = 0 enta˜o (3.44) e´ uma Equac¸a˜o de Euler cuja soluc¸a˜o pode ser
facilmente achada.
Por isso estamos supondo que
α > 1, γ − α+ 2 > 0, f > 0. (3.45)
No ca´lculo das simetrias de Lie para o caso quasilinear, no para´grafo 3.2,
usamos essencialmente a condic¸a˜o β 6= 0 para concluir que ξ e´ uma func¸a˜o
so´ de x e η e´ uma func¸a˜o de y somente. A situac¸a˜o a seguir, ou seja, o caso
em que β = 0, e´ ligeiramente diferente. Apesar disso obtemos ainda que
ξ = a(x)
e
η = b(x)y + h(x)
pelo anulamento dos coeficientes de y′3, y′2, y′ na identidade que determina as
simetrias e pelo fato de estarmos supondo que , agora, f na˜o e´ uma func¸a˜o
linear. Enta˜o vamos nos restringir ao caso f(y) = λyp. Para na˜o tornar
mais cansativa a leitura desse trabalho sera˜o omitidos os detalhes, por sinal
ana´logos aos demais casos, e sera´ apresentado o resultado obtido:
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Teorema 3.7 Seja p > 1 e p 6= 2. Enta˜o o grupo de simetrias de Lie da
equac¸a˜o
y′′ = −α
x
y′ − λ xγ−αyp (3.46)
e´ gerado por
X = ξ
∂
∂x
+ η
∂
∂y
,
onde
I.) se p 6= γ − 2α+ 3
α− 1 , enta˜o
ξ =
1− p
γ − α + 2 Ax,
η = Ay;
(3.47)
II.) se p =
γ − 2α+ 3
α− 1 , enta˜o
ξ =
1− p
γ − α + 2 Ax+
D
(1− α)2 x
2−α,
η = (A+
D
1− α) y,
(3.48)
onde A e D sa˜o constantes arbitra´rias.
Observac¸a˜o: O caso p = 2 deve ser considerado em separado. Ele requer
o uso de certas te´cnicas que na˜o contribuem substancialmente para clarificar
a situac¸a˜o. por essa raza˜o na˜o sera´ discutido aqu´i. Pore´m ele foi completa-
mente estudado (vide [12, 17]).
Corola´rio 3.8 Uma simetria de Lie da equac¸a˜o (3.46) e´ uma simetria de
No¨ther se, e somente se,
p =
2γ − α + 3
α− 1 .
Neste caso 
ξ = − 2
α− 1 Ax,
η = Ay.
(3.49)
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Demonstrac¸a˜o: Em analogia com a prova do Teorema 3.6, e´ claro que a
simetria de No¨ther corresponde a D = 0 no Teorema 3.8, e
p =
2(γ + 1)
α− 1 − 1 =
2γ − α + 3
α− 1 . (3.50)
De fato, esse valor obtido para p e´ tal que
p 6= γ − 2α+ 3
α− 1 ,
pois, caso contra´rio, se tem uma contradic¸a˜o nas constantes usadas em (3.45).
Assim, substituindo (3.50) em (3.47) resulta (3.49). ¤
Esse resultado sera´ usado na pro´xima secc¸a˜o.
3.6 Aplicac¸o˜es
Nesta secc¸a˜o obtemos como casos particulares de nossa abordagem da
equac¸a˜o(3.1) alguns resultados correspondendo a`s va´rias aplicac¸o˜es. Para
maiores detalhes vide [1, 6, 12, 13, 16, 17, 18, 28, 7, 2].
3.6.1 O Problema de Liouville-Gelfand
No Cap´itulo 2 mostramos que as soluc¸o˜es exatas podem ser determinadas
por te´cnicas de simetrias. Apesar de parecer o´bvio, agora podemos facilmente
reforc¸ar esse resultado de um ponto de vista geral.
Para in´icio tomemos β 6= 0. Substituindo f(y) = λey na equac¸a˜o (3.22)
obtemos que A = 0 e k = −B. assim a func¸a˜o ξ que aparece no gerador
da simetria e´ determinado pela equac¸a˜o (3.19) e pela equac¸a˜o(3.21) com
k = −B, enquanto η = −B. Numa ra´pida olhada no cap´itulo 2 podemos
ver que as simetrias de pontos de Lie la´ encontradas sa˜o determinadas pelo
mesmo conjunto de condic¸o˜es e assim proceder exatamente como la´ para
obter as simetrias de No¨ther e portanto as soluc¸o˜es. Se β = 0 a conclusa˜o e´
a mesma.
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Para outros resultados recentes relativos ao Problemas Liouville-Gelfand
vide[28], e outras refereˆncias em [7].
Para concluir essa subsecc¸a˜o mencionamos que a Equac¸a˜o de Lane-Emden
generalizada de segundo tipo (3.3):
y′′ +
α˜
x
y′ + β˜xν−1eny = 0 ,
que descreve uma isoterma de esferas gasosas, consideradas em modelagem
estelar, pode ser reduzida a` equac¸a˜o de Liouville
v′′ +
α
x
v′ + λev = 0
atrave´s da mudanc¸a α˜ = α, λ = βn, ν = γ − α + 1 e z = ny.
3.6.2 Sobre a Equac¸a˜o de Boltzmann
Podemos tambe´m generalizar a Equac¸a˜o de Boltzmann (3.4) em termos
do operador quaselinear que aparece em (3.1), a saber
−(xα|y′|βy′)′ = xγ(λke−ky + µpe−py), (3.51)
onde λ e µ sa˜o nu´meros positivos e, por simplicidade, usaremosm = 2 no lado
direito de (3.4). Pelo mesmo procedimento da secc¸a˜o anterior, usando f(y) =
λke−ky + µpe−py, obtemos, apo´s muitos ca´lculos, os seguintes resultados:
Proposic¸a˜o 3.9 Seja β 6= 0. Enta˜o o grupo de simetrias de Lie e´ gerado
por
X = ξ
∂
∂x
+ η
∂
∂y
,
onde:
I.) se k 6= p e
1.) se α = β + 1 e γ = −1 , enta˜o
ξ = cx,
η = 0;
(3.52)
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2.) se α = β + 1 e γ 6= −1 , enta˜o temos a simetria trivial
ξ = 0,
η = 0;
(3.53)
3.) se α 6= β + 1, γ − α + β + 2 = 0, e α+ γ + βγ 6= 0, enta˜o
ξ = cx,
η = 0;
(3.54)
4.) se α 6= β + 1, γ − α + β + 2 6= 0 e α+ γ + βγ = 0, enta˜o ξ = cx
α
β + 1 = cx−γ,
η = 0.
(3.55)
5.) se α 6= β + 1, γ − α + β + 2 6= 0 e α+ γ + βγ 6= 0, enta˜o a simetria e´
trivial:
ξ = 0,
η = 0;
II.) se k = p , enta˜o
1.) se α = β + 1 e γ = −1, enta˜o
ξ = Ax+
k
β + 2
Bx lnx,
η = B;
(3.56)
2.) se α = β + 1 e γ 6= −1, enta˜o
ξ =
k
γ + 1
cx,
η = c;
(3.57)
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3.) se α 6= β + 1, γ − α + β + 2 = 0 e α+ γ + βγ 6= 0, enta˜o
ξ = cx,
η = 0;
(3.58)
4.) se α 6= β + 1, γ − α + β + 2 6= 0 e α+ γ + βγ = 0, enta˜o
ξ = cx
α
β + 1 +
k
γ − α + β + 2Bx,
η = B.
(3.59)
5.) se α 6= β + 1, γ − α + β + 2 6= 0 e α+ γ + βγ 6= 0, enta˜o
ξ =
k
γ − α + β + 2Ax,
η = A.
(3.60)
Aqu´i c, A e B sa˜o constantes arbitra´rias.
Proposic¸a˜o 3.10 Seja β = 0, γ − α + 2 > 0 e α ≥ 1. Enta˜o o grupo de
simetria de Lie de
−(xαy′)′ = xγ(λke−ky + µpe−py)
e´ gerado por
X = ξ
∂
∂x
+ η
∂
∂y
,
onde
I.) se k 6= p , enta˜o na˜o existem simetrias na˜o triviais.
II.) se k = p e
1.) α = 1, as simetrias sa˜o determinadas por
ξ =
k
γ + 1
(c1 − 2γ+1c2)x+
k
γ + 1
c2x ln x,
η = c1 + c2 lnx;
(3.61)
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2.) se α 6= 1, enta˜o 
ξ =
k
γ − α + 2cx,
η = c.
(3.62)
Aqu´i c, c1 e c2 sa˜o constantes arbitra´rias.
Concluindo: se k 6= p enta˜o na˜o existem simetrias de lie na˜o triviais nos
casos que interessam; se k = p enta˜o a equac¸a˜o se torna
−(xα|y′|βy′)′ = k(λ+ µ)xγe−ky
e pela mudanc¸a de varia´veis
v = −ky, λ˜ = −kβ+2(λ+ µ),
ela se transforma em uma equac¸a˜o de Liouville
−(xα|v′|βv′)′ = λ˜xγev,
para a qual as simetrias podem ser calculadas conforme ja´ visto anterior-
mente.
3.6.3 Sobre a Equac¸a˜o de Lane-Emden generalizada
A Equac¸a˜o de Lane-Emden generalizada de primeito tipo (3.2):
y′′ +
α˜
x
y′ + β˜xν−1yn = 0,
seus casos particulares e va´rias generalizac¸o˜es teˆm sido exaustivamente estu-
dadas. Por exemplo, existem centenas de artigos cient´ificos contendo o nome
de Emden, conforme se pode constatar numa ra´pida busca na Internet [23].
Vamos comentar apenas dois artigos, que do nosso ponto de vista, conteˆm
resultados substanciais e importantes. Em [12], Goenner e Havas discutem
as propriedades da Equac¸a˜o de Lane-Emden generalizada de primeiro tipo
e descrevem de modo sistema´tico suas soluc¸o˜es exatas. Em outro artigo
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mais recente, [13], Goenner pesquisa as simetrias dessa equac¸a˜o e explica
porque foi poss´ivel obter as soluc¸o˜es exatas apenas para valores particulares
dos paraˆmetros. Neste trabalho temos notado que as simetrias de No¨ther
desempenham um papel fundamental na obtenc¸a˜o das soluc¸o˜es exatas da
equac¸a˜o diferencial considerada envolvendo expoentes cr´iticos. A condic¸a˜o
p =
(γ + 1)(β + 2)
α− β − 1 − 1 = q
∗ − 1,
obtida no para´grafo 3.4, mas que tambe´m vale para o caso semilinear (i.e.
β = 0) equac¸a˜o (3.2), e´ lida
2ν = n(α˜− 1)− α˜− 1,
que e´ a mesma que aparece em [12]. Enta˜o o resultado a seguir e´ uma
consequeˆncia imediata do corola´rio 3.9.
Proposic¸a˜o 3.11 A Equac¸a˜o de Lane-Emden
y′′ +
2
x
y′ + y5 = 0 (3.63)
com
y(0) = 1, y′(0) = 0
tem uma u´nica soluc¸a˜o positiva dada por
y∗ = (1 + x2/3)−1/2.
Demonstrac¸a˜o: Apenas tome y0 = 1, α = γ = 2, β = 0 e λ = 1 no
Teorema 3.7, enta˜o σ = 2 e q∗ − 1 = 5. ¤
Para o operador de Laplace em RN , o expoente cr´itico vale
q∗ − 1 = N + 2
N − 2
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se N ≥ 3. Em dimensa˜o 3 ele e´ igual a 5. Portanto temos uma simetria
de No¨ther e, por essa raza˜o, foi poss´ivel chegar ate´ a` sua soluc¸a˜o. O uso do
Teorema de No¨ther tem uma vantagem: na˜o e´ preciso usar a transformac¸a˜o
x = eρt,
y = x
γ − α+ 2
1− p z(t)
(3.64)
a fim de resolver a equac¸a˜o diferencial. Essa mudanc¸a de varia´veis sugerida
por (3.64), onde ρ e´ uma constante arbitra´ria, pode ser facilmente obtida na
abordagem via simetrias de pontos de Lie por procedimentos padra˜o solucio-
nando a equac¸a˜o da o´rbita
ξdy − ηdx = 0
(veja [30, 8]). Essa e´ uma Transformac¸a˜o de Emden e temos observado que
ela e´ proveniente, de modo natural, de considerac¸o˜es sobre as simetrias dentro
da Teoria de Lie de Grupos de Transformac¸o˜es.
O Teorema de No¨ther foi aplicado a` Equac¸a˜o de Lane-Emden (3.63) em
[22], pa´ginas 52 - 54, onde apenas uma primeira integral foi obtida, mas na˜o
a sua soluc¸a˜o. Entretanto esperamos que a abordagem dada no presente
trabalho venha trazer boas ide´ias para o estudo de situac¸o˜es mais gerais.
Em particular, os fundamentos das simetrias de pontos de Lie explicam os
conhecidos Teoremas de Homologia [6] e propriedades relacionadas.
3.7 Comenta´rios e observac¸o˜es finais
1.) Nestes dois Cap´itulos usamos as condic¸o˜es y′(0) = 0 e y′(x) < 0 para
x > 0 ([7]). As condic¸o˜es iniciais y(0) = y0 > 0 e y
′(0) = 0 sa˜o naturais e
fisicamente interessantes. Ale´m disso: a condic¸a˜o y′ ≤ 0 e´ de interesse em
Astrof´isica [6].
2.) No para´grafo 4 e tambe´m no cap´itulo 2 expressamos y , na primeira
integral obtida, como uma func¸a˜o de x e y′, e, enta˜o, o substituimos na
correspondente equac¸a˜o. Desse modo uma nova equac¸a˜o para y′ foi obtida.
Neste cap´itulo, a correspondente equac¸a˜o diferencial se tornou homogeˆnea
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com respeito a` (y, y′), enquanto a do cap´itulo 2 era de Bernoulli. Em ambos
os casos a soluc¸a˜o foi obtida facilmente. Esse me´todo lembra o tratamento
cla´ssico dado a`s equac¸o˜es de Lagrange e de Clairaut. Entretanto, ate´ onde
vai nosso conhecimento, sua aplicac¸a˜o concreta e sua utilidade na˜o foram, e
nem teˆm sido, previamente enfatizadas.
3.) Poderiam ter sido consideradas equac¸o˜es diferenciais ordina´rias semi-
lineares de segunda ordem mais gerais, como, por exemplo,
y′′ + α(x)y′ + β(x)f(y) = 0,
e calculados os seus grupos de simetria. O resultados indicam que somente
para escolhas especiais de f , a saber, se f e´ uma constante, uma func¸a˜o linear
de y, poteˆncias de y e exponenciais de y, existem simetrias de pontos de Lie
na˜o triviais. O procedimento e´ o mesmo que o utilizado neste trabalho onde
lidamos com os casos α(x) = α/x e β(x) = xγ−α. Para f(y) = yn, α(x) e
β(x) gerais isso foi feito em[1].
4.) Na˜o foram tratados alguns casos interessantes que surgiram durante
os ca´lculos das simetrias de pontos de Lie. A raza˜o e´ que o principal escopo
deste trabalho era a ana´lise e as condic¸o˜es impostas aos paraˆmetros que os op-
eradores ba´sicos como Laplaciano, p−Laplaciano e k−Hessiano, satisfaziam
([7]).
5.) Tambe´m foram usadas estritamente as simetrias de pontos de Lie da
equac¸a˜o(3.1)e seus casos particulares. Pode ser muito produtivo buscar sime-
trias mais gerais, como as simetrias dinaˆmicas, por exemplo, e as primeiras
integrais correspondentes a elas.
6.) Os resultados obtidos aqu´i poderiam ser considerados como um teste
para os programas computacionais que calculam simetrias de equac¸o˜es difer-
enciais e suas soluc¸o˜es exatas.
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Cap´ıtulo 4
O Sistema de Lane-Emden
4.1 Introduc¸a˜o
O Sistema de Lane-Emden e´ constituido pelas duas equac¸o˜es semilineares
abaixo 
−∆u = vq,
−∆v = up,
(4.1)
para x ∈ Rn com n ≥ 3 inteiro e p e q nu´meros positivos.
Este sistema pode ser considerado como uma extensa˜o natural da equac¸a˜o
de Lane-Emden
∆θ + θp = 0
em Rn e a qual, se sabe, tem soluc¸o˜es positivas se, e somente se, p for maior
do que ou igual ao expoente de So´bolev (n+ 2) / (n− 2).
Em[27] J. Serrin e H. Zou apresentaram um resultado ana´logo para o
sistema (4.1). A saber: se (p, q) estiver sobre ou acima do ramo, no primeiro
quadrante, da hipe´rbole cr´itica
n
p+ 1
+
n
q + 1
= n− 2, (4.2)
o sistema de Lane-Emden tem uma infinidade de soluc¸o˜es radiais positivas
que tendem a zero quando |x| tende ao infinito. Num trabalho precedente
[26], esses autores estabeleceram as seguintes condic¸o˜es suficientes para a
na˜o-existeˆncia de soluc¸o˜es: o sistema (4.1) na˜o admite soluc¸a˜o na˜o trivial
com as componentes sendo func¸o˜es na˜o negativas, (vide [26]), quando
0 < pq ≤ 1
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ou
pq > 1
e
n− 2 ≤ max{2 (p+ 1)
1− pq ,
2 (q + 1)
1− pq }.
Vale a pena mencionar dois casos particulares. No primeiro caso consi-
deramos o sistema (4.1) com p = q. Temos enta˜o a seguinte proposic¸a˜o:
Proposic¸a˜o 4.1 Se (u, v) ∈ C20(Rn)× C20(Rn) for soluc¸a˜o positiva de (4.1)
isto e´: u > 0 e v > 0, com p = q enta˜o u = v .
Demonstrac¸a˜o: Multiplicando as equac¸o˜es do sistema
−∆u = vp,
−∆v = up,
por u− v e integrando por partes em todo o Rn, obtemos
∫ ∇u · (∇u−∇v) = ∫ vp (u− v) ,∫ ∇v · (∇u−∇v) = ∫ up (u− v) .
Subtraindo agora uma equac¸a˜o da outra temos
0 ≤
∫
|∇u−∇v|2 =
∫
(vp − up) (u− v) =
= −
∫
(u− v)2 (vp−1 + vp−2u+ ...+ vup−2 + up−1) .
Notando que (u− v)2 ≥ 0 e que (vp−1 + vp−2u+ ...+ vup−2 + up−1) ≥ 0 pois
tanto u como v sa˜o positivas, pelo confronto |∇u−∇v|2 = 0, o que da´
∇u = ∇v em Rn e, portanto, dadas as condic¸o˜es (u, v) ∈ C20(Rn)× C20(Rn),
u = v. ¤
Concluimos enta˜o que, neste caso, o sistema se reduz a` uma equac¸a˜o de
Lane-Emden da forma
−∆u = up,
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que e´ bem estudada na literatura. A equac¸a˜o radial correspondente foi
tambe´m analisada no cap´itulo 3 deste trabalho. A hipo´tese de que (p, p)
esteja na hipe´rbole cr´itica nos leva a concluir que p =
n+ 2
n− 2 = q
∗ − 1 e´ o
expoente cr´itico para o operador de Laplace em Rn e que tambe´m foi tratado
no cap´itulo 3.
O segundo caso se refere a q = 1. E´ facil ver que (p, 1) pertence a`
hipe´rbole cr´itica se, e somente se, p =
n+ 4
n− 4 - o expoente cr´itico da Equac¸a˜o
Bi-harmoˆnica
∆2u = up
ao qual o sistema se reduz. Porisso doravante vamos considerar as condic¸o˜es
n ≥ 3 , p 6= q , pq > 1 (4.3)
Resultados de existeˆncia e unicidade de soluc¸o˜es do sistema (4.1), chamadas
de estados ba´sicos (ground states), foram obtidos em [14] e [31]. Foi mostrado
que estas sa˜o func¸o˜es radiais, isto e´, func¸o˜es de t = |x|, e enta˜o o estudo dos
estados ba´sicos se reduz ao seguinte sistema

u¨ +
n− 1
t
u˙+ vq = 0,
v¨ +
n− 1
t
v˙ + up = 0,
u˙ (0) = v˙ (0) = limx→∞ u (t) = limx→∞ v (t) = 0,
(4.4)
onde u˙ =
du
dt
, etc.
No pro´ximo para´grafo calculamos as simetrias de Lie do sistema (4.4)
e, em seguida, no para´grafo 4.2 mostraremos que as simetrias de No¨ther
correspondem ao caso em que (p, q) pertence a` hipe´rbole cr´itica (4.2).
Os resultados obtidos neste cap´itulo se encontram em [4].
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4.2 Ca´lculo das Simetrias
Escrevemos o Sistema de Lane-Emden na seguinte forma
u¨ = −n− 1
t
u˙− vq := ω1 (v, u˙, t)
v¨ = −n− 1
t
v˙ − up := ω2 (u, v˙, t) .
Para achar suas simetrias
X = ξ (t, u, v)
∂
∂t
+ η1 (t, u, v)
∂
∂u
+ η2 (t, u, v)
∂
∂v
,
vamos iniciar calculando as derivadas parciais de ωa , a = 1, 2:
ω1t =
n− 1
t2
u˙ ; ω1u = 0 ; ω
1
v = −qvq−1 ; ω1u˙ = −
n− 1
t
; ω1v˙ = 0
ω2t =
n− 1
t2
v˙ ; ω2u = −pvp−1 ; ω2v = 0 ; ω2u˙ = 0 ; ω2v˙ = −
n− 1
t
.
Substituindo-as na primeira das duas equac¸o˜es de (A.45), para a = 1, temos:
ξ
(
n− 1
t2
u˙
)
+ η2
(−qvq−1)+ (4.5)
+
[
η1t +
(
η1uu˙+ η
1
vv˙
)− ξ tu˙− ξ uu˙2 − ξ vu˙v˙](−n− 1
t
)
+
+2
(
−n− 1
t
u˙− vq
)
(ξ t + ξ uu˙+ ξ vv˙) +
+
(
−n− 1
t
u˙− vq
)(
ξ uu˙− η1u
)
+
(
−n− 1
t
v˙ − up
)(
ξ vu˙− η1v
)
+ξ uuu˙
3 + 2ξ uvu˙
2v˙ + ξ vvu˙v˙
2 + 2ξ tuu˙
2 + 2ξ tvu˙v˙ +
− (η1uuu˙2 + 2η1uvu˙v˙ + η1vvv˙2)+ ξ ttu˙− 2η1tuu˙− 2η1tvv˙ − η1tt = 0.
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Juntando os termos comuns, esta identidade e´ reescrita por
n− 1
t2
ξu˙− qη2vq−1 + (4.6)
−n− 1
t
(
η1t + η
1
uu˙+ η
1
vv˙ − ξ tu˙− ξ uu˙2 − ξ vu˙v˙
)
+
−
(
n− 1
t
u˙+ vq
)(
2ξ t + 3ξ uu˙+ 2ξ vv˙ − η1u
)
+
−
(
n− 1
t
v˙ + up
)(
ξ vu˙− η1v
)
+ ξ uuu˙
3 + 2ξ uvu˙
2v˙ + ξ vvu˙v˙
2 + 2ξ tuu˙
2 +
+2ξ tvu˙v˙ − η1uuu˙2 − 2η1uvu˙v˙ − η1vvv˙2 + ξ ttu˙− 2η1tuu˙− 2η1tvv˙ − η1tt = 0.
Os coeficientes das poteˆncias de ordem 3 da expressa˜o acima devem ser iden-
ticamente nulos. Assim
ξ uu = 0⇒ ξ (t, u, v) = a˜ (t, v)u+ b˜ (t, v) .
Tomando as derivadas parciais de ξ com relac¸a˜o a v
ξv = a˜vu+ b˜v ; ξvv = a˜vvu+ b˜vv
e do fato que ξvv = 0 temos que, necessariamente, a˜vv = 0 e b˜vv = 0. Ou
seja: as func¸o˜es a˜ e b˜ sa˜o lineares em v, e sera˜o assumidas da forma
a˜ = α1 (t) v + β1 (t)
e
b˜ = α2 (t) v + β2 (t)
e o candidato a` ξ (t, u, v), agora, se reescreve como sendo
ξ (t, u, v) = [α1 (t) v + β1 (t)]u+ α2 (t) v + β2 (t) .
Mas ainda temos que ξuv = 0. Dos ca´lculos das novas derivadas parciais e do
anulamento de ξuv temos que α1 (t) = 0 e a expressa˜o de ξ assume a forma,
ainda na˜o definitiva, pore´m mais simples
ξ (t, u, v) = β1 (t)u+ α2 (t) v + β2 (t) .
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Para na˜o sobrecarregar demais a notac¸a˜o, as func¸o˜es coeficientes de ξ sera˜o
renomeadas por
ξ (t, u, v) = a (t)u+ b (t) v + c (t)
= au+ bv + c
sempre lembrando que, ainda, a = a (t), b = b (t) e c = c (t). Substituindo
em (4.6) as correspondentes derivadas parciais deste “novo” ξ, obtemos um
polinoˆmio em u˙ e v˙. Os respectivos coeficientes das poteˆncias u˙2, u˙v˙ e v˙2
devem se anular e fornecem as seguintes equac¸o˜es diferenciais:
−2n− 1
t
a+ 2a˙− η1uu = 0,
−2n− 1
t
b+ 2b˙− 2η1uv = 0,
η1vv = 0,
ou ainda
η1uu = −2
n− 1
t
a+ 2a˙ := f (t) ,
η1uv = −
n− 1
t
b+ 2b˙ := g (t) ,
η1vv = 0.
Desta u´ltima relac¸a˜o temos η1 = A (t, u) v + B (t, u). Como η1v = A e
η1uv = Au = g (t), a expressa˜o para A e´ A (t, u) = g (t)u + g˜ (t). Desse
modo
η1 = (g (t) u+ d (t)) v +B (t, u) .
Tomando mais uma vez as suas derivadas, e as substituindo na relac¸a˜o ante-
rior temos
B (t, u) = f (t)
u2
2
+ h (t) u+ k (t)
e uma expressa˜o mais refinada para o coeficiente η da simetria que estamos
buscando:
η1 = g (t)uv + d (t) v + f (t)
u2
2
+ h (t)u+ k (t) .
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Com o anulamento de tais coeficientes a equac¸a˜o (4.6) fica mais reduzida
ainda: e´ um polinoˆmio cujo coeficiente de u˙, ao ser igualado a zero, nos da´:
n− 1
t2
(au+ bv + c)− n− 1
t
(
a˙u+ b˙v + c˙
)
+
−3avq − bup + a¨u+ b¨v + c¨− 2η1tu = 0
e que se reescreve(
n− 1
t2
a− n− 1
t
a˙+ a¨− 2f˙
)
u+
(
n− 1
t2
b− n− 1
t
b˙+ b¨− 2g˙
)
v +
+
(
n− 1
t2
c− n− 1
t
c˙+ c¨− 2h˙
)
− 3avq − bup = 0.
Como p 6= 1 e q 6= 1, da identidade acima temos que a = b = 0. Note que
dessa forma, pela definic¸a˜o de f e g, f = g = 0 e sobra apenas a equac¸a˜o
diferencial a ser resolvida:
n− 1
t2
c− n− 1
t
c˙+ c¨− 2h˙ = 0. (4.7)
Com isso
ξ (t, u, v) = a (t)u+ b (t) v + c (t) = c (t)
η1 (t, u, v) = d (t) v + h (t) u+ k (t)
h sendo dada pela equac¸a˜o (4.7).
Olhando agora para o coeficiente de v˙,
−2bvq − 2η1tv = 0⇒ η1tv = 0⇒ 2η1tv = d˙ = 0⇒ d = const.
Ja´ o termo livre e´
−qη2vq−1 − n− 1
t
η1t + η
1
uv
q + η1vu
p − η1tt − 2vq c˙ = 0
ou ainda
qη2vq−1 = −n− 1
t
(
h˙u+ k˙
)
+ hvq + dup − h¨u− k¨ − 2c˙vq (4.8)
= −
(
n− 1
t
h˙+ h¨
)
u+ (h− 2c˙) vq −
(
n− 1
t
k˙ + k¨
)
+ dup.
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Olhando agora para a segunda equac¸a˜o do sistema (A.45) com a = 2, lem-
brando que ξ = c (t), ela fica reduzida a` seguinte expressa˜o:
c
n− 1
t2
v˙ + η1
(−pup−1)− n− 1
t
(
η2t + η
2
uu˙+ η
2
vv˙ − c˙v˙
)
+ (4.9)
−2
(
−n− 1
t
v˙ − up
)
c˙+
(
n− 1
t
u˙+ vq
)
η2u +
(
n− 1
t
v˙ + up
)
η1v +
− (η2uuu˙2 + 2η2uvu˙v˙ + η2vvv˙2)+ c¨u˙− 2η2tuu˙− 2η2tvv˙ − η2tt = 0.
Como os coeficientes de u˙2, u˙v˙ e v˙2 devem se anular, temos
η2uu = 0⇒ η2u =M (t, v)⇒ η2 =M (t, v)u+N (t, v) .
Como η2uv = 0, temos que M (t, v) =M (t) e, pelo fato de tambe´m η
2
vv = 0,
Nv = K (t) e, portanto, N (t) = K (t) v + L (t). Assim
η2 =M (t) u+K (t) v + L (t) (4.10)
como poderia se ter notado devido a` semelhanc¸a entre as duas equac¸o˜es do
sistema. Substituindo η2 na equac¸a˜o(4.8) chegamos na seguinte identidade:
−
(
n− 1
t
h˙+ h¨
)
u+ (h− 2c˙) vq −
(
n− 1
t
k˙ + k¨
)
+ dup =
= qvq−1 (Mu+Kv + L)
de onde tiramos o conjunto de equac¸o˜es:
n− 1
t
h˙+ h¨ = 0,
h− 2c˙ = qK,
(4.11)

n− 1
t
k˙ + k¨ = 0,
d = 0 e M = 0 e L = 0.
(4.12)
Tudo isso nos define uma melhor forma para os coeficientes da simetria
ξ = c (t) ,
η1 = h (t)u+ k (t) ,
η2 = K (t) v,
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A esta altura, a referida segunda equac¸a˜o do sistema esta´ reduzida a`
c
n− 1
t2
v˙ − pη1up−1 − n− 1
t
η2t − 2c˙up −
n− 1
t
c˙v˙ +
+η2vu
p + c¨v˙ − 2η2tvv˙ − η2tt = 0
e que, apo´s a substituic¸a˜o de η1, se conclui que k = 0, resultando, dessa
forma, η1 = h (t)u. Igualando os coeficientes de v˙ e de up a zero temos ainda
as relac¸o˜es
n− 1
t2
c− n− 1
t
c˙+ c¨− 2η2tv = 0 (4.13)
ou
n− 1
t2
c− n− 1
t
c˙+ c¨− 2K˙ = 0, (4.14)
−ph− 2c˙+K = 0; (4.15)
enta˜o 
ξ = c (t) ,
η1 = h (t)u,
η2 = K (t) v.
Para ver a relac¸a˜o entre essas func¸o˜es coeficientes comec¸amos primeiramente
notando que as equac¸o˜es (4.7, 4.11,4.12) juntamente com (4.13, 4.14, 4.15)
formam um conjunto que deve ser resolvido aos pares nas equac¸o˜es semel-
hantes:
n− 1
t2
c− n− 1
t
c˙+ c¨− 2h˙ = 0,
h− 2c˙− qK = 0,
n− 1
t
h˙+ h¨ = 0,
e

n− 1
t2
c− n− 1
t
c˙+ c¨− 2K˙ = 0,
−ph− 2c˙+K = 0,
n− 1
t
k˙ + k¨ = 0.
Assim de 
n− 1
t2
c− n− 1
t
c˙+ c¨− 2h˙ = 0,
n− 1
t2
c− n− 1
t
c˙+ c¨− 2K˙ = 0
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se tem que h˙− K˙ = 0. Logo
h (t) = K (t) +K0,
onde K0 e´ uma costante qualquer.
De 
h− 2c˙− qK = 0,
−ph− 2c˙+K = 0
resulta que
K − ph = h− qK ⇒
K − p(K +K0) = (K +K0)− qK ⇒
K(q − p) = (1 + p)K0
e como q 6= p temos que
K =
1 + p
q − pK0 = const.
e assim
h =
1 + p
q − pK0 +K0 =
1 + q
q − pK0 = const.
Como ainda restam 
h− 2c˙− qK = 0,
−ph− 2c˙+K = 0,
da resoluc¸a˜o desse sistema resulta
h =
2 (1 + q)
1− pq c˙
e
K =
2 (1 + p)
1− pq c˙.
Note-se ainda que
h−K = 2 (q − p)
1− pq c˙ = K0.
4.3. AS SIMETRIAS DE NO¨THER DO SISTEMA 65
Seja agora
A : =
K0 (1− pq)
2 (q − p) .
Enta˜o
c˙ = A⇒ c (t) = At+K1
substituindo c˙ e c¨ em, por exemplo, (4.14) chegamos a conclusa˜o de que
K1 = 0 e, finalmente 
c (t) = At,
h (t) =
2 (1 + q)
1− pq A,
K (t) =
2 (1 + p)
1− pq A.
Logo, a simetria do sistema e´ dada por
ξ (t, u, v) = At,
η1 (t, u, v) =
2 (1 + q)
1− qp Au,
η2 (t, u, v) =
2 (1 + p)
1− qp Av.
Com isso, provamos o seguinte
Teorema 4.2 Se n ≥ 3 e pq > 1, p 6= q, as simetrias do Sistema de Lane-
Emdem sa˜o geradas por
X = At
∂
∂t
+
2 (1 + q)
1− qp Au
∂
∂u
+
2 (1 + p)
1− qp Av
∂
∂v
onde A e´ uma constante qualquer.
4.3 As Simetrias de No¨ther do Sistema
Vamos agora determinar quais as relac¸o˜es entre os paraˆmetros que definem
as simetrias de Lie que tambe´m sa˜o simetrias de No¨ther do sistema. Como
anteriormente, essas equac¸o˜es teˆm estrutura variacional:
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Lema 4.3 O sistema de Lane-Emden e´ constituido de equac¸o˜es de Euler-
Lagrange do funcional
J (u, v) =
∫ x1
x0
L (u, v, u˙, v˙, t) dt
onde a func¸a˜o de Lagrange correspondente e´
L (u, v, u˙, v˙, t) = tn−1u˙v˙ − t
n−1
p+ 1
up+1 − t
n−1
q + 1
vq+1.
Demonstrac¸a˜o: A primeira equac¸a˜o de Euler do sistema e´ escrita como
sendo
d
dt
Lu˙ − Lu = d
dt
∂L
∂u˙
− ∂L
∂u
= 0.
Calculando as derivadas:
d
dt
(
tn−1v˙
)− (−tn−1up) = 0⇔ tn−1v¨ − (n− 1) tnv˙ + tn−1up = 0,
ou seja
−v¨ − n− 1
t
v˙ = up.
Analogamente, para a segunda equac¸a˜o
d
dt
Lv˙ − Lv = d
dt
∂L
∂v˙
− ∂L
∂v
= 0,
se tem
−u¨− n− 1
t
u˙ = vq,
o que conclui a demonstrac¸a˜o do Lema. ¤
Teorema 4.4 Considere o sistema de Lane-Emden dado pelas duas equac¸o˜es
semilineares 
u¨ = −n− 1
t
u˙− vq
v¨ = −n− 1
t
v˙ − up,
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onde u e v sa˜o func¸o˜es diferencia´veis de t. Se n ≥ 3 e pq > 1, p 6= q, uma
simetria
X = At
∂
∂t
+
2 (1 + q)
1− qp Au
∂
∂u
+
2 (1 + p)
1− qp Av
∂
∂v
e´ simetria de No¨ther se, e somente se,
n
2
=
(p+ 1) (q + 1)
pq − 1 , (4.16)
isto e´, se o ponto (p, q) estiver sobre a hiperbole cri´tica
n
p+ 1
+
n
q + 1
= n− 2.
Demonstrac¸a˜o: Conforme procedimento adotado nos cap´itulos prece-
dentes, vamos determinar as relac¸o˜es entre os paraˆmetros para que a simetria
seja de No¨ther. Para isso comec¸amos calculando o prolongamento do gerador
infinitesimal
X = At
∂
∂t
+
2 (1 + q)
1− qp Au
∂
∂u
+
2 (1 + p)
1− qp Av
∂
∂v
.
Notamos ainda que os coeficientes do primeiro prologamento, ou extensa˜o,
sa˜o dados de forma ana´loga aos anteriores por
η˙a =
dη
dt
− q˙adξ
dt
.
Assim, para simplificar a notac¸a˜o e os ca´lculos, denotando porB =
2 (1 + q)
1− qp A
e por C =
2 (1 + p)
1− qp A, obtemos que η˙
1 = (B − A) u˙ e que η˙2 = (C − A) v˙, de
modo que o campo prolongado e´ escrito da seguinte forma:
X˙ = At
∂
∂t
+Bu
∂
∂u
+ Cv
∂
∂v
+ (B − A) u˙ ∂
∂u˙
+ (C − A) v˙ ∂
∂v˙
.
Lembrando ainda que o operador
A =
∂
∂t
+ q˙a
∂
∂qa
+ ωa
(
qi, q˙i, t
) ∂
∂q˙a
,
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neste caso, se reduz a`
A =
∂
∂t
+ u˙
∂
∂u
+ v˙
∂
∂v
+ ω1
∂
∂u˙
+ ω2
∂
∂v˙
e com 
ω1 = −n− 1
t
u˙− vq,
ω2 = −n− 1
t
v˙ − up,
Aξ = A,
vamos verificar a condic¸a˜o
X˙L+ (Aξ)L = AV ,
vide[30], pa´gina 98, (10.27), para se ter simetrias de No¨ther. (Acima V =
V (u, v, t)). Ca´lculos simples mostram que
X˙L+ (Aξ)L = [(n− 1)A+B + C − A] tn−1u˙v˙ +
−
(
B +
n
p+ 1
)
up+1 −
(
C +
n
q + 1
)
vq+1.
O lado direito dessa igualdade e´ a derivada total de uma func¸a˜o so´ de u, v e
t se, e somente se,
(n− 1)A+B + C − A = 0,
o que e´ equivalente a`
nA+
pq + 2q + 1
1− pq A+
pq + 2p+ 1
1− pq A = 0,
isto e´
n =
2 (p+ 1) (q + 1)
pq − 1 ,
visto que, como estamos considerando simetrias na˜o triviais, A 6= 0. Agora
e´ fa´cil ver que essa relac¸a˜o obtida e´ equivalente a`
n
p+ 1
+
n
q + 1
= n− 2.
Isso conclui a demonstrac¸a˜o. ¤
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Observac¸a˜o. Se
n =
2 (p+ 1) (q + 1)
pq − 1
enta˜o
B +
n
p+ 1
A =
2 (q + 1)
1− pq A+
2 (q + 1)
pq − 1 A = 0
e
C +
n
q + 1
A =
2 (p+ 1)
1− pq A+
2 (p+ 1)
pq − 1 A = 0.
Isso demonstra o seguinte:
Corola´rio 4.5 A simetria de No¨ther do sistema de Lane Emden e´ simetria
variacional.
Esse resultado sera´ utilizado no pro´ximo para´grafo.
4.4 Uma primeira integral
Neste para´grafo vamos supor, enta˜o, que o par de paraˆmetros (p, q) esta´ sobre
a hipe´rbole cr´itica (4.2).
O Teorema de No¨ther, [30], pa´gina 99, implica que se ξ∂/∂t+ ηa∂/∂qa+
η˙a∂/∂q˙a e´ o gerador de uma simetria de No¨ther, enta˜o
ϕ = ξ
[
q˙kL q˙k − L
]− ηkL q˙k + V (qi, t)
e´ uma primeira integral que satisfaz Xϕ = 0.
Isso se traduz, neste caso, por
ϕ = ξ [u˙L u˙ + v˙L v˙ − L]− η1L u˙ − η2L v˙ (4.17)
uma vez que nossa simetria e´ variacional e, portanto, V = 0.
Considerando a func¸a˜o de Lagrange correspondente
L (u, v, u˙, v˙, t) = tn−1u˙v˙ − t
n−1
p+ 1
up+1 − t
n−1
q + 1
vq+1,
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tomando os coeficientes da simetria de No¨ther obtida:
ξ (t, u, v) = At,
η1 (t, u, v) =
2 (1 + q)
1− qp Au = −
n
p+ 1
Au, (por (4.16)),
η2 (t, u, v) =
2 (1 + p)
1− qp Av = −
n
q + 1
Av, (por (4.16)),
calculando as correspondentes derivadas parciais de L, as respectivas sub-
stituic¸o˜es em (4.17) e uma simples computac¸a˜o nos determina a primeira
integral
u˙v˙ +
n
p+ 1
1
t
uv˙ +
n
q + 1
1
t
u˙v +
up+1
p+ 1
+
vq+1
q + 1
= 0.
Esta equac¸a˜o acima determina o parabolo´ide invariante usado por J. Hulshof
e R. van der Vorst em [14], pa´gina 2427.
E´ nossa intenc¸a˜o e´ continuar trabalhando com o objetivo de ter a res-
oluc¸a˜o exata do sistema. Para esse fim, a primeira integral obtida acima sera´
usada.
Apeˆndice A
Observac¸o˜es sobre o
procedimento geral
A.1 Introduc¸a˜o
O objetivo deste apeˆndice e´ apresentar, de maneira elementar, uma breve
introduc¸a˜o a` Teoria de Lie dos grupos a um paraˆmetro e sua aplicac¸a˜o a`s
soluc¸o˜es de equac¸o˜es diferenciais invariantes pela ac¸a˜o de tais grupos. Esta
exposic¸a˜o segue muito pro´xima a`s que podem ser encontradas em [8], numa
versa˜o mais cla´ssica e em [30], num tratamento mais pra´tico e moderno.
A.2 Grupo de Transformac¸o˜es
Considere o conjunto de tranformac¸o˜es a um paraˆmetro
x1 = φ (x, y, a) ,
y1 = ψ (x, y, a) ,
(A.1)
cada uma sendo determinada por algum valor do paraˆmetro a, e onde φ e
ψ sa˜o func¸o˜es cont´inuas das varia´veis. Porisso, comec¸ando com um valor
a0 e variando continuamente o paraˆmetro a, o efeito das correspondentes
transformac¸o˜es em x e y sera´ o de tranforma´-los tambe´m de forma cont´inua,
gerando o que e´ conhecido como trajeto´ria, ou o´rbita, do ponto (x, y) pela
ac¸a˜o do grupo e, como se sabe, todos os pontos desse caminho possuem a
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mesma trajeto´ria e que o paraˆmetro pode aparecer de muitas formas dife-
rentes na definic¸a˜o das equac¸o˜es que definem um tal grupo. Aqu´i usaremos
o paraˆmetro de modo que, inicialmente, a0 e, posterirmente t = 0, denote a
transformac¸a˜o do grupo que corresponde a da identidade.
A.3 Tranformac¸o˜es Infinitesimais
Da continuidade das func¸o˜es que definem (A.1) , uma variac¸a˜o infinitesimal
δa no paraˆme-tro acarreta em variac¸o˜es tambe´m infinitesimais nas varia´veis
x e y que esta˜o representadas pelo Teorema de Taylor
x1 = φ (x, y, a0) +
(
∂φ
∂a
)
a0
δa+ ...,
y1 = ψ (x, y, a0) +
(
∂ψ
∂a
)
a0
δa+ ....
(A.2)
Observando que φ (x, y, a0) = x e que ψ (x, y, a0) = y, as mudandc¸as em
x e y sa˜o estimadas em
x1 − x := δx =
(
∂φ
∂a
)
a0
δa+ ...,
y1 − y := δy =
(
∂ψ
∂a
)
a0
δa+ ....
(A.3)
onde os termos de ordem superior sa˜o denotados pelas reticeˆncias. Uma
vez que a0 esta´ fixado, as u´nicas varia´veis que permanecem em
(
∂φ
∂a
)
a0
e(
∂ψ
∂a
)
a0
sa˜o x e y. Logo podemos escreveˆ-las na forma

(
∂φ
∂a
)
a0
= ξ (x, y) ,
(
∂ψ
∂a
)
a0
= η (x, y) .
(A.4)
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e a transformac¸a˜o (A.3)sendo reescrita por
δx = ξ (x, y) δa+ ...,
δy = η (x, y) δa+ ....
(A.5)
As poteˆncias de ordem mais altas podem ser desprezadas desde que ξ ou η na˜o
sejam identicamente nulas (i.e´: para todos os valores de x e y) ou infinitas.
Neste caso as transformac¸o˜es (A.1) produzindo uma variac¸a˜o infinitesimal
nas varia´veis sa˜o dadas por
δx = ξ (x, y) δa,
δy = η (x, y) δa.
(A.6)
e que sera˜o chamadas de transformac¸o˜es infinitesimais (associadas ao grupo
definido por (A.1). Para casos patolo´gicos envolvendo ξ e/ou η vide [8].
A.4 S´imbolo da Transformac¸a˜o Infinitesimal.
Na transformac¸a˜o dada em (A.6) usamos a letra grega δ para expressar a
derivada parcial com relac¸a˜o ao paraˆmetro a. Tambe´m sera´ utilizada para
denotar o valor que as diferenciais das novas varia´veis assumem quando a =
a0. Assim 
δx = ξ (x, y) δa =
(
∂φ
∂a
)
a0
δa =
(
∂x1
∂a
)
a0
δa,
δy = η (x, y) δa =
(
∂ψ
∂a
)
a0
δa =
(
∂y1
∂a
)
a0
δa.
(A.7)
Se f (x, y) e´ uma func¸a˜o anal´itica qualquer das varia´veis x e y, o efeito de uma
tranformac¸a˜o infinitesimal sobre ela e´ modifica´-la para f (x+ ξδa, y + ηδa) ,
cuja expansa˜o em se´rie de Taylor e´ a seguinte:
f (x+ ξδa, y + ηδa) = f (x, y) +
(
ξ
∂f
∂x
+ η
∂f
∂y
)
δa+ ... (A.8)
ou
δf =
(
ξ
∂f
∂x
+ η
∂f
∂y
)
δa+ ... . (A.9)
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Lie introduziu o s´imbolo Uf , conveniente e pra´tico, para o coeficiente de δa
na equac¸a˜o acima, definindo assim o operador:
U := ξ
∂
∂x
+ η
∂
∂y
. (A.10)
Note-se ainda que
δf = (Uf) δa+ ...,
Uf =
(
∂f1
∂a
)
a0
, onde f1 := f (x1, y1) ,
Ux = ξ e Uy = η.
Uma vez que sempre se pode escrever Uf quando se conhece a transformac¸a˜o
infinitesimal (A.2), e, reciprocamente, (A.2) e´ conhecido quando Uf e´ dada,
Uf e´ usada para representar (A.2) e, assim, abusando da linguagem, se dizer
a transformac¸a˜o infinitesimal Uf no lugar de a tranformac¸a˜o representada
por Uf .
A.5 Grupo Gerado por uma Transformac¸a˜o
Infinitesimal
Na subsecc¸a˜o 2 foi dada uma forma de se obter a tranformac¸a˜o infinitesimal
de um dado grupo de transformac¸o˜es. Nesta iremos ver como a rec´iproca se
processa: dada uma transformac¸a˜o infinitesimal como determinar as trans-
formac¸o˜es finitas que determinam o grupo correspondente.
A transformac¸a˜o infinitesimal
Uf := ξ
∂f
∂x
+ η
∂f
∂y
(A.11)
leva o ponto (x, y) num ponto vizinho ( x + ξ (x, y) δt, y + η(x, y)δt), onde
agora t esta´ sendo usado como paraˆmetro e t = 0 e´ o valor do paraˆmetro
que define a tranformac¸a˜o identidade. Essa ac¸a˜o transforma o ponto inicial
(x, y) no ponto (x1, y1) e assim sucessivamente constituindo um caminho de
pontos que e´ exatamente a curva integral do sistema de equac¸o˜es diferenciais
dx1
dt
= ξ (x1, y1) ,
dy1
dt
= η(x1, y1),
(A.12)
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ou, equivalentemente, {
dx1
ξ (x1, y1)
=
dy1
η(x1, y1)
=
dt
1
(A.13)
e que passa pelo ponto (x, y), onde x1 se reduz a x e y1 a y quando t = 0.
Os dois primeiros termos de (A.13) sa˜o independentes de t e formam uma
equac¸a˜o diferencial cuja soluc¸a˜o pode ser escrita na forma
u (x1, y1) = const. = u (x, y) (A.14)
com a condic¸a˜o inicial x1 = x e y1 = y quando t = 0. Essa e´ a equac¸a˜o da
trajeto´ria correspondente ao ponto (x, y). Explicitando em u (x1, y1) = c uma
das varia´veis em func¸a˜o da outra , por exemplo x1 = ω (y1, c), e substituindo
em η o x1 por ω , a equac¸a˜o diferencial resultante
dy1
η(ω (y1, c) , y1)
=
dt
1
(A.15)
pode ser resolvida por uma quadratura e, finalmente, substituindo c por seus
valores em termos de x1 e y1, essa soluc¸a˜o toma a forma
v (x1, y1)− t = const. = v (x, y) . (A.16)
Segue, enta˜o, que as equac¸o˜es
u (x1, y1) = u (x, y) ,
v (x1, y1) = v (x, y) + t,
(A.17)
determinam x1 e y1 como aquelas soluc¸o˜es de (A.12) ou de (A.13) com as
condic¸o˜es iniciais x1 = x e y1 = y quando t = 0. Facilmente se pode mostrar
que elas determinam um grupo local a um paraˆmetro de transformac¸o˜es como
o desejado no in´icio.
Uma outra maneira de se obter o grupo gerado por uma transformac¸a˜o
infinitesimal sera´ apresentada agora e que depende das considerac¸o˜es a seguir:
Seja Uf := ξ
∂f
∂x
+ η
∂f
∂y
uma transformac¸a˜o infinitesimal dada. Sabemos
que as tranformac¸o˜es finitas do grupo gerado por ela tem a forma
x1 = φ (x, y, t) ,
y1 = ψ (x, y, t) ,
(A.18)
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onde 
ξ (x, y) =
(
∂φ
∂t
)
t=0
,
η (x, y) =
(
∂ψ
∂t
)
t=0
(A.19)
e que podem ser obtidas atrave´s da expansa˜o em Fo´rmula de Taylor em t,
sem a necessidade de integrac¸a˜o.
Como a ac¸a˜o de qualquer transformac¸a˜o de (A.18) sobre um ponto (x, y) o
leva ao ponto (x1, y1), ela tambe´m transformara´ f (x, y) em f (x1, y1) onde f
e´ uma func¸a˜o anal´itica qualquer, e sendo f (x1, y1) dependente de t, podemos
calcular sua expansa˜o pelo Teorema de Maclaurin:
f1 = f +
(
∂f1
∂t
)
t=0
t+
(
∂2f1
∂t2
)
t=0
t2 + ... (A.20)
onde
f1 := f1 (x1, y1) e f := f (x, y) .
Denotando tambe´m
ξ1 =
(
∂x1
∂t
)
, η1 =
(
∂y1
∂t
)
e
U1f1 = ξ
∂f1
∂x1
+ η
∂f1
∂y1
,
de modo que
(ξ1)t=0 = ξ , (η1)t=0 = η ,
(U1f1)t=0 = Uf ,
segue se, pela Regra da Cadeia, que
∂f1
∂t
= U1f1 e, portanto,
(
∂f1
∂t
)
t=0
= Uf
e
∂2f1
∂t2
=
∂
∂t
(U1f1) = U1 (U1f) := U
2f1 .
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Ainda mais (
∂2f1
∂t2
)
t=0
= U (Uf) := U2f .
Analogamente (
∂3f1
∂t3
)
t=0
= U(U (Uf)) := U3f
e assim sucessivamente. Portanto a ac¸a˜o de qualquer transformac¸a˜o finita do
grupo de transformac¸o˜es sobre uma func¸a˜o anal´itica f e´ dada pela expansa˜o
f1 = f + (Uf)t+ (U
2f)
t2
2!
+ (U3f)
t3
3!
+ ... := etUf . (A.21)
Em particular
x1 = e
tUx1 = x+ (Ux) t+ (U
2x)
t2
2!
+ ...,
y1 = e
tUy1 = y + (Uy) t+ (U
2y)
t2
2!
+ ... .
(A.22)
Nota se tambe´m que as equac¸o˜es dadas em (A.22) definem claramente um
grupo de transformac¸o˜es no paraˆmetro t.
A.6 Invariantes
Uma func¸a˜o f (x, y) e´ invariante pela ac¸a˜o de um grupo se ela e´ deixada
inalterada por todas as transformac¸o˜es do grupo, isto e´ :
f (x1, y1) = f (x, y) .
Escrevendo a equac¸a˜o (A.21) na forma
f1 − f = (Uf)t+
(
U2f
) t2
2!
+
(
U3f
) t3
3!
+ ..., (A.23)
para que f (x1, y1) = f (x, y) para todos os valores de x e y e seus correspon-
dentes x1 e y1 nos quais eles sa˜o transformados por todas as transformac¸o˜es
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do grupo, ou seja, para todos os valores de t, e´ condic¸a˜o necessa´ria e sufici-
ente que o lado direito da equac¸a˜o(A.23) seja identicamente nulo para todos
os valores de x e y. Em particular deve-se ter, necessariamente,
Uf = ξ
∂f
∂x
+ η
∂f
∂y
≡ 0. (A.24)
Como U2f = (U (Uf)) e U (n)f = (U
(
U (n−1)f
)
), a condic¸a˜o (A.24) tambe´m
sera´ suficiente. Isso nos leva ao seguinte teorema:
Teorema A.1 A condic¸a˜o necessa´ria e suficiente para que uma func¸a˜o f (x, y)
seja invariante pela ac¸a˜o do grupo Uf e´ que Uf = 0.
Assim para se determinar se uma determinada func¸a˜o f (x, y) e´ invariante
por Uf devemos verificar se (A.24) e´ satisfeita ou, de modo equivalente,
verificar se f e´ soluc¸a˜o do correspondente sistema de equac¸o˜es diferenciais
abaixo
dx
ξ (x, y)
=
dy
η(x, y)
=
df
0
. (A.25)
E´ sabido que, se u (x, y) = const e´ a soluc¸a˜o da equac¸a˜o
dx
ξ (x, y)
=
dy
η(x, y)
, (A.26)
enta˜o a soluc¸a˜o geral de (A.24) e´
f = F (u)
onde F e´ uma func¸a˜o anal´itica qualquer de u.
Conforme visto na secc¸a˜o 4, a equac¸a˜o diferencial que da´ as trajeto´rias
de um grupo e´ obtida da tranformac¸a˜o infinitesimal do mesmo. Desse modo,
com as notac¸o˜es acima,
dy
dx
=
η(x, y)
ξ (x, y)
=
η
ξ
. (A.27)
A soluc¸a˜o geral de (A.27) u (x, y) = const e´ a equac¸a˜o da fami´lia de
trajeto´rias. Como u e´ uma func¸a˜o invariante pelo grupo Uf , segue que
a equac¸a˜o de uma trajeto´ria e´ obtida igualando-se um invariante a` uma
constante. Essa propriedade e´ uma caracter´istica de um invariante. Portanto
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se igualando uma func¸a˜o a` uma constante isso resultar numa equac¸a˜o de uma
trajeto´ria, enta˜o essa func¸a˜o, de fato, e´ um invariante.
Ha´ outras formas em que a equac¸a˜o de uma trajeto´ria pode aparecer.
Vide[8].
Se f (x, y) = 0 for uma equac¸a˜o invariante enta˜o f1 (x1, y1) deve se anular
para todos os valores de x1 e y1 nos quais os valores de x e y, que satisfazem a
equac¸a˜o f (x, y) = 0, sa˜o transformados pela ac¸a˜o do grupo. Como podemos
reescrever (A.23) na forma
f1 (x1, y1) = f (x, y) + (Uf) t+
(
U2f
) t2
2!
+
(
U3f
) t3
3!
+ ..., (A.28)
se o lado direito dessa igualdade tiver de ser nulo sempre que f (x, y) se
anular, para todos os valores de t, e´ necessa´rio e suficiente que cada um dos
demais coeficientes tambe´m seja nulo. Em particular, e´ necessa´rio que
Uf = 0 sempre que f (x, y) = 0
ou seja, sempre que f (x, y) for um fator de Uf . Aqu´i estamos supondo que
f na˜o possua fatores repetidos.(Vide[24]). Assim se f (x, y) for um fator de
Uf podemos decompor Uf em
Uf = ω (x, y) f (x, y)
calcular
U2f = U (Uf) = Uωf + ωUf =
(
Uω + ω2
)
f
que tambe´m contem f como um fator. Analogamente se mostra que todo
coeficiente em (A.28) tambe´m tem f como fator sempre que Uf tiver e que,
se
Unf = σ (x, y) f (x, y) , enta˜o Un+1f =
(
Uσ + σ2
)
f .
Desse modo podemos concluir que o anulamento de Uf sempre que f (x, y)
se anula e´ uma condic¸a˜o necessa´ria e suficiente para que f (x, y) = 0 seja
uma equac¸a˜o invariante. No caso de Uf = 0 para todos os valores de
x e y a condic¸a˜o acima e´ plenamente verificada, como ja´ se sabia pela
condic¸a˜o(A.24). Assim, na˜o so´ f (x, y) = 0 e´ uma trajeto´ria como tambe´m
f (x, y) = qualquerconst, neste caso, o sera´.
A discussa˜o acima pode ser resumida no seguinte:
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Teorema A.2 A condic¸a˜o necessa´ria e suficiente para que f (x, y) = 0 seja
invariante pelo grupo Uf e´ que Uf = 0 para todos os valores de x e de y
para os quais f (x, y) = 0, supondo-se que f (x, y) na˜o tenha fatores repeti-
dos. Pontos que satisfazem as duas equac¸o˜es ξ (x, y) = 0 e η (x, y) = 0 sa˜o
invariantes pela ac¸a˜o do grupo. Se ξ (x, y) = 0 e η (x, y) = 0 sempre que
f (x, y) = 0, essa curva e´ composta de pontos invariantes e na˜o sera´ consi-
derada incluida nas o´rbitas do grupo. Nos outros casos, f (x, y) = 0 e´ uma
trajeto´ria. Se Uf = 0 para todos os valores de x e de y, f (x, y) e´ um in-
variante e f (x, y) = k, onde k e´ uma constante qualquer ( incusive zero ), e´
uma trajeto´ria.
A.7 Fami´lia de Curvas Invariantes
Uma fami´lia de curvas e´ dita invariante por um grupo se toda transformac¸a˜o
finita do grupo leva uma curva dessa fami´lia em outra da mesma fami´lia .
Restringindo apenas a`s fami´lias de curvas a um paraˆmetro definidas por
f (x, y) = c ,
ela sera´ invariante se
f (x1, y1) = f [φ (x, y, t) , ψ (x, y, t)] := ω (x, y, t) = c
′
e´ a equac¸a˜o da mesma fami´lia de curvas, quaisquer que sejam t , c e c′
constantes arbitra´rias.
E´ sabido que uma equac¸a˜o envolvendo uma constante arbitra´ria e que
define uma fami´lia a um paraˆmetro e´ igualmente determinada por uma u´nica
equac¸a˜o diferencial de primeira ordem para a qual a equac¸a˜o envolvendo
a constante arbitra´ria e´ a soluc¸a˜o geral. Porisso para que f (x, y) = c e
ω (x, y, t) = c′ definam a mesma fami´lia elas devem ser soluc¸o˜es da mesma
equac¸a˜o diferencial de primeira ordem
∂f
∂x
dx+
∂f
∂y
dy = 0 e
∂ω
∂x
dx+
∂ω
∂y
dy = 0.
Para isso e´ necessa´rio e suficiente que
det

∂f
∂x
∂f
∂y
∂ω
∂x
∂ω
∂y
 = 0
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Mas essa e´ uma condic¸a˜o necessa´ria e suficiente para que ω seja uma func¸a˜o
de f . Logo
ω = F (f)
e usando a expansa˜o(A.28)
f (x1, y1) = f (x, y) + (Uf) t+
(
U2f
) t2
2!
+
(
U3f
) t3
3!
+ ...
vemos que f (x1, y1) sera´ uma func¸a˜o de f (x, y), para todos os valores de t,
se, e somente se, cada coeficiente do lado direito da expansa˜o tambe´m for.
Em particular Uf = µ (f) . Da´i
U2f := U (Uf) = U (µ (f)) =
dµ (f)
df
Uf =
dµ (f)
df
µ (f)
que tambe´m e´ func¸a˜o de f . Analogamente ao que se fez acima, as poteˆncias
Unf tambe´m sera˜o func¸o˜es de f . Desse modo Uf = µ (f) e´ condic¸a˜o
necessa´ria e suficiente para que a fami´lia de curvas f (x, y) = c seja invariante
pela ac¸a˜o do grupo U .
Um caso especial deve ser ressaltado: se Uf = 0 para todos os valores
de x e y, f (x, y) = c e´ uma fami´lia de trajeto´rias, cada uma invariante e
portanto a fami´lia e´. Essa particular fami´lia e´ caracterizada pelo fato que
sua equac¸a˜o diferencial e´
ηdx− ξdy = 0.
Para se determinar todas as fami´lias de curvas invariantes pela ac¸a˜o de um
dado grupo Uf ,vide [8] .
A.8 Mudanc¸a de Varia´veis e Varia´veis Canoˆnicas
A forma das transformac¸o˜es de um grupo depende da escolha das varia´veis
sobre as quais ele atua.
A introduc¸a˜o de novas varia´veis em uma transformac¸a˜o envolve o seguinte
processo:
Para achar o efeito da mudanc¸a de varia´veis
x =F (x, y) e y =G(x, y) (A.29)
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nas transformac¸o˜es finitas do grupo
x1 = φ (x, y, a) ,
y1 = ψ (x, y, a) ,
(A.30)
notando que (A.29) tem associada
x1=F (x1, y1) e y1=G(x1, y1), (A.31)
x, y, x1e y1devem ser eliminadas nas equac¸o˜es (A.29), (A.30) e (A.31) e as
duas relac¸o˜es, que da´i resultam, serem resolvidas em x1 e y1. Na pra´tica o
que se faz e´ resolver (A.29) e (A.31) em x, y, x1e y1 e substituir o resultado em
(A.30). Em geral esse processo e´ longo e tedioso. Por outro lado o processo
de se determinar a nova forma das transformac¸o˜es infinitesimais e´ muito mais
simples.
Lembrando que o primeiro coeficiente de uma transformac¸a˜o infinitesimal
e´ definido por ξ (x, y) =
δx
δa
=
(
∂x1
∂a
)
a0
e considerando a notac¸a˜o acima para
a mudanc¸a de coordenadas
ξ (x,y) =
(
∂x1
∂a
)
a0
=
∂x1
∂x
(
∂x1
∂a
)
a0
+
∂x1
∂y
(
∂x1
∂a
)
a0
= ξ
∂x
∂x
+ η
∂x
∂y
e, portanto,
ξ (x,y) = Ux,
temos, analogamente,
η (x,y) = Uy.
Assim a nova transformac¸a˜o infinitesimal tem a seguinte forma:
Uf (x,y) = Ux
∂f
∂x
+ Uy
∂f
∂y
(A.32)
onde Ux e Uy sa˜o expressos em termos x e y por meio de (A.29).
E´ sempre poss´ivel, teoricamente, e muitas vezes, na pra´tica, achar as
mudanc¸as de varia´veis que reduzem um dado grupo de transformac¸o˜es a`
uma forma desejada e conveniente. Assim, para se ter o grupo na forma
Uf = ξ
∂f
∂x
+ η
∂f
∂y
,
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qualquer par de soluc¸o˜es linearmente independentes de
Ux := ξ (x, y)
∂x
∂x
+ η (x, y)
∂x
∂y
= ξ (x,y) ,
Uy := ξ (x, y)
∂y
∂x
+ η (x, y)
∂y
∂y
= η (x,y) ,
(A.33)
deve ser tomada como as novas varia´veis x e y. Em particular, para reduzir
o grupo a um grupo de translac¸o˜es na direc¸a˜o do eixo dos y, em cujas no-
vas coordenadas o grupo teria a forma Uf :=
∂f
∂y
e as equac¸o˜es a serem
integradas sa˜o 
ξ (x, y)
∂x
∂x
+ η (x, y)
∂x
∂y
= 0
ξ (x, y)
∂y
∂x
+ η (x, y)
∂y
∂y
= 1.
(A.34)
A primeira dessas equac¸o˜es e´ a mesma que (A.24), de modo que x pode
ser escolhida como qualquer invariante do grupo, digamos u (x, y). Um tal
invariante tambe´m e´ conhecido por primeira integral. A segunda equac¸a˜o
e´, pelo Me´todo de Lagrange, equivalente ao sistema de equac¸o˜es diferenciais
ordina´rias
dx
ξ
=
dy
η
=
dy
1
conforme tambe´m achado anteriormente. Usando o fato que u (x, y) = c e´
soluc¸a˜o de
dx
ξ
=
dy
η
, y pode ser obtido por quadraturas. De acordo com Lie,
um grupo e´ dito estar na forma canoˆnica quando ele tem gerador Uf =
∂f
∂y
.
As varia´veis que o reduzem a essa forma sa˜o chamadas coordenadas canoˆnicas.
Todo grupo pode ser reduzido a` forma canoˆnica Uf =
∂f
∂y
. Para isso e´
preciso apenas resolver a equac¸a˜o diferencial de primeira ordem
dx
ξ
=
dy
η
e seguir como especificado acima.
Conve´m notar que demos acima um tratamento cla´ssico a` intoduc¸a˜o a`
Teoria de Lie, aos moldes do tratamento dado a` ela no in´icio do se´culo XX
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e para duas varia´veis apenas. Pode-se, de modo natural, estender todas as
considerac¸o˜es feitas acima aos grupos uniparame´tricos de va´rias varia´veis,
inclusive usando abordagens mais modernas: a linguagem e notac¸o˜es de Var-
iedades Diferencia´veis. Vide [S], [O]. No pro´ximo para´grafo iremos explicitar
a forma que as condic¸o˜es de invariaˆncia assumem quando se tem quatro
varia´veis, particularmente as que esta˜o no contexto desejado x , y , y′ e y′′.
A.9 Segunda Extensa˜o de um Grupo
As transformac¸o˜es das varia´veis x e y levam consigo uma transformac¸a˜o nas
va´rias derivadas de y com relac¸a˜o a` x. Desse modo a transformac¸a˜o de pontos
x1 = φ (x, y) ,
y1 = ψ (x, y) ,
assim chamada pois transforma o ponto (x, y) no ponto (x1, y1) e bem como
os va´rios pontos da curva F (x, y) = 0 em pontos correspondentes de outra
curva F1 (x1, y1) = 0, carrega consigo a variac¸a˜o
dy1
dx1
:= y′1 =
∂ψ
∂x
+
∂ψ
∂y
y′
∂φ
∂x
+
∂φ
∂y
y′
:= χ (x, y, y′)
e esta, por sua vez,
dy′1
dx1
:= y′′1 =
∂χ
∂x
+
∂χ
∂y
y′ +
∂χ
∂y′
y′′
∂φ
∂x
+
∂φ
∂y
y′
:= ω (x, y, y′, y′′) .
Desse modo a transformac¸a˜o
x1 = φ (x, y) ,
y1 = ψ (x, y) ,
y′1 = χ (x, y, y
′) ,
y′′1 = ω (x, y, y
′, y′′) ,
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nas varia´veis x, y, y′ e y′′, proveniente da transformac¸a˜o de pontos e´ chamada
Segunda Extensa˜o, ou Segundo Prolongamento, da Transformac¸a˜o de Pontos.
Comec¸ando com um grupo a um paraˆmetro de transformac¸o˜es do plano
(A.1), veˆ-se claramente que as correspondentes transformac¸o˜es estendidas
x1 = φ (x, y, a) ,
y1 = ψ (x, y, a) ,
y′1 = χ (x, y, y
′, a) ,
y′′1 = ω (x, y, y
′, y′′, a) ,
(A.35)
constituem tambe´m um grupo local a um paraˆmetro nas varia´veis x, y, y′ e
y′′ e que e´ chamado Segunda Extensa˜o do Grupo (A.1). Escrevendo-o como
o s´imbolo da transformac¸a˜o infinitesimal da segunda extensa˜o do grupo
U ′′f := ξ
∂f
∂x
+ η
∂f
∂y
+ η′
∂f
∂y′
+ η′′
∂f
∂y′′
, (A.36)
onde como ja´ explorado anteriormente
ξ :=
δx
δa
; η :=
δy
δa
e agora
η′ : =
δy′
δa
=
δ
δa
(
dy
dx
)
=
=
δ
δa
(dy)
dx
−
dy
δ
δa
(dx)
(dx)2
=
d(
δy
δa
)
dx
− dy
dx
d(
δx
δa
)
dx
considerando que os operadores δ e d comutam e que
δ
δa
(dx) =
(
∂
∂x
dx1
)
a0
=
(
d
∂x1
∂a
)
a0
= dξ = d
(
δx
δa
)
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e, analogamente,
δ
δa
(dy) = dη ,
η′ =
dη
dx
− y′ dξ
dx
=
∂η
∂x
+
(
∂η
∂y
− ∂ξ
∂x
)
y′ − ∂ξ
∂y
y′ 2. (A.37)
De maneira semelhante obtemos
η′′ : =
δy′′
δa
=
δ
δa
(
dy′
dx
)
= ... =
dη′
dx
− y′′ dξ
dx
=
=
∂η′
∂x
+
∂η′
∂y
y′ +
(
∂η′
∂y′
− ∂ξ
∂x
− ∂ξ
∂y
y′
)
y′′. (A.38)
A ac¸a˜o das transformac¸o˜es((A.1) nas varia´veis x e y impo˜e uma ac¸a˜o das
transformac¸o˜es estendidas correspondentes (A.35) sobre a equac¸a˜o diferencial
f (x, y, y′, y′′) = 0.
Ela sera´ invariante pela ac¸a˜o do grupo estendido se somente se U ′′f = 0
sempre que f (x, y, y′, y′′) = 0 . Assim, como antes,
U ′′f := ξ
∂f
∂x
+ η
∂f
∂y
+ η′
∂f
∂y′
+ η′′
∂f
∂y′′
= 0
e´ equivalente ao sistema de equac¸o˜es diferenciais
dx
ξ (x, y)
=
dy
η (x, y)
=
dy′
η′ (x, y, y′)
=
dy′′
η′′ (x, y, y′, y′′)
. (A.39)
Duas das soluc¸o˜es u (x, y) = const, que tambe´m e´ chamada de invariante ,e
u′ (x, y, y′) = const , denominada de primeiro invariante, podem ser obtidas
pela forma descrita acima . Para se ter a terceira soluc¸a˜o u′′ (x, y, y′, y′′) =
const ,ou um segundo invariante, o processo e´ mais trabalhoso. Pore´m Lie,
vide[8], pa´gina 88, deu um me´todo muito engenhoso para se obter uma forma
para u′′ (x, y, y′, y′′), sem ser necessa´ria qualquer integrac¸a˜o adicional, desde
que as u (x, y) = const e u′ (x, y, y′) = const sejam conhecidas. O me´todo
esta´ resumido no teorema a seguir:
Teorema A.3 Se f (x, y, y′, y′′) = 0 e´ uma equac¸a˜o diferencial de segunda
ordem invariante pela ac¸a˜o do grupo Uf e se u (x, y) = const e´ um invariante
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e u′ (x, y, y′) = const e´ um primeiro invariante de Uf , a introduc¸a˜o das novas
varia´veis
x = u (x, y) e y = u′ (x, y, y′)
reduz a equac¸a˜o diferencial a` forma
dy
dx
= F (x,y)
que e´ de primeira ordem.
Como consequeˆncia desse teorema temos as mudanc¸as de coordenadas,
aquelas cla´ssicas, sugeridas para as equac¸o˜es diferenciais de segunda ordem
f (x, y, y′, y′′) = 0:
Tomando, por exemplo, o caso Uf =
∂f
∂y
, ξ = 0 , η = 1, temos η = η′ = 0,
e as equac¸o˜es (A.39) correspondentes tomam a forma (classicamente usada
em [8]),
dx
0
=
dy
1
=
dy′
0
=
dy′′
0
e, portanto, u := x , u′ := y′ e u′′ := y′′. Desse modo a equac¸a˜o mais geral
que fica invariante pela ac¸a˜o de Uf =
∂f
∂y
e´ f (x, y′, y′′) = 0 ou y′′ = F (x, y′).
Ela e´ caracterizada pela auseˆncia de y. Note que a mudanc¸a de varia´veis
sugerida pelo teorema x = x e y = y′ reduz a equac¸a˜o original a`
dy
dx
= F (x,y) .
Este e´ exatamente o me´todo ensinado nos cursos de Ca´lculo. Outros casos,
tambe´m devido a esse teorema de Lie, podem ser encontrados em ([8]).
Esperamos que esse conteu´do apresentado sobre a Teoria de Lie tenha
sido suficiente para uma compreensa˜o da metodologia adotada para achar as
mudanc¸as de coordenadas nos resultados acima.
A.10 Simetrias de Lie de uma equac¸a˜o difer-
encial
Achar (as) simetrias de pontos de Lie de uma equac¸a˜o diferencial
H
(
x, y, y′, ...y(n−1), y(n)
)
= 0 (A.40)
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significa achar a soluc¸a˜o geral ξ (x, y) e η (x, y) da condic¸a˜o de simetria (3.44)
[30]. Sera´ suposta a condic¸a˜o de regularidade para(A.40) a fim de que o
me´todo seja aplicado e, como muitas equac¸o˜es diferenciais aparecem natu-
ralmente como equac¸o˜es lineares na mais alta derivada, as hipo´teses para ela
e´ que ela seja explicitada por
y(n) = ω
(
x, y, y′, ...y(n−1)) .
Isso e´ equivalente a` hipo´tese usada anteriormente : ‘ na˜o possui fatores repeti-
dos ’.
Devido a (3.39), vide [30], a condic¸a˜o de simetria se reduz a
Xω =
(
ξ
∂
∂x
+ η
∂
∂y
+ η′
∂
∂y′
+ ...+ η(n−1)
∂
∂y(n−1)
)
ω = η(n), (A.41)
onde
η(i) =
dη(i−1)
dx
− y(i) dξ
dx
. (A.42)
Neste caso o y(n) aparecendo somente em η(n) deve ser substituido por ω.
Observac¸a˜o: a expressa˜o geral de η(i) acima pode ser obtida generalizando
(A.38) acima ou da seguinte maneira: considerando as expanso˜es em Se´rie
de Taylor abaixo
x˜ = x+ εξ(x, y) + ... = x+ ε(Xx) + ...,
y˜ = y + εη(x, y) + ... = y + ε(Xy) + ...,
y˜′ = y′ + εη′(x, y, y′) + ... = y′ + ε(Xy′) + ...,
...
y˜(n) = y(n) + εη(n)(x, y, y′, ..., y(n)) + ... = y(n) + ε(Xy(n)) + ...,
onde η, η′, ..., η(n) sa˜o definidas por
η′ =
∂y˜′
∂ε
∣∣∣∣
ε=0
, ..., η(n) =
∂y˜(n)
∂ε
∣∣∣∣
ε=0
.
Tomando as respectivas diferenciais dx˜, dy˜, dy˜′,... e dy˜(n) e usando as
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definic¸o˜es correspondentes temos
y˜′ = y′ + εη′ + ... =
dy˜
dx˜
=
dy + εdη + ...
dx+ εdξ + ...
=
y′ + ε(dη/dx) + ...
1 + ε(dξ/dx) + ...
=
= y′ + ε
(
dη
dx
− y′ dξ
dx
)
+ ...,
...
y˜(n) = y(n) + εη(n) + ... =
dy˜(n−1)
dx˜
=
dy˜(n−1) + εdη(n−1) + ...
dx+ εdξ + ...
=
=
y(n) + ε(dη(n−1)/dx) + ...
1 + ε(dξ/dx) + ...
= y(n) + ε
(
dη(n−1)
dx
− y(n) dξ
dx
)
.
A condic¸a˜o (A.41) e´, de fato, uma equac¸a˜o diferencial para as func¸o˜es ξ
e η e que e´ linear em ambas as func¸o˜es. Ainda mais, como essa condic¸a˜o
deve ser satisfeita identicamente em todas as suas varia´veis x, y, y′, ..., y(n−1),
e lembrando que as func¸o˜es ξ e η dependem apenas de x e y, ela sera´ desdo-
brada em muitas outras equac¸o˜es diferenciais parciais cujas soluc¸o˜es ( pos-
sivelmente triviais) podem ser facilmente achadas. Porisso o in´icio se faz
escrevendo (A.41) em detalhes. Enta˜o evidenciando-se, por exemplo, to-
dos os termos da mais alta derivada y(n−1), estes formara˜o seu coeficiente
que devera´ ser tomado identicamente igual a zero; isso usualmente fornece
va´rias equac¸o˜es diferenciais parciais simples. Essas, uma vez resolvidas por
simples quadraturas , devem se jogadas nos termos coeficientes da derivada
y(n−2), procedendo como no passo anterior e assim por diante. Mesmo que
a primeira vista o procedimento parec¸a complicado, simplesmente , siga em
frente. Quando as simetrias existem, elas podem ser facilmente determi-
nadas. Deve se observar que, em muitos casos, podera´ acontecer de na˜o
haver simetria alguma.
Ha´ duas importantes excesso˜es para essa otimista visa˜o do problema. Sa˜o
elas: as equac¸o˜es diferenciais de primeira ordem e a equac¸a˜o diferencial linear
geral.
A.10.1 Simetrias de um sistema de equac¸o˜es diferen-
ciais
Sistemas de equac¸o˜es diferenciais de segunda ordem ocorrem com muita
frequeˆncia em mecaˆnica cla´ssica. Porisso vamos mudar a notac¸a˜o, passando a
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usar aquela adotada naquele contexto, de modo que t sera´ agora uma varia´vel
independente, e as coordenadas generalizadas qa como varia´veis dependentes
e ainda usaremos q˙a para denotar dqa/dt. O sistema de equac¸o˜es diferenci-
ais de segunda ordem (equac¸o˜es de movimento) que vamos considerar sera´
descrito por
q¨ = ωa
(
qi, q˙i, t
)
, a, i = 1, ..., N . (A.43)
No caso de uma equac¸a˜o diferencial de ordem n, que pode ser denotada por
[30]
H(x, y, y′, ..., y(n)) = 0
ou
y(n) = ω
(
x, y, y′, ..., y(n−1)
)
e que tem associada a ela o operador diferencial parcial
Af =
(
∂
∂x
+ y′
∂
∂y
+ y′′
∂
∂y′
+ ...ω
∂
∂y(n−1)
)
f = 0,
sabemos que a equac¸a˜o diferencial admite uma simetria de Lie com gerador
X = ξ(x, y)
∂
∂x
+ η(x, y)
∂
∂y
+ η′
∂
∂y′
+ ... + η(n)
∂
∂y(n)
,
onde η(n) e´ dada por (A.42), se XH = 0 (modH = 0), ou equivalentemente,
[X,A] = λA
vale, vide [30], para´grafo 3.3. Por analogia ao tratamento dado a` essa equac¸a˜o
diferencial, podemos associar ao sistema de equac¸o˜es diferenciais(A.43) uma
equac¸a˜o diferencial parcial linear que e´ completamente equivalente a ele. Essa
equac¸a˜o e´
Af =
(
∂
∂t
+ q˙a
∂
∂qa
+ ωa
(
qi, q˙i, t
) ∂
∂q˙a
)
f = 0,
e onde a somato´ria esta´ correspondendo a` repetic¸a˜o do i´ndice a. Ela admite
2N soluc¸o˜es funcionalmente independentes
ϕα = ϕα (qa, q˙a, t)
que sa˜o as primeiras integrais do sistema (A.43). Uma prova dessa equivaleˆncia
pode ser encontrada em [30], pa´ginas 93-95.
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Com relac¸a˜o ao operador A , a maioria dos resultados va´lidos para uma
equac¸a˜o diferencial de segunda ordem pode ser generalizada para sistemas de
equac¸o˜es difernciais de segunda ordem, levando em considerac¸a˜o que, neste
caso uma transformac¸a˜o de pontos e´ uma transformac¸a˜o injetora das varia´veis
qa, t e o gerador infinitesimal de um grupo de tranformac¸o˜es e´ dado por
X = ξ(qi, t)
∂
∂t
+ ηa(qi, t)
∂
∂qa
.
As equac¸o˜es diferenciais que definem o sistema (A.43) admitem simetrias
geradas por X e por sua extensa˜o, ou prolongamento,
X˙ = ξ(qi, t)
∂
∂t
+ ηa(qi, t)
∂
∂qa
+ ηa(qi, q˙i, t)
∂
∂q˙a
se, analogamente ao caso de uma equac¸a˜o,[
X˙,A
]
= λA (A.44)
vale. [30] sugere uma simplicac¸a˜o dos ca´lculos para a obtenc¸a˜o na deter-
minac¸a˜o dos coeficientes do prolongamento de X: a componente ∂/∂t de
(A.44) e´
−Aξ = −dξ
dt
= λ
e as demais componentes sa˜o
η˙a =
dηa
dt
− q˙adξ
dt
.
A parte essencial da condic¸a˜o de simetria esta´ na ∂/∂q˙a−componente de
(A.44), a saber
Xωa = Aη˙a − ωadξ
dt
que, por extenso, usando ¤t = ∂¤/∂t , ¤c = ∂¤/∂qc, e´:
0 = ξωat + η
bωab + (η
b
t + q˙
cηbc − q˙bξ t − q˙bq˙cξ c)
∂ωa
∂q˙b
+ (A.45)
+2ωa
(
ξ t + q˙
bξ b
)
+ ωb (q˙aξ b − ηab) + q˙aq˙bq˙cξ bc +
+2q˙aq˙cξ tc − q˙cq˙bηabc + q˙aξ tt − 2q˙bηatb − ηatt
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Esta equac¸a˜o (A.45) generaliza (A.47), que esta´ contida como um caso espe-
cial e que foi demais utilizada, como condic¸a˜o e refereˆncia, neste trabalho.
Ela serve para determinar as func¸o˜es componentes ξ(qi, t) e ηa(qi, t) do ger-
ador infinitesimal X quando as ωa, equac¸o˜es que definem o sistema, sa˜o
dadas. As N equac¸o˜es obtidas sa˜o identidades em t , qi e q˙i e, como ξ(qi, t)
e ηa(qi, t) na˜o dependem de q˙i , ira˜o se decompor em muitas mais equac¸o˜es,
mais simples, e, eventualmente, tornar a integrac¸a˜o poss´ivel.
A.11 Equac¸a˜o diferencial de segunda ordem.
Para uma equac¸a˜o diferencial de segunda ordem y′′ = ω (x, y, y′) a condic¸a˜o
de simetria (A.41) se reduz a
Xω =
(
ξ
∂
∂x
+ η
∂
∂y
+ η′
∂
∂yp
)
ω = η′′ . (A.46)
Usando o fato que [30],equac¸o˜es 2.40, 2.41,
η′ = ηx + (ηy − ξx)y′ − ξyy′2
η′′ = ηxx + (2ηxy − ξxx)y′ + (ηyy − 2ξxy)y′2 +
−ξyyy′ 3 + (ηy − 2ξx − 3ξyy′)y′′
e onde nesta u´ltima equac¸a˜o substitui-se y′′ por ω, a condic¸a˜o (A.46) se
transforma em
0 = ω(ηy − 2ξx − 3ξyy′)− ωxξ − ωyη + (A.47)
−ωy′ [ηx + (ηy − ξx)y′ − ξyy′ 2] + ηxx +
+(2ηxy − ξxx)y′ + (ηyy − 2ξxy)y′ 2 − ξyyy′ 3
Dessa equac¸a˜o diferencial devem-se determinar ξ(x, y) e η (x, y). Como ob-
servado anteriormente, ela e´ uma identidade em x, y e y′ e, lembrando que
ξ e η na˜o dependem de y′, sera´, enta˜o,decomposta em va´rias equac¸o˜es, de
acordo com as diferentes dependeˆncias de suas partes sobre y′.
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A.12 Aplicac¸a˜o do procedimento
Durante o desenvolvimento dos cap´itulos 2 e 3, muitas passagens na obtenc¸a˜o
das simetrias, e ate´ mesmo na resoluc¸a˜o das equac¸o˜es diferenciais, foram
suprimidas para na˜o cansar a leitura e na˜o desviar a atenc¸a˜o para o essen-
cial com detalhes demasiadamente te´cnicos de ca´lculo diferencial e integral.
Pore´m, para efeito de exemplo de completude do procedimento, todas as
passagens sera˜o agora registradas para equac¸a˜o de Liouville no caso bidi-
mensional
y′′ = ω (x, y, y′) = −1
x
y′ − λey . (A.48)
Aqu´i temos
ωx (x, y, y′) = 1
x2
y′, ωy (x, y, y′) = −λey e ωy′ (x, y, y′) = −1
x
.
Substituindo esses valores em(A.47) se tem
0 = (−1
x
y′ − λey)(ηy − 2ξx − 3ξyy′)− ( 1
x2
y′)ξ + (A.49)
− (−λey) η − (−1
x
)[ηx + (ηy − ξx)y′ − ξyy′ 2] +
+ηxx + (2ηxy − ξxx)y′ + (ηyy − 2ξxy)y′ 2 − ξyyy′ 3
ou mais simplificadamente
0 = [−λey (ηy − 2ξx − η) + 1
x
ηx + ηxx] + (A.50)
+(
1
x
ξx − 1
x2
ξ + 3λeyξy + 2ηxy − ξxx)y′ +
+(
2
x
ξy + ηyy − 2ξxy)y′ 2 − ξyyy′ 3 .
Igualando o coeficiente de y′ 3 a zero deve-se ter ξyy = 0, cuja simples inte-
grac¸a˜o fornece
ξ(x, y) = α (x) y + β (x) . (A.51)
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Tomando agora o coeficiente de y′ 2 e o igualando a zero, tem-se
0 =
2
x
ξy + ηyy − 2ξxy .
Pore´m, como
ξy = α (x) e ξxy = ξyx = α
′ (x) (A.52)
a equac¸a˜o(A.52) se torna
0 =
2
x
α+ ηyy − 2α′
ou, equivalentemente
ηyy = 2α
′ − 2
x
α.
Isso implica em
ηy = (2α
′ − 2
x
α)y + γ(x)
e, finalmente, que
η(x, y) = (α′ − 1
x
α)y2 + γ(x)y + δ(x) . (A.53)
Note-se que as equac¸o˜es proponentes acima sugerem que ξ(x, y) e η (x, y)
sejam polinoˆmios em y, de modo que as partes de(A.50), ainda a serem de-
terminadas, ira˜o se decompor em mais equac¸o˜es correspondentes a`s diferentes
poteˆncias de y que aparecera˜o. Tambe´m para a determinac¸a˜o das func¸o˜es
α(x) , β(x) , γ(x) e δ(x), doravante denotadas apenas por α, β, γ e δ , o
procedimento de identificac¸a˜o de seus coeficientes a zero ira´ continuar sendo
aplicado. Enta˜o, com essas novas propostas, igualando o coeficiente do y′ a
zero tem-se
1
x
ξx − 1
x2
ξ + 3λeyξy + 2ηxy − ξxx = 0 . (A.54)
Calculando as correspondentes derivadas parciais e substituindo em (A.54)
ela se transforma em
1
x
(α′y + β′)− 1
x2
(αy + β) + 3λey(α) + 2(2(α′ − 1
x
α)′y + γ′)− α′′y − β′′ = 0
ou no polinoˆmio em y
[(
β
x
)′ + 3αλey + 2γ′ − β′′] + [3α′′ − 3(α
x
)′]y = 0,
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que identificado a zero determina o sistema
(
β
x
)′ + 2γ′ − β′′ = −3αλey,
3α′′ − 3(α
x
)′ = 0,
que, para ter soluc¸a˜o como func¸o˜es de x, devera˜o impor que α = α(x) ≡ 0,
pois o lado esquerdo da primeira equac¸a˜o e´ func¸a˜o so´ de x enquanto o lado
direito e´ de x e de y. Isso faz com que se tenha que redefinir as func¸o˜es
coeficientes por expresso˜es mais simples
ξ(x, y) = β (x)
η(x, y) = γ(x)y + δ(x)
bem como o sistema, que passa agora a ter apenas uma equac¸a˜o
()βx′ + 2γ′ − β′′ = 0⇔ 2γ′ = β′′ − (β
x
)′ ⇔ 2γ = β′ − (β
x
) + cte ⇒
γ(x) =
1
2
(β′ − (β
x
)) + c .
Pore´m, independentemente da fo´rmula expl´icita para γ, olhando para o termo
independente de y em (A.50) e tomando-o identicamente nulo, resulta
−λey (ηy − 2ξx − η) + 1
x
ηx + ηxx = 0⇔
−λey (γ − 2β′ − (γy + δ) + 1
x
(γ′y + δ′) + γ′′y + δ′′ = 0⇔
[λey(−γ + 2β′ + δ) + (1
x
δ′ + δ′′)] + (λeyγ +
1
x
γ′ + γ′′)y = 0
e que com cada coeficiente sendo igualado a zero fornece o sistema
λeyγ +
1
x
γ′ + γ′′ = 0,
λey(−γ + 2β′ + δ) = 0,
1
x
δ′ + δ′′ = 0.
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Pelos argumentos ja´ expostos acima, a primeira equac¸a˜o impo˜e que γ =
γ(x) ≡ 0. Isso o reduz a 
2β′ + δ = 0,
1
x
δ′ + δ′′ = 0.
Da segunda equac¸a˜o se tem δ(x) = c2+c1 lnx e, que substituido na primeira,
fornece, por simples quadratura
β(x) = −1
2
c1(x ln x− x)− 1
2
c2x+ c3 =
= −1
2
c1x ln x+
1
2
(c1 − c2)x+ c3.
Note que para essa func¸a˜o β ficar compat´ivel com a condic¸a˜o γ (x) = 0 e´
necessa´rio que a constante c3 seja igual a zero e que a constante c na definic¸a˜o
de γ seja igual a −1
4
c1. Com isso, finalmente, se conclui que os coeficientes
procurados sa˜o:
Dessa forma a equac¸a˜o diferencial
y′′ = ω (x, y, y′) = −1
x
y′ − λey
fica invariante pela ac¸a˜o dos grupos finitos que teˆm por geradores infinitesi-
mais o campo
X = [−1
2
c1x lnx+
1
2
(c1 − c2)x] ∂
∂x
+ [c1 ln x+ c2]
∂
∂y
.
Note-se que tais campos podem ser reescritos em termos de uma base {ν1 , ν2}
onde 
ν1 = c1(−12x
∂
∂x
+
∂
∂y
)
ν2 = c2[−12(x lnx− x)]
∂
∂x
+ ln x
∂
∂y
.
Esses dois campos de vetores formam uma a´lgebra de Lie de dimensa˜o 2, na˜o
abeliana, solu´vel, e [ν1, ν2] =
−1
2
ν1.
Para achar as tranformac¸o˜es finitas e assim determinar os grupos de
Lie que deixam invariantes a equac¸a˜o diferencial, e´ preciso integrar tais
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campos. Por [30] basta conhecer uma simetria. Enta˜o tomando o campo
ν1 = c(−12x
∂
∂x
+
∂
∂y
), ou fazendo c2 = 0 a simetria geral X fica reduzida a
X = c(−1
2
x
∂
∂x
+
∂
∂y
) = − c
2
x
∂
∂x
+ c
∂
∂y
,
cujos novos coeficientes ξ˜ (x, y) = − c
2
x e η˜ (x, y) = c continuara˜o a ser de-
notados pelas mesmas letras ξ e η de antes. Com esse novo par de func¸o˜es
e´ poss´ivel determinar novas coordenadas (s, t) onde s = s (x, y), t = t (x, y)
que se ajustem ao grupo de gerador
X = ξ
∂
∂x
+ η
∂
∂y
=
∂
∂s
e, para garantir isso, elas devem, obviamente, satisfazer
X (s) := Xs = ξ (x, y)
∂s
∂x
+ η (x, y)
∂s
∂y
= 1,
X (t) := Xt = ξ (x, y)
∂t
∂x
+ η (x, y)
∂t
∂y
= 0.
Geometricamente, achar as soluc¸o˜es s (x, y) e t (x, y) desse sistema significa
introduzir coordenadas que teˆm as o´rbitas t = const, do grupo, junto com
as linhas coordenadas s = const. Claramente s (x, y) na˜o e´ univocamente
determinada ou fixada pela primeira equac¸a˜o: uma tranformac¸a˜o do tipo
s˜ = s + so (t) tambe´m e´ possivel, ou seja, a origem de s pode ser escolhida,
arbitrariamente, sobre cada o´rbita.Analogamente, nem t e´ univocamente de-
terminada pela segunda equac¸a˜o do sistema, uma vez que uma mudanc¸a do
forma t˜ = f (t) e´ sempre poss´ivel.
Para resolver Xt = ξ (x, y)
∂t
∂x
+ η (x, y)
∂t
∂y
= 0, observa-se que sobre
cada o´rbita t = const, a equac¸a˜o
dt =
∂t
∂x
dx+
∂t
∂y
dy = 0
e´ verificada e que, junto com
Xt = ξ
∂t
∂x
+ η
∂t
∂y
,
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tx =
∂t
∂x
e ty =
∂t
∂y
podem ser eliminados fornecendo, pelo Me´todo de Lagrange, [8], pa´gina 250,
a equac¸a˜o diferencial de primeira ordem
ξ (x, y) dy − η (x, y) dx = 0
e onde agora t e´ a constante de integrac¸a˜o que ira´ aparecer na soluc¸a˜o desta.
No caso em questa˜o, deve-se resolver a equac¸a˜o
− c
2
xdy + (−c) dx = 0 ,
que por uma integrac¸a˜o direta, ou simples quadratura, se obte´m y = −2 ln x+
t. Note que a soluc¸a˜o esta´ na forma y = y (x, t) e que isso da´ as o´rbitas, cada
uma identificada pelo seu valor de t e porisso, por inversa˜o, pode-se obter
t = t (x, y) = y + 2 ln x.
Por sua vez, a primeira equac¸a˜o do sistema
Xs = ξ (x, y)
∂s
∂x
+ η (x, y)
∂s
∂y
= 1
e´ equivalente, ainda pelo Me´todo de Lagrange, a resolver, substituindo y
por y (x, t)
dx
ξ (x, y(x, t))
=
ds
1
o que e´ o mesmo que, por uma simples integrac¸a˜o obter
s (x, t) =
∫ −2
cx
dx = −2c ln x+ k.
Conforme foi observado acima, s na˜o e´ univocamente determinado. Sempre
se pode adicionar a ela uma func¸a˜o de t. Porisso neste caso considera-se,
por simplicidade, a constante k = 0 e ela passa a ser expressa por s (x, t) =
−2c lnx.
Juntando agora essas duas equac¸o˜es se tem:
t = y + 2 ln x,
s = −2
c
lnx,
⇔

y = t+ cs,
x = e
−
cs
2 .
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Observe que essa mudanc¸a de coordenadas e´ a mesma sugerida na equac¸a˜o
2.42. Nestas novas coordenadas
dy
dx
= y′ =
∂y
∂t
dt+
∂y
∂s
ds
∂x
∂t
dt+
∂x
∂s
ds
=
1dt+ cds
− c
2
e
−
cs
2 ds
= −2
c
e
cs
2
dt
ds
−2e
cs
2 = −2
c
e
cs
2 (t′ + c)
onde t′ =
dt
ds
. Por outro lado
d2y
dx2
= y′′ =
∂y′
∂t
dt+
∂y′
∂s
ds+
∂y′
∂t′ dt
′
∂x
∂t
dt+
∂x
∂s
ds
=
4
c2
ecst′′ +
2
c
(t′ + c)
No novo referencial determinado pelas mudanc¸as acim a equac¸a˜o diferencial
y′′ = −1
x
y′ − λey
se transforma em
4
c2
ecst′′ +
2
c
(t′ + c) +
1
e
−
cs
2
−2
c
e
cs
2 (t′ + c) = −λet+cs
onde, apo´s simplificac¸o˜es, se reduz a`
t′′ =
−λc2
4
et .
Para resolver essa equac¸a˜o de 2a ordem, com a auseˆncia da varia´vel s,
considera-se p = t′, logo t′′ =
dp
ds
=
dp
dt
dt
ds
= p
dp
dt
. Assim
t′′ = p
dp
dt
=
−λc2
4
et ⇒ pdp = −λc
2
4
etdt⇒
⇒ p
2
2
=
−λc2
4
et +
k
2
⇒ p2 = k − λc
2
2
et ,
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e considerando k ≥ λc
2
2
et, pode-se explicitar p =
√
k − λc
2
2
et. Como p =
dt
ds
=
√
k − λc2
2
et, separando-se as varia´veis recai-se em
dt√
k − λc
2
2
et
= ds⇒ 1√
k
ln
∣∣∣∣∣∣∣∣
√
k − λc
2
2
et −√k√
k − λc
2
2
et +
√
k
∣∣∣∣∣∣∣∣ = s+ const
Voltando a`s varia´veis de origem x e y tem-se a soluc¸a˜o na forma impl´icita
1√
k
ln
∣∣∣∣∣∣∣∣
√
k − λc
2
2
xey −√k√
k − λc
2
2
xey +
√
k
∣∣∣∣∣∣∣∣ =
−2
c
ln x+ const
Observe que fazendo a identificac¸a˜o
√
k = c obtemos exatamente a equac¸a˜o
(2.48).
Finalmente, esperamos que o detalhamento dado acima tenha sido efi-
ciente para a ilustrar como as simetrias de Lie de uma equac¸a˜o diferencial,
quando existem, podem ajudar a achar as soluc¸o˜es exatas da mesma. Para
aqueles que se interessarem em mais detalhes sobre o me´todo, recomendamos
as leituras de [8], para uma visa˜o cla´ssica e rica em exemplos, e de [24, 30],
para abordagens mais modernas e com variadas aplicac¸o˜es a` muitas outras
equac¸o˜es diferenciais.
Apeˆndice B
O Lema de Lagrange
Neste apeˆndice iremos explicitar alguns dos resultados que foram utilizados
no decorrer desta tese para deixar o leitor informado corretamente quanto ao
teor da refereˆncia. O Lema de Lagrange que foi usado para ajudar na busca
das simetrias de No¨ther possui o seguinte enunciado:
Lema B.1 Considere f uma func¸a˜o conti´nua no intervalo [x0, x1]. Seja η
uma func¸a˜o continuamente diferencia´vel em [x0, x1] e que se anula nos ex-
tremos, η(x0) = η (x1) = 0 . estas condic¸o˜es, se∫ x1
x0
f (x) η (x) dx = 0
para qualquer func¸a˜o η com as caracteri´sticas descritas, enta˜o f ≡ 0 .
Demonstrac¸a˜o: Suponha o contra´rio,ou seja que f na˜o seja identicamente
nula. Enta˜o existe um ponto c no intervalo aberto (x0, x1) tal que, sem perda
de generalidade, podemos supor f (c) > 0. Enta˜o, pela continuidade da f
existe uma vizinhanc¸a de c onde f permanece estritamente positiva. Sejam
ξ1 e ξ2 dois pontos quaisque dessa vizinhanc¸a com ξ1 < ξ2.
Consideremos agora a func¸a˜o
η0 (x) =

0 se x /∈ (ξ1, ξ2)
(x− ξ1)2 (x− ξ2)2 se x ∈ (ξ1, ξ2) .
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Como x0 < ξ1 < ξ2 < x1 temos claramente que η0 (x) satisfaz as condic¸o˜es
do lema, logo
0 =
∫ x1
x0
f (x) η0 (x) dx =
∫ ξ1
ξ0
f (x) η0 (x) dx
pois a func¸a˜o η0 (x) = 0 para x ∈ [x0, ξ1]∪ [ξ2, x1]. Mas f (x) > 0 e η0 (x) > 0
em (ξ1, ξ2) e as integrais acima nos da˜o uma contradic¸a˜o. Portanto f na˜o
e´ positiva. de mesma forma mostra-se que f na˜o pode ser negativa. Logo
f ≡ 0. ¤
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