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Abstract 
We characterize the graphs with no induced 2K2 or C4 and present a linear-time recognition 
algorithm. 
A graph is called split if its vertex set can be partitioned into a clique and a stable 
set. Split graphs were introduced by Hammer and Fiildes [3], who proved in 
particular that a graph is split if and only if it contains no induced C4, C5 or 2Kz, 
where Ck denotes a chordless cycle on k vertices and 2K2 is the graph formed by two 
cliques of size two. We propose to call pseudo-split any graph with no induced C, or 
2Kz. We present a structural description of pseudo-split graphs and show how 
pseudo-split graphs can be recognized in linear time. 
Some results on split graphs will be useful and we recall them now. Any partition of 
the vertex set of a split graph into a clique and a stable set will be called a split 
partition. The chromatic number of a graph G is denoted by x(G), and the size of 
a largest clique in G by o(G). The maximum size of an independent set of vertices is 
denoted by E(G) and the size of a minimum cover of the vertices with cliques by 8(G). 
Theorem 1 ([3,5]). Let G be a simple graph with n vertices and degree sequence 
d, 3 d2 ... 2 d,-1 3 d,, where di is the degree ofvertex vi. Set p = max{i(di 3 i - 11. 
Then the following conditions are equivalent: 
(sl) G is a split graph; 
(~2) G has no induced C,, C5 or 2K2; 
(~3) i di =p(p - 1) + i di. 
i=l i=p+ 1 
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Moreover, if the graph is split then (vl, . . . , v,} and {II,+ 1, . . . , v,} form a split partition, 
o(G) = x(G) = p, and cc(G) = g(G) = n -min{p, d,}. 
The equivalence of (sl) and (~2) was proved in [3] and that of (~1) and (~3) in [IS]. It 
is easily checked that a maximum independent set is either {up + 1, . . . , v,} if d, 2 p or 
(u~,...,u,,} if d,= p - 1. 
Although no complexity analysis is done in [S], as pointed out to us by Simeone 
[IS], computing the value of p and checking condition (~3) can be done in O(n) 
time provided that the ordered degree sequence of G is given. So the complexity 
of checking whether a given graph is split reduces to that of sorting a set of n integers 
ranging from 0 to n - 1, which is O(n) with usual techniques, e.g., BUCKETSORT - 
see [I]. 
It follows from the definition that the class of pseudo-split graphs contains all split 
graphs. A simple characterization of pseudo-split graphs is given in the following 
theorem and was also found independently by several sets of authors [2,6,7]. 
Theorem 2. A graph is pseudo-split if and only ifits vertex set can be partitioned into 
three sets A, B, C such that A induces a clique, B induces a stable set, C induces a C5 or is 
empty, there are all possible edges between A and C, and there are no edges between 
B and C. 
Proof. The ‘if’ part of the theorem is easy and straightforward to check. 
Conversely, assume that G is a graph with no induced C4 or 2K,. If G also has no 
induced C5 then by Theorem 1 it is split and the desired result follows with empty C. 
So we now suppose that G has a five-vertex subset C inducing a C,. Observe that 
every vertex x of G - C must be adjacent to either zero or five of the vertices of C, for 
otherwise it is easily checked that x together with some three vertices of C would 
induce a 2Kz or a Cd. 
Let A be the set of vertices adjacent to the five vertices of C, and let B be the set of 
vertices adjacent to none. Note that A must induce a clique, for otherwise two 
nonadjacent vertices from A together with any two nonadjacent vertices from 
C would induce a Cq. Likewise, B must be a stable set, for otherwise two adjacent 
vertices from B plus two adjacent vertices from C would induce a 2Kz. Now A, B, C is 
the desired partition. 0 
Any partition A, B, C with the properties above will be called a pseudo-split 
partition. Notice that, when a pseudo-split graph has an induced Cs, it follows from 
the preceding theorem that this C5 is unique and, consequently, the pseudo-split 
partition of G is also unique. (In contrast, a split graph may admit several split 
partitions.) 
Naturally we may call imperfect [4] any pseudo-split graph that has an induced C5. 
So Theorem 2 says that a pseudo-split graph is either an imperfect pseudo-split graph 
or a split graph. 
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A naive way to decide whether a graph is pseudo-split would be to test all 
four-vertex subgraphs so as to find an induced 2K, or Cd, if any. This would lead to an 
O(n4) recognition algorithm. Here we propose to recognize pseudo-split graphs in 
linear time, with an algorithm that will also, if the input graph is indeed pseudo-split, 
provide a pseudo-split partition. For this purpose, we first give a characterization of 
imperfect pseudo-split graphs using the degree sequence. 
Theorem 3. Let G be a simple graph with n 2 5 vertices and degree sequence 
dl>dZ3...>d,_l>d,, where di is the degree of vertex vi. Set 
q = max{i Idi 3 i + 4) if this set is not empty, else set q = 0. The following conditions 
are equivalent: 
(ipsl) G is an imperfect pseudo-split graph; 
(ips2) G has no induced 2K2 or Cd, and G has an induced C,; 
(iPs3) 
and 
i$l di = q(q + 4) + i di, 
i=q+6 
d dq+z=dq+3=dq+4=dq+5=q+2. q+l = 
Moreover, ifG is an imperfect pseudo-split graph then the sets {VI, . . . , vq}, (II,+ 6, . . . , v,} 
and {v, + I , . . . , vq + 5) form a pseudo-split partition of G, and o(G) = q + 2, X(G) = q + 3, 
cc(G) = n - q - 3 and 0(G) = n - q - 2. 
Proof. The equivalence of (ipsl) and (ips2) results from Theorem 2. 
Now assume that G satisfied (ipsl) and (ips2). Let A, B, C be a pseudo-split partition 
as in the preceding theorem, where A is a clique, B a stable set and C induces a C5. It is 
clear that: every vertex of A has degree at least 1 A 1 + 4, since it is adjacent to all vertices 
of A u C except itself; every vertex of B has degree at most 1 A 1, since it is adjacent only to 
vertices of A; every vertex of C has degree exactly IAl + 2. From this it follows that 
q = (A(. Then the first part of (ips3) is easily obtained by calculating the sum of the 
degrees in A, and the second part by looking at the degree of the vertices of C. 
Conversely, assume that G satisfies (ips3). Write 
A = (v 1,...,vq > > 
B = (uq+6, . . ..b}. 
c= {v qil,~q+Z,~q+3,~q+4,~q+5 1. 
Letting d(X, Y) denote the number of edges with one extremity in X and the other in 
Y. we have: 
z$l di = 2d(A, A) + d(A, B) + d(A, C) 
<9(9-l)+ i dj+5q. 
j=q+6 
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Since the first part of (ips3) holds we must actually have equality in the preceding 
inequality. This implies that we must have 
244 4 = 4(4 - l), 
so any two vertices of A are adjacent, i.e., A is a clique. Equality also implies: 
d(A, B) = i dj, 
j=q+6 
hence all edges incident to vertices of B must go to vertices of A. In consequence B is 
a stable set and there is no edge between B and C. Equality above also implies that we 
must have: 
44 C) = 5q, 
which means that all vertices of A are adjacent to all vertices of C. Now we obtain 
from the second part of (ips3) that every vertex of C is adjacent to exactly two other 
vertices of C. This is possible only if C is a C,. In conclusion we see that A, B, C is 
a pseudo-split partition of G, and the equivalence stated in the theorem is proved. 
Now, considering a graph satisfying the conditions of the theorem with the notation 
above, notice that A together with any two adjacent vertices from C form a clique of 
size q + 2, and it is easily seen that no larger clique can be found. So o(G) = q + 2. 
For the chromatic number of G, observe that three colours are necessary to colour the 
vertices of C, and q extra colours are needed for the vertices of A. The vertices of B can 
be assigned arbitrarily any colour assigned in C. Hence x(G) = q + 3. Likewise, 
a clique covering of G must use three cliques to cover C, to which the vertices of A may 
be added arbitrarily, and 1 BI extra cliques to cover the vertices of B. Hence 
x(G) = 1 B( + 3 = y1 - q - 2. Finally, B together with two nonadjacent vertices from 
C form a maximum independent set and no larger one can be found, hence 
a(G)=IBI+2=n-q-3. 0 
Given a graph G, computing the value of q and checking condition (ips3) can be 
done in time O(n) when the ordered degree sequence of G is given. So, as for split 
graphs, the complexity of recognizing imperfect pseudo-split graphs is the same as 
sorting a sequence of numbers, i.e., O(n). 
In conclusion, we obtain an algorithm that determines in two linear-time steps 
whether a given graph is pseudo-split. The first step of the algorithm checks whether 
the graph is split using the degree characterization of Hammer and Simeone. If the 
answer is yes, the algorithm provides a split partition in which the clique is maximum. 
If the answer to the first step is no, the second step checks whether the graph is 
imperfect pseudo-split and, if it is, provides the unique pseudo-split partition. In both 
cases a maximum clique, maximum independent set, minimum coloring and min- 
imum covering with cliques are at hand with no extra work. 
We can generalize the idea used in the proof of Theorem 3 as follows. Given a fixed 
graph H, we will say that a graph G is H-split if its vertex set can be partitioned into 
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three sets A, B, C such that A is a clique, B is a stable set, C induces a subgraph 
isomorphic to H, there are all possible edges between A and C, and there are no edges 
between L? and C. We say that (A, B, C) is an H-split partition of G. Further, if ,Z is 
a class of graphs, let us say that G is X-split if it is H-split for some element H of #. 
A sequence of h non-negative integers is called realizable if there exists a simple graph 
H on h vertices whose degrees are exactly that sequence; in that case H is called 
a realization of the sequence. 
Theorem 4. Let df 3 ... > dz be a realizable degree sequence and X be the class of all 
realizations of this sequence. Let G be any graph with n vertices (n > h) and degree 
sequence d, 3 ‘.. 2 d,. Set r = max{ild, 2 i - 1 + h) tfthis set is not empty, else set 
r = 0. Then G is an Z-split graph if and only tf 
i di = r(r - 1) + rh + i di, and d,+i = r + dT for i = 1, . . . , h. 
i=l j=r+h+l 
If the condition on the degrees holds then the sets A = {vl, . . ..V*).B={Vr+h+l,...,U,} 
and C = (v,.+~, . . . , or+,,} form an H-split partition, the subgraph induced by C being 
isomorphic to an element H of 2. 
The proof is similar to the proof of Theorem 3. Details are omitted. 
Again, this theorem yields, for a fixed realizable degree sequence d*, a linear- 
time algorithm that will determine if a graph is &‘-split. This may be of 
interest particularly when d* is a uniquely realizable degree sequence, i.e., when 
it admits a unique realization H (up to isomorphism). In that case an additional 
conclusion of the theorem is that if the condition on the degrees holds then 
o(G) = r + o(H), x(G) = r + X(H), a(G) = cc(H) + n - r - h and 8(G) = 
g(H) + n - r - h. Clearly Theorems 1 and 3 are such special cases, where d* 
is, respectively, the empty sequence and the sequence (2,2,2,2,2) which is indeed 
uniquely realizable. There exist infinitely many uniquely realizable degree 
sequences. 
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