Abstract. The existence and uniqueness of a solution of a stochastic differential equation with random coefficients, non-Lipschitzian diffusion, and with centered as well as with non-centered Poisson measures are proved. We estimate the probability that a solution eventually becomes negative. We find conditions for the existence of a nonnegative solution.
Introduction
Studies of stochastic diffusion type differential equations with a Hölderian diffusion coefficient are of special interest in view of applications in finance. Equations of this type are widely used for modeling financial markets. In particular, the dynamics of the short term interest rate r(t) in the stochastic Cox-Ingersoll-Ross model [1] is described by the following stochastic differential equation: ( 
1) dr(t) = k(γ − r(t)) dt + σ r(t) dW (t),
where W is a Wiener process and k, γ, and σ are positive constants. In the Cox-IngersollRoss model, r(t) is nonnegative and approaches the constant γ, which is called the long term interest rate. Of special interest for banks and insurance companies are studies of another long term interest rate, namely
where r(s) is the short term interest rate whose behavior is determined, for example, by the stochastic model (1) . However the interest rates in financial markets may have jumps under certain conditions. Thus generalizations of the stochastic Cox-Ingersoll-Ross model are important from both points of view, the practical as well as the theoretical one. The dynamics of the interest rate in these generalizations may be described by a stochastic differential equation with a Hölder diffusion and with Poisson measure [2] .
The existence and uniqueness of solutions of stochastic differential equations are considered in a number of papers and monographs. In particular, these problems are considered in [3] and [4] for stochastic differential equations with Lipschitz coefficients and 12 V. P. ZUBCHENKO with a jump term as well as for equations with non-Lipschitz diffusion but without a jump term. The existence and uniqueness of solutions of a system of differential equations with respect to a martingale and with a centered Poisson measure and nonrandom non-Lipschitz coefficients is proved in the paper [5] . The existence of a solution of a stochastic differential equation with a linear drift coefficient, with an additional randomness, and with a Hölder diffusion but without a jump term is proved in [6] . The existence and uniqueness of a solution of a stochastic differential equation with bounded coefficients, non-Lipschitzian diffusion, centered or non-centered Poisson measures are considered in [7] .
In this paper, we prove a theorem on the existence and uniqueness of the strong solution of a stochastic differential equation with random coefficients, non-Lipschitzian diffusion, and with centered as well as with non-centered Poisson measures. Similarly to [8] (Theorem 1 in §7), [3] (Remark 2 to Theorem 1 in §1 of Chapter 4), and [9] (Chapter 14) we assume that the conditions imposed on the coefficients of the equation hold uniformly with respect to the space of elementary random events.
The paper is organized as follows. In Section 3, we prove a result on the existence of a nonnegative solution for equations of the type we discussed above. In Section 4, we obtain an upper bound for the probability that a solution of a stochastic differential equation assumes a negative value. This result is of a practical interest for estimating the ruin probability of an insurance company whose reserve capital is modeled with the help of a stochastic differential equation involving a non-Lipschitzian diffusion and centered Poisson measure.
Let a probability space (Ω, F, P) be given and let the flow of σ-algebras F t be completed with all random events of F 0 of zero probability. We study the following stochastic differential equation:
where ζ : Ω × R + → R is a right continuous stochastic process without discontinuities of the second kind; W a Wiener process; ν a Poisson measure such that E ν(dt, dy) = Π(dy) dt;ν(dt, dy) = ν(dt, dy) − Π(dy) dt a centered Poisson measure, where Π is a σ-finite measure on the σ-algebra of Borel sets of R; μ a noncentered Poisson measure such that E μ(dt, dy) = m(dy) dt, and where m is a finite measure on the σ-algebra of Borel sets of R. The Wiener process W , centered Poisson measureν, noncentered Poisson measure μ, and stochastic process ζ are adapted to the flow F t and are jointly independent. The coefficients a(x, ω), g(x, ω), q 1 (x, y, ω), and q 2 (x, y, ω) are random functions being measurable in all their arguments. The drift coefficient a(x, ω) is Lipschitzian with probability one, the diffusion g(x, ω) is Hölderian with probability one (the precise conditions on the diffusion coefficient are stated in the corresponding results below). The definition of the integrals in equation (2) is given, for example, in [3] .
2. Existence and uniqueness of the strong solution Theorem 2.1. Let the coefficients of equation (2) be such that
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2. for all x ∈ R,
with probability one, where l is a nonrandom constant; 3. with probability one,
4. the function q 2 (x, y, ω) is continuous with m(dy)-probability one with respect to the argument x; 5. g(0, ω) = 0 with probability one and the Hölder condition holds:
with probability one for all x 1 , x 2 ∈ R, where b is a nonrandom constant;
with probability one for all x 1 , x 2 ∈ R, where l is a nonrandom constant. (2) exists.
Then a unique strong solution of equation
Proof. First we prove that, for an arbitrary T > 0, a solution of the following stochastic differential equation,
We start with the case of |ζ(t)| ≤ K for all t ∈ [0, T ] with probability one. For this, we use the theorem on uniqueness and apply the localization technique. Then we obtain a result in the general case and extend it to equation (2) .
In the proof below, we apply the discretization technique known as Euler's scheme. For every n ≥ 1, we consider a partition of the interval [0, T ]:
Denote this partition by Δ n . In what follows we omit the index n for simplicity. The diameter of the partition is denoted by Δ n = sup 1≤k≤N |t k −t k−1 |. In fact, we consider a sequence of partitions (Δ n ) n with diameters approaching zero. The assumption that Δ n ⊂ Δ n+1 does not matter for our construction.
For a partition Δ n , we construct a stochastic process X Δ n (t) and denote it by X n (t). The process X n (t) is defined as follows for an argument t lying between two points of the partition, that is, for t k ≤ t ≤ t k+1 , k = 0, . . . , N − 1:
Here and in what follows we consider separable modifications of all stochastic processes of interest. Denoting η n (t) = t k for t k ≤ t < t k+1 , we derive the following representation for the process X n (t):
Following the method of mathematical induction, we show that E |X n (η n (t))| < ∞ for all n ≥ 1. Indeed,
For example, the following upper bound holds for the third term on the right-hand side of the latter inequality:
Now we prove that the sequence E |X n (η n (t))| is uniformly bounded with respect to n and t. Indeed,
The boundedness with respect to n follows from
Note that |g(x)| ≤ b |x| with probability one, whence
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Further,
Since E |X n (η n (t))| < ∞, the Gronwall inequality yields
Note that the right-hand side of (5) bounds E |X n (η n (t))| from above and does not depend on n and on t. The following estimate is obtained similarly:
Using condition 1 of Theorem 2.1 on continuity in the mean of the stochastic process ζ(t), we prove that the above majorant does not depend on t and approaches zero as n → ∞.
Further we prove that (X n ) n≥1 is a Cauchy sequence in the uniform metric in the space D[0, T ] of real-valued right continuous functions without discontinuities of the second kind. More precisely, we prove that
as n and n increase to infinity.
We follow Yamada's method [10] . Consider a sequence of functions ϕ m (u) ∈ C 2 (R), m = 1, 2, . . . , approaching |u|. Let the numbers 1 = a 0 > a 1 > · · · > a m > 0 be defined by the following equalities:
and
We choose Φ m to be a continuous function. Integrating Φ m , we get
Now Φ m is defined as the integral of Φ m . Then
Applying Itô's formula to the function ϕ m (x) we get
First we estimate E |I 1 |. This integral is well defined, since |ϕ m | ≤ 1 almost surely and E |X n (η n (u))| is estimated from above by a majoarant that does not depend on n and on t. Since |ϕ m | ≤ 1, we have
This is the bound for E |I 1 | we wanted to obtain.
It is easy to see that both I 2 and I 5 are square integrable martingales and thus E I 2 = 0 and E I 5 = 0. Now we estimate E I 3 . By the construction of the function ϕ m obtained by Yamada's method, we obtain the estimate ϕ m (u) ≤ 2/(m|u|b). Then
where · denotes the uniform metric. Finally we estimate E |I 4 |. Applying Lagrange's formula to the function ϕ m ∈ C 2 (R), we get
For a given ε, let m be such that 0 < a m−1 < ε/3 and 3T b/m < ε/3. If m is fixed, then ϕ m is bounded. Thus there exists n 0 such that
for all n, n ≥ n 0 and all t ≤ T .
). Using the above estimates we prove that there exists n 0 such that
The Gronwall inequality proves that (X n ) n≥1 is a Cauchy sequence in the space
Since this space is complete, we conclude that there exists a stochas-
We deduce from bound (6) that
Hence there exists a further subsequence (for easy notation we assume without loss of generality that this subsequence coincides with the whole sequence) such that lim n→∞ X n (t, ω) = X(t, ω) and lim n→∞ X n (η n (t), ω) = X(t, ω) almost everywhere with respect to the measure ds × d P.
To estimate E sup 0≤t≤T |X n (t) − X n (t)|, we use representation (4):
Collecting the above results we prove that the first two terms on the right-hand side of the latter equality approach zero as n, n → ∞. It remains to show the same property for the rest of the terms. By the martingale inequalities,
Similarly,
E sup
where we used conditions 2 and 3 of the theorem.
Thus there exists a subsequence converging to a stochastic process that is equal almost surely (with respect to the measure ds×d P) to X (this stochastic process will be denoted by the same letter). Hence X n (t) converges uniformly and almost surely on [0, T ] and, moreover, lim
Finally we show that
Indeed,
))ν(ds, dy) .
The further proof combines the triangle inequality and the above bounds. For example,
Therefore we proved the existence of a solution of the stochastic differential equation (3) in the interval [0, T ] provided |ζ(t)| ≤ K with probability one for all t ∈ [0, T ]. Now we consider the general case. We introduce the sequence (σ n ) n≥1 as follows:
possesses a unique solution in the interval [0, σ n [ (the proof of the uniqueness is similar to that in [5] and [7] ). By the uniqueness of a solution of the stochastic differential Therefore we proved that a strong solution of equation (3) exists and is unique. The proof of the existence and uniqueness of a solution of equation (2) follows the lines of the proof of the main result in [7] .
Nonnegativity of a solution of a stochastic differential equation
We study a generalization of the stochastic Cox-Ingersoll-Ross model in view of a practical application of stochastic differential equations for modeling instant interest rates in financial markets. We consider the following particular case of the stochastic differential equation (2):
) μ(ds, dy).
We show that a solution of this equation exists, is unique, and is nonnegative with probability one. (8) are such that 1. β ≤ 0 and ζ : Ω × R + → R + is an increasing stochastic process with probability one with
Theorem 3.1. We assume that the parameters of equation
2. with probability one,
for all x ∈ R, where l is a nonrandom constant; 3. with probability one,
4. the function q 2 (x, y, ω) is continuous with m(dy)-probability one with respect to the argument x and q 2 (x, y, ω) ≥ 0 with probability one for all x, y ∈ R; 5. g(0, ω) = 0 with probability one and the following Hölder condition holds:
with probability one for all x 1 , x 2 ∈ R, where b is a nonrandom constant; 6. q 1 (0, y, ω) = 0 with probability one for all y ∈ R, q 1 (x, y, ω) ≥ 0 with probability one for all x ∈ R + and y ∈ R; moreover,
with probability one for all x 1 , x 2 ∈ R, where l is a nonrandom constant.
Then there exists a unique strong solution of equation (8) , and this solution is nonnegative with probability one.
Proof. The proof of the existence and uniqueness of the strong solution is the same as that in Theorem 2.1. We prove that, given a fixed T > 0, there exists a unique solution of the stochastic differential equation
First we consider the case where ζ(T ) ≤ K with probability one. We will show that a solution of the stochastic differential equation (9) is nonnegative. The approximation we consider in what follows may attain negative values. Thus we use the following functions:g
Note that the functionsg(x) andq 1 (x, y) satisfy the corresponding conditions of the theorem imposed on the coefficients of the stochastic differential equation.
Using the Euler scheme, we follow the lines of the proof of Theorem 2.1 to show the existence of a stochastic process
(X(s), y)ν(ds, dy).
, the following representation holds:
Thus (10)
X(t) = ζ(t) + t 0 2βX(s) − Rq 1 (X(s), y) Π(dy) ds + t 0g (X(s)) dW (s) + t 0 Rq
(X(s), y) ν(ds, dy).
Next we prove that X(t) is a nonnegative stochastic process. We introduce the following stopping times:
By construction, the functionq 1 (x, y) is nonnegative. Thus the integral with respect to the noncentered Poisson measure in (10) may lead only to positive jumps of the stochastic process X(t). In other words, the stochastic process X(t) has only positive jumps starting with a nonnegative point but it may also decrease eventually in a continuous way. This means, in particular, that τ 1 < σ 1 ≤ T .
Define the random event A = {ω ∈ Ω : inf s≤T X(s) < −2ε}. For almost all ω ∈ A, we have σ On the other hand,
where we used the monotonicity of the stochastic process ζ(t) in the latter inequality. Hence X(σ 1 ) ≥ 0 on the random event A.
Further we introduce the following stopping times:
Reasoning as above we show that X(σ 2 ) ≥ 0 and τ 1 < σ 1 < τ 2 < σ 2 ≤ T on the random event A. Then we continue the reasoning and prove that, on the event A, there exists an increasing sequence of stopping times
Since all the stopping times do not exceed T , the latter sequence converges to a certain limit μ. Thus (τ n ) n ↑ μ and (σ n ) n ↑ μ. Then, the nonnegativity ofq 1 (x, y) for all n implies that X(τ n ) = −ε and X(σ n ) ≥ 0 on A.
Since this property holds for all ε > 0, the latter result means that P[inf s≤T X(s) < 0] = 0.
Since the stochastic process X(t) is nonnegative, we may changeg andq 1 (x, y) for g and q 1 , respectively:
This completes the proof of the existence of a nonnegative solution of the stochastic differential equation (8) in the interval [0, T ] provided that ζ(T ) ≤ K with probability one. The proof of the existence and uniqueness of a solution of the stochastic differential equation (8) for the general case is the same as that in Theorem 2.1. This solution is nonnegative, since the function q 2 (x, y) is nonnegative.
Remark 3.1. Theorem 3.1 holds for a drift coefficient a(x, ω) : R × Ω → R + that satisfies the conditions of Theorem 2.1 (this follows from the proof of the latter theorem, since the integral in equality (11) is nonnegative if the drift coefficient is nonnegative). 
where g h (x) = bx α for x ≤ h and g h (x) = bh α for x ≥ h. The function g h satisfies the Hölder condition: 
Since the process X (h) is nonnegative, the bounds obtained in the proof of Theorem 3.1 yield
whence we obtain that
This completes the proof of the existence of a unique strong solution on R + × Ω for the stochastic differential equation (9) (8) can be done in the same way as in the proof of Theorem 3.1.
4.
A bound for the probability that a solution of a stochastic differential equation assumes a negative value
Estimates for the probability that a solution of the stochastic differential equation attains a negative value are of practical interest when evaluating the ruin probability of an insurance company. In the classical Lundberg collective risk model, claims are modeled with the help of a homogeneous Poisson process. Many papers are devoted to generalizations of this model. In particular, the paper [11] deals with a model of an insurance company which invests a part of its reserve capital to risky assets, while the rest is invested to nonrisky assets. The price of risky assets is modeled with the help of a geometric Brownian motion, while the claims constitute a compound Poisson process. An exponential bound is obtained in [11] for the ruin probability.
Consider the following stochastic differential equation:
u > 0. We estimate from above the probability that a solution X u of equation (13) attains a negative value. Put τ (u) := inf{t ≥ 0: X u (t) ≤ 0}; if X u (t) > 0 for all t > 0, then we put τ (u) = +∞. 
for all x ∈ R, where l is a nonrandom constant; 2. with probability one,
3. g(0, ω) = 0 with probability one and the following Hölder condition holds:
with probability one for all x 1 , x 2 ∈ R, where b is a nonrandom constant; 4. with probability one,
for all x 1 , x 2 ∈ R, where l is a nonrandom constant; 5. q 1 (x, y, ω) ≥ 0 with probability one for all x ∈ R + and y ∈ R; moreover,
with probability one for all x 1 , x 2 ∈ R, where l is a nonrandom constant; 6. there exists a finite number r > 0 such that
with probability one for all x ≥ 0.
Proof. The assumptions of the theorem guarantee that a strong solution of the stochastic differential equation (13) exists. Consider the stochastic process Y u (t, r) := e −rX u (t) . We prove that Y u (t∧τ (u)) is a supermartingale. This result follows if Y u (t∧τ (u)) is integrable and if
holds almost surely for all T > t ≥ 0. The symbol E t (·) stands here for the conditional mathematical expectation E(· | F t ). Our current goal is to find a representation for e −rX (t) . Applying the generalized Itô formula to the function f (x) = e −rx we obtain (14) The latter inequality follows from condition 6 of the theorem. Inequality (17) holds, since both terms (15) and (16) The latter inequality holds in view of the following two bounds: X u (τ (u), r) ≤ 0 and Y u (τ (u), r) ≥ 1.
Concluding remarks
Studies of properties of solutions of stochastic differential equations with random coefficients, non-Lipschitzian diffusion, and with a jump part are of special interest from the point of view of applications. Equations of this type can be used to model the interest rates that may jump eventually in financial markets.
We proved the existence and uniqueness of a strong solution of the stochastic differential equation with random coefficients and non-Lipschitzian diffusion for both cases, centered and noncentered Poisson measure. We provide conditions that a solution of an equation of such a type is nonnegative and estimate from above the probability that a solution attains a negative value.
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