The use of special quantum states in boson interferometry to achieve sensitivities below the limits established by classically-behaving coherent states 1, 2 has enjoyed immense success since its inception. 3 Squeezed states, 4 number states 4-6 and cat states 5 have been implemented on various platforms and have demonstrated improved measurement precision over coherent-state-based interferometers. Another state is an equal superposition of two eigenstates with maximally different energies; this state ideally reaches the full interferometric sensitivity allowed by quantum mechanics. 7-9 We extend a technique 10 to create number states up to n = 100 and to generate superpositions of a harmonic oscillator ground state and a number state of the form 1/ √ 2(|0 +|n ) up to n = 18 in the motion of a single trapped ion. While experimental imperfections prevent us from reaching the ideal Heisenberg limit, we observe enhanced sensitivity to changes in the oscillator frequency that initially increases linearly with n, with maximal value at n = 12 where we observe 2.1(1) times higher sensitivity compared to an ideal measurement on a coherent state with the same average occupation number. The quantum advantage from using number-state superpositions can be leveraged towards precision measurements on any harmonic oscillator system; here it enables us to track the average fractional frequency of oscillation of a single trapped ion to approximately 2.6 × 10 −6 in 5 s. Such measurements should allow for improved characterization of 
The use of special quantum states in boson interferometry to achieve sensitivities below the limits established by classically-behaving coherent states 1, 2 has enjoyed immense success since its inception. 3 Squeezed states, 4 number states [4] [5] [6] and cat states 5 have been implemented on various platforms and have demonstrated improved measurement precision over coherent-state-based interferometers. Another state is an equal superposition of two eigenstates with maximally different energies; this state ideally reaches the full interferometric sensitivity allowed by quantum mechanics. [7] [8] [9] We extend a technique 10 to create number states up to n = 100 and to generate superpositions of a harmonic oscillator ground state and a number state of the form 1/ √ 2(|0 +|n )
up to n = 18 in the motion of a single trapped ion. While experimental imperfections prevent us from reaching the ideal Heisenberg limit, we observe enhanced sensitivity to changes in the oscillator frequency that initially increases linearly with n, with maximal value at n = 12 where we observe 2.1(1) times higher sensitivity compared to an ideal measurement on a coherent state with the same average occupation number. The quantum advantage from using number-state superpositions can be leveraged towards precision measurements on any harmonic oscillator system; here it enables us to track the average fractional frequency of oscillation of a single trapped ion to approximately 2.6 × 10 −6 in 5 s. Such measurements should allow for improved characterization of imperfections and noise on trapping potentials, which can lead to motional decoherence, an important source of error in quantum information processing with trapped ions. 11, 12 A large variety of experimental platforms, including optical 13, 14 and microwave 5, 15 resonators, micro-mechanical oscillators 16 and the motion of trapped neutral atoms 17 and ions 18 can be modeled as harmonic oscillators and controlled in the quantum regime. This opens the possibility of designing and generating advantageous harmonic oscillator quantum states to increase sensitivity or speed when characterizing or controlling the properties of these oscillators. Precisely-controlled harmonic oscillators play crucial roles in precision metrology, 19 fundamental quantum mechanical research 5 and quantum information processing. 20 The motion of a single atom in a typical trap constitutes a harmonic oscillator that can be coupled to internal levels of the atom with electromagnetic fields to cool its motion and transfer motional state information into electronic levels that can be read out by state-selective fluorescence. 18 Ion motional frequencies have been determined previously by resolved-sideband spectroscopy 18 and by excitation with oscillating 21 or pulsed electric fields. 22, 23 The sensitivity to excitation with an oscillating electric field (often called a "tickle") can be enhanced by first cooling the motion to the ground state and then detecting small increases in motional energy by exciting red sideband transitions that are energetically forbidden when the ion is in the ground state. 24 Here we implement an alternative approach for characterizing motional frequencies that is based on the interference of non-classical number state superpositions. 25 These techniques can be especially useful for quantum information processing with trapped ion systems, 26 where qubits are coupled through shared modes of motion. The high fidelity required for fault-tolerant processing makes the stability of the harmonic motion of trapped ions a ubiquitous concern 11, 12 as experiments move towards miniaturized traps with smaller ion-to-electrode distances, exposing the ions' motion to larger stray electric fields and increased noise originating from the electrodes. 27, 28 Enhanced interferometric sensitivity of superpositions of number states |n relies on the linear energy scaling of harmonic oscillator states. Here, the harmonic oscillator number operator acts on the number states givingâ †â |n = n|n , whereâ is the annihilating ladder operator and n ≥ 0 an integer. We consider a harmonic oscillator with a frequency of oscillation ω +δω(t), where δω(t) is a small, time-dependent correction due to noise and drift relative to the frequency ω of an ideal local oscillator. We implement a Ramsey-type experiment, where the first effective π/2-pulse creates the
(|0 + |n ) (in the remaining text we will omit normalization). In a frame rotating at the local oscillator frequency, |0 and |n will acquire a relative phase between the two states that is proportional to n and the integral of the fluctuations δω(t) over time T . After a duration T the state is
Subsequently, a second effective π/2-pulse synchronous with the local oscillator recombines the number-state superposition to the ground state if nφ = (2m + 1)π or to |n if nφ = 2mπ with m integer. For general φ, the final state (up to a global phase) is |Ψ n f = cos(nφ/2)|n −i sin(nφ/2)|0 , with a probability of being in the ground state of
To characterize the harmonic oscillator in interferometric measurements, we want to determine small deviations of φ around some nominal value with maximal sensitivity. This occurs when the slope |∂P 0 /∂φ|= |n/2 sin(nφ)|= n/2, namely when nφ mπ/2, with m an odd integer (m = ±1 in the tracking experiments described below). We want to minimize
where ∆P 0 = P 2 0 − P 0 2 is the standard deviation of a population measurement that can discriminate between |0 and |n . Ideally, the measurement is projection noise limited, 29 which implies ∆P 0 = P 0 (1 − P 0 ). In this case, ∆P 0 = 1/2 and δφ = 1/n, which is the Heisenberg limit and can only be reached with non-classical oscillator states. In fact, the state |0 + |n satisfies the Margolus-Levitin bound for the maximal rate of evolution, 7 implying that no other combination of states with quantum numbers between 0 and n can produce interference fringes with higher sensitivity to motional frequency changes. The phase uncertainty of classically-behaving interferometers, which we define as restricted to coherent oscillator states of the same average excitation number n = n/2 and to measuring the oscillator energy (equivalent to the mean occupation number), will only reduce as δφ class = 1/n (see Methods).
Realistically, the effective π/2-pulses will not have perfect fidelity and there will be added noise above the fundamental projection noise. Such imperfections reduce the contrast C (0 ≤ C ≤ 1) from the ideal value C = 1, which can be incorporated as P 0 = C/2[1−cos(nφ)]. In our experiments C decreases as the complexity of preparing superpositions increases with larger n. Additionally, since a single experiment only gives us one bit of information (the ion is found in either |0 or |n ), we need to perform a number of experiments to accumulate statistics to determine a phase shift. If the mode-frequency noise is not stable over the time period required to acquire statistics, then the contrast of our interferometer is reduced. This becomes more of a problem with the higher order interferometers, since the susceptibility to mode-frequency noise increases with n. This limits the measurable gains in sensitivity to n ≤ 12 in our concrete experimental setting (see below).
Experiments were performed with a single 9 Be + ion trapped 40 µm above a cryogenic ( 4 K) linear surface-electrode trap described elsewhere. 30, 31 We use three levels within the electronic Starting from |↓ |0 , the generation of higher number states is accomplished by first applying a microwave π-pulse to transform the initial state to |↑ |0 , followed by a series of alternating red (|↑ |k → |↓ |k + 1 , RSB) and blue (|↓ |k → |↑ |k + 1 , BSB) sideband π-pulses at frequencies ω 0 − ω and ω 0 + ω respectively, so that each pulse flips the spin of the internal state and adds a quantum of motion 10 ( Figure 1 a and b) . In general, we can use sidebands of order l at frequencies ω 0 − lω and ω 0 + lω to add l quanta of motion with a single π-pulse. While the Rabi frequencies of higher order sidebands on a mode with Lamb-Dicke parameter η < 1 are suppressed by η l near the ground state, for higher number states, the Rabi frequencies can be much larger than that of the first-order sideband 18 (see Fig. 2 
d).
We demonstrate control over the motional state of the ion by preparing it in different (approximately pure) number states (Fig. 2 a) and flopping on RSBs to determine the contrast, decay, and n-dependent Rabi frequency. 18 We are able to achieve RSB flopping from a number state of n = 40 (|↑ |n = 40 ↔ |↓ |n = 41 ) with better than 70 % contrast with the use of only first-order sidebands to create |↑ |n = 40 . If we make use of up to fourth-order sidebands to create the motional state, we observe approximately 50 % contrast when we flop |n = 100 on the fourth-order RSB (Fig. 2 b) . To verify that the population participating in the fourth-sideband flopping is in the desired number state, we also flop on the second and third-order sideband (Fig. 2 c) , which have a distinctly different Rabi frequency, and compare the Rabi frequencies of 2nd to 4th order flopping to theory (colored symbols in Fig. 2 d) . In general, measured Rabi frequencies agree with theory within their uncertainties, further establishing confidence that intermediate states are prepared as desired and we can indeed transfer more than 50 % of the population to n = 100.
The motional superposition |↑ (|0 + |2 ) is straightforward to prepare by replacing the first RSB pulse by a π/2-pulse |↑ |0 → |↑ |0 + |↓ |1 followed by a BSB π-pulse, which transforms |↓ |1 → |↑ |2 while not coupling |↑ |0 to another level (see Fig. 1 a) . To realize the effective π/2-pulse |0 → |0 + |n when n > 2, after the initial RSB π/2-pulse the |↑ |0 component is "shelved" with a microwave π-pulse to |aux |0 that is sufficiently far off-resonant to be unaltered by subsequent pairs of BSB and RSB π-pulses that promote the |↓ |k component to |↓ |k + 2 . The preparation is finished by a final microwave π-pulse |aux |0 → |↑ |0 and a BSB pulse |↓ |n − 1 + |↑ |0 → |↑ (|0 + |n ) that promotes the |↓ |n − 1 component to |↑ |n while leaving the |↑ |0 component unaltered.
We characterize the enhanced sensitivity of each interferometer by inserting a "spin-echo" type composite π-pulse between wait periods of duration T and purposely induce trap frequency changes ∆ω with equal magnitude and opposite sign before and after the echo pulse (Fig. 1 c) . For the first wait period this ideally results in an order-dependent phase φ = n ∆ω T . The echo pulse is composed of the following steps: First the pulses of the effective π/2-pulse are applied in reverse, |↑ (|0 + e iφ |n ) → |↑ |0 + e iφ |↓ |1 . Second, a RSB π-pulse results in e iφ |↑ |0 + |↓ |1 , which is then walked up the number-state ladder as described for the first effective π/2-pulse. Ideally the effective π-pulse accomplishes |0 + e iφ |n → e iφ |0 + |n . In this way, the induced trap frequency change −∆ω during the second wait period constructively adds to the interferometer phase e iφ |0 + |n → e iφ |0 + e −iφ |n , which is transformed to −i sin(φ)|↓ |1 + cos(φ)|↑ )|0 by the final effective π/2-pulse, so the induced interferometer phase φ can be read out by measuring the probability to find |↓ . Any trap frequency fluctuations or drifts that alter the mode frequency by approximately the same amount in both arms are suppressed. We find that as we increase n in the superposition for T =100 µs, the phase accumulation increases linearly with n as expected, but, due to accumulated imperfect state preparation steps, the contrast of the interference fringes is reduced (see Fig. 3 a) , increasing the noise-to-signal ratio Eq.(3) of the higher-order interferometers. Given this trade-off between fringe spacing and contrast, we observe the highest sensitivity with the |0 + |12 superposition state, which achieves a 7.1(4) fold improvement over a perfect |0 + |1 interferometer (Fig. 3 b) . The n = 12 interferometer also performs 2.1(1) times better than an ideal classical interferometer (see Methods). However, the ideal interferometer would be impractical in a real experiment in the presence of noise. In comparison to a more practical classical interferometer that maximally suppresses excess noise, the improvement is √ 2 × 2.1(1) 2.9(1).
To similarly increase sensitivity with ideal squeezed states, 4 we would require approximately 6 (8.4) dB of squeezing below the vacuum noise for the ideal (practical) interferometer.
We can use the enhanced sensitivity to precisely track motional mode frequency changes over time. We perform two Ramsey-type experiments with the phase of the final effective π/2-pulses equal to ±π/2 so that when the pulses are resonant with the mode frequency, the resulting bright population from each Ramsey experiment is ideally 1/2. A difference between the two populations provides an error signal that we feed back to the local oscillator to follow the fringe pattern as the mode frequency drifts due to changes in stray electric fields and the sources providing the electrode potentials.
This procedure is complicated by the fact that the sideband transition frequencies are altered by the AC Stark shifts from the Raman beams. These result in phases beyond those described in Eq. (1) that shift the interferometer fringes. To mitigate this effect, as well as to subtract out non-zero phase accumulation during the creation of the superposition state, we use autobalanced Ramsey spectroscopy. 33 Instead of using two Ramsey experiments that provide the error signal used to feed back to the pulse frequency, we interleave four Ramsey experiments with two different Ramsey times, T short and T long (typically 20 µs and 100 µs, respectively). The phase between the two π/2-pulses is adjusted to compensate for systematic phases according to the error signal from the short Ramsey experiments, and the frequency of the local oscillator is adjusted according to that from the long Ramsey experiments. These phase and frequency adjustments are applied equally to both the short and long experiments. This suppresses all contributions to phase accumulation other than the phase difference accumulated due to the different free precession times, which is unperturbed by laser couplings. 33 When tracking the mode frequency in this way we can record the frequency error versus time for different-n interferometers. We can then determine the overlapping Allan deviation 34 as a function of averaging interval and compare it for the different interferometers (Fig. 4 a) . This data was taken while interleaving experiments with the |0 + |2 , |0 + |4 , |0 + |6 and |0 + |8 interferometers to allow for a direct comparison of their sensitivity under the same noise conditions.
For long averaging periods, trap frequency drifts dominate the uncertainty. As expected, this gives the same asymptotic long-time slope of the Allan deviation for all interferometers. Importantly, the increased sensitivity of higher-n interferometers reduces the time interval required to average down to a certain level for n up to 8. For this interferometer, we observe the minimum Allan standard deviation at approximately 23 s of averaging. By using only the n = 8 interferometer we can increase its measurement duty cycle which accelerates the rate with which the Allan deviation approaches its minimum. Under these conditions, the minimal fractional frequency Allan deviation of 2.6(2)×10 −6 (∼ 19 Hz at 7.2 MHz) is reached at approximately 4 seconds of averaging (red triangles in Fig. 4 b) . To further increase the measurement rate, we record the population differences determined in all four Ramsey experiments comprising the autobalance sequence without feeding back on the local oscillator frequency. This eliminates the latency due to computer control of the frequency tracking. As long as the populations of four Ramsey experiments uniquely determine the frequency change, we can run a series of n = 8 interferometer experiments, each taking 4 ms, without feedback to shorten the time to reach the minimum of 2.9(4) ×10 −6 to approximately 0.5 s before the uncompensated mode frequency drift produces an increasing Allan deviation (Fig. 4 b, blue circles). While the minimum value of the Allan deviation is not lower when taking data in this mode as compared to when tracking the drift, this experiment gives an idea of how quickly we could average down to the level of a few parts in 10 −6 if tracking latency is minimized.
In conclusion, we have demonstrated preparation of approximate number states for the harmonic motion of a trapped ion up to n = 100 and characterized quantum-enhanced sensitivity of number state interferometers up to n = 18. We used this sensitivity to measure the mode frequency with a minimum fractional frequency uncertainty of 2.6(2) × 10 −6 . The quantum advantages we demonstrate were reduced by imperfections in state preparation and read-out, as well as uncontrolled mode-frequency changes, most likely caused by time-varying stray fields and technical noise on the potentials applied to trap electrodes. In a natural extension of the work presented here, it should be possible to observe such mode-frequency noise during free precession refocused by one or more effective π-pulses. This would allow us to filter the response of the ion to certain spectral components of the motional mode-frequency noise, providing a quantum lock-in analyzer in analogy to characterizations of magnetic field noise with a trapped ion. 35 By using number-state superpositions, we can transfer the quantum advantage demonstrated in the experiment reported here to produce "quantum gain" in such lock-in measurements.
In general, we expect that the techniques demonstrated here, as well as a complementary approach in Ref. [36] , can be applied to characterize many other harmonic oscillators in the quantum regime with increased precision and on time scales that were previously inaccessible. Such capabilities could support quantum metrology and quantum information processing on experimental platforms that feature harmonic oscillators. ... Figure 1 : Generating pure number states and number-state superpositions. a, Relevant energy levels and transitions for motional state creation. Blue sidebands (BSB) transfer states between |↓ |k and |↑ |k+1 , while red sidebands (RSB) transfer states between |↑ |k and |↓ |k+1 . The blue sideband does not couple to |↑ |0 (shown as crossed out, faded blue arrow) because there is no resonant energy level below the ground state in the |↓ manifold. The states |↑ and |aux are connected by a microwave transition (MW, indicated in green, which does not change n). b, Pulse sequence for generating a pure harmonic oscillator number state. A series of alternating RSB and BSB π-pulses are applied, with each pulse adding one quantum of motion (or more quanta on higher order sidebands, see text) and flipping the spin of the state. c, Pulse sequences and trap frequencies for number-state interferometers. The first effective π/2-pulse (labeled "π/2") creates |0 + |n , followed by a free precession period during which the mode frequency is increased by ∆ω. An effective π-pulse ("π") swaps the phase of the superposition according to |0 + e iφ |n → e iφ |0 + |n . After another free-precession period with the mode frequency reduced by ∆ω, a final effective π/2-pulse closes the interferometer. For details of the composition of the effective pulses see text. Figure 2: Sideband flopping on pure number states. a, RSB flopping on the 1st-order sideband of an approximate |↑ |n = 40 state which is prepared using only 1st-order RSB and BSB pulses. The curve shows the probability of measuring |↓ as a function of pulse duration during 1st RSB flopping to |↓ |n = 41 . Each point represents an average over 200 experiments and error bars represent one standard deviation of the mean in all figures. b, RSB flopping on the 4th-order sideband of an approximate |↑ |n = 100 state prepared using 1st to 4th-order RSB and BSB π-pulses. The curve shows the probability of measuring |↓ as a function of pulse duration during 4th-order RSB flopping to |↓ |n = 104 . c, RSB flopping on the 3rd-order sideband. Preparation as in b, then the approximate |↑ |n = 100 state is flopped on the 3rd-order sideband to |↓ |n = 103 state. d, Theory curves of 1st to 4th-order sideband Rabi frequencies using a common fit to all 1st-order data points (blue triangles) to determine the Lamb-Dicke parameter η = 0.2632(2). Theory curves for higher-order sideband Rabi frequencies are plotted for the same η. The measured Rabi-frequencies for all order sidebands (colored symbols) are consistent with the theoretical Rabifrequencies (solid colored lines) for all orders. Each data point is averaged over 250 experiments. The fringe spacing is reduced as 1/n as expected for Heisenberg scaling. At the same time, the fringe contrast is reduced with higher n due to the larger number of imperfect pulses and the higher susceptibility to mode-frequency changes that are not stable over all 250 experiments for each data point. This reduces the fringe slopes for n > 12 below the maximal slope reached for n = 12. b, Experimentally determined noise-to-signal ratio δφ as defined in Eq. (3) as a function of order n (colored dots) together with the theoretical lines for a perfect classical interferometer at 1/ √ n and the 1/n Heisenberg limit valid for ideal number-state interferometers. Oscillator frequency tracking using number-state interferometers. a, Interleaved comparison of the Allan standard deviation of tracked fractional trap frequencies vs. averaging time found with n = 2, n = 4, n = 6 and n = 8 interferometers. The repetition rate of a single run, comprised of long and short autobalance sequences on both sides of the fringe respectively, was approximately 7/s. The n = 8 interferometer produces the lowest fractional frequency Allan deviation. Trap frequency drifts begin to dominate the Allan deviation at 10's of seconds. b, Fractional mode-frequency uncertainty vs. averaging time for two series of only n = 8 interferometer runs to maximize measurement duty cycle. We are able to achieve a minimal fractional frequency Allan deviation of 2.6(2) ×10 −6 at approximately 4 seconds of averaging time with tracking activated (red triangles) and an experiment rate of approximately 43/s as defined above. The Allan standard deviation for averaging times up to 1 s without tracking activated is shown by the blue circles. The minimum is reached after 0.5 s with the experiment rate increased to approximately 250/s.
Glauber restricted classical measurements to measuring intensities for light fields (for example the intensities arising on a screen due to the interference of the two light fields from a double slit arrangement). We generalize light field intensity to number expectation valuesn as the permitted classical measurements in a harmonic oscillator. The attainable signal-to-noise of such measurements will be limited by shot-noise, given by the standard deviation of a Poisson distribution with meann, ∆Pn = √n , for an ideal measurement on a coherent state with unit quantum efficiency and no excess noise. To compare to number-state superpositions of the form |Ψ n = |0 +|n , we require that the classical interferometer uses the same average energy as the competing number-state interferometer,n ≤ Ψ n |â †â |Ψ n = n/2 during its operation. This definition of equal resources is somewhat arbitrary, for example one could also argue for the same maximal energy. However, the coherent states have no well defined maximal energy and it is always possible to rescale from our definition to another definition of equal resources. The scaling factor should be of order unity in most cases.
With the definitions above, we can set up an interferometer experiment that has the salient features of a Ramsey experiment, but is based on classical states and measurements. A Ramsey experiment consists of two excitations with known relative phase, separated by "free-precession" for duration T .
An example of a classical-like Ramsey experiment could be to send a rf-pulse with known frequency and phase into a near-resonant circuit. The pulse will ring up the circuit which then evolves freely for T . A second pulse is the sent to the circuit and depending on its relative phase to the first pulse and the phase the excitation has picked up in the resonant circuit during T , the two pulses interfere constructively to further build up the field in the circuit or interfere destructively, diminishing the circuit excitation. For a general harmonic oscillator, this can conveniently be described in phase-space. Starting in the ground state, the first excitation creates a coherent state |α 1 , where we can choose phase space coordinates that make α 1 ≥ 0 real without losing generality. During a free precession time T the state picks up a phase φ T which transforms it to |α 1 T = |α 1 exp(iφ T ) .
The second excitation is described by a coherent displacement with parameter α 2 = rα 1 exp(iφ) and transforms the state (up to a global phase that is of no consequence to this experiment) into |α 1 (exp(iφ T ) + r exp(iφ)) with r ≥ 0 real. The resource restriction requires that the sum of the average coherent excitation energies is less or equal to the average energy of the number state superposition, α 2 1 (1 + r 2 ) ≤ n/2. We want to minimize the noise-to-signal ratio Eq.(3) restricted to coherent excitations and a small free precession phase |φ T | 0 π. The noise-to-signal-ratio to minimize is δφ c = ∆Pn |∂Pn/∂φ| = |α 1 (1 + r exp(iφ)| |∂|α 1 (1 + r exp(iφ)| 2 /∂φ| = 1 2α 1 1 + r 2 + 2r cos(φ) r 2 sin 2 (φ) .
To minimize this quantity, α 1 should be as large as possible under the restriction for the average number of excitations, α 1 = n/[2(1 + r 2 )], which yields δφ c = 1 n (1 + r 2 )[1 + r 2 + 2r cos(φ)] r 2 sin 2 (φ) .
For a minimum, the derivative ∂δφ c /∂φ has to vanish, leading to two solutions for r = {− cos(φ), −1/ cos(φ)}.
In either solution our initial assumption of r > 0 is only fulfilled for π/2 ≤ φ ≤ 3π/2. When substituting either solution for r back into δφ c we get the same result
where δφ c is minimal when r = 1 for φ = π. These conditions describe two equal and opposite displacements that put the harmonic oscillator back to the vacuum state if the free-precession phase φ T = 0. Noise and signal both vanish for this interferometer in such a way that their ratio stays finite at δφ c = 1/ √ n. This makes this interferometer impractical in the presence of any excess noise in a real experimental system. In such circumstances, one would have to sacrifice signal-to-noise and work at φ = π, such that the signal level is sufficiently above the excess noise. To make the interferometer most robust to excess noise, one would maximize the signal derivative, 
The maximum derivative occurs for φ = π/2, where the two displacements are at right angles.
Inserting these displacements and α 2 1 = n/4 into δφ c yields for the practical noise-to-signal-ratio δφ p = min r>0 δφ c = min
an increase of the noise-to-signal over the optimal value by √ 2, δφ p = 2 n . This implies that the quantum advantage of a number-state interferometer may increase by √ 2 over the impractical ideal limit in a realistic setting, where excess noise (such as current noise or dark counts of a detector)
is almost inevitable.
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