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FROM MAZUR-ULAM TO WIGNER
DIJANA ILISˇEVIC´, MATJAZˇ OMLADICˇ, AND ALEKSEJ TURNSˇEK
Abstract. Let X and Y be real normed spaces and f : X → Y a surjective
mapping. Then f satisfies {‖f(x)+f(y)‖, ‖f(x)−f(y)‖} = {‖x+y‖, ‖x−y‖},
x, y ∈ X, if and only if f is phase equivalent to a surjective linear isometry,
that is, f = σU , where U : X → Y is a surjective linear isometry and σ : X →
{−1, 1}. This is a Wigner’s type result for real normed spaces.
1. Introduction
Let (H, (·, ·)) and (K, (·, ·)) be real or complex inner product spaces and let
f : H → K be a mapping. Then f satisfies
|(f(x), f(y))| = |(x, y)|, x, y ∈ H, (1)
if and only f is phase equivalent to a linear or an anti-linear isometry, say U , that
is,
f(x) = σ(x)Ux, x ∈ H, (2)
where a so-called phase function σ takes values in modulus one scalars. This is one
of many forms of Wigner’s theorem, also known as Wigner’s unitary-antiunitary
theorem. It has played an important role in mathematical foundations of quantum
mechanics. More details can be found in excellent survey [2].
If H and K are real then it is easy to verify that (1) implies
{‖f(x) + f(y)‖, ‖f(x)− f(y)‖} = {‖x+ y‖, ‖x− y‖}, x, y ∈ H. (3)
In [12, Theorem 2] Maksa and Pa´les proved the converse, that is, (3) implies (1).
Thus solutions of (3) are exactly of the form (2). If X and Y are real normed
spaces, then it is easy to see that any mapping f : X → Y of the form (2) satisfies
(3). Therefore, it is natural to ask (see [12, Problem 1]) under what conditions,
when X and Y are real normed but not necessarily inner product spaces, solutions
f : X → Y of (3) have the form (2)?
There are several recent papers dealing with this problem. See [6, 9, 11] for Lp
spaces and Tsirelson space T . There are also more general results. It has been
proven in [7, Theorem 2.8] that (3) implies (2) if f is surjective and X is smooth, in
[13, Theorems 9 and 11] if f is surjective and dimX = 2, or f is surjective and X is
strictly convex. In [8, Theorem 2.4] the same implication has been proven without
the assumption of surjectivity, assuming only that Y is strictly convex. The aim of
this note is to give a positive answer to the question of Maksa and Pa´les, that is,
we prove that (3) implies (2) for surjective mapping f , without any assumptions
on X and Y . Let us mention that the assumption of surjectivity cannot be omitted
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since e.g. f : R→ R2, where R2 is endowed with the norm ‖(x, y)‖ = max{|x|, |y|},
defined by f(t) = (t, sin t) satisfies (3) but it does not satisfy (2).
Another celebrated theorem, Theorem of Mazur-Ulam, says that every bijective
isometry f : X → Y between real normed spaces is affine. In other words, if
‖f(x)− f(y)‖ = ‖x− y‖, x, y ∈ X, (4)
then f preserves midpoints of segments, that is,
f(12 (x+ y)) =
1
2 (f(x) + f(y)), x, y ∈ X. (5)
In our formulation of Wigner’s theorem, instead of (4) we have (3). This motivates
us to prove that surjective f satisfying (3) also satisfies
f(12 (ax+ bx)) =
1
2 (±f(ax)± f(bx)), x ∈ X, a, b ∈ R, 0 ≤ a < b, (6)
that is, f maps midpoints of the segments [ax, bx] to midpoints of the segments
[±f(ax),±f(bx)]. This enables us to prove that f(λx) = ±λf(x), x ∈ X , λ ∈
R. The next key step is that the image f(Π) of every two dimensional subspace
Π ⊂ X is again a two dimensional subspace of Y . Then for dimX ≥ 3 we use
the fundamental theorem of projective geometry to get the desired result. For
dimX = 1 and dimX = 2 different proofs are given.
2. Preliminaries
The following result is in fact [7, Lemma 2.1 and Remark 3.5]. We give the
proofs for the sake of completeness.
Lemma 2.1. Let X and Y be real normed spaces, and let a surjective f : X → Y
satisfy (3).
(i) Then f is a norm preserving map, injective, and f(−x) = −f(x) for all
x ∈ X.
(ii) Let {xn} be any sequence in X converging to x ∈ X. Then there is a
subsequence {xni} such that {f(xni)} converges to f(x) or −f(x).
Proof. (i): For y = x we have {2‖f(x)‖, 0} = {2‖x‖, 0}, therefore f is norm pre-
serving.
Let x ∈ X be nonzero. Since f is surjective, there exists y ∈ X such that
f(y) = −f(x). Then we have {0, 2‖f(x)‖} = {‖x + y‖, ‖x − y‖}, hence y = x or
y = −x. If y = x then f(x) = f(y) = −f(x), which first implies f(x) = 0, and
then, since f is norm preserving, x = 0, which contradicts the assumption x 6= 0.
Therefore, y = −x. In other words, f(−x) = −f(x) for all x ∈ X .
If x, y ∈ X are such that f(x) = f(y) then we have {2‖f(x)‖, 0} = {‖x+y‖, ‖x−
y‖}. Then y = −x or y = x. If y = −x 6= 0 then f(x) = f(y) = f(−x) = −f(x),
therefore f(x) = 0, which implies x = 0; a contradiction. Hence, f is injective.
(ii): Let ε > 0. Let I = {xn : ‖f(xn) − f(x)‖ < ε} and J = {xn : ‖f(xn) +
f(x)‖ < ε}. There exists n0 ∈ N such that for every n > n0 we have ‖xn − x‖ < ε.
Then for every n > n0 we also have ‖f(xn) − f(x)‖ < ε or ‖f(xn) + f(x)‖ < ε,
that is, xn ∈ I or xn ∈ J . At least one of these sets, I and J , is infinite. Suppose
that I is infinite. Let p : N → N be strictly increasing such that x ◦ p : N → I. Set
ni = p(i). Then {xni} is a subsequence of {xn} such that {f(xni)} converges to
f(x). If J is infinite we analogously conclude that there is a subsequence {xni}
such that {f(xni)} converges to −f(x). 
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3. The elaboration of specifics
In what follows f will always denote a surjective map from a real normed space
X to a real normed space Y satisfying (3). For x, y ∈ S, where S ∈ {X,Y }, let
Hx,y = {u ∈ S : ‖u− x‖ = ‖u− y‖ =
1
2‖x− y‖}.
Then 12 (x + y) ∈ Hx,y, H−x,−y = −Hx,y, and H−x,y = −Hx,−y. Let x, y ∈ X and
choose
u ∈ Hx,y ∪H−x,−y ∪H−x,y ∪Hx,−y.
Then for f(u), f(x) and f(y) we have eight possibilities:
(a) ‖f(u)− f(x)‖ = ‖f(u)− f(y)‖ = 12‖f(x)− f(y)‖.
(b) ‖f(u)− f(x)‖ = ‖f(u)− f(y)‖ = 12‖f(x) + f(y)‖.
(c) ‖f(u) + f(x)‖ = ‖f(u)− f(y)‖ = 12‖f(x)− f(y)‖.
(d) ‖f(u) + f(x)‖ = ‖f(u)− f(y)‖ = 12‖f(x) + f(y)‖.
(e) ‖f(u)− f(x)‖ = ‖f(u) + f(y)‖ = 12‖f(x)− f(y)‖.
(f) ‖f(u)− f(x)‖ = ‖f(u) + f(y)‖ = 12‖f(x) + f(y)‖.
(g) ‖f(u) + f(x)‖ = ‖f(u) + f(y)‖ = 12‖f(x)− f(y)‖.
(h) ‖f(u) + f(x)‖ = ‖f(u) + f(y)‖ = 12‖f(x) + f(y)‖.
Remark 3.1. Let x, y ∈ X .
(i) If u ∈ Hx,y ∪H−x,−y then (a), (c), (e) and (g) can happen if ‖f(x)− f(y)‖ =
‖x− y‖, and (b), (d), (f) and (h) can happen if ‖f(x)− f(y)‖ = ‖x+ y‖.
(ii) Let u ∈ Hx,y ∪ H−x,−y. If (a) holds then f(u) ∈ Hf(x),f(y), if (d) holds
then f(u) ∈ H−f(x),f(y), if (f) holds then f(u) ∈ Hf(x),−f(y), and if (g) holds then
f(u) ∈ H−f(x),−f(y).
(iii) By the triangle inequality, in cases (b) and (h) we get ‖f(x) − f(y)‖ ≤
‖f(x) + f(y)‖. Indeed,
‖f(x)− f(y)‖ = ‖(f(u)± f(x))− (f(u)± f(y))‖ ≤ ‖f(x) + f(y)‖.
Similarly, in cases (c) and (e) we get ‖f(x) + f(y)‖ ≤ ‖f(x)− f(y)‖.
A few words about the sets Hx,y.
Remark 3.2. Let x, y ∈ X . Then we observe that Hx,y is equal to the intersection
of the spheres {u ∈ X : ‖u − x‖ = 12‖x− y‖} and {u ∈ X : ‖u − y‖ =
1
2‖x− y‖}.
For example, this implies that for strictly convex normed spaces (normed space
is strictly convex if from ‖x + y‖ = ‖x‖ + ‖y‖ follows that x and y are linearly
dependent), the set Hx,y = {
1
2 (x+ y)}. This is not necessarily true for non strictly
convex spaces. Take R2 with the norm ‖(x, y)‖ = max{|x|, |y|} and let x = (1, 0).
Then H0,x is the segment with the endpoints (
1
2 ,
1
2 ) and (
1
2 ,−
1
2 ). However, for the
extreme point x = (1, 1) the set H0,x is again singleton {(
1
2 ,
1
2 )} and as we will see
this is true in general.
Let x ∈ X be an extreme point of the unit sphere and note that λx is an extreme
point of the sphere with radius |λ|. From now on by extreme point we mean a point
in the direction of x.
Lemma 3.3. Let x, y ∈ X. If x− y is an extreme point then Hx,y = {
1
2 (x + y)}.
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Proof. We first note that z = 12 (x+y) ∈ Hx,y. Assume that Hx,y is not a singleton.
Then there is an u ∈ Hx,y such that u 6= z. Then u˜ = x + y − u ∈ Hx,y as well.
Indeed, this follows from
u˜− x = y − u and u˜− y = x− u.
Now we have
‖u− x‖ = ‖u˜− x‖ = ‖z − x‖ and 12 ((u − x) + (u˜− x)) = z − x.
Then z − x = 12 (y − x) cannot be an extreme point, a contradiction. 
Proposition 3.4. Let x, y ∈ X.
(i) If ‖x− y‖ < ‖x+ y‖ and ‖f(x)− f(y)‖ = ‖x− y‖, then
f(Hx,y ∪H−x,−y) = Hf(x),f(y) ∪H−f(x),−f(y).
(ii) If ‖x− y‖ < ‖x+ y‖ and ‖f(x)− f(y)‖ = ‖x+ y‖, then
f(Hx,y ∪H−x,−y) = H−f(x),f(y) ∪Hf(x),−f(y).
(iii) If ‖x− y‖ = ‖x+ y‖, then
f(Hx,y∪H−x,−y∪H−x,y∪Hx,−y) = Hf(x),f(y)∪H−f(x),−f(y)∪H−f(x),f(y)∪Hf(x),−f(y).
Proof. (i): By Remark 3.1(i), we have that (a), (c), (e) or (g) holds. However,
Remark 3.1(iii) implies that (c) and (e) cannot hold. Thus, only (a) and (g) can
happen. Then for u ∈ Hx,y ∪H−x,−y we have f(u) ∈ Hf(x),f(y) ∪H−f(x),−f(y) by
Remark 3.1(ii). Therefore, f(Hx,y ∪ H−x,−y) ⊆ Hf(x),f(y) ∪ H−f(x),−f(y). Since
f is bijective, we may and do replace f in these considerations by f−1 to get the
reverse inclusion.
(ii): Analogously as in (i) we conclude that only (d) and (f) can happen. Hence,
f(Hx,y ∪H−x,−y) ⊆ H−f(x),f(y) ∪Hf(x),−f(y). The desired conclusion follows after
applying this inclusion to f−1 as above.
(iii): Because of ‖x−y‖ = ‖x+y‖ we have (a)=(b), (c)=(d), (e)=(f) and (g)=(h)
in the above eight cases. Remark 3.1(ii) implies
f(Hx,y∪H−x,−y∪H−x,y∪Hx,−y) ⊆ Hf(x),f(y)∪H−f(x),−f(y)∪H−f(x),f(y)∪Hf(x),−f(y).
The reverse inclusion is obtained in the same way thanks to the fact that f is
bijective. 
Proposition 3.4 and Lemma 3.3 imply the following result.
Corollary 3.5. Let x, y ∈ X.
(A) Let ‖x− y‖ < ‖x+ y‖ and let x− y be an extreme point. Then we have:
(i) If ‖f(x)− f(y)‖ = ‖x− y‖, then f(12 (x+ y)) ∈ {±
1
2 (f(x) + f(y))}.
(ii) If ‖f(x)− f(y)‖ = ‖x+ y‖, then f(12 (x+ y)) ∈ {±
1
2 (f(x)− f(y))}.
(iii) f(12 (x + y)) ∈ {
1
2 (±f(x)± f(y))}.
(B) Let ‖x− y‖ = ‖x + y‖ and let both x − y and x + y be extreme points. Then
{f(12 (x+ y)), f(
1
2 (x− y))} ⊆ {
1
2 (±f(x)± f(y))}.
Suppose that x ∈ X is nonzero and that 0 ≤ a < b are real numbers. Denote
s = ax and t = bx. Let G1 = Hs,t ∪H−s,−t. For n = 2, 3, . . ., define
Gn = {u ∈ Gn−1 : min{‖u− v‖, ‖u+ v‖} ≤
1
2dn−1 for all v ∈ Gn−1}.
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Here
dn−1 = sup
u,v∈Gn−1
min{‖u− v‖, ‖u+ v‖}, n = 2, 3, . . . .
Clearly d1 is finite and from dn ≤
1
2dn−1 it follows that dn → 0 when n → ∞.
Hence the intersection of the nested sets G1 ⊇ G2 ⊇ . . . is either zero or consists of
exactly two points, say z and −z.
Proposition 3.6. Let x ∈ X be nonzero and let 0 ≤ a < b be real numbers. Then
the intersection of the sets Gn is {z,−z}, where z =
1
2 (a+ b)x.
Proof. Let ϕ be a support functional at x (a norm-one linear functional in X∗ such
that ϕ(x) = ‖x‖). So, for s = ax and t = bx we have ϕ(s) = ‖s‖, ϕ(t) = ‖t‖
and ϕ(s + t) = ‖s + t‖. Take u ∈ Hs,t. Then ϕ(u − s) ≤ ‖u − s‖ =
1
2‖s− t‖ and
ϕ(t− u) ≤ ‖t− u‖ = 12‖s− t‖. But ϕ(u− s) + ϕ(t− u) = ϕ(t− s) = ‖t− s‖, hence
ϕ(u− s) = ϕ(t− u). From this we get ϕ(u) = 12ϕ(s+ t) =
1
2‖s+ t‖ for all u ∈ Hs,t.
Now we can compute the distance between the sets Hs,t and H−s,−t = −Hs,t.
If u ∈ Hs,t and v ∈ −Hs,t, then −v ∈ Hs,t and
‖u− v‖ ≥ ϕ(u − v) = ϕ(u) + ϕ(−v) = ϕ(s+ t) = ‖s+ t‖.
If u, v ∈ Hs,t, then
‖u− v‖ = ‖(u− s)− (v − s)‖ ≤ ‖u− s‖+ ‖v − s‖ = ‖s− t‖.
Since ‖s− t‖ ≤ ‖s+ t‖ we conclude that
min{‖u−v‖, ‖u+v‖}=
{
‖u− v‖ if u, v ∈ Hs,t or u, v ∈ −Hs,t
‖u+ v‖ if u ∈ Hs,t, v ∈ −Hs,t or u ∈ −Hs,t, v ∈ Hs,t.
(7)
For any u ∈ Hs,t let u˜ = s + t − u. For any u ∈ −Hs,t let u = −s − t − u. If
u ∈ Hs,t, then using the arguments of Lemma 3.3 we observe that u˜ ∈ Hs,t. Thus,
u ∈ G1 ∩ Hs,t = Hs,t implies u˜ ∈ G1 ∩ Hs,t = Hs,t. Similarly, from the fact that
u ∈ −Hs,t implies u ∈ −Hs,t, we infer that u ∈ G1∩−Hs,t whenever u ∈ G1∩−Hs,t.
Assume inductively that u˜ ∈ Gn−1 ∩ Hs,t whenever u ∈ Gn−1 ∩ Hs,t and let
u ∈ Gn ∩Hs,t. If v ∈ Gn−1 ∩Hs,t, we conclude from (7) that
min{‖u˜− v‖, ‖u˜+ v‖} = ‖u˜− v‖ = ‖s+ t− u− v‖ = ‖v˜ − u‖
= min{‖v˜ − u‖, ‖v˜ + u‖} ≤ 12dn−1.
In case that v ∈ Gn−1 ∩−Hs,t, we use (7) again to see that
min{‖u˜− v‖, ‖u˜+ v‖} = ‖u˜+ v‖ = ‖s+ t− u+ v‖ = ‖ − v − u‖
= min{‖v + u‖, ‖v − u‖} ≤ 12dn−1.
Therefore u˜ ∈ Gn ∩ Hs,t as well. In the same way we show that u ∈ Gn ∩ −Hs,t
implies u ∈ Gn ∩ −Hs,t for every positive integer n.
Next we show by induction that z = 12 (s + t) ∈ Gn ∩ Hs,t for each n. First we
see that z ∈ G1 ∩ Hs,t since z − s =
1
2 (t − s) and z − t =
1
2 (s − t). Assume that
z ∈ Gn−1 ∩Hs,t and u ∈ Gn−1. If u ∈ Gn−1 ∩Hs,t, then u˜ ∈ Gn−1 ∩Hs,t by what
we proved earlier and by (7)
min{‖z − u‖, ‖z + u‖} = ‖z − u‖ = 12‖s+ t− 2u‖ =
1
2‖u˜− u‖
= 12 min{‖u˜− u‖, ‖u˜+ u‖} ≤
1
2dn−1.
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If u ∈ Gn−1 ∩−Hs,t, then u ∈ Gn−1 ∩ −Hs,t and again using (7)
min{‖z − u‖, ‖z + u‖} = ‖z + u‖ = 12‖s+ t+ 2u‖ =
1
2‖u− u‖
= 12 min{‖u− u‖, ‖u+ u‖} ≤
1
2dn−1.
Hence z ∈ Gn ∩Hs,t. The conclusion is that z ∈ ∩
∞
1 Gn and then also −z ∈ ∩
∞
1 Gn.
The proof is complete. 
Next we prove that f maps midpoints of the segments [ax, bx] to midpoints of
the segments [±f(ax),±f(bx)]. Because of Proposition 3.6, it is sufficient to prove
that f maps sets Gn ⊂ X to the corresponding (in the sense of Proposition 3.4)
subsets of Y .
Proposition 3.7. Let x ∈ X be nonzero and let 0 ≤ a < b be real numbers. Then
f(12 (a+ b)x) =
1
2 (±f(ax)± f(bx)).
Proof. Denote s = ax and t = bx.
Case 1: Suppose ‖f(s)− f(t)‖ = ‖s− t‖ and a > 0. Then ‖s− t‖ < ‖s+ t‖ and
by Proposition 3.4(i) we have
f(Hs,t ∪−Hs,t) = Hf(s),f(t) ∪−Hf(s),f(t).
Let
G1 = Hs,t ∪ −Hs,t, G
′
1 = Hf(s),f(t) ∪ −Hf(s),f(t),
and for n = 2, 3, . . . let
dn−1 = sup
u,v∈Gn−1
min{‖u− v‖, ‖u+ v‖}, d′n−1 = sup
u,v∈G′
n−1
min{‖u− v‖, ‖u+ v‖},
Gn = {u ∈ Gn−1 : min{‖u− v‖, ‖u+ v‖} ≤
1
2dn−1 for all v ∈ Gn−1},
G′n = {u ∈ G
′
n−1 : min{‖u− v‖, ‖u+ v‖} ≤
1
2d
′
n−1 for all v ∈ G
′
n−1}.
From (3) and from f(G1) = G
′
1 we get d1 = d
′
1. If we assume inductively that
f(Gn−1) = G
′
n−1 and dn−1 = d
′
n−1, then for u ∈ Gn and v
′ ∈ G′n−1 we have
v′ = f(v) for some v ∈ Gn−1 while
min{‖f(u)− v′‖, ‖f(u) + v′‖} = min{‖f(u)− f(v)‖, ‖f(u) + f(v)‖}
= min{‖u− v‖, ‖u+ v‖} ≤ 12dn−1 =
1
2d
′
n−1.
Therefore, f(Gn) ⊆ G
′
n. Similarly, from Gn−1 = f
−1(G′n−1) and dn−1 = d
′
n−1 we
get f−1(G′n) ⊆ Gn. Hence f(Gn) = G
′
n for every positive integer n. By Proposition
3.6 we conclude that f(12 (a+ b)x) = ±
1
2 (f(ax) + f(bx)).
Case 2: Suppose ‖f(s) + f(t)‖ = ‖s− t‖ and a > 0. Then by Proposition 3.4(ii)
we have
f(Hs,t ∪ −Hs,t) = H−f(s),f(t) ∪−H−f(s),f(t).
We repeat the steps from case 1 and we get f(12 (a+ b)x) = ±
1
2 (f(ax)− f(bx)).
Case 3: Suppose a = 0. Then by Proposition 3.4(iii) we have
f(H0,bx ∪H0,−bx) = H0,f(bx) ∪H0,−f(bx).
As in case 1 we get f(12 bx) = ±
1
2f(bx). This completes the proof. 
Proposition 3.8. Let x ∈ X and let λ ∈ R. Then f(λx) = ±λf(x).
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Proof. We will repeatedly use Proposition 3.7. For a = 0 and b = 1 we have
f(12x) = ±
1
2f(x). Hence f(2x) = ±2f(x) and then also f(4x) = ±4f(x). For the
pair 2x and 4x we get
f(3x) = f(12 (2x+ 4x)) =
1
2 (±f(2x)± f(4x))
= 12 (±2f(x)± 4f(x)) ∈ {±3f(x),±f(x)}.
Since f is norm preserving we conclude f(3x) = ±3f(x). Suppose that f((n−1)x) =
±(n− 1)f(x), f(nx) = ±nf(x) and f((n+ 1)x) = ±(n+ 1)f(x). Then
±(n+ 1)f(x) = f((n+ 1)x) = f(12 (n+ (n+ 2))x)
= 12 (±f(nx)± f((n+ 2)x) =
1
2 (±nf(x)± f((n+ 2)x)).
From this we get
f((n+ 2)x) = ±2(n+ 1)f(x)± nf(x) ∈ {±(n+ 2)f(x),±(3n+ 2)f(x)}.
Again, since f is norm preserving we must have f((n+2)x) = ±(n+2)f(x). Thus by
induction f(nx) = ±nf(x) for every positive integer n. Then f(mn x
n
) = ±mf(x)
and f(mn x
n
) = ±nf(m
n
x), hence f(m
n
x) = ±m
n
f(x). We apply Lemma 2.1(ii) to
conclude that f(λx) = ±λf(x) for all real λ ≥ 0. Since f is odd this holds for all
λ ∈ R and the proof is complete. 
For x, y ∈ X we shall write x ⊥ y if x is Birkhoff–James orthogonal to y, that is,
‖x+ λy‖ ≥ ‖x‖ for all λ ∈ R.
Note that this notion of orthogonality is homogeneous, but is neither symmetric
nor additive.
Lemma 3.9. Let x, y ∈ X. Then the following holds:
(i) If x and y are linearly independent, then f(x) and f(y) are linearly inde-
pendent.
(ii) If x ⊥ y, then f(x) ⊥ f(y).
Proof. (i): Suppose x and y are linearly independent and let λ ∈ R. From
{‖f(x) + f(λy)‖, ‖f(x)− f(λy)‖} = {‖x+ λy‖, ‖x− λy‖} (8)
it follows that
‖f(x) + f(λy)‖ 6= 0 and ‖f(x)− f(λy)‖ 6= 0. (9)
From f(λy) = ±λf(y) and (9) the claim follows.
(ii): Suppose x ⊥ y and let λ ∈ R. Then min{‖x+ λy‖, ‖x− λy‖} ≥ ‖x‖. From
(8) it follows that
‖f(x) + f(λy)‖ ≥ ‖x‖ = ‖f(x)‖ and ‖f(x)− f(λy)‖ ≥ ‖x‖ = ‖f(x)‖. (10)
Now the claim follows from f(λy) = ±λf(y) and (10). 
If M is a set, then 〈M〉 will denote the subspace generated by the set M . If
M = {x} is a singleton, we write 〈x〉 for the one dimensional subspace generated
byM . Analogously, ifM = {x, y}, we write 〈x, y〉 for the two dimensional subspace
generated by M .
Proposition 3.10. Let Π ⊆ X be a two dimensional subspace. Then f(Π) ⊆ Y is
also a two dimensional subspace.
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Proof. Let Π ⊆ X be a two dimensional subspace. By the Krein-Milman theorem
we may choose extreme points u, v ∈ X , with ‖u‖ = ‖v‖ = 1, such that Π = 〈u, v〉.
Let x = 12 (u + v), y =
1
2 (u − v), thus x + y = u and x − y = v are both extreme
points and furthermore ‖x+ y‖ = ‖x− y‖ = 1. From Lemma 3.9(i) it follows that
f(x) and f(y) are linearly independent, hence Π′ = 〈f(x), f(y)〉 is two dimensional.
Let z1 =
1
2u. By Corollary 3.5(B) we get f(z1) = ±
1
2f(x) ±
1
2f(y) ∈ Π
′. Since
1 = ‖u‖ = ‖x + y‖ ≤ ‖x‖ + ‖y‖ we may and do assume that ‖x‖ ≥ 12 . Now we
consider the segment [z1, x]. From
‖z1 + x‖+ ‖z1 − x‖ ≥ 2‖z1‖ = 1
and ‖z1 − x‖ =
1
2 it follows that ‖z1 + x‖ ≥
1
2 . Suppose that ‖z1 + x‖ =
1
2 . Then
1
2 (z1 + x) +
1
2 (z1 − x) = z1,
but this is impossible because z1 is extreme point. The conclusion is that for the
midpoint z2 =
1
2 (z1 + x) of the segment [z1, x] we have ‖z2‖ =
1
2‖z1 + x‖ >
1
4 =
1
2‖z1−x‖. Moreover, z1−x is an extreme point, therefore, we deduce by Corollary
3.5(A)(iii) that
f(z2) ∈ 〈f(z1), f(x)〉 = 〈f(x), f(y)〉 = Π
′.
Let ξ ∈ [z1, z2] and ξ 6= z2. Then ‖ξ − z1‖ < ‖z1 − z2‖ =
1
4 . Since ‖ξ‖ + ‖ξ −
z1‖ ≥ ‖z1‖ =
1
2 we infer that ‖ξ‖ >
1
4 . Now let ξ ∈ [z2, x] and ξ 6= z2. Then
‖ξ − x‖ < ‖z2 − x‖ =
1
4 and again ‖ξ‖+ ‖ξ − x‖ ≥ ‖x‖ ≥
1
2 implies ‖ξ‖ >
1
4 . Since
‖z2‖ >
1
4 as well, we conclude ‖ξ‖ >
1
4 for all ξ ∈ [z1, x].
For n ≥ 1 let the points w0, w1, . . . , w2n ∈ [z1, x] be given by
wi =
(
1− i2n+1
)
x+ i2n+1 y, i = 0, 1, . . . , 2
n. (11)
Let n = 1 and note that w0 = x, w1 = z2 and w2 = z1 and we already know
that f(w0), f(w1), f(w2) ∈ Π
′. Assume that, for some n ≥ 2, f(wi) ∈ Π
′ for
every i = 0, 1, . . . , 2n and consider the midpoint w = 12 (wi + wi−1) of the segment
[wi−1, wi] for some fixed, but arbitrary, i = 1, . . . , 2
n. Note that wi−1 and wi are
linearly independent because x and y are linearly independent. We get
‖wi + wi−1‖ >
1
2 >
1
2n+1 = ‖wi − wi−1‖.
Since wi−1−wi =
1
2n+1 v is extreme point, Corollary 3.5(A)(iii) implies that f(w) ∈
〈f(wi−1), f(wi)〉 = Π
′. This shows that f(wi) ∈ Π
′ for all i = 0, 1, . . . , 2n and all
positive integers n. Dyadic fractions are dense and Π′ is closed, so by Lemma 2.1
we conclude that f(ξ) ∈ Π′ for all ξ in the segment [z1, x].
It remains to consider the segment [z1, y]. Let ξ ∈ [z1, y], ξ /∈ {z1, y}, and let
η = 2z1 − ξ be reflection of ξ over the point z1. Then ξ − η is extreme point,
ξ + η = u and ‖ξ − η‖ < ‖ξ + η‖. Corollary 3.5(A)(iii) implies f(u) ∈ 〈f(ξ), f(η)〉.
Since η ∈ [z1, x], we have f(η) ∈ Π
′. Since also f(u) ∈ Π′, we finally conclude
f(ξ) ∈ Π′. Hence f(ξ) ∈ Π′ for all ξ ∈ [x, y].
Let us consider the segment [x,−y]. By Corollary 3.5(B) we conclude that
f(t1) = f(
1
2 (x− y)) ∈ Π
′. Hence, we are in identical position as before and we may
repeat the previous proof to conclude that f(ξ) ∈ Π′ for all ξ ∈ [x,−y]. Because f
is odd the same holds for segments [−x, y] and [−x,−y].
Now let ξ ∈ 〈x, y〉 = Π and let ξ′ be the intersection of the set {µξ : µ > 0}
with the union of the segments [±x,±y] (parallelogram with the vertices ±x and
±y). Then ξ′ = µξ for some µ ∈ R and by Proposition 3.8 we get f(ξ) = f( 1
µ
ξ′) =
± 1
µ
f(ξ′) ∈ Π′. Hence f(Π) ⊆ Π′. The reverse inclusion f−1(Π′) ⊆ Π is obtained in
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the same way thanks to the fact that f is bijective. Therefore f(Π) = Π′ and this
completes the proof. 
The next proposition is needed only for the case dimX = 2. It is a continuation
and refinement of Proposition 3.10 but it is more technical, so we state it separately.
Proposition 3.11. With all the notations from the previous proposition we have
either f(αx+βy) = ±(αf(x)+βf(y)) for all real numbers α and β, or f(αx+βy) =
±(αf(x)− βf(y)) for all real numbers α and β.
Proof. Let z1 =
1
2 (x+y) and t1 =
1
2 (x−y). Then, by Lemma 3.9(i), f(z1) and f(t1)
are linearly independent. Furthermore, from Corollary 3.5(B) and Proposition 3.8
we conclude that for z1 and t1 we have the following possibilities:
(i) f(z1) = ±
1
2 (f(x) + f(y)) and f(t1) = ±
1
2 (f(x)− f(y))
or
(ii) f(z1) = ±
1
2 (f(x)− f(y)) and f(t1) = ±
1
2 (f(x) + f(y)).
Let us consider only the first possibility since the second one is very similar. We
are going to show that in this case f(αx + βy) = ±(αf(x) + βf(y)) for all real
numbers α and β. In order to prove this we first show that for any ξ ∈ [z1, x],
ξ = (1 − λ)x + λy, λ ∈ [0, 12 ], we have f(ξ) = ±((1 − λ)f(x) + λf(y)). The proof
is by induction. To start with let z2 =
1
2 (x + z1) =
3
4x +
1
4y. Then, as we already
know from the previous proof, ‖x− z1‖ < ‖x+ z1‖.
If f(z1) =
1
2 (f(x) + f(y)), then ‖x − z1‖ = ‖f(x) − f(z1)‖ and by Corollary
3.5(A)(i) we get
f(z2) = ±
1
2 (f(x) + f(z1)) = ±(
3
4f(x) +
1
4f(y)).
If f(z1) = −
1
2 (f(x) + f(y)), then ‖x − z1‖ = ‖f(x) + f(z1)‖ and by Corollary
3.5(A)(ii) we get
f(z2) = ±
1
2 (f(x) − f(z1)) = ±(
3
4f(x) +
1
4f(y)).
For the points w0, w1, . . . , w2n ∈ [z1, x] given by (11) suppose that
f(wi) = ±
((
1− i2n+1
)
f(x) + i2n+1 f(y)
)
i = 0, 1, . . . , 2n.
Let
w = 12 (wi−1 + wi) =
(
1− 2i−12n+2
)
x+ 2i−12n+2 y.
If we assume that both f(wi−1) and f(wi) are in [f(z1), f(x)], that is,
f(wi−1) =
(
1− i−12n+1
)
f(x) + i−12n+1 f(y)
and
f(wi) =
(
1− i2n+1
)
f(x) + i2n+1 f(y),
then Corollary 3.5(A)(i) helps us to deduce that
f(w) = ± 12 (f(wi−1) + f(wi)) = ±
((
1− 2i−12n+2
)
f(x) + 2i−12n+2 f(y)
)
.
If f(wi−1) ∈ [f(z1), f(x)] and −f(wi) ∈ [f(z1), f(x)], then Corollary 3.5(A)(ii)
implies the same conclusion.
Therefore, by the denseness of dyadic fractions and Lemma 2.1(ii), for ξ =
(1− λ)x+ λy, we get f(ξ) = ±((1− λ)f(x) + λf(y)) for all λ ∈ [0, 12 ].
Now we consider ξ in the segment [z1, y], ξ /∈ {z1, y}. As in the previous proof
let η = 2z1 − ξ ∈ [z1, x], hence η = (1 − λ)x + λy for some λ ∈ (0,
1
2 ). Then
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f(η) = ±((1− λ)f(x) + λf(y)). From f(u) = ±f(η)± f(ξ) and f(u) = f(x+ y) =
±(f(x) + f(y)) we infer that
f(ξ) = ±f(η)± f(u) ∈ {±(λf(x) + (1 − λ)f(y)),±((2 − λ)f(x) + (λ+ 1)f(y))}.
If f(ξ) = ±((2− λ)f(x) + (λ+ 1)f(y)) set ν = 12 − λ ∈ (0,
1
2 ). Then
‖ξ‖ = ‖f(ξ)‖ =
∥∥∥(ν + 32)f(x) + ( 32 − ν)f(y)∥∥∥
=
∥∥∥(ν(f(x) − f(y)) + 32 (f(x) + f(y))∥∥∥
≥ 32‖f(x) + f(y)‖ − ν‖f(x)− f(y)‖ =
3
2 − ν > 1,
which is in contradiction with ‖ξ‖ = ‖λx + (1 − λ)y‖ ≤ λ‖x‖ + (1 − λ)‖y‖ ≤ 1.
Hence f(ξ) = ±(λf(x) + (1− λ)f(y)). The conclusion so far is that f(ξ) = ±((1−
λ)f(x) + λf(y)) if ξ = (1− λ)x+ λy ∈ [x, y].
We repeat the previous proof for x and −y instead of x and y and conclude the
same for all ξ ∈ [x,−y]. That is, f(ξ) = ±((1−λ)f(x)−λf(y)) if ξ = (1−λ)x−λy ∈
[x,−y]. Because f is odd the same holds for segments [−x, y] and [−x,−y].
To sum up, we proved the following fact: Let ξ belongs to the parallelogram
with the vertices ±x and ±y. Write ξ = γ1(1− λ)x+ γ2λy, where γ1, γ2 ∈ {−1, 1}
and λ ∈ [0, 1]. Then f(ξ) = ±(γ1(1− λ)f(x) + γ2λf(y)).
Let ξ = αx + βy. As in the last part of the previous proposition write ξ = 1
µ
ξ′,
where ξ′ = γ1(1− λ)x + γ2λy. Then α =
γ1(1−λ)
µ
and β = γ2λ
µ
. Now
f(ξ) = ± 1
µ
f(ξ′) = ± 1
µ
(γ1(1 − λ)f(x) + γ2λf(y))) = ±(αf(x) + βf(y)).

4. The main results
Now we are ready to state the main theorem of this note. For dimX ≥ 3 we
need the fundamental theorem of projective geometry. For example the following
version, see [3, 4, 5].
Theorem 4.1 (Fundamental theorem of projective geometry). Let X and Y be real
vector spaces of dimensions at least three. Let PX and PY be the sets of all one
dimensional subspaces of X and Y , respectively. Let g : PX → PY be a mapping
such that
(i) The image of g is not contained in a projective line.
(ii) 0 6= c ∈ 〈a, b〉, a 6= 0 6= b, implies g(〈c〉) ∈ 〈g(〈a〉), g(〈b〉)〉.
Then there exists an injective linear mapping A : X → Y such that
g(〈x〉) = 〈Ax〉, 0 6= x ∈ X.
Moreover, A is unique up to a non-zero scalar factor.
Theorem 4.2. Let X and Y be real normed spaces. Then a surjective mapping
f : X → Y satisfies
{‖f(x) + f(y)‖, ‖f(x)− f(y)‖} = {‖x+ y‖, ‖x− y‖}, x, y ∈ X, (12)
if and only if f is phase equivalent to a surjective linear isometry.
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Proof. Let dimX ≥ 3. Because f(λx) = ±λf(x), λ ∈ R and x ∈ X , the mapping
f˜ : PX → PY , f˜(〈x〉) = 〈f(x)〉 is well defined. From Proposition 3.10 it follows that
condition (ii) of Theorem 4.1 is satisfied. To see that also (i) holds suppose that
the range f(X) has dimension 2. Then the range f−1(f(X)) = X by Proposition
3.10 also has dimension 2, a contradiction. Therefore, by Theorem 4.1 there exists
an injective linear mapping A : X → Y such that
f(x) = λ(x)Ax.
By Lemma 3.9(ii) f preserves Birkhoff-James orthogonality(which is homogeneous),
so does A. Then A is a scalar multiple of an isometry, see [1, 10]. Write A = µU
for some µ ∈ R and isometry U : X → Y . Since f is norm preserving, |λ(x)µ| = 1,
hence λ(x)µ = ±1. It remains to define σ(x) = λ(x)µ to get f(x) = σ(x)Ux. Note
that U is surjective because f is surjective.
Let dimX = 2. By Proposition 3.11 there exist linearly independent x, y ∈ X
such that either f(αx + βy) = ±(αf(x) + βf(y)) for all real numbers α and β,
or f(αx + βy) = ±(αf(x) − βf(y)) for all real numbers α and β. In the first
case we define Ux = f(x), Uy = f(y) and extend U to X by linearity. We also
define σ(αx + βy) = 1 if f(αx + βy) = +(αf(x) + βf(y)) and σ(αx + βy) = −1 if
f(αx+ βy) = −(αf(x) + βf(y)). Then
f(αx + βy) = σ(αx + βy)(αUx+ βUy) = σ(αx + βy)U(αx + βy). (13)
In the second case define Ux = f(x), Uy = −f(y) and extend U to X by linearity.
We also define σ(αx+βy) = 1 if f(αx+βy) = +(αf(x)−βf(y)) and σ(αx+βy) =
−1 if f(αx+βy) = −(αf(x)−βf(y)). Then (13) also holds. Since, by Proposition
3.10, f(X) = 〈f(x), f(y)〉 = Y , U is surjective. Because f is norm preserving, U is
also norm preserving, hence an isometry.
If dimX = 1 fix a unit vector x0 ∈ X . Let λ ∈ R and define U(λx0) =
λf(x0). Then Proposition 3.8 implies f(λx0) = ±λf(x0) = ±U(λx0). The mapping
U : X → Y is linear and surjective. Lemma 2.1(i) implies that U is an isometry.
The proof is complete. 
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