Provenance is a rapidly progressing new field with many open research problems. Being related to data and processes, provenance research is at the cross-roads of research from several research communities. With the huge amount of information and processes available in sensor networks, provenance becomes crucial for understanding the creation, manipulation and quality of data and processes in this domain too. Sensors collaboratively carry out sensing tasks and forward their data to the closest data processing center, which may further forward it. Provenance provides the means to record the data flow and manipulate snapshots of the network. Consequently given enough data, provenance can be used in sensor network applications to find out causes of faulty behavior, to figure out the circumstances that will affect the performance of the sensor network, to produce trustworthy data after elimination of the causes, etc. In this position paper, we describe provenance work in the sensor network community to sketch a panoramic view of the recent research and give a provenance model of a binary target localization sensor network as a real life example to show how provenance can be used in sensor network applications for fault-tolerance and troubleshooting.
INTRODUCTION
Wireless sensor networks are used in many applications such as battlefield surveillance, air pollution monitoring, forest fires detection, biological, chemical attack detection. Due to their nature, wireless sensor networks are more error-prone than traditional networks. However most of the sensor network applications are real-time and mission critical. Therefore fault-tolerance and troubleshooting become very crucial in order to sustain the network. In this position paper, we argue that sensor networks should have provenance support for many benefits including faulttolerance and troubleshooting.
Although sensor networks is an area of research for years, provenance management should be a concern too in order to have an understanding of how the results are obtained for fault tolerance and troubleshooting purposes. In some sensor networks such as ad hoc sensor networks, in which data is copied, moved, created, updated and deleted in an uncontrollable way, provenance can play an important role in deciding about data qualities such as trustworthiness, accuracy, verifiability.
Maintaining provenance information makes it possible to have a clearer picture of the movement of the data and its manipulation in a sensor network by tracking the evolution of the data systematically. There can be many reasons why the data values generated are not accurately received at the sink. For instance one reason could be the sensors themselves may be sending faulty data. Provenance can be used to keep track of the state of the sensors and more generally to find out the causes of faulty behavior, to figure out the circumstances that will determine the connectivity of the network, and to produce trustworthy data after elimination of the causes. We present a dataflow-oriented provenance model for sensor networks. Although our dataflow-oriented provenance model is generic, we use a particular scenario to support our argument modeling it on a proximity binary target localization sensor network. This model works best with networks sensing dynamic objects, and we introduce a provenance directed network-level fault-tolerance mechanism by using the cognitive strength of provenance models. Our provenance model reduces the limitations of faulty data by decreasing the possibility of errors in wireless sensor networks. By determining faulty data early in the stream, our model also makes it advanta-geous to have a self-adjusting sensor network so that the sensor data that is produced results in more accurate results at the receiving end. This paper is organized as follows. Related work is presented in Section 2. In Section 3 we give some background information on provenance. In Section 4 we describe how provenance information can be used in sensor network applications for fault-tolerance and troubleshooting. In Section 5 we describe the provenance model for a target localization sensor network. Section 6 concludes the paper.
RELATED WORK
Provenance in the sensor network community is an area of research that is new and open to many directions. Provenance management in sensor networks should be considered in order to have an understanding of how the results are obtained. Having this motivation, although not as extensive as provenance research in database (Cui et al., 2000; Buneman and Tan, 2007; Moreau et al., 2008; Cheney et al., 2009 ) and eScience community (Davidson and Freire, 2008a; Barseghian et al., 2010; Crawl and Altintas, 2008; Feng and Lee, 2008; Freire et al., 2008) , there has been research on provenance in sensor networks community.
To our knowledge, there is not any work on using provenance specifically for fault tolerance in sensor networks. Some research has leveraged provenance in extracting metadata from weather sensors (Stephan et al., 2010) , in answering domain specific complex queries (Patni et al., 2010; Park and Heidemann, 2008a) , in building provenance aware sensor data storage (Ledlie et al., 2005) . In our previous work we used provenance for network restructuring and assessing trust .
The nature of provenance in sensor networks is different from eScience and database community in several ways (Park and Heidemann, 2008a) , this is why research on provenance in sensor network community should be done more extensively to make robust provenance systems for sensor networks.
BACKGROUND
Provenance has been defined broadly as the origin, history, chain of custody, derivation or process of an object. In disciplines such as art, archeology, provenance is crucial to value an artifact as being authentic and original (Cheney, 2010) . However provenance has also become a crucial component in fields that rely on digital information. For instance Homeland Security and Governmental Affairs highlighted provenance as one of three key future technologies for securing their critical infrastructure (Wynbourne et al., 2009) . Provenance has grown in importance in its use in helping to understand how the digitally captured data is manipulated at the source and used at the destination.
The literature often divides provenance into data and workflow provenance (Moreau and Ludascher, 2007) . Data provenance gives a detailed record of the derivation of a piece of data that is the result of a transformation step (Tan, 2007) whereas workflow provenance is the information or metadata that characterizes the processing of information from input to output (Davidson and Freire, 2008b) .
PROVENANCE FOR FAULT-TOLERANCE AND TROUBLESHOOTING
Provenance is needed to be transmitted to where a description of the data namely metadata is needed. Basically, if there is any input data (data provenance), any process chain (workflow provenance) or information flow (dataflow provenance), provenance can be included. There are many areas in sensor networks where provenance can be used. In this paper, we concentrate on showing how provenance can improve fault-tolerance and troubleshooting capability of sensor networks. In a sensor network, there can be many unpredictable events such as broken sensors, unstable connections, lack of energy which will cause corruption in system. For example a sensor can get many streams at the same time such as temperature, audio and video. When it transmits the stream, the metadata will specify what kind of stream the sent data is, when it was transmitted, the id of the node transmitting the stream, whether the data was modified or not. If later this data is found to be faulty, by using dataflow provenance graph the responsible node can be determined and marked as an untrusted node. Another example will be if a video sensor changes its angle, zoom, or resolution, provenance can record the path the image travels (Tilak et al., 2005) which can be later used to track the source if the user is not satisfied with the image.
It is beneficial to store provenance information for historical value for the sensor data (its metadata). Mostly sensor data is treated as data with a real time value but Ledlie et al point out that it has historical value too if thought in a broader sense. To heal, adjust and manage sensor networks, historical sensor data is required. For instance, for finding the patterns related to snowfall and traffic, sensor data monitoring traffic and snowfall and their provenance data can be useful (Ledlie et al., 2005 ). In our model, dataflow provenance graphs are stored in a central storage which is further described in Section 4. The stored historical metadata of paths is a good source in determining the behavior patterns of the network. We can make use of the historical metadata to extract statistical information that is related to fault-tolerance such as misreport frequency of a node, unsuccessful transmissions of a link, inconsistent data retrievals, etc.
Furthermore, provenance ensures authenticity of data which is helpful in creating a safe platform for fault-tolerance and troubleshooting. In sensor networks, data can be modified along its path to its destination and can be used for maliciously. If there is provenance tracking on the node, the data can be verified as authentic or not. Although this verification is not foolproof, it adds a layer of protection. For instance the system can be configured so that before a change, the identity of the node making the change would be verified. If the node's identity cannot be verified, this will be the sign of an attack and the modifications will not be allowed, making the network more resistant and fault-tolerant.
By making use of logs of provenance information, tracing and monitoring can be done efficiently and changes between two time slots can be found out if the later information is considered faulty. The logs can be used in troubleshooting and fault-tolerance making network more fault-tolerant as mistakes will be more quickly detected at a closer destination before data travels long distances.
Where Provenance Comes In
As stated above provenance answers questions such as "how was data created?", "on what other data does computed data value depend upon?", "how do the ancestries of these two data differ?" (MuniswamyReddy, 2010) . Therefore, in sensory data systems, sensors can also have the provenance information of data dependency. For instance there will be a data dependency representing the data binding relation between the outputs of sensor nodes A, B, C, D, E and input of fusion node F shown in Figure 1 . Operation of fusion node F depends on availability of the data provided by nodes A, B, C, D, E. This dependency provenance will be helpful in analyzing data flow graphs of sensor networks.
Dataflow provenance is the path that data is transmitted over until it comes to the fusing node. Then if there is a misreport, using dataflow provenance we can find out the sensor creating the false information and it can be replaced by reconfiguring the network or waking up an appropriate sensor before a system malfunction. 
How to Model Provenance
For standardization purposes, a provenance model called Open Provenance Model (OPM) has being crafted (Moreau and Ludascher, 2007 ). An alternative model is the W3C SSN-XG. We will use OPM for modeling provenance and for lack of space we will not further discuss this latter model. However the OPM model does not support some requirements that are specific to sensor networks such as recording provenance of streaming data, capturing times between sensing. It is an ongoing research issue to completely adapt this model to sensor networks (Park and Heidemann, 2008b) and it is in our future agenda.
In OPM, provenance is modeled as a directed acyclic graph (DAG). The nodes in the DAG represent objects whose provenance the system describes. The edges between objects indicate relationships between them. Both the nodes and edges can have attributes. For nodes, the attributes consist of information such as the name of the object it represents and the object type. For edges, the attributes indicate the type of relationships between objects. In our system, as energy is an important consideration, we keep the forwarded provenance data as small as possible and we do not label attributes of nodes in our provenance graphs. We only transmit id of the node, edge label and data at each transmission.
Apart from being modeled as a DAG, our model specifically is an Information Flow Model (Sabelfeld and Myers, 2003) .
Information flows between a source object and its destination object. The source object is the ancestor of the destination object (Muniswamy-Reddy, 2010) . This model will be more useful as we are interested in finding out the path that created the target localization decision. In our system, dataflow provenance is kept as directed graphs in Central Provenance Repository as illustrated in Figure 2 .
AN EXAMPLE: TARGET LOCALIZATION SENSOR NETWORK
To better illustrate our concepts, we will examine a system that makes use of proximity binary sensors. We assume that environment that sensors are in is not under attack so that we can assume that the provenance information is assured to be accurate. In proximity-based wireless sensor networks, the likelihood of the target position is calculated using the binary values reported by proximity binary sensors. A proximity sensor acts as a tripwire i.e. it reports a detection when a target close by triggers it. Examples of these sensors are seismic, acoustic, passive, infrared; they can be deployed in large numbers because of their low cost. The binary proximity behavior in sensors is achieved by implementing simple energy detection algorithms where the signal is compared to a threshold. If the signal exceeds the threshold, the sensor node reports a "1" meaning a detection, otherwise a "0" is reported for no detection. A network of such sensors is used to localize and track targets (Le and Kaplan, 2010) . Provenance data is captured in our model for this network as a support for fault-tolerance and troubleshooting of the target localization. A detailed picture of open provenance model of our system is illustrated in Figure 3 . Basically network snapshots are taken at time intervals when a target is detected and they are stored in the Central Provenance Repository. Later these network snapshots are used in order to get a better understanding of the behavior of the network for fault-tolerance and troubleshooting. Traditional sensor network systems deal with real time data and they lack the ability to remember past detections and which nodes were actively participating in the target localization. As clearly can be seen in Figure 3 below, our system records the dataflow pictures.
Data 
Fault Tolerance and Troubleshooting
Consider the following scenario: A target steps into the field and trips one or more sensors. Target localization is done at the base node within headquarters. Administrators may see that the target is localized wrongly. Provenance will be helpful at this point to understand the reasons behind this. In our model, provenance graphs of localizations (data flow from one node to another) can be examined and causes for any change or fault can be detected. After finding the root cause, the network can be reconfigured eliminating the faulty nodes. There are many possible exceptions in a sensor network which some of them can be listed as follows, sensor node failure, deadline expiry, resource unavailability, path loss and unpredictable multipath (Bal et al., 2010) . On the other hand Zahedi et al characterize a sensor measurement to be in one of several states including normal, noisy, spike, frozen, saturation, bias, spike, oscillation (Zahedi et al., 2008) . Our dataflow-oriented sensor network model that is illustrated in Figure 3 will capture and tolerate failure patterns due to faulty data. As our flow model has value dependencies stored, fault-tolerance will be doable. For example when a sensor is failing, it can be replaced and retransmission can be done. Another example is, since provenance data flows to the central provenance repository, the problem can be found out earlier that the node is out of energy and be replaced before it causes system to provide faulty or incomplete data.
At the headquarters, administrators can find out wrong localizations. In traditional sensor networks, it is hard to find faulty nodes because there may not be historical data available. Network constantly detects targets and reports their locations but the network snapshot at the time of the detection is not accessible. However in our model, every time a target detection is sensed, the result and corresponding provenance DAG is sent to the Central Storage. The scheme of the Central Storage is given in Figure 2 . As the system has access to past right and wrong detections and the network snapshots at these times, it can find out the common patterns in false detections. For instance, comparing past 50 wrong detections and the provenance graph, a graph traversal algorithm can figure out the common pattern in the graphs such as "every time the target is nearby this group of sensors, the localization is done wrongly". Network can be healed by replacing these nodes or omitting them. Although building a graph mining algorithm is not in the scope of this paper, the graph mining algorithm for bug finding in graphs developed by Abdelzaher et al is suitable to our model (Khan et al., 2009) .
On the other hand, central repository of provenance information makes restructuring for the purpose of healing the network easier. For instance, if a faulty node has to be removed, it can be replaced by a close accurate node. For determining the closest accurate node, we can search the central provenance repository. Central repository also makes possible examining redundant sources that may come from different parts of the network. For instance a mobile device on a vehicle and a fixed sensor can sense the same data but the data from the vehicle may be captured in the network later after it moves far from where it collected the data. By using the provenance repository, we can trace back to the ancestors of the data and see that both data are captured in the same location and they are redundant.
CONCLUSIONS AND FUTURE WORK
In this position paper, we have built a provenance model for sensor networks. We illustrated our model on a binary target localization network. Our model makes it possible to build fault-tolerant sensor networks leveraging historical dataflow information. There are many opportunities for further research of using provenance in sensor networks. Open Provenence Model (OPM) was not designed primarily for sensor networks, it is lacking some important features such as handling real-time provenance. A model of provenance collection and dissemination for sensor networks requires further work. There are many research problems to consider. For instance provenance information may overwhelm the amount of actual data being collected. By storing the provenance data in a central store, errors can be found more efficiently than if the provenance data is stored within the network. However the amount of additional communications should be weighed with the this. The best way to model the provenance, what to keep as provenance and how to make use of it in an efficient way can depend on the application, but general guidelines are still not well understood. As a future direction, after adapting OPM to sensor networks, we would like to do simulations of our revised model on real-world data sets.
