We present an improved version of a previous efficient algorithm that computes the number D(n) of zero-free graphical degree sequences of length n. A main ingredient of the improvement lies in a more efficient way to compute the function P (N, k, l, s) of Barnes and Savage. We further show that the algorithm can be easily adapted to compute the D(i) values for all i ≤ n in a single run. Theoretical analysis shows that the new algorithm to compute all D(i) values for i ≤ n is a constant times faster than the previous algorithm to compute a single D(n). Experimental evaluations show that the constant of improvement is about 10. We also perform simulations to estimate the asymptotic order of D(n) by generating uniform random samples from the set of E(n) integer partitions of fixed length n with even sum and largest part less than n and computing the proportion of them that are graphical degree sequences. The known numerical results of D(n) for n ≤ 290 together with the known bounds of D(n) and simulation results allow us to make an informed guess about its unknown asymptotic order. The techniques for the improved algorithm can be applied to compute other similar functions that count the number of graphical degree sequences of various classes of graphs of order n and that all involve the function P (N, k, l, s).
Introduction
(a 1 , a 2 , · · · , a n ) can be easily tested whether it is a graphical partition, for example, through the Erdős-Gallai criterion [6] . Clearly a zero-free graphical degree sequence and a graphical partition are equivalent notions. The former is often used in a context where the lengths of the considered sequences are the same and fixed and the latter is often used in a context where the sums of the parts in the considered partitions are the same and fixed.
It is well-known that the number of graphs of order n can be efficiently calculated exactly using the Redfield-Pólya theorem [12, 11] and also asymptotically (which is 2 ( n 2 ) /n!) based on the fact that almost all graphs of order n have only the trivial automorphism when n is large [7] . Somewhat surprisingly, no algorithm was known to efficiently compute the number D 0 (n) of graphical degree sequences of length n until recently. Previous known algorithms to compute D 0 (n) are from Ruskey et al. [13] and Iványi et al. [8] . Ruskey et al. ' s algorithm can compute D 0 (n) by generating all graphical degree sequences of length n using a highly efficient "Reverse Search" approach which seems to run in constant amortized time. Iványi et al. ' s algorithm can compute the number D(n) of zero-free graphical degree sequences of length n by generating the set of all E(n) integer partitions of n parts with even sum and each part less than n and testing whether they are graphical partitions using linear time algorithms similar to the Erdős-Gallai criterion. The D 0 (n) value can be easily calculated when all D(i) values for i ≤ n are known since D 0 (n) = 1+ n i=2 D(n) when n ≥ 2 [8] . Burns [5] proves good exponential upper bound O(4 n /((log n) c √ n)) and lower bound Ω(4 n /n) of D 0 (n) for sufficiently large n, although its tight asymptotic order is still unknown. The exponential lower bound of D 0 (n) necessarily makes these enumerative algorithms run in time exponential in n and therefore impractical for the purpose of computing D 0 (n).
In [14] concise formulas and efficient polynomial time dynamic programming algorithms have been presented to calculate D 0 (n), D(n) and the number D k con (n) of graphical degree sequences of k-connected graphs of order n for every fixed k ≥ 1 all based on an ingenious recurrence of Barnes and Savage [3] . Unfortunately the asymptotic orders of these functions do not appear to be easily obtainable through these formulas, which is why we currently strive to compute as many values of these functions as possible for the purpose of guessing their asymptotic trends. Although these new algorithms for D 0 (n) and D(n) are fast with time complexity O(n 6 ), they still quickly encounter bottlenecks because of the large space complexity O(n 5 ). This motivates us to further investigate the possibility of reducing memory usage for these algorithms.
In this paper we introduce nontrivial improvement to these algorithms, using the computation of D(n) as an example, to achieve significant memory usage reductions besides proportional run time reductions. We also show that the algorithm can be easily adapted to compute the D(i) values for all i ≤ n in a single run with essentially the same run time and memory usage as computing a single D(n) value. The introduced techniques can be applied to all similar algorithms that compute the number of graphical degree sequences of various classes of simple graphs of order n based on the recurrence of Barnes and Savage. We will prove that the new algorithm that computes all D(i) values for i ≤ n achieves a constant factor improvement in both space and time complexity than the previous algorithm in [14] that computes a single D(n) value. The experimental performance evaluations show that the constant is about 10. We also briefly mention the guessed asymptotic order of D(n) based on simulation results and the prospects of determining its unknown growth order. set of unrestricted partitions of an integer N P(N, k, l) set of partitions of an integer N into at most l parts with largest part at most k P(N, k, l, s) subset of P(N, k, l) determined by integer s (See def. (1)
set of graphical partitions of N with exactly l parts H ′ (N, l) set of graphical partitions of N with exactly l parts and largest part exactly l − 1 L ′ (N, l) set of graphical partitions of N with exactly l parts and largest part less than l − 1 D(n) set of zero-free graphical degree sequences of length n D 0 (n) set of graphical degree sequences of length n allowing zero terms E(n) set of integer partitions of n parts with even sum and each part < n
subset of D(n) with largest part less than n − 1
In this section we review the relevant notations, formulas and algorithms in [14] . For the reader's convenience, the terminology employed in this paper is summarized in Table 1 . We use bold face letters to indicate a set and the same normal face letters to indicate the cardinality of that set. For example, P(N, k, l) is the set of partitions of an integer N into at most l parts with largest part at most k while P (N, k, l) is the cardinality of the set P(N, k, l), i.e. the number of partitions of an integer N into at most l parts with largest part at most k.
As shown in [14] , there are concise formulas to compute D 0 (n), D(n), H(n) and L(n) which all involve the function P (N, k, l, s) introduced by Barnes and Savage [3] . The original definition of the set P(N, k, l, s) is as follows [3] : The calculation of the function P (N, k, l, s) need not follow the definition of P(N, k, l, s). Instead it can be efficiently calculated using dynamic programming through a recurrence of Barnes and Savage [3, Theorem 1] . Our improved algorithm in the next section mainly focuses on how to compute this function in a more efficient way.
We summarize some of the formulas from [14] here:
These formulas can all be implemented in efficient dynamic programming algorithms that run in time polynomial in n based on the recurrence of Barnes and Savage [3, Theorem 1] . As indicated in [14] , the computation of D(n) can be transformed into the computation of L(n) if D 0 (n − 1) is already known based on the relation
The benefit of this transformation is to save memory because we only need to calculate half of the L ′ (N, n) (N ∈ I e (n, n(n−1)/2) among N ∈ I e (n, n(n−2))) values in order to calculate L(n) due to the symmetry of the sequence L ′ (N, n) in the sense that
This transformation makes it feasible to allocate a smaller four dimensional array, which is about one quarter of the size for calculating D(n) using formula (3) directly, to hold the necessary P ( * , * , * , * ) values in order to compute L(n). The sequence of G ′ (N, n) values for N ∈ I e (n, n(n − 1)) used in formula (3), though also unimodal as L ′ (N, n) for N ∈ I e (n, n(n − 2)), does not possess a similar symmetry. With this transformation in mind, we will treat the computation of L(n) and D(n) as equivalent problems.
We now reiterate the pseudo-code to compute L(n), and hence D(n) when D 0 (n − 1) is known, in Algorithm 1 from [14] based on formulas (4) and (5) and the symmetry (6) . The variable S is used to store the value of L(n). Line 2 indicates the allocation sizes for the four dimensions of the array P . When elements of this array are later retrieved on line 7 and 11, we use the convention that array indices start from 0 such that the array element
[s] stores the function value P (N, k, l, s).
As noted in [14] , we can choose to allocate only size 2 for the third dimension of the array P in Algorithm 1 since each P ( * , * , l, * ) value depends only on the P ( * , * , l, * ) and P ( * , * , l − 1, * ) values according to [3, Theorem 1] and for the purpose of computing L(n) only the P ( * , * , n − 1, * ) values are used on line 7 and 11.
In the next section we will introduce further improvements to this algorithm in order to save memory besides run time.
Fill in the array P using dynamic programming based on [3, Theorem 1]
In this section we first show how the computation of a single L(n) value can be improved in Algorithm 1. A main idea is to reduce the allocation size for the fourth dimension of the array P based on some simple observations about the function P (N, k, l, s) regarding its fourth variable s. Then we show how the algorithm can be easily extended to compute all L(i) values for i ≤ n in a single run with essentially the same run time and memory usage as the computation of the single L(n) value.
As mentioned in Section 2, we need to calculate all the L ′ (N, n) values for N ∈ I e (n, n(n− 1)/2) in order to calculate L(n), where L ′ (N, n) can be calculated as:
It is clear that the largest index of the first dimension of all the needed P ( * , * , * , * ) values is at most n(n − 1)/2 − n = n(n − 3)/2 (corresponding to N = n(n − 1)/2 and k = 1). This explains why the allocation size for the first dimension of the array P in Algorithm 1 is n(n − 3)/2 + 1. In fact this allocation size can be slightly reduced. For each pair of N ∈ I e (n, n(n − 1)/2) and 1
by definition. This inequality reduces to k ≥ N/n. This means we only need to include in the sum the
Since N ≤ n(n − 1)/2, the largest index of the first dimension of all the needed non-zero P ( * , * , * , * ) values is thus at most
which is slightly smaller than n(n − 3)/2. It is also evident that the largest index of the fourth dimension of all the needed P ( * , * , * , * ) values for calculating each L ′ (N, n) is n − 2 (corresponding to k = 1). However, this does not mean that we can simply allocate size n − 1 for the last dimension of the array P in Algorithm 1. If we examine the recurrence for P (N, k, l, s) in [3, Theorem 1], we can see that the indices of the first three dimensions never increase in any recursive computation involving this four-variate function, while the index of the last dimension could increase because one of the four terms P (N, k, l, s) depends on is
could be larger than s. The good news is that we do not need to make an allocation for the last dimension larger than that for the first dimension since [3, Theorem 1] also ensures that P (N, k, l, s) = P (N, k, l, N) for s ≥ N. This explains why the first and fourth dimensions of the array P have the same allocation sizes on line 2 in Algorithm 1. And based on the above discussion the allocation sizes for these two dimensions can be reduced from n(n − 3)/2 + 1 to (n 2 + 5)/2 − 2n. Now we show that the allocation size (n 2 +5)/2−2n for the fourth dimension of the array P in Algorithm 1 is conservative and it can be further reduced. First we recall a lemma of Barnes and Savage, on which [3, Theorem 1] is partly based:
We show the condition s ≥ N in this theorem can be easily improved based on the original definition of P(N, k, l, s), which can then be used to further save memory space usage of Algorithm 1. Based on the definition in (1), if we define an integer function M(N, k, l) to be
Based on the definition of r i (π) = π ′ i − π i , the partition π in P(N, k, l) that achieves the maximum in the definition of M(N, k, l) is the partition π * of N with as many parts equal to k as possible with the associated j * equal to d(π * ). This shows that the function M(N, k, l) actually does not depend on l and we can write it as M(N, k). Note that M(N, k) could take negative values. For the purpose of improving Algorithm 1, we define the nonnegative function
and with this definition we clearly have
The pseudo-code for computing M ′ (N, k) is presneted in Algorithm 2 based on the π * and j * mentioned above. It is easy to see that M ′ (N, k) ≤ N. Furthermore we observe that on average M ′ (N, k) is a lot smaller than N, which improves the condition in Theorem 3.1 and makes this function a main ingredient for saving memory space of Algorithm 1 in our improved algorithm.
In order to further save memory space usage of Algorithm 1, we define a new function Q(l, k, N, s) by reversing the order of the first three variables of the four-variate function With this definition a four dimensional array Q can be created in the improved algorithm in place of the array P such that the allocation sizes of latter dimensions of Q can be made dependent on former dimensions and as small as possible. Specifically, the allocation size of the third dimension of the array Q can be made dependent on the first two dimensions (explained below) and that of its fourth dimension can be made dependent on the second and third dimensions due to the fact that Q(l, k, N, s) = Q(l, k, N, N) = P (N, k, l) for s ≥ M ′ (N, k) as explained above. Now in our improved algorithm to compute L(n), the allocation size of the first dimension of the four dimensional array Q can be chosen to be 2 since, as explained before, each Q(l, * , * , * ) value depends only on the Q(l, * , * , * ) and Q(l − 1, * , * , * ) values. The allocation size of the second dimension of the array Q can be made n − 2 since the largest index of the second dimension in all the needed Q( * , * , * , * ) values is n − 3 (corresponding to k = n − 2) based on formula (4). The allocation size of the third dimension of the array Q need not be fixed at (n 2 +5)/2−2n as the first dimension of P in Algorithm 1 and can be made dependent on the indices of the first two dimensions l and k. Specifically, it need not exceed lk since Q(l, k, N, s) = 0 for all N > lk by definition. Since we actually only allocate size 2 for the first dimension of the array Q, the index l cannot be used anymore and the allocation size for the third dimension of the array Q can be chosen to be min{k(n − 1) + 1, (n 2 + 5)/2 − 2n} since the largest index of l is n − 1 among all the needed Q(l, * , * , * ) values. The variable allocation sizes for the third dimension effectively makes the four dimensional array Q a "ragged" array instead of a "rectangular" array using common data structure terminology. The allocation size of the fourth dimension of Q can also be made variable and dependent on the indices of the second and third dimensions k and N respectively. Specifically, it can be chosen to be M ′ (N, k) + 1 since, as explained before,
Many of the fourth dimensional allocation sizes M ′ (N, k) + 1 are as small as 1 instead of the fixed n(n − 3)/2 + 1 as in Algorithm 1, thereby saving a lot of memory. We summarize the allocation sizes for the four dimensions of the array Q in Table 2 . Since the allocation sizes for the third and fourth dimensions of the four dimensional array Q in the improved algorithm would be variable, the pseudo-code that serves the purpose of line 2 for allocation of the four dimensional array in Algorithm 1 now would be replaced with a revised nested loop. The improved algorithm for L(n) can be previewed in Algorithm 4. We omit the pseudo-code to allocate the four dimensional array Q in the improved algorithm as it is not conveniently expressible without using real programming languages. Table 2 : Allocation sizes of the four dimensions of the array Q in the improved algorithm (l, k N and s are index variables used the nested loops in memory allocation for Q)
We introduce one more improvement that would save run time of Algorithm 1, although not memory space usage. In Algorithm 1 line 3 serves to fill in the four dimensional array P and it would be implemented using nested loops. In our improved algorithm the pseudo-code to fill in the four dimensional array Q would still be implemented using nested loops with the number of iterations in the third and fourth level of the loops adjusted to accommodate the variable allocation sizes in these two dimensions as specified in Table 2 . A possible improvement here is the innermost loop for the fourth dimension of the array Q. We already mentioned that in the improved algorithm the allocation size for the fourth dimension of the array Q depends on the second and third dimensional indices k and N and is chosen to be M ′ (N, k) + 1. Instead of having an index for the fourth dimension to iterate from 0 to M ′ (N, k) for any given index k for the second dimension and N for the third dimension, we can let the index start to iterate from m ′ (N, l) instead of 0, where
Based on the definition of r i (π) = π ′ i − π i , the partition π in P(N, k, l) that achieves the minimum in the definition of m(N, k, l) is the partition π ⋆ of N whose conjugate partition is the partition with as many parts equal to l as possible with the associated j We show the pseudo-code of the improved algorithm to compute L(n) in Algorithm 4. We mainly emphasize the part that initializes and fills in the four dimensional array Q after it has been allocated. The remaining part that computes the L(n) value after the array Q has been filled in is similar to Algorithm 1 and is abbreviated on line 10. We assume all the elements of the array Q are zero after it has been allocated. The lower bound function m ′ (N, l) for the innermost loop variable s will be needed only once for each given pair of N and l while the upper bound function M ′ (N, k) for s might be needed multiple times for each given pair of N and k. To further save time, all the M ′ (N, k) values can be pre-computed and later retrieved by table lookup.
Based on formula (4) L(n) is the sum of a finite number of P ( * , * , n − 1, * ) values. After filling in the four dimensional array P in Algorithm 1, we can actually not only compute L(n), but also all L(i) for i = 1, 2, · · · , n − 1 if we have chosen to allocate size n for the third dimension instead of 2 since all the needed P ( * , * , * , * ) values for them are also already in the four dimensional array P . If we have allocated only size 2 for the third dimension, we can still compute all L(i) for i = 1, 2, · · · , n in a single run as long as we put the loop for the third dimension as the outermost loop when filling in the array P and compute L(i) when we have already filled in all the P ( * , * , i Input: A positive integer n Output: L(n) 1 Allocate a four dimensional array Q with sizes specified in Table 2 2 for l ← 0 to 1 do
L(i) before they are overwritten in the next iterations. In Algorithm 4 we add a comment at the end of the body for the outermost loop to indicate where code can be added to compute L(i) values for i < n if desired. The L(n) value can still be computed on line 10 after the entire loop from line 5 to 9 has ended. It is easy to see that the time complexity to sum all the needed P ( * , * , * , * ) values in Algorithm 1 or Q( * , * , * , * ) values in Algorithm 4 to compute L(n) is O(n 3 ) and is of lower order than the time complexity O(n 6 ) of filling in the array P in Algorithm 1 or the array Q in Algorithm 4 (for more details see the analysis in Section 4). Thus computing all L(i) values for i ≤ n takes essentially the same amount of time and space as computing the single L(n) value.
Complexity analysis
In this section we show that the space and time complexity of Algorithm 4 achieve an improvement by a constant factor compared to Algorithm 1. We understand this is not exciting theoretically as it is not an asymptotic improvement. However, we emphasize that the discovery of the possibility of computing all L(i) (or D(i)) values for i ≤ n in a single run has its own merit which we overlooked before. Plus, the techniques in the improved algorithm deepen our understanding of the function P (N, k, l, s) and may be applied to compute other similar functions such as D 0 (n) and D k con (n) and may shed insight on the analysis of their asymptotic orders. Now let us analyze the memory usage of Algorithm 1 and Algorithm 4. Assuming an allocation size 2 for the third dimension, the total allocation size (i.e. total number of elements) for the four dimensional array P in Algorithm 1 for computing L(n) is clearly
The allocation size f 4 (n) for the four dimensional array Q in our improved Algorithm 4 for computing L(n) does not appear to have a simple closed form. We now show that f 4 (n) and f 1 (n) are of the same asymptotic order, but f 4 (n) achieves a constant factor improvement over f 1 (n):
Theorem 4.1. There exist constants c 1 and
Proof. We first perform a conservative analysis of how much memory space is saved by the improved Algorithm 4. That is, we will obtain a lower bound of f 1 (n) − f 4 (n). By Table 2 the allocation size of the second dimension of the array Q is n − 2 so the index k for the second dimension will iterate from 0 to n − 3. For each 0 ≤ k ≤ n − 3, the allocation size of the third dimension is min{k(n − 1) + 1, ⌊(n 2 + 5)/2 − 2n⌋} instead of the fixed first dimension allocation size n(n − 3)/2 + 1 for all 0 ≤ k ≤ n − 3 as in Algorithm
, the allocation size of the third dimension of the array Q is k(n − 1) + 1. Thus, due to the reduced allocation size for the third dimension of the array Q, the number of saved elements from the array Q compared to the array P in Algorithm 1 is at least
The function T 1 (n) is the product of two factors. The first factor n(n − 3)/2 + 1 is the allocation size of the fourth dimension of the array P in Algorithm 1. The second factor is the total reduction of the allocation size of the third dimension of the array Q due to variable allocations in this dimension. It is easy to see that T 1 (n) has an asymptotic order of n 5 /16. For each index k for the second dimension of the array Q in the range 0 ≤ k ≤ (n − 3)/2, the allocation size for the third dimension is k(n − 1) + 1 as shown above. Thus the index N for the third dimension will iterate from 0 to k(n − 1). For each pair of k and N, the allocation size for the fourth dimension is M ′ (N, k) + 1. Observe that based on Algorithm 2 we have M ′ (N, k) = 0 exactly when ⌊N/k⌋ > k, i.e. when N ≥ k(k + 1). When N = 0 or k = 0 we can also define M ′ (N, k) = 0. Thus, due to the reduced allocation size for the fourth dimension of the array Q, the number of saved elements from the array Q compared to the array P in Algorithm 1 is at least
The function T 2 (n) is the product of two factors. The first factor n(n − 3)/2 is the amount of reduction of the allocation size of the fourth dimension from n(n − 3)/2 + 1 in Algorithm 1 to 1 in the improved Algorithm 4 due to M ′ (N, k) = 0 when N ≥ k(k + 1). The second factor is a sum each of whose terms counts the number of N in [k(k + 1), k(n − 1)] since exactly these N satisfy M ′ (N, k) = 0. It is easy to see that T 2 (n) has an asymptotic order of n 5 /24. The total number of saved elements f 1 (n) − f 4 (n) from the array Q compared to the array P in Algorithm 1 is at least 2(T 1 (n) + T 2 (n)), which has an asymptotic order of 5n 5 /24. There is a factor 2 in this expression because we have not included the dimension of constant allocation size into consideration yet in the above discussion. Since f 1 (n) is asymptotically n 5 /2, we see that f 4 (n) is asymptotically at most n 5 /2 − 5n 5 /24 = 7n 5 /24, which means f 4 (n) ≤ 7 12 f 1 (n) for all sufficiently large n. This analysis is conservative as some of the M ′ (N, k) values are zero too when (n − 3)/2 < k ≤ n − 3 and it has not considered the reduction of the allocation sizes of the fourth dimension where M ′ (N, k) is nonzero but less than n(n − 3)/2 + 1. We have shown that the constant c 2 in the statement of the theorem can be chosen to be 7/12.
We now derive a lower bound of f 4 (n). For each index k for the second dimension of the array Q in the range (n − 3)/2 < k ≤ n − 3, the allocation size for the third dimension is (n − 1)(n − 3)/2 + 1. We have already shown that M ′ (N, k) = 0 if and only if N ≥ k(k + 1). Thus, for (n − 3)/2 < k ≤ n − 3 and 0
when n is large. Now consider the range of k such that
Each k in this range can be represented as k = c(n − 1) for some 3/4 ≤ c ≤ 1. Also consider the range of N such that
With k and N in the chosen ranges, we have
and 0 ≤ r = (N mod k) < k = c(n−1) so
. Therefore, (c− ≥ 1/12 > 0, we have q(k − q) = Ω(n 2 ). Now q, q − r, and r − q are all linear in n, we see that M ′ (N, k) = Ω(n 2 ) for the considered ranges of N and k based on Algorithm 2. The number of k in the range 3 4 (n − 1) ≤ k ≤ n − 3 is Ω(n) and the number of N in the range (n − 1)(n − 3)/4 ≤ N ≤ (n − 1)(n − 3)/2 is Ω(n 2 ). For each pair of k and N in these ranges the allocation size for the fourth dimension is
. Consequently, the total allocation size f 4 (n) for the four dimensional array Q in our improved Algorithm 4 is Ω(n 5 ). Since f 1 (n) is asymptotically n 5 /2, we have shown that there exists a constant c 1 such that f 4 (n) ≥ c 1 f 1 (n) for all sufficiently large n where c 1 can be chosen to be 1/192 . And the theorem is proved.
We have collected some values of f 4 (n) for n ≤ 1000 and compared them with f 1 (n) in Table 3 . It appears that
is about 10% and it is likely to tend to some constant C between 0.1 and 0.2, which agrees with the lower bound 1/192 and upper bound 7/12 obtained in the proof of Theorem 4.1. The space complexity of Algorithm 1 and the improved Algorithm 4 are dominated by the allocation sizes of the four dimensional array P and Q respectively. Thus Algorithm 4 achieves a constant factor improvement in memory space usage. Finally we note that adding the code to compute all L(i) values for i < n in Algorithm 4 does not increase the memory space usage and it will increase the run time by at most O(n.n 3 ) = O(n 4 ), which is negligible compared to the time complexity O(n 6 ) to fill the array Q. Thus, computing all L(i) values for i ≤ n has essentially the same space and time complexity as computing a single L(n) value.
Experimental evaluations and simulations
We have computed the exact values of D(n) for n up to 290 with the help of large memory supercomputers from XSEDE. Based on these numerical results and the known upper and lower bound of D 0 (n) given in Burns [5] , we had conjectured that the asymptotic order of D(n) is like c×4 n (log n) 1.5 √ n for some constant c. We have performed further simulations using a method similar to that in [5] to estimate the asymptotic order of D(n). Based on simulation results for n up to 700000000, it seems that D(n) has an asymptotic order more like
. The form of this function is inspired by Burns [5] and Pittel [10] .
Discussions about asymptotic orders
We tried to derive the asymptotic order of D(n) through the multi-variate generating function of the multi dimensional sequence P (N, k, l, s): However we are unable to obtain a simple closed-form for this generating function. The function P (N, k, l, s) is quite unusual. For one thing the last index can be increased during its recursive computation. The related function P (N, k, l) actually satisfies a similar recurrence as follows:
This recurrence is simpler than that of P (N, k, l, s) in [3, Theorem 1] in the sense that no index in any of the three dimensions could increase during its recursive computation. The two share a similarity that they do not belong to the classes of multi-variate recurrences considered by Bousquet-Mélou and Petkovšek [4] . The single-variate generating function of the sequence P (N, k, l) when k and l are fixed is known from [1] , but we are unable to extend it to a multi-variate generating function. For each given triple of N, k and l we have shown the exact range of s such that P (N, k, l, s) changes from minimum to maximum. The variable s can be seen to measure how close a partition in P(N, k, l, s) is to a graphical partition. Fine-tuned analysis for this range of s together with all the known results about the order of P (N, k, l) with k and l in various ranges relative to N might help us better understand the behavior of P (N, k, l, s) . The number of graphical partitions of an even integer N is shown by Barnes and Savage [3] to be G(N) = P (N, N, N, 0) . The best results about the order of G(N) we know of are from Pittel [9, 10] and the tight asymptotic order of G(N) is unknown yet. Our simulation of the asymptotic order of G(N) using uniform random integer partition generators from [2] suggests that
has an asymptotic order like e − 0.3 log N log log N , which is also inspired by the bound of G(N) given in [10] and is similar to a factor of the conjectured asymptotic order of D(n) given above in Section 5. Thus the analysis of the asymptotic behavior of P (N, k, l, s) also helps to determine the unknown asymptotic order of G(N) besides the functions counting various classes of graphical degree sequences of given length.
Conclusions
In this paper we presented an improved algorithm to compute D(n) exactly. A main ingredient of the improvement is an analysis of the fourth dimension of the function P (N, k, l, s) of Barnes and Savage such that the exact range of s in which this function varies with given N, k, l is determined and then used to help reduce memory space usage. The new algorithm makes it feasible to compute all D(i) values for i ≤ n in about 10% of the time that takes the previous algorithm to compute a single D(n) value. The techniques can be applied to all related functions that can be computed exactly based on the function P (N, k, l, s).
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