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SINGULAR NEUMANN BOUNDARY PROBLEMS FOR A CLASS OF
FULLY NONLINEAR PARABOLIC EQUATIONS IN ONE DIMENSION
TAKASHI KAGAYA AND QING LIU
Abstract. In this paper, we discuss singular Neumann boundary problem for a class of
nonlinear parabolic equations in one space dimension. Our boundary problem describes
motion of a planar curve sliding along the boundary with a zero contact angle, which can
be viewed as a limiting model for the capillary phenomenon. We study the uniqueness
and existence of solutions by using the viscosity solution theory. Under a convexity
assumption on the initial value, we also show the convergence of the solution to a traveling
wave as time proceeds to infinity.
1. Introduction
1.1. Background and motivation. This paper is concerned with singular boundary
problem for fully nonlinear differential equation. Let b > 0 and f, g ∈ C(R). We are
mainly interested in the following equation in one space dimension:

ut − f(g(ux)uxx) = 0 in (−b, b)× (0,∞), (1.1)
ux(b, t) =∞, ux(−b, t) = −∞ for any t > 0, (1.2)
u(·, 0) = u0 in [−b, b], (1.3)
where u0 is a given continuous function in [−b, b], and f and g are given continuous
functions satisfying several assumptions to be elaborated later.
One typical example of (1.1) in our mind is the following equation:
ut − (1 + |ux|
2)
1−3γ
2 |uxx|
γ−1uxx = 0 in (−b, b)× (0,∞), (1.4)
where γ > 1 is given. It is a special case of (1.1) with
f(s) = |s|γ−1s, g(s) = (1 + s2)
1−3γ
2
for s ∈ R. Such an equation has a geometric interpretation: it describes the motion of a
graph-like planar curve whose normal velocity equals to the γ-th power of its curvature.
The singular Neumann boundary condition (1.2), on the other hand, depicts tangential
sliding behavior of the curve along the boundary x = ±b. It is clear that (1.4) reduces to
the standard curvature flow if γ = 1.
We are interested in this singular boundary value problem, since it is closely related
to the so-called capillary phenomenon occurring at the interfaces of liquid, solid or air
phases; see the introductory monograph [22] and references therein. The classical theory
formulates the phenomenon as an elliptic or parabolic equation equipped with a Neumann
or oblique condition determined by the contact angle θ on the boundary. However, while
there is a vast literature on the case of positive contact angles, less is known for the
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problems with θ = 0, especially in the time-dependent setting. One can view the zero-
angle case as a limiting situation when the interface between the liquid and solid has a
very strong adhesion effect. This physical background motivates us to study the singular
Neumann problem for parabolic equations.
It is of value to look into (1.1)–(1.3) also from the mathematical point of view. Huisken
[25] studied smooth solutions of the Neumann problem with θ = pi/2 for mean curvature
flow. Later, Altschuler and Wu [1, 2] investigated a more general boundary condition for
0 < θ ≤ pi/2 for quasilinear parabolic equations and proved the convergence of smooth
solutions to a traveling wave as time proceeds. We refer to [11, 16, 17] etc. for further
developments on graph-like curvature flow with contact angle conditions and [29, 38, 39,
9, 33, 20, 28] etc. for various approaches to mean curvature flow of general surfaces with
right contact angle.
It is worth mentioning that there is another approach, called level-set formulation, to
the same geometric evolution problem using the viscosity solution theory; we refer to
[24, 37, 6, 27, 23] for well-posedness results. The contact angle boundary condition under
this formulation reads
〈∇u, ν〉 = k|∇u|,
where k = cos θ and ν denotes the outward unit normal to the boundary. In the references
mentioned above, it is also assumed that 0 ≤ k < 1, i.e., 0 < θ ≤ pi/2. We are thus curious
whether there still exists a unique solution and how it evolves if we take k = 1.
The primary novelty of this work is to discuss the contact angle boundary problem in
the case θ = 0, which is not addressed in the aforementioned papers. It turns out that this
sliding boundary condition requires special structure on the parabolic operator. In fact,
for the usual curve shortening flow, i.e., (1.4) with γ = 1, one cannot expect existence
of solutions bounded in space. The well-known “grim reaper” suggests that in general
solutions may blow up at the boundary if we turn the contact angle into zero. In fact, we
can really prove the nonexistence of spatially bounded solutions in this case even if the
initial condition is bounded; see Theorem 1.2 below. The main reason can be attributed
as insufficiency of curvature effects to sustain the adhesion of curve to the boundary.
It is thus natural to consider geometric flows with stronger curvature effects, which
leads us to (1.4) with γ > 1. The power curvature flow is of independent interest and
has important applications in image processing; consult [3, 12] for instance. Under the
singular boundary condition, we focus on the one dimensional case and investigate the
well-posedness and large-time behavior for nonlinear parabolic equations including (1.4).
In particular, we attempt to extend, in our singular and fully nonlinear setting, the known
results [25, 1, 2] on large time convergence to traveling wave solutions.
We remark that, in the setting of power curvature flow (1.4) with zero contact angle,
it is actually possible to use the level set method to find a solution U by treating the
boundary portions above the contact points as a part of the curve motion; namely, one
can consider the evolution of U whose zero level set {(x, y) ∈ R2 : U(x, y, t) = 0} for any
t ≥ 0 is equal to
{(x, u(x, t)) : |x| < b} ∪ {(b, y) : y ≥ u(b, t)} ∪ {(−b, y) : y ≥ u(−b, t)}.
In this work, in order to establish an approach applicable to more general nonlinear dif-
fusions like (1.1), we choose to study the graph case instead of the level set equation.
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1.2. Main results. We impose the following assumptions on the functions f and g as
well as the initial value u0.
(A1) f ∈ C(R) is monotone increasing with f(0) = 0 and f(s)→ ±∞ as s→ ±∞.
(A2) g ∈ C(R) is positive and
|s|αg(s)→ C± as s→ ±∞ (1.5)
for some exponent α > 2 and constants C± > 0.
(A3) u0 ∈ C
1,1((−b, b)) ∩ C([−b, b]) and
L− ≤ f(g((u0)x)(u0)xx) ≤ L+ a.e. in (−b, b), (1.6)
(u0)x(x)→ ±∞ as x→ ±b (1.7)
for some L± ∈ R.
As is easily seen, there are two major difficulties caused by the structure of the equation:
high nonlinearity of the operator due to the appearance of f and strong degeneracy of
the elliptic operator because of the rapid decay of g(s) as s → ∞. One therefore cannot
expect solutions to be smooth in these circumstances.
The framework of viscosity solutions (cf. [18]) then becomes a natural choice to study
(1.1). Singular Neumann problems for nonlinear elliptic equations are studied in [30]
with the boundary condition interpreted in the viscosity sense: there are no C2 functions
touching u from below at the boundary. For our parabolic problem, we apply the same
viscosity interpretation to (1.2). A precise definition of viscosity solutions is given in
Section 2.
In the context of Cauchy-Dirichlet problems, the derivative blow-up on the boundary is
related to the loss of boundary condition. We refer to [21, 34, 35, 36] for detailed analysis
on the boundary behavior of such kind of solutions for viscous Hamilton-Jacobi equations.
Also, [15, 32] study generalized Dirichlet problem for mean curvature flow with a driving
force and show large-time convergence to traveling waves with blow-up at boundary. The
problem setting in this work is different from these papers: our equation is of nonlinear
curvature type and, throughout the evolution, we impose singular Neumann condition
directly without prescribing Dirichlet data at all.
Our first main result is as follows.
Theorem 1.1 (Well-posedness for α > 2). Let b > 0. Assume that functions f, g and
the initial value u0 satisfy (A1), (A2) and (A3), respectively. Then there exists a unique
viscosity solution u ∈ C([−b, b]× [0,∞)) of (1.1)–(1.3).
We use comparison arguments to prove the uniqueness and adapt Perron’s method to
obtain the existence. We remark that the well-posedness of generalized Dirichlet bound-
ary value problems for nonlinear parabolic equations is established in [8, 10, 5] without
assuming regularity and compatibility conditions of u0 like (A3). Our approach share sim-
ilarities with theirs, especially in the proof of comparison principle. However, the methods
proposed in [8, 10, 5] basically apply to quasilinear equations and require the operator to
have a linear growth in the second derivative uxx. We here need the condition (A3) as well
as structure assumptions (A1)(A2) in order to handle more general nonlinear equations.
Heuristically speaking, by (A1) one can get the inverse function f−1 of f and then
transform (1.1) to
f−1(ut) = g(ux)uxx. (1.8)
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This transformation allows us to apply standard comparison arguments to estimate the
difference between the right hand sides of viscosity inequalities. Meanwhile, we can use
(A3) to deduce that
L− ≤ ut ≤ L+ (1.9)
in the viscosity sense. Such time Lipschitz continuity facilitates treating the left hand side
of (1.8) and enables us to complete the proof. See Section 3 for the detailed proof of the
comparison principle.
As for the existence result, we also incorporate the time Lipschitz bound to Perron’s
method. We introduce a truncated operator
FR(p, z) := max{min{F (p, z), R},−R}
with R > 0, where F denotes the original elliptic operator, that is,
F (p, z) := −f(g(p)z) (1.10)
for p, z ∈ R. After showing that there exists a unique solution of

ut + FR(ux, uxx) = 0 in (−b, b)× (0,∞), (1.11)
ut(±b, t) = R for any t > 0, (1.12)
u(·, 0) = u0 in [−b, b],
we use (A3) again to prove its Lipschitz continuity in time, which allows us to remove
the truncation with R > 0 large. Our approach relies heavily on the assumption (A3). It
would be interesting to obtain more general results without assuming (A3).
It is worth pointing out that the range α > 2 in (A2) plays a key role for the existence
of spatially bounded solutions. This condition is consistent with our observation that only
with an exponent γ > 1 (1.4) admits solutions of that are continuous in [−b, b] × [0,∞)
and satisfy (1.2). Indeed, if we assume in place of (A2) that
(A2’) g ∈ C(R) is positive and
|s|αg(s)→ C± as s→ ±∞
for some exponent α ≤ 2 and positive constants C± > 0,
then we have the following nonexistence result.
Theorem 1.2 (Nonexistence for α ≤ 2). Let b > 0. Assume that functions f and g
satisfy (A1) and (A2’). Let u0 ∈ C([−b, b]). Then there exists no solutions of (1.1)–(1.3)
in C([−b, b]× [0,∞)).
Another purpose of this work is to understand the large time asymptotics for (1.1)–(1.3).
We aim to show the convergence of the solution to the one of traveling wave type satisfying
(1.2), which generalizes the results in [1, 2] for fully nonlinear diffusions including power
curvature flows. To this end, we begin with solving the stationary problem{
c = f(g(Wx)Wxx) in (−b, b), (1.13)
Wx(b) =∞, Wx(−b) = −∞, (1.14)
where W ∈ C([−b, b]) and c ∈ R are both unknowns. This problem fully characterizes the
traveling wave solutions of (1.1)–(1.3), as c ∈ R stands for the traveling speed while W
gives the traveling profile.
It turns out that there exists a unique c > 0 that yields a unique solution W up to
constants.
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Theorem 1.3 (Solvability of stationary problem). Let b > 0. Assume that functions f
and g satisfy (A1) and (A2). Then there exists a pair
(W, c) ∈ {C([−b, b]) ∩ C2((−b, b))} × (0,∞)
satisfying (1.13) and (1.14). Moreover, the following properties hold.
(i) If (W˜ , c˜) ∈ {C([−b, b]) ∩ C0,1((−b, b))} × R is another pair satisfying (1.13) and
(1.14) in the viscosity sense, then c˜ = c holds and there exists a constant a ∈ R
such that
W˜ =W + a in [−b, b].
(ii) The profile function W is strictly convex and of class C
α−2
α−1 ([−b, b]).
The solvability of (1.13) and (1.14) will be discussed by using the shorting method.
Roughly speaking, we can use the inverse function f−1 to rewrite the equation as
f−1(c) = g(Wx)Wxx = G(Wx)x, (1.15)
where G is an antiderivative of g. In order to handle this ordinary differential equation,
we set the function class to be C([−b, b]) ∩ C0,1((−b, b)). Noticing that
Wxx =
f−1(c)
g(Wx)
holds at least formally, we can get a local bound of Wxx for W ∈ C
0,1((−b, b)), which
enables us to integrate (1.15) in x. Then it becomes easier for us to use the integral form
to find a solution (W, c) and to prove the uniqueness in the sense of (i).
We finally show the large time behavior of the unique solution of (1.1)–(1.3).
Theorem 1.4 (Large time asymptotics). Let b > 0. Assume that functions f, g and an
initial function u0 satisfy (A1), (A2) and (A3) with L− > 0. Assume also f
−1 is Lipschitz
away from s = 0 and g is Lipschitz in R. Let u and (W, c) be the solution of (1.1)–(1.3)
obtained in Theorem 1.1 and the solution of (1.13) and (1.14) obtained in Theorem 1.3.
Then there exists a constant m ∈ R such that
sup
x∈[−b,b]
|u(x, t)− (W (x) +m+ ct)| → 0 as t→∞.
Let us give several remarks on the additional condition that L− > 0 and its effects
on the solution u of (1.1)–(1.3). This condition, as a strong convexity property of u0,
largely helps us obtain Ho¨lder continuity of u(·, t) in [−b, b] uniformly for all t ≥ 0. The
uniform Ho¨lder regularity further enables us to apply the Ascoli-Arzela` theorem to find a
convergent subsequence of u(·, t)−ct as t→∞. The full convergence is shown by adopting
a strong comparison principle, which again relies on (1.8) to avoid the high nonlinearity
and degeneracy of the original equation. Using (1.8), we can obtain the strong comparison
by adapting the method in [19].
To further see the connection of the assumption L− > 0 with the spatial regularity,
let us use (1.8) to rewrite our equation again. In fact, by (1.9) it is easily seen that any
solution of (1.1) is a subsolution of
−uxx +
f−1(L−)
g(ux)
≤ 0,
which is of viscous Hamilton-Jacobi type. In [13, 7, 14, 4], the Ho¨lder regularity of viscosity
subsolutions are established for such kind of nonlinear equations, but all of these results
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require a strong coercivity assumption on the gradient term, which is equivalent to the
condition f−1(L−) > 0 in our circumstances. This somehow explains why we also need
the assumption L− > 0 for our asymptotic analysis. It is not clear to us whether or not
this condition can be dropped.
1.3. Organization of the paper. The rest of the paper is organized in the following way.
We first introduce the definition of viscosity solutions of the singular Neumann boundary
problems in Section 2. Section 3 is devoted to the proof of the comparison principle. In
Section 4, we show existence of solutions under (A2) and discuss nonexistence under (A2’).
We give a detailed proof of Theorem 1.3 for the stationary problem in Section 5 and show
the large time behavior as in Theorem 1.4 in Section 6.
Acknowledgments. The work of the first author is supported by JSPS Grants-in-Aid
for Scientific Research, No. JP19K14572, JP18H03670 and JP20H01801. The work of the
second author is supported by JSPS Grant-in-Aid for Scientific Research, No. JP19K03574.
2. Definition of viscosity solutions
We need to adopt the viscosity solution theory [18, 23] to handle (1.1), which is in
general fully nonlinear and degenerate parabolic. We also refer to [30] for introduction
to the singular boundary condition in the viscosity sense. For convenience of notation,
hereafter we denote
Q := (−b, b)× (0,∞), QT := [−b, b]× [0, T )
for any T > 0 and use the notation F for the elliptic operator as in (1.10).
Definition 2.1 (Solutions of singular Neumann problem). An upper semicontinuous func-
tion u in Q is called a subsolution of (1.1) and (1.2) if whenever there exist (x0, t0) ∈ Q
and φ ∈ C2(Q) such that u− φ attains a local maximum at (x0, t0), we have
φt(x0, t0) + F (φx(x0, t0), φxx(x0, t0)) ≤ 0. (2.1)
A lower semicontinuous function u in Q is called a supersolution of (1.1) and (1.2) if the
following conditions hold:
(i) Whenever there exist (x0, t0) ∈ Q and φ ∈ C
2(Q) such that u− φ attains a local
minimum at (x0, t0), we have
φt(x0, t0) + F (φx(x0, t0), φxx(x0, t0)) ≥ 0.
(ii) For any t > 0 and any function φ ∈ C2(Q), u− φ never attains a local minimum
at the point (b, t) or (−b, t).
A continuous function u in Q is said to be a solution of (1.1) and (1.2) if u is both a
subsolution and a supersolution of (1.1) and (1.2).
The condition (ii) amounts to saying that supersolutions cannot be tested from below
by any smooth functions at boundary points. On the other hand, we do not impose any
condition on the boundary behavior of subsolutions.
One can similarly define solutions of the corresponding stationary problem (1.13)–(1.14)
for a given c ∈ R.
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Definition 2.2 (Solutions of stationary singular Neumann problem). An upper semicon-
tinuous functionW in [−b, b] is called a subsolution of (1.13)–(1.14) if whenever there exist
x0 ∈ (−b, b) and φ ∈ C
2([−b, b]) such that W −φ attains a local maximum at x0 ∈ (−b, b),
we have
c+ F (φx(x0), φxx(x0, t0)) ≤ 0.
A lower semicontinuous function W in Q is called a supersolution of (1.13) and (1.14) if
the following conditions hold:
(i) Whenever there exist x0 ∈ Q and φ ∈ C
2([−b, b]) such that W − φ attains a local
minimum at x0, we have
c+ F (φx(x0), φxx(x0)) ≥ 0.
(ii) For any function φ ∈ C2([−b, b]), W (x) − φ(x) never attains a local minimum at
x = b or x = −b.
A function W ∈ C([−b, b]) is called a solution of (1.13) and (1.14) if W is both a subso-
lution and a supersolution of (1.13) and (1.14).
In order to discuss the existence of solutions of (1.1)–(1.3) later, we need to consider
(1.11) with the boundary condition (1.12).
The definition of viscosity solutions in this case is given below.
Definition 2.3 (Solutions of truncated problem). An upper semicontinuous function u
in Q is called a subsolution of (1.11) and (1.12) if whenever there exist (x0, t0) ∈ Q and
φ ∈ C2(Q) such that u− φ attains a local maximum at (x0, t0), we have
φt(x0, t0) + FR (φx(x0, t0), φxx(x0, t0)) ≤ 0. (2.2)
A lower semicontinuous function u in Q is called a supersolution of (1.1) and (1.2) if
whenever there exist (x0, t0) ∈ Q and φ ∈ C
2(Q) such that u−φ attains a local minimum
at (x0, t0), the following conditions hold:
(i) when x0 6= ±b, we have
φt(x0, t0) + FR (φx(x0, t0), φxx(x0, t0)) ≥ 0,
(ii) when x0 = ±b, we have
φt(x0, t0) ≥ R.
A continuous function u in Q is said to be a solution of (1.1) and (1.2) if u is both a
subsolution and a supersolution of (1.1) and (1.2).
As a standard remark in the viscosity solution theory, in both Definition 2.1 and Defi-
nition 2.3, we may only consider test functions φ such that u−φ attains a strict maximum
or minimum at (x0, t0) by adding the quartic function a(x− x0)
4 with a ∈ R. Moreover,
we may use semijets P
±
u(x0, t0) to rewrite the definitions; see [18] for more details on the
semijets.
3. Comparison principle
In this section we provide several comparison results. They will be applied to obtain the
uniqueness of the solution of (1.1)–(1.3) and its large-time behavior under the assumptions
(A1)–(A3). We also use the comparison theorems in Section 4.
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3.1. Comparison theorem with singular Neumann condition. Let us begin with a
comparison principle for (1.1)–(1.2).
Theorem 3.1 (Comparison principle). Let b > 0. Assume that functions f and g satisfy
(A1) and (A2), respectively. Let u and v be respectively a sub- and a supersolution of
(1.1) and (1.2). Assume that there exists L > 0 such that either
|u(x, t) − u(x, s)| ≤ L|t− s| (3.1)
or
|v(x, t) − v(x, s)| ≤ L|t− s| (3.2)
holds for all x ∈ [−b, b] and t, s ≥ 0. Assume in addition that u(·, 0) is continuous in
[−b, b] and
lim sup
x→±b∓
u (x, t) = u(±b, t) for any t ∈ (0,∞). (3.3)
If
u(·, 0) ≤ v(·, 0) in [−b, b], (3.4)
then u ≤ v in Q = [−b, b]× [0,∞).
Remark 3.2. If (3.1) holds, then for any C2 test function φ of u at some (x0, t0) ∈ Q, we
have
−L ≤ φt(x0, t0) ≤ L.
The same remark also applies to (3.2) for v. We shall use this property in our proof below.
Remark 3.3. The assumption (3.3) is necessary for Theorem 3.1. Suppose that u and v are
respectively a subsolution and a supersolution of (1.1)–(1.2) fulfilling (3.4). Then we can
choose some t0 > 0 and Lipschitz functions µ± ∈ C([0,∞)) satisfying µ±(0) = u0(±b),
µ+(t) ≥ u(b, t), µ−(t) ≥ u(−b, t)
for all 0 < t ≤ t0, and
µ+(t) > max{u(b, t), v(b, t)}, µ−(t) > max{u(−b, t), v(−b, t)}
for all t > t0. We construct another subsolution
u˜(x, t) :=


u(x, t) if (x, t) ∈ (−b, b)× [0,∞),
µ+(t) if x = b, t ≥ 0,
µ−(t) if x = −b, t ≥ 0.
Such a subsolution clearly fails to satisfy (3.3). Therefore the statement of the compar-
ison principle cannot hold without assuming (3.3).
Proof of Theorem 3.1. Assume by contradiction that u − v takes a positive value some-
where in Q. Then there exists T > 0 large and (xˆ, tˆ) ∈ QT such that
u(xˆ, tˆ)− v(xˆ, tˆ)−
σ
T − tˆ
> 0 (3.5)
for σ > 0 sufficiently small. We notice that tˆ 6= 0 due to.
Case 1. Suppose that xˆ = b or xˆ = −b satisfies (3.5) for some tˆ > 0. Without loss of
generality, we may assume that xˆ = b; the case xˆ = −b is essentially the same. It follows
from (3.5) that there exists µ > 0 such that
u(b, tˆ)− v(b, tˆ)−
σ
T − tˆ
≥ µ.
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By (3.3), we can then take λ ∈ (0, 1) close to 1 such that
1
λ
u
(
λb, tˆ
)
≥ u
(
b, tˆ
)
−
µ
4
,
σ
λ(T − tˆ)
≤
σ
T − tˆ
+
µ
4
.
It follows that
max
(x,t)∈QT
Φ(x, t) ≥
µ
2
,
where
Φ(x, t) =
1
λ
u(λx, t) − v(x, t) −
σ
λ(T − t)
.
We can take λ ∈ (0, 1) further close to 1 to obtain(
1
λ
− 1
)
L ≤
σ
2T 2
(3.6)
and
0 < min
|s|≤L
{
λf−1(s)− f−1
(
s−
σ
2T 2
)}
. (3.7)
Note that it follows from the assumption (A1) that f−1 is well-defined, continuous and
monotone increasing. Thus (3.7) holds for λ ∈ (0, 1) sufficiently close to 1. By further
letting λ closer to 1 if necessary, we can use the continuity of u(·, 0) to get
1
λ
u(λx, 0) − v(x, 0) ≤
σ
2T
for all x ∈ [−b, b]. (3.8)
We fix such σ, T and λ, and assume (x, t) ∈ [−b, b]× [0, T ) be a maximizer of Φ.
It follows that, for any ε > 0 small,
Φε(x, t, y, s) := u(x, t)− λv(y, s)−
|x− λy|2
ε
−
(t− s)2
ε
−
σ
T − s
takes a positive value at (λx, t, x, t) and therefore attains a positive maximum at (xε, tε, yε, sε) ∈
Q
2
T . Noticing that
Φε(xε, tε, yε, sε) ≥ Φε(λx, t, x, t) = λΦ(x, t),
we deduce that
|xε − λyε|
2
ε
+
(tε − sε)
2
ε
≤ u(xε, tε)− u(λx, t)− λv(yε, sε) + λv(x, t) +
σ
T − t
,
which implies that
|xε − λyε|
2 + |tε − sε|
2 ≤Mε (3.9)
for some M > 0 depending on the uniform bounds of u and v in [−b, b]× [0, T ). It follows
that there exists (x0, t0) ∈ [−b, b]× [0, T ) such that
xε, λyε → x0, tε, sε → t0
as ε→ 0. Note that x0 ∈ [−λb, λb] since λyε ∈ [−λb, λb] and it converges to x0.
By the semicontinuity of u and v, we thus have
u(x0, t0)− λv
(x0
λ
, t0
)
≥
σ
T − t0
,
which, in view of (3.8), yields t0 > 0. Moreover, we have xε ∈ (−b, b) when ε > 0 is
sufficiently small since xε converges to x0 ∈ [−λb, λb] as ε → 0. In addition, since, by
definition, v(x, t) cannot be tested at x = ±b, we have yε ∈ (−b, b).
10 TAKASHI KAGAYA AND QING LIU
We next apply the Crandall-Ishii lemma (cf. [18]) to find (τ1, p1, z1) ∈ P
2,+
u(xε, tε)
and (τ2, p2, z2) ∈ P
2,−
v(yε, sε) satisfying
τ1 =
2
ε
(tε − sε), τ2 =
2
ελ
(tε − sε)−
σ
λ(T − sε)2
, (3.10)
p1 = p2 =
2(xε − λyε)
ε
, (3.11)
and (
z1 0
0 −λz2
)
≤
2
ε
(
1 −λ
−λ λ2
)
+ o(ε). (3.12)
Suppose in the sequel that the Lipschitz continuity of u as in (3.1) holds. (Similar estimates
can be obtained if (3.2) holds instead.) Then using (3.10), we have
|τ1| =
2
ε
|tε − sε| ≤ L, (3.13)
and therefore by (3.6) and (3.10) again
τ1 − τ2 ≥ −(λ
−1 − 1)L+
σ
λ(T − sε)2
≥
σ
2T 2
. (3.14)
It follows from the monotonicity of f−1, (3.7), (3.13) and (3.14) that
λτ
1
α
1 − τ
1
α
2 ≥ min
|s|≤L
{
λf−1(s)− f−1
(
s−
σ
2T 2
)}
> 0. (3.15)
Multiplying both sides of (3.12) by the vector (λ, 1) from left and from right, we deduce
that
λz1 ≤ z2 + o(ε). (3.16)
We then adopt the definition of viscosity sub- and supersolutions to deduce that
τ1 + F (p1, z1) ≤ 0
and
τ2 + F (p2, z2) ≥ 0,
which yields by the assumption (A2), (3.11) and (3.16)
λf−1(τ1)− f
−1(τ2) ≤ λg(p1)z1 − g(p2)z2 ≤ o(ε). (3.17)
This is a contradiction to (3.15) when ε > 0 is taken small.
Case 2. Suppose that neither xˆ = b nor xˆ = −b satisfies (3.5) for any tˆ > 0. In other
words, we have
sup
(x,t)∈{±b}×[0,T )
{
u(x, t)− v(x, t)−
σ
T − t
}
≤ 0. (3.18)
On the other hand, there exists µ > 0 such that
u(xˆ, tˆ)− v(xˆ, tˆ)−
σ
T − tˆ
≥ µ > 0.
We essentially get a comparison relation like the Dirichlet boundary condition. In this
case, for any ε > 0, we take the standard auxiliary function
Ψε(x, t, y, s) := u(x, t) − v(y, s) −
|x− y|2
ε
−
(t− s)2
ε
−
σ
T − t
for x, y ∈ QT and t, s ∈ [0, T ). It is clear that Ψε attains a maximum over Q
2
T at
(x′ε, t
′
ε, y
′
ε, s
′
ε) with
Ψε(x
′
ε, t
′
ε, y
′
ε, s
′
ε) ≥ µ.
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Then using a similar argument as shown in Case 1, we can take a subsequence such that
|x′ε − y
′
ε|
2 + |t′ε − s
′
ε|
2 ≤Mε (3.19)
for some M > 0, x′ε, y
′
ε → x0 and t
′
ε, s
′
ε → t0 as ε→ 0 with (x0, t0) ∈ QT . It follows from
the semicontinuity of u and −v that
u(x0, t0)− v(x0, t0)−
σ
T − t0
≥ µ,
which implies that t0 > 0 by (3.4) and x0 ∈ (−b, b) by (3.18). Hence (x
′
ε, t
′
ε), (y
′
ε, s
′
ε) ∈
(−b, b)× (0, T ) when ε > 0 is sufficiently small.
We now apply the Crandall-Ishii lemma again to get (τ ′1, p
′
1, z
′
1) ∈ P
2,+
u(x′ε, t
′
ε) and
(τ ′2, p
′
2, z
′
2) ∈ P
2,−
v(y′ε, sε) satisfying
τ ′1 − τ
′
2 =
σ
(T − t′ε)
2
≥
σ
T 2
, (3.20)
p′1 = p
′
2 =
2(x′ε − y
′
ε)
ε
, (3.21)
and (
z′1 0
0 −z′2
)
≤
2
ε
(
1 −1
−1 1
)
+ o(ε) (3.22)
The last inequality implies that z′1 ≤ z
′
2 + o(ε). Since τ
′
1 ∈ [−L,L] if (3.1) holds (similar
estimates ca be obtained if (3.2) holds), we have by (3.20) and the continuity and the
monotonicity of f−1
f−1(τ ′1)− f
−1(τ ′2) ≥ min
|s|≤L
{
f−1(s)− f−1
(
s−
σ
T 2
)}
> 0 (3.23)
for λ ∈ (0, 1) sufficiently close to 1.
We next use the definition of sub- and supersolutions to obtain
τ ′1 + F (p
′
1, z
′
1) ≤ 0, τ
′
2 + F (p
′
2, z
′
2) ≤ 0.
Applying (3.21) and (3.22), we are led to
f−1(τ ′1)− f
−1(τ ′2) ≤ g(p
′
1)z
′
1 − g(p
′
2)z
′
2 ≤ o(ε), (3.24)
which is a contradiction to (3.23) as ε→ 0. 
As an immediate consequence of Theorem 3.1, there exists at most one continuous
viscosity solution u of (1.1) and (1.3) that is Lipschitz in time.
3.2. Variants of comparison principle. For our later application in Section 4, we
include two variants of Theorem 3.1. The first variant is for the truncated problem (1.11)
and (1.12) with R > 0. Without assuming solutions to be Lipschitz in time as in (3.1) or
(3.2), we can adapt our argument above to the proof of the following comparison result
for the truncated problem.
Theorem 3.4 (Comparison principle for the truncated problem). Let b > 0 and R >
0. Assume that functions f and g satisfy (A1) and (A2), respectively. Let u and v
be respectively a sub- and a supersolution of (1.11) and (1.12). Assume that u(·, 0) is
continuous in [−b, b] and (3.3) holds. If (3.4) holds, then u ≤ v in Q = [−b, b]× [0,∞).
We omit the detailed proof of this theorem, since it resembles the proof of Theorem 3.1.
Let us point out two major differences:
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• If u and v are respectively a sub- and a supersolution of (1.11), then u and v
respectively satisfy ut ≤ R and vt ≥ −R in the viscosity sense. The truncation on
the operator generates bounds for the time derivatives of u and v, which enables
us to still obtain an estimate similar to (3.17).
• In Case 1 of the proof of Theorem 3.1, we have yε 6= ±b simply due to the singular
boundary condition. Using the same argument to show this for Theorem 3.4, we
need to invoke the boundary condition (1.12). Indeed, if yε = b (or yε = −b),
recalling τ1 and τ2 in (3.10), we have τ1 ≤ R and τ2 ≥ R by using the sub- and
supersolution properties of u and v respectively. We thus get a contradiction to
(3.14).
Let us provide another variant of Theorem 3.1 with (A2) replaced by (A2’). We discuss
the case when g(p) ≥ O(|p|−2) as p→ ±∞.
Theorem 3.5 (Comparison principle with α ≤ 2). Let b > 0. Assume that functions f
and g satisfy (A1) and (A2’). Let u and v be respectively a sub- and a supersolution of
(1.1) and (1.2). Assume that there exists L > 0 such that either (3.1) or (3.2) holds for
all x ∈ [−b, b] and t, s ≥ 0. Assume in addition that u(·, 0) is continuous in [−b, b] and
(3.3). If (3.4) holds, then u ≤ v in Q = [−b, b]× [0,∞).
We also omit the detailed proof of this theorem, since it is almost same as that of
Theorem 3.1. The only difference appears in the case g(p) = O(|p|−α) for α < 0. In this
case, if we replace the order o(ε) in (3.12) and (3.22) by o(ε1−α/2), then we can still obtain
the smallness o(ε) in (3.17) and (3.24) by applying (3.9) and (3.19).
Remark 3.6. The comparison results hold even when the supersolution v is only bounded
from below and lower semicontinuous as a function [−b, b]→ R ∪ {∞}. The boundedness
from below is sufficient for us to find a maximizer of the auxiliary function Φε or Ψε.
4. Existence of solutions
In this section, we discuss existence of solutions of (1.1)–(1.3), for which the range of α
in (1.5) plays a key role. Under the assumptions (A1)–(A3), we first use Perron’s method
to show existence of viscosity solutions of (1.1)–(1.3).We need (1.6) and (1.7) to get the
Lipschitz continuity in time so that the uniqueness of such solutions can be guaranteed
by Theorem 3.1.
We also study the case when a different range of decay exponent α is taken. Assuming
α ≤ 2 as in (A2’) instead of (A2), we show nonexistence of spatially bounded solutions
of (1.1)–(1.3) by constructing rapidly evolving subsolutions. If the boundedness condition
on the notion of solutions is removed, then one can see that any such solution must
instantaneously blow up near the boundary.
4.1. Existence for α > 2. Our existence proof consists of two steps. For every R >
max{|L+|, |L−|}, we first use Perron’s method together with (1.6) and (1.7) to construct a
viscosity solution u of the truncated problem (1.11)–(1.12) with (1.3). We then show that
such a solution u is indeed Lipschitz in time with the Lipschitz constant max{|L+|, |L−|},
which allows us to remove the truncation and justify the singular boundary condition. As
a consequence, we see that u is the unique solution of (1.1)–(1.3).
SINGULAR NEUMANN PROBLEMS 13
Proposition 4.1. Let b > 0. Assume that functions f, g and an initial function u0
satisfies (A1), (A2) and (A3), respectively. Let R > max{|L+|, |L−|}. Then there exists
a unique viscosity solution of (1.11) and (1.12) satisfying (1.3).
Proof. For any u0 satisfying (1.6) and (1.7), it is not difficult to see that
v±(x, t) = u0(x) + L±t (x, t) ∈ Q (4.1)
are respectively a super- and a subsolution of (1.11) and (1.12); concerning the boundary
behavior of v+, it satisfies (1.12), since it cannot be tested from below by C
2 functions at
±b. Moreover, v± are continuous in Q and satisfy (1.3). Put, for any (x, t) ∈ Q,
u(x, t) = inf {v(x, t) : v− ≤ v ≤ v+ and v is a supersolution of (1.11) and (1.12)} . (4.2)
Then we adopt Perron’s method (cf. [26, 18, 27]) to prove that u is a solution of (1.11)
and (1.2). To this end, we prepare the upper and lower semicontinuous envelopes of u by
taking
u∗(x, t) = lim
δ→0+
sup
{
u(y, s) : (y, s) ∈ Q, |x− y|+ |t− s| ≤ δ
}
,
u∗(x, t) = lim
δ→0+
inf
{
u(y, s) : (y, s) ∈ Q× [0,∞), |x− y|+ |t− s| ≤ δ
}
for all (x, t) ∈ Q.
We first claim that u∗ is a supersolution of (1.11) and (1.12). The verification of super-
solution property in the interior is omitted here, since it follows the classical arguments.
Let us give more details for the proof on the boundary condition (1.12). Suppose by
contradiction that there exist t0 > 0 and φ ∈ C
2(Q) such that u∗−φ attains a minimum in
Q at the point (b, t0). (The case for tests at the other endpoint can be similarly handled.)
Let δ > 0 be sufficiently small so that u∗ − φδ attains a strict minimum at (b, t0) over a
neighborhood N in Q, where
φδ(x, t) = φ(x, t) + δ(x− b) +
1
δ
(x− b)2 − δ(t − t0)
2 (4.3)
for (x, t) ∈ Q.
By definition of u, we can find a sequence of points (yk, sk) ∈ Q and of supersolutions vk of
(1.11) with (1.2) such that vk(yk, sk)→ u∗(b, t0) as k →∞. Let us take a minimizer (xk, tk)
of vk−φδ over a compact subset K of N containing (b, t0). It follows that (xk, tk)→ (b, t0)
as ε → 0, for otherwise a different limit would admit another minimizer of u∗ − φδ in K,
which contradicts the strict minimality in N at (b, t0). Hence, vk − φ attains a local
minimum at (xk, tk). If there exists a subsequence (still indexed by k for convenience)
such that xk = b, then using the boundary condition (1.12) we have
φt(xk, tk) ≥ R,
Letting k →∞, we get
φt(b, t0) ≥ R, (4.4)
as desired. If, on the other hand, xk < b for all k, we then apply the definition of
supersolutions of (1.11) to get
φt(xk, tk)− 2δ(tk − t0) + FR
(
φx(xk, tk) + δ +
2
δ
(xk − b), φxx(xk, tk) +
2
δ
)
≥ 0.
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Sending k →∞, we have
φt(b, t0) + FR
(
φx(b, t0) + δ, φxx(b, t0) +
2
δ
)
≥ 0.
Letting δ → 0, we end up with (4.4), since it follows from (A1) and (A2) that
F
(
φx(b, t0) + δ, φxx(b, t0) +
2
δ
)
→ −∞.
We have thus completed the proof of the claim. Since u∗ also satisfies (1.3) thanks to the
barriers v± in (4.1), by (4.2) we have u∗ = u in Q.
Now that u is a supersolution of (1.11), it is obvious that
ut ≥ −R in (−b, b)× (0,∞)
holds in the viscosity sense. This amounts to saying that t 7→ u(x, t)+Rt is nondecreasing
in (0,∞) for all x ∈ (−b, b); consult for instance [31, Appendix 2, Proposition 5] for
details on this basic property. The original result in [31] is shown for continuous functions
but its proof can actually be adapted to semicontinuous ones as well. It follows that
t 7→ u∗(x, t) +Rt is also nondecreasing in (0,∞) for each x ∈ (−b, b).
On the other hand, by continuing using Perron’s method, we can show that u∗ is a
subsolution of (1.11), which implies that u∗(x, t)−Rt is nonincreasing in (0,∞) for each
x ∈ (−b, b). Hence, we have
|u∗(x, t)− u∗(x, s)| ≤ R|t− s| for all x ∈ (−b, b) and t, s ∈ (0,∞). (4.5)
It is clear that u∗ also satisfies (1.3).
We next prove that u∗ satisfies (3.3), which is required in Theorem 3.4. In what follows,
let us show that for any fixed t > 0,
lim sup
y→b−
u∗(y, t) ≥ u∗(b, t). (4.6)
The same property at the other endpoint −b can be similarly verified.
By definition of u∗, there exists (xk, tk) ∈ Q such that as k →∞
(xk, tk)→ (b, t), u(xk, tk)→ u
∗(b, t).
By the lower semicontinuity of u in Q, for each xk we can take yk ∈ (−b, b) such that
|yk − xk| ≤
1
k
, u(yk, tk) ≥ u(xk, tk)−
1
k
.
It follows that
(yk, tk)→ (b, t), u(yk, tk)→ u
∗(b, t)
as k →∞. Due to the facts that u ≤ u∗ and u∗ is upper semicontinuous, we have
u∗(yk, tk)→ u
∗(b, t)
as k →∞. Applying (4.5), we then get
u∗(yk, t) ≥ u
∗(yk, tk)−R|t− tk|
for all k > 0 large, which yields (4.6) immediately.
It is now easily seen that (3.3) holds for u∗ and
u(·, 0) = u∗(·, 0) = u0 in [−b, b].
In view of Theorem 3.4, we thus have u∗ ≤ u in Q, which implies that u = u∗ is a
continuous solution of the truncated problem. Our proof is complete. 
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We next show that, when R > max{|L+|, |L−|}, the time Lipschitz regularity of the
solution obtained above does not depend on R under the regularity assumption (A3) on
u0.
Proposition 4.2 (Time Lipschitz continuity for regular initial data). Let b > 0. Assume
that functions f, g and u0 satisfies (A1), (A2) and (A3). Let R > max{|L+|, |L−|}. Let u
be the unique solution of (1.11)–(1.12) with (1.3). Then
L−(t− s) ≤ u(x, t)− u(x, s) ≤ L+(t− s) (4.7)
for all x ∈ [−b, b] and 0 ≤ s < t <∞.
Proof. Recalling that v+ given in (4.1) is a supersolution of (1.11) and (1.12), by Theorem
3.4 we get
u(x, h) ≤ v+(x, h) = u0(x) + L+h
for all (x, h) ∈ Q. Since (x, t) 7→ u(x, t) + L+h and (x, t) 7→ u(x, t + h) are two solutions
of (1.11) and (1.12). We can apply Theorem 3.4 again to deduce that
u(x, t+ h) ≤ u(x, t) + L+h
for all (x, t) ∈ Q and h ≥ 0. Using the lower barrier v−, we can obtain
u(x, t+ h) ≥ u(x, t) + L−h.
for all (x, t) ∈ Q and h ≥ 0, which completes the proof of (4.7). 
We are now in a position to prove Theorem 1.1
Proof of Theorem 1.1. Using Proposition 4.1, we can find a solution u of the truncated
problem with R > max{|L+|, |L−|}. By Proposition 4.2, we see that u satisfies (4.7).
Since max{|L+|, |L−|} < R, the truncation of the operator by the constants ±R can be
dropped and u is actually a solution of (1.1). For instance, if there exist φ ∈ C2(Q) and
(x0, t0) such that u− φ attains a local maximum at (x0, t0), then we get (2.2). In view of
(4.7), we have L− ≤ φt(x0, t0) ≤ L+, which yields (2.1). One can similarly prove that u is
also a supersolution of (1.1).
It remains to show that u satisfies (1.2), as interpreted in (ii) of Definition 2.1. This
is again due to (4.7). Suppose that there exist φ ∈ C2(Q) and t0 > 0 such that u − φ
attains a local minimum at (x0, t0) with x0 = b or x0 = −b. Then we have φt(x0, t0) ≥ R
by (1.12). However, it follows from (4.7) that φt(x0, t0) ≤ L+, which contradicts to the
choice R > max{|L+|, |L−|}. We therefore conclude that u can never be tested by C
2
functions on the boundary. 
Proposition 4.2 implies −L+ ≤ F (ux, uxx) = −ut ≤ −L− for a solution of (1.1) if
it is smooth. The boundedness of F can be proved in the viscosity sense without the
smoothness of the solution.
Corollary 4.3 (Preservation of operator boundedness). Let b > 0. Assume that functions
f, g and u0 satisfy (A1), (A2) and (A3), respectively. Let u be the unique solution of
(1.1)–(1.3). Then, u(·, t) satisfy
− L+ ≤ F (ux, uxx) ≤ −L− in (−b, b) (4.8)
in the viscosity sense for any t > 0.
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Proof. Fix an arbitrary s > 0. First, we prove that u(·, s) satisgy the second inequality in
(4.8) in (−b, b). Let φ ∈ C2([−b, b]) and u(·, s)− φ attains a strict maximum in [−b, b] at
x0 ∈ (−b, b). Then there exists a maximum point (xε, tε) ∈ Q for
Φε(x, t) := u(x, t)− φ(x)−
|t− s|2
ε
for ε > 0 by virtue of (4.7) and the uniformly boundedness of u in finite time intervals.
Applying (4.7) again, we have
L− ≤
2(tε − s)
ε
≤ L+, (4.9)
hence tε → s as ε→ 0. Since the Lipschitz continuity in time implies that u(·, tε) uniformly
converges to u(·, s), we have also xε → x0. Thus, xε ∈ (−b, b) and tε > 0 for sufficiently
small ε and we obtain by the definition of the subsolution for (1.1)
2(tε − s)
ε
+ F (φx(xε), φxx(xε)) ≤ 0.
Applying (4.9) and letting ε → 0, we can see that u(·, s) is a solution of the second
inequality in (4.8) in (−b, b). For the first inequality in (4.8), a similar argument can be
applied. 
Corollary 4.3 immediately yields the convexity of u(·, t) for any t ≥ 0 if we take L− ≥ 0.
Note that the non-positivity of F is equivalent to non-negativity of uxx by virtue of the
conditions (A1) and (A2).
Corollary 4.4 (Convexity preserving). Let b > 0. Assume that functions f, g and u0
satisfy (A1), (A2) and (A3) with L− ≥ 0, respectively. Let u be the unique solution of
(1.1)–(1.3). Then u(·, t) is convex for all t ≥ 0.
We conclude this section with a stability result for (1.1) (1.2) by adapting the proof
of Proposition 4.1. Let uε be uniformly bounded in QT for every T > 0. We define the
relaxed half limits as follows. For any (x, t) ∈ Q, take
u(x, t) = limsup∗
ε→0
uε(x, t) = lim
δ→0
sup{uε(y, s) : (y, s) ∈ Q, |x− y|+ |t− s|+ ε ≤ δ},
u(x, t) = liminf∗
ε→0
uε(x, t) = lim
δ→0
inf{uε(y, s) : (y, s) ∈ Q, |x− y|+ |t− s|+ ε ≤ δ}.
(4.10)
Theorem 4.5 (Stability). Let uε a solution of (1.1) and (1.2) for each ε > 0. Assume
that uε are uniformly bounded in QT for every T > 0. Then u and u given by (4.10) are
respectively a sub- and a supersolution of (1.1) satisfying (1.2). In particular, if uε → u
converges uniformly in Q, then u ∈ C(Q) is a solution of (1.1) and (1.2).
Proof. We omit the verification of sub- and supersolution properties in Q, since it follows
from the standard stability theory (cf. [18]). In order to show the supersolution property
of u on the boundary, we can use the same argument in the proof of Proposition 4.1.
Suppose by contradiction that there exists φ ∈ C2(Q) such that u−φ attains a minimum at
(b, t0). Following the proof of Proposition 4.1, we can find a sequence u
ε and (xε, tε) ∈ Q,
still indexed by ε for simplicity, such that (xε, tε)→ (x0, t0) as ε→ 0 and u
ε − φδ attains
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a local maximum at (xε, tε), where φδ is given by (4.3). It is clear that xε 6= b due to the
singular boundary condition. We thus have
φt(b, tε) + F
(
φx(xε, tε) + δ +
2
δ
(xε − b), φxx(xε, tε) +
2
δ
)
≥ 0.
Letting ε→ 0 , we obtain
φt(b, t0) + F
(
φx(b, t0) + δ, φxx(b, t0) +
2
δ
)
≥ 0,
which leads to a contradiction if δ > 0 is taken sufficiently small. 
4.2. Nonexistence of spatially bounded solutions for α ≤ 2. We consider the be-
havior of solution of (1.1) and (1.2) with g(p) ≥ O(|p|−2) as p → ±∞. We construct
subsolutions of (1.1) and (1.2) with uniformly bound initial data and rapidly growing
boundary values.
Let b > 0. Assume f and g satisfy (A1) and (A2’). Then, there exist p0 > 0 and M > 0
such that
g(p) ≥ 2M |p|−2 for |p| ≥ p0. (4.11)
For sufficiently large k > 0, let
rk :=
√
1 + k2
k2
b (4.12)
and yk ∈ (0, e
−1) is chosen to satisfy
1
yk log yk
= −k. (4.13)
Define x(k, t) by
x(k, t) = exp (− exp{f(−M log yk)t+ log(− log yk)}) + b− yk for t ≥ 0. (4.14)
Define
u(x, t; k) :=


log
(
log{x(k,t)−x+yk}
log yk
)
−
√
r2k − x(k, t)
2 for x ∈ (x(k, t), b],
−
√
r2k − x
2 for x ∈ [−x(k, t), x(k, t)],
log
(
log{x(k,t)+x+yk}
log yk
)
−
√
r2k − x(k, t)
2 for x ∈ [−b,−x(k, t)).
(4.15)
Remark 4.6. Let us make some remarks on our choice of rk, yk and x(t, k) above.
• rk in (4.12) is chosen so that the derivative of the graph of the arc with radius rk
centered at the origin in R2 is ±k at the boundary x = ±b.
• The choice of yk in (4.13) is unique in (0, e
−1) for sufficiently large k > 0 and
yk → 0 as k →∞.
• x(k, t) in (4.14) is the solution of the ordinary differential equation
x′(t)
{x(t)− b+ yk} log{x(t)− b+ yk}
= f(−M log yk) (4.16)
in [0,∞) for any k > 0 large and x(0) = b.
Lemma 4.7 (Construction of subsolutions). Let b > 0. Assume that functions f and g
satisfy (A1) and (A2’). Then, u defined by (4.15) is continuous in Q and a subsolution
of (1.1) and (1.2) for sufficiently large k > 0.
18 TAKASHI KAGAYA AND QING LIU
Proof. For simplicity of notation, below we omit the parameter k in u. We can easily see
that u is continuous in Q and smooth in Q \ Γk, where
Γk = ∪t>0{(±x(k, t), t)}.
Furthermore, the choice of yk (4.13) yields
lim
x→x(k,t)+
ux(x, t) = k > lim
x→x(k,t)−
ux(x, t),
lim
x→−x(k,t)−
ux(x, t) = −k < lim
x→−x(k,t)+
ux(x, t)
(4.17)
for t > 0. Thus, u(x, t) − φ(x, t) cannot attain a local maximum at (±x(k, t), t) for any
t > 0 and φ ∈ C2(Q). Indeed, if we assume u(x, t) − φ(x, t) attains a local maximum at
(x(k, t0), t0) for some t0 > 0 and φ ∈ C
2(Q), we have
u(x(k, t0) + h, t0)− u(x(k, t0), t0) ≤ φ(x(k, t0) + h, t0)− φ(x(k, t0), t0) for h ∈ R,
which yields
lim
x→x(k,t0)+
ux(x, t0) ≤ φx(x(k, t0), t0) ≤ lim
x→x(k,t0)−
ux(x, t0).
This contradicts (4.17). When u(x, t)−φ(x, t) attains a local maximum at (−x(k, t0), t0),
we also obtain a contradiction by a similar argument. Therefore, it is sufficient to prove
that u satisfies
ut ≤ f(g(ux)uxx) in Q \ Γk
in the classical sense.
Case 1. For (x, t) ∈ Q \ Γk with −x(k, t) < x < x(k, t), it is easily seen that ut = 0 and
uxx > 0. Thus, we have ut ≤ f(g(ux)uxx) by the conditions (A1) and (A2’).
Case 2. For (x, t) ∈ Q \ Γk with x(k, t) < x < b, we have
ux(x, t) = −
1
{x(k, t)− x+ yk} log{x(k, t) − x+ yk}
≥ −
1
yk log yk
= k
for sufficiently large k > 0. It implies by (4.11) and yk → 0 as k → 0 that
f(g(ux(x, t))uxx(x, t)) ≥ f(2M(ux(x, t))
−2uxx(x, t))
= f(−2M(1 + log{x(k, t)− x+ yk}))
≥ f(−M log{x(k, t) − x+ yk})
≥ f(−M log yk)
(4.18)
for sufficiently large k > 0. On the other hand, we can also obtain by xt(k, t) < 0 and
x(k, t) > 0
ut =
xt(k, t)
{x(k, t)− x+ yk} log{x(k, t)− x+ yk}
+
x(k, t)xt(k, t)√
r2k − x(k, t)
2
≤
xt(k, t)
{x(k, t)− b+ yk} log{x(k, t)− b+ yk}
.
(4.19)
Since x(k, t) is chosen to satisfy (4.16), it follows from (4.18) and (4.19) that ut ≤
f(g(ux)uxx) holds. In the case −b < x < −x(k, t), the inequality can be obtained simi-
larly. 
We are now in a position to prove Theorem 1.2.
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Proof of Theorem 1.2. Assume that u ∈ C(Q) is a solution of (1.1)–(1.3) and fix t0 > 0.
For sufficiently large k, let u be the function defined by (4.15). Then,
u(x, 0) ≥ min
−b≤y≤b
u(y, 0) ≥ u(x, t; k) + min
−b≤y≤b
u(y, 0) for x ∈ [−b, b]
and u satisfies (3.1) in the time interval [0, t0], where the Lipschitz constant L depends on
t0 and k. Therefore, we obtain by the comparison principle
u(b, t0) ≥ u(b, t0; k) + min
−b≤x≤b
u(x, 0)
= t0f(−M log yk)−
√
r2k − x(k, t0)
2 + min
−b≤x≤b
u(x, 0)
≥ t0f(−M log yk)− rk + min
−b≤x≤b
u(x, 0)
(4.20)
for sufficiently large k > 0. From yk → 0 and rk → b as k →∞, we have u(b, t0) =∞ by
letting k →∞ in (4.20), which contradicts the boundedness of u on [−b, b]× [0, t0]. 
5. Stationary problem
In this section, we first prove Theorem 1.3. As we mentioned in the introduction, we
will need the regularity theory for the profile function.
Lemma 5.1 (Regularity improvement). Let b > 0. Assume that functions f and g satisfy
(A1) and (A2). Assume also that W ∈ C([−b, b]) ∩ C0,1((−b, b)) and c ∈ R satisfy (1.13)
in the viscosity sense. Then, W ∈ C1,1(−b, b).
Proof. Let b0 ∈ (0, b). Then, from W ∈ C
0,1((−b, b)), there exists M > 0 such that
|W (x)−W (y)| ≤M |x− y| for x, y ∈ [−b0, b0].
Thus, W has derivative Wx at almost everywere in [−b0, b0] and |Wx(x)| ≤ L if the
derivative exists. It yields that W satisfies
A1 := f
−1(c)/
(
max
|p|≤M
g(p)
)
≤ f−1(v)/g(Wx) =Wxx
≤ f−1(c)/
(
min
|p|≤M
g(p)
)
=: A2 in (−b0, b0)
(5.1)
in the sense of viscosity. Then, W − A1x
2/2 is convex and W − A2x
2/2 is concave in
[−b0, b0]; in other words, W is both semiconvex and semiconcave. Thus, it is clear that
W ∈ C1,1((−b, b)); see also Corollary 7.2. 
Let us now prove Theorem 1.3.
Proof of Theorem 1.3. By the assumption (A2), we can take
G(p) =
∫ p
−∞
g(s) ds (5.2)
for all p ∈ R. We take c > 0 satisfying
2bf−1(c) = G(∞) =
∫ ∞
−∞
f(s) ds. (5.3)
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Noticing that G is strictly increasing in R, we get its inverse function G−1 : (0, 2bf−1(c))→
R. Note that G−1 is integrable near the endpoints due to the condition (A1); in fact, by
using the change of variable y = G(p), we get∫ G(∞)
0
G−1(y) dy =
∫ ∞
−∞
pG′(p) dp =
∫ ∞
−∞
pg(p) dp <∞.
We therefore can take W as follows:
W (x) =
∫ x
0
G−1(f−1(c)(y + b)) dy, x ∈ [−b, b].
One can easily verify that W is of class C([−b, b]) ∩ C2((−b, b)) and (W, c) satisfies
G(Wx(x)) = f
−1(c)(x+ b), x ∈ (−b, b) (5.4)
with Wx(±b) = ±∞, which yields
G(Wx)x = f
−1(c), x ∈ (−b, b). (5.5)
Thus, (W, c) fulfill (1.13) and (1.14) in the classical sense.
Next, we assume that (W˜ , c˜) ∈ {C([−b, b]) ∩C0,1((−b, b))} ×R is another solution pair
of (1.13) and (1.14) in the viscosity sense. By Lemma 5.1, we see that W˜ ∈ C1,1((−b, b))
satisfies
G(W˜x)x = f
−1(c˜) a.e. in (−b, b). (5.6)
Note that the fundamental theorem of calculus holds for G(W˜x) since the Lipschitz regu-
larity of G(W˜x) follows from it of W˜x and G. Thus, by the boundary condition (1.14), the
speeds c˜ also should satisfy (5.3), which yields c˜ = c. Furthermore, taking the difference
between (5.5) and (5.6) yields
{G(Wx)−G(W˜x)}x = 0 a.e. in (−b, b).
Thus, W = W˜ +m for some m ∈ R.
Let us prove the Ho¨lder continuity of W in (ii). Hereafter, the power aβ for any
a, β ∈ R should be understood as the signed power |a|β−1a. By the condition (A2), there
exist constants M1,M2 > 0 such that
M1|s|
−α ≤ g(s) ≤M2|s|
−α
for all s ∈ R with |s| sufficiently large. For any x ∈ (−b, b) sufficiently close to −b, let
s(x) :=
(
α− 1
M1
f−1(c)(x+ b)
) 1
1−α
.
Then, we obtain by a simple calculation
G(s(x)) =
∫ −s(x)
−∞
g(p) dp ≥
∫ −s(x)
−∞
−M1p
−α dp = f−1(c)(x + b),
which implies by using the change of variable f−1(c)(y + b) = G(p)
|W (−b)−W (x)| = −
∫ x
−b
G−1(f−1(c)(y + b)) dy ≤
−1
f−1(c)
∫ −s(x)
−∞
pG′(p) dp
≤
M2
f−1(c)
∫ −s(x)
−∞
−p1−α dp ≤M(x+ b)
α−2
α−1
for some M > 0 if x is sufficiently close to −b. At the other boundary point, |W (b) −
W (x)| ≤ M˜(b − x)(α−2)/(α−1) for some M˜ > 0 can be proved similarly if x is sufficiently
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close to b. The Ho¨lder continuity at the boundary points and C2-regularity in (−b, b)
yields W ∈ C
α−2
α−1 ([−b, b]). 
Theorem 5.2 (Uniqueness of profiles). Let c > 0 and W be the speed and the profile
function of the traveling wave obtained in Theorem 1.3. Assume that W,W ∈ C([−b, b])∩
C0,1((−b, b)) are respectively a subsolution and a supersolution of (1.13) and (1.14) in the
viscosity sense. Then W and W are differentiable, and satisfy W x =W x =Wx in (−b, b).
In particular, W and W are smooth and coincide with W in (−b, b) up to constants.
Proof. We first show thatW x =Wx almost everywhere in (−b, b). The Lipschitz regularity
of W implies that W is differentiable almost everywhere, and the singularity boundary
condition (1.14) yields
W x(xn)→ ±∞ (5.7)
for any sequence {xn} ⊂ (−b, b) such that W is differentiable at all xn and xn → ±b
as n → ∞. Also, for any b0 ∈ (0, b), W is semiconcave in (−b0, b0); in fact, we have
W xx ≤ A in the viscosity sense for some A ∈ R by a similar argument for (5.1). Therefore
W (x)−Ax2/2 is concave in [−b0, b0].
Recall that G is given by (5.2). By Lemma 7.3, G(W x) is differentiable almost every-
where and it implies that
(G(W x))x ≤ f
−1(c) a.e. in (−b0, b0)
since W is a supersolution of (1.13). Apply this inequality and (7.6) to get
G(W x(y))−G(W x(x)) ≤
∫ y
x
(G(W x))x (s) ds ≤ f
−1(c)(y − x) (5.8)
for all −b < x < y < b where W is differentiable.
Let us now compare the behavior of W and W . Taking x→ −b+ in the set of differen-
tiable points of W and applying (5.4) and (5.7), we have G(W x(y)) ≤ G(Wx(y)) at any
differentiable point y ∈ (−b, b) of W . Thus, it is sufficient to suppose that assume that
W x(x0) < Wx(x0) to prove the claim by contradiction. Noticing that W is smooth and
convex, we can find x¯ < x0 such that W x(x0) =Wx(x¯). By (5.8) and (5.4), we thus have
G(W x(y)) = (G(W x(y)−G(W x(x0))) +G(W x(x0))
≤ f−1(c)(y − x0) + f
−1(c)(x¯ + b)
= f−1(c)((y + x¯− x0) + b) = G(Wx(y + x¯− x0))
for almost every y ∈ (x0, b). This upper bound for W x in (x0, b) contradicts (5.7). We
thus have W x(x) =Wx(x) for almost every x ∈ (−b, b). Moreover, the monotonicity (7.2)
holds with φ(x) = W − Ax2/2 and b = b0 in the case that φ is concave, where A and b0
are the constants as above. These imply that W x(x) exists and coincides with Wx(x) for
all x ∈ (−b, b) since Wx is continuous in (−b, b).
Our proof for the part on W is similar. In this case, instead of (5.8) we have
G(W x(y))−G(W x(x)) ≥ f
−1(c)(y − x)
at any differentiable points x, y of W with −b < x < y < b, and instead of the singular
boundary condition, we use the Lipschitz continuity in (−b, b) to deduce that W x = Wx
in (−b, b). We leave the details to the reader. 
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Remark 5.3. We stress that under the assumptions of Theorem 5.2, W =W +C in [−b, b]
for some C ∈ R. Although by definition W is only lower semicontinuous in [−b, b], W
must be continuous up to the boundary for otherwise it will violate the singular boundary
condition. Thus, the assumption W ∈ C([−b, b]) in Theorem 5.2 can be removed.
Remark 5.4. Theorem 5.2 also implies that we can choose an initial function satisfying
(A3) only if L− ≤ c ≤ L+.
6. Large time behavior
In this section, we prove the convergence of viscosity solution of (1.1)–(1.3) to a travel-
ing wave obtained by Theorem 1.3 under the assumptions (A1)–(A3) and the additional
assumption L− > 0 in (A3).
First, we prove local Lipschitz continuity of the solution. We note that the Lipchitz
regularity requires only L− ≥ 0.
Proposition 6.1 (Local equi-Lipschitz regularity). Let b > 0. Assume that functions
f, g and u0 satisfy (A1), (A2) and (A3) with L− ≥ 0. Let u be the unique solution of
(1.1)–(1.3). Then, for any b0 ∈ (0, b), there exists a constant M > 0 such that
|u(x, t)− u(y, t)| ≤M |x− y| for (x, t), (y, t) ∈ [−b0, b0]× [0,∞). (6.1)
Proof. Let (W, c) be the solution of (1.13) and (1.14) obtained in Theorem 1.3. Then,
applying Theorem 3.1, we can find constants a−, a+ ∈ R such that
W (x) + ct+ a− ≤ u(x, t) ≤W (x) + ct+ a+ for (x, t) ∈ [−b, b]× [0,∞). (6.2)
Thus, it follows from the boundedness of W that there exists a constant M˜ > 0 such that
|u(x, t)− u(y, t)| ≤ |W (x)−W (y) + a+ − a−| ≤ M˜ (6.3)
for x, y ∈ [−b, b] and t ≥ 0. We define a constant M > 0 as
M :=
M˜
(b− b0)
. (6.4)
Hence, we have by (6.3) and (6.4)
|u(±b, t)− u(y, t)| ≤M | ± b− y| for (y, t) ∈ [−b0, b0]× [0,∞). (6.5)
Now, we take arbitrary points x, y ∈ [−b0, b0] and assume x < y without loss of generality.
From Corollary 4.4, u(·, t) is convex for any t ≥ 0 and hence a similar argument to obtain
(7.3) can be applied. Then, we have by (6.5)
−M ≤
u(x, t) − u(−b, t)
x+ b
≤
u(y, t)− u(x, t)
y − x
≤
u(b, t) − u(y, t)
b− y
≤M
for any t ≥ 0, which is equivalent to (6.1). 
An argument similar to Lemma 5.1 enables us to obtain regularity in space higher than
Lipschitz continuity.
Corollary 6.2 (Regularity improvement). Let b > 0. Assume that functions f, g and u0
satisfy (A1), (A2) and (A3) with L− ≥ 0. Let u be the unique solution of (1.1)–(1.3).
Then, u(·, t) ∈ C1,1((−b, b)) for any t > 0.
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Proof. Proposition 6.1 yields that there exists constants A1 ≤ A2 depending on b0 ∈ (0, b)
such that A1 ≤ uxx(x) ≤ A2 for x ∈ (−b0, b0) in the viscosity sense by applying Corollary
4.3 and a similar argument to obtain (5.1). Then, u(·, t) is semiconvex and semiconcave
in [−b0, b0], hence Corollary 7.2 can be applied. 
Hereafter, we assume that L− > 0.
Proposition 6.3 (Equi-Ho¨lder regularity). Let b > 0. Assume that functions f, g and u0
satisfy (A1), (A2) and (A3) with L− > 0. Let u be the unique solution of (1.1)–(1.3).
Then, for any b0 ∈ (0, b), there exists a constant Mα > 0 such that
|u(x, t) − u(y, t)| ≤Mα|x− y|
α−2
α−1 for (x, t), (y, t) ∈ [−b, b]× [0,∞).
Proof. Let (W, c) be the solution of (1.13) and (1.14) obtained in Theorem 1.3. Choose
c± ∈ R so that 0 < c− < 1 < c+, g((W+)x)(W+)xx = f
−1(L−) and g((W−)x)(W−)xx =
f−1(L+), where
W+(x) := c+W (−b+ (x+ b)/c+) for x ∈ [−b, b],
W−(x) := c−W (−b+ (x+ b)/c−) for x ∈ [−b, 2c−b− b].
Note that we can choose such sufficiently large c+ and small c− since g((W±)x)(W±)xx =
f−1(c)/c±. See also Remark 5.4 for the order L− ≤ c ≤ L+. From Corollary 4.3 and
Corollary 6.2, we have
G(ux(x, t)) −G(ux(y, t)) =
∫ x
y
(G ◦ ux)x(z, t) dz
≥ f−1(L−)(x− y) = G((W+)x(x))−G((W+)x(y))
for −b < y < x < b and t ≥ 0. Letting y → −b, we have by ux(y, t) → −∞ and the
monotonicity of G
ux(x, t) ≥ (W+)x(x) for − b < x < b, t ≥ 0.
Integrating the inequality in [−b+ ε, x] and letting ε→ 0, we obtain by the continuity of
u(·, t)
u(−b, t)− u(x, t) ≤W+(−b)−W+(x) for − b < x < b, t ≥ 0. (6.6)
Similary, we also obtain
u(−b, t)− u(x, t) ≥W−(−b)−W−(x) for − b < x < 2c−b− b, t ≥ 0. (6.7)
It follows from (6.6), (6.7), the Ho¨lder continuity of W and the choices of c± that there
exists a constant M˜α > 0 such that
|u(−b, t)− u(x, t)| ≤ M˜α|x+ b|
α−2
α−1 for (x, t) ∈ [−b, 2c−b− b]× [0,∞).
By a similar argument we can prove that
|u(b, t)− u(x, t)| ≤ M˜α|b− x|
α−2
α−1 for (x, t) ∈ [b− 2c−b, b]× [0,∞).
The uniformly Ho¨lder continuity of u(·, t) follows from the Ho¨lder continuity around the
boundary points and the local Lipschitz continuity in (−b, b). 
Under the assumptions in Theorem 1.4, due to (6.2), for the function
w(x, t) := u(x, t) − ct, (x, t) ∈ [−b, b]× [0,∞),
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we can define at every x ∈ [−b, b] the following relaxed limits as t→∞:
W (x) = limsup∗
t→∞
w(x, t) = lim
ε→0+
sup{w(y, s) : y ∈ [−b, b], |x− y| ≤ ε, s ≥ 1/ε},
W (x) = liminf∗
t→∞
w(x, t) = lim
ε→0+
inf{w(y, s) : y ∈ [−b, b], |x− y| ≤ ε, s ≥ 1/ε}.
(6.8)
Adopting similar stability arguments in the proof of Theorem 4.5, we show the following
result.
Proposition 6.4 (Sub- and supersolution properties of relaxed limits). Let b > 0. Assume
that functions f, g and u0 satisfy (A1), (A2) and (A3) with L− > 0. Let u be the unique
solution of (1.1)–(1.3). Then, the relaxed limitsW andW given as in (6.8) are respectively
a subsolution and a supersolution of (1.13) and (1.14) with the speed c of the traveling
wave obtained in Theorem 1.3.
Proof. Suppose that there exist φ ∈ C2([−b, b]) and x0 ∈ (−b, b) such thatW −φ attains a
strict minimum in [−b, b] at x0. Then by definition there exists (yε, sε) ∈ (−b, b)× [1/ε,∞)
such that yε → x0 as ε→ 0 and
w(yε, sε)− φ(yε) ≤W (x0)− φ(x0) + ω(ε),
where ω is a modulus of continuity. Letting
Φ(x, t) := w(x, t) − φ(x) + ε(t− sε)
2,
we have
inf
(x,t)∈Q
Φ(x, t) ≤ Φ(yε, sε) ≤W (x0)− φ(x0) + ω(ε),
where we recall that Q = (−b, b) × (0,∞). It follows that Φ attains a minimum in Q at
some (xε, tε) ∈ (−b, b) × (0,∞) satisfying xε → x0 as ε→ 0. Indeed, since w(x, t) − φ(x)
is bounded in Q = [−b, b]× [0,∞), we get
inf
x∈[−b,b]
Φ(x, 0) ≥ inf
x∈[−b,b]
(w(x, 0) − φ(x)) + 1/ε > W (x0)− φ(x0) + ω(ε)
when ε > 0 is taken sufficiently small and also have
inf
x∈[−b,b]
Φ(x, t)→∞ as t→∞.
We thus can find (xε, tε) ∈ [−b, b]× (0,∞) such that
min
Q
Φ = Φ(xε, tε),
which implies that tε →∞ as ε→ 0 and
Φ(xε, tε) ≤ Φ(yε, sε) ≤W (x0)− φ(x0) + ω(ε). (6.9)
By taking a subsequence, we have xε → xˆ as ε→ 0. It follows that
W (xˆ)− φ(xˆ) ≤ lim inf
ε→0
Φ(xε, tε) ≤W (x0)− φ(x0).
Noticing that W − φ attains a strict a minimum at x0, we have xˆ = x0, which means that
xε → x0 as ε→ 0. In particular, xε 6= ±b when ε > 0 is small.
Moreover, (6.9) yields
lim sup
ε→0
ε(tε − sε)
2 ≤W (x0)− lim inf
ε→0
w(xε, tε) ≤ 0,
which further implies that
ε|tε − sε| → 0 as ε→ 0. (6.10)
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Since
(x, t) 7→ u(x, t)− ct+ ε(t− sε)
2 − φ(x)
has a minimum at (xε, tε), applying Definition 2.1, we obtain
c− 2ε(tε − sε) + F (φx(xε), φxx(xε)) ≥ 0.
Letting ε→ 0 and adopting (6.10), we get
c+ F (φx(x0), φxx(x0)) ≥ 0
as desired.
We next verify the singular boundary condition. We show that W cannot be tested
from below by C2 functions at x = ±b. Assume by contradiction that there exists φ ∈
C2([−b, b]) such that W (x) − φ(x) attains a minimum at x = b. (The case when the
minimum attains at x = −b can be treated in a symmetric way.) We slightly change the
test function by setting
φδ(x) = φ(x) + δ(x − b) +
1
δ
(x− b)2
with δ > 0 for all x ∈ [−b, b]. It is not difficult to see that for each δ > 0, W − φδ attains
a strict local minimum at b.
We can follow the same argument as in the interior case above (with x0 replaced by b)
to find, for each ε > 0, a local minimizer (xε, tε) of
(x, t) 7→ u(x, t)− ct− φδ(x) + ε(t− sε)
2
for some sε ≥ 1/ε. Also, we still have xε → b and (6.10) as ε → 0. However, by
Definition 2.1 we get xε 6= b, since w satisfies the singular boundary condition. Applying
the definition of supersolutions again and letting ε→ 0, we deduce that
c+ F
(
φx(b) + δ, φxx(b) +
2
δ
)
≥ 0.
Sending δ → 0, we obtain a contradiction due to the fact that
F
(
φx(b) + δ, φxx(b) +
2
δ
)
→ −∞ as δ → 0.
We have completed the verification of the supersolution W . We omit the analogous
proof for W . In fact, there is no need to consider the boundary condition for subsolutions
and we only need to apply the interior argument above in a symmetric manner. 
For our later application, below we prepare a strong comparison principle with smooth
sub- or supersolutions by adapting the arguments in [19].
Proposition 6.5 (Strong comparison principle). Let b > 0. Assume that functions f, g
satisfy (A1) and (A2). Assume also f−1 is Lipschitz away from s = 0 and g is Lipschitz
in R. Let u and v be respectively a sub- and a supersolution of (1.1). Assume that either
u or v is of class C2(Q) with its time derivative uniformly bounded away from 0. If there
exists (x0, t0) ∈ Q such that u− v attains a maximum at (x0, t0), then u(·, t0)− v(·, t0) is
constant in (−b, b).
Proof. Let z0 = (x0, t0). Suppose that u−v attains a maximum at z0. Let us assume that
v ∈ C2(Q) and
|vt| ≥ µ in Q (6.11)
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for some µ > 0. The case when u satisfies the same conditions can be similarly handled.
Moreover, without loss of generality we may assume that there exists δ > 0 small such
that u(x, t0) − v(x, t0) < u(z0) − v(z0) for all x ∈ (x0, x0 + 2δ) with x0 + 2δ < b. Let
xδ = x0 + δ and zδ = (xδ, t0). Then there exists r ∈ (0, δ] and an ellipse
Or := {(x, t) ∈ Q : (x− xδ)
2 + a(t− t0)
2 < r2}
with a > 1 such that
u− v < u(z0)− v(z0) in Or(zδ)
and
u(zˆ)− v(zˆ) = u(z0)− v(z0), (6.12)
for some zˆ = (xˆ, tˆ) ∈ ∂Or. Moreover, by choosing a > 1 sufficiently large, we can let all
such zˆ satisfy
|xˆ− xδ| ≥
2r
3
. (6.13)
Fix a large constant γ > 0 to be determined later and arbitrarily take 0 < ε ≤ 1/γ2. We
consider
Ψε(x, t) = u(x, t)− v(x, t) + ψ
ε(x, t)
for (x, t) ∈ Q, where ψε is given by
ψε(x, t) = εe−γ(x−xδ)
2−aγ(t−t0)2 .
It is not difficult to see that, for any ε > 0 small, Ψε attains a local maximum at some
zε = (xε, tε) ∈ Q near some zˆ ∈ ∂Or fulfilling (6.12). Let us take a subsequence, still
indexed by ε for simplicity, and assume that zε → zˆ as ε→ 0. As a consequence, for any
ε > 0 small we have
max{|xε − xδ|, |tε − t0|} ≤ δ (6.14)
and by (6.13),
|xε − xδ| ≥
r
2
. (6.15)
Since u and v are respectively a sub- and a supersolution of (1.1), we have
f−1(vt(zε)− ψ
ε
t (zε)) ≤ g (vx(zε)− ψ
ε
x(zε)) (vxx(zε)− ψ
ε
xx(zε)), (6.16)
f−1(vt(zε)) ≥ g (vx(zε)) vxx(zε). (6.17)
By direct computation, we have
ψεt (zε) = −2aγ(tε − t0)ψ
ε(zε),
ψεx(zε) = −2γ(xε − x0)ψ
ε(zε),
ψεxx(zε) = −2γψ
ε(zε) + 4γ
2(xε − x0)
2ψε(zε).
Note that
|ψεxx(zε)| ≤ C0
holds for some C0 > 0 depending on δ > 0, thanks to (6.14) and the relation that ε < 1/γ
2.
Similary, we can also see that
|ψεt (zε)| ≤ µ/2
for sufficiently large γ, thanks to (6.14) and the relation that ε < 1/γ2. In view of (6.11),
by using the Lipschitz regularity of f−1 away from s = 0, we have
f−1(vt(zε)− ψ
ε
t (zε))− f
−1(vt(zε)) ≥ −C1γψ
ε(zε),
where C1 > 0 depends on a, α, δ and µ. Also, the Lipschitz continuity of g implies the
existence of C2 > 0 depending on α, b and |vx(zε)| such that
|g (vx(zε)− ψ
ε
x(zε))− g (vx(zε))| ≤ C2γψ
ε(zε).
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Taking the difference between (6.16) and (6.17), we thus get
−C1γψ
ε(zε) ≤ |g (vx(zε)− ψ
ε
x(zε))− g (vx(zε))| |vxx(zε)− ψ
ε
xx(zε)| − g(vx(zε))ψ
ε
xx(zε)
≤ C2γψ
ε(zε)(|vxx(zε)|+ C0)− g (vx(zε))ψ
ε
xx(zε)
≤ Cγψε(zε)−
1
C
γ2(xε − x0)
2ψε(zε),
where C > 0 is a large constant depending only on α, b, C0 as well as the local bound of
|vx| and |vxx| near zˆ. Due to (6.15), the estimate above yields
−C1 ≤ C −
r2
4C
γ,
which is a contradiction if we take
γ >
4C(C1 + C)
r2
.
Our proof is thus complete. 
The lower bounded for the evolution speed of u or v seems to be a necessary condition,
since the parabolic degeneracy of (1.1) occurs exactly at ut = 0.
Proof of Theorem 1.4. For any t ≥ 0, let
η(t) = max
x∈[−b,b]
{u(x, t)−W (x)− ct} ,
η(t) = min
x∈[−b,b]
{u(x, t)−W (x)− ct} .
Applying the comparison principle in Theorem 3.1, we see that η is non-increasing while
η is non-decreasing in [0,∞). As a result, we have
η(t)→ m, η(t)→ m
as t → ∞. In order to prove the desired convergence result, we only need to show that
m = m.
If we view u(x, t+ s)−W (x)− ct− cs as a family of functions of (x, t) in Q parametrized
by s ≥ 0, then it is not difficult to see that it is uniformly bounded and Ho¨lder continuous
in Q. By the Arzela`-Ascoli theorem, we can find a sequence sk > 0 and w ∈ C(Q) such
that
u(x, t+ sk)− c(t+ sk)→ w(x, t)
uniformly in QT as k → ∞ for any T > 0. In addition, w(·, t) is Ho¨lder continuous in
[−b, b] and locally Lipschitz in (−b, b) uniformly for all t > 0. By Theorem 4.5, we can
show that v(x, t) = w(x, t) + ct is a solution of (1.1) and (1.2). Moreover, sending k →∞
for α(t+ sk) and α(t+ sk) leads to
m = max
x∈[−b,b]
{w(x, t) −W (x)} ,
m = min
x∈[−b,b]
{w(x, t) −W (x)} ,
for all t > 0.
Suppose that there exists (x0, t0) ∈ Q such that
m = w(x0, t0)−W (x0) = v(x0, t0)− ct0 −W (x0).
Since W (x) + ct is a smooth solution of (1.1) and (1.2) with its time derivative being
c > 0, by Proposition 6.5 we deduce that w(·, t0)−W is a constant in [−b, b] and therefore
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m = m. We can use the same argument to prove m = m if the minimum for m is attained
in Q.
It remains to consider the case when m and m are only attained at {±b} for any t > 0.
Assume by contradiction that m > m. By continuity of w, without loss of generality we
may assume that
m = w(b, t) −W (b),
m = w(−b, t)−W (−b)
(6.18)
for all t > 0. In view of Proposition 6.4, we see that W given in (6.8) is a supersolution
of (1.13) and (1.14). Hence, by (6.18) and the Ho¨lder continuity of w(·, t) uniformly for
all t > 0, it follows that
m =W (b)−W (b),
m =W (−b)−W (−b),
which yields
W (b)−W (b) > W (−b)−W (−b) (6.19)
Note that the local Lipschitz continuity of w(·, t) for all t > 0 implies the local Lipschitz
continuity of W . Therefore, in light of Theorem 5.2 together with Remark 5.3, W −W is
constant in [−b, b], which is clearly a contradiction to (6.19). 
7. Appendix
In the proof, we use the one-sided derivatives defined by
φ+x (x) := limy→x+
φ(y)− φ(x)
y − x
,
φ−x (x) := limy→x−
φ(y)− φ(x)
y − x
(7.1)
for φ ∈ C([−b, b]) and x ∈ (−b, b) if they exist.
Lemma 7.1. Let b > 0. Assume φ ∈ C([−b, b]) is convex (resp. concave). Then, one-sided
derivatives defined by (7.1) are well-defined in (−b, b), finite and
φ−x (x) ≤ φ
+
x (x) ≤ φ
−
x (y) ≤ φ
+
x (y) (resp. φ
−
x (x) ≥ φ
+
x (x) ≥ φ
−
x (y) ≥ φ
+
x (y)) (7.2)
for −b < x < y < b.
Proof. Assume φ is convex. The proof on a concave function φ is similar. Let s, t, u, v ∈
[−b, b] be arbitrary such that −b ≤ s < u < v < t ≤ b. Then, we obtain
φ(u)− φ(s)
u− s
≤
φ(t)− φ(u)
t− u
≤
φ(t)− φ(v)
t− v
. (7.3)
Indeed, it follows from the convexity of φ that
φ(u) ≤
u− s
t− s
φ(t) +
t− u
t− s
φ(s)
which is equivalent to the first inequality in (7.3). The second inequality can be proved
by a similar argument. Taking t = x ∈ (−b, b) in the second inequality, we can see that
(φ(y) − φ(x))/(y − x) is non-decreasing as y → x− and hence the one-sided derivative
φ−x (x) exists. Similarly, φ
+
x (x) exists for x ∈ (−b, b). The first inequality in (7.3) with
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u = x ∈ (−b, b) and the inequality (7.3) with −b < s = x < y = t < b yield φ−x (x) ≤ φ
+
x (x)
and φ+x (x) ≤ φ
−
x (y). Thus, we have (7.2). Similarly, we can obtain
φ(x)− φ(−b)
x+ b
≤ φ−x (x) ≤ φ
+
x (x) ≤
φ(b)− φ(x)
b− x
(7.4)
for x ∈ (−b, b), thus the one-sided derivatives are finite in (−b, b). 
Corollary 7.2. Let b > 0 and φ ∈ C([−b, b]). Assume that for any b0 ∈ (0, b) there exists
A1 ≥ A2 such that φ(x) + A1x
2/2 is convex and φ(x) + A2x
2/2 is concave in [−b0, b0].
Then, φ ∈ C1,1((−b, b)) and
A2(y − x) ≤ φx(x)− φx(y) ≤ A1(y − x) for − b0 < x ≤ y < b0. (7.5)
Proof. Fix an arbitrary b0 ∈ (0, b). Applying Lemma 7.1 to φ(x) + A1x
2/2 and φ(x) +
A2x
2/2, we obtain φ−x (x) ≤ φ
+
x (x) and φ
−
x (x) ≥ φ
+
x (x) at any point x ∈ (−b0, b0), re-
spectively. Thus, φ ∈ C1((−b0, b0)). Lemma 7.1 also yields (7.5). Since b0 is arbitrary,
φ ∈ C1,1((−b, b)). 
Lemma 7.3. Let b > 0. Assume G ∈ C0,1(R) is monotone increase. Let φ ∈ C([−b, b]).
Assume that for b0 ∈ (0, b) there exists A ∈ R such that φ(x) + Ax
2/2 is convex (resp.
concave) in [−b0, b0]. Then, φx and (G(φx(x)))x exists almost everywhere in (−b, b) and
G(φx(x))−G(φx(y)) ≥
∫ x
y
(G ◦ φx)x(z) dz
(
resp. G(φx(x)) −G(φx(y)) ≤
∫ x
y
(G ◦ φx)x(z)
) (7.6)
for −b < y < x < b if φx exists at x and y.
Proof. Fix an arbitrary b0 ∈ (0, b). Assume φ(x) + Ax
2 is convex for some A ∈ R. The
proof is similar in the case that φ(x) +Ax2 is concave. Let b1 ∈ (0, b0). It is follows from
(7.4) that φ−x (x)+Ax and φ
+
x (x)+Ax is bounded in [−b1, b1]. Applying the monotonicity
(7.2), we can see that the derivative φx(x) + Ax is well-defined almost everywhere and
non-decreasing in x ∈ [−b1, b1]. Thus, φx(x) + Ax is of bounded variation and hence
there exist an absolutely continuous function φreg and a step function φsing with countable
jumping points such that
φx(x) = φreg(x) + φsing(x)
if φx exists at x ∈ [−b1, b1]. Note that φsing is non-decreasing since
lim
yn→x+
φsing(yn)− lim
zn→x−
φsing(zn) = lim
yn→x+
(φx(yn)− φreg(yn))− lim
zn→x−
(φx(zn)− φreg(zn))
= lim
yn→x+
(φx(yn)−Ayn)− lim
zn→x−
(φx(zn)−Azn) ≥ 0
for any x ∈ (−b1, b1) and sequences {yn}, {zn} in the set of differentiable points of φ.
Since G is Lipschitz and φx is of bounded variation, G(φx) is also of bounded variation
and hence there exist an absolutely continuous function Greg and a step function Gsing
such that
G(φx(x)) = Greg(x) +Gsing(x)
if φx exists at x ∈ [−b1, b1]. It follows from the monotonicity of G and φsing that
lim
yn→x+
Gsing(yn)− lim
zn→x−
Gsing(zn) = lim
yn→x+
G(φx(yn))− lim
zn→x−
G(φx(zn))
= lim
yn→x+
G(φreg(x) + φsing(yn))− lim
zn→x−
G(φreg(x) + φsing(zn)) ≥ 0
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thus Gsing is non-decreasing. Since G(φx) and Greg has same derivative almost everywhere
in (−b1, b1), the fundamental theorem of calculus for Greg and the monotonicity of Gsing
implies
G(φx(x))−G(φx(y)) ≥ Greg(x)−Greg(y) =
∫ x
y
(Greg)x(z) dz =
∫ x
y
(G ◦ φx)x(z) dz.
for −b1 < y < x < b1 if φx exists at x and y. Since b1 and b0 are arbitrary so that
0 < b1 < b0 < b, we have (7.6). 
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