Abstract. Methods for inductive transfer take advantage of knowledge from previous learning tasks to solve a newly given task. In the context of supervised learning, the task is to find a suitable bias for a new dataset, given a set of known datasets. In this paper, we take a kernelbased approach to inductive transfer, that is, we aim at finding a suitable kernel for the new data. In our setup, the kernel is taken from the linear span of a set of predefined kernels. To find such a kernel, we apply convex optimization on two levels. On the base level, we propose an iterative procedure to generate kernels that generalize well on the known datasets. On the meta level, we combine those kernels in a minimization criterion to predict a suitable kernel for the new data. The criterion is based on a meta kernel capturing the similarity of two datasets. In experiments on small molecule and text data, kernel-based inductive transfer showed a statistically significant improvement over the best individual kernel in almost all cases.
Introduction
It is well known that the success or failure of a supervised learning method depends on its bias. If the bias matches well with the underlying learning problem, the system will be able to construct predictive models. If the bias does not match very well, the generated classifier will perform poorly. One of the great advantages of kernel-based methods is the fact that the learning bias can be flexibly adjusted by choosing a customized kernel for the data at hand. However, building custom kernels from scratch for individual applications can be a tedious task. Recent research has dealt with the problem of learning kernels automatically from data, see e.g. the work by Ong et al. [17] and Lanckriet et al. [14] . In practice actual training data is often rare and in most cases it is better to invest it for the actual learning task than for kernel selection. Even though data from the same source may be rare, it is sometimes the case that data on related or similar learning problems is available. As an example, for text classification problems, plenty of related text data might be available on the internet. Similarly, for some problems from computational chemistry, research on related endpoints might lead to related datasets.
The task of using such related data to improve accuracy for the the learning problem at hand is known as inductive transfer. Here, the main idea is that a kernel (i.e., a bias) that has worked well on the related transfer datasets should also work well on the new data. One particularly pragmatic approach to inductive transfer is to build a range of classifiers with varying kernels and settings on the transfer data and to evaluate the predictive accuracy of those classifiers. The kernel that performed best on the transfer datasets could then be selected for the new data. While conceptually simple, this method has three disadvantages. First, classifier evaluation takes quite a lot of time, because evaluation methods like cross validation require the generation of many classifiers. Second, the method evaluates only single kernels and does not take into account the case where a combination of many kernels might perform better than each individual kernel. Third, it does not consider the fact that some transfer datasets are more similar to the learning problem at hand than others.
In this paper we would like to address these issues. As a first contribution we present a method that finds kernels, which generalize well on the existing transfer data without the need to resort to expensive evaluation methods. Having these "known good" kernels for the transfer data, we frame the problem of finding a good kernel for the new data at hand as a meta learning problem. Roughly, this learning problem can be stated as follows: given a set of transfer datasets together with the corresponding good kernels, what would a good kernel for the data at hand look like? We propose to solve this meta learning task using a strategy based on regularized convex loss minimization with a metakernel. For the case where the design of domain-specific meta-kernels is too tedious or impossible (perhaps due to lack of suitable background knowledge), we propose the histogram kernel, a generic meta-kernel that is applicable for standard propositional datasets.
The paper is organized as follows. After a brief review of some related work in Section 2, we introduce the setting and describe our approach in Section 3. We start with the problem of finding good kernels for the transfer data in Section 3.1, present the histogram kernel in section 3.2 and discuss our approach to the meta learning problem in Section 3.3. Finally, we report on experiments in Section 4 and conclude in Section 5.
Related Work
The presented work is related to research in three areas. On one side, there has been considerable progress in learning kernels from data. The original formulation as a semi-definite optimization problem by Lanckriet et al. [14] has been extended in various directions [16, 19] . Other techniques for kernel learning include hyper kernels [17] and boosting [4, 12] . All these approaches aim at learning a good kernel from training data rather than from transfer data. On the other side, there is a long history of work on inductive transfer, see e.g. Baxter [2] . Of course, inductive transfer is related to multi-task learning [3] , where the goal is to induce classifiers for many tasks at once. Multi-task learning with kernels We aim at finding a good kernel k for the base learning problem. To do so, we search for good kernelsk1, . . . ,kn for the n transfer learning problems. The meta learning problem deals with learning a predictorf , which outputs a good base kernel k for the base data.
has been the subject of research by Evgeniou et al. [6] and Argyriou et al. [1] . It is often approached using Bayesian methods [10, 24, 22] . This paper deals with a more asymmetric setting, where we use the older datasets only to increase predictive performance on the new data at hand. Similar settings have been the subject of work by Kaski and Peltonen [13] and Erhan et al. [5] . While Kaski and Peltonen consider the case where only a few instances in the transfer datasets are relevant, the study by Erhan et al. aims at generalizing from the transfer data only, so that no base data is necessary.
Finally, the presented work is also loosely related to research on meta learning. Here, the goal is to induce meta-classifiers, which, given a dataset and its characteristics, propose a learning algorithm that is supposed to perform well on the data at hand. We refer to Pfahringer et al. [18] for a meta learning study based on landmarking and a short overview of related work.
Kernel-Based Inductive Transfer
For the following discussion, we assume a setting, where a user is interested in finding a good classifier for some new data. Additionally, she has access to a range of older datasets, which are assumed to be similar to the new data in some regard. In the following, we call the older datasets transfer datasets and the new data base dataset. The main question we are dealing with is how to find a good kernel (i.e. bias) for the base learning problem, given the old transfer datasets. As illustrated in Figure 1 , we frame this problem as a meta learning task. We proceed in three steps. First, for each transfer dataset, we generate a kernel that leads to a highly predictive classifier on this data. Then, from the transfer datasets and kernels, we learn a meta classifierf , which predicts a new base kernel when given a base dataset. The meta learning algorithm makes use of the meta kernelk to compare two datasets. Finally, in the last step, the meta classifier is applied to the base data at hand, leading to a kernel k for the base learning problem. This kernel is then plugged into a standard SVM to construct a suitable classifier for the base data.
Let us introduce some notation before we delve into the details. As usual, we assume that the training data is given as a set of labeled examples (X, Y ), where the rows x 1 , . . . , x n of the training matrix X ∈ R n×m constitute the examples, and the y 1 , . . . , y n ∈ {−1, 1} represent the class labels. The goal is to induce a classifier from (X, Y ) that predicts well on new, previously unseen test instances. Since we are dealing with the inductive transfer setting, we are given an additional set of t transfer datasets (X 1 ,Ȳ 1 ), . . . , (X t ,Ȳ t ), which are supposed to pose similar learning problems as the one given by (X, Y ). To allow for a concise description, we mark all parameters and variables referring to the transfer problems with a bar. For instance, given a particular transfer dataset (X,Ȳ ), we let (x 1 ,ȳ 1 ), . . . , (x n ,ȳ n ) denote its examples. Similarly, if an SVM is applied on this data, we denote the coefficient vector and threshold output by the SVM withᾱ := (ᾱ 1 , . . . ,ᾱ n ) T andb. As explained above, we proceed in three steps to find a kernel, which is likely to perform well on the base data. First of all, we compute for each transfer dataset (X i ,Ȳ i ) a kernelk * i that generalizes well from (transfer) training data to (transfer) test data. Then, in the second step, we tackle the problem of finding a good kernel k for the base learning data (X, Y ). We frame this as a meta learning problem. In particular, we make use of a meta kernelk : ((X,Ȳ ), (X ,Ȳ )) → r ∈ R, defined on the space of (transfer) datasets, to induce a meta model, represented by a coefficient vectorα and a thresholdb. Given a (base) dataset, the meta model outputs a kernel that is likely to work well for learning on the base data. For notational clarity, we again mark all parameters and variables that deal with the meta learning task (as opposed to the transfer and base learning tasks) with a circle (e.g., we writek to represent the meta kernel). Finally, in the last step, we apply the meta model to the training data (X, Y ) at hand, yielding a base kernel k. This kernel is then employed in the base SVM to build a final classifier. In the following sections we describe the three steps in more detail.
Learning Kernels from Transfer Data
In the first step, we would like to discover which bias works well for each of the k transfer data sets. Since we are working with SVMs, this essentially boils down to the question of what kernel should be chosen in each case. Recall that the softmargin SVM optimizes the regularized hinge loss of classifierf on the training set. More formally, letk be some positive semi-definite kernel, l h (ȳ,f (x)) = max(0, 1 −ȳf (x)) denote the hinge loss, and let C > 0 be a tuning parameter. Then, the SVM minimizes the following functional over all linear classifiersf ∈ Hk in the Hilbert space produced by kernelk, where · k denotes the norm in this space.
The standard SVM computes the optimal classifierf * by minimizing (1) over f , while keeping the kernelk fixed:
Since the hinge loss can be seen as a robust upper bound of the zero-one loss, it is a sensible strategy to select not only the classifierf , but also the kernelk by minimizing S(X,Ȳ ,f,k). In other words, to find a good kernel for a given dataset, one can solve (f * ,k * ) := arg minf ∈Hk,k∈K S(X,Ȳ ,f ,k), where K denotes some predefined space of possible kernels. If K is a convex set, this enlarged optimization problem is still convex and can thus be solved efficiently [14] .
Unfortunately, minimizing (1) over a transfer data set (X,Ȳ ) does not necessarily lead to a kernel that generalizes well on new data. This is for two reasons. First, by optimizingk andf at the same time, one finds a kernelk * that works well together with the optimalf * . However, when one applies the kernel later on new data, the SVM might induce af , which might differ fromf * and does therefore not match well with thek * . In other words, we are not looking for ak * that works well withf * , but a kernel that works well with anf that is typically chosen by an SVM on new data. Second, for some classes of kernels the kernel matrix has always full rank. This means that there is always a sub-
. This is also true for practically relevant classes of kernels, for instance, radial basis kernels. In those cases, minimizing S(X,Ȳ ,f,k) focuses almost exclusively on the regularization term f k and the data-dependent term is largely ignored (because it is zero in most cases). In other words, a kernel matrix of full rank leads to overfitting in the sense that the optimization procedure prefers kernels that match well with the regularization criterion rather than kernels that catch the bias inherent in the data. Algorithm 1. An iterative procedure to find a kernel that generalizes well on the dataset (X,Ȳ )
To avoid the two problems, we split (X,Ȳ ) into two parts and modify the optimization criterion, so thatf depends only on the first part of the data, whereas the kernelk ∈ K is evaluated on the whole dataset. In this way, f * is chosen from a much smaller and more restricted space of classifiers. Consequently, the optimization procedure needs to better adjustk * to ensure that even af * from the rather restricted subspace generalizes well to the remaining instances. This setup is similar to classifier evaluation with a hold-out set, where a classifier is induced from the training set and then evaluated on a separate test set. More formally, let (X ,Ȳ ) be some subset of (X,Ȳ ). We use the standard SVM regularized risk functional (1) to rate a classifierf for a fixed kernelk on this subset:
Then, we choose the optimal kernel so that it performs best withf * k on all examples. More precisely, the desired optimal kernelk * is
This criterion contains two nested optimization problems, one to determine the best classifier, the other, which depends on the first one, to compute the optimal kernel. Generally, the functional is not convex when optimizing overk andf * k at the same time. However, on their own, the two single parts are convex optimization problems: The first part argminf ∈Hk S(X ,Ȳ ,f ,k) is the standard SVM criterion, that is, a quadratic program. The second part argmink ∈K S(X,Ȳ ,f * k ,k) is a convex criterion, if one setsf * k to a fixed value and optimizes only over k. This naturally leads to an optimization procedure that alternates between optimizing (2) with a fixedk and optimizing (3) with a fixedf * k . The loop is terminated as soon as neither of the two steps improves on the score anymore. The approach is outlined in Algorithm 1.
Of course, it is impractical to deal with the explicit representations off * k in a high-dimensional Hilbert space. Fortunately, the representer theorem ensures that the optimalf * k is always contained in the linear span of {k(x , ·)|x ∈X }. Therefore, a classifierf can be conveniently represented by a coefficient vector α and a thresholdb, so thatf (x) = n i=1ȳ iᾱ ik (x,x i ) +b. With this, the first criterion (2) can be equivalently stated as follows:
Here,ᾱ andb are the coefficient vector and threshold of the linear classifier to be found, n is the number of instances in (X ,Ȳ ),K denotes the n × n kernel matrix withK ij =k(x i ,x j ),D is a n × n diagonal matrix whose diagonal contains the class labelsD ii =ȳ i , and [x] i denotes the ith component of vector x. The exact form of the second criterion depends on the structure of K. For the experiments in section 4 we set K to the space of positive linear combinations of l main kernelsk 1 , . . . ,k l . This means that a kernelk ∈ K can be represented by a vectorμ ∈ R l + , μ ≤ 1 of linear coefficients, becausē
. With this, criterion (3) becomes:
Of course, the overall transfer learning scheme works also with other kernel spaces K. For instance, one could choose K = {k p |p ∈ R}, wherek p is a kernel function parameterized with p. If the resulting kernel space K is a convex set, the corresponding transfer optimization criterion (3) and the meta learning problem (6) (see section 3.3) can be cast as convex optimization problems and are thus solvable with standard methods.
The Histogram Kernel for the Meta Learning Task
In the preceding section we described a method to find a kernelk * i that encodes the bias inherent in each transfer dataset (X i ,Ȳ i ). Now, we address the main question of the paper: How can we make use of this transfer information when dealing with the base learning problem, where we wish to learn a classifier for the base dataset (X, Y )? In particular, given thek * i , what should a "good" base kernel k for the base data look like? Since we assume that the transfer learning problems are similar to the base learning problem, choosing the average over thē k * i appears to be a good option. On the second sight, though, it is clear that some transfer learning problems are more similar to the base setup than others. Thus, it makes sense to frame the task of finding a good base kernel k as a meta learning problem. Formally, this problem can be stated as follows: Given a set of t transfer datasets (X 1 ,Ȳ 1 ), . . . , (X t ,Ȳ t ) and the corresponding t known good kernelsk * 1 , . . . ,k * t , we would like to predict a new kernel k that performs as good as possible on the base data (X, Y ).
We tackle this meta learning problem using a kernel-based approach. As a first step, we need a meta kernelk : (X , Y) × (X , Y) → R. As it is the case with all kernel-based classification systems, it is best to apply a kernel that incorporates domain specific knowledge about the problem at hand. In our setting one could use information about the features of the transfer and base datasets to construct informative kernels. For instance, if the learning task at hand deals with the classification of text documents, a meta kernel could compare two datasets by counting the tokens that are shared in the two documents. As a default kernel for the case where no usable meta-information is available for the construction of a custom kernel, we propose the histogram kernel.
Given two datasets (X,Ȳ ) and (X ,Ȳ ), whereX ∈ R n×m andX ∈ R n ×m are training matrices, the histogram kernel is the sum of the radial basis kernel applied on the difference of the two histograms of feature averages and the radial basis kernel on the difference of the histograms of instance averages. More precisely, the kernel is computed as follows. Assume one is given the two training datasets X and X . First, we compute the averages h c (X) = It is an open question, whether it could also be applied in other transfer or meta learning schemes, and which other application-specific meta kernels could provide successful alternatives.
The Meta Learning Procedure
With this, we have the building blocks to address the meta learning problem. Recall that we wish to learn a meta-model that relates the transfer datasets (X 1 ,Ȳ 1 ) , . . . , (X t ,Ȳ t ) and the corresponding "known good" kernelsk For the meta learning problem, we chose a regularized loss minimization approach that resembles a Leave-One-Out-SVM [21] . First of all, it is clear, that the zero-one or hinge losses are not applicable in this setting, because the quantity to predict is a whole vector rather than a binary variable. As a natural replacement, we select the 2-norm to measure the loss between the predicted and true coefficient vector: l 2 (μ,f (X,Ȳ )) := μ −f (X,Ȳ ) 2 . Following the approach of the SVM, we now aim at finding a coefficient vector α ∈ R t and a thresholdb ∈ R l , which minimize the loss of the kernel classifier
For the training of this classifier, though, we follow the philosophy of the Leave-One-Out-SVM and do not consider the contribution of a training example for its own classification. More precisely, when evaluating the classifier given by (α,b) on training instance (X i ,Ȳ i ) during the learning step, we measure the 2-norm loss of the modified classifier
, (X, Y ))α jμj +b, which does not incorporate the contribution of the instance it is evaluated on. This ensures that the induced classifier (α,b) focuses more on generalization from similar training instances, rather than the rote-learning of dataset-weight associations. In other words, the approach encourages stronger generalization, which is helpful for the typically quite small meta datasets. Altogether, the optimization procedure for the metalearning task is given by:
Here,D is the meta kernel matrix normalized with the main kernel weight vectors:
Finally, after the meta classifier is induced from the transfer datasets, we can apply it to the base data (X, Y ) to obtain a kernel k. This kernel, in turn, can be expected to work well for the data at hand, because it was derived from the related transfer datasets. In the next section we report results on experiments with the described transfer learning scheme.
Experiments
We evaluated the described approach to inductive transfer in two experiments. The first one deals with the prediction of biological activity of molecules, the second with text categorization.
Structure-Activity Relationship Data
In this experiment, we evaluated kernel-based inductive transfer on the task of learning the biological activity of compounds given their molecular structure as a graph. Learning challenges of this sort are known as structure-activity relationships (SARs), and are common in medicinal chemistry and pharmaceutical research. For the transfer and base data, we chose six datasets from the literature. The bloodbarr dataset classifies 415 molecules according to the degree to which they can cross the blood-brain barrier [15] . The HIA (Human Intestinal Absorption) dataset contains 164 molecules from various sources, rated according to their oral bio-availability [20] . For the FactorXa set, the task is to discriminate between factor Xa inhibitors of high and low affinity [8] . The NCTRER dataset [7] deals with the prediction of binding activity of small molecules at the estrogen receptor, while the mutagenesis dataset [11] deals with the mutagenicity of compounds. Finally, the Yoshida dataset [23] consists of 265 molecules classified according to their bio-availability.
To transform the graph data into an attribute-value representation, we determined for each dataset the subgraphs that occur in more than a fixed fraction p min of graphs in the set. We lowered the threshold p min for each dataset until around 1,000 non-redundant subgraphs 1 were found and used these subgraphs as binary features ("subgraph occurs/does not occur"). For the resulting datasets, we applied the method described in section 3.1. We randomly chose half of the instances for the estimation off * k and ran Algorithm 1 with C = 1 to compute good transfer kernelsk * . Each such kernel is a linear combination of nine main kernels. For the main kernels, we chose a linear kernel, a quadratic kernel, and a Gaussian kernel with σ = 1. Since the subgraph features are sorted by size (i.e. number of edges), and since it is known that smaller subgraphs tend to be more informative, we applied the three kernels first on the first 100 features, then on the first 500 features, and finally on all features. Thek * i for each transfer dataset are then linear combinations of these nine main kernels.
Finally, we set one dataset as base learning problem aside and kept the remaining datasets as transfer data. We generated the meta model from this transfer data using the histogram kernel outlined in section 3.2 and the optimization criterion described in section 3.3. The application of the meta model on the base data yields the desired base kernel, which was used in an SVM with C = 1 on the base data to learn a classifier. An evaluation of this classifier is given in Table 1 . For comparison, we state the accuracy of a classifier that was induced by kernel learning without the use of the transfer data. To obtain this classifier, we split the training data into two parts of equal size, learn a kernel from the first part of the data and a classifier from the second part. We also give the accuracies of the classifiers induced by the nine main kernels. The estimates are averages over ten ten-fold cross-validation runs. An accuracy estimate for the comparison classifiers is marked with a bullet ("•"), if it is significantly worse than the one for the inductive transfer method according to a paired Wilcoxon rank test at the 5% significance level. The classifiers generated by the presented inductive transfer method were never significantly worse than those induced by the main kernels and by kernel learning. Inductive transfer outperforms kernel learning on all six datasets and it is better than all main kernels on five of them (significantly so on four datasets). Only on the bloodbarr dataset, the classifier constructed by the linear kernel proved to be competitive with the inductive transfer approach.
Text Data
For the second experiment, we evaluated the proposed method on text categorization data. This domain is well suited for our setting, because the internet provides a wealth of labeled text documents that can be used for inductive transfer. The experiments are based on the datasets from TechTC, the Technion repository of text categorization datasets [9] . Each dataset contains between 150 and 200 web documents, which were obtained by crawling the english language section of a web directory. The binary classification task posed by a dataset consists in telling which category of the web directory a document was taken from. An instance is represented by a vector whose components state the number of occurrences of a word. We sorted the features in descending order from frequently to infrequently occurring words. For the experiments, we randomly chose fifty datasets as transfer data, and selected ten base datasets for evaluation.
As a first step, we applied Algorithm 1 to construct a predictive kernel for each transfer dataset. As before, we used half of the data for classifier estimation and set C = 1. The kernels were again represented as linear combinations of nine main kernelsk 1 , . . . ,k 9 . The first three main kernels were applied on only the first quarter of the features (that is, the 25% of most frequently occurring words), the second three main kernels used the 50% most frequently occurring words, and the last three kernels were computed on all features. As in the previous experiment, we had a linear, a quadratic and a Gauss main kernel for each feature (sub-)set. In the next step, we computed the meta kernel matrix for the fifty transfer datasets. The meta kernel was computed based on the overlap of word features between two datasets. More precisely, we chosek(X 1 ,X 2 ) := |W 1 ∩W 2 |/ max(|W 1 |, |W 2 |), whereW 1 andW 2 denote the set of words inX 1 andX 2 , respectively.
Plugging this meta kernel into the optimization criterion (6), we obtain a meta classifier that predicts a kernel for each base dataset. Table 2 gives an evaluation of the predictive accuracy of the classifiers that were induced with those base kernels (setting C = 1 for the base SVM). As before, we give also the predictive performance of a kernel induced from the training data and the single main kernels. All estimates are averaged over ten runs of tenfold-cross validation. An estimate is marked with a bullet ("•"), if it is significantly worse than the estimate for the inductive transfer method according to a paired Wilcoxon rank test on the 5% significance level, and with a circle ("•"), if it is better. The inductive transfer method outperformed the kernel learning on all datasets (significantly so on eight out of the ten) and it was better than all main kernels in nine cases (in seven of them significantly), a clear indication that the predicted base kernels provide indeed a good bias for text categorization tasks on web documents.
Conclusion
In this paper, we described a kernel-based approach to inductive transfer. In this setting, the main goal is to make use of existing datasets to increase the predictive performance of classifiers induced on a new dataset. We framed the problem of finding a good bias for the new data as a meta learning problem: Given the transfer data, what should a kernel for the new data look like? We proposed a kernel-based approach to this problem. First, we presented an iterative procedure to find transfer kernels, which encode the bias necessary to perform well on the transfer datasets. Second, we introduced a convex optimization criterion for the meta learning problem to predict a suitable base kernel for the new data. Third, we described the histogram kernel, a general purpose kernel for the meta learning task. Of course, the work can be extended in various directions. For example, it would be interesting to investigate other meta kernels that use more (possibly domain specific) knowledge about the datasets.
