1. Introduction. Recent years have seen the increased use in many fields of passive electrical two terminal-pair networks lacking inductive elements. In particular, those networks having a common ground have found widespread employment in servomechanism design. In these applications, the network function of prime interest is generally the transfer function A(p) defined as the ratio of steady state output voltage to input voltage in the domain of the complex frequency variable p.
Our discussion of the transfer function in the sequel will be given in terms of RCnetworks. However, it is known that by means of simple transformations the results in the RC-case can be made applicable to networks containing any two kinds of elements only. We will indicate these transformations later for LC-networks, important in classical filter theory, and for RL-networks. The actual statement of our results for these two cases is left as an exercise for the reader.
Despite its importance, there have been few investigations of any generality concerned with the transfer function. Being given a class of networks, the basic questions with regard to the transfer function are: (1) by what properties may one characterize the transfer functions which arise from this class of networks; (2) given a transfer function having these properties, how does one obtain corresponding networks of the class. If, as we may, we write A(p) = KN/D = K(pn + chp"'1 + • ■ • + an)/(pm + b^-1 +•••+&") (1.1) where N and D have no common factors, we require a complete characterization of K, N and D for the class of networks under discussion as well as a synthesis procedure. It is important to note, that since we are interested in what can be obtained from the networks alone without amplifiers, transformers or similar devices, the description of the multiplicative constant K is just as essential as that of N or D.
With this view of the problem in mind, we find that the bulk of the literature on RC transfer functions, besides concerning itself with quite special networks, only partially treats the questions here raised. Thus, generally, the constant K is ignored, and incomplete conditions on N and D are given. The complete problem as stated here has thus far been investigated in the case of rather specialized classes of networks. Bower and Ordung [2] have considered the transfer function of the symmetric lattice using a geometric method while we [4] have treated this network analytically as well as the L and general ladder networks.
In the present paper, we do not restrict ourselves to networks of any special internal structure but treat the general grounded two terminal-pair (3 external terminals) and also the general two terminal-pair (4 external terminals) RC networks (abbreviated 3 T.N., 4 T.N., respectively.) An informal description of our results follows. For more precise statements, see Theorems 1 and 2. It is well known that the transfer function of a 3 T.N. or 4 T.N. is a rational function with real coefficients, regular at infinity, and having negative real, simple poles. In addition to these properties, we find that for the 3 T.N., the zeros of N may not be positive real. For given N and D, K must be a number in the interval 0 < K < K0, where K0 is a constant depending upon N and D which is explicitly determined. Conversely, a 3 T.N. may be constructed which realizes any transfer function A(p) whose K, N, D satisfy the preceding conditions. In this connection, Guillemin [5] had previously shown that if a, > 0 in N, then a 3 T.N. exists realizing the transfer function A(p) for some unspecified K. In the case of the 4 T.N., we find that there is no restriction on the zeros of N. It is necessary and sufficient that K lie in an interval -K0 < K < K0 , where again K0 is given explicitly in terms of N and D.
With regard to the above results, we remark that they do not imply the corresponding complete theorems for any structural sub-classes of 3 T.N. or 4 T.N. such as were discussed in [2] and [4] . For the transfer functions associated with a sub-class have further distinctive properties which are peculiar to the particular internal network structure of that sub-class and which permit synthesis in that structure.
Finally, we note that the results of the paper may be modified to take account of any resistive load or source. For the proof that the remaining conditions are necessary, the 3 T.N. shown in Fig. 1 is considered upon a nodal basis. Here the ground terminal is taken as node 0, the other input and output terminals as nodes 1 and 2 respectively. For our purpose the remaining nodes are identified so that each branch is an R and a C in parallel. where t + 1 is the total number of nodes. Then yH is also linear in p with non-negative coefficients. Let I be the current impressed on node 1 by the driving source and denote by E{ the voltage from node 0 to node i. As is well known [1] , the equations of the nodal system are
Since by definition A (p) = E2/E, , it follows from these equations that At first glance the bounds given for K in Theorem 1, (iv) seem quite unrelated. However, one may alternatively characterize K0 in (iv) as the greatest lower bound of all positive k for which the equation D -kN = 0 has a positive real root. It may then be shown that this implies the statement as given in (iv).
(6) Sufficiency. Suppose now that A (p) satisfies the conditions of Theorem 1. We shall construct a 3 T.N. whose transfer function is A(p). For this purpose, we first write A(p) in a special form suggested by the fact that, before algebraic simplification, every transfer function has the form (2.3) with dj > c; > 0. We define this special form, called an R-function {realizable function), as follows: A real rational function The case I = 0 is trivial. If I = 1, i.e., R(p) = (g0p + gi)/(Kp + K) with h.Ji, ^ 0, 0 < g0 < h0 ,0 < Sl < h, , then R(j>) is realized by an L-network whose series and shunt arm admittances are Ya = g0p + gx and Yb = (h0 -g0)p -f (A, -<-/,) respectively.
Note that the Y22 of this network is h0p + h, . Now suppose that all R-functions of degree less than I > 2 are realizable as transfer functions of 3 T.N. Also assume that for R{p) = U/V of degree f < I, U and V as in (2.10), the Y22 of the corresponding network is of the form V/S where S is a polynomial of degree / -1. We will show that (2.10) is realizable as the transfer function of a 3 T.N. such that its Y22 is of the form X!'-o h{p'~'/T where T is a polynomial of degree 1 -1.
Let the negatives of the zeros of the denominator in (2.10) be 71 < y-2 < ■ ■ • < yt . This completes the induction*. The preceding synthesis procedure may be modified to accommodate any given resistive source and load. In the general case, this may require a finite reduction in the value of the maximum realizable K. However, if the source is zero or the load is infinite, all K except possibly K0 may be realized.
As an illustration, we outline the synthesis procedure for the case of a resistive load, which we may take as 1 ohm without loss of generality. If K < K0 we may suppose the R-function in (2.10) which corresponds to the transfer function is such that 0 < g, < hi . The procedure is now started by choosing r,- If the Ti are taken sufficiently close to the 7, this will always be possible. The network consisting of F working into the load then realizes the original transfer function. We conclude this section with the observation that theorems analogous to Theorem 1 exist for 3 T.N. having only resistance and (self) inductance or capacitance and (self) inductance. As shown in [4, Sec. 7] these are obtained from Theorem 1 by replacing p by 1/p in the RL case and by replacing p by p2 in the LC case.
3. An illustrative example. As an illustration of the foregoing theory and synthesis procedure consider the function A(p) = KN/D = K(p2 -p + 9)/(p + l)(p + 14).
First let us determine for what range of K, A (p) is the transfer function of a 3 T.N.
Since m = n = 2, a2 = 9, b2 = 14, Theorem 1 tells us that 0 < K < K0 where K0 = min [Kd , 14/9, 1]. To calculate Kd it is best to proceed indirectly by first eliminating k between the equations I) -kN = 0 and d/dp (D -kN) = 0. This gives 16 p2 + 10 p -149 = 0 whose roots p, = -3.380, p2 = 2.755 are the multiple roots of I) -kN = 0 which occur for all variations of k. Only the latter of these is positive and corresponding to it we find k = D(p2)/N(p2) = 4.546 = Kd . Hence K0 = min [4. 546, 14/9, 1] = 1.
*A variation of the above procedure may be obtained by modifying the decomposition as given in (2.13). Using either procedure an appropriate choice of (2.15) will frequently lead to simple network realizations. Still another modification of the synthesis procedure makes it possible to always choose Zi as a condenser and Zi as a resistor in Fig. 2 at each stage of the synthesis.
Let us choose (as we may by Theorem 1) K = K0 = 1. To apply the synthesis procedure, we must first write A(p) as an i?-function. Using the ideas of Appendix B (or by inspection) we find that the introduction of the common factor (p + 3) into A (p) converts it into the R-function R = (p3 + 2p2 + 6p + 27)/(p + 1) (p + 3) (p + 14).
Following the procedure of §2 (6) The transfer function R, being of first degree is realized by an L-network Tj whose series and shunt arm impedances are Zla = Xx/p and Zn = Xj/6 respectively, and whose Y'j.1' = {p + 6)/Xi . Use (2.17) to determine Z, taking X, = 3/8 for simplicity. Then Zx = 1/2 p + l/8(p + 2). Finally form as in Fig. 2 .
As for R2 , it is of the second degree and hence the reduction procedux-e is repeated for it to obtain R?, and R( of the first degree. We give the results, the notation being evident from what has preceded. o-27 (p + 14/9)/X4 respectively. Hence we need only determine a Z4 using (2.17) and taking X4 = 7/36. This gives Z4 = 1/27. Now form r4 as in Fig. 2 and denote by r2 the parallel combination of r3 and r4 . Introducing the impedance level factor X2 in r2 the F22 of r2 is given by Y'2V = 10(p + 6/5)(p + 7/2)/\2{p + 7/4). Again use (2.17) to determine Z2 taking X2 = 4/7. Then Z2 = 1/10 + 4/175(p + 6/5). Forming r2 from r2 and Z2 as in Fig. 2 , the required final network is the parallel combination of F[ and r2 as shown in Fig. 3 . where a,-,-= «.,(« = 2, 3, • • • , n) and all the ati(i t6 j) and an are independent variables. We shall prove that H is a polynomial (multilinear form) in the a,-,(i 9^ j) and an with non-negative coefficients. This is evidently true for n = 1, 2. Suppose it is true for determinants of the form H of order less than n(n > 3). We may write H = Hi + H2 where //, contains those terms which are independent of aln(i = a"i an2 Then there exists a polynomial P = U(P + s<) with the bi > 0 and distinct, such that PF is a polynomial with non-negative coefficients.
*For a more general result which includes this one see [7] . We include the following simple constructive proof so as to keep the paper self-contained with regard to the synthesis procedure.
•
The real irreducible factors of F are either of the form p + r with t > 0 or p2 -2p cos <pp + p2 with p > 0, 0 < (p < 2x. It clearly suffices to prove the lemma for F equal to this latter quadratic polynomial with 0 < cos <p < 1. Replacing p by pp we may without loss of generality suppose that p = 1.
Let Pi = (p + l)6 where 6 is an integer such that
We have Hence the last fraction is an R-function.
