Abstract-In order to improve the quality of noise signals reconstruction method, an algorithm of adaptive dual gradient projection for sparse reconstruction of compressed sensing theory is proposed. In ADGPSR algorithm, the pursuit direction is updated in two conjudate directions, the better original signals estimated value is computed by conjudate coefficient. Thus the reconstruction quality is improved. Experiment results show that, compared with the GPSR algorithm, the ADGPSR algorithm improves the signals reconstruction accuracy, improves PSNR of reconstruction signals, and exhibits higher robustness under different noise intensities.
INTRODUCTION
The Nyquist sampling theorem of information theory is the measurement rules of signal sample, which is proposed by the American Electrical Engineer H. Nyquist. In 1928 the founder of information theory C.E. Shannon proves the Shannon sample theory and cites it as a theorem [1, 2] . The Shannon sample theory occupy all areas of signal acquisition, image acquisition, processing, storage, transmission, etc. The Shannon sample theory works in the way of that the sampling rate not less than two times the highest frequency [3] [4] [5] .
With the development of information technology, there are two question of the Shannon sample theory. The first question is that the data acquisition and processing is difficult in some conditions, such as the ultra-wideband communication system, UWB signal processing, THz imaging, nuclear magnetic resonance, space exploration, and so on. Second question is that the data storage and transmission n a significant degree of waste of resources [6] [7] [8] .
In recent years, the compressed sensing theory proposed by Candes, Romberg, et al (Compressed sensing) to overcome the shortcoming of Nyquist sampling theory [9, 10] , the basic idea is that, sampling the signals with a lower sample rate, rather than the higher sample rate, then compressing the sampled signal. The basic of this theory is the sparse signals can be compressed. The theory can use far less than the Nyquist sampling frequency of data sampling, and still be able to accurately restore the signal [11, 12] .The outstanding advantages of compressed sensing theory are that, for those signals with a sparse representation, the theory combine separately data acquisition with data compression into one process [13, 14] . Thus the signal acquisition on the acquisition of equipment is reduced, especially for high resolution acquisition signals, the signal acquisition time and storage space greatly have been reduced. the cost of signal acquisition and processing are saved [15, 16] . Point to the reconstruction quality of GPSR algorithm, we propose an ADGPSR algorithm (adaptive dual gradient projection for sparse reconstruction). In ADGPSR when computing the gradient projection directions, we compute two conjugate searching directions. The signals reconstruction quality of ADGPSR is higher than GPSR algorithm, At the same time, the ADGPSR algorithm improves the SPNR of reconstruction image and exhibits higher robustness under different noise intensities.
II. COMPRESSED SENSING THEORY AND IMAGE RECONSTRUCIONT METHOD

A Compressed sensing theory
In compressed sensing theory, the signal must be sparse, or can be represented as sparse by some transforms. In general, the signals are not sparse, after a certain transformation (such as wavelet transform), the signals can be considered to be sparse, for example, after the wavelet transform, the transform results which contain K major results, and other N-K results are set to zero. Assume that the original signal to be processed for N R f ∈ , it's sparse basis is matrix Ψ , in this way the signal f is sparse on the base Ψ , this process can be expressed as formula (1):
where x is the decomposition of the system, it has a sparse features as formula (2):
The symbol 0 x is the norm of signal 0 l , a number of non-zero value vector. After the signal is sparse representation, the random measurement can be complete by an observation matrix as formula (3):
where y is the measurement vector, The symbol 1 x indicates that norm of 1 l , the absolute value of the vector. Solving problems of the norm is a convex optimization problem, can be resolved by linear programming.
B ADGPSR reconstruction method
In the actual measurement process noise will be introduced inevitably, the model can be expressed as:
Where n is the measurement noise vector. In this case, the signal reconstruction process can be expressed as:
The algorithm, developed from the damped Newton method, for an unconstrained optimization of smooth nonlinear function F, it is every step of the formula ) (
Because the k H can not be calculated, need to figure out: Step 2: Compute step
Step 3 
Where, 
A Signal reconstruction Test
In the first experiment, we set original signals length is 1024, observation matrix is n k × gauss random matrix, 
B Image reconstruction Test
We know that the image is not sparse itself, in this article, we use the wavelet transform sparse the signal. And the random Gaussian matrix as the observation matrix, the variance distribution (0,1 / N). The reconstruction algorithm uses the ADGPSR(Adaptive Gradient Projection for Sparse Reconstruction).
We use the GOLDHILL and RICE image to test the efficient of ADGPSR algorithm, the image size is 256× 256 and 512 × 512 differently, at the same time we use GPSR algorithm reconstruction image. The figure 2 shows the GOLDHILL image test results. figure 2(a) is the original GOLDHILL image , figure 2(b) is the noise GOLDHILL image with noise variance equals to 2, figure 2(c) is the ADGPSR reconstruction results from noise image, figure 2(d) is the GPSR reconstruction results from noise image. With the same input noise image the GPSR method PSNR is 25.83, the GPSR method PSNR is 22.78.
To compute the PSNR, the block first calculates the mean-squared error using the following equation formula(17), 
IV. SUMMARY
In this paper, ADGPSR algorithm (adaptive dual gradient projection for sparse reconstruction ) is proposed, in ADGPSR algorithm when compute the gradient projection of we compute two conjugate direction of pursuit. The signals reconstruction quality of ADGPSR is higher than GPSR algorithm. We test the ADGPSR with non-zero signals and noise image of RICE and GOLDHILL, Compared with GPSR algorithm, the reconstruction quality be enhanced. The PSNR is improved 2~3dB.
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