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a b s t r a c t
The problem of quadratic prediction for population quadratic quantities in finite
populations has been considered in the literature. In this paper, we mainly aim at
extending the ordinary quadratic prediction problems to a general case, and derive
the representations of the two essentially unique optimal predictors: one is an
optimal invariant quadratic unbiased predictor, and the other is an optimal invariant
quadratic (potentially) biased predictor. Further, we show that the two predictors are
nonnegative and reasonable by considering an extreme situation, and apply resulting
conclusions to a special model with a compound symmetric variance matrix. In addition,
we propose a notion of quadratic sufficiency with regard to the optimal prediction
problems by employing materials derived in the first part, and investigate corresponding
characterizations in detail.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Let us be given a finite population P = {1, 2, . . . , n} and a linear model, which is from P and denoted by
Y = Xβ + e, e ∼ N (0, σ 2V ), (1.1)
where Y is an n-dimensional normally distributed random vector of response variables, X is the regressor matrix of order
n × p, V is symmetric nonnegative definite (s.n.n.d.), and β and σ 2 (>0) are unknown parameters. By partitioning Y , X , e
and V into
Y =
(
y
Yr
)
, X =
(
X1
X2
)
, e =
(
e1
e2
)
, V =
(
V11 V12
V21 V22
)
=
(
V ′1
V ′2
)
, (1.2)
respectively, [1] investigated the problem of quadratic prediction for population quadratic quantities like
f (Y ) = Y ′HY (1.3)
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via the quadratic form of y (say y ′Ay), where H is a particular s.n.n.d. matrix satisfying HX = 0, provided that y is observed
while Yr is potentially unobservable. See also [2–4] for a further study. They imposed some extra and useful restrictions
including Invariance, andMinimality and/without Unbiasedness, on the proposed predictor, and derived the representations
of the optimal invariant quadratic unbiased predictor (OIQUP) and the optimal invariant quadratic (potentially) biased predictor
(OIQBP). Note that the first part of Y has the form y = (I, 0)Y , F0Y . Thus, we may extend the materials of [1] to the
following: Assuming that Y is unobservable in practice but that one can obtain FY via a certain approach for some given
matrix F of suitable order, how does one predict Y ′HY with HX = 0 by means of a quadratic form of FY? For this proposed
problem, we shall offer two solutions.
The remainder of this paper is organized as follows. In Section 2, we define the two optimal predictions in a general sense
and offer corresponding expressions, and show that they are nonnegative and reasonable. An application is considered. In
Section 3, a notion of quadratic sufficiency is proposed regardingOIQUP andOIQBP problems. Characterizations of the notion
are given in detail.
2. Optimal invariant quadratic predictions
We shall use (FY )′ A (FY ) = Y ′F ′AFY to predict Y ′HY for some particular symmetric matrix A of suitable order. Utilizing
the method adopted by [1], we first consider the restrictions of Invariance, Unbiasedness, and Minimality below.
• Invariance. The first restriction imposed on Y ′F ′AFY is that the predictor is invariant with respect to (w.r.t.) β since
HX = 0 ⇒ Y ′HY = e′He (i.e., the objective function is the quadratic form of disturbances); that is, Y ′F ′AFY =
(Y − Xβ0)′F ′AF(Y − Xβ0) holds for all β0, or equivalently, F ′AFX = 0.
• Unbiasedness. The requirement of unbiasedness is natural, i.e., E (Y ′F ′AFY − Y ′HY ) = 0 holds for all (β, σ 2), or
equivalently, tr(F ′AFV ) = tr(HV ) and X ′F ′AFX = X ′HX = 0 in view of the original condition HX = 0, where tr(•)
refers to the trace of the matrix. Note that we have employed the well known fact that
E (ζ′Bζ) = tr
(
BD(ζ)
)
+ E (ζ)′BE (ζ) (2.1)
for some given nonstochastic symmetric matrix B.
• Minimality. The resulting predictor should have minimum prediction mean squared error (PMSE) in a particular subclass
consisting of quadratic forms of FY , where the PMSE of Y ′F ′AFY w.r.t. Y ′HY refers to PMSE(Y ′F ′AFY , Y ′HY ) =
E (Y ′F ′AFY − Y ′HY )2.
We call Y ′F ′AFY an OIQUP if it meets Invariance, Unbiasedness, andMinimality simultaneously; and correspondingly an
OIQBP if it meets Invariance andMinimality. In the following two subsections, we offer expressions of them and, in addition,
establish the essential uniqueness of the OIQUP and the OIQBP.
2.1. Optimal invariant quadratic unbiased prediction
Denote T = V +XUX ′, where U is any arbitrary but fixed symmetric matrix such that T is s.n.n.d. andR(T ) = R(X, V ),
or equivalently, R(X) ⊆ R(T ). Recalling HX = 0, one can conclude under Invariance and Unbiasedness that
p∗ , PMSE(Y ′F ′AFY , Y ′HY ) = D(Y ′F ′AFY − Y ′HY )+
[
E (Y ′F ′AFY − Y ′HY )
]2
= 2σ 4
[
tr(AFTF ′AFTF ′)− 2tr(AFTHTF ′)+ tr(HTHT )
]
,
via the fact (see Wang [5, p. 102]) that, if ζ ∼ N (µ,D), then
D(ζ′Bζ) = 2tr(BDBD)+ 4µ′BDBµ (2.2)
for a given nonstochastic symmetric matrix B (see also Appendix A of [2, p. 3267]). Put
A∗ =
{
A|A′ = A, F ′AFX = 0, tr(F ′AFV ) = tr(HV )} , (2.3)
Σ = (FTF ′)+ − (FTF ′)+FX(X ′F ′(FTF ′)−FX)−X ′F ′(FTF ′)+. (2.4)
Consequently, Y ′F ′AFY is an OIQUP if and only if A solves the problem of minimizing p∗ in A∗, i.e.,
min
A∈A∗
g∗(A), (2.5)
where g∗(A) = tr(AFTF ′AFTF ′) − 2tr(AFTHTF ′). The optimization of (2.5) seems to be a form of Minimum Trace Problem.
The following theorem concerns the essentially unique solution to the problem.
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Theorem 2.1. Let A∗ and Σ be defined by (2.3) and (2.4), respectively, w.r.t. the model (1.1). Then Y ′F ′A∗FY is the essentially
unique OIQUP for Y ′HY , with
A∗ = λ∗Σ +ΣFVHVF ′Σ, λ∗ = tr(HV − HVF
′ΣFV )
rk(FX, FV )− rk(FX) ,
where rk(•) stands for the rank of the matrix.
Proof. Clearly, A′∗ = A∗,ΣFX = 0, and
ΣFTF ′ = (FTF ′)+FTF ′ − (FTF ′)+FX(X ′F ′(FTF ′)−FX)−X ′F ′.
It follows that F ′A∗FX = λ∗F ′ΣFX + F ′ΣFVHVF ′ΣFX = 0, and
tr(F ′A∗FV ) = tr(F ′A∗FV + F ′A∗FXUX ′) = tr(F ′A∗FT )
= λ∗tr(ΣFTF ′)+ tr
[
FVHVF ′(ΣFTF ′)Σ
]
= λ∗
[
tr(PFTF ′)− tr
(
P
(FTF ′)+1/2FX
)]
+ tr(FVHVF ′Σ)
= λ∗ (rk(FT )− rk(FX))+ tr(HVF ′ΣFV ) = tr(HV ),
where PA denotes the unique orthogonal projection ontoR(A) and is expressible as PA = A(A′A)−A′ = AA+. Consequently,
A∗ ∈ A∗. Let us now take anyA ∈ A∗ and put C = A−A∗. It is easily seen that C is symmetric and F ′CFX = 0, tr(F ′CFV ) = 0.
Noticing that
g∗(A) = tr
(
T 1/2(F ′AF − H)T 1/2)2 − tr(HTHT ),
we obtain g∗(A)− g∗(A∗) = tr
(
T 1/2F ′CFT 1/2
)2 + 2%∗, with
%∗ = tr
(
T 1/2(F ′A∗F − H)T 1/2T 1/2F ′CFT 1/2
) = tr (A∗FTF ′CFTF ′)− tr (HTF ′CFT )
= λ∗ tr
(
ΣFTF ′CFTF ′
)+ tr (ΣFVHVF ′ΣFTF ′CFTF ′)− tr (HTF ′CFT )
= λ∗
{
tr
(
CFTF ′
)− tr [X (X ′F ′(FTF ′)−FX)− X ′F ′CF]}+ tr (HVF ′CFV )− tr (HTF ′CFT )
= 0.
This fact would imply that
g∗(A)− g∗(A∗) = tr
(
T 1/2F ′CFT 1/2
)2 > 0,
with equality holding if and only if T 1/2F ′CFT 1/2 = 0, or equivalently, TF ′AFT = TF ′A∗FT . In view of the consistency of the
model (1.1), that is Y ∈ R(X,V ) = R(T ) holds almost surely, we write Y = TT+Y = T+TY , and therefore
Y ′F ′AFY = Y ′T+(TF ′AFT )T+Y = Y ′T+(TF ′A∗FT )T+Y = Y ′F ′A∗FY .
Thus we complete the proof. 
According to the expression of Y ′F ′A∗FY , wewill always assume that rk(FX, FV ) > rk(FX) once the OIQUP ismentioned.
This is a natural and necessary requirement for this notion. Hence, an OIQUP is not always existent. Under this setting, we
will consider the other notion of an OIQBP in the next subsection. We will find that it exists in all situations.
2.2. Optimal invariant quadratic (potentially) biased prediction
We first calculate the PMSE of Y ′F ′AFY w.r.t. Y ′HY under Invariance. Actually,
p∗ , PMSE(Y ′F ′AFY , Y ′HY ) = D(Y ′F ′AFY − Y ′HY )+
[
E (Y ′F ′AFY − Y ′HY )
]2
= 2σ 4
{
tr(AFTF ′AFTF ′)− 2tr(AFTHTF ′)+ tr(HTHT )+ 1
2
[
tr(AFTF ′)− tr(HV )]2} ,
so it follows that Y ′F ′AFY is an OIQBP if and only if A solves the problem of minimizing p∗ in A ∗, where
A ∗ = {A|A′ = A, F ′AFX = 0} , (2.6)
or equivalently,
min
A∈A ∗
g∗(A), (2.7)
with g∗(A) = tr(AFTF ′AFTF ′)− 2tr(AFTHTF ′)+ 12
[
tr(AFTF ′)− tr(HV )]2.
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Note that A∗ ⊆ A ∗, i.e., A∗ is a special subclass of A ∗. Clearly, A ∗ is a convex cone of A =
{
A | A′ = A}while A∗ is not
unless tr(HV ) = 0. As one can see, tr(HV ) = 0 if and only ifHV = 0 sinceH is s.n.n.d., which combined withHX = 0 yields
HT = 0, and therefore Y ′HY = YHTT+Y = 0 holds almost surely. In this case, we say that the situation when tr(HV ) = 0
is trivial. This fact indicates that an OIQBP is always existent while an OIQUP is not necessarily the case.
Now, we offer the following theorem concerning an OIQBP and its essential uniqueness.
Theorem 2.2. Let A ∗ and Σ be defined by (2.4) and (2.6), respectively, w.r.t. the model (1.1). Then Y ′F ′A∗FY is the essentially
unique OIQBP for Y ′HY , with
A∗ = λ∗Σ +ΣFVHVF ′Σ, λ∗ = tr(HV − HVF
′ΣFV )
rk(FX, FV )− rk(FX)+ 2 .
Proof. Clearly, A∗ is symmetric and, in addition, F ′A∗FX = 0 (similar to the proving of F ′A∗FX = 0). Thus, A∗ ∈ A ∗.
Let A be any arbitrary fixed matrix belonging to A ∗ and put C = A − A∗; then C ∈ A ∗, and therefore we have
g∗(A) = g∗(A∗)+ tr(CFTF ′CFTF ′)+ 12 [tr(CFTF ′)]2 + 2%∗, with
%∗ = tr (A∗FTF ′CFTF ′)− tr (CFTHTF ′)+ 1
2
[
tr
(
A∗FTF ′
)− tr (HV )] tr (CFTF ′)
= λ∗ tr (ΣFTF ′CFTF ′)+ tr (ΣFVHVF ′ΣFTF ′CFTF ′)− tr (HTF ′CFT )
+ 1
2
{
λ∗tr
(
ΣFTF ′
)+ tr (ΣFVHVF ′ΣFTF ′)− tr (HV )} tr (CFTF ′)
= 1
2
tr
(
CFTF ′
) {
λ∗ [2+ rk(FX, FV )− rk(FX)]+ [tr(HVF ′ΣFV )− tr(HV )]}
= 0.
Consequently,
g∗(A) = g∗(A∗)+ tr(CFTF ′CFTF ′)+ 1
2
[tr(CFTF ′)]2
= g∗(A∗)+ tr (T 1/2F ′CFT 1/2)2 + 1
2
[
tr
(
T 1/2F ′CFT 1/2
)]2
> g∗(A∗),
with equality holding if and only if T 1/2F ′CFT 1/2 = 0. Similarly to the proving of Theorem 2.1, it is easily seen that the OIQBP
is essentially unique and is written Y ′F ′A∗FY . The proof is completed. 
2.3. Nonnegativity of the OIQUP and the OIQBP
In the above subsections, we solved the proposed problem of predicting Y ′HY by virtue of Y ′F ′AFY in two differentways.
The representations of the OIQUP and the OIQBP are obtained. Now, an attractive point is to investigate their nonnegativity
since H is s.n.n.d. We offer the following result concerning this topic in a concise theorem version.
Theorem 2.3. Both the OIQPU and the OIQBP are nonnegative.
Proof. To prove the conclusion, it suffices to justify tr(HV − HVF ′ΣFV ) > 0. Actually, recalling HX = 0 and Σ =
(FTF ′)+ − (FTF ′)+FX(X ′F ′(FTF ′)−FX)−X ′F ′(FTF ′)+, we get
TF ′ΣFT 6 TF ′(FTF ′)+FT = T 1/2PT1/2F ′T 1/2 6 T ,
and thereafter tr(HV − HVF ′ΣFV ) = tr[H1/2(T − TF ′ΣFT )H1/2] > 0. The proof is thus completed. 
2.4. An extreme case and applications
Let us now consider an extreme case. Assuming all outputs ofY are obtained in practice, a natural idea is that the resulting
optimal predictors should reduce to Y ′HY itself. What does in fact happen? Actually, inserting F = I into Theorems 2.1 and
2.2, we get (recalling HX = 0)
tr(HV − HVF ′ΣFV )|F=I = 0
ΣFVHVF ′Σ |F=I = T+THTT+
}
⇒ λ∗|F=I = λ∗|F=I = 0.
It follows that Y ′F ′A∗FY |F=I = Y ′F ′A∗FY |F=I = Y ′T+THTT+Y a.s.== Y ′HY in view of consistency of the model (1.1). Based
on this point, the OIQUP and the OIQBP will be attractive in finite populations and, in addition, will be of mathematical
interest for us.
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In the following, we apply the results derived in this section to a special model (written Lρ), which is denoted by (1.1)
with compound symmetric variance matrix, that is, V = (1 − ρ)In + ρ1n1′n for given ρ ∈ [0, 1), and in addition X having
one column as the unit vector (we assume X = (1n,X0), without loss of generality). Note that U = X+(−ρ1n1′n)X ′+ is a
suitable choice of U , and therefore T = (1− ρ)In. Denote Q = PF ′ − PPF ′X . By direct operations, we obtain
Theorem 2.4. For the modelLρ , the essentially unique OIQUP and OIQBP are expressible as
tr(H − HQ )
rk(F)− rk(FX) Q + QHQ and
tr(H − HQ )
rk(F)− rk(FX)+ 2 Q + QHQ ,
respectively. 
It should be noted that the two representations are independent of the scalar ρ. This fact would imply that the covariance
factor ρ can be known or unknown in practice, and in addition, can be replaced with an arbitrary fixed scalar τ ∈ [0, 1).
This process may be viewed as a problem of misspecification of variance matrix.
3. Quadratic sufficiency w.r.t. quadratic prediction problems
Generally speaking, it is a natural thing to predict Y ′HY by means of some components (without loss of generality, we
assume that they are the first r ones) of Y . This reduces to the work of [1], which is given as follows in a lemma version by
inserting F = (Ir , 0r×(n−r)) into Theorems 2.1 and 2.2. Let
NX1 = Σ |F=(I,0) = T+11 − T+11X1(X ′1T−11X1)−X ′1T+11,
T11 = FTF ′|F=(I,0) = V11 + X1UX ′1,
B∗ = A∗|F=(I,0) = γ∗NX1 + NX1V ′1HV1NX1 ,
γ∗ = λ∗|F=(I,0) = tr(HV − HV1NX1V ′1)/ [rk(X1,V11)− rk(X1)] ,
B∗ = A∗|F=(I,0) = γ ∗NX1 + NX1V ′1HV1NX1 ,
γ ∗ = λ∗|F=(I,0) = tr(HV − HV1NX1V ′1)/ [rk(X1,V11)− rk(X1)+ 2] .
Clearly, R(T11) = R
[
(I, 0) T
] = R[(I, 0)(X,V )] = R(X1,V ′1) = R(X1,V11) in view of R(T ) = R(X,V ) and R(V ′1)= R(V11). This fact implies that NX1 is invariant w.r.t. the choice of involved generalized inverses.
Lemma 3.1. For the model (1.1) with partitions (1.2), y ′B∗y (resp. y ′B∗y) is the essentially unique OIQUP (resp. OIQBP) for
Y ′HY . 
Assuming that the second part, Yr , of Y is unobtainable in practice, one can deal with the problem of predicting Y ′HY
by employing Lemma 3.1. However, if we cannot get all outputs of y but a particular linear function Gy, what shall we do?
Actually, in this instance we need to investigate the conditions under which the resulting predictors (functions of Gy) are
optimal in a sense. We first propose the following two definitions:
Definition 3.1. We call Gy quadratically sufficient w.r.t. the problem of the OIQUP if there is a symmetric matrix K such
that y ′G ′KGy is the OIQUP for Y ′HY , and write G ∈ G∗. 
Definition 3.2. We call Gy quadratically sufficient w.r.t. the problem of the OIQBP if there is a symmetricmatrixK such that
y ′G ′KGy is the OIQBP for Y ′HY , and write G ∈ G ∗. 
The notion of quadratic sufficiency has been considered by many authors. Among them, Drygas [6], Liu and Rong [7] are
mentioned. Another two similar notions are linear sufficiency (see Drygas [8,9,6], Baksalary and Mathew [10], Müeller [11],
Heiligers andMarkiewicz [12],Markiewicz [13], and Ip et al. [14]) and linear error-sufficiency (see Baksalary andDrygas [15]).
Denote
ΣG = Σ |F=(G,0) = (GT11G ′)+ − (GT11G ′)+GX1
[
X ′1G
′(GT11G ′)−GX1
]−X ′1G ′(GT11G ′)+,
C∗ = A∗|F=(G,0) = δ∗ΣG +ΣGGV ′1HV1G ′ΣG,
δ∗ = λ∗|F=(G,0) = tr(HV − HV1G ′ΣGGV ′1)/ [rk(GX1,GV11)− rk(GX1)] ,
C∗ = A∗|F=(G,0) = δ∗ΣG +ΣGGV ′1HV1G ′ΣG,
δ∗ = λ∗|F=(G,0) = tr(HV − HV1G ′ΣGGV ′1)/ [rk(GX1,GV11)− rk(GX1)+ 2] .
It is seen that Y ′F ′A∗FY |F=(G,0) = y ′G ′C∗Gy and Y ′F ′A∗FY |F=(G,0) = y ′G ′C∗Gy. In view of the essential uniqueness of the
OIQUP and the OIQBP, it follows that{
G ∈ G∗ ⇔ y ′G ′C∗Gy = y ′B∗y
G ∈ G ∗ ⇔ y ′G ′C∗Gy = y ′B∗y
hold almost surely. In the following, we investigate them in detail.
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3.1. Quadratic sufficiency: Characterization of G∗
Since y ′G ′C∗Gy and y ′B∗y are unbiased w.r.t. Y ′HY , e∗ , E
(
y ′G ′C∗Gy − y ′B∗y
) = 0. It follows that
G ∈ G∗ ⇔ y ′G ′C∗Gy a.s.== y ′B∗y ⇔ D∗ , D
(
y ′G ′C∗Gy − y ′B∗y
) = 0.
By means of (2.2), we have (sinceΣGGX1 = 0 and NX1X1 = 0)
D∗ = 2σ 4tr
[(
G ′C∗G − B∗
)
V11
]2 + 4σ 2β′X ′1 (G ′C∗G − B∗)V11 (G ′C∗G − B∗)X1β
= 2σ 4tr
[
T 1/211
(
G ′C∗G − B∗
)
T 1/211 × T 1/211
(
G ′C∗G − B∗
)
T 1/211
]
.
Therefore,
G ∈ G∗ ⇔ T 1/211
(
G ′C∗G − B∗
)
T 1/211 = 0⇔ T 1/211 G ′C∗GT 1/211 = T 1/211 B∗T 1/211
⇔ δ∗QG + QGT+1/211 V ′1HV1T+1/211 QG = γ∗QI + QIT+1/211 V ′1HV1T+1/211 QI , (3.1)
with notation
QG = T 1/211 G ′(GT11G ′)+GT 1/211 − T 1/211 G ′(GT11G ′)+GT 1/211 T+1/211 X1(X ′1T+1/211
× T 1/211 G ′(GT11G ′)−GT 1/211 T+1/211 X1)−X ′1T+1/211 T 1/211 G ′(GT11G ′)+GT 1/211
= PP
T1/211 G
′ − PP
T1/211 G
′ T
+1/2
11 X1
= PP
T1/211 G
′ (PT1/211 G′
T+1/211 X1)⊥
> 0,
and QI = QG |G=I . To demonstrate our results, we first give a lemma below.
Lemma 3.2. Let G ∈ G∗. Then the statements below hold:
• If γ∗ > 0, then δ∗ > 0.
• If γ∗ = 0, then δ∗ = 0.
Proof. It is obvious that γ∗ > 0 and δ∗ > 0; see the proving of Theorem 2.3. Thus, the possible value of γ∗ is either positive
or null, and no other situations. Notice that both QG and QI are symmetric and idempotent.
• In the case when γ∗ > 0, if δ∗ = 0, then by (3.1), we have
QG > P{QGT+1/211 V ′1HV1T+1/211 QG} = P{γ∗QI+QI T+1/211 V ′1HV1T+1/211 QI} = QI ,
whichwouldmeanQGQI = QI . Pre- andpost-multiplying (3.1)withQI , we getγ∗QI = 0 and therebyQI = 0 sinceγ∗ > 0.
Noting QI = PT1/211 − PT+1/211 X1 , we obtain further that rk(X1,V11) = rk(X1), which contradicts the natural requirement for
the notion of an OIQUP, that is rk(X1,V11) > rk(X1). Consequently, γ∗ > 0⇒ δ∗ > 0.
• In the other case when γ∗ = 0, if δ∗ > 0, then by (3.1), we have
QG = P{
δ∗QG+QGT+1/211 V ′1HV1T
+1/2
11 QG
} = P{
QI T
+1/2
11 V
′
1HV1T
+1/2
11 QI
} 6 QI ,
which means QIQG = QG . Pre- and post-multiplying (3.1) with QG , we get δ∗QG = 0 and therefore QG = 0 since
δ∗ > 0. In a similar fashion, we obtain rk(GX1,GV11) = rk(GX1), which contradicts rk(GX1,GV11) > rk(GX1). Hence, the
implication γ∗ = 0⇒ δ∗ = 0 holds.
The proof is thus completed. 
According to the above lemma, we characterize G∗ in the two situations. By the way, using the same method, we can
reach the conclusion δ∗ > 0 ⇒ γ∗ > 0 and δ∗ = 0 ⇒ γ∗ = 0. Thus, we have actually that γ∗ > 0 ⇔ δ∗ > 0 and
γ∗ = 0⇔ δ∗ = 0, for G ∈ G∗.
Theorem 3.1. For the model (1.1), the statements below hold:
• If tr(HV − HV1NX1V ′1) > 0, then
G ∈ G∗ ⇔
{
R
(
V11X⊥1
) ⊆ R(T11G ′),
rk
(
GX1,GV11
)− rk(GX1) = rk(X1,V11)− rk(X1).
• If tr(HV − HV1NX1V ′1) = 0, then G ∈ G∗ for any given G .
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Proof. Assume that tr(HV − HV1NX1V ′1) > 0, or equivalently, γ∗ > 0. By Lemma 3.2, δ∗ > 0. It follows that
G ∈ G∗ ⇒ QG = P{
δ∗QG+QGT+1/211 V ′1HV1T
+1/2
11 QG
} = P{
γ∗QI+QI T+1/211 V ′1HV1T
+1/2
11 QI
} = QI (6= 0),
which combined with (3.1) yields δ∗QI = γ∗QI and therefore δ∗ = γ∗. Conversely, if QG = QI and δ∗ = γ∗, then G ∈ G∗.
Hence, we derive
G ∈ G∗ ⇔
{
QG = QI ,
δ∗ = γ∗.
Let us now prove the inherent implication QG = QI ⇒ δ∗ = γ∗. Actually,
QG = QI ⇔ PP
T1/211 G
′ − PP
T1/211 G
′ T
+1/2
11 X1
= PT1/211 − PT+1/211 X1 = PT1/211 X⊥1
⇔ PP
T1/211 G
′ = PP
T1/211 G
′ T
+1/2
11 X1
+ PT1/211 X⊥1
⇔

R
(
PT1/211 G′
T+1/211 X1
... T 1/211 X
⊥
1
)
⊆ R
(
PT1/211 G′
)
(
PT1/211 G′
T+1/211 X1
)′(
T 1/211 X
⊥
1
)
= 0
rk
(
PT1/211 G′
T+1/211 X1
)
+ rk
(
T 1/211 X
⊥
1
)
= rk
(
PT1/211 G′
)
⇔

R
(
T 1/211 X
⊥
1
)
⊆ R
(
T 1/211 G
′
)
⇔ R
(
V11X⊥1
)
⊆ R
(
T11G ′
)
R
(
T11G ′(GT11G ′)−GX1
)
⊆ R
(
X1
)
rk
(
GX1
)
+ rk
(
T11
)
− rk
(
X1
)
= rk
(
GT11
)

⇒ rk(GX1,GV11)− rk(GX1) = rk(X1,V11)− rk(X1). (3.2)
On the other hand, δ∗ and γ∗ are expressible as
δ∗ = tr
(
HV − HV1T+1/211 QGT+1/211 V ′1
)
rk(GX1,GV11)− rk(GX1) , γ∗ =
tr
(
HV − HV1T+1/211 QIT+1/211 V ′1
)
rk(X1,V11)− rk(X1) .
Consequently, QG = QI ⇒ δ∗ = γ∗ and therefore G ∈ G∗ ⇔ QG = QI . By direct operations, we obtain
R
(
T 1/211 X
⊥
1
)
⊆ R
(
T 1/211 G
′
)
⇔ PT1/211 G′PT1/211 X⊥1 = PT1/211 X⊥1
⇔ R
[
T11 − T11G ′(GT11G ′)−GT11
]
⊆ R(X1)
⇔ R
[
T 1/211
(
PT1/211
− PT1/211 G′
)
T 1/211
]
⊆ R(X1)
⇔ R
[
T 1/211
(
PT1/211
− PT1/211 G′
)]
⊆ R(X1)
⇔ R
(
PT1/211
− PT1/211 G′
)
⊆ R
(
T+1/211 X1
)
⇔ PT+1/211 X1
(
PT1/211
− PT1/211 G′
)
= PT1/211 − PT1/211 G′
⇒ PT+1/211 X1PT1/211 G′ = PT+1/211 X1 − PT1/211 + PT1/211 G′
⇒ PT1/211 G′PT+1/211 X1 = PT+1/211 X1PT1/211 G′
⇒ R
(
PT1/211 G′
T+1/211 X1
)
= R
(
PT1/211 G′
PT+1/211 X1
)
⊆ R
(
T+1/211 X1
)
⇒ R
(
T11G ′(GT11G ′)−GX1
)
⊆ R
(
X1
)
. (3.3)
Combined with (3.2) and (3.3), we finish the proof of the conclusion in the case when γ∗ > 0.
Assume now that γ∗ = 0. By Lemma 3.2, δ∗ = 0, and therefore
G ∈ G∗ ⇔ QGT+1/211 V ′1HV1T+1/211 QG = QIT+1/211 V ′1HV1T+1/211 QI .
Put T1 = (I, 0)T . Note that
δ∗ = 0 ⇔ tr
(
HV − HV1T+1/211 QGT+1/211 V ′1
)
= 0⇔ tr
[
H1/2
(
V − V1T+1/211 QGT+1/211 V ′1
)
H1/2
]
= 0
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⇔ H1/2
(
V − V1T+1/211 QGT+1/211 V ′1
)
H1/2 = 0 since left-hand side is s.n.n.d.
⇔ H1/2
(
T − T ′1T+1/211 QGT+1/211 T1
)
H1/2 = 0⇔
(
T − T ′1T+1/211 QGT+1/211 T1
)
H1/2 = 0
⇔ T ′1T+1/211 QGT+1/211 T1H1/2 = VH1/2 ⇒ QGT+1/211 T1H1/2 = T11T ′1+VH1/2,
since R(T1) = R(T11). In a similar fashion, γ∗ = 0 ⇒ QGT+1/211 T1H1/2 = T11T ′1+VH1/2. These facts would imply
QGT
+1/2
11 V
′
1HV1T
+1/2
11 QG = QIT+1/211 V ′1HV1T+1/211 QI = T11T+1 VHVT ′1+T11, and therefore G ∈ G∗ holds inherently. The proof is
thus completed. 
3.2. Quadratic sufficiency: Characterization of G ∗
By direct operations, G ∈ G ∗ if and only if e∗ = 0 and D∗ = 0, with
e∗ , E
(
y ′G ′C∗Gy − y ′B∗y) = σ 2tr[V 1/211 (G ′C∗G − B∗)V 1/211 ],
D∗ , D
(
y ′G ′C∗Gy − y ′B∗y) = 2σ 4tr[V 1/211 (G ′C∗G − B∗)V 1/211 ]2,
in view ofΣGGX1 = 0 and NX1X1 = 0. Further,
G ∈ G ∗ ⇔ T 1/211
(
G ′C∗G − B∗) T 1/211 = 0
⇔ δ∗QG + QGT+1/211 V ′1HV1T+1/211 QG = γ ∗QI + QIT+1/211 V ′1HV1T+1/211 QI .
Not like G∗, G ∗ is based on the notion of an OIQBP (instead of OIQUP) and therefore does not have the so-called natural
requirement. Thus, the similar conclusions given by Lemma 3.2 are not necessarily satisfied. We discuss G ∗ with respect to
four possible situations below.
• Case 1: γ ∗ > 0 and δ∗ > 0. Being similar to Theorem3.1, one can verify thatG ∈ G ∗ ⇔ G ∈ G∗. Noting γ ∗ > 0⇔ γ∗ > 0
and δ∗ > 0⇔ δ∗ > 0, we find that for this situation Gy is quadratically sufficient w.r.t. the problem of the OIQBP then
w.r.t. the problem of the OIQUP, and vice versa.
• Case 2: γ ∗ > 0 and δ∗ = 0. For this case, it is easily seen that QI = 0 (similar to the proving of Lemma 3.2), or
equivalently, rk(X1,V11) = rk(X1), which is further equivalent to R(V11) ⊆ R(X1) by employing the well known fact
that rk(A, B) = rk(A)+ rk[(I − PA)B]. Thus
G ∈ G ∗ ⇔ QGT+1/211 V ′1HV1T+1/211 QG = 0⇔ HV1T+1/211 QG = 0
⇔ HV1T+1/211 PP
T1/211 G
′
(
P
T1/211 G
′T
+1/2
11 X1
)⊥ = 0
⇔ HV1T+1/211 PT1/211 G′
(
PT1/211 G′
T+1/211 X1
)⊥ = 0
⇔ R
(
PT1/211 G′
T+1/211 V
′
1H
)
⊆ R
(
PT1/211 G′
T+1/211 X1
)
⇔ R
[(
T 1/211 G
′
)′
T+1/211 V
′
1H
]
⊆ R
[(
T 1/211 G
′
)′
T+1/211 X1
]
⇔ R(GV ′1H) ⊆ R(GX1).
• Case 3: γ ∗ = 0 and δ∗ > 0. Similarly, QG = 0, which is equivalent to R(GV11) ⊆ R(GX1), and therefore
G ∈ G ∗ ⇔ QIT+1/211 V ′1HV1T+1/211 QI = 0⇔ R
(
V ′1H
) ⊆ R(X1).
• Case 4: γ ∗ = 0 and δ∗ = 0. For this case, G ∈ G ∗ for any given G .
Note that QG = 0 ⇔ rk(GX1,GV11) = rk(GX1) and QI = 0 ⇔ rk(X1,V11) = rk(X1). Being similar to the proving of
Lemma 3.2, we can justify the following conclusion.
Lemma 3.3. Let G ∈ G∗. Then the statements below hold:
• Take the case γ ∗ > 0. There are two situations, as follows:
1. If rk(X1,V11) > rk(X1), then δ∗ > 0.
2. If rk(X1,V11) = rk(X1), then G ∈ G ∗ holds inherently.• Take the case γ ∗ = 0. There are three corresponding situations, as following:
1. If rk(GX1,GV11) > rk(GX1), then δ∗ = 0.
2. If rk(X1,V11) > rk(X1) and rk(GX1,GV11) = rk(GX1), then G ∈ G ∗ ⇔ R(V ′1H) ⊆ R(X1).
3. If rk(X1,V11) = rk(X1), then G ∈ G ∗ holds inherently. 
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By the above analysis and Lemma 3.3, we give the following theorem concerning G ∗, and omit its trivial proof.
Theorem 3.2. Let us be given a model denoted by (1.1). Then the statements below hold:
• Case 1: tr(HV − HV1NX1V ′1) > 0.
– If rk(X1,V11) > rk(X1), then
G ∗ = {G | R(V11X⊥1 ) ⊆ R(T11G ′), and rk(GX1,GV11)− rk(GX1) = rk(X1,V11)− rk(X1)} .
– If rk(X1,V11) = rk(X1), then G ∈ G ∗ for any given G .• Case 2: tr(HV − HV1NX1V ′1) = 0.
– If either rk(X1,V11) = rk(X1) or rk(X1,V11) > rk(X1) but R(V ′1H) ⊆ R(X1), then G ∈ G ∗ for any given G .
– If rk(X1,V11) > rk(X1) and R(V ′1H) 6⊆ R(X1), then G ∗ = {G | rk(GX1,GV11) > rk(GX1)}. 
For the notion of quadratic sufficiency w.r.t. OIQUP and OIQBP problems, we can also apply the results derived in
Theorems 3.1 and 3.2 to the special modelLρ . These direct consequences are omitted here.
4. Concluding remarks
In this paper, we have extended the work of [1], and applied the resulting conclusions to a special model. In Section 2,
we have explained the nonnegativity and rationality of the OIQUP and the OIQBP. In addition, we have proposed a notion of
quadratic sufficiency w.r.t. the OIQUP and OIQBP problem, and utilized the general results derived in Section 2 to study this
notion and investigate its characterizations. The complete presentation for all possible cases was offered.
Motivated by one reviewer, we present some remarks before closing the paper as follows:
1. The statistical interpretation of an OIQUP and an OIQBP. See Theorems 2.1 and 2.2 for details. On the one hand, Y ′F ′ΣFY
is the residual sum of squares in the transformed model of the form FY = FXβ + Fewith e ∼ N (0, σ 2V ). On the other
hand, to interpret the second part, p(II) , Y ′F ′ΣFVHVF ′ΣFY , of an OIQUP or an OIQBP is not very easy in general cases.
However, it can be concluded by direct operations that
p(II) = Y ′F ′(FTF ′)+FTHTF ′(FTF ′)+FY
under the condition R(T+1/2X) ⊆ R(T 1/2F ′), or equivalently,
R(X) ⊆ R(TF ′). (4.1)
Note that (4.1) is just the necessary and sufficient condition for FY to be linearly sufficient; see [16]. See also [17]. Put
now X˜ = TF ′(FTF ′)+FX and denote by
Y˜ = TF ′(FTF ′)+FY
the oblique projection of Y onto R(TF ′). Clearly, FY˜ = FY almost surely. Combined with
(4.1)⇒ HX˜ = HT 1/2PT1/2F ′T+1/2X = HT 1/2T+1/2X = 0,
the fact that p(II) is expressible as Y˜ ′HY˜ when FY is linearly sufficient would mean that the second part of the OIQUP
or the OIQBP for Y ′HY is actually a quadratic form of Y˜ , the oblique projection of Y , w.r.t. the same matrix H satisfying
HX = 0.
2. The relationship between G∗ and G ∗. It is not difficult to see that if the two preconditions rk(X1,V11) > rk(X1) and
rk(GX1,GV11) > rk(GX1) hold, then G∗ and G ∗ coincide. That is to say, under this setting Gy is quadratically sufficient
w.r.t. the problem of the OIQUP if and only if it is quadratically sufficient w.r.t. the problem of the OIQBP.
3. In Theorems 3.1 and 3.2 we discussed every situation regarding γ∗ or γ ∗ (instead of δ∗ or δ∗ which depends on thematrix
G). This may be of interest because of the convenience in applications.
Finally, we mention that the generalization (or extension) presented in this paper is also in view of the problem of a
special transformed matrix F if one wants to investigate the work of [1] by transforming the original model (1.1) into a
nonsingular one with linear restrictions.
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