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LINEARIZED ESTIMATE OF THE BACKWARD ERROR FOR THE EQUALITY
CONSTRAINED INDEFINITE LEAST SQUARES PROBLEM
HUAI-AN DIAO∗ AND TONG-YU ZHOU†
Abstract. In this note, we concentrate on the backward error of the equality constrained indefinite least squares problem.
For the normwise backward error of the equality constrained indefinite least square problem, we adopt the linearization method
to derive the tight estimate for the exact backward normwise error. The numerical examples show that the linearization estimate
is effective for the normwise backward errors.
Key words. Indefinite least squares, the equality constrained indefinite least squares problem, normwise backward error,
linearization estimate.
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1. Introduction. The indefinite least squares (ILS) problem [1, 3] is given by:
(1.1) ILS : min
x
(b −Ax)⊤Σpq(b−Ax),
where A⊤ is the transpose of A, A ∈ Rm×n, b ∈ Rm, m ≥ n and the signature matrix
(1.2) Σpq =
(
Ip 0
0 −Iq
)
, p+ q = m.
The ILS (1.1) has applications in the total least squares problem [21] and H∞-smoothing in optimization
[8, 19] see references and therein. The equality constrain indefinite linear least square problem (ILSE) was
first proposed by Bojanczyk et al. in [2], which is a generalization of ILS. Suppose A ∈ Rm×n, b ∈ Rm, B ∈
R
s×n, d ∈ Rs, m ≥ n, and the signature matrix Σpq is defined by (1.2). The ILSE has the form
(1.3) ILSE : min
x
(b −Ax)⊤Σpq(b−Ax) subject to Bx = d.
The existence and uniqueness of the solution to ILSE is given in [2], i.e.,
(1.4) rank(B) = s, x⊤(A⊤ΣpqA)x > 0,
where x ∈ N (B) andN (B) denotes the null space of B. The rank condition guarantees there exists a solution
to the equality constrain in (1.3), while the second one in (1.4), which means that A⊤ΣpqA is positive definite
on N (B), ensures that the uniqueness of a solution to the ILSE problem. When (1.4) is satisfied, the uniques
solution x to the ILSE problem (1.3) can be determined by the following normal equation
(1.5) A⊤Σpq(b−Ax) = B⊤ξ, Bx = d,
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where ξ is a vector of Lagrange multipliers. On the other hand, the augmented system also defines the
unique solution x as follows
(1.6) Ax :=

 0 0 B0 Σpq A
B⊤ A⊤ 0



λs
x

 =

db
0

 := b,
where s = Σpqr, r is the residual vector r = b − Ax and λ = −ξ. As pointed in [2], when (1.4) holds, the
coefficient matrix A in (1.6) is invertible. For the numerical algorithms and theory for ILSE, we refer to the
papers [17, 13, 14, 18] and etc.
Backward error analysis is important in numerical linear algebra, which can help us to examine the
stability of numerical algorithms in matrix computation. Moreover, backward error can be used as the basis
of effective stopping criteria for the iterative method for large scale problems. The concept of backward error
can be traced to Wilkinson and others, see [11, Page 33] for details. Many researchers had concentrated on
the backward error analysis for the linear least squares problem [20, 10, 22, 12, 6, 7], the scale total least
squares (STLS) problem [4], and the equality constrained least squares (LSE) problem and the least squares
problem over a sphere (LSS) [5, 16]. Since the formulae and bounds for backward errors for least squares
problems are expensive to evaluate, the linearization estimate for them was proposed; see for [4, 6, 9, 15] and
references therein. To our best knowledge, there are no works on the normwise backward error for ILSE. In
this paper, we will introduce the normwise backward error for ILSE and derive its linearization estimate.
The paper is organized as follows. We define the normwise backward error for ILSE and derive its
linearization estimate in Section 2. We do some numerical examples to show the effectiveness of the proposed
linearization estimate for the normwise backward error in Section 3. At end, in Section 4, concluding remarks
are drawn.
2. Main results. In this section, we will focus on the linearization estimate for the normwise backward
error for ILSE. Assume that we have the computed solution y to (1.3). There exits matrices and vectors
E, F, f and g, which are the perturbations on A, B, b and d respectively, such that the computed solution
y is the exact solution of the following perturbed ILSE problem
(2.7) min
z
(b+ f − (A+ E)z)⊤Σpq(b + f − (A+ E)z), subject to (B + F )y = d+ g.
There may have many possible perturbations satisfying (2.7). Thus the following perturbation set
SILSE(y) =
{
(E, f, F, g) | (A+ E)⊤Σpq(b + f − (A+ E)y) = (B + F )⊤ξ, (B + F )y = d+ g
}
,
is introduced, where ξ is the vector given in (1.5). Therefore the normwise backward error for y can be
defined as follows:
(2.8) µILSE = min
∥∥∥∥
[
E θ1f
θ2F θ3g
]∥∥∥∥
F
,
where ‖ · ‖F is Frobenius norm, (E, f, F, g) ∈ SILSE(y) and θ1, θ2 and θ3 are positive parameters to give the
weights to f, F and g, respectively. However it seems that it is difficult to derive the explicit expression
of µILSE because of the non-linearity of (2.7) with respect to the perturbations of E, F, f and g. In the
following we will deduce the linearize estimate for µILSE via linearizing (2.7) by dropping the higher order
terms of the perturbations E, F, f and g in (2.7).
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First, we rewrite (2.7) as follows:
(2.9) J(ξ)


vec(E)
θ1f
θ2vec(F )
θ3g

 =
[
B⊤ξ −A⊤Σpqry
d−By
]
−

E⊤Σpq [E θ1f]
[
−y
θ−11
]
0

 ,
where vec(A) stacks the columns of A one by one,
J(ξ) =
[
In ⊗ (r⊤y Σpq)− A
⊤Σpq(y⊤ ⊗ Im) θ−11 A
⊤Σpq −θ−12 (In ⊗ ξ
⊤) 0
0 0 θ−12 (y
⊤ ⊗ Is) −θ−13 Is
]
,
the symbol ⊗ is Kronecker product, In denotes the n× n identity matrix and ry = b−Ay. Suppose ry 6= 0,
it is easy to verify that for any vector ξ ∈ Rs, the matrix J(ξ) is full row rank. Let
τ(ξ) = ‖J(ξ)†‖2, ρ(ξ) =
∥∥∥∥J(ξ)†
[
B⊤ξ −A⊤Σpqry
d−By
]∥∥∥∥
2
,
where ‖ · ‖2 is the spectral norm of a matrix or 2-norm of a vector, and A
† is Moore-Penrose inverse of A.
From the equation below
(2.10) ‖J(ξ)†‖2 ≤ τ0 :=
∥∥∥∥∥
[
In ⊗ (r⊤y Σpq)−A
⊤Σpq(y⊤ ⊗ Im) θ−11 A
⊤Σpq 0
0 0 −θ−13 Is
]†∥∥∥∥∥
2
,
we know that ρ(ξ) is continuous with respect to ξ. We define the linearized estimate
(2.11) ρ = min
ξ
ρ(ξ)
for µILSE. In the following theorem, we prove that ρ is an upper bound for µILSE.
Theorem 2.1. If 4τ0ρ
√
θ−21 + ‖y‖
2
2 < 1, we have µILSE < 2ρ.
Proof. Suppose ξ0 ∈ Rs such that ρ = ρ(ξ0). Consider the following nonlinear system:
J(ξ0)


vec(E)
θ1f
θ2vec(F )
θ3g

 =
[
B⊤ξ0 −A⊤Σpqry
d−By
]
−

E⊤Σpq [E θ1f]
[
−y
θ−11
]
0

 .
and the mapping Γ : R(n+1)(m+s) −→ R(n+1)(m+s) defined by
(2.12) Γ


vec(E)
θ1f
θ2vec(F )
θ3g

 = J(ξ0)†
[
B⊤ξ0 −A⊤Σpqry
d−By
]
− J(ξ0)
†

E⊤Σpq [E θ1f]
[
−y
θ−11
]
0

 .
From J(ξ0)J(ξ0)
† = I, we know that any fixed point of Γ is a solution to (2.12). Let
ρ1 =
2ρ
1 +
√
1− 4
√
θ−21 + ‖y‖2τ0ρ
, S2 =
{
z ∈ R(n+1)(m+s) | ‖z‖2 ≤ ρ1
}
,
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then S2 is a convex and closed set of R
(n+1)(m+s). Moreover, for arbitrary z =


vec(E)
θ1f
θ2vec(F )
θ3g

 ∈ S2, we can
deduce that
‖Γz‖2 ≤ ρ+ τ0
√
θ−21 ‖y‖
2
2‖z‖
2
2 ≤ ρ1,
which means that the continuous mapping Γ maps S2 to S2. From Brouwer fixed point principle, the mapping
Γ has a fixed point in S2, then we prove that
µILSE ≤ ρ1 ≤ 2ρ.
In the following, we will consider how to estimate ρ, because it is not easy to derive the explicit expression
for ρ. From (2.10), we arrive at
(2.13) ρ(ξ) ≤ τ0
∥∥∥∥
[
B⊤ξ0 −A⊤Σpqry
d−By
]∥∥∥∥
2
.
Apparently, the minimal value of the upper bound in (2.13) is attainable at
(2.14) ξ1 = (B
⊤)†A⊤Σpqry .
We have ρ ≤ ρ(ξ1). From the above deduction, if 4τ0ρ
√
θ−21 + ‖y‖
2
2 < 1, it is not difficult to see that
µILSE < 2ρ(ξ1).
On the other hand, we find the lower bound for µILSE in the following theorem.
Theorem 2.2. If ry 6= 0, then
µILSE ≥
2ρ
1 +
√
1 + 4τ0
√
θ−21 + ‖y‖
2
2ρ
.
Proof. For the following nonlinear system:
(2.15) J(ξ)†J(ξ)


vec(E)
θ1f
θ2vec(F )
θ3g

 = J(ξ)†
[
B⊤ξ0 −A⊤Σpqry
d−By
]
− J(ξ)†

E⊤Σpq [E θ1f]
[
−y
θ−11
]
0

 ,
we know that any solution to (2.9) is also a solution to (2.15). Because J(ξ) is full row rank, any solution
to (2.15) is a solution to (2.9). From ‖J(ξ)†J(ξ)‖2 = 1 and (2.15), we can prove that
ρ(ξ) ≤ λ+ τ0
√
θ−21 + ‖y‖
2
2λ
2,
where λ =
∥∥∥∥
[
E θ1f
θ2F θ3g
]∥∥∥∥
F
. Then, we deduce that
λ ≥
2ρ(ξ)
1 +
√
1 + 4τ0
√
θ−21 + ‖y‖
2
2ρ(ξ)
.
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Because the function f(t) ≡
[
2t/(1 +
√
1 + 4τ0
√
θ−21 + ‖y‖
2
2t
]
is increasing with respect to t (t ≥ 0). we
prove this theorem.
Combing Theorems 2.1 and 2.2, we have the following corollary.
Corollary 2.3. If 4τ0ρ
√
θ−21 + ‖y‖
2
2 < 1, then
2ρ
1+
√
2
≤ µILSE ≤ 2ρ.
The above corollary indicates that when ρ is small enough, then ρ is a good estimation for µILSE. On the
contrary, the next result shows that if ρ is not small, then y cannot be a good approximate solution.
Theorem 2.4. Supoose y is an approximation solution to (1.3), and xILSE is its exact solution, then the
following inequality
‖xILSE − y‖2 ≥
1∥∥∥∥
[
A⊤ΣpqA
B
]∥∥∥∥
2
∥∥∥∥
[
Bξ1 −A⊤Σpqry
d−By
]∥∥∥∥
2
holds.
Proof. Since xILSE is the exact solution to (1.3), there exits a vector ξ2 ∈ Rs such that
A⊤Σpq(b−AxILSE) = B⊤ξ2, BxILSE = d.
Let r1 = B
⊤ξ2 −A⊤Σpqry, and r2 = d−By, then
r1 = A
⊤ΣpqA(y − xILSE), r2 = −B(y − xILSE).
Then ∥∥∥∥
[
A⊤ΣpqA
B
]∥∥∥∥
2
‖y − xILSE‖2 ≥
∥∥∥∥
[
r1
r2
]∥∥∥∥
2
≥
∥∥∥∥
[
Bξ1 −A⊤Σpqry
d−By
]∥∥∥∥
2
,
which completes the proof of this theorem.
Next, we analyze τo in (2.10). From the definition of τ0, we have the following result.
Theorem 2.5. With the notations above, we have τ0 = max
{
θ3, α
−1}, where
α = σmin
([
In ⊗ (r⊤y Σpq)−A
⊤Σpq(y⊤ ⊗ Im) θ−11 A
⊤Σpq
])
.
The next theorem gives a lower bound of α and thus an upper bound of τ0.
Theorem 2.6. If ry 6= 0, then α ≥
‖ry‖2√
1 + θ21‖y‖
2
2
.
Proof. Noting Σ2pq = Im, since
[
In ⊗ (r⊤y Σpq)−A
⊤Σpq(y⊤ ⊗ Im) θ−11 A
⊤Σpq
] [
In ⊗ (r⊤y Σpq)−A
⊤Σpq(y⊤ ⊗ Im) θ−11 A
⊤Σpq
]⊤
= (θ−21 + ‖y‖
2
2)
{
(A− ryy0)
⊤(A− ryy0) +
‖ry‖22
θ−21 + ‖y‖
2
2
In − (ryy0)
⊤(ryy0)
}
≥ (θ−21 + ‖y‖
2
2)
{
‖ry‖22
θ−21 + ‖y‖
2
2
In − (ryy0)
⊤(ryy0)
}
,
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(here for two symmetric semi-positive matrix M and N , M ≥ N means that M −N is still semi positive),
where y0 = [1/(θ
−2
1 + ‖y‖
2
2)]y, we have
α2 ≥ (θ−21 + ‖y‖
2
2)
{
‖ry‖22
θ−21 + ‖y‖
2
2
− ‖ry‖
2
2‖y0‖
2
2
}
=
‖ry‖22
1 + θ21‖y‖
2
2
.
3. Numerical examples. In this section we will test the effectiveness of the linearization estimate ρ
for the normwise backward error µILSE of ILSE (1.3). All the computations are carried out using Matlab
8.1 with the machine precision ǫ = 2.2× 10−16.
We adopt the method in [17] to construct the data. Let the matrix A, given κA, be generated as
A = QDU , where Q ∈ Rm×m is a Σpq-orthogonal matrix, i.e., such that Q⊤ΣpqQ = Σpq, D ∈ Rm×n is
a diagonal matrix with decreasing diagonal values geometrically distributed between 1 and κA, and U ∈
R
n×n is a random orthogonal matrix generated by the function gallery(′qumlt′, n). Furthermore, A is
normalized such that ‖A‖2 = 1. The matrix B ∈ Rs×n, given its condition number κB, is formed by using
Matlab routine B = gallery(′randsvd′, [s, n], κB) with ‖B‖2 = 1 and its singular values are geometrically
distributed between 1 and 1/κB. We construct the random vectors b and d which are satisfied the standard
Gaussian distribution for ILSE (1.3). For all the experiments, we choose n = 50, s = 20, p = 60, q = 40.
For each generated data, we compute the solution via the augmented system (1.6). For the perturbations,
we generate them as
∆A = ε ·∆A1, ∆B = ε ·∆B1, ∆b = ε ·∆b1 · ‖b‖2, ∆d = ε ·∆d1 · ‖d‖2
where each components of ∆A1 ∈ Rm×n, ∆B1 ∈ Rs×n, ∆b1 ∈ Rm and ∆d1 ∈ Rs satisfy the standard
Gaussian distribution. Let the computed solution y be computed via solving the corresponding augmented
system to the following perturbed ILSE problem
min ((b+∆b)− (A+∆A)y)⊤ Σpq ((b +∆b)− (A+∆A)y) , subject to (B +∆B)y = d+∆d.
For the computed solution y, its normwise backward error µILSE is defined by (2.8), and its linearization
estimate ρ for the normwise backward error µILSE is given by (2.11). Because there is no explicit expression
for ρ, we use ρ(ξ1) where xi1 is given by (2.14) to approximate µILSE. We always use the common choice
θ1 = θ2 = θ3 = 1 in (2.8). There is no explicit expression for the normwise backward error µILSE. Since the
perturbations ∆A, ∆B, ∆b and ∆d are known in advance, we can calculate the following quantity µ1 to
approximate µILSE:
µ1 =
∥∥∥∥
[
∆A ∆b
∆B ∆d
]∥∥∥∥
F
,
and compare µ1 with the linearization estimate ρ(ξ1) to show the effectiveness of ρ(ξ1). From the definition
of the normwise backward error µ defined in (2.8), it is easy to see that µ ≤ µ1. Note that µ may be much
smaller that µ1 because µ is the smallest perturbation magnitude over the set of all perturbations SILSE. We
test different choices of the perturbations magnitude ε and the parameter κA, κB. We report the numerical
values of µ1, ρ(ξ1) and the residual norms γ and γ¯ corresponding tho the original and perturbed augmented
system in Table 1.
From Table 1, it is observed that the residual norms γ and γ¯ are always small regardless of different
choices of ε, κA and κB. Thus the solutions x and y are acceptable in the sense of the residual norms for
6
Table 1
Comparisons between µ1 and ρ(ξ1).
ε κA κB γ γ¯ µ1 ρ(ξ1)
10−6 3.92e+01 1.00e+02 2.96e-08 3.28e-09 1.31e-04 3.68e-06
4.51e+02 1.00e+02 3.62e-08 4.64e-10 1.30e-04 4.79e-06
4.69e+04 1.00e+02 1.19e-07 5.35e-10 1.20e-04 3.53e-06
3.44e+08 1.00e+02 8.98e-07 6.04e-10 1.19e-04 8.70e-06
4.21e+01 1.00e+04 1.65e-08 1.76e-10 1.19e-04 5.56e-06
3.24e+02 1.00e+04 2.15e-08 3.65e-10 1.39e-04 5.03e-06
1.71e+04 1.00e+04 6.22e-08 4.02e-09 1.25e-04 5.08e-06
3.54e+08 1.00e+04 6.18e-07 6.23e-10 1.35e-04 5.80e-06
4.86e+01 1.00e+06 2.71e-08 3.78e-10 1.28e-04 4.51e-06
3.45e+02 1.00e+06 2.34e-08 4.89e-10 1.30e-04 4.25e-06
3.09e+04 1.00e+06 7.65e-08 5.27e-10 1.42e-04 4.58e-06
4.31e+08 1.00e+06 5.44e-07 1.22e-09 1.25e-04 4.15e-06
4.71e+01 1.00e+08 3.25e-08 2.12e-09 1.25e-04 3.56e-06
2.41e+02 1.00e+08 2.72e-08 2.15e-09 1.25e-04 4.54e-06
3.24e+04 1.00e+08 6.27e-08 1.93e-10 1.43e-04 3.44e-06
1.40e+08 1.00e+08 6.06e-07 8.98e-11 1.28e-04 5.63e-05
10−12 4.88e+01 1.00e+02 2.77e-08 2.60e-08 1.32e-10 7.90e-12
3.05e+02 1.00e+02 2.99e-08 2.53e-08 1.28e-10 8.41e-12
3.35e+04 1.00e+02 6.15e-08 4.90e-08 1.29e-10 8.52e-12
4.55e+08 1.00e+02 4.68e-07 4.65e-07 1.24e-10 3.39e-11
3.08e+01 1.00e+04 1.32e-08 1.48e-08 1.22e-10 7.98e-12
5.00e+02 1.00e+04 2.96e-08 3.33e-08 1.35e-10 8.69e-12
1.15e+04 1.00e+04 5.37e-08 8.57e-08 1.22e-10 1.09e-11
2.72e+08 1.00e+04 7.73e-07 6.62e-07 1.29e-10 9.02e-11
3.18e+01 1.00e+06 3.23e-08 3.04e-08 1.29e-10 7.88e-12
3.38e+02 1.00e+06 2.14e-08 1.91e-08 1.29e-10 1.06e-11
2.64e+04 1.00e+06 1.02e-07 8.75e-08 1.33e-10 1.26e-11
3.04e+08 1.00e+06 8.11e-07 6.82e-07 1.16e-10 1.09e-10
1.92e+01 1.00e+08 2.04e-08 2.42e-08 1.25e-10 4.20e-10
1.14e+02 1.00e+08 3.20e-08 3.37e-08 1.35e-10 7.51e-11
3.75e+04 1.00e+08 4.60e-08 6.50e-08 1.20e-10 2.73e-10
2.73e+08 1.00e+08 6.86e-07 4.71e-07 1.29e-10 1.25e-10
the augmented system. The differences between µ1 and ρ(ξ1) are not too big. Most values of µ1 are one
hundredfold of the corresponding of ρ(ξ1). However, we cannot conclude that ρ(ξ1) gives a bad estimation
for µILSE because µILSE is the smallest perturbation magnitude to let the computed solution y be the exact
solution of the perturbed ILSE mathematically. The values of ρ(ξ1) are coincided with the perturbation
magnitude ε, which indicates the linearized estimation ρ(ξ1) is effective.
4. Concluding Remarks. In this paper we studied the linearization estimate for the normwise back-
ward error of the equality constrained indefinite least squares problem. The explicit sub-optimal linearization
7
estimate is given. We tested the derived sub-optimal linearization estimate through numerical examples,
which showed that it is reliable and effective.
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