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Abstract. We present an active surface-based method for refining the
boundary surfaces of mitochondria segmentation data. We exploit the
fact that mitochondria have thick dark membranes, so referencing the
image data at the inner membrane can help drive a more accurate delin-
eation of the outer membrane surface. Given the initial boundary predic-
tion from a machine learning-based segmentation algorithm as input, we
compare several cost functions used to drive an explicit update scheme
to locally refine 3D mesh surfaces, and results are presented on electron
microscopy imagery. Our resulting surfaces are seen to fit very accurately
to the mitochondria membranes, more accurately even than the available
hand-annotations of the data.
1 Introduction
Meaningful statistics regarding the volumes, surface areas, and lengths of sub-
cellular structures such as mitochondria and synapses in the brain are key to
allowing neuroscientists to compare these objects in healthy people and those
with degenerative brain diseases and to understand brain connectivity. These
statistics require not just object detection, but also very accurate surface struc-
ture delineation.
Fig. 1. Mitochondria
have thick membranes.
State-of-the-art image segmentation algorithms
such as [6, 1, 7, 10] produce reasonably good localiza-
tion results, in that they are able to detect most in-
stances of the object they are searching for, and pro-
vide a rough outline. However, they often fail to ac-
curately define the detailed boundary surface of the
object in question to the precision required for accu-
rate geometric measurements, especially surface area.
In this paper, we propose an explicit active surface
scheme to improve the precision of segmentation re-
sults in the case of mitochondria in 3D electron mi-
croscopy (EM) imaging. To this end, we take into account their thick membranes,
as seen in Figure 1, and compare several cost functions used to drive the local
surface refinement.
Our method models the outer and inner membrane boundaries as active
surfaces [5] in a 3D volume. Tied together by a spring-like proximity energy
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(d)
Fig. 2. Surface refinement process. (a) Cross section of 3D input segmentation be-
fore smoothing. (b) After Gaussian smoothing. (c) After running our algorithm. (d)
Resulting 3D surface shown in blue with 3D input shown in red.
function, the surfaces are updated by minimizing energy terms defined by the
image data at the outer and inner surfaces. The initial input to our algorithm is
the output segmentation results from methods that use feature-based machine
learning to predict whether or not a given voxel is contained within a structure
of interest. As these objects are generally computed on supervoxels, the resulting
output segmentations tend to be noisy and coarse, as shown in Figure 2. Often
times, the final step of these algorithms involves simply smoothing the results
so that they appear more visually pleasing, but this does not capture many of
the fine surface details. Computing the correct 3D surfaces, whose surface areas
will be meaningful for neuroscience applications, requires returning to the image
data to perform further local surface updates, as we propose.
Related work includes [12], which searches for membranes in medical images,
but works only on 2D slices. The cost function in this model defines a minimum
and maximum membrane thickness in 2D, between which there is no penalty,
whereas we know a precise value of mitochondria membrane thickness in 3D, and
perform our calculations accordingly in 3D. In [11], the best fit to a deformable
membrane template of a certain topology is sought, but in our case a single
or double surface update scheme that allows each surface to align with small
detailed gradients in the image is sufficient. Shape priors are used successfully
in [8], but in this work we focus on surface image information alone.
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2 Method
Our goal is to precisely capture the true 3D boundaries of mitochondria surfaces,
starting from the well-localized but rough binary segmentation data provided
by [10]. The initial rough surfaces are Gaussian smoothed, but the resulting
objects do not capture fine surface detail. We use an explicit active surface
method that starts from an initialization of surface points as a 3D mesh and
iterates in a gradient descent energy minimization scheme until either a local
minimum is reached or a maximum number of iterations has been computed.
We define energy functions that are based on the gradients of the image data
near the membrane boundaries, and is also dependent on the proximity to a
second surface tracing the inner boundary of the membrane.
The boundary of a mitochondrion is defined by a thick dark membrane. The
most discriminatory image data exists at the outside boundary of this membrane,
which is a local image gradient maximum, and can be found by minimizing
1
1+‖∇I‖ , as in [3]. The inner boundary of the membrane is also a local minimum
of this function, but is a much weaker boundary than the outer membrane, as
can be seen in Figure 1. Although it is weaker, considering image data from the
inner surface can contribute to defining a more robust final outer surface. We
will compare active surface schemes that jointly update both an inner and an
outer surface, where each surface incorporates varying amounts of information
from the current position of the other.
It is known from biology that organelles are generally smooth objects, and
it is important that the final surfaces be smooth so that accurate surface areas
of the objects can be computed and compared. We achieve this objective by
a standard application of Laplacian smoothing as in [13], which minimizes the
curvature of the surface, and where at each update, every point is redefined to
be a weighted average of itself and its neighbors. At each iteration k over the
mesh of 3D points X, we update
Xk+1 = A−1
(
γXk − w∇Esum(Xk)) , (1)
where Esum(X) =
∑
xE(x) is the cost function defined at each point to be
minimized as described below, the matrix A = γI + αLn, for relative weight-
ing parameters γ and α, and Ln is the normalized graph Laplacian (L(i, i) = 1,
L(i, j) = −1‖Nvi‖0 , where ‖Nvi‖0 is the number of neighbors of vertex vi). The mul-
tiplication by A−1 is performed in practice by LU decomposition. This smooth-
ing operation is applied at the end of each iteration, updating the new point
locations relative to those of their neighbors.
The directional force of each iteration is defined by an energy function de-
pending on the image data, and also on the proximity between the inner and
outer membrane surfaces. We will compare four energy functions EI based on the
image data at each surface point x, one of which iterates towards regions of large
image gradient (Eq. 2), while the others additionally take into consideration the
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direction of the image gradient:
E1I (x) =
1
1 + ‖∇I(x)‖ , (2)
E2I (x) =
1
1 + ‖∇I(x)‖
(
arccos
(
nˆ(x) · ∇̂I(x)
)
+ δ
)
, (3)
E3I (x) = −nˆ(x) · ∇I(x), (4)
E4I (x) =
1
1 + ‖∇I(x)‖
(
1−
(
nˆ(x) · ∇̂I(x)
)
∗
(
∇̂I(x) · −∇̂I(xclspt)
))
. (5)
Here nˆ(x) is the surface normal vector at x with unit length, ∇̂I(x) is the normal-
ized image gradient direction vector, and xclspt is the closest point on the second
surface to point x on the first surface. As described above, minimizing Equation
(2) updates the surface towards local image gradient maxima. Equations (3),
(4), and (5) additionally encourage surfaces whose normal vectors point in the
direction of dark to light in the image. The intuition behind Equation 3 is that
when the surface normal is in line with the image gradient, nˆ(x) · ∇̂I(x) ≈ 1,
when they are perpendicular nˆ(x) · ∇̂I(x) ≈ 0, and when they are pointing in
opposite directions, nˆ(x) · ∇̂I(x) ≈ −1, so cos−1 of this dot product is 0 when
the vectors are aligned, with values up to pi when they are pointing in opposite
directions. Using the cos−1 means that the true angle between the two vectors is
measured and penalized linearly. This value is then offset by δ so that it is never
0 and the other term encouraging large gradient magnitudes can still direct the
surface updates even when the surface is aligned with the image gradient. In Eq.
4, the image gradient is not normalized, resulting in the simplest expression that
penalizes a surface normal that is not aligned with the image gradient, while
also progressing towards a large image gradient. From the first dot product of
Equation 5, the surface is encouraged to align with the image gradient, while
the second dot product encourages the inner and outer surfaces to be locally
parallel; this quantity is again scaled by the image gradient magnitude term.
We want to take advantage of the fact that the membrane has both an outer
and an inner boundary, so we will consider a cost function that optimizes the two
surfaces together. Mitochondria membranes are known to have a very consistent
thickness, so we add to the energy function a term that penalizes points on the
surfaces that are not the known distance r apart. For each point xi on surface
S1, the closest point xclspt is found on surface S2 (and vice versa), and for
convenience of notation we define the closest point to xi as
xclspt = arg min
xj∈S2
‖xi − xj‖. (6)
The distance ‖xi − xclspt‖ is penalized via a Gaussian centered at the standard
membrane thickness, resulting in the proximity cost function:
EP (xi ∈ S1) =
(‖xi − xclspt‖ − r
σ
)2
. (7)
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In order to understand the influence of tracing the inner membrane surface in
addition to the outer one, we will also consider a weighting between the inner
and outer energies
EtotalI (xi ∈ S1) = (1− wother)EI(xi) + wotherEI(xclspt) (8)
where the weight wother is a value between 0 and 0.5. We note that even if
wother = 0 the locations of the two membranes influence each other via the
proximity term EP .
The resulting function to be optimized is therefore
E(xi ∈ S1) = wIEtotalI (xi) + wPEP (xi), (9)
for relative weighting parameters wI and wP (and similarly for points on the
second surface S2). In order to calculate the minimizing surface, the gradient
descent scheme from Equation 1 is applied, where the gradient term is defined
to be
∇E(xki ) = wI∇ÊI
total
(xki ) + wP∇ÊP (xki ). (10)
We note that all energy gradients in our algorithm are normalized so that their
relative influence can be adjusted explicitly using the weights wI , wP and wother.
3 Discussion
Electron Microscopy data is notoriously difficult to work with, because the tex-
ture and intensity variations across all parts of the images are so similar. If the
initial segmentation that our algorithm is given is not within a reasonably small
radius of the true surface boundary, there is nothing an active surface algorithm
making only local updates can do to progress to the true boundary, such as
in Figure 3. There are far too many local gradient maxima between the found
object segmentation and the true boundary, even after significant smoothing,
and these cases are beyond the scope of the local update routines using only
image data that are being compared in this study. This type of error must be
fixed by a stronger initial segmentation algorithm, and for the purposes of this
study, we remove the found mitochondria whose volumes are less than half of
the true objects, so that we can understand the strengths of the methods being
presented.
The update schemes presented in this work rely on having reasonably strong
image gradients to iterate towards. While the outer mitochondria membrane
boundaries do have acceptably strong image gradients, so do many other nearby
structures that can easily distract from the organelle in question. This is why
referencing the inner membrane can help. However, the gradients at the inner
membrane boundaries are weak. Instead of using gradients, the proposed method
can further benefit from an inner boundary delineation defined by a statistical
model based on region texture, such as in [4]. This will be a focus of future work.
The bottleneck of the presented methods is the computation required to find
the closest points between surfaces. We use an axis-aligned bounding box tree to
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(a) (b) (c)
Fig. 3. (a) Example of an erroneous input segmentation that is too far from (b) the
true surface boundaries for the local surface refinements based on the gradients of (c)
smoothed images presented in this paper to overcome.
speed up the search, and the operations can be done in parallel, but this remains
the most computationally intensive piece of our algorithm.
Fig. 4.
It is important to note that the membrane proximity term
we use is not symmetric. Take the simple example of two con-
centric rectangles, as in Figure 4. The closest point to the
corner of the inside rectangle (p1) on the outside rectangle
(p2) is significantly closer than the closest point to the cor-
ner of the outside rectangle (p3) to the inside one (p1). This
means that the proximity gradient of the outside surface tends to be stronger
than that of the inside surface, and the outside surface is therefore more prone
to moving inward than the inside surface is to moving outward. We can handle
this size discrepancy numerically by using normalized gradient vectors in our
calculations. This does not address the lack of symmetry in the directions of
the gradients, but because we are able to initialize the surfaces relative to each
other, this discrepancy does not usually significantly affect the surface updates.
However, due to this inconsistency, we observed that if the weight wother from
Equation (8) is too high the accuracy of the method decreases.
Most of the gradient calculations required to update Equation 1 are straight-
forward to compute, and the image gradients can be pre-calculated. However,
the last term in Eq. 8 depends on data from the closest point to xi ∈ S1 on the
other surface. To calculate the gradient of this term finite differences must be
used, which requires performing the closest point search three separate times to
compute the energy at small offsets in the x-, y-, and z- directions. The ∂∂x term
is computed as follows:
EI
(
arg min
xj∈S2
‖ (xi + [∆x, 0, 0])− xj‖
)
− EI
(
arg min
xj∈S2
‖xi − xj‖
)
∆x
. (11)
4 Experiments
Our algorithm has been developed to perform local refinements to the surfaces
of segmented structures in 3D electron microscopy medical image stacks. For
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Fig. 5. For parameter verification, Hausdorff Distance results are presented for varying
values of wI , wP , and wother. All tests are performed using E
1
I .
testing we used a publicly available dataset1 that consists of a 1024× 768× 165
image stack. We obtained from the authors the output of their algorithm [10],
which correctly finds most mitochondria in the stack albeit with fairly rough
boundaries. These boundaries were Gaussian smoothed before processing, and
our method is then meant to update these smoothed surfaces to capture fine
surface details. We first used the standard Marching Cubes algorithm of [9] to
generate a 3D mesh corresponding to the outer boundary of each mitochondrion.
We then initialized the inner membrane surface by eroding the initial segmen-
tation by the expected membrane thickness. The mesh surfaces are defined by
50,000 vertices on average, but this quantity varies considerably, ranging from
10,000 to 114,000 vertices depending on the size of each mitochondrion and how
much of it is contained within the image stack.
Parameter ranges were tuned on an artificial 3D image of a smoothed black
ball with a thick boundary on a white background. The fixed parameters used
in our experiments are as follows: segmentation smoothing σ = 5, smoothing for
image gradients σ = 5, membrane thickness r = 4, σ = 1, Laplacian parameters
γ = 1 and α = .5, and the number of iterations is 100. In Figure 5 we present
a range of results for a single cost function (E1I ) as the weighting parameters
are varied over a small range of values found to perform well. Observing that
wP should be no greater than 0.01, we present the rest of our experiments using
the parameters wI = 0.01 and wP = 0.01, but as all nearby parameter values
produce similar final results, the methods are seen to be stable. In future work
better optimization schemes can be derived that modify the weights throughout
the optimization.
1 http://cvlab.epfl.ch/data/em
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Fig. 6. From noisy initial segmentations (left), we observe that incorporating an outer
and inner membrane proximity term (right) into the surface refinement energy function
results in a more precise surface extraction than when it is not used (center). See also
Figure 2. This result is the primary contribution of this work.
4.1 Qualitative Evaluation
A cross-section of the full segmentation surface refinement results is presented
in Figure 10 along with the final surfaces of the whole image stack. The smooth
surfaces our method produces are seen to be very consistent with the image
data. At this scale, the differences between the four energy function compared
is visibly negligible.
We observe that performing surface updates that track both the inner and
outer membranes together, and penalizes discrepancies between them, results in
more accurate final surface reconstructions. For several examples see Figures 2
and 6. This is the fundamental contribution of this work.
Of the four energy functions we propose, the most basic function E1I per-
forms remarkably well considering that it only depends on the magnitude and
not the direction of the image gradients. This function cannot in principle dis-
tinguish between the inner and outer membranes, and so should be more prone
to iterating towards false membranes. However, it is interesting to note that the
other cost functions, which were designed to improve upon E1I , do not appear to
perform substantially better. It is observed that E2I and E
3
I provide very similar
results, in spite of the fact that E2I depends on more meaningful quantities. This
is likely due to the fact that EM imagery is so noisy that precise numerical rela-
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Fig. 7. Example surface refinements from each of the energy functions considered. We
find that the function that does not take any directional term into account (E1I ) and
the function that encourages the two surfaces to point in opposite directions (E4I ) are
typically the most accurate.
tions between pixels is not as meaningful as in other contexts. The final energy
function E4I that also enforces that the two surfaces should be locally parallel, in
addition to being aligned with the image data, performs somewhat better than
E2I and E
3
I . For an example visual comparison of the four energy functions, see
Figure 7.
4.2 Quantitative Evaluation
The dataset we use includes hand-annotations provided by an expert that roughly
denote the voxels that correspond to mitochondria in the images. As is fairly
common in such annotations created frame-by-frame, noticeable jumps can of-
ten be observed between consecutive frames because the human annotator was
not consistent in deciding from one frame to the next where a mitochondrion
boundary ended, for example see Figure 8. This implies that, while sufficient
for large-scale coarse mitochondria segmentation, the hand annotations are not
perfectly accurate. We attempted to improve the hand annotations by going
through each frame of a mitochondrion and carefully marking each boundary
pixel, a process that takes about two minutes per frame, or about five hours
per mitochondrion. This process is not tenable for a data set of any reason-
able size. We also attempted to obtain more precise segmentations using the 3D
carving tool provided in ilastik 1.02, the Interactive Learning and Segmentation
Toolkit, which implements the seeded watershed algorithm to perform interac-
tive image segmentation. Extracting the object boundaries in 3D instead of going
through individual 2D frames alleviates the problem of frame-by-frame discrep-
ancies that were demonstrated in Figure 8. Unfortunately, this tool, similar to
any automatic segmentation tool, relies on object boundaries having strong im-
age gradients, which is simply not always the case in EM imagery, as described
above. The resulting “carved out” objects include sections of smooth boundaries
as desired, but also large regions of grossly incorrect surfaces where the segmen-
tation has ballooned into the surrounding regions, or been caught significantly
inside the mitochondrial structure where a stronger gradient has been found, as
2 www.ilastik.org
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Fig. 8. Two adjacent image slices from the reference hand-annotations. The inconsis-
tency between images slices that comes from labling each slice independently leads to
locally inaccurate surfaces. The surfaces constructed by the methods presented in this
paper are seen to be more accurate than the provided hand annotations.
(a) (b)
Fig. 9. Examples of the ilastik carving tool (a) oversegmenting and (b) undersegment-
ing a mitochondrion object. Note that these images are from the same segmentation,
and it tends to be impossible to correct the error in one direction without further ex-
acerbating the error in the other. (The red lines are part of the ilastik interface and
can be ignored.)
in Figure 9. These segmentations must then be hand-corrected frame-by-frame
as before, and the overall processing time at over two hours per mitochondrion
is still unmanageable on a large scale.
It is therefore understandable that the precise surface refinements we com-
pute in this work are often visually better than the noisy hand annotations
available for reference, yet can be penalized numerically when compared against
them. To attempt to alleviate the discrepancy between image frames, the hand
annotations are smoothed with the same Gaussian smoothing σ as the images.
This means, however, that the initial smoothed segmentations and the hand an-
notations are both highly smoothed blobs, and are often closer to each other
than they are to the fine surface details that they have smoothed across. We
find that while our method is observed to consistently arrive at accurate image
boundaries, as seen above, comparing our results to the hand annotations does
not result in solutions that are numerically as much stronger than the smoothed
initial segmentations as we would expect. Nevertheless, for general verification
purposes we compare our results with the provided hand annotations.
Image segmentation accuracy is often measured by the Jaccard index, but as
we are interested in surface precision and not the volume overlap that the Jaccard
index quantifies, we will instead perform our numeric evaluations using a measure
of surface similarity. The Hausdorff Distance measures how close two surfaces are
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Method Hausdorff Distance
Input segmentation 12.518
Smoothed input segmentation 8.144
wother = 0 wother = .2 wother = .33
E1I 7.460 7.530 7.518
E2I 8.054 8.012 8.017
E3I 8.006 8.028 8.071
E4I 7.713 7.991 7.987
Table 1. Surface refinement results for each of the energy functions EI compared
to the provided hand annotations, where the values presented represent the average
Hausdorff Distance over all mitochondria in the image stack. It is again observed that
E1I and E
4
I perform more strongly than the other two energy functions described.
in space by finding the minimum distance from each point on one surface to the
other surface, and vice versa, and then returns the maximum of these minimum
distances. The Hausdorff Distance is computed for each mitochondrion in the
image stack separately, and the average result is presented in Table 1. We also
provide these measurement results on the input data and the Gaussian smoothed
version of the input data, which is what we use to initialize our algorithm. These
results show that our proposed method does produce an improvement, albeit
not as large as visual inspection would indicate. As discussed above, this is
essentially an artifact of the inaccuracy of the hand annotations, which are highly
smoothed, and therefore very similar to the smoothed input segmentation, while
often penalizing our results when they are more accurate than those provided.
This phenomenon has been previously observed in [2], where in order to avoid the
inaccuracies at the boundaries of hand-annotated EM data the authors ignore all
voxels near the structure boundaries when comparing segmentations. What we
can say from the numerical results is that our method does reduce outliers. We
refer back to the qualitative results above for further verification of the accuracy
of the presented method.
We observe both qualitatively and quantitatively that the cost functions E1I
and E4I perform better than the others. While E
1
I compares the most positively
with the hand annotations, qualitatively it appears that E4I performs at least as
well. Numerically it also appears that making use of wother > 0 actually hurts
the process. This means that while using the proximity term from Equation 7 is
helpful, using the current gradient values of both surfaces to define the direction
in which each individual surface should step is actually confusing the process.
This is likely due to the fact that the point proximity is not symmetric, and so
the corresponding surface points are not always jointly meaningful, as discussed
in Section 3.
The original goal of this work was to construct more accurate surfaces so that
analyses involving their surface areas can be as precise as possible for biological
applications. Unfortunately, the “ground truth” surface area of a mitochondrion
simply cannot be obtained, and so we must instead focus on refining surfaces to
be as accurate as possible given the image data.
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5 Conclusion
We have compared several energy functions used to drive an explicit surface
refinement algorithm, with the goal of making local adjustments to the out-
put of mitochondria segmentation algorithms in challenging EM imagery. The
well-localized but rough initial segmentation is smoothed, and the methods then
update the surfaces towards local surface details. Qualitative and quantitative
results are provided that demonstrate the effectiveness of the method. We ob-
serve that our method is able to provide mitochondria surface segmentation
results that are more accurate than the available hand annotations. The result-
ing smooth surfaces can be used in biological applications where it is important
to be able to accurately calculate and compare the surface areas of mitochondria.
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Fig. 10. Final surface fitting results on the full 3D image stack and a cross section.
