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Abstract
Given a topological space T and a strictly convex real normed space X, let C(T ,X) be the space
of continuous and bounded functions from T into X, with its uniform norm. This paper is devoted to
the study of the relation between the fact of T being an F -space and the property that every element
in the unit ball of C(T ,X) has a representation as a mean of two extreme points.
 2003 Elsevier Inc. All rights reserved.
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For T a topological space and X a real normed space, C(T ,X) will denote the space of
continuous and bounded functions from T into X, with its uniform norm. Often we will
write Y instead of C(T ,X). From now on, BX , SX , and EX will stand for the unit ball, the
unit sphere, and the set of extreme points of BX , respectively.
The extremal structure of the unit ball of C(T ,X) has been intensively studied by as-
suming X is strictly convex. Under this condition EY is the set of continuous functions
from T into SX .
The following result characterizes the spaces Y = C(T ,X) such that BY = co(EY )(the
convex hull of EY ).
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topological space, and Y = C(T ,X).
(1) If T is completely regular and X is finite-dimensional, then BY = co(EY ) if and only
if dimT < dimX (where dimT denotes the covering dimension of T ; see [4]).
(2) If X is infinite-dimensional, then BY = co(EY ).
Moreover, every point in BY is the mean of eight extreme points whenever BY =
co(EY ). This number can be reduced to three when EY verifies the following property:
For every e ∈EY there is u ∈EY such that
−e(t) = u(t) = e(t), ∀t ∈ T .
In such case we say that EY is plentiful. It is worth mentioning that EY is plentiful in each
one of the following cases:
(1) dimX is even or infinite;
(2) T is compact, contractible and dimX  2;
(3) T is completely regular and dimT < dimX− 1.
A more detailed information can be found in [1,2,8–13,15], especially in [9].
Our purpose in this paper is to study when each element in BY can be expressed as
a mean of two extreme points. If BY = (1/2)(EY + EY ), it is easy to prove that EY is
plentiful. However, this condition together with BY = co(EY ) is not sufficient to get BY =
(1/2)(EY +EY ) as the next result shows.
Proposition 2. Let T be a topological space and X the euclidean space Rn with n  2.
Assume that every element of the unit ball of Y = C(T ,X) is an average of two extreme
points. Then 	V1 ∩ · · · ∩ 	Vn = ∅ for any n pairwise disjoint cozero subsets V1, . . . , Vn of T .
Proof. Let V1, . . . , Vn be pairwise disjoint cozero subsets of T . Then, for every j ∈
{1, . . . , n}, there exists a continuous function fj :T →[0,1/n] such that
Vj = f−1j
(]0,1/n]).
Clearly the mapping f :T →X given by
f (t)= (f1(t), . . . , fn(t)), ∀t ∈ T ,
belongs to BY and therefore f = (1/2)(u+ v) for suitable u,v ∈ EY . Let u1, . . . , un and
v1, . . . , vn be the coordinates of u and v, respectively. If t ∈ V1, then t ∈ T \⋃nj=2 Vj and
so fj (t)= 0 for every j ∈ {2, . . . , n}, hence
f1(t)= 12
(
u1(t)+ v1(t)
)
, 0 = 1
2
(
uj (t)+ vj (t)
)
, ∀j ∈ {2, . . . , n}.
It follows that u2j (t)= v2j (t) for every j ∈ {2, . . . , n} and since
∥∥u(t)∥∥2 =
n∑
u2j (t)= 1 =
n∑
v2j (t)=
∥∥v(t)∥∥2,
j=1 j=1
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u1(t)= v1(t)= f1(t).
By continuity, for every t ∈ 	V1, the above equalities hold and also fj (t) = 0 for every
j ∈ {2, . . . , n}. The same argument yields
uk(t)= vk(t)= fk(t), ∀t ∈ 	Vk,
and
fj (t)= 0, ∀t ∈ 	Vk, ∀j ∈ {1, . . . , n}\{k},
for every k ∈ {1, . . . , n}. If there exists t ∈ 	V1 ∩ · · · ∩ 	Vn, then
u(t)= (u1(t), . . . , un(t))= (f1(t), . . . , fn(t))= f (t)= 0,
which is a contradiction. ✷
If n = 2 and T is a Hausdorff compact space, the thesis in the previous result is a
characterization of the so-called F -spaces (see [16, Theorem 1.60]). We now recall from [6,
Definition] that a topological space T is said to be an F -space if any continuous bounded
function from a cozero subset of T into R has a continuous extension to T .
Such spaces have been systematically studied in connection with several problems in
functional analysis (see [7] and references therein).
In [6, Theorem 14.25] it is proved that a topological space T is an F -space if and only if
given a continuous function f :T →R there exists a continuous function g :T →R such
that
f (t)= ∣∣f (t)∣∣g(t), ∀t ∈ T .
If furthermore the condition |g(t)| = 1 holds for every t ∈ T , then the above equality is
a polar decomposition of f . More generally, given a topological space T and a normed
space X, it is said that C(T ,X) has the polar decomposition property if for each f ∈
C(T ,X), there is a continuous function e from T into SX such that
f (t)= ∥∥f (t)∥∥e(t), ∀t ∈ T .
The following fact can be easily proved.
Lemma 3. Let T be a topological space and X a normed space. Suppose that C(T ,X) has
the polar decomposition property. Then T is an F -space.
If X is finite-dimensional, we have a more precise information.
Theorem 4 [10, Theorem 2.16]. Let T be a completely regular topological space and X a
finite-dimensional normed space. The following conditions are equivalent:
(1) T is an F -space and dimT < dimX;
(2) C(T ,X) has the polar decomposition property.
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Lemma 5 [12, Lemma 1]. Let M be a two-dimensional strictly convex normed space, a ∈
M \ {0} and Φ ∈M∗ such that kerΦ = Lin{a}. Consider x, y ∈ SM such that Φ(x) 0,
Φ(y) 0, and ‖x − a‖= ‖y − a‖. Then x = y .
Now we are ready to prove the main result.
Theorem 6. Let T be a topological space, X a strictly convex normed space and Y =
C(T ,X). Suppose that EY is plentiful and Y has the polar decomposition property. Then
every element in BY is a mean of two extreme points of BY .
Proof. Given f ∈BY , there is e ∈EY such that
f (t)= ∥∥f (t)∥∥e(t), ∀t ∈ T ,
and since EY is plentiful, we can consider u ∈EY such that
−e(t) = u(t) = e(t), ∀t ∈ T .
Define g : [0,2] × T →X by
g(s, t)=
{
(1− s)e(t)+ su(t) if 0 s  1,
(2− s)u(t)− (s − 1)e(t) if 1 s  2.
Clearly g is continuous and omits the origin. Then let Γ : [0,2]× T → SX be the continu-
ous mapping defined by
Γ (s, t)= g(s, t)‖g(s, t)‖ , ∀(s, t) ∈ [0,2] × T .
Let A = {t ∈ T : f (t) = 0} and fix t in A. Since f (t) = ‖f (t)‖e(t) and ‖e(t)‖ = 1, we
have ∥∥2f (t)− Γ (0, t)∥∥= ∥∥2f (t)− e(t)∥∥= ∣∣2∥∥f (t)∥∥− 1∣∣ 1
and ∥∥2f (t)− Γ (2, t)∥∥= ∥∥2f (t)+ e(t)∥∥= 2∥∥f (t)∥∥+ 1 1.
Hence, there exists s in [0,2] such that∥∥2f (t)− Γ (s, t)∥∥= 1.
In order to prove that s is unique, let s′ ∈ [0,2] be such that ‖2f (t)−Γ (s′, t)‖ = 1. Let us
consider a = 2f (t), M = Lin{a,u(t)}, and Φ ∈M∗ such that
kerΦ = Lin{a} and Φ(u(t))> 0.
It is clear that
Φ
(
Γ (s, t)
)
 0, ∀s ∈ [0,2].
From Lemma 5 it follows that Γ (s, t)= Γ (s′, t) and since the mapping Γ (·, t), from [0,2]
into X, is injective, we conclude that s = s′.
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going to prove that the mapping t → s(t), from A into [0,2], is continuous. If this is not
the case, there exist a point t in A, a net {ti} of elements in A, and a point s in [0,2] such
that
{ti}→ t and
{
s(ti)
}→ s = s(t).
By using the continuity of Γ it follows that{∥∥2f (ti)− Γ (s(ti ), ti)∥∥}→ ∥∥2f (t)− Γ (s, t)∥∥
and then∥∥2f (t)− Γ (s, t)∥∥= 1,
which contradicts the unicity of s(t).
Since T is an F -space (Lemma 3) and A is a cozero set, the mapping t → s(t), from A
into [0,2], has a continuous extension to T , which we will also denote by s.
Finally, define e1, e2 :T →X by
e1(t)= Γ
(
s(t), t
)
, e2(t)= 2f (t)− Γ
(
s(t), t
)
, ∀t ∈ T .
It is obvious that e1, e2 ∈EY and f = (1/2)(e1 + e2). ✷
For a two-dimensional X, we will improve the information provided by the previous
result. Therefore we will use the following easy consequence of Lemma 5.
Lemma 7. Let X be a two-dimensional strictly convex normed space. Then every nonzero
element in BX admits a unique expression as a mean of two elements in SX .
The following result has also a clear geometric meaning.
Lemma 8. Let X be a two-dimensional strictly convex normed space and γ : [0,1]→X a
continuous mapping such that γ ([0,1])= SX , γ (0)= γ (1), γ | ]0,1] is one-to-one and
γ
(
s + 1
2
)
=−γ (s), ∀s ∈
[
0,
1
2
]
.
Consider x∗ ∈X∗ such that ‖x∗‖ = x∗(γ (0))= 1. Then, for every s ∈ [0,1/2], there is a
unique ρ(s) ∈ [1/2,1] such that γ (s)− γ (ρ(s)) ∈ kerx∗. Furthermore,
(1) The mapping s → ρ(s), from [0,1/2] into [1/2,1], is continuous;
(2) There exists a unique s0 ∈ [0,1/2] such that γ (s0) ∈ kerx∗;
(3) s0 ∈]0,1/2[ and ρ(s0)= s0 + 1/2.
Proof. From
x∗
(
γ (0)
)= x∗(γ (1))= 1, x∗
(
γ
(
1
2
))
=−x∗(γ (0))=−1,
it follows that
x∗
(
γ
([
0,
1
]))
= [−1,1] = x∗
(
γ
([
1
,1
]))2 2
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order to prove the unicity let s′′ ∈ [1/2,1] with γ (s) − γ (s′′) ∈ kerx∗. Then the vectors
γ (s′′) − γ (s′) and γ (s′′)− γ (s) are linearly dependent and therefore there exists λ ∈ R
such that
γ (s′′)− γ (s′)= λ(γ (s′′)− γ (s)).
If λ= 0, γ (s′′)= γ (s′), and, as γ | ]0,1] is injective, s′′ = s′. If 0< λ< 1, the equality
(1− λ)γ (s′′)+ λγ (s)= γ (s′)
implies γ (s′′) = γ (s) = γ (s′) and so s′′ = s′. If λ = 1 then γ (s′) = γ (s). Since γ (0) =
γ (1) and γ | ]0,1] is injective, also γ |[0,1[ is injective and hence s = 0 and s′ = 1 or s =
s′ = 1/2. In the first case, x∗(γ (s′′)) = x∗(γ (0)) = 1, so γ (s′′) = γ (0) and, therefore,
s′′ = 1 = s′. In the second case, x∗(γ (s′′)) = x∗(γ (1/2)) = −1, hence γ (s′′) = γ (1/2)
and so s′′ = 1/2= s′. If λ > 1, the equality
γ (s)=
(
1− 1
λ
)
γ (s′′)+ 1
λ
γ (s′)
implies γ (s′′)= γ (s′) and again s′′ = s′. Finally, if λ < 0, it suffices to observe that
γ (s′′)= 1
1− λγ (s
′)+ −λ
1− λγ (s)
and as before we conclude that s′′ = s′.
To obtain a contradiction, let us suppose that the mapping s → ρ(s), from [0,1/2]
into [1/2,1], is not continuous. Then there exists a point s ∈ [0,1/2] and a sequence {sn}
in [0,1/2] convergent to s, such that {ρ(sn)} converges to a point β (in [1/2,1]) with
β = ρ(s). Since γ (sn)− γ (ρ(sn)) ∈ kerx∗ for all n ∈N and γ is continuous, it holds that
γ (s)− γ (β) ∈ kerx∗, which contradicts the unicity of ρ(s).
Obviously, γ ([0,1/2])∪ (−γ ([0,1/2]))= SX , so γ ([0,1/2])∩ kerx∗ = ∅. Therefore
there exists s0 ∈ [0,1/2] such that γ (s0) ∈ kerx∗. It is clear that
γ (s0)− γ
(
s0 + 12
)
= 2γ (s0) ∈ kerx∗,
and so ρ(s0) = s0 + 1/2. To prove that s0 is unique, let s ∈ [0,1/2] be such that γ (s) ∈
kerx∗. Since γ (s0)− γ (s + 1/2) ∈ kerx∗, it follows that ρ(s0)= s + 1/2 and so s = s0.
Taking into account that
x∗
(
γ (0)
)=−x∗
(
γ
(
1
2
))
= 1 and x∗(γ (s0))= 0,
we have s0 ∈]0,1/2[. ✷
Theorem 9. Let X be a two-dimensional strictly convex normed space and T a Hausdorff
compact space. The following assertions are equivalent:
(1) T is an F -space and dimT  1;
(2) C(T ,X) has the polar decomposition property;
(3) Every point in the unit ball of C(T ,X) is a mean of two extreme points.
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sphere of the euclidean space R2. If H :R2 → X is an isomorphism, then the mapping
h :S1 → SX , given by
h(z)= H(z)‖H(z)‖ (z ∈ S
1),
is a homeomorphism such that h(−z) =−h(z) for every z ∈ S1. So, it is immediate that
the mappings γ1, γ2 : [0,1]→X defined by
γ1(s)= h
(
cos(2πs), sin(2πs)
)
, γ2(s)= h
(
cos
(
2πs + π
2
)
, sin
(
2πs + π
2
))
verify the conditions of Lemma 8. For every j ∈ {1,2} let x∗j be a support functional forBX
in the point γj (0) and consider the continuous function ρj from [0,1/2] into [1/2,1] given
by the previous lemma. Let us denote by sj the unique element in the interval [0,1/2] such
that γj (sj ) ∈ kerx∗j . In fact, we know that sj ∈]0,1/2[ and ρj (sj )= sj +1/2. Furthermore
let ϕj : [0,1/2]→X be the continuous mapping given by
ϕj (s)= γj (s)+ γj (ρj (s))2 , ∀s ∈
[
0,
1
2
]
.
Clearly,
ϕj (sj )= γj (sj )+ γj (ρj (sj ))2 =
γj (sj )+ γj (sj + 1/2)
2
= 0.
The continuity of every ϕj in sj provides a real number δ > 0 such that [sj − δ, sj + δ] ⊂
[0,1/2] and
s ∈ [sj − δ, sj + δ] ⇒
∥∥ϕj (s)∥∥ 12
(
j ∈ {1,2}).
We remark that the functionals x∗1 and x∗2 are linearly independent. In fact, γ1(0) is the
unique point in BX in which x∗1 takes the value one. However, if x∗1 = x∗2 or x∗1 = −x∗2 ,
then x∗1 takes the value one in the point γ2(0)= γ1(1/4) = γ1(0) or −γ2(0)= γ2(1/2)=
γ1(3/4) = γ1(0).
Let V1 and V2 be disjoint cozero subsets of T . Then, for j ∈ {1,2}, there exists a con-
tinuous function fj :T →[sj , sj + δ] such that
Vj = f−1j
(]sj , sj + δ]).
Define f :T →X by
f (t)= ϕ1
(
f1(t)
)+ ϕ2(f2(t)), ∀t ∈ T .
Since f is in the unit ball of Y = C(T ,X), there are u and v in EY such that f =
(1/2)(u+ v).
If t ∈ V1 then t /∈ V2 and hence f2(t)= s2. So,
ϕ2
(
f2(t)
)= ϕ2(s2)= 0.
Therefore
f (t)= ϕ1
(
f1(t)
)= γ1(f1(t))+ γ1(ρ1(f1(t))) .
2
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γ1
(
f1(t)
)=−γ1(ρ1(f1(t)))
and hence
2γ1
(
f1(t)
)= γ1(f1(t))− γ1(ρ1(f1(t))),
from which we obtain γ1(f1(t)
) ∈ kerx∗1 and f1(t) = s1 and this is not possible since
t ∈ V1. So ϕ1(f1(t)) = 0 and by Lemma 7,
u(t)= γ1
(
f1(t)
)
or u(t)= γ1
(
ρ1
(
f1(t)
))
.
Therefore,
min
{∥∥u(t)− γ1(f1(t))∥∥,∥∥u(t)− γ1(ρ1(f1(t)))∥∥}= 0.
In the same way, if t ∈ V2,
min
{∥∥u(t)− γ2(f2(t))∥∥,∥∥u(t)− γ2(ρ2(f2(t)))∥∥}= 0.
To obtain a contradiction, suppose there is t in 	V1 ∩ 	V2. The continuity of the functions
which appear as first member in the previous equalities assures that these hold for t . Since
	V1 ⊆ T \V2 and 	V2 ⊆ T \V1, t ∈ T \(V1 ∪ V2), and, therefore, f1(t)= s1, f2(t)= s2. From
this we obtain
min
{∥∥u(t)− γ1(s1)∥∥,∥∥u(t)+ γ1(s1)∥∥}= 0,
min
{∥∥u(t)− γ2(s2)∥∥,∥∥u(t)+ γ2(s2)∥∥}= 0.
Consequently, γ1(s1) = γ2(s2) or γ1(s1) = −γ2(s2). In any case kerx∗1 = kerx∗2 which
contradicts the linear independence of x∗1 and x∗2 . ✷
In [3,5,14], a particular version of the previous theorem was proved. Namely, the case
in which X is the euclidean space R2.
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