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Abstract
We propose dynamic sampled stochastic approximation (SA) methods for stochastic optimization with
a heavy-tailed distribution (with finite 2nd moment). The objective is the sum of a smooth convex function
with a convex regularizer. Typically, it is assumed an oracle with an upper bound σ2 on its variance (OUBV).
Differently, we assume an oracle with multiplicative noise. This rarely addressed setup is more aggressive
but realistic, where the variance may not be bounded. Our methods achieve optimal iteration complexity
and (near) optimal oracle complexity. For the smooth convex class, we use an accelerated SA method a la
FISTA which achieves, given tolerance ǫ > 0, the optimal iteration complexity of O(ǫ−
1
2 ) with a near-optimal
oracle complexity of O(ǫ−2)[ln(ǫ−
1
2 )]2. This improves upon Ghadimi and Lan [Math. Program., 156:59-99,
2016] where it is assumed an OUBV. For the strongly convex class, our method achieves optimal iteration
complexity of O(ln(ǫ−1)) and optimal oracle complexity of O(ǫ−1). This improves upon Byrd et al. [Math.
Program., 134:127-155, 2012] where it is assumed an OUBV. In terms of variance, our bounds are local: they
depend on variances σ(x∗)2 at solutions x∗ and the per unit distance multiplicative variance σ2L. For the
smooth convex class, there exist policies such that our bounds resemble those obtained if it was assumed an
OUBV with σ2 := σ(x∗)2. For the strongly convex class such property is obtained exactly if the condition
number is estimated or in the limit for better conditioned problems or for larger initial batch sizes. In any
case, if it is assumed an OUBV, our bounds are thus much sharper since typically max{σ(x∗)2, σ2L} ≪ σ
2.
1 Introduction
We consider methods for convex optimization problems where only noisy first-order information is assumed. This
setting includes problems in signal processing and empirical risk minimization for machine learning [4, 53, 7],
stochastic optimization and finance [52, 40] and simulation optimization [17]. In such problems, we have a
closed convex set X ⊂ Rd, a distribution P over a sample space Ξ and a measurable function F : X × Ξ → R
satisfying
(1) f(x) := EF (x, ξ) =
∫
Ξ
F (x, ξ) dP(ξ), (x ∈ X),
where for almost every (a.e.) ξ ∈ Ξ, F (·, ξ) is a continuously differentiable convex function for which F (x, ·)
and ∇F (x, ·) are integrable. The stochastic optimization problem is then to solve
min
x∈X
f(x).(2)
The challenge aspect of stochastic optimization, when compared to deterministic optimization, is that the
expectation (1) cannot be evaluated.1 However, a practical assumption is that the decision maker have access
to samples drawn from the distribution P.
Two different methodologies exist for solving (1)-(2) when samples {ξj}Nj=1 of the distribution P is available.
The Sample Average Approximation (SAA) methodology is to solve the problem
min
x∈X
F̂N (x) := 1N
N∑
j=1
F (ξj , x)
 ,(3)
by resorting to a chosen algorithm. See for instance [52, 40] for such kind of approach in stochastic optimization
based on Monte Carlo simulation. Such methodology is also the case of Empirical Risk Minimization (ERM) in
1Typical reasons are: a sample space with high dimension requiring Monte Carlo evaluation, no knowledge of the distribution
P or, even worse, no knowledge of a close form for F .
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statistical machine learning where P is unknown and a limited number of samples is acquired by measurements.
Note that (3) itself is of the form (1)-(2) with the empirical distribution P̂N :=
1
N
∑N
j=1 δξj , where δξ denotes
the Dirac measure at the point ξ ∈ Ξ.
A different methodology is the Stochastic Approximation (SA) approach where the samples are accessed in
an interior and online fashion: a deterministic version of an algorithm is chosen and samples are used whenever
the algorithm requires gradients at the current or previous iterates [40, 34]. In this setting the mechanism to
access F via samples of P is usually named a stochastic oracle (SO). Precisely, given an input x ∈ X and an
independent identically distributed (i.i.d.) sample {ξj} drawn from P (also independent of the input x), the
SO outputs unbiased gradients {∇F (x, ξj)}, that is, satisfying E[∇F (x, ξj)] = ∇f(x) for all j.
The SA methodology was first proposed by Robbins and Monro in [48] for problem (1)-(2) when f is a
smooth strongly convex function under specific conditions. In the unconstrained case, the method takes the
form
(4) xt+1 := xt − αt∇F (xt, ξt),
where αt is a positive stepsize and ξ
t is a sample from P. The above method is one SA version of the gradient
descent method, known as Stochastic Gradient method (SG). This methodology was then extensively explored in
numerous works spanning the communities of statistics and stochastic approximation, stochastic optimization
and machine learning. We refer to [9, 13, 40, 4, 53, 18, 19] for further references. More recently, the SA
methodology was also analyzed for stochastic variational inequalities (VI). See e.g. [29, 32, 24, 25, 26, 5] and
references therein. VI is a framework which generalizes unconstrained system of equations and the first order
necessary condition of constrained minimization (including a broader class of problems such as equilibrium,
saddle-point and complementarity problems).
In this work we consider SA methods for solving constrained and regularized stochastic smooth convex
optimization problems (CO) of the form
g∗ := min
x∈X
{g(x) := f(x) + ϕ(x)} ,(5)
where X ⊂ Rd is closed and convex, f : X → R is a smooth convex function satisfying (1) and ϕ : X → Rd is
a (possibly nonsmooth) convex function. By smoothness we mean f is a differentiable function satisfying, for
some L > 0,
‖∇f(x)−∇f(y)‖ ≤ L‖x− y‖, ∀x, y ∈ X,(6)
where ‖·‖ denotes the Euclidean norm. The function ϕ is suppose to be a known simple function so that proximal
evaluations are easy to compute (See Section 2). The above set-up includes many problems in stochastic
optimization, simulation optimization and, in particular, inference problems in machine learning and signal
processing [40, 7, 6]. The function ϕ is often used in applications to induce regularization and parsimony (such
as sparsity). Examples include ϕ := λ‖ · ‖2 (as in ridge regression), ϕ := λ‖ · ‖1 (as in the Lasso estimator) or
ϕ := λ‖ · ‖2 + γ‖ · ‖1 (as in elastic net) for some λ, γ > 0 where ‖ · ‖1 denotes the the ℓ1-norm (see, e.g. [56]).
We will denote the solution set of (5) by S(f, ϕ).
We will also consider the special subclass where f is smooth c-strongly convex, i.e., satisfying (6) and for
some c > 0,
f(x) + 〈∇f(x), y − x〉+ c
2
‖y − x‖2 ≤ f(y), ∀x, y ∈ X.(7)
In this case, problem (5) has an unique solution. In order to present the main ideas with respect to variance
reduction, we refrain from considering non-Euclidean geometries which will be treated in future work. As usual,
we make the following assumption on the sampling resource.
Assumption 1 (i.i.d. sampling). In all our methods, the samples drawn from the distribution P and used along
the chosen algorithm are i.i.d..
1.1 Oracle assumptions
In stochastic optimization, the assumption on the stochastic oracle’s variance is as important as the class
of smoothness of the objective since both have consequences in obtaining surrogate models and on condition
numbers of the problem. Define, for every x ∈ X , the pointwise oracle’s standard deviation by σ(x) :=
|‖∇F (x, ξ)−∇f(x)‖|2, where |q(ξ)|2 :=
√
E[q(ξ)2] denotes the L2-norm of the random variable q : Ξ→ R.
A reasonable hypothesis, used since the seminal work of Robbins and Monro [48], is to assume a SO with
an uniformly bounded variance over the feasible set X , i.e., that there exists σ > 0, such that
sup
x∈X
E
[‖∇F (x, ξ)−∇f(x)‖2] ≤ σ2.(8)
2
Condition (8) is a global variance assumption on the noise when using stochastic approximation. Assumption
(8) is valid in important instances, e.g., when the feasible set X is compact or when an uniform additive noise
is assumed, that is, for some centered random variable ǫ ∈ Rd with E[‖ǫ‖2] ≤ σ2, for a.e. ξ ∈ Ξ,
(9) ∇F (ξ, x) = ∇f(x) + ǫ(ξ), ∀x ∈ X.
Property (9) is a reasonable assumption in many important ERM problems, such as instances of the least squares
regression problem (LSR). Note that property (9), although more structured, allows unconstrained optimization
(X = Rd).
Property (9) is not a reasonable assumption in problems where the noise is dependent on the point of
the feasible set. In that case, property (8) is an important generalization of (9) assumed in most stochastic
optimization methods. However, it implicitly assumes compactness of X . This has two drawbacks. The first is
that it rules out unconstrained minimization problems where (9) is not satisfied. This includes many stochastic
and simulation optimization problems as well as LSR without additive noise, a more aggressive but relevant
condition in ERM. The second is that, even if (8) does hold, σ2 may be very large. The reason is that, in
case of multiplicative noise, σ(·)2 is typically coercive over X and, hence, σ2 grows with the diameter of X (see
Example 1 in the following).
In this work we will consider the following assumption.
Assumption 2 (Oracle with multiplicative noise). There exist x0 ∈ X such that σ(x0) <∞ and σL > 0 such
that2
(10) σ(x) ≤ σ(x∗) + σL‖x− x∗‖, ∀x, x∗ ∈ X.
The number σL bounds the per unit distance multiplicative spread of the standard deviation of the oracle
relative to the reference point x∗ ∈ X . Precisely, σ(x) − σ(x∗) ≤ σL, if ‖x− x∗‖ ≤ 1. Condition (10) is much
weaker than (8) since it allows the more aggressive setting where
(11) sup
x∈X
E
[‖∇F (x, ξ)−∇f(x)‖2] =∞,
and, in case X is compact, it implies (8) with σ2 := 2σ(x∗)2 + 2σ2LD(X)2, where D(X) is the diameter of X .
However, we note the quadratic dependence on D(X) and that σ2 ≫ min{σ2(x∗), σ2L} if
√
D(X) is large. In this
sense, condition (10) exploits local variance behavior of the noise when using stochastic approximation. One
of our main objectives in this work is to consider the more general condition (10) in stochastic approximation
algorithms for smooth convex optimization. We refer the reader to [3], where local strong convexity is exploited
in order to ensure improved error bounds of order O(t−1) in terms of better constants.3
The terminology “multiplicative noise” and generality of (10) are explained in the following lemma whose
proof is in the Appendix.
Lemma 1. Suppose the random variable L : Ξ→ R+ has finite variance and for a.e. ξ ∈ Ξ,
‖∇F (x, ξ)−∇F (y, ξ)‖ ≤ L(ξ)‖x− y‖, x, y ∈ X.(12)
Then (6) holds with L := |L(ξ)|2 and Assumption 2 holds with σL = 2L.
Hence, condition (12) defines the smoothness of f and the variance of the oracle as in Assumption 2. We
note that (12) is a standard assumption in stochastic optimization [52]. In the sense of (12), the random variable
L is indeed a multiplicative noise on the first order SO. Under the assumptions of Lemma 1, Assumption 2 is
merely a finite second moment assumption of ‖∇F (ξ, x∗)−∇f(x∗)‖ for some x∗ ∈ X and L(ξ). We next show
a typical example.
Example 1 (Stochastic quadratic optimization with a random matrix). Consider the stochastic quadratic
optimization problem
min
x∈Rd
{
f(x) :=
1
2
〈x,E[A(ξ)]x〉 + 〈E[b(ξ)], x〉
}
,
where A : Ξ → Rd×d is a semi-positive definite random matrix with nonnull mean and finite second moment
and b : Ξ → Rd is an integrable random vector. This is the case, e.g., of Least-Squares Regression [11, 14].
After some straightforward calculation, we can derive the expression σ(x)2 = 〈x,Bx〉, for any x ∈ Rd, where
B :=
∑d
i=1 cov[Ai(ξ)], the vectors A1(ξ), . . . , Ad(ξ) are the rows of A(ξ) and cov[q(ξ)] defines the covariance
2The convergence theory we present would work if (10) is satisfied for just one x∗ ∈ X. However, more uniform bounds are
obtained under Assumption 2 which is satisfied when (12) holds.
3The local strong convexity modulus around the unique solution x∗ is potentially much higher than the global strong convexity
modulus c.
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matrix of the random vector q : Ξ → Rd. Let N(B) denote the kernel of B and N(B)⊥ denote its orthogonal
complement. Given x ∈ Rd, we denote by xB the orthogonal projection of x onto N(B)⊥. Since B is semi-
positive definite, from the spectral theorem we get
σ(x)2 ≥ λ+(B)‖xB‖2, ∀x ∈ Rd,
where λ+(B) is the smallest nonnull eigenvalue of B. This shows σ(·)2 is quadratically coercive on the linear
subspace N(B)⊥. In particular, if B is positive definite, σ(x)2 ≥ λ+(B)‖x‖2, for all x ∈ Rd. We thus conclude
that (8) is not valid if X∩N(B)⊥ is unbounded. In particular, it is not true in the unconstrained case (X = Rd).
Nevertheless, (12) holds with L(ξ) := sup {‖A(ξ)x‖ : ‖x‖ = 1} .
1.2 Related work and contributions
The performance of a SA method can be measured by its iteration and oracle complexities given a tolerance
ǫ > 0 on the mean optimality gap. The first is the total number of iterations, a measure for the optimization
error, while the second is the total number of samples and oracle calls, a measure for the estimation error.
Statistical lower bounds [2] show that the optimal oracle complexities are O(ǫ−2) for the smooth convex class
and O(ǫ−1) for the smooth strongly convex class. Anyhow, an important question that remains is (Q): What
is the optimal iteration complexity such that a (near) optimal oracle complexity is respected? Related to such
question is the ability of method to treat the oracle’s assumptions and variance with sampling efficiency.
The initial version of the SG method uses one oracle call per iteration with stepsizes satisfying
∑
t αt =∞
and
∑
t α
2
t < ∞, typically αt = O(t−1). A fundamental improvement in respect to estimation error was
Polyak-Ruppert’s iterate averaging scheme [46, 47, 50, 41], where longer stepsizes αt = O(t− 12 ) are used with
a subsequent final average of the iterates with weights {αt} (this is sometimes called ergodic average). If one
oracle call per iteration is assumed, such scheme obtains optimal iteration and oracle complexities of O(ǫ−2)
for the smooth convex class and of O(ǫ−1) for smooth strongly convex class. These are also the size of the final
ergodic average, a measure of the additional averaging effort implicitly required in iterate averaging schemes.
Such methods, hence, are efficient in terms of oracle complexity. Iterate averaging was then extensively explored
(see e.g. [31, 33, 45, 44, 40, 55, 36]). The important work [40] exploits the robustness of iterate averaging in SA
methods and shows that such schemes can outperform the SAA approach on relevant convex problems. On the
strongly convex class, [4] gives a detailed non-asymptotic robust analysis of Polyak-Ruppert averaging scheme.
See also [22, 49, 39] for improvements.
In the seminal work [42] of Nesterov, a novel accelerated scheme for unconstrained smooth convex opti-
mization with an exact oracle is presented obtaining the optimal rate O(Lt−2). This improves upon O(t−1) of
standard methods. Motivated by the importance of regularized problems, this result was further generalized for
composite convex optimization in [43, 6, 54] and in [34], where the stochastic oracle was considered. Assuming
(8) and one oracle call per iteration, [34] obtains iteration and oracle complexities of O
(√
Lǫ−1 + σ2ǫ−2
)
, allow-
ing larger values of L. See also [23, 55]. In [18, 19], the strongly convex class was considered and iteration and
oracle complexities of O
(√
Lc−1 ln(ǫ−1) + σ2c−1ǫ−1
)
were obtained, allowing for larger values of the condition
number L/c. See [55, 36, 38] for considerations on sparse solutions.
Motivated by question (Q), a rapidly growing line of research is the development of methods which use
more than one oracle call per iteration. Current examples are the gradient aggregation and dynamic sampling
methods (see [7], Section 5). Designed for finitely supported distributions of the form (3) (as found in the ERM
problem of machine learning), gradient aggregation methods reduce the variance by combining in a specific
manner eventual exact computation (or storage) of gradients and eventual iterate averaging (or randomization
schemes) with frequent gradient sampling. Their complexity bounds typically grow with the sample size N in
(3). See e.g. [35, 51, 10, 30, 56, 21, 37, 57, 1] and references therein. Designed for solving problem (1)-(2) with
an online data acquisition (as is the case in many stochastic and simulation optimization problems based on
Monte Carlo methods), dynamic sampling methods reduce variance by estimating the gradient via an empirical
average associated to a sample whose size (mini-batch) is increased at every iteration. Their complexity bounds
typically grow with the oracle variance σ2 in (8). See [8, 15, 58, 20, 25, 26] and references therein. An essential
point related to (Q) is if such increased effort in computation per iteration used is worth. A nice fact is that
current gradient aggregation and dynamic sampling methods achieve the order of the deterministic optimal
iteration complexity with the same (near) optimal oracle complexity and averaging effort of standard iterate
averaging schemes. In this sense, gradient aggregation and dynamic sampling methods are thus a more efficient
option.
The contributions of this work may be summarized as follows:
We show the standard global assumption (8) used to obtain non-asymptotic convergence can be
replaced by the significantly weaker local assumption (10). The bounds derived under (10) and
dynamic sampling depend on the local variances σ(x∗)2 and σ2L for x
∗ ∈ S(f, ϕ). Moreover, such
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bounds can be tuned so to resemble previous bounds obtained if it was supposed that (8) holds but
replacing σ2 with σ(x∗)2. In particular, if (8) does hold then our bounds are significantly sharper
then previous ones since typically σ(x∗)2 ≪ σ2. These type of results can be seen as a variance
localization property.
We next state our contributions more precisely.
(i) Stochastic smooth non-strongly convex optimization: for this class of problems, we propose Algorithm 1
stated in Section 3 which is a dynamic sampled SA version of the accelerated method FISTA [6]. We show
Algorithm 1 achieves the optimal iteration complexity of O(ǫ− 12 ) with a near-optimal oracle complexity and
average effort of O(ǫ−2)[ln(ǫ− 12 )]2 under the more general Assumption 2 of multiplicative noise. These are
online bounds.4 The factor [ln(ǫ−
1
2 )]2 can be removed for offline bounds. This improves upon [20], where
accelerated dynamic sampling schemes obtain the same complexities but with the more restrictive assumption
(8) of an oracle with uniformly bounded variance. Hence, we do not implicitly require an additive noise model
nor boundedness of X . Our rates depend on the local variances σ(x∗)2 for x∗ ∈ S(f, ϕ) and σ2L. Interestingly,
the stepsize and sampling rate policies can be tuned so that our bounds resemble those obtained if it was
supposed (8) holds but with σ2 replaced by σ(x∗)2 for some x∗ ∈ S(f, ϕ). Hence, in case (8) indeed holds, our
bounds are much sharper than [20] since typically σ(x∗)2 ≪ σ2. See Example 1 in Section 1.1 and Theorem
1, Corollary 2 and Remark 2 in Section 3. Additionally, Algorithm 1 is sparsity preserving since it is based on
FISTA. Differently, the methods in [20] are not sparsity preserving since they are based on the AC-SA method of
[34] which uses iterate averaging (see [55, 36, 38] for further observations). Finally, we do not use randomization
procedures as in [20] which require additional sampling effort of an auxiliary random variable.
(ii) Stochastic smooth strongly convex optimization: for this class of problems we propose Algorithm 2 given in
Section 4 which is a dynamic sampled version of the stochastic proximal gradient method. We show Algorithm
2 achieves the optimal iteration complexity of O(ln(ǫ−1)) with an optimal oracle complexity and average effort
of O(ǫ−1) under the more general Assumption 2. This improves upon [8] where the same complexities are
obtained for dynamic sampling schemes but with the more restrictive assumption (8). Also, no regularization
nor constraints are addressed in [8] (i.e. ϕ ≡ 0 and X = Rd). Again, a consequence of our results is that no
boundedness or additive noise assumptions are required. In terms of variance our bounds are local: they depend
on σ(x∗)2 and Q(x∗, t0) := σ2Lmax1≤t≤t0−1 E[‖xτ −x∗‖2] for some small number t0 ∼ ln(κ/N0), where N0 is the
initial batch size, κ := L
c
is the condition number and x∗ is the unique solution. Interestingly, if an upper bound
on κ is known, the stepsize and sampling rate policies can be tuned so that our bounds resemble those obtained if
it was supposed (8) holds but with σ2 replaced by σ(x∗)2 (without dependence on Q(t0, x∗)). We thus conclude
a regularization property for strongly convex functions: the more well-conditioned the optimization problem is
or the more aggressive the initial batch size is, the more our error bounds approach those obtained if it was
supposed (8) holds but with σ2 replaced by σ(x∗)2 (with this bound exactly achieved if an upper bound on κ is
known). In case (8) indeed holds, our bounds are thus much sharper than [8] since typically σ(x∗)2 ≪ σ2 and5
Q(t0, x
∗)≪ σ2 if max1≤t≤t0−1 E[‖xτ −x∗‖2]≪ D(X)2. See Example 1 in Section 1.1 and Theorem 2, Corollary
3 and Remark 3 in Section 4.
Let’s call a SA method (near) optimal if it achieves the order of the deterministic optimal iteration complexity
with (near) optimal oracle complexity and average cost. To the best of our knowledge, we give for the first time
(near) optimal SA methods for stochastic smooth CO with an oracle with multiplicative noise and a general
heavy-tailed distribution (with finite 2nd moment). This is an important improvement since, in principle, it
is not obvious that SA methods can converge if the oracle has an unbounded variance satisfying (11). This
is even less obvious when using acceleration a la FISTA since, in that case, an extrapolation is computed
with divergent weights βt = O(t) (see Theorem 1 and Remark 2). Also, the introduction of a regularization
term ϕ and constraints is nontrivial in the setting of a multiplicative noise. The main reason for obtaining
non-asymptotic convergence under Assumption 2 and unbounded gradients is the use of dynamic sampling
with a careful sampling rate, i.e., one that uses the same oracle complexity of the standard iterate averaging
scheme. In these methods typically one ergodic average of iterates with size T at the final T -th iteration is used.
Differently, in dynamic sampling schemes local empirical averages of gradients with smaller and increasing sizes
are distributed along iterations.6 This is also the reason our bounds depend on local variances at points of the
trajectory of the method and at points of S(f, ϕ) (but not on the whole X). Such results are not shared by the
SA method with constant Nk for ill-conditioned problems nor for the SAA method.
We review some works besides [20, 8]. A variation of Assumption 2 was proposed by Iusem, Jofre´, Oliveira
and Thompson in [25], but their method is tailored at solving monotone variational inequalities with the
extragradient method. Hence, on the class of smooth convex functions, the suboptimal iteration complexity of
O(ǫ−1) is achieved with the use of an additional proximal step (not required for optimization). In [11, 14], the
4That is, without an a priori known number of iterations.
5We remark that max1≤τ≤T E[‖x
τ − x∗‖2]≪ D(X)2 always holds after a finite number T of iterations.
6The possibility of distributing the empirical averages along iterations is possible due to the on-line nature of the SA method.
This is not shared by the SAA methodology which is an off-line procedure.
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assumption of multiplicative noise is also analyzed but their rate analysis is for the special class of stochastic
convex quadratic objectives as in Example 1, where the main motivation is to study linear LSR problems.
They obtain offline iteration and oracle complexities of O(ǫ−1) on the class of quadratic convex functions using
Tykhonov regularization with iterate averaging. Differently, our analysis is optimal on the general class of
smooth convex functions. See also the recent works [27, 28] on LSR problems.
We focus now on the class of smooth strongly convex functions. In [15] the dynamic sampled SG method
is also analyzed. However, their analysis strongly relies on finitely supported distributions as in aggregated
methods, no oracle complexity bounds are provided and it is assumed no regularization nor constraints (ϕ ≡ 0
and X = Rd). In [58], a method using ln(ǫ−1) projections for smooth strongly CO is proposed but still assuming
boundedness of the oracle and obtaining the suboptimal iteration complexity O(ǫ−1). The works [4, 49, 39]
do not require the assumption (8) and cope with multiplicative noise. However, their iteration and oracle
complexities are O(ǫ−1) and, hence, suboptimal when compared to our method.
Finally, we compare the results of item (ii) with [16], where also dynamic sampled optimal methods for
stochastic smooth strongly convex optimization are derived (with knowledge of κ). The class of smooth functions
analyzed in [16] are smaller, requiring them to be twice differentiable. With respect to statistical assumptions,
their analysis allow multiplicative noise but it uses a condition much stronger than Assumption 2. Indeed, they
assume a.e. ∇F (·, ξ) is L(ξ)-Lipschitz continuous with a bounded Lipschitz modulus, that is, supξ∈Ξ L(ξ) <∞. As
a consequence, L(·)−E[L(ξ)] is a sub-Gaussian random variable (whose tail decreases exponentially fast).7 From
(12), this implies that ∇F (x, ·) is also sub-Gaussian. In our Assumption 2, we allow heavy-tailed distributions
(with finite 2nd moment). Precisely, for any x ∈ X , we only require that E[‖∇F (x, ·)‖2] < ∞ so that the
fluctuations of ∇F (x, ·) can be much heavier than a Gaussian random variable. The work in [16] does not
consider regularization nor constraints (i.e., ϕ ≡ 0 and X = Rd), ignoring effects of ϕ and X on the oracle’s
variance.8 Finally, their methods differ significantly from ours. Indeed, the methods in [16] are SA versions
of the SVRG method of [30, 56] originally designed for finite-sum objectives. Hence, besides dynamic mini-
batching they require in every iteration an inner loop of m iterations to further reduce the variance of the
gradients. This implies the need of a randomization scheme and, at least, an additional m ≥ 400 · 36κ number
of samples per iteration (which can be large if κ≫ 1. See [16], Corollary 4). Our method is solely based on the
simple stochastic gradient method and we only use dynamic mini-batching to reduce variance with no additional
randomization and sampling.
In Section 2 preliminaries and notation are presented while in Sections 3-4 our convergence theory is presented
for non-strongly and strongly convex problems respectively. Technical results are proved in the Appendix.
2 Preliminaries and notation
For x, y ∈ Rn, we denote 〈x, y〉 the standard inner product, and ‖x‖ =
√
〈x, x〉 the correspondent Euclidean
norm. Given C ⊂ Rn and x ∈ Rn, we use the notation d(x,C) := inf{‖x − y‖ : y ∈ C}. Given sequences
{xk} and {yk}, we use the notation xk = O(yk) or ‖xk‖ . ‖yk‖ to mean that there exists a constant C > 0
such that ‖xk‖ ≤ C‖yk‖ for all k. The notation ‖xk‖ ∼ ‖yk‖ means that ‖xk‖ . ‖yk‖ and ‖yk‖ . ‖xk‖.
Given a σ-algebra F and a random variable ξ, we denote by E[ξ] and E[ξ|F ] the expectation and conditional
expectation, respectively. We write ξ ∈ F for “ξ is F -measurable” and ξ ⊥⊥ F for “ξ is independent of F”. We
denote by σ(ξ1, . . . , ξk) the σ-algebra generated by the random variables ξ1, . . . , ξk. Given the random variable
ξ and p ≥ 1, |ξ|p is the Lp-norm of ξ and |ξ |F|p := p
√
E [|ξ|p |F ] is the Lp-norm of ξ conditional to the σ-algebra
F . By ⌊x⌋ and ⌈x⌉ we mean the lowest integer greater and the highest integer lower than x ∈ R, respectively.
We use the notation [m] := {1, . . . ,m} for m ∈ N and N0 := N ∪ {0}. Given a, b ∈ R, a ∨ b := max{a, b}.
Given a function p : X → R, y ∈ X and v ∈ Rd, we define
z 7→ ℓp(y, v; z) := p(y) + 〈v, z − y〉,(13)
i.e., the linearization of p at the point y and direction v. If moreover p is differentiable, we define
z 7→ ℓp(y; z) := p(y) + 〈∇p(y), z − y〉,(14)
i.e., the linearization of p at y. The prox-mapping with respect to X and a given convex function ϕ : X → R is
defined as Pϕy [u] := argminx∈X
{〈u, x− y〉+ 12‖x− y‖2 + ϕ(x)} . The following two properties are well known.
Lemma 2. Let p : X → R be a convex function and α > 0. For any y ∈ X, if z ∈ argminX
{
p+ 12α‖ · −y‖2
}
,
then
p(z) +
1
2α
‖z − y‖2 ≤ p(x) + 1
2α
‖x− y‖2 − 1
2α
‖x− z‖2, ∀x ∈ X.
7We say a centered random variable q : Ξ→ R is sub-Gaussian with parameter σ2 if E
{
euq(ξ)
}
≤ e
σ2u2
2 for all u ∈ R. We note
that a centered Gaussian variable N with variance σ2 satisfies E
{
euN(ξ)
}
= e
σ2u2
2 for all u ∈ R.
8In the case that X = Rd and ϕ ≡ 0, the unique solution x∗ satisfies ∇f(x∗) = 0 so that σ(x∗)2 = E[‖∇F (x∗, ξ)‖2].
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Proof. See Lemma 1 in [34].
Lemma 3. Let p : X → R be a smooth convex function with L-Lipschitz gradient. Set cp := c > 0 if p is
c-strongly convex and cp = 0 otherwise. Then the following relations hold:
ℓp(y;x) +
cp
2
‖x− y‖2 ≤ p(x) ≤ ℓp(y;x) + L
2
‖x− y‖2, ∀x, y ∈ X.
Proof. See Lemma 2 in [34].
For smooth c-strongly convex functions p : X → R, the following fundamental bounds hold:
c
2
‖x− x∗‖2 ≤ p(x)− p(x∗) ≤ 1
2c
‖∇p(x)‖2, ∀x ∈ X,(15)
where x∗ is the unique solution of minx∈Rd p(x). The first inequality above is an immediate consequence of
Lemma 3 and the first order necessary optimality condition. For the second inequality see, e.g., [7], relation
(4.12). We will use the following lemma many times. The proof is left to the Appendix.
Lemma 4 (Oracle’s variance decay under multiplicative noise). Suppose (1) and Assumption 2 hold. Given an
i.i.d. sample {ξj}Nj=1 drawn from the distribution P and x ∈ Rd, set
ǫ(x) :=
N∑
j=1
∇F (x, ξj)−∇f(x)
N
.
Then |‖ǫ(x)‖|2 ≤ σ(x
∗)+σL‖x−x∗‖√
N
.
3 Smooth convex optimization with multiplicative noise and accel-
eration
We propose Algorithm 1 for the composite problem (5) assuming an stochastic oracle satisfying (1) and Assump-
tion 2 of a multiplicative noise in the case the objective f is smooth convex satisfying (6). For t ∈ N, we define
Algorithm 1 Stochastic approximated FISTA with dynamic mini-batching
1: INITIALIZATION: initial iterates y1 = z0, positive stepsize sequence {αt}, positive weights {βt} and sampling rate {Nt}.
2: ITERATIVE STEP: Given yt and zt−1, generate i.i.d. sample ξt := {ξtj}Ntj=1 from P independently from previous samples. Compute
F
′
t (y
t
, ξ
t) :=
1
Nt
Nt∑
j=1
∇F (yt, ξtj).
Then set
z
t := P
αtϕ
yt
[
αtF
′(yt, ξt)
]
= argmin
x∈X
{
ℓf
(
y
t
, F
′(yt, ξt);x
)
+
1
2αt
‖x− yt‖2 + ϕ(x)
}
,(16)
y
t+1 :=
(βt − 1)
βt+1
(zt − zt−1) + zt,(17)
the oracle error ǫt := F ′t (y
t, ξt)−∇f(yt) and the filtration Ft := σ(y1, ξ1 . . . , ξt).
3.1 Derivation of an error bound
In the following, it will be convenient to define, for any t ≥ 2,
st := βtz
t − (βt − 1)zt−1.(18)
Proposition 1. Suppose Assumptions 1-2 hold for the problem (5) satisfying (1) and (6). Suppose {αt} is
non-increasing and
αt ∈
(
0,
1
L
)
, βt ≥ 1, β2t = β2t+1 − βt+1, ∀t ∈ N.
Then the sequence generated by Algorithm 1 satisfies: for all t ∈ N and x∗ ∈ S(f, ϕ),
2αt+1β
2
t+1
[
g(zt+1)− g∗]− 2αtβ2t [g(zt)− g∗] ≤ ‖st − x∗‖2 − ‖st+1 − x∗‖2 + αt+1β2t+1
(α−1t+1 − L)
‖ǫt+1‖2
+2αt+1βt+1〈ǫt+1, x∗ − st〉.
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Proof. For convenience of notation, we will use the notation vt := g(z
t)− g∗. We start by deriving the following
fundamental inequality. We have, for any t ∈ N0 and x ∈ X ,
g(zt+1) ≤ ℓf(yt+1; zt+1) + ϕ(zt+1) + L
2
‖zt+1 − yt+1‖2
= ℓf
(
yt+1, F ′(yt+1, ξt+1); zt+1
)
+ ϕ(zt+1) +
L
2
‖zt+1 − yt+1‖2 − 〈ǫt+1, zt+1 − yt+1〉
≤ ℓf
(
yt+1, F ′(yt+1, ξt+1);x
)
+ ϕ(x) +
α−1t+1
2
‖x− yt+1‖2 − α
−1
t+1
2
‖x− zt+1‖2 + (L − α
−1
t+1)
2
‖zt+1 − yt+1‖2
−〈ǫt+1, zt+1 − yt+1〉
= ℓf(y
t+1;x) + ϕ(x) +
α−1t+1
2
‖x− yt+1‖2 − α
−1
t+1
2
‖x− zt+1‖2 + (L− α
−1
t+1)
2
‖zt+1 − yt+1‖2
+〈ǫt+1, x− yt+1〉 − 〈ǫt+1, zt+1 − yt+1〉
≤ g(x) + α
−1
t+1
2
‖x− yt+1‖2 − α
−1
t+1
2
‖x− zt+1‖2 + (L − α
−1
t+1)
2
‖zt+1 − yt+1‖2 + 〈ǫt+1, x− zt+1〉,
(19)
where we used g(zt+1) = f(zt+1) +ϕ(zt+1) and the upper inequality of Lemma 3 with p := f in first inequality
(by smoothness of f), definitions (13)-(14) and ∇f(yt+1) = F ′(yt+1, ξt+1) − ǫt+1 in the first equality, the
expression (16) and Lemma 2 with the convex function p := ℓf(y
t+1, F ′(yt+1, ξt+1); ·) +ϕ, α := αt+1, y := yt+1
and z := zt+1 in second inequality, definitions (13)-(14) and F ′(yt+1, ξt+1) = ∇f(yt+1) + ǫt+1 in the second
equality as well as g(x) = f(x) + ϕ(x) and Lemma 3 with p := f in the last inequality (by convexity of f).
We now set x := zt and x := x∗ ∈ S(f, ϕ) in (19) obtaining
[g(zt+1)− g∗]− [g(zt)− g∗] = g(zt+1)− g(zt)
≤ α
−1
t+1
2
‖zt − yt+1‖2 − α
−1
t+1
2
‖zt − zt+1‖2 + (L− α
−1
t+1)
2
‖zt+1 − yt+1‖2
+〈ǫt+1, zt − zt+1〉,(20)
g(zt+1)− g∗ ≤ α
−1
t+1
2
‖x∗ − yt+1‖2 − α
−1
t+1
2
‖x∗ − zt+1‖2 + (L− α
−1
t+1)
2
‖zt+1 − yt+1‖2
+〈ǫt+1, x∗ − zt+1〉.(21)
We multiply by βt+1 − 1 relation (20), add the result to (21) and then further multiply by 2αt+1 obtaining
2αt+1βt+1vt+1 − 2αt+1(βt+1 − 1)vt ≤ (βt+1 − 1)‖zt − yt+1‖2 − (βt+1 − 1)‖zt − zt+1‖2
+‖x∗ − yt+1‖2 − ‖x∗ − zt+1‖2
+αt+1(L− α−1t+1)βt+1‖zt+1 − yt+1‖2
+2αt+1〈ǫt+1, (βt+1 − 1)zt + x∗ − βt+1zt+1〉
= βt+1‖zt − yt+1‖2 − βt+1‖zt − zt+1‖2
+‖zt − zt+1‖2 − ‖zt − yt+1‖2
+‖x∗ − yt+1‖2 − ‖x∗ − zt+1‖2
+αt+1(L− α−1t+1)βt+1‖zt+1 − yt+1‖2
+2αt+1〈ǫt+1, (βt+1 − 1)zt + x∗ − βt+1zt+1〉.(22)
We will use repeatedly the following Pythagorean relation:
(23) ‖a− c‖2 − ‖b− c‖2 = −‖b− a‖2 + 2〈b− a, c− a〉.
Corresponding to the first line of (22), we multiply βt+1 in (23) with a := y
t+1, b := zt+1 and c := zt, obtaining
βt+1‖yt+1 − zt‖2 − βt+1‖zt+1 − zt‖2 = −βt+1‖zt+1 − yt+1‖2 + 2βt+1〈zt+1 − yt+1, zt − yt+1〉.(24)
Corresponding to the second line of (22) we get
‖zt+1 − zt‖2 − ‖yt+1 − zt‖2 = ‖zt+1 − yt+1‖2 + 2〈zt+1 − yt+1, yt+1 − zt〉,(25)
by multiplying (24) with −β−1t+1. Finally, corresponding to the third line of (22) we get
‖yt+1 − x∗‖2 − ‖zt+1 − x∗‖2 = −‖zt+1 − yt+1‖2 + 2〈zt+1 − yt+1, x∗ − yt+1〉,(26)
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using (23) with a := yt+1, b := zt+1 and c := x∗.
Now we sum the identities (24)-(26) and use the result in the right hand side of (22) obtaining
2αt+1βt+1vk+1 − 2αt+1(βt+1 − 1)vt ≤ −βt+1‖zt+1 − yt+1‖2 +
+2〈zt+1 − yt+1, βt+1(zt − yt+1) + x∗ − zt〉
+αt+1(L − α−1t+1)βt+1‖zt+1 − yt+1‖2
+2αt+1〈ǫt+1, (βt+1 − 1)zt + x∗ − βt+1zt+1〉
= −βt+1‖zt+1 − yt+1‖2 +
+2〈zt+1 − yt+1, (βt+1 − 1)zt + x∗ − βt+1yt+1〉
+αt+1(L − α−1t+1)βt+1‖zt+1 − yt+1‖2
+2αt+1〈ǫt+1, (βt+1 − 1)zt + x∗ − βt+1zt+1〉.
We multiply the above inequality by βt+1 and use β
2
t = β
2
t+1−βt+1 as assumed in the proposition. We then
obtain
2αt+1β
2
t+1vt+1 − 2αt+1β2t vt ≤ −‖βt+1zt+1 − βt+1yt+1‖2
+2〈βt+1zt+1 − βt+1yt+1, (βt+1 − 1)zt + x∗ − βt+1yt+1〉
+αt+1(L− α−1t+1)β2t+1‖zt+1 − yt+1‖2
+2αt+1βt+1〈ǫt+1, (βt+1 − 1)zt + x∗ − βt+1zt+1〉.
Corresponding to the first two lines in the right hand side of the previous inequality, we invoke again the
Pythagorean relation (23) with a := βt+1y
t+1, b := βt+1z
t+1 and c := (βt+1 − 1)zt + x∗, obtaining
2αt+1β
2
t+1vt+1 − 2αt+1β2t vt ≤ ‖βt+1yt+1 − (βt+1 − 1)zt − x∗‖2 − ‖βt+1zt+1 − (βt+1 − 1)zt − x∗‖2
+αt+1(L− α−1t+1)β2t+1‖zt+1 − yt+1‖2
−2αt+1βt+1〈ǫt+1, βt+1zt+1 − (βt+1 − 1)zt − x∗〉.(27)
Concerning the last line of (27), we will rewrite it as
〈ǫt+1, βt+1zt+1 − (βt+1 − 1)zt − x∗〉 = 〈ǫt+1, βt+1zt+1 − βt+1yt+1〉
+〈ǫt+1, βt+1yt+1 − (βt+1 − 1)zt − x∗〉.(28)
Now, by the extrapolation (17) and definition (18), we have
βt+1y
t+1 − (βt+1 − 1)zt = βtzt − (βt − 1)zt−1 = st.(29)
Using definition (18) for index t+ 1 and (28)-(29) in (27) we obtain
2αt+1β
2
t+1vt+1 − 2αt+1β2t vt ≤ ‖st − x∗‖2 − ‖st+1 − x∗‖2
+αt+1β
2
t+1(L− α−1t+1)‖yt+1 − zt+1‖2 + 2αt+1β2t+1〈ǫt+1, yt+1 − zt+1〉
+2αt+1βt+1〈ǫt+1, x∗ − st〉.(30)
We now bound the second line in the above inequality as
−(α−1t+1 − L)‖yt+1 − zt+1‖2 + 2〈ǫt+1, yt+1 − zt+1〉 ≤
‖ǫt+1‖2
(α−1t+1 − L)
,
using Young’s inequality 2〈a, b〉 ≤ ‖a‖2
λ
+ λ‖b‖2 with a := ǫt+1, b := yt+1 − zt+1 and λ := α−1t+1 − L > 0 by the
assumption on {αt}. Using the above relation in (30) we get
2αt+1β
2
t+1vt+1 − 2αt+1β2t vt ≤ ‖st − x∗‖2 − ‖st+1 − x∗‖2
+
αt+1β
2
t+1
(α−1t+1 − L)
‖ǫt+1‖2
+2αt+1βt+1〈ǫt+1, x∗ − st〉.
Finally, we use the hypothesis that αt+1 ≤ αt above to prove the claimed recursion.
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Corollary 1. Under the assumptions of Proposition 1, for any 1 ≤ t ≤ T and x∗ ∈ S(f, ϕ),
2αT+1β
2
T+1
[
g(zT+1)− g∗]+ ‖sT+1 − x∗‖2 ≤ 2αtβ2t [g(zt)− g∗]+ ‖st − x∗‖2 + T∑
τ=t
∆Aτ+1 +
T∑
τ=t
∆Mτ+1(x
∗),
where, for any τ ∈ N and x∗ ∈ S(f, ϕ), we have defined
∆Aτ+1 :=
α2τ+1β
2
τ+1
(1− Lατ+1)‖ǫ
τ+1‖2,(31)
∆Mτ+1(x
∗) := 2ατ+1βτ+1〈ǫτ+1, x∗ − sτ 〉.(32)
Moreover, E[∆Mτ+1(x
∗)] = 0 for all τ ∈ N.
Proof. Given, 1 ≤ t ≤ T and x∗ ∈ S(f, ϕ), we simply sum recursively the inequality in Proposition 1 from t to
T to obtain the first claim.
We prove the second claim by showing that {∆Mt+1(x∗),Ft} defines a martingale difference, i.e., E[∆Mt+1(x∗)|Ft] =
0 for all t ∈ N. To show this, note that yt+1 ∈ Ft since zt−1, zt ∈ Ft. Moreover ξt+1 ⊥⊥ Ft. Since
ǫt+1 = ∇F (yt+1, ξt+1)−∇f(yt+1), the previous statements imply that E[ǫt+1|Ft] = 0 and
E[∆Mt+1(x
∗)|Ft] = 2αt+1βt+1〈E[ǫt+1|Ft], x∗ − st〉 = 0,
where we also used that st ∈ Ft since zt−1, zt ∈ Ft. Using E[E[·|Ft]] = E[·], we further conclude that
E[∆Mt+1(x
∗)] = 0 as required.
3.2 L2-boundedness of the iterates
In the case X is unbounded and the oracle has multiplicative noise, it is not possible to infer boundedness of
{|‖zt‖|2}∞t=1 a priori (i.e., L2-boundedness of the iterates). In this section we obtain such L2-boundedness when
using stochastic approximation with dynamic mini-batches. This is essential to obtain complexity estimates in
the following section.
Proposition 2. Suppose the assumptions of Proposition 1 hold and
∑∞
t=1
α2t+1β
2
t+1
(1−Lαt+1)Nt+1 < ∞. Choose t0 ∈ N
and γ > 0 such that
∞∑
t≥t0
α2t+1β
2
t+1
(1− Lαt+1)Nt+1 < γ <
1
15σ2L
.(33)
Then for all x∗ ∈ S(f, ϕ),
sup
t≥0
∣∣‖zt − x∗‖∣∣2
2
≤
maxt∈[t0]
{
2αt0β
2
t0
E[g(zt0)− g∗] + E[‖st0 − x∗‖2]}+ σ(x∗)2
3σ2
L
1− 15γσ2L
.(34)
Proof. For clarity of exposition we use the notation vt := E[g(zt)− g∗]. Given t ≥ t0, we take total expectation
in the inequality of Corollary 1 and get, using vt+1 ≥ 0,
E[‖st+1 − x∗‖2] ≤ 2αt+1β2k+1vt+1 + E[‖st+1 − x∗‖2]
≤ 2αt0β2t0vt0 + E[‖st0 − x∗‖2] +
t∑
i=t0
αi+1β
2
i+1
(α−1i+1 − L)
E[‖ǫi+1‖2].(35)
Let i ∈ N. From definition (17) we have
yi+1 − x∗ =
(
βi − 1
βi+1
+ 1
)
(zi − x∗)−
(
βi − 1
βi+1
)
(zi−1 − x∗).(36)
We now use the above expression in Lemma 4. Precisely, we use Assumptions 1-2, ǫi+1 = F ′(yt, ξt) −∇f(yt),
definition of F ′(yt, ξt) in Algorithm 1, ξi+1 ⊥⊥ Fi+1 and yi+1 ∈ Fi+1. Then we get√
Ni+1 ·
∣∣‖ǫi+1‖|Fi+1∣∣2 ≤ σ(x∗) + σL‖yi+1 − x∗‖
≤ σ(x∗) + σL
(
βi − 1
βi+1
+ 1
)
‖zi − x∗‖+ σL
(
βi − 1
βi+1
)
‖zi−1 − x∗‖.
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From the above, we use ||·|Fi+1|2|2 = |·|2 and take squares to get
Ni+1 ·
∣∣‖ǫi+1‖∣∣2
2
≤ 3σ(x∗)2 + 3σ2L
(
βi − 1
βi+1
+ 1
)2 ∣∣‖zi − x∗‖∣∣2
2
+ 3σ2L
(
βi − 1
βi+1
)2 ∣∣‖zi−1 − x∗‖∣∣2
2
,(37)
where we used the relation (
∑3
i=1 ai)
2 ≤ 3∑3i=1 a2i .
For simplicity, we define qi :=
βi−1
βi+1
and di :=
∣∣‖zi − x∗‖∣∣
2
. From (35), (37) and 0 ≤ qi ≤ 1 for all i ∈ N, we
finally get the recursion for any t ≥ t0,
E[‖st+1 − x∗‖2] ≤ 2αt0β2t0vt0 + E[‖st0 − x∗‖2] +
t∑
i=t0
αi+1β
2
i+1
(α−1i+1 − L)
· 3σ(x
∗)2
Ni+1
,
+
t∑
i=t0
αi+1β
2
i+1
(α−1i+1 − L)
· 12σ
2
L
Ni+1
d2i +
t∑
i=t0
αi+1β
2
i+1
(α−1i+1 − L)
· 3σ
2
L
Ni+1
d2i−1.(38)
For any a > 0, we define the stopping time
τa := inf {t ≥ t0 : dt > a} ,(39)
where t0 and γ are as defined in the statement of the proposition. Note that for any t ∈ N,
st+1 − x∗ = βt+1(zt+1 − x∗)− (βt+1 − 1)(zt − x∗).
From the above equality, βt+1 ≥ 1, the triangle inequality for ‖ · ‖ and Minkowski’s inequality for |·|2, we get∣∣‖st+1 − x∗‖∣∣
2
≥ βt+1
∣∣‖zt+1 − x∗‖∣∣
2
− (βt+1 − 1)
∣∣‖zt − x∗‖∣∣
2
.
The above relation implies that for any a > 0 such that τa <∞,
|‖sτa − x∗‖|2 ≥ βτadτa − (βτa − 1)dτa−1 > βτaa− (βτa − 1)a = a,(40)
since dτa > a and dτa−1 ≤ a by definition (39).9
From (33) and (38)-(40), we have that for any a > 0 such that τa <∞,
a2 < E[‖sτa − x∗‖2] ≤ 2αt0β2t0vt0 + E[‖st0 − x∗‖2] +
τa−1∑
i=t0
αi+1β
2
i+1
(α−1i+1 − L)
· 3σ(x
∗)2
Ni+1
,
+
τa−1∑
i=t0
αi+1β
2
i+1
(α−1i+1 − L)
· 12σ
2
L
Ni+1
d2i +
τa−1∑
i=t0
αi+1β
2
i+1
(α−1i+1 − L)
· 3σ
2
L
Ni+1
d2i−1
≤ 2αt0β2t0vt0 + E[‖st0 − x∗‖2] + 3γ
[
σ(x∗)2 + 5σ2La
2
]
,
and hence,
a2 <
2αt0β
2
t0
vt0 + E[‖st0 − x∗‖2] + 3γσ(x∗)2
1− 15γσ2L
,(41)
where we used that 0 < γ < 1
15σ2
L
. By definition of τa for any a > 0, the argument above shows that any
threshold a2 which the sequence {d2t}t≥t0 eventually exceeds is bounded above by (41). Hence {d2t}t≥t0 is
bounded and
sup
t≥t0
d2t ≤
2αt0β
2
t0
vt0 + E[‖st0 − x∗‖2] + 3γσ(x∗)2
1− 15γσ2L
.
Since the denominator above is less then 1, the bound above implies further that
sup
t≥0
d2t ≤
maxt∈[t0]
{
2αt0β
2
t0
vt0 + E[‖st0 − x∗‖2]}+ 3γσ(x∗)2
1− 15γσ2L
≤
maxt∈[t0]
{
2αt0β
2
t0
vt0 + E[‖st0 − x∗‖2]}+ σ(x∗)2
5σ2
L
1− 15γσ2L
,
where we used 0 < γ < 1
15σ2L
. This concludes the proof of the claim.
9We note here the importance of assuming βt ≥ 1 and the specific form of the extrapolation in (17) in terms of previous iterates.
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3.3 Convergence rate and oracle complexity
We now derive a convergence rate and estimate the oracle complexity of Algorithm 1.
Theorem 1. Suppose the Assumptions of Proposition 1 hold and the sequence {yt, zt} is generated by Algorithm
1. Let µ ∈ (0, 1), a, b, δ > 0, N0 ∈ N and set for all t ∈ N,
βt :=
1 + t
2
, αt :=
µ
L+ a√
N0
, Nt := N0
⌊
(t+ 2 + δ)3 [ln(t+ 2 + δ)]
1+2b
⌋
.
Choose φ ∈ (0, 1) and let t0 := t0(α1σL, N0, b, δ) ∈ N be given by
t0 :=
⌈
exp
{
2b
√
15(α1σL)2
8φN0b
}
− 1− δ
⌉∨
1.(42)
Then Proposition 2 holds. Moreover, given x∗ ∈ S(f, ϕ) and J := J(x∗, t0) > 0 such that
sup
τ∈N
|‖zτ − x∗‖|22 ≤ J,
the following bound holds for all t ∈ N,
E
[
g(zt+1)− g∗] ≤ 4E [g(z1)− g∗]
(t+ 2)2
+ 2
[
L
µ
+
a
µ
√
N0
]
E
[‖s1 − x∗‖2]
(t+ 2)2
+
[
L
µ
+
a
µ
√
N0
]
· 3µ
2
4(1− µ)a2b [ln(2 + δ)]2b
· σ(x
∗)2
(t+ 2)2
+
[
L
µ
+
a
µ
√
N0
]
· 15µ
2
4(1− µ)N0b [ln(2 + δ)]2b
· (σL/L)
2J
(t+ 2)2
.
Proof. We first show that {βt}, {αt} and {Nt} satisfy the conditions of Propositions 1-2. We have that {αt} is
a constant (an hence non-increasing) sequence satisfying 0 < Lαt ≤ µ. By inspection, it is easy to check that
βt ≥ 1 and β2t = β2t+1 − β2t for all t ≥ 1. Also,
∞∑
t=1
αt+1β
2
t+1
(α−1t+1 − L)Nt+1
≤ α
2
1
4(1− Lα1)N0
∞∑
t=1
1
(t+ 2 + δ)[ln(t+ 2 + δ)]1+2b
<∞.
Hence, we have have shown that the policies {βt}, {αt} and {Nt} satisfy the conditions of Propositions 1-2.
For φ ∈ (0, 1), we want t0 to satisfy
∞∑
t≥t0
αt+1β
2
t+1
(α−1t+1 − L)Nt+1
≤ φ
15σ2L
,(43)
as prescribed in Proposition 2. We have
∞∑
t≥t0
αt+1β
2
t+1
(α−1t+1 − L)Nt+1
≤ α
2
1
4(1− Lα1)N0
∞∑
t≥t0
1
(t+ 2 + δ)[ln(t+ 2 + δ)]1+2b
≤ α
2
1
4(1− Lα1)N0
∫ ∞
t0−1
d t
(t+ 2 + δ)[ln(t+ 2 + δ)]1+2b
=
α21
4(1− Lα1)N0 ·
1
2b ln(t0 + 1 + δ)2b
≤ α
2
1
8(1− µ)N0b ln(t0 + 1 + δ)2b .(44)
From the above relation, it is sufficient to choose t0 as the minimum natural number such that the right hand
side of (44) is less than φ/15σ2L. This is satisfied by t0 in (42).
Let x∗ ∈ S(f, ϕ). From Proposition 2 and (43) we know that {|‖zτ − x∗‖|2}τ≥1 is bounded, say supτ∈N |‖zτ − x∗‖|22 ≤
J. From this, (37) and supτ∈N
βτ−1
βτ+1
≤ 1 we get
E
[‖ǫτ+1‖2] ≤ 3σ(x∗)2 + 15σ2LJ
Nτ+1
.(45)
12
We now bound the expectation of the sum
∑
t∆At in the inequality of Corollary 1. Precisely, for any t ≥ 1,
t∑
τ=1
E [∆Aτ ] =
t∑
τ=1
α2τ+1β
2
τ+1E[‖ǫτ+1‖2]
(1− Lατ+1)
≤ α
2
1
4(1− µ)
t∑
τ=1
(τ + 2)2E
[‖ǫτ+1‖2]
≤ α
2
1
[
3σ(x∗)2 + 15σ2LJ
]
4(1− µ)N0
t∑
τ=1
(τ + 2)2
(τ + 2+ δ)3 [ln(τ + 2 + δ)]
1+2b
≤ α
2
1
[
3σ(x∗)2 + 15σ2LJ
]
4(1− µ)N0
t∑
τ=1
1
(τ + 2+ δ) [ln(τ + 2 + δ)]1+2b
≤ α
2
1
[
3σ(x∗)2 + 15σ2LJ
]
4(1− µ)N0
∫ t
τ=0
d τ
(τ + 2 + δ) [ln(τ + 2 + δ)]
1+2b
≤ α
2
1
[
3σ(x∗)2 + 15σ2LJ
]
8(1− µ)N0b [ln(2 + δ)]2b
=
3[α1σ(x
∗)]2 + 15(α1σL)2J
8(1− µ)N0b [ln(2 + δ)]2b
,
where we used (45) and definition of Nτ in third inequality.
From the above inequality and the bounds
[α1σ(x
∗)]2 ≤
[
µ
√
N0
a
σ(x∗)
]2
=
µ2N0σ(x
∗)2
a2
, (α1σL)
2 ≤
(µ
L
σL
)2
=
µ2σ2L
L2
,
we finally get
t∑
τ=1
E [∆Aτ ] ≤ 3µ
2σ(x∗)2
8(1− µ)a2b [ln(2 + δ)]2b
+
15µ2(σL/L)
2J
8(1− µ)N0b [ln(2 + δ)]2b
.(46)
We also have for any t ≥ 1,
α−1t =
L
µ
+
a
µ
√
N0
,
1
β2t
=
4
(t+ 1)2
.(47)
Finally, we take total expectation in the inequality of Corollary 1 for t := 1 and T := t and use E[∆Mt(x
∗)] =
0 for all t ∈ N, β1 = 1 and (46)-(47) to derive the required claim.
Remark 1. Regarding the constant J in Theorem 1, from Proposition 2 we have the upper bound
J ≤
maxt∈[t0]
{
1
2α1(t0 + 1)
2
E[g(zt0)− g∗] + E[‖st0 − x∗‖2]}+ σ(x∗)2
5σ2
L
1− φ .(48)
Corollary 2. Let the assumptions of Theorem 1 hold. Given ǫ > 0, Algorithm 1 achieves the tolerance
E
[
g(zT )− g∗] ≤ ǫ after T = O(ǫ− 12 ) iterations using an oracle complexity of
T∑
τ=1
Nτ ≤ O
(
ǫ−2
) [
ln
(
ǫ−
1
2
)]2
.
Proof. In Theorem 1, we set b = 12 . For every t ∈ N, let Bt+1 be the right hand side expression in the bound
of the optimality gap E[g(zt+1)− g∗] stated in Theorem 1. Up to a constant B > 0, for every t ∈ N, we have
E[g(zt)− g∗] ≤ Bt ≤ B
t2
.
Given ǫ > 0, let T be the least natural number such that BT−2 ≤ ǫ. Then T = O(ǫ− 12 ), E [g(zT )− g∗] ≤ ǫ and
T∑
τ=1
Nτ .
T∑
τ=1
τ3(ln τ)2 . T 4(ln T )2 . ǫ−2
[
ln
(
ǫ−
1
2
)]2
.
We have thus proved the required claims.
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Remark 2 (Constants for the smooth non-strongly convex case). We discuss the constants in the bounds of
Theorem 1 and Corollary 2 and compare it to previous bounds under (8). The optimality gap rate in Theorem
1 depends on t0 initial iterates (with possibly t0 > 1) given in (42) and (48). This requirement is needed in
Proposition 2 since no boundedness of the oracle’s variance is assumed a priori. Another distinctive feature
is the presence of the factor (t0 + 1)
2 in (48) as a consequence of acceleration under Assumption 2. These
observations require showing that t0 in (42) is not too large. In that respect, we note that t0 does not depend
on x∗ ∈ S(f, ϕ), but only on (α1σL)2 and the exogenous parameters φ, N0, b and δ. If we assume the standard
Lipschitz continuity (12) in Lemma 1, then σL = 2L for L := |L(ξ)|2. Also, the stepsize satisfies α1 ≤ µL so that
(α1σL)
2 ≤ 4µ2.
We thus conclude: the iteration t0 is dictated solely by the multiplicative per unit distance variance σ
2
L,
independently of the variances {σ(x)2}x∈X at the points of the feasible set X . Moreover, assuming L is known
for the stepsize policy, there exists an upper bound on t0 which is also independent of σ
2
L and only depends on
the exogenous parameters µ, N0, b and δ chosen on the stepsize and sampling rate policies.
For instance, if we set φ := µ := b := 12 , N0 := 2, then t0 ∼ ⌈44.52− δ⌉. We now set δ := 44 so that t0 = 1
and (t0 +1)
2 = 4. We further choose a ∼ L. Then using (48), α1 ≤ µL , the bound in Theorem 1 becomes of the
form
E
[
g(zt+1)− g∗] . 1
t2
{
E
[
g(z1)− g∗ + L‖s1 − x∗‖2] + σ(x∗)2
L2
}
.
We note that we may further control E[g(z1) − g∗] in terms of LE[‖z1 − x∗‖2] by using inequality (19) of
Proposition 1. Using this observation, the above inequality resembles bounds obtained if it was supposed that
(8) holds but replacing σ by σ(x∗) (see [20], Corollary 5, equations (3.38) and (3.40)). In this sense, we improve
previous results by showing that under the more aggressive setting of Assumption 2, our bounds depends on
local variances σ(x∗)2 at points x∗ ∈ S(f, ϕ). Moreover, in case (8) indeed holds, our bounds are sharper than in
[20] since typically σ(x∗)2 ≪ σ2 for large
√
D(X) (see Example 1). This may be seen as a localization property
of Algorithm 1 in terms of the oracle’s variance.
4 Smooth strongly convex optimization with multiplicative noise
We propose Algorithm 2 for the problem (5) assuming an stochastic oracle satisfying (1) and Assumption 2
(multiplicative noise) in the case the objective f is smooth strongly convex satisfying (6) and (7). For t ∈ N,
Algorithm 2 Stochastic proximal gradient method with dynamic mini-batching
1: INITIALIZATION: initial iterate x1, positive stepsize sequence {αt} and sampling rate {Nt}.
2: ITERATIVE STEP: Given xt, generate i.i.d. sample ξt := {ξtj}Ntj=1 from P independently from previous samples. Compute
F
′
t (x
t
, ξ
t) :=
1
Nt
Nt∑
j=1
∇F (xt, ξtj).
Then set
x
t+1 := P
αtϕ
xt
[
αtF
′(xt, ξt)
]
= argmin
x∈X
{
ℓf
(
x
t
, F
′(xt, ξt);x
)
+
1
2αt
‖x− xt‖2 + ϕ(x)
}
.(49)
we define the stochastic error ǫt := F ′t (x
t, ξt)−∇f(xt) and the filtration Ft := σ(x1, ξ1 . . . , ξt−1).
4.1 Derivation of error bounds
Proposition 3. Suppose Assumption 1-2 hold for the problem (5) satisfying (1) as well as (6)-(7). Let x∗ be
the unique solution of (5). Suppose 0 < αt <
1
L
for all t ∈ N.
Then the sequence generated by Algorithm 2 satisfies for all t ∈ N,
E
[‖xt+1 − x∗‖2|Ft] ≤ [1− cαt + 2(αtσL)2
(1− Lαt)Nt
]
‖xt − x∗‖2 + 2α
2
tσ(x
∗)2
(1− Lαt)Nt ,
E
[
g(xt+1)− g∗] ≤ [(α−1t − c)
2
+
2αtσ
2
L
(1− Lαt)Nt
]
E
[‖xt − x∗‖2]+ 2αtσ(x∗)2
(1 − Lαt)Nt .
Proof. We use (49) and Lemma 2 with the convex function p := ℓf (x
t, F ′(xt, ξt); ·) + ϕ and α := αt, y := xt,
14
z := xt+1 and x := x∗ obtaining
1
2αt
‖x∗ − xt+1‖2 ≤ 1
2αt
‖x∗ − xt‖2 + ℓf (xt, F ′t (xt, ξt);x∗) + ϕ(x∗)− ℓf(xt, F ′t (xt, ξt);xt+1)− ϕ(xt+1)
− 1
2αt
‖xt+1 − xt‖2
=
1
2αt
‖x∗ − xt‖2 + ℓf (xt,∇f(xt);x∗) + ϕ(x∗)− ℓf (xt,∇f(xt);xt+1)− ϕ(xt+1)
− 1
2αt
‖xt+1 − xt‖2 + 〈ǫt, x∗ − xt〉+ 〈ǫt, xt − xt+1〉
≤ 1
2αt
‖x∗ − xt‖2 + [f(x∗) + ϕ(x∗)]− c
2
‖x∗ − xt‖2 − [f(xt+1) + ϕ(xt+1)]+ L
2
‖xt+1 − xt‖2
− 1
2αt
‖xt+1 − xt‖2 + 〈ǫt, x∗ − xt〉+ 〈ǫt, xt − xt+1〉
=
(1− cαt)
2αt
‖x∗ − xt‖2 + g∗ − g(xt+1)− (1− Lαt)
2αt
‖xt+1 − xt‖2 + 〈ǫt, xt − xt+1〉
+〈ǫt, x∗ − xt〉
≤ (1− cαt)
2αt
‖x∗ − xt‖2 + αt
2(1− Lαt)‖ǫ
t‖2 + 〈ǫt, x∗ − xt〉,(50)
where we used (13)-(14) and definition of ǫt in the first equality, the lower and upper inequalities of Lemma 3
for p := f (by strong convexity and smoothness of f) in second inequality while in the last inequality we used
g∗− g(xt+1) ≤ 0 and Young’s inequality 2〈ǫt, xt−xt+1〉 ≤ λ−1‖ǫt‖2+λ‖xt+1−xt‖2 with λ := 1−Lαt
αt
> 0 (since
0 < Lαt < 1 by assumption).
We now observe that xt ∈ Ft, ξt ⊥⊥ Ft, ǫt = F ′(xt, ξt) − ∇f(xt), Assumption 1 and (1) imply that
E[〈ǫt, x∗ − xt〉|Ft] = 0. Using this observation and xt ∈ Ft, we have that
E
[
αt
2(1− Lαt)‖ǫ
t‖2 + 〈ǫt, x∗ − xt〉
∣∣∣∣∣Ft
]
≤ 2αt
(1− Lαt)Nt
[
σ(x∗)2 + σ2L‖xt − x∗‖2
]
,(51)
where we have used the relation (a + b)2 ≤ 2a2 + 2b2 and |‖ǫt‖|Ft|2 ≤ σ(x
∗)+σL‖xt−x∗‖√
Nt
, which follows from
Assumption 1-2, ǫt =
∑Nt
j=1
∇F (xt,ξtj)−∇f(xt)
Nt
, relation (1) and Lemma 4.
We take E[·|Ft], use xt ∈ Ft and multiply by 2αt in (50) and use (51) to get
E
[‖xt+1 − x∗‖2|Ft] ≤ (1 − cαt)‖x∗ − xt‖2 + 2α2t
(1− Lαt)Nt
[
σ(x∗)2 + σ2L‖xt − x∗‖2
]
=
[
1− cαt + 2α
2
tσ
2
L
(1− Lαt)Nt
]
‖xt − x∗‖2 + 2α
2
tσ(x
∗)2
(1 − Lαt)Nt .(52)
To conclude, we take total expectation above and use the hereditary property E[E[·|Ft]] = E[·].
We now prove the second claim. We use the upper inequality of Lemma 3 with p := f (by smoothness of f)
and obtain
g(xt+1) ≤ ℓf (xt;xt+1) + ϕ(xt+1) + L
2
‖xt+1 − xt‖2
= ℓf (x
t, F ′(xt, ξt);xt+1) + ϕ(xt+1) +
L
2
‖xt+1 − xt‖2 + 〈−ǫt, xt+1 − xt〉
≤ ℓf (xt, F ′(xt, ξt);x∗) + ϕ(x∗) + α
−1
k
2
‖x∗ − xt‖2 − (α
−1
t − L)
2
‖xt+1 − xt‖2 − α
−1
t
2
‖x∗ − xt+1‖2
+〈ǫt, xt − xt+1〉
= ℓf (x
t;x∗) + ϕ(x∗) +
α−1t
2
‖x∗ − xt‖2 − (α
−1
t − L)
2
‖xt+1 − xt‖2 − α
−1
t
2
‖x∗ − xt+1‖2
+〈ǫt, x∗ − xt〉+ 〈ǫt, xt − xt+1〉
≤ g(x∗)− c
2
‖x∗ − xt‖2 + α
−1
t
2
‖x∗ − xt‖2 + 〈ǫt, x∗ − xt〉 − (1− Lαt)
2αt
‖xt+1 − xt‖2 + 〈ǫt, xt − xt+1〉
≤ g(x∗) +
(
α−1t − c
)
2
‖x∗ − xt‖2 + 〈ǫt, x∗ − xt〉+ αt‖ǫ
t‖2
2(1− Lαt) ,(53)
where we used (13)-(14), definition of the prox-mapping and definition of ǫt in the equalities, the expression (49)
and Lemma 2 with α := αt, y := x
t, z := xt+1, x := x∗ and the convex function p := ℓf (xt, F ′(xt, ξt); ·) + ϕ
15
in the second inequality, the lower inequality of Lemma 3 with p := f (by strong convexity of f) in third
inequality while in last inequality we used Young’s inequality 2〈ǫt, xt − xt+1〉 ≤ λ−1‖ǫt‖2 + λ‖xt+1 − xt‖2 with
λ := 1−Lαt
αt
> 0 (since 0 < Lαt < 1 by assumption).
We take E[·|Ft] and use xt ∈ Ft in (53) and then further use (51) to finally obtain
E
[
g(xt+1)− g∗|Ft
] ≤ (α−1t − c)
2
‖x∗ − xt‖2 + 2αt
(1− Lαt)Nt
[
σ(x∗)2 + σ2L‖xt − x∗‖2
]
=
[(
α−1t − c
)
2
+
2αtσ
2
L
(1− Lαt)Nt
]
‖xt − x∗‖2 + 2αtσ(x
∗)2
(1− Lαt)Nt .
Finally, we take E[·|Ft] again and use E[E[·|Ft]] = E[·] to finish the proof.
4.2 Convergence rate and oracle complexity
We now derive a convergence rate and estimate the oracle complexity of Algorithm 2.
Theorem 2. Suppose the assumptions of Proposition 3 hold. Let µ ∈ (0, 1) and φ ∈ (0, 1) such that φ ∈
(0, 1− µc/L). Choose ζ ∈ (0, 1) and N0 ∈ N and set the stepsize and sampling rate sequences as
αt ≡ α := µ
L
, Nt = N0⌊ζ−t⌋, (t ∈ N).
Define ρ :=
(
1− µ c2L + φ
)∨
ζ < 1. Let
t0 :=
⌈
log 1
ζ
(
2µ2
(1− µ)φN0 ·
σ2L
L2
)⌉∨
1.(54)
Then there exists constant C > 0 such that
E[‖xt+1 − x∗‖2] ≤ Cρt+1, ∀t ≥ 1(55)
E
[
g(xt+1)− g∗] ≤ [(Lµ−1 − c)
2
+
2µ
(1 − µ)N0 ·
σ2L
L
ζt
]
Cρt +
2µ
(1 − µ)N0 ·
σ(x∗)2
L
ζt, ∀t ≥ 2(56)
Proof. For simplicity of notation, in the following we set vt := E
[‖xt − x∗‖2] , and define
β :=
2α2σ(x∗)2
(1− Lα)N0 , δ :=
2(ασL)
2
(1− Lα)N0 , λ := 1− cα.(57)
Note that from the definitions of λ and α = µ
L
, we get λ = 1− µ c
L
∈ (0, 1).
From the first recursion in Proposition 3, N−1t ≤ N−10 ζt and the above definitions, we have for all t ∈ N,
vt+1 ≤
(
λ+ δζt
)
vt + βζ
t.(58)
Moreover, by definitions of t0, δ, λ, ρ and α = µ/L we have for all t ≥ t0,
λ < λ+ δζt ≤ λ+ δζt0 ≤ λ+ φ < ρ.(59)
We now claim that for all t ≥ t0,
vt+1 ≤ (λ+ φ)t+1−t0vt0 + β
t−t0∑
τ=0
(λ+ φ)τ ζt−τ .(60)
We prove the claim by induction. Indeed, for t := t0 the claim (60) follows from (58). Supposing (60) holds for
t ≥ t0, then again by (58),
vt+2 ≤
(
λ+ δζt+1
)
vt+1 + βζ
t+1
≤ (λ+ φ)
[
(λ+ φ)t+1−t0vt0 + β
t−t0∑
τ=0
(λ+ φ)τ ζt−τ
]
+ βζt+1
= (λ+ φ)
t+2−t0 vt0 + β
t+1−t0∑
τ=1
(λ+ φ)τ ζt+1−τ + βζt+1
= (λ+ φ)
t+2−t0 vt0 + β
t+1−t0∑
τ=0
(λ+ φ)τ ζt+1−τ ,(61)
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where we used (59) in second inequality. This shows (60) holds for t+ 1. The claim (60) is hence proved.
We will now bound the sum in (60). First, we note that ρ ≥ 1− µ c2L + φ and λ+ φ < ρ which imply
ρ ≥ λ+ φ+ µ c
2L
⇒ 1
1− λ+φ
ρ
≤ 2Lρ
cµ
.(62)
For t ≥ t0, we have
β
t−t0∑
τ=0
(λ + φ)τ ζt−τ ≤ 2α
2σ(x∗)2
(1 − Lα)N0
t−t0∑
τ=0
(λ+ φ)τρt−τ
=
2α2σ(x∗)2
(1 − Lα)N0 ρ
t
t−t0∑
τ=0
(
λ+ φ
ρ
)τ
≤ 2α
2σ(x∗)2
(1 − Lα)N0 ·
ρt
1− λ+φ
ρ
≤ 4µσ(x
∗)2
(1 − µ)N0Lcρ
t+1,(63)
where we used definition of β and ζ ≤ ρ in first inequality, (59) in the second inequality and α = µ/L and (62)
in the last one.
From recursion (60) and the bound (63), we get for t ≥ t0,
vt+1 ≤ (λ+ φ)t+1−t0vt0 +
4µσ(x∗)2
(1− µ)N0Lcρ
t+1(64)
≤ ρt+1(λ+ φ)−t0vt0 +
4µσ(x∗)2
(1− µ)N0Lcρ
t+1 = C0ρ
t+1,
using (59) in the second inequality and the definitions of λ in (57) and C0 in (75) in the equality.
The above relation implies that the sequence {vt} has linear convergence once the iteration t0+1 is achieved.
By changing the constants C0 and ρ properly, this implies that the whole sequence {vt} has linear convergence.
For our purposes (see Remark 3), we next derive a refined bound in terms of constants showing that linear
convergence is obtained from the initial iteration when only C0 is changed in (64) in a prescribed way.
From (58), we also have for 1 ≤ t < t0,
vt+1 ≤ (λ+ δζt)vt + βζt ≤ λvt +
(
δ max
τ∈[t0−1]
vτ + β
)
ζt.
We may use the above relation and proceed by induction analogously to (60)-(61) to get for 1 ≤ t < t0,
vt+1 ≤ λtv1 +
(
δ max
τ∈[t0−1]
vτ + β
) t−1∑
τ=0
λτ ζt−τ(65)
The sum above is bounded by
t−1∑
τ=0
λτ ζt−τ ≤
t−1∑
τ=0
λτρt−τ = ρt
t−1∑
τ=0
(
λ
ρ
)τ
≤ ρ
t
1− λ
ρ
<
2Lρt+1
cµ
,(66)
where we used ζ ≤ ρ in first inequality, (59) in second inequality and (62) in the last one. From (65)-(66), we
get for 1 ≤ t < t0,
vt+1 ≤ ρt+1λ−1v1 + 2L
cµ
(
δ max
τ∈[t0−1]
vτ + β
)
ρt+1
= ρt+1
[
λ−1v1 +
4
(
L
c
)
(ασL)
2
µ(1− µ)N0 maxτ∈[t0−1] vτ +
4
(
L
c
)
α2σ(x∗)2
µ(1− µ)N0
]
= C1ρ
t+1,(67)
where we used (59) in the inequality, definitions of δ, β, α = µ/L and
C1 := λ
−1v1 +
4µσ2L
(1− µ)N0Lc · maxτ∈[t0−1] vτ +
4µσ(x∗)2
(1− µ)N0Lc,(68)
in the equalities.
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From (67), we have in particular vt0 ≤ C1ρt0 . Using this and (64), we get for t ≥ t0,
vt+1 ≤ (λ+ φ)t+1−t0C1ρt0 + 4µσ(x
∗)2
(1− µ)N0Lcρ
t+1
≤ ρt+1−t0C1ρt0 + 4µσ(x
∗)2
(1− µ)N0Lcρ
t+1 = Cρt+1,(69)
using (59) in the second inequality and definitions of C1 in (68) and of C in (72) in the equality.
From relation (69) established for t ≥ t0, relation (67) established for 1 ≤ t < t0 and C1 = C− 4µσ(x
∗)2
(1−µ)N0Lc < C,
we finally prove (55).
To prove the second claim in (56), we use Lαt = µ, Nt = N0⌊ζ−t⌋ and the derived relation (55) for E[‖xt −
x∗‖2] in the second recursion of Proposition 3 which bounds E[g(xt+1)− g∗] in terms of E[‖xt − x∗‖2].
Corollary 3. Let assumptions of Theorem 2 hold. Then there exists constant A > 0 such that for given ǫ > 0,
Algorithm 2 achieves the tolerance E
[
g(xT )− g∗] ≤ ǫ after T = O (log 1
ρ
(Aǫ−1)
)
iterations using an oracle
complexity of
∑T
τ=1Nτ ≤
N0ρ·O(ǫ−1)
1−ζ ·
(
ρ
ζ
)log 1
ρ
(Aǫ−1)+1
.
In particular, if the stepsize parameter µ and sampling rate parameter ζ satisfy ζ = 1−a (µ c2L + φ) for some
a ∈ (0, 1], then the oracle complexity is
T∑
τ=1
Nτ ≤
N0ρ · O
(
ǫ−1
)
a
(
µ c2L + φ
) .
Up to constants, the same oracle complexity is achieved for the iteration error E[‖xT − x∗‖2].
Proof. We only prove the result to E[g(xT )− g∗] as the proof for E[‖xT − x∗‖2] is similar. Set ǫ > 0 and let T
be minimum number of iterations for E[g(xT )− g∗] ≤ ǫ to hold. We have
T∑
τ=1
Nτ . N0
T∑
τ=1
(ζ−1)τ = N0
(ζ−1)T − 1
1− ζ ≤ N0
(ζ−1)T
1− ζ .(70)
From Theorem 2, for some constant A > 0, T ≤ log 1
ρ
(
Aǫ−1
)
+ 1. Using this we get
(ζ−1)T ≤ (ζ−1)log 1ρ (Aǫ
−1)+1
=
(
ρ
ζ
)log 1
ρ
(Aǫ−1)+1
·
(
1
ρ
)log 1
ρ
(Aǫ−1)+1
= Aρǫ−1
(
ρ
ζ
)log 1
ρ
(Aǫ−1)+1
.(71)
From (70)-(71), we prove the first claim of the corollary. If µ, ζ and a ∈ (0, 1] are chosen as stated in the
corollary, we have ρ = ζ by definition of ρ in Theorem 2. From this, ζ = 1 − a (µ c2L + φ) and (70)-(71), we
prove the second statement of the corollary.
Remark 3 (Constants for the strongly convex case). As in Remark 2, we compare the bounds of Theorem 2
with previous bounds under (8). By the proof of Theorem 2, the constant C in Theorem 2 is
C :=
(
1− µ c
L
)−1
‖x1 − x∗‖2 + 4µ
(1 − µ)N0Lc
{
σ2L · max
τ∈[t0−1]
E
[‖xτ − x∗‖2] + 2σ(x∗)2} ,(72)
where t0 is estimated by (54). As in the case of ill-conditioned smooth convex functions, we may have t0 > 1.
However, such dependence is milder since we do not have the factor (t0 + 1)
2 and t0 is logarithmic with the
endogenous and exogenous parameters. As a result, larger values of t0 are acceptable. An interesting property
in the case of strongly convex functions under Assumption 2 is that the L2-boundedness and linear convergence
of the generated sequence are obtained in the same proof. Next, we show that t0 in (54) is not too large in
comparison to problems satisfying (8). We note that t0 does not depend on any x ∈ X , but only on
(
σL
L
)2
,
φ := φ(µ, κ) and the exogenous parameters µ, ζ and N0. Let us assume the standard Lipschitz continuity (12)
of Lemma 1 so that σL = 2L for L := |L(ξ)|2, and α ≤ µL . Without loss on generality, we may set φ := 1/(2κ)
in Theorem 2 obtaining
t0 =
⌈
log 1
ζ
(
8µ2κ
(1− µ)N0
)⌉∨
1,(73)
from (54). Thus t0 = O(1) ln(κ/N0) for a given set of exogenous parameters.
We thus conclude: the iteration t0 is dictated solely by the multiplicative per unit distance variance σ
2
L and
the condition number κ, independently of the variances {σ(x)2}x∈X at the points of the feasible setX . Moreover,
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assuming L is known for the stepsize policy, there exists an upper bound on t0 which is also independent of σ
2
L
and that only depends on ln(κ) and the exogenous parameters µ, N0, ζ defined in the stepsize and sampling
rate policies.
The proof of Theorem 2 also says that for all t ≥ t0, E
[‖xt+1 − x∗‖2] ≤ C0ρt+1 and for all t ≥ t0 + 1,
E
[
g(xt+1)− g∗] ≤ [(Lµ−1 − c)
2
+
2µ
(1− µ)N0 ·
σ2L
L
ζt
]
C0ρ
t +
2µ
(1− µ)N0 ·
σ(x∗)2
L
ζt,(74)
where
C0 :=
(
1− µ c
L
+ φ
)−t0
E
[‖xt0 − x∗‖2]+ 4µσ(x∗)2
(1 − µ)N0Lc.(75)
If we compare the constant C in (72) with the constant C0 in (75), we note that if t0 > 1 then C0 has a
larger factor
(
1− µ c
L
+ φ
)−t0
when compared to
(
1− µ c
L
+ φ
)−1
but C0 does not have the additional term
σ2L
Lc
· maxτ∈[t0−1] E[‖xτ − x∗‖2] found in C. This last term is of the order of κ · maxτ∈[t0−1] E[‖xτ − x∗‖2] and
may be larger than σ(x
∗)2
Lc
.
Based on (73)-(75), there are two different regimes depending when κ is known or not. For instance, if an
upper bound κ1 of κ is known, we get t0 = 1 if we set, e.g., 0 < µ ≤ −e+
√
e2+32eκ1
16κ1
= O(1/√κ1), N0 := 1 and
ζ := e−1. This policy puts more effort on the stepsize than on the sampling rate, with a convergence rate of
order
[
1− O(1)√
κ1κ
]t
. We can also get t0 = 1 by setting, e.g., 0 < µ ≤ −e+
√
e2+32e
16 = O(1), N0 := κ1 and ζ := e−1.
This policy puts more effort on the sampling rate; hence it has a factor of O(κ1) on the oracle complexity but
with a faster convergence rate of
[
1− O(1)
κ
]t
. In both cases, since t0 = 1, the linear convergence stated by
(74)-(75) is an improvement when compared to a policy in which t0 > 1 since for t0 = 1 there is no dependence
on κ ·maxτ∈[t0−1] E[‖xτ − x∗‖2]. When t0 = 1 (given an upper bound of κ and parameters µ, N0 and ζ), the
bound given by (74)-(75) states that for all t ≥ 2,
E
[
g(xt+1)− g∗] . [L‖x1 − x∗‖2 + σ(x∗)2
c
]
ρt−1,
where we only considered the dominant terms (ignoring −c and the decaying terms of O(ζt)). The above bound
has the following property (P): it resembles the bound obtained for the strongly convex case if it was supposed
that (8) holds but replacing σ
2
c
with σ(x
∗)2
c
(see10 [8], Theorem 4.2). In this sense, we improve previous results
by showing that under the more aggressive setting of Assumption 2, our bounds depends on the local variance
σ(x∗)2. Moreover, in case (8) indeed holds, our bounds are sharper than in [8] since typically σ(x∗)2 ≪ σ2
for large
√
D(X) (see Example 1). This may be seen as a localization property of Algorithm 2 in terms of the
oracle’s variance.
Suppose now that κ cannot be estimated. We have the mild dependence t0 ∼ O(ln(µ2κ/(1 − µ)N0) ∨ 1
with κ. Hence, t0 → 1 as either µ decreases, N0 increases or κ decreases. We thus conclude that property (P)
tends to be satisfied for better conditioned problems or for bigger initial batch sizes. Also, the bounds given
by (56) and (72) depend on the local variance estimation σ(x∗)2 + σ2Lmaxτ∈[t0−1] E[‖xτ − x∗‖2]. Moreover,
if (8) indeed holds, our rate statements given by (56) and (72) are also sharper than in [8] since typically
σ(x∗)2 + σ2Lmaxτ∈[t0−1] E[‖xτ − x∗‖2] ≪ σ2 if maxτ∈[t0−1] E[‖xτ − x∗‖2] ≪ D(X)2. See Example 1. This is
again a localization property of Algorithm 2 in terms of the oracle’s variance.
Remark 4 (Robust sampling). From Theorems 1-2, {αt} and {Nt} do not require knowledge of {σ2(x)}x∈X .
Precisely, if a and N0 are not tuned to σ(x
∗)2 for x∗ ∈ S(f, ϕ), then the algorithm keeps running with propor-
tional scaling in the convergence rate and oracle complexity. In this sense, the dynamic mini-batch scheme we
propose is robust (see [25, 40] for comments on robust methods).
Appendix: proofs of Lemmas 1 and 4
Proof of Lemma 1. Let x, y ∈ X . Jensen’s inequality and (12) imply
‖∇f(x)−∇f(y)‖ ≤ E [‖∇F (x, ξ)−∇F (y, ξ)‖] ≤ E[L(ξ)]‖x − y‖.
10The result in [8], Theorem 4.2 is for ϕ ≡ 0 and X = Rd so the bound f(x1)− f∗ ≤ L
2
‖x1 − x∗‖2 holds by Lemma 3. For ϕ ≡ 0
and X = Rd, we could obtain E
[
f(xt+1)− f∗
]
.
[
f(x1)− f∗ + σ(x
∗)2
c
]
ρt−1.
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The first claim is proved using the above and E[L(ξ)] ≤ |L(ξ)|2 by Ho¨lder’s inequality. Using this, we get
σ(x) ≤ |‖∇F (x, ξ)−∇F (y, ξ)‖|2 + |‖∇F (y, ξ)−∇f(y)‖|2 + |‖∇f(x)−∇f(y)‖|2
≤ |L(ξ)‖x− y‖|2 + σ(y) + L‖x− y‖ = σ(y) + 2L‖x− y‖,
where we used the triangle inequality for ‖ · ‖ and Minkowski’s inequality for |·|2.
Proof of Lemma 4. Let x ∈ Rd. Since {ξj}Nj=1 is i.i.d. and (1) holds, the sequence {ǫj}Nj=1 defined by
ǫj :=
∇F (x,ξj)−∇f(x)
N
is an i.i.d. sequence of random vectors with zero mean. As a consequence,11 we have
E
[∥∥∥∑Nj=1 ǫj(x)∥∥∥2] =∑Nj=1 E [‖ǫj(x)‖2] . Thus we get
|‖ǫ(x)‖|2 =
√√√√ N∑
j=1
E[‖ǫj(x)‖2] =
√√√√ N∑
j=1
σ(x)2
N2
=
σ(x)√
N
,
where in second equality we used that {ξj} is drawn from P. The claim follows immediately from the above
and Assumption 2.
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