Given the recent controversies in some neuroimaging statistical methods, we compared the most frequently used functional Magnetic Resonance Imaging (fMRI) analysis packages: AFNI, FSL and SPM, with regard to temporal autocorrelation modeling. This process, sometimes known as pre-whitening, is conducted in virtually all task fMRI studies. We employed eleven datasets containing 980 scans corresponding to different fMRI protocols and subject populations. Though autocorrelation modeling in AFNI was not perfect, its performance was much higher than the performance of autocorrelation modeling in FSL and SPM. The residual autocorrelated noise in FSL and SPM led to heavily confounded first level results, particularly for low-frequency experimental designs. Also, we observed very severe problems for scans with short repetition times. The resulting false positives and false negatives can be expected to propagate to the group level, especially if the group analysis is performed with a mixed effects model. Our results show superior performance of SPM's alternative pre-whitening: FAST, over the default SPM's method. The reliability of task fMRI studies would increase with more accurate autocorrelation modeling. Furthermore, reliability could increase if the analysis packages provided diagnostic plots. This way the investigator would be aware of residual autocorrelated noise in the GLM residuals. We provide a MATLAB script for the fMRI researchers to check if their analyses might be affected by imperfect pre-whitening.
an autoregressive-moving-average ARMA(1,1) model is esti-23 mated. The ARMA(1,1) estimates are not spatially smoothed.
24
For FSL, a Tukey taper is used to smooth the spectral density
25
Email address: wo222@cam.ac.uk (Wiktor Olszowy) estimates voxel-wise. These smoothed estimates are then ad-26 ditionally smoothed within tissue type. Woolrich et al. (2001) 27 showed the appropriateness of the FSL's method for two fMRI 28 protocols: with repetition time (TR) of 1.5s and of 3s, and with 29 voxel size 4x4x7 mm 3 . By default, SPM estimates temporal 30 autocorrelation globally as an autoregressive AR(1) plus white 31 noise process (Purdon and Weisskoff, 1998) . SPM has an alter-32 native approach: FAST, but we know of only two studies which 33 have used it (Todd et al., 2016; Bollmann et al., 2018) . Boll-34 mann et al. (2018) explains FAST uses a dictionary of covari-35 ance components based on exponential covariance functions.
36
In Lenoski et al. (2008) several fMRI autocorrelation model-37 ing approaches were compared for one fMRI protocol (TR=3s, 38 voxel size 3.75x3.75x4 mm 3 ). The authors found that the 39 use of the global AR(1), of the spatially smoothed AR(1) and 40 of the spatially smoothed FSL-like noise models resulted in 41 worse whitening performance than the use of the non-spatially 42 smoothed noise models. Eklund et al. (2012) showed that in 43 SPM the shorter the TR, the more likely it is to get false posi-44 tive results in first level (also known as single subject) analyses. 45 It was argued that SPM often does not remove a substantial part 46 of the autocorrelated noise. The relationship between shorter 47 TR and increased false positive rates was also shown in Purdon 48 and Weisskoff (1998) for the case when autocorrelation was not 49 accounted for.
50
In this study we investigated the whitening performance of 51 AFNI, FSL and SPM for a wide variety of fMRI protocols. 52 We analyzed both the default SPM's method and the alternative 53 Table 1 : Overview of the employed datasets. FCP = Functional Connectomes Project. NKI = Nathan Kline Institute. BMMR = Biomedical Magnetic Resonance. CRIC = Cambridge Research into Impaired Consciousness. CamCAN = Cambridge Centre for Ageing and Neuroscience. For the Enhanced NKI data, only scans from release 3 were used. Out of the 46 subjects in release 3, scans of 30 subjects were taken. For the rest, at least one scan was missing. For the BMMR data, there were 7 subjects at 3 sessions, resulting in 21 scans. For the CamCAN data, 200 subjects were considered only. In order to explore a range of parameters that may affect 64 autocorrelation, we investigated 11 fMRI datasets (Table 1) .
Study
Committee. The study from Magdeburg ("BMMR checker-88 board") (Hamid et al., 2015) was approved by the IRB of the 89 Otto von Guericke University, and the scans have not been 90 made public yet. 
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Methods
100
For AFNI, FSL and SPM analyses, the preprocessing, brain 101 masks, brain registrations to the 2 mm isotropic MNI atlas 102 space, and multiple comparison corrections were kept consis-103 tent (Fig. 1 ). This way we limited the influence of possible 104 confounders on the results. In order to investigate whether our 105 results are an artefact of the comparison approach used for as-106 sessment, we compared AFNI, FSL and SPM by investigating 107 (1) the power spectra of the GLM residuals, (2) the spatial dis-108 tribution of significant clusters, (3) the average percentage of 109 significant voxels within the brain mask, and (4) the positive 110 rate: proportion of subjects with at least one significant cluster. 111 The power spectrum represents the variance of a signal that is 112 attributable to an oscillation of a given frequency. When calcu-113 lating the power spectra of the GLM residuals, we considered 114 voxels in native space using the same brain mask for AFNI, FSL 115 and SPM. For each voxel, we normalized the time series to have 116 variance 1 and calculated the power spectra as the square of the 117 discrete Fourier transform.
118
Apart from assuming dummy designs for resting state data 119 as in Eklund et al. (2012 Eklund et al. ( , 2015 Eklund et al. ( , 2016 , we also assumed wrong 120 (dummy) designs for task data, and we used resting state scans 121
The employed analyses pipelines. The noise models used by AFNI, FSL and SPM were the only relevant difference (marked in a red box). simulated using the neuRosim package in R (Welvaert et al., 122 2011) . We treated such data as null data. For null data, the 123 positive rate is the familywise error rate, which was employed 124 in Eklund et al. (2012 Eklund et al. ( , 2015 Eklund et al. ( , 2016 (Worsley et al., 2002 
200
Results
201
Whitening performance of AFNI, FSL and SPM
202
To investigate the whitening performance resulting from 203 the use of noise models in AFNI, FSL and SPM, we plotted 204 the power spectra of the GLM residuals. Fig. 2 shows the 205 power spectra averaged across all brain voxels and subjects for 206 smoothing of 8 mm and assumed boxcar design of 10s of rest 207 followed by 10s of stimulus presentation. The statistical infer-208 ence in AFNI, FSL and SPM relies on the assumption that the 209 residuals after pre-whitening are white. For white residuals, the 210 power spectra should be flat. However, for all the datasets and 211 all the packages, there was some visible structure. The strongest 212 artefacts were visible for FSL and SPM at low frequencies. At 213 high frequencies, power spectra from FAST were closer to 1 214 than power spectra from the other methods. Fig. 2 does not 215 show respiratory spikes which one could expect to see. This 216 is because the figure refers to averages across subjects. We ob-217 served respiratory spikes when analyzing power spectra for sin-218 gle subjects (not shown). Importantly, for the "BMMR checker-219 board" dataset analyzed both with the default SPM's method 220 and with FAST, there was a small peak at frequency 1/24 Hz, 221 which was the true design frequency. For AFNI and FSL, this 222 peak was higher. As the assumed design was a wrong design, 223 a low power spectrum at the true design frequency suggests too 224 strong pre-whitening, during which negative autocorrelations 225 can be introduced.
226
Resulting specificity-sensitivity trade-offs
227
In order to investigate the impact of the whitening perfor-228 mance on first level results, we analyzed the spatial distribution 229 of significant clusters in AFNI, FSL and SPM. Fig. 3 shows 230 an exemplary axial slice in the MNI space for 8 mm smooth-231 ing. It was made through the imposition of subjects' bina-232 rized significance masks on each other. Scale refers to the per-233 centage of subjects within a dataset where significant activa-234 tion was detected at the given voxel. The x-axis corresponds 235 to four assumed designs. Resting state data was used as null 236 data. Thus, low numbers of significant voxels were a desir-237 able outcome, as this was suggesting high specificity. Task 238 data with assumed wrong designs was used as null data too. 239 Thus, clear differences between the true design (indicated with 240 red boxes) and the wrong designs were a desirable outcome. 241 For FSL and SPM, often the relationship between lower as-242 sumed design frequency ("boxcar40" vs. "boxcar12") and an 243 increased number of significant voxels was visible, in particu-244 lar for the resting state datasets: "FCP Beijing", "FCP Cam-245 bridge" and "CRIC". Power spectra of the GLM residuals in native space averaged across brain voxels and across subjects for the assumed boxcar design of 10s of rest followed by 10s of stimulus presentation ("boxcar10"). The dips at 0.05 Hz are due to the assumed design period being 20s (10s + 10s). For some datasets, the dip is not seen as the assumed design frequency was not covered by one of the sampled frequencies. The frequencies on the x-axis go up to the Nyquist frequency, which is 0.5/TR. If after pre-whitening the residuals were white (as it is assumed), the power spectra would be flat. AFNI and SPM's alternative method: FAST, led to best whitening performance (most flat spectra). For FSL and SPM, there was substantial autocorrelated noise left after pre-whitening, particularly at low frequencies.
were scattered primarily within gray matter. 
301
As multiple comparison correction depends on the smooth-302 ness level of the residual maps, we also checked the correspond-303 ing differences between AFNI, FSL and SPM. The residual 304 maps seemed to be similarly smooth. At an 8 mm smoothing 305 level, the average geometric mean of the estimated FWHMs of 306 the Gaussian distribution in x-, y-, and z-dimensions across the 307 10 datasets and across the 16 assumed designs was 10.8 mm for 308 AFNI, 10.3 mm for FSL, 11.7 mm for SPM and 11.5 mm for 309 FAST. Nonetheless, we also investigated the percentage of vox-310 els with z-statistic above 3.09. This value is the 99.9% quantile 311 of the standard normal distribution and is often used as the clus-312 ter defining threshold. For null data, this percentage should be 313 0.1%. The average percentage across the 10 datasets and across 314 the wrong designs was 0.5% for AFNI, 1.2% for FSL, 2.1% for 315 SPM and 0.4% for FAST.
316
Supplementary material, Figs. S2-S3 show the positive rate 317 for smoothing of 4 and 8 mm. The general patterns resemble 318 those already discussed for the percentage of significant vox-319 els, with AFNI and FAST consistently returning lowest posi-320 tive rates (familywise error rates) for resting state scans and 321 task scans tested with wrong designs. For task scans tested 322 with the true designs, the positive rates for the different pre-323 whitening methods were similar. The black horizontal lines 324 show the 5% false positive rate, which is the expected pro-325 portion of scans with at least one significant cluster if in real-326 ity there was no experimentally-induced signal in the subject's 327 brain. The dashed horizontal lines are the confidence inter-328 vals for the proportion of false positives. These were calcu-329 lated knowing that variance of a Bernoulli(p) distributed ran-330 dom variable is p(1 − p). Thus, the confidence intervals were 331 0.05 ± √ 0.05 · 0.95/n, with n denoting the number of subjects 332 in the dataset.
333
Since smoothing implicitly affects the voxel size, we con-334 sidered different smoothing kernel sizes. We chose 4, 5 and 335 8 mm, as these are the defaults in AFNI, FSL and SPM. No 336 smoothing was also considered, as for 7T data this preprocess-337 ing step is sometimes avoided (Walter et al., 2008; Polimeni 338 et al., 2017) . With a wider smoothing kernel, the percentage 339 of significant voxels increased (not shown), while the posi-340 tive rate decreased. Differences between AFNI, FSL, SPM and 341 FAST discussed above for the four comparison approaches and 342 smoothing of 8 mm were consistent across the four smoothing 343 levels.
344
Discussion
345
In the case of FSL and SPM for the datasets "FCP Bei-346 jing", "FCP Cambridge", "CRIC RS" and "CRIC checker-347 board", there was a clear relationship between lower assumed 348 design frequency and an increased percentage of significant 349 voxels. Purdon and Weisskoff (1998) , FSL (middle) and SPM (right) for different assumed experimental designs. Scale refers to the percentage of subjects where significant activation was detected at the given voxel. The red boxes indicate the true designs (for task data). Resting state data was used as null data. Thus, low numbers of significant voxels were a desirable outcome, as it was suggesting high specificity. Task data with assumed wrong designs was used as null data too. Thus, large positive differences between the true design and the wrong designs were a desirable outcome. The clearest cut between the true and the wrong/dummy designs was obtained with AFNI's noise model. FAST performed similarly to AFNI's noise model (not shown).
can expect higher signal values during the beginning of the as- spuriously high signal occurs in the middle of a long assumed 361 activation period, there will be enough time for the signal to re-362 turn to its baseline level, so that there will be a larger difference 363 between the mean signal during the assumed activation period 364 and the mean signal during the assumed rest period. As a result, 365 detection of significant activation will be more likely. Compared to FSL, the use of SPM resulted in a lower per-428 centage of significant voxels for the "FCP Cambridge" and 429 "BMMR checkerboard" datasets. These were the only datasets 430 with TR of more than 2 seconds. For the "FCP Cambridge" 431 dataset, a lower percentage of significant voxels was a desirable 432 result, as the dataset was used as null data. However, compared 433 to AFNI and FSL, SPM was less sensitive in detecting activa-434 tion in the primary visual cortex for the "BMMR checkerboard" 435 dataset. Because the autocorrelation modeling approach in 436 SPM has little flexibility, in case of long TR, where the correla-437 tions between adjacent time points become smaller, SPM might 438 introduce negative autocorrelations during pre-whitening. For 439 boxcar designs, this lowers the statistics and increases false neg-440 ative rates (Lenoski et al., 2008) . Surprisingly, compared to 441 AFNI and FSL, for the "BMMR checkerboard" dataset tested 442 with the true design, the use of FAST also led to a lower per-443 centage of significant voxels.
444
Our results confirm Lenoski et al. (2008) insofar as our study 445 also showed best performance of a method that did not involve 446 spatial smoothing of the autocorrelation parameters. Interest-447 ingly, in Eklund et al. (2015) AFNI, FSL and SPM were already 448 compared in the context of first level fMRI analyses. AFNI re-449 sulted in substantially lower false positive rates than FSL and 450 slightly lower false positive rates than SPM. We also observed 451 lowest false positive rates for AFNI. Opposed to Eklund et al. 452 (2015) , which compared the packages in their entirety, we com-453 pared the packages only with regard to pre-whitening. It is 454 possible that pre-whitening is the most crucial single difference 455 between AFNI, FSL and SPM, and that the relationships de-456 scribed in Eklund et al. (2015) would look completely different 457 if AFNI, FSL and SPM employed the same pre-whitening. For 458 one dataset, Eklund et al. (2015) also observed that SPM led to 459 worst whitening performance.
460
We did not perform slice timing correction, but to account 461 for different slice acquisition times we employed the temporal 462 derivative. The differences in first level results between AFNI, 463 FSL and SPM which we observed could have been smaller 464 if physiological recordings had been modeled. The modeling 465 of physiological noise is known to improve whitening perfor-466 mance, particularly for short TRs (Lund et al., 2006; Bollmann 467 et al., 2018) . Unfortunately, cardiac and respiratory signals are 468 not always acquired in fMRI studies. Even less often are the 469 physiological recordings incorporated to the analysis pipeline.
470
How to explain pre-whitening problems in FSL and SPM?
471
FSL provided a benchmarking paper of its pre-whitening ap-472 proach (Woolrich et al., 2001 ). The study employed data cor-473 responding to two fMRI protocols. For one protocol TR was 474 1.5s, while for the other protocol TR was 3s. For both proto-475 cols, the voxel size was 4x4x7 mm 3 . These were large voxels. 476 We suspect that the FSL's pre-whitening approach could have 477 been overfitted to this data. (Purdon and Weisskoff, 1998 (Chen et al., 2012) or FLAME in FSL (Woolrich et al., 503 2004). These approaches additionally employ standard error 504 maps, which are also confounded by imperfect pre-whitening.
505
Bias in mixed effects fMRI analyses resulting from non-white 506 noise at the first level was already reported in Bianciardi et al.
507
(2004). We postulate that more accurate autocorrelation mod-508 eling at the subject level can substantially improve fMRI relia-509 bility both at the subject level and at the group level.
510
What is the best null data for fMRI methods validation studies?
511
For resting state data treated as task data, it is possible to 512 observe activation both in the posterior cingulate cortex and 513 in the frontal cortex, since these regions belong to the default 514 mode network (Raichle et al., 2001) . In fact, in Supplemen- Rosseel, 2014) enable the modeling of all these aspects of fMRI 533 data, but as the later analyses might heavily depend on the spe-534 cific choice of parameters, more work is needed to understand 535 how the different sources of noise influence each other. In our 536 study, results for simulated resting state data were substantially 537 different compared to acquired real resting state scans. In par-538 ticular, the percentage of significant voxels for the simulated 539 data was much lower, indicating that the simulated data did 540 not appropriately correspond to the underlying brain physiol-541 ogy. Considering resting state data where the posterior cingu-542 late cortex and the frontal cortex are masked out could be an 543 alternative null. Because there is no perfect fMRI null data, 544 we used both resting state data with assumed dummy designs 545 and task data with assumed wrong designs. Results for both 546 approaches coincided.
547
Conclusions
548
Using data corresponding to a wide variety of fMRI proto-549 cols, we showed that AFNI and SPM tested with option FAST 550 had the best whitening performance, followed by FSL and 551 SPM. Pre-whitening in FSL and SPM left substantial resid-552 ual autocorrelated noise in the data, primarily at low frequen-553 cies. Though the problems were most severe for short repetition 554 times, all considered fMRI protocols were affected. We showed 555 that the residual autocorrelated noise led to heavily confounded 556 first level results. Low-frequency boxcar designs were affected 557 the most. Due to better whitening performance, it was much 558 easier to distinguish the assumed true experimental design from 559 the assumed wrong experimental designs with AFNI and FAST 560 than with FSL and SPM. This suggests superior specificity-561 sensitivity trade-off resulting from the use of AFNI's and FAST 562 noise models. The differences between AFNI, FSL and SPM 563 were large and consistent across four different comparison ap-564 proaches and across 11 datasets. The resulting false positives 565 and false negatives can be expected to propagate to the group 566 level, especially if the group analysis is performed with a mixed 567 effects model. Results derived from FSL could be made more 568 robust if a different autocorrelation model was applied. How-569 ever, currently there is no alternative pre-whitening approach in 570 FSL. For SPM, our findings support more widespread use of the 571 FAST method. Unfortunately, although the vast majority of task 572 fMRI analyses is conducted with linear regression, the popular 573 analysis packages do not provide diagnostic plots. For old ver-574 sions of SPM, the external toolbox SPMd generated them (Luo 575 and Nichols, 2003) . It provided a lot of information, which 576 paradoxically could have limited its popularity. We believe that 577 task fMRI analyses would strongly benefit if AFNI, FSL and 578 SPM provided some basic diagnostic plots. This way the inves-579 tigator would be aware, for example, of residual autocorrelated 580 noise in the GLM residuals. We provide a MATLAB script 581 (GitHub: plot_power_spectra_of_GLM_residuals.m) for 582 the fMRI researchers to check if their analyses might be af-583 fected by imperfect pre-whitening. FAST were similar at low frequencies to AFNI's residuals. As a 771 result, the familywise error rate was similar to AFNI. For high 772 frequencies, power spectra from SPM tested with option FAST 773 were more closely around 1 than power spectra correspond-774 ing to the standard three approaches (AFNI/FSL/SPM). For an 775 event-related design with very short stimulus duration times 776 (around zero), residual positive autocorrelation at high frequen-777 cies makes it difficult to distinguish the activation blocks from 778 the rest blocks, as part of the experimentally-induced signal is in 779 the assumed rest blocks. This is what happened with AFNI and 780 SPM. As their power spectra at high frequencies were above 781 1, we observed a lower percentage of significant voxels com-782 pared to SPM tested with option FAST. On the other hand, FSL's 783 power spectra at high frequencies were below 1. As a result, 784 FSL decorrelated activation blocks from rest blocks possibly 785 introducing negative autocorrelations at high frequencies, lead-786 ing to a higher percentage of significant voxels than SPM tested 787 with option FAST. Though we do not know the ground truth, we 788 might expect that AFNI and SPM led for this event-related de-789 sign dataset to more false negatives than SPM with option FAST, 790 while FSL led to more false positives. Alternatively, FSL might 791 have increased the statistic values above their nominal levels for 792 the truly but little active voxels.
793
Impact on group studies with a random effects model
794
To investigate the impact of pre-whitening on the group level, 795 we performed in SPM random effects analyses for a one-sample 796 t-test. We considered only the 8 mm smoothing level and results 797 corresponding to SPM and FAST. As there were 10 datasets and 798 16 assumed designs, for each pre-whitening we ran 160 group 799 analyses. Four of these group analyses were for task data with 800 assumed true design. The rest were analyses on null data. For 801 null data, we found significant clusters in 14 analyses for SPM 802 and in 16 analyses for FAST. This corresponded to a family-803 wise error rate of 9% for SPM and 10.3% for FAST. For task 804 datasets tested with the true design, the use of FAST resulted in 805 a lower percentage of significant voxels than the use of the de-806 fault method. For the NKI dataset at TR=1.4s, 6.5% of the 807 brain was significant for SPM and 6.2% was significant for 808 FAST. For the NKI dataset at TR=0.645s, SPM and FAST led 809 to 7.1% and 6.4%, respectively. For the BMMR dataset, 10.8% 810 and 10.7% of the brain was significant following the use of the 811 default noise model of SPM and the use of FAST. For the "CRIC 812 checkerboard" dataset, no significant clusters were found at the 813 group level, as several of the subjects had deformed brains and 814 the resulting group brain mask in MNI space did not cover the 815 primary visual cortex.
816
Furthermore, we performed group analyses for the event-817 related design dataset: "CamCAN sensorimotor". For the as-818 sumed true design, the use of FAST led to a higher percentage 819 of significant voxels: 45.6% compared to 42.9% for the SPM's 820 default method. We observed the same relationship at the single 821 subject level (Supplementary material, Fig. S4 ). While a high 822 percentage of significant voxels might be surprising, the exper-823 iment included both visual and audio stimuli, and the dataset 824 consisted of 200 subjects. A large number of subjects makes it 825 easier to find significant activation if the effect size is negligible. Figure S1 : Average percentage of significant voxels across subjects for different packages. x-axis shows the assumed designs, e.g. "10" refers to the boxcar design of 10s of rest followed by 10s of stimulus presentation. Scans were spatially smoothed with FWHM of 8 mm. Resting state data was used as null data. Thus, a low percentage of significant voxels was a desirable outcome, as it was suggesting high specificity. Task data with assumed wrong designs was used as null data too. Thus, large positive differences between the true design and the wrong designs were a desirable outcome. Figure S2 : Positive rate for different packages. x-axis shows the assumed designs, e.g. "10" refers to the boxcar design of 10s of rest followed by 10s of stimulus presentation. Scans were spatially smoothed with FWHM of 4 mm. For null data, the positive rate is the familywise error rate. AFNI and FAST had the highest specificity. Figure S3 : Positive rate for different packages. x-axis shows the assumed designs, e.g. "10" refers to the boxcar design of 10s of rest followed by 10s of stimulus presentation. Scans were spatially smoothed with FWHM of 8 mm. For null data, the positive rate is the familywise error rate. AFNI and FAST had the highest specificity. Figure S4 : Differences between AFNI, FSL and SPM for a task dataset where the design was an event-related design ("CamCAN sensorimotor"). From top to bottom: (1) power spectra of the GLM residuals in native space averaged across brain voxels and across subjects for the assumed true design ("E1"), (2) average percentage of significant voxels for three wrong designs and the true design, (3) positive rate for the same four designs, and (4) spatial distribution of significant clusters for the assumed true design ("E1") on an exemplary MNI axial slice. Scans were spatially smoothed with FWHM of 8 mm.
