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Abstract
In this paper, we investigate the existence and uniqueness of solutions and derive the Ulam–
Hyers–Mittag–Leffler stability results for impulsive implicit Ψ–Hilfer fractional differential equations
with time delay. It is demonstrated that the Ulam–Hyers and generalized Ulam–Hyers stability are
the specific cases of Ulam–Hyers–Mittag–Leffler stability. Extended version of Gronwall inequality,
abstract Gronwall lemma and Picard operator theory are the primary devices in our investigation.
We give an example to illustrate the obtained results.
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1 Introduction
In the literature, a lot of consideration has been paid to analyze the impulsive fractional differential
equations (FDEs) in view of its applications in displaying several real world phenomena that appearing
in the applied sciences. Diverse ideas of solutions of impulsive FDEs and the criterion to derive
existence and uniqueness results have been given in the review done by Wang et al.[1]. Many inserting
work on impulsive FDEs can be found in the literature that deals with existence, uniqueness, data
dependence and stability of solutions, see for instance, the works of Wang et al. [2, 3, 4], Feckan et al.
[5], Benchohra and Slimani [6], Mophou [7] and the references given therein.
On the other hand, Nieto et.al.[8] and Benchora et.al. [9, 10] have started the investigation of
implicit FDEs and got intriguing outcomes pertaining to existence and Ulam types stability. In 2016,
Kucche et.al. [11] acquired existence results along with data dependence of solutions for implicit
FDEs by means of fractional integral inequality and the ǫ-approximated solutions. Shah et. al. [12]
investigated existence and Hyers–Ulam stability of solution for implicit impulsive FDEs.
The existence and uniqueness of solutions and Ulam–Hyers–Mittag–Leffler (UHML) stability of
different kinds of fractional differential and integral equations with time delay have been investigated
in [13, 14, 15] by using Picard operator thoery and abstract Gronwall’s lemma.
Very recently, Liu et. al. [16] considered Ψ-Hilfer FDEs and obtained existence, uniqueness and
UHML stability of solutions via Picard operator theory and a generalized Gronwall inequality involving
Ψ−Riemann–Liouville fractional integral. In 2019, Sousa et al. [17] analyzed impulsive FDEs involving
Ψ-Hilfer derivative.
Contemplating the works referenced above, we firmly feel to consider the impulsive FDEs with gen-
eralized fractional derivative viz. Ψ-Hilfer fractional derivative that bring together several well known
1
2fractional derivatives. Such an investigation surely contribute to the fractional calculus. Propelled
by this reality and motivated by the works of [12]-[16], in the present paper, we study the nonlinear
implicit impulsive ψ-Hilfer fractional differential equation (ψ-HFDE) with time delay of the form:
H
D
α, β; Ψ
0+ u(t) = f
(
t, u(t), u(h(t)),H Dα, β; Ψ0+ u(t)
)
, t ∈ J = (0, b]− {t1, t2, · · · , tp}, (1.1)
∆I1−ρ; Ψ0+ u(tk) = Jk(u(t
−
k )), k = 1, 2, · · · , p, (1.2)
I
1−ρ; Ψ
0+ u(0) = u0 ∈ R, ρ = α+ β − αβ, (1.3)
u(t) = φ(t), t ∈ [−r, 0], (1.4)
where Ψ ∈ C1(J,R) be an increasing function with Ψ′(x) 6= 0, for all x ∈ J , HDα, β; Ψ
0+
(·) is
the Ψ-Hilfer fractional derivative of order α (0 < α < 1) and type β (0 ≤ β ≤ 1), I1−ρ; Ψ
0+
is left sided Ψ-Riemann Liouville fractional integration operator, 0 = t0 < t1 < t2 < · · · <
tp < tp+1 = b, ∆I
1−ρ; Ψ
0+
u(tk) = I
1−ρ; Ψ
0+
u(t+k ) − I
1−ρ; Ψ
0+
u(t−k ), I
1−ρ; Ψ
0+
u(t+k ) = limǫ→0+ I
1−ρ; Ψ
0+
u(tk + ǫ)
and I1−ρ; Ψ
0+
u(t−k ) = limǫ→0− I
1−ρ; Ψ
0+
u(tk + ǫ). The functions f : J × R
3 → R and Jk : R → R
are appropriate functions specified latter, h ∈ C(J, [−r, b]) is a continuous delay function such that
h(t) ≤ t, t ∈ J . Further, φ ∈ C := C([−r, 0],R)− the space of all continuous functions from [−r, 0] to
R, with supremum norm ‖φ‖C = supt∈[−r,0] |φ(t)|.
Our main objective is to investigate the existence and uniqueness of solutions and examine the
UHML stability of impulsive implicit Ψ–HFDE (1.1)–(1.4) with time delay. It is observed that the
Ulam–Hyers and generalized Ulam–Hyers stability for the problem (1.1)–(1.4) are obtained as partic-
ular cases of UHML stabilty results that we acquired. Our analysis is based on extended version of
Gronwall inequality, abstract Gronwall lemma and the Picard operator theory.
Results obtained in the present paper extends the works of [12]-[16] and can be considered as a
contribution to the developing field of fractional calculus with generalized fractional derivative opera-
tors.
2 Preliminaries
Throughout the paper, we assume that Ψ ∈ C1(J,R) be an increasing function with Ψ′(x) 6= 0, x ∈ J .
Definition 2.1 ([18]) Let α > 0 and f an integrable function defined on J . Then Ψ-Riemann-
Liouville fractional integrals of f is given by
I
α; Ψ
0+ f (t) :=
1
Γ (α)
∫ t
0
AαΨ(t, s)f (s) ds, where A
α
Ψ(t, s) = Ψ
′
(s)(Ψ(t) −Ψ(s))α−1.
Note that for δ > 0, we have Iα; Ψ0+ (Ψ(t)−Ψ(0))
δ−1 = Γ(δ)Γ(α+δ) (Ψ(t)−Ψ(0))
α+δ−1.
Definition 2.2 ([19]) Let f ∈ C1 (J, R). The Ψ–Hilfer fractional derivative of a function f of order
0 < α < 1 and type 0 ≤ β ≤ 1, is defined by
H
D
α, β;Ψ
0+ f(t) = I
β(1−α); Ψ
0+
(
1
Ψ′(t)
d
dt
)′
I
(1−β)(1−α); Ψ
0+ f(t).
3Theorem 2.1 ([19]) Let f ∈ C1 (J, R), 0 < α < 1 and 0 ≤ β ≤ 1. Then
(i) Iα; Ψ0+
HD
α, β; Ψ
0+ f(t) = f(t)−R
ρ
Ψ(t, 0) I
(1−β) (1−α); Ψ
0+ f(0), where R
ρ
Ψ(t, 0) =
(Ψ(t)−Ψ(0))ρ−1
Γ(ρ) ,
(ii) HDα, β;Ψ0+ I
α; Ψ
0+ f(t) = f(t).
Consider the weighted space [19] defined by
C1−ρ; Ψ(J, R) =
{
u : (0, b]→ R : (Ψ(t)−Ψ(0))1−ρu(t) ∈ C(J, R)
}
, 0 < ρ ≤ 1.
Define the weighted space of piecewise continuous functions as
PC1−ρ; Ψ(J,R) =
{
u : (0, b]→ R : u ∈ C1−ρ; Ψ((tk, tk+1],R), k = 0, 1, · · · , p, I
1−ρ; Ψ
0+ u(t
+
k ),
I
1−ρ; Ψ
0+ u(t
−
k ) exists and I
1−ρ; Ψ
0+ u(t
−
k ) = I
1−ρ; Ψ
0+ u(tk) for k = 1, · · · , p
}
.
Then PC1−ρ; Ψ(J,R) is a Banach space with the norm ‖u‖PC1−ρ; Ψ(J,R) = supt∈J
∣∣(Ψ(t)−Ψ(0))1−ρu(t)∣∣ .
Observe that for ρ = 1, the space PC1−ρ; Ψ(J,R) reduces to PC(J,R) which is dealt in [5, 6, 20].
Next, we introduce the space
XC, ρ,Ψ = {u : [−r, b]→ R : u ∈ C ∩ PC1−ρ; Ψ(J,R)},
with the norm ‖u‖XC, ρ,Ψ = max
{
‖u‖C, ‖u‖PC1−ρ; Ψ(J,R)
}
. One can verify that ( XC, ρ,Ψ, ‖ · ‖XC, ρ,Ψ) is a
Banach space.
For v ∈ XC, ρ,Ψ and ǫ > 0 consider the following inequalities

∣∣∣HDα,β; Ψ0+ v(t)− f (t, v(t), v(h(t)),H Dα, β; Ψ0+ v(t))
∣∣∣ ≤ ǫ Eα ((Ψ(t)−Ψ(0))α) , t ∈ J,
|∆I1−ρ; Ψ0+ v(tk)− Jk(v(t
−
k ))| ≤ ǫ, k = 1, · · · , p,
(2.1)
where Eα is the Mittag–Leffler function [18] defined by
Eα(z) =
∞∑
n=0
zn
Γ(nα+ 1)
, z ∈ C, Re(α) > 0.
To examine the Ulam–Hyers–Mittag–Leffler (UHML) stability of the problem (1.1)–(1.2) we adopt
the definitions given by Wang et. al. [14] and Liu et. al. [16].
Definition 2.3 The equation (1.1)–(1.2) is said to be UHML stable with respect to Eα (ζf,Ψ(Ψ(t)−Ψ(0))
α),
if for ǫ > 0 there exists a constant Cp,Eα > 0 and ζf,Ψ > 0such that, for every solution v ∈ XC, ρ,Ψ of
the inequality (2.1), there is a unique solution u ∈ XC, ρ,Ψ to the problem (1.1)–(1.4) satisfying

|u(t)− v(t)| = 0, t ∈ [−r, 0],
(Ψ(t)−Ψ(0))1−ρ|u(t)− v(t)| ≤ Cp,Eα ǫ Eα (ζf,Ψ(Ψ(t)−Ψ(0))
α) , ζf,Ψ > 0, t ∈ J.
Remark 2.2 We say that v ∈ XC, ρ,Ψ is the solution of the inequality (2.1) if there exist a function
E ∈ XC, ρ,Ψ and a sequence {Ek}, k = 1, · · · , p (both depending on v) such that
4(1) |E(t)| ≤ ǫ Eα (ζf,Ψ(Ψ(t)−Ψ(0))
α) , t ∈ J, |Ek| ≤ ǫ, k = 1, · · · , p,
(2) HDα, β;Ψ0+ v(t) = f
(
t, v(t), v(h(t)),H Dα, β; Ψ0+ v(t)
)
+ E(t), t ∈ J,
(3) ∆I1−ρ; Ψ0+ v(tk) = Jk(v(t
−
k )) + Ek, k = 1, · · · , p.
Definition 2.4 ([21]) Let (X , ρ) be a metric space. The operator T : X → X is a Picard operator if
there exists x∗ ∈ X such that
1. FT = {x
∗}, where FT = {x ∈ X : T (x) = x} ;
2. the sequence {T n(x0)}n∈N converges to x
∗ for all x0 ∈ X .
Lemma 2.3 ([22]) Let (X , ρ,≤) be an ordered metric space and let T : X → X be an increasing
Picard operator with FT = {x
∗
T }. Then for any x ∈ X , x ≤ T (x) implies x ≤ x
∗
T .
Lemma 2.4 ([23]) Let U ∈ PC1−ρ;ψ (J, R) satisfy the following inequality
U(t) ≤ V(t) + g(t)
∫ t
0
AαΨ(t, s)U(s) ds +
∑
0<tk<t
βkU(t
−
k ), t > a,
where g is a continuous function, V ∈ PC1−ρ;ψ (J, R) is non-negative, βk > 0 for k = 1, · · · , p, then
we have
U(t) ≤ V(t)
[
k∏
i=1
{1 + βiEα (g(t)Γ(α)(Ψ(ti)−Ψ(0))
α)}
]
Eα (g(t)Γ(α)(Ψ(t) −Ψ(0))
α) , t ∈ (tk, tk+1].
3 Formula of solutions
We need the following lemma to derive the equivalent fractional integral of the the impulsive problem
(1.1)-(1.4).
Lemma 3.1 ([24]) Let 0 < α < 1 and h : J → R be continuous. Then for any b ∈ J a function
u ∈ C1−ρ,ψ (J , R) defined by
u(t) = RρΨ(t, 0)
{
I
1−ρ;ψ
0+ u(b)− I
1−ρ+α;ψ
0+ h(t)
∣∣∣
t=b
}
+ Iα;ψ0+ h(t), (3.1)
is the solution of the ψ–Hilfer fractional differential equation HDα, β;ψ
0+
u(t) = h(t), t ∈ J .
Theorem 3.2 A function u ∈ XC, ρ,Ψ is a solution of implicit impulsive (1.1)-(1.4) if and only if u is
a solution of the following fractional integral equation
u(t) =


φ(t), t ∈ [−r, 0],
RρΨ(t, 0)
(
u0 +
∑
0<tk<t
Jk(u(t
−
k ))
)
+ Iα;ψ0+ gu(t), t ∈ J,
(3.2)
where
gu(t) = f (t, u(t), u(h(t)), gu(t)) .
5Proof: Assume that u ∈ XC, ρ,Ψ satisfies the implicit impulsive ψ–HFDE (1.1)-(1.4). If t ∈ [0, t1] then

HD
α, β;ψ
0+ u(t) = f
(
t, u(t), u(h(t)),H Dα, β;ψ0+ u(t)
)
,
I
1−ρ;ψ
0+ u(0) = u0.
(3.3)
Let HDα, β;ψ
0+
u(t) = gu(t). Then we have gu(t) = f (t, u(t), u(h(t)), gu(t)) and (3.3) becomes

HD
α, β;ψ
0+ u(t) = gu(t),
I
1−ρ;ψ
0+ u(0) = u0.
(3.4)
Then the problem (3.4) is equivalent to the following fractional integral [25]
u(t) = RρΨ(t, 0) u0 + I
α;ψ
0+ gu(t), t ∈ [0, t1]. (3.5)
Now, if t ∈ (t1, t2] then in the view of (3.3) we have
H
D
α, β;ψ
0+ u(t) = gu(t), t ∈ (t1, t2] with I
1−ρ;ψ
0+ u(t
+
1 )− I
1−ρ;ψ
0+ u(t
−
1 ) = J1(u(t
−
1 )).
By Lemma 3.1, we have
u(t) = RρΨ(t, 0)
{
I
1−ρ;ψ
0+ u(t
+
1 )− I
1−ρ+α;ψ
0+ gu(t)
∣∣∣
t=t1
}
+ Iα;ψ0+ gu(t)
= RρΨ(t, 0)
{
I
1−ρ;ψ
0+ u(t
−
1 ) + J1(u(t
−
1 ))− I
1−ρ+α;ψ
0+ gu(t)
∣∣∣
t=t1
}
+ Iα;ψ0+ gu(t), t ∈ (t1, t2]. (3.6)
Now, from (3.5), we have I1−ρ;ψ
0+
u(t) = u0 + I
1−ρ+α;ψ
0+
gu(t). This gives
I
1−ρ;ψ
0+ u(t
−
1 )− I
1−ρ+α;ψ
0+ gu(t)
∣∣∣
t=t1
= u0. (3.7)
Using (3.7) in (3.6), we obtain
u(t) = RρΨ(t, 0)
(
u0 + J1(u(t
−
1 ))
)
+ Iα;ψ0+ gu(t), t ∈ (t1, t2]. (3.8)
Continuing in this manner, we obtain
u(t) = RρΨ(t, 0)
(
u0 +
k∑
i=1
Ji(u(t
−
i ))
)
+ Iα;ψ0+ gu(t), t ∈ (tk, tk+1], k = 1, · · · , p. (3.9)
From above we obtain (3.2).
Conversely, let u ∈ XC, ρ,Ψ satisfies the fractional integral equation (3.2). Then, for t ∈ J , we have
u(t) = RρΨ(t, 0)
(
u0 +
∑
0<tk<t
Jk(u(t
−
k ))
)
+ Iα;ψ0+ gu(t), t ∈ J.
Applying the ψ-Hilfer fractional derivative operator HDα, β;ψ
0+
on both sides of the above equaiton and
using the result ([25], Page 10), HDα, β;ψ
0+
(ψ(t)− ψ(0))ρ−1 = 0, 0 < ρ < 1, Theorem 2.1, we obtain
H
D
α, β; Ψ
0+ u(t) = gu(t) = f
(
t, u(t), u(h(t)),H Dα, β; Ψ0+ u(t)
)
, t ∈ J. (3.10)
6which is (1.1). Further, from (3.5), we have
I
1−ρ;ψ
0+ u(t) = u0 I
1−ρ;ψ
0+ R
ρ
Ψ(t, 0) + I
1−ρ;ψ
0+ I
α;ψ
0+ gu(t) = u0 + I
1−ρ+α;ψ
0+ gu(t),
which gives
I
1−ρ;ψ
0+
u(0) = u0,
Now from equation (3.9), for t ∈ (tk, tk+1], we have
I
1−ρ;ψ
0+ u(t) =
{
u0 +
k∑
i=1
Ji(u(t
−
i ))
}
I
1−ρ;ψ
0+ R
ρ
Ψ(t, 0) + I
1−ρ;ψ
0+ I
α;ψ
0+ gu(t)
= u0 +
k∑
i=1
Ji(u(t
−
i )) + I
1−ρ+α;ψ
0+ gu(t). (3.11)
Again for t ∈ (tk−1, tk], we have
I
1−ρ;ψ
0+ u(t) =
{
u0 +
k−1∑
i=1
Ji(u(t
−
i ))
}
I
1−ρ;ψ
0+ R
ρ
Ψ(t, 0) + I
1−ρ;ψ
0+ I
α;ψ
0+ gu(t)
= u0 +
k−1∑
i=1
Ji(u(t
−
i )) + I
1−ρ+α;ψ
0+ gu(t), (3.12)
Therefore, from (3.11) to (3.12), we obtain
I
1−ρ;ψ
0+ u(t
+
k )− I
1−ρ;ψ
0+ u(t
−
k ) =
k∑
i=1
Ji(u(t
−
i ))−
k−1∑
i=1
Ji(u(t
−
i )) = Jk(u(t
−
k )). (3.13)
This completes the proof. ✷
4 Existence, Uniqueness and UHML Stabilty
This section deals with the In this section, we derive the existence and uniqueness of solution to the
problem (1.1)–(1.4). Further, the UHML stability of the equation (1.1)–(1.2) is investigated.
Theorem 4.1 Assume that:
(H1) The function f : J × R
3 → R is continuous and there exists constant K > 0 and 0 < Lf < 1
satisfy the following condition:
|f(t, u1, u2, u3)− f(t, v1, v2, v3)| ≤ K(Ψ(t)−Ψ(0))
1−ρ
2∑
i=1
|ui − vi|+ Lf |u3 − v3|,
t ∈ J and ui, vi ∈ R for i = 1, 2, 3.
(H2) The functions Jk : R→ R, (k = 1, · · · , p) satisfy the condition
∣∣Jk(u(t−k ))− Jk(v(t−k ))∣∣ ≤ LJk (Ψ(t−k )−Ψ(0))1−ρ |u(t−k )− v(t−k )|,
where u ∈ PC1−ρ; Ψ (J, R) andLJk > 0.
7(H3) L :
∑p
k=1 LJk
Γ(ρ) +
2K(Ψ(b)−Ψ(0))α−ρ+1
(1−Lf )Γ(α+1)
< 1.
Then,
1. the problem (1.1)–(1.4) has unique solution in the space XC, ρ,Ψ ;
2. the equation (1.1)–(1.2) is UHML stable.
Proof: (1) By Theorem 3.2, the equivalent fractional integral equation of the problem (1.1)–(1.4) is
given by the equation (3.2). Define the operator T : (XC, ρ,Ψ, ‖ · ‖XC, ρ,Ψ)→ (XC, ρ,Ψ, ‖ · ‖XC, ρ,Ψ) by
T(u(t)) =


φ(t), t ∈ [−r, 0],
RρΨ(t, 0)
(
u0 +
∑
a<tk<t
Jk(u(t
−
k ))
)
+ Iα; Ψ0+ gu(t), t ∈ J,
(4.1)
where
gu(t) = f (t, u(t), u(h(t)), gu(t)) . (4.2)
Then the solution of (1.1)–(1.4) will be the fixed point of T. In order to prove T is Picard operator,
we prove that T is contraction mapping. Let any u, u˜ ∈ XC, ρ,Ψ. Then for any t ∈ [−r, 0],
|T(u(t))− T(u˜(t))| = 0 =⇒ ‖T(u(t))− T(u˜(t))‖C = 0. (4.3)
Further, for any t ∈ J , by definition of T we have
|T(u(t))− T(u˜(t))| ≤ RρΨ(t, 0)
∑
a<tk<t
∣∣Jk(u(t−k ))− Jk(u˜(t−k ))∣∣
+
1
Γ(α)
∫ t
0
AαΨ(t, s) |gu(s)− gu˜(s)| ds. (4.4)
Using (H1) and (4.2), for any t ∈ J we have,
|gu(t)− gu˜(t)| ≤ K(Ψ(t)−Ψ(0))
1−ρ {|u(t)− u˜(t)|+ |u(h(t))− u˜(h(t))|} + Lf |gu(t)− gu˜(t)|.
This implies that
|gu(t)− gu˜(t)| ≤
K(Ψ(t)−Ψ(0))1−ρ
1− Lf
{|u(t)− u˜(t)|+ |u(h(t))− u˜(h(t))|} . (4.5)
Making use of hypothesis (H2) and the inequality (4.5), (4.4) takes the form,
(Ψ(t)−Ψ(0))1−ρ|T(u(t))− T(u˜(t))| ≤
1
Γ(ρ)
∑
0<tk<t
LJk(Ψ(t
−
k )−Ψ(0))
1−ρ |u(t−k )− v(t
−
k )|
+
K (Ψ(t)−Ψ(0))1−ρ
(1− Lf )Γ(α)
∫ t
a
AαΨ(t, s) (Ψ(s)−Ψ(0))
1−ρ
× {|u(s)− u˜(s)|+ |u(h(s))− u˜(h(s))|} ds
≤
1
Γ(ρ)
p∑
k=1
LJk‖u− u˜‖PC1−ρ;ψ(J,R)
8+
2K (Ψ(b)−Ψ(0))1−ρ
(1− Lf ) Γ(α)
‖u− u˜‖PC1−ρ;ψ(J,R)
∫ t
0
AαΨ(t, s) ds
≤
(∑p
k=1 LJk
Γ(ρ)
+
2K (Ψ(b)−Ψ(0))1−ρ+α
(1− Lf )Γ(α + 1)
)
‖u− u˜‖PC1−ρ;ψ(J,R).
Therefore,
‖T(u(t))− T(u˜(t))‖PC1−ρ;ψ(J,R) = sup
t∈J
∣∣(Ψ(t)−Ψ(0))1−ρ(T(u(t)) − T(u˜(t)))∣∣ ≤ L‖u− u˜‖PC1−ρ;ψ(J,R). (4.6)
From (4.3) and (4.6) we have,
‖T(u(t))− T(u˜(t))‖XC, ρ,Ψ = max
{
‖T(u(t))− T(u˜(t))‖C , ‖T(u(t))− T(u˜(t))‖PC1−ρ;ψ(J,R)
}
≤ L max
{
0, ‖u− u˜‖PC1−ρ;ψ(J,R)
}
≤ L‖u− u˜‖XC, ρ,Ψ .
Since L < 1, T is a contraction on XC, ρ,Ψ.Hence by Banach contraction principle T has a unique fixed
point in XC, ρ,Ψ. which is the unique solution of (1.1)–(1.4).
(2) In this part we prove that the problem (1.1)–(1.2) is UHML stable. let v ∈ XC, ρ,Ψ be a solution
of the inequality (2.1).Then by the Theorem 3.2, and Remark 2.2, we have
v(t) = RρΨ(t, 0)
(
I
1−ρ; Ψ
0+ v(0) +
∑
0<tk<t
(
Jk(v(t
−
k )) + Ek
))
+ Iα; Ψ0+ gv(t) + I
α; Ψ
0+ E , t ∈ J, (4.7)
where gv(t) = f(t, v(t), v(h(t)), gv(t)).
Let u ∈ XC, ρ,Ψ be the unique solution of the problem

HD
α, β;Ψ
0+ u(t) = f
(
t, u(t), u(h(t)),H Dα, β; Ψ0+ u(t)
)
, t ∈ J − {t1, t2, · · · , tp},
∆I1−ρ; Ψ0+ u(tk) = Jk(u(t
−
k )), k = 1, · · · , p,
I
1−ρ; Ψ
0+ u(0) = I
1−ρ; Ψ
0+ v(0),
u(t) = v(t), t ∈ [−r, 0].
(4.8)
Then from the equation (4.7) and in the view of Remark 2.2, for any t ∈ J , we have∣∣∣∣∣v(t)−RρΨ(t, 0)
(
I
1−ρ; Ψ
0+ v(0) +
∑
0<tk<t
Jk(v(t
−
k ))
)
− Iα; Ψ0+ gv(t)
∣∣∣∣∣
≤ RρΨ(t, 0)
p∑
k=1
|Ek|+
ǫ
Γ(α)
∫ t
0
AαΨ(t, s) |E(s)| ds
≤ mǫRρΨ(t, 0) +
ǫ
Γ(α)
∫ t
0
AαΨ(t, s)Eα((Ψ(s) −Ψ(0))
α) ds
≤ mǫRρΨ(t, 0) +
ǫ
Γ(α)
∞∑
n=0
1
Γ(nα+ 1)
∫ t
0
AαΨ(t, s) (Ψ(s)−Ψ(0)
nα) ds
= mǫRρΨ(t, 0) +
ǫ
Γ(α)
∞∑
n=0
1
Γ(nα+ 1)
(Ψ(t)−Ψ(0))α
9×
∫ t
0
Ψ
′
(s)
(
1−
Ψ(s)−Ψ(0)
Ψ(t)−Ψ(0)
)α−1
(Ψ(s)−Ψ(0)nα) ds
= mǫRρΨ(t, 0) +
ǫ
Γ(α)
∞∑
n=0
1
Γ(nα+ 1)
(Ψ(t)−Ψ(0))nα+α
∫ 1
0
(1− θ)α−1θnα ds
letting θ =
Ψ(s)−Ψ(0)
Ψ(t)−Ψ(0)
we have, Ψ
′
(s) ds = (Ψ(t)−Ψ(0)) dθ
= mǫRρΨ(t, 0) +
ǫ
Γ(α)
∞∑
n=0
(Ψ(t)−Ψ(0))nα+α
Γ(nα+ 1)
Γ(α) Γ(nα + 1)
Γ(α+ nα+ 1)
= mǫRρΨ(t, 0) +
ǫ
Γ(α)
∞∑
n=0
(Ψ(t)−Ψ(0))(n+1)α
Γ((n+ 1)α)
≤ mǫRρΨ(t, 0) + ǫ Eα((Ψ(t)−Ψ(0))
α). (4.9)
Now for t ∈ [−r, 0], |v(t)− u(t)| = 0. Further, utilizing (H2), (4.5) and (4.9), for any t ∈ J, we have
|v(t)− u(t)| ≤
∣∣∣∣∣v(t)−RρΨ(t, 0)
(
I
1−ρ; Ψ
0+ v(0) +
∑
0<tk<t
Jk(v(t
−
k ))
)
− Iα; Ψ0+ gv(t)
∣∣∣∣∣
+RρΨ(t, 0)
∑
0<tk<t
∣∣Jk(v(t−k ))− Jk(u(t−k ))∣∣+ ∣∣∣Iα; Ψ0+ (gv(t)− gu(t))∣∣∣
≤ (mǫRρΨ(t, 0) + ǫ Eα((Ψ(t)−Ψ(0))
α))
+RρΨ(t, 0)
∑
0<tk<t
LJk(Ψ(t
−
k )−Ψ(0))
1−ρ |v(t−k )− u(t
−
k )|
+
K
(1− Lf )Γ(α)
∫ t
0
AαΨ(t, s) (Ψ(s)−Ψ(0))
1−ρ
× {|v(s) − u(s)|+ |v(h(s)) − u(h(s))|} ds.
This gives
(Ψ(t)−Ψ(0))1−ρ|v(t)− u(t)| ≤
(
mǫ
Γ(ρ)
+ ǫ (Ψ(b)−Ψ(0))1−ρEα((Ψ(b)−Ψ(0))
α)
)
+
1
Γ(ρ)
∑
0<tk<t
LJk(Ψ(t
−
k )−Ψ(0))
1−ρ |v(t−k )− u(t
−
k )|
+
K (Ψ(b)−Ψ(0))1−ρ
(1− Lf )Γ(α)
∫ t
0
AαΨ(t, s) (Ψ(s)− Ψ(0))
1−ρ
× {|v(s) − u(s)|+ |v(h(s)) − u(h(s))|} ds. (4.10)
Next, we consider the Banach space B = C([−r, b], R+) of all continuous functions z : [−r, b] → R+
endowed with the supremum norm ‖z‖B = supt∈[−r,b] |z(t)|. Define the operator Q : B → B by
(Qz)(t) =


0, t ∈ [−r, 0],(
mǫ
Γ(ρ) + ǫ (Ψ(b)−Ψ(0))
1−ρ Eα((Ψ(b)−Ψ(0))
α)
)
+ 1Γ(ρ)
∑
0<tk<t
LJk w(t
−
k )
+K (Ψ(b)−Ψ(0))
1−ρ
(1−Lf )Γ(α)
∫ t
0 A
α
Ψ(t, s) (z(s) + z(h(s))) ds, t ∈ J.
(4.11)
We prove that Q is a Picard operator. Let z, z˜ ∈ B. Then
|Qz(t)−Qz˜(t)| = 0, t ∈ [−r, 0]. (4.12)
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Now for any t ∈ J ,
|Qz(t)−Qz˜(t)| ≤
1
Γ(ρ)
∑
0<tk<t
LJk |z(tk)− z˜(tk)|
+
K (Ψ(b)−Ψ(0))1−ρ
(1− Lf )Γ(α)
(∫ t
0
AαΨ(t, s)|z(s)− z˜(s)| ds
+
∫ t
0
AαΨ(t, s)|z(h(s))− z˜(h(s))| ds
)
≤
(∑p
k=1 LJk
Γ(ρ)
+
2K (Ψ(b)−Ψ(0))1−ρ+α
(1− Lf ) Γ(α+ 1)
)
‖z − z˜‖B. (4.13)
From (4.12) and (4.13) it follows that
‖Qz −Qz˜‖B ≤
(∑p
k=1 LJk
Γ(ρ)
+
2K (Ψ(b)−Ψ(0))1−ρ+α
(1− Lf ) Γ(α+ 1)
)
‖z − z˜‖B.
By (H3),
(∑p
k=1 LJk
Γ(ρ) +
2K (Ψ(b)−Ψ(0))1−ρ+α
(1−Lf ) Γ(α+1)
)
< 1. Therefore, Q is contraction. By Banach contraction
principle FQ = {z
∗}. It follows that
z∗(t) =
(
mǫ
Γ(ρ)
+ ǫ (Ψ(b)−Ψ(0))1−ρ Eα((Ψ(b)−Ψ(0))
α)
)
+
1
Γ(ρ)
∑
0<tk<t
LJkz
∗(t−k )
+
K (Ψ(b)−Ψ(0))1−ρ
(1− Lf )Γ(α)
∫ t
0
AαΨ(t, s) (z
∗(s) + z∗(h(s))) ds. (4.14)
Next we show that z∗ is increasing. Let any t1, t2 ∈ [−r, b] with t1 < t2. If t1, t2 ∈ [−r, 0] then
z∗(t2)− z
∗(t1) = 0. Let 0 < t1 < t2 ≤ b Define M = mins∈[0,b] (z
∗(s) + z∗(h(s))). Then
z∗(t2)− z
∗(t1) =
1
Γ(ρ)
∑
0<tk<t2
LJkw
∗(t−k )−
1
Γ(ρ)
∑
0<tk<t1
LJkz
∗(t−k )
+
K (Ψ(b)−Ψ(0))1−ρ
(1 − Lf )Γ(α)
(∫ t2
0
Ψ
′
(s)(Ψ(t2)−Ψ(s))
α−1 (z∗(s) + z∗(h(s))) ds
−
∫ t1
0
Ψ
′
(s)(Ψ(t1)−Ψ(s))
α−1 (z∗(s) + z∗(h(s))) ds
)
≥
1
Γ(ρ)
∑
0<tk<t2−t1
LJkz
∗(t−k ) +
KM(Ψ(b)−Ψ(0))1−ρ
(1− Lf )Γ(α)
(∫ t2
0
Ψ
′
(s)(Ψ(t2)−Ψ(s))
α−1 ds
−
∫ t1
0
Ψ
′
(s)(Ψ(t1)−Ψ(s))
α−1 ds
)
=
1
Γ(ρ)
∑
0<tk<t2−t1
LJkz
∗(t−k ) +
KM(Ψ(b)−Ψ(0))1−ρ
(1− Lf )Γ(α)
((Ψ(t2)−Ψ(0))
α − (Ψ(t1)−Ψ(0))
α)
> 0.
This proves that z∗ is increasing operator. Since h(t) ≤ t, z∗(h(t)) ≤ z∗(t), t ∈ [0, b]. Therefore (4.14)
reduces to
z∗(t) ≤ ǫ
(
m
Γ(ρ)
+ (Ψ(b)−Ψ(0))1−ρ Eα((Ψ(b)−Ψ(0))
α)
)
+
1
Γ(ρ)
∑
0<tk<t
LJkz
∗(t−k )
+
2K (Ψ(b)− Ψ(0))1−ρ
(1− Lf )Γ(α)
∫ t
0
AαΨ(t, s) z
∗(s) ds, t ∈ [0, b].
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By applying Lemma 2.4 to the above inequality with
U(t) = z∗(t), V(t) = ǫ
(
m
Γ(ρ)
+ (Ψ(b)−Ψ(0))1−ρEα((Ψ(b)−Ψ(0))
α)
)
,
g(t) =
2K (Ψ(b)−Ψ(0))1−ρ
(1− Lf )Γ(α)
, βk =
LJk
Γ(ρ)
,
we obtain
z∗(t) ≤ ǫ
(
m
Γ(ρ)
+ (Ψ(b)−Ψ(0))1−ρEα((Ψ(b)−Ψ(0))
α)
)
×
[
k∏
i=1
{
1 +
LJi
Γ(ρ)
Eα
(
2K (Ψ(b)−Ψ(0))1−ρ
(1− Lf )Γ(α)
Γ(α)(Ψ(ti)−Ψ(0))
α
)}]
× Eα
(
2K (Ψ(b)−Ψ(0))1−ρ
(1 − Lf )Γ(α)
Γ(α)(Ψ(t) −Ψ(0))α
)
≤ ǫ
(
m
Γ(ρ)
+ (Ψ(b)−Ψ(0))1−ρEα((Ψ(b)−Ψ(0))
α)
){
1 +
LmaxJ
Γ(ρ)
Eα
(
2K (Ψ(b)−Ψ(0))1−ρ+α
(1− Lf )
)}p
× Eα
(
2K (Ψ(b)−Ψ(0))1−ρ
(1− Lf )
(Ψ(t)−Ψ(0))α
)
, t ∈ J.
Therefore,
z∗(t) ≤ ǫ Cp,Eα Eα (ζf,Ψ (Ψ(t)−Ψ(0))
α) , t ∈ J, (4.15)
where
LmaxJ = max{L
1
J , L
2
J , · · · , L
p
J }, ζf,Ψ =
2 (Ψ(b)−Ψ(0))1−ρ
(1− Lf )
Cp,Eα =
(
m
Γ(ρ)
+ (Ψ(b)−Ψ(0))1−ρEα((Ψ(b)−Ψ(0))
α)
)
×
{
1 +
LmaxJ
Γ(ρ)
Eα
(
2K (Ψ(b)−Ψ(0))1−ρ+α
(1 − Lf )
)}p
.
Note that for z(t) = (Ψ(t) − Ψ(0))1−ρ |v(t) − u(t)| from (4.10) we have z ≤ Q(z), where Q is an
increasing Picard operator. Therefore by Lemma 2.3 we obtain z ≤ z∗. This fact in combination with
(4.15) gives
(Ψ(t)−Ψ(0))1−ρ |v(t)− u(t)| ≤ ǫ Cp,Eα Eα (ζf,Ψ (Ψ(t)−Ψ(0))
α) , t ∈ J. (4.16)
Thus, we have proved that the problem (1.1)–(1.2) is UHML stable.
Remark 4.2 Since Eα(·) is increasing, the inequality (4.16) can be written as
(Ψ(t)−Ψ(0))1−ρ |v(t)− u(t)| ≤ ǫ Cp,Eα Eα (ζf,Ψ (Ψ(b)−Ψ(0))
α) , for all t ∈ J.
Further, |u(t) − v(t)| = 0, t ∈ [−r, 0]. Therefore, ‖u− v‖C . Thus
‖v − u‖PC1−ρ;ψ(J,R) ≤ ǫ Cf , (4.17)
where Cf = Cp,Eα Eα (ζf,Ψ (Ψ(b)−Ψ(0))
α) . Further, for t ∈ [−r, 0], |v(t)− u(t)| = 0, this implies that
‖v − u‖C[−r,0] = 0. (4.18)
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Thus, from (4.17) and (4.18) and by definition of ‖.‖XC, ρ,Ψ we have, ‖v−u‖XC, ρ,Ψ ≤ ǫCf . This proves
that the problem (1.1)–(1.2) is Ulam–Hyers stable. Further by defining θ(ǫ) = ǫCf , we get generalized
Ulam–Hyers stablity.
5 Examples
Example 5.1 Consider the following implicit impulsive Ψ–HFDE with delay

HD
α, β; Ψ
0+ u(t) =
(Ψ(t)−Ψ(0))1−ρ
50 e(Ψ(t)−Ψ(0)) (1+|u(t)|+|u(t− 12 )|)
+
|HDα, β; Ψ
0+
u(t)|
15(1+|HDα, β; Ψ
0+
u(t)|)
, t ∈ J = (0, 1]− { 13},
∆I1−ρ; Ψ0+ u(
1
3
−
) =
(Ψ( 13 )−Ψ(0))
1−ρ
|u( 13
−)|
7(1+|u( 13
−)|)
,
I
1−ρ; Ψ
0+ u(0) = u0 ∈ R,
u(t) = 0, t ∈ [−1, 0].
(5.1)
Define f : (0, 1]× R3 → R by
f (t, u, v, w) =
(Ψ(t)− Ψ(0))
1−ρ
50 e(Ψ(t)−Ψ(0)) (1 + |u|+ |v|)
+
|w|
15 (1 + |w|)
and J1 : R→ R by
J1(u) =
(
Ψ(13 )−Ψ(0)
)1−ρ
|u|
7 (1 + |u|)
.
Then f satisfies (H1) indeed for ui, vi, wi ∈ R, for i = 1, 2 and for t ∈ (0, 1] we have
|f (t, u1, v1, w1)− f (t, u2, v2, w2)|
≤
(Ψ(t)−Ψ(0))
1−ρ
50 e(Ψ(t)−Ψ(0))
∣∣∣∣ 11 + |u1|+ |v1| −
1
1 + |u2|+ |v2|
∣∣∣∣+ 115
∣∣∣∣ |w1|1 + |w1| −
|w2|
1 + |w2|
∣∣∣∣
≤
(Ψ(t)−Ψ(0))
1−ρ
50
(|u1 − u2 |+ | v1 − v2 |) +
1
15
|w1 − w2 | .
This implies the f satisfies the hypothesis (H1) with Lf =
1
15 and K =
1
50 . Further, for any u.v ∈ R,
|J1(u)− J1(v)| =
(
Ψ(13 )−Ψ(0)
)1−ρ
7
(∣∣∣∣ |u|1 + |u| − |v|1 + |v|
∣∣∣∣
)
≤
(
Ψ(13 )−Ψ(0)
)1−ρ
7
|u− v|.
This shows that J1 satisfy the assumptions (H2) with LJ1 =
1
7 . Thus in the view of Theorem 4.1 the
problem (5.1) has unique solution if the condition,
L =
(
1
7 Γ(ρ)
+
3 (Ψ(1)−Ψ(0))1−ρ+α
70 Γ(α+ 1)
)
< 1, (5.2)
is satisfied. In addition for every solution v ∈ XC, ρ,Ψ of the inequality

∣∣∣HDα,β;Ψ0+ v(t)− (Ψ(t)−Ψ(0))1−ρ50 e(Ψ(t)−Ψ(0)) (1+|u|+|v|) − |w|15(1+|w|)
∣∣∣ ≤ ǫ Eα ((Ψ(t)−Ψ(0))α) , t ∈ (0, 1],
|∆I1−ρ; Ψ0+ v(tk)−
(Ψ( 13 )−Ψ(0))
1−ρ
|u|
7(1+|u|) | ≤ ǫ,
(5.3)
13
there exists unique solution of the problem (5.1) such that
(Ψ(t)−Ψ(0))1−ρ |v(t)− u(t)| ≤ ǫ Cp,Eα Eα (ζf,Ψ (Ψ(t)−Ψ(0))
α) , t ∈ (0, 1],
where
Cp,Eα =
(
1
Γ(ρ)
+ (Ψ(1)−Ψ(0))1−ρ Eα((Ψ(1)−Ψ(0))
α)
) {
1 +
1
7 Γ(ρ)
Eα
(
3 (Ψ(1)−Ψ(0))1−ρ+α
70
)}
,
ζf,Ψ =
15 (Ψ(1)−Ψ(0))1−ρ
7
.
In particular, take α = 12 , β = 1, then ρ = 1. Let Ψ(t) = t and h(t) = t−
1
2 , t ∈ [0, 1]. Then the
problem (5.1) reduces to the following implicit impulsive Caputo FDE


CD
1
2
0+u(t) =
1
50 et (1+|u(t)|+|u(t− 12 )|)
+
∣∣∣∣CD
1
2
0+
u(t)
∣∣∣∣
15
(
1+
∣∣∣∣CD
1
2
0+
u(t)
∣∣∣∣
) , t ∈ J = (0, 1]− { 13},
∆u(13
−
) =
|u( 13
−)|
7(1+|u( 13
−)|)
,
u(t) = 0, t ∈ [−1, 0].
(5.4)
In this case, from (5.2), L ≈ 0.1912 < 1, and hence (5.4) has unique solution and the corresponding
problem is UHML stable.
Further, for Ψ(t) = t, α = 13 , β = 0, we have ρ =
1
3 and the problem (5.1) reduces to implicit
impulsive Riemann-Liouville FDE with delay. In this case L ≈ 0.1013 < 1. Hence the implicit
impulsive Riemann-Liouville FDE has unique solution and the corresponding problem is UHML stable.
✷
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