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Abstract 
This paper tests and compares two types of modelling to predict the same time series. A time series of electric load was 
observed and, as a case study, we opted for the metropolitan region of Bahia State. The combination of three exogenous 
variables were attempted in each model. The exogenous variables are: the number of customers connected to the electricity 
distribution network, the temperature and the precipitation of rain. The linear model time series forecasting used was a 
SARIMAX. The modelling of computational intelligence used to predict the time series was a Fuzzy Inference System. 
According to the evaluation of the attempts, the Fuzzy forecasting system presented the lowest error. But among the smallest 
errors, the results of the attempts also indicated different exogenous variables for each forecast model. 
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1. Introduction 
Electricity is essential in society, whether it is for home use or in the various segments of the economy. Routine 
activities such as watching television or using the air conditioner are only possible through the electric load. 
The eletric load segment receives a large amount of energy from the transmission system and distributes it to 
the final consumers, homes, small businesses and industries. The eletric load supply is one of the most 
challenging services of modern society. To have the consumer get the eletric load at the time that he triggers a 
switch or connects an electrical appliance into the outlet in his home is all the chain system must be able to 
operate in a coordinated manner, with load plants, transmission lines, substations, lines and distribution 
transformers. 
The eletric sector around the world has been undergoing a process of transformation whether it is politically 
or economically. In Brazil, the privatization of eletric distribution companies and regulation systems were 
responsible for the changing landscape of this system [24]. 
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1.1. The Eletric Load Company Coelba 
Coelba has been responsible for electric load in the State of Bahia, Brazil since 1960. Coelba is the third 
largest distributor in Brazil in number of customers and the sixth largest in provided energy volume. 
The time series object of study of this paper is the electric load in the metropolitan region of Coelba. The time 
series has daily datas, in megawatt-hour (MWh), and were used only on weekdays, so discarding the weekends 
(Saturday and Sunday) of the time series. The holidays were kept in the time series, except those on weekends. 
The time series of electric load starts in January 2010 and ends in October 2013, consisting of 983 points as 
shown below. 
Fig. 1. Eletric load serie in the metropolitan region without weekends. 
1.2. Objective 
This study aims to compare two modeling for time series forecasting. The modelings are compared: a 
SARIMAX linear model and a Fuzzy Inference System. Both models are applied to predict the same time series 
of electric load from Bahia’s state metropolitan area. 
For comparison purposes, it is therefore proposed attempts in both models using different combinations of 
three external variables. Exogenous variables listed for both models were: temperature, precipitation of rainfall 
and the number of customers. 
The combinations are made as shown below: 
Table 1. Attempts 
Attempt 12 Attempt 13 Attempt 23 Attempt 123 
Customers e Temperature Customers e Rainfall Temperature e Rainfall Customers, Temperature 
and Rainfall 
With the use of exogenous variables, the models seek to provide a forecasting step forward, using the day 
before’s. 
1.3. Related Works 
Several models are used to forecast electricity. Mathematical models ARMA, ARIMA and SARIMAX and 
fuzzy inference systems (FIS) were found in several academic works, cited throughout this section. 
The most widely used statistical model is the autoregressive integrated moving average (ARIMA). In the 
energy sector this model is being used since 1978. The author [32] used it to predict the monthly occurrence of 
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In 1999 the time series analysis model Box-Jenkins was used to forecast production and energy consumption. 
The countries were: Austria and Spain [4]. 
The authors [24] investigated different methodologies to perform the electricity forecast in Lebanon. One of 
the models was the ARIMA. In price forecast generation and consumption of electricity in Spain the authors [7] 
and [6] also used the ARIMA model. 
The study [21] and [25] used mathematical modeling techniques to predict the energy consumption behavior 
through weather conditions, working hours, days of the week and the time of day. 
The FIS has been used in time series forecasting models of the electricity sector in short term, half-hour series, 
hourly and daily. The works [13] and [21] are some examples. 
The researches [21] and [25] show that the energy consumption behavior in a short-term perspective, is 
sensitive to weather conditions, the part of the working day, the day of the week and hours of the day . For this 
reason, having a good load forecasting system, using these climatic variables associated with load is of paramount 
importance. 
The authors [26-28] proposed the use of Fuzzy systems in time series in their works. And the authors [17] 
proposed a fuzzy time series, where characterized as an ordered sequence of linguistic terms of time. 
The work proposed by the authors [1] uses a Fuzzy system by ANFIS for the annual energy forecast on 
industrialized countries like USA, UK, Japan, France and Italy. System input variables are the gross domestic 
product (GDP) and population. 
2. Description of Modeling Techniques 
There are several different approaches to time series modeling. The most common time series model is the 
Box-Jenkins. The Box-Jenkins article named "Time Series Analysis: Forecasting and Control" was created in 
1976 and has been used in numerous academic papers [2].  
2.1. Autoregressive Integrated Moving Average Model (ARIMA) 
From an operator difference it´s possible construct an ARIMA model, consisting of a variable autoregressive 
part, explained by the past behavior of the variable itself, a part of moving averages explained by prior period 
disorders, and another set to integration, where the number of lags (d) turns the series into a stationary series. 
According [29], the ARIMA (p, d, q) model can be written as follows: 
ߘܼ௧ ൌ ሺͳ െ ܤሻܼ௧ ൌ ݓ௧݁ߦሺܤሻ ൌ ߶ሺܤሻߘௗ ൌ ߶ሺܤሻሺͳ െ ܤሻௗ      (1) 
Where: ߘܼ௧ is the difference operator, ܼ௧ is an integral ݓ௧ , ߘ is a type AR polynomial, ݓ௧  is the difference ܼ௧, 
φ (B) is a non-stationary autoregressive operator of order ݌ ൅ ݀, B is the delay operator and μ is the expectation 
௧ܻ generally assumed to be 0. 
2.2. Identification of models ARIMA (p, d e q) 
Several authors argue that to determine the order of terms p, d and q, the main tools to be used are the ACF, 
the PACF and their correlogram [11], [18] and [20]. 
The ACF of order k is a widely used tool in the Box-Jenkins models [8]. An autocorrelation coefficient ݌ଵ fits 
the correlation between the variable at time t for the period t-1 and lagged is called lag one autocorrelation 
coefficient and a correlation coefficient of self ݌௞ is said to lag autocorrelation coefficient k [22]. 
The ACF is a measure of the extent to which the value taken at time t depends on that taken at time ݐ௞ [29]. 
So the optimal number of lags in the model can be determined based on the values of ACF [19]. 
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The ACF also aids in the analysis of time series, it is an important tool for the investigation of the empirical 
properties of the time series, such as: identification of stationary condition and identifying potential models to be 
used in the modeling and prediction of time series [11] and [20]. 
As the ACF, the PACF is also used for the identification of models to be used for the modeling and forecasting 
time series. The PACF can also help identify the stationary condition of the time series [11], [19] and [20]. 
According to [14] the partial correlation between two variables ݕ௧ and ݕ௧ି௞ is the simple correlation between 
them less linearly explained that part of the intermediate lags. 
2.3. Seasonal Autoregressive Integrated Moving Average Model (SARIMA) 
The SARIMA formula contains a seasonal pattern in the first part of the formula, and a non-seasonal of the 
parameters in the second part of the formula [9]. 
As a natural extension, you can set the SARIMA model as [29]: 
ሺܤሻǤ ߶ሺܤ௦ሻǤ ߘ௦஽Ǥ ߘௗܼ௧ ൌ ߶ሺܤሻǤ ߆ܤ௦Ǥ ܽ௧                        (2) 
Where: Ԅሺሻ ൌ  ሺͳ െ Ԅଵ െ ڮെ Ԅ୮୮ሻ is a non-seasonal autoregressive operator, ׏ୢൌ ሺͳ െ ሻୢ  is an 
operator not seasonal difference order d, Ԅሺୱሻ ൌ ൫ͳ െ Ԅଵୱ െ Ԅଶଶୱ െ ڮെ Ԅ୮୮ୱ൯  is a seasonal 
autoregressive operator, ׏ୱୈൌ ሺͳ െ ୱሻୈ  is a seasonal operator of order D, Ʌሺሻ ൌ ሺͳ െ Ʌଵ െ Ʌଶଶ െ ڮെ
Ʌ୯୯ሻ is a non-seasonal operator of moving averages, Ʌሺୱሻ ൌ ሺͳ െ Ʌଵୱ െ Ʌଶଶୱ െ ڮെ Ʌ୕୕ୱሻ is a seasonal 
operator of moving averages, ׏ୗୈǤ ׏ୢ୲ ൌ ୲ is a filter to the original series linear not applied ୲ that produces a 
steady ݓ௧  and ܽ௧ process is a white noise. 
2.4. Seasonal Autoregressive Integrated Moving Average with Exogenous Variables Model (SARIMAX) 
In order to improve the performance prediction of future values, another time serie can be incorporated in time 
series model [5]. 
The addition of an external input for a model is called using an exogenous variable. For example, the following 
is a common ARMA model with a single exogenous variable, ARMAX. 
௧ܻ ൌ σ ሺ߶௜ ௧ܻି௜ሻ ൅ σ ൫ߠ௝ܽ௧ି௝൯ ൅ σ ߚ௛ܺ௧ି௛ ൅ ߱௧௕௛ୀଵ௤௝ୀଵ௣௜ୀଵ          (3) 
Where ܺ௧ are the exogenous variables. 
3. Fuzzy Inference System 
This chapter contains the Fuzzy Logic along with concepts of fuzzy sets, membership functions, linguistic 
variables and logical operations. The last subsection is intended for the fuzzy system proposed. 
3.1. Fuzzy Lógic 
Fuzzy logic is a computational intelligence technique that aims to model the approximate way of thinking of 
human beings [3]. So it´s possible make decisions in an environment of uncertainty and imprecision [33], which 
does not occur with discrete logic. 
Fuzzy logic is formed from the set theory fuzzy. Formally, a fuzzy set universe of discourse is defined by a 
membership function, uA: U → [0,1]. 
A fuzzy set is a set without a clear boundary. In the classical form the combination of an element relative to a 
set of bit words is assumed. That is, the element can only belong or not to belong. 
The Membership Function (MF) is a curve that defines how each point in the input space is mapped to a 
membership value. The membership function must be between 0 and 1. 
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It is very important to choose the type of membership function, because it influences directly in the Fuzzy 
system results. Therefore your choice depends on the context of the problem studied and user experience. 
A linguistic variable is one whose values are words instead of numbers [31]. In fuzzy logic, a linguistic 
variable is a variable whose values are names of fuzzy sets. The main function of the linguistic variables is a 
systematic way to provide a rough characterization of phenomena through linguistic description. This allows a 
better understanding of the problem being analyzed, allowing treatment systems that are too complex to be 
analyzed by conventional mathematical mechanisms [12]. 
3.2. The Fuzzy System 
The Fuzzy systems are one of the most important areas of application of the Fuzzy Set Theory, the most widely 
used model based on the rules. They are an extension of the classical rule-based systems because they use rules 
such as "if-then" where the antecedents and consequences are fuzzy propositions [15] and [16]. 
There are two types of inference systems that vary according to the particular type of output: Mamdani and 
Sugeno. The Mamdani is used by the theory of fuzzy sets. Sugeno is similar in many respects to the Mamdani. 
The main difference is that the output membership functions Sugeno are either linear or constant [30]. 
The fuzzy rules "if-then", "or", "but" and "and" are rules whose output can be number or language. For 
example, "If x is A then y is B" as a Fuzzy point A x B [33]. 
The most usual structure of a fuzzy controlled by a process controller comprises a fuzzification interface, an 
inference unit, a defuzzification interface and a knowledge base, which in turn splits into Base and the Rule Base. 
4. The Data 
Although there is no consensus on the best variables that describe the functioning of the energy distribution 
service [23], was opted for the use of three exogenous variables: the number of customers, precipitation of rain 
and temperature were used in both models. 
The data of climatological normals was provided by the National Institute of Meteorology of Brazil (INMET). 
And the measured data was provided by the company under study.  
4.1. Number of Customers 
The variable "customers" is the amount of commercial or residential units connected to the eletric load. It was 
defined as the percentage variation of the input amount of consumers from among two consecutive days. The 
formula below shows this representation. 
ݔଵ ൌ ܿ௧ ܿ௧ିଵΤ െ ͳ           (4) 
Where ܿ௧ is the instant in question e ܿ௧ିଵ is in the immediately preceding instant. 
4.2. Rainfall 
For the formation of the variable, we opted for the difference of the daily precipitation in relation to the 
climatological normal.  The formula below shows this representation. 
ݔଶ ൌ ܥ௠ െ ܥே஼           (5) 
Where ܥ௠ is the precipitation on the day in question, and ܥே஼ is the climatological normal month's rainfall in 
a matter of Salvador. 
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4.3. Temperature 
For the formation of variable, we used the difference in the value of daily temperature in relation to normal 
climatic. For use in models: made up the difference calculation of the maximum daily temperature measurement 
and the normal maximum climatological and the difference between the minimum daily temperature 
measurement and the minimum standard climatological each day. For thus, with the sum enters the differences 
maximum temperature and minimum temperature afforded a unique value of temperature sensitivity. The formula 
below shows this representation. 
ݔଷ ൌ ሺ ௠ܶ௫ െ ܰܥ௠௫ሻ ൅ ሺ ௠ܶÀ௡ െ ܰܥ௠À௡ሻ         (6) 
Where: ௠ܶ௫ e ௠ܶÀ௡  are the maximum and minimum temperatures measured on the day and ܰܥ௠௫ e ܰܥ௠À௡ 
are the climatological normal maximum and minimum temperature of the month in question in Salvador. 
5. Experiments and Models Obtained 
Before presenting the proposed models it is important to formalize the form of assessment models. 
5.1. Evaluation 
To evaluate the two algorithms the mean average percentage error (MAPE) and standard deviation (SD) were 
used.  
The MAPE measures, in absolute terms, the deviation from the original series with the output of the model 
series. The formula of MAPE is highlighted below: 
ܯܣܲܧ ൌ ͳȀ݊σ ȁሺܣ௧ െ ௧ܻሻ ܣ௧Τ ȁ௡௧ୀଵ          (7) 
Where ܣ௧ is the original value and ௧ܻ is the value provided by the model. 
The SD is the difference between the original serie and the serie predicted by the model. It can be written 
using the formula below: 
ܵܦ ൌඥσሺܣ௧ െ ௧ܻഥሻଶ ሺ݊ െ ͳሻΤ           (8) 
From both evaluators in this section it is possible define the most accurate model for predicting the time series. 
5.2. SARIMAX forecast model 
The following sections describe the SARIMAX model, with the OLS method. For SARIMAX time series 
analysis were used all 983 time-series data. The same 983 data were also used for testing. 
5.2.1. Time Series Transformation. 
 
As the time series isn´t stationary, it is necessary to differ until it becomes stationary. As in the image below 
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Fig. 2. ACF 
At this point it is possible to analyze the series for the search of the SARIMAX parameters model. 
5.2.2. Descriptive Analysis. 
 
In the ACF and PACF, shown in Figure 3, it was assumed the white noise hypothesis for the time series with 
the lower limit and the upper limit of 95% was assumed, the two dashed lines shown in the picture follow. 
 
Fig. 3. ACF and PACF. 
Following the description of the interpretability in Chapter 2: the ACF and PACF indicate the parameters p, 
P, q and Q. Therefore, it was assumed the displayed SARIMAX model in the following table: 
Table 2. The SARIMAX model 
p d q P D Q S 
1 1 1 1 1 1 5 
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Their parameters and their errors in 4 attemps applied are highlighted in the appendix. 
5.3. Forecasting Model of Fuzzy Inference System  
This section describes the forecasting model of Fuzzy Inference System. The proposed model is an Inference 
System Adaptive Neuro-Fuzzy (ANFIS). The proposed system uses the Sugeno method with constant output. 
30 was used as the number of epochs for fitting the model, which fits through a hybrid method. The hybrid 
method in question is a combination of the method of least squares and the backpropagation gradient descent 
method. 
To adjust the ANFIS parameter was used as default to input all the 983 data. As in SARIMAX model, the 
same 983 data was also used for testing. For the ANFIS it is optional to use the validation of the model. 
Set up four the Gaussian membership functions for each entry. 
For comparison purposes, as reported in SARIMAX was defined as input in the Fuzzy Inference System the 
eletric load serie of the previous day and the previous five days. We also used the same combinations of 
exogenous variables for modeling the Fuzzy System attempts. 
The table below highlights the MAPE’s to select the parameter. In bold the test that had the lowest MAPE. 
Table 3. Parameters of the Fuzzy Inference System 
MF Attempt 12 Attempt 13 Attempt 23 Attempt 123 
Gbellmf 2,25% 2,40% 2,33% 2,07% 
Gaussmf 2,18% 2,31% 2,23% 1,99% 
Gauss2mf 2,79% 2,99% 2,86% 2,63% 
Pimf 3,04% 3,32% 3,11% 2,94% 
dsigmf 2,32% 2,71% 2,51% 2,32% 
 
6. Results Obtained by the Models and Conclusion 
This chapter presents the results and the differences between the attempts obtained using the different tools 
described in chapter 5. The results of SARIMAX model and Fuzzy System are presented in the table below with 
the different combinations of exogenous variables. 
Table 4. Results 








Attempt 12 X X  3,20% 964 2,18% 705 
Attempt 13 X  X 2,69% 867 2,31% 762 
Attempt 23  X X 3,07% 919 2,23% 727 
Attempt 123 X X X 3,08% 919 1,99% 662 
 
The result of the attempt 13 indicated in bold in table 4 highlights the best combination of exogenous variables 
for SARIMAX model. As the result of attempt 123 indicated in bold highlights is the best combination of 
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exogenous variables of the Fuzzy Inference System. That is, the combinations that showed the lowest MAPE and 
the lowest SD. 
The attempt 13 is made from a combination of exogenous variable number of customers and rainfall. In 
attempt 13 in the SARIMAX model the MAPE is 2.69% and the SD is 867. 
The attempt 123 is made from a combination of all three exogenous variables: number of customers, 
temperature and rainfall. In attempt 123 in the Fuzzy Inference System the MAPE is 1.99%, and SD is 662. 
The table above highlights that the best combination of variables for the model SARIMAX was not the best 
combination of variables for Fuzzy System. The Fuzzy Inference System had the lowest error in the attempt 123 
and the SARIMAX the attempt 13. The attempts results with Fuzzy Inference System showed the best results in 
all combinations of exogenous variables. 
It was concluded that, in general, in this work, using the time series of Coelba the metropolitan region in the 
two proposed models, there is no "best" exogenous variables to predict the daily amount of energy distributed in 
Bahia’s Metropolitan region. It can be said that the SARIMAX model applied the "best" combination of 
exogenous variables was the amount of customers and the precipitation of rain. And for the Fuzzy Inference 
System applied the "best" combination were all three exogenous variables. 
It is possible to say that the insertion SARIMAX model applied more "information" to the system, or another 
input variable in the system did not result in a minor error in prediction. Unlike the Fuzzy Inference System. 
The Fuzzy Inference System lost its interpretability since it generated a very large amount of rules. 256 rules 
being generated in the attempt 12, attempt 13 and attempt 23 and rules 1.024 in the attempt 123. To recover the 
interpretability another system is required to reduce the number of rules.  
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Appendix A.  
The SARIMAX parameters and their errors in 4 attempts applied are highlighted below. Since the parameter 
values the principal and his error in brackets: 
Table 5.Parameters of the SARIMAX model  
Parameters Attempt 12 Attempt 13 Attempt 23 Attempt 123 
AR 0,054 (0,032) 0,561 (0,032) 0,491 (0,032) 0,491 (0,034) 
SAR 0,022 (0,034) 0,082 (0,034) 0,081 (0,034) 0,081 (0,032) 
MA -0,480 (0,033) -0,928 (0,033) -0,937 (0,033) -0,937 (0,014) 
SMA -0,999 (0,001) -1,000 (0,001) -1,000 (0,001) -1,000 (0,000) 
Constant 20.836,10 (-) 21.093,33 (-) 20.840,38 (-) 20.840,01 (-) 
Customers 5.598,59 (1,410) 3.278,408 (0,000) - 5.697,09 (0,00) 
Temperature 282.055 (24,294) - 287,472 (28,513) 287,533 (28,514) 
Rainfall - 28,057 (3,747) -3,616 (5,822) -3,631 (5,822) 
 
