Introduction
The binary version of Cayley theorem was first proved for the multiplicative group of a field in [1] (also see [2] ). The binary version of Cayley theorem for Boolean algebras is proved in [3] (also see [4] [5] [6] ). An analogous result is proved for the so-called ternary algebras in [7] .
The ordinary Cayley theorem characterizes groups and semigroups in terms of their (faithful) representations by unary transformations (functions). Furthermore, if the initial group or semigroup satisfies an identity, quasi-identity or some formula, then such representation will satisfy (as a unary algebra) the corresponding hyperidentity, conditional hyperidentity or second-order formula. If the initial class of groups or semigroups is not axiomatizable, then such a class is not "recognizable" by an ordinary Cayley theorem. For example, rings, associative rings, commutative rings, associative-commutative rings, sfields, fields, near-fields or fields of fixed characteristic are axiomatized, but their multiplicative groupoids, multiplicative semigroups and groups are not (Mal'tcev, Kogalovski, Sabbach). The situation is analogous for topological rings and topological fields (Pontryagin).
The characterization of these groups and semigroups remains a modern issue in algebra, mathematical logic and topology.
On the other hand, having just a unique binary operation (superposition), algebras with two binary operations usually cannot be characterized by unary functions. Having two natural operations (see definitions below) binary transformations (functions) of the type Q × Q → Q are preferable. It is notable that a considerable role is played by hyperidentities, more specifically by classical binary hyperidentities of idempotency, associativity, distributivity and mediality of the corresponding binary representations.
Let us recall that a hyperidentity is a second-order formula of the form:
where w 1 , w 2 are words (terms) in the alphabet of functional variables X 1 , . . . , X m and objective variables x 1 , . . . , x n . However hyperidentities are usually presented without universal quantifiers. The hyperidentity w 1 = w 2 is said to be satisfied in the algebra (Q; Σ) if this equality holds whenever every functional variable X i is replaced by an arbitrary operation of the corresponding arity from Σ and every objective variable x j is replaced by an arbitrary element from Q. The variety V of algebras is said to satisfy a certain hyperidentity, if this hyperidentity is satisfied in any algebra of V . In this case the hyperidentity is called a hyperidentity of variety V . For example, if Q(·) is a distributive quasigroup, then the algebra Q(·, \, /) satisfies the hyperidentities of distributivity:
satisfies the hyperidentity of mediality:
Some Preliminary Results on Hyperidentities
For the proofs of the following result see [2] (also see [8, 9] ).
Theorem A. The variety of lattices satisfies the following hyperidentities:
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Conversely, every hyperidentity of the variety of lattices is a consequence of hyperidentities (1)-(4).
Theorem B. The variety of modular lattices satisfies the following hyperidentities:
(1)- (4) and
Conversely, every hyperidentity of the variety of modular lattices is a consequence of hyperidentities (1)-(5).
Theorem C. The variety of distributive lattices satisfies the following hyperidentities: (1)- (3) and
Conversely, every hyperidentity of the variety of distributive lattices is a consequence of hyperidentities (1)- (3), (6) .
Theorem D. The variety of Boolean algebras satisfies the following hyperidentities:
(1)- (3), (6) and
Conversely, every hyperidentity of the variety of Boolean algebras is a consequence of hyperidentities (1)-(3), (6)-(9).
Lattices, modular lattices, distributive lattices, Boolean algebras cannot be determined by their hyperidentities [9] .
The Concept of Binary Representations of Algebras with One or Two Binary Operations
The set of the binary operations defined on the set Q is denoted by 
Lemma 3.2. The groupoid Q(A) is a quasigroup iff A is invertible in both semi
By denoting E = 0 and
with two binary, one unary, and two nullary operations. Let the set Q, the algebra Γ(+) (not related to Q) with one binary operation be given. The representation of Γ(+) by binary functions of the set Q, or the binary
for every γ 1 , γ 2 ∈ Γ and x, y ∈ Q. If Γ(+) has a unit 0 ∈ Γ, then the condition 0(x, y) = y, for x, y ∈ Q, is added to the above definition. Suppose such a representation is given. Then to every γ ∈ Γ there corresponds a binary operation
. We arrive at the mapping ϕ : Γ → F 2 Q with the condition:
i.e. ϕ(γ 1 + γ 2 ) = ϕγ 1 + ϕγ 2 and the mapping ϕ is a homomorphism from Γ(+) to F 2 Q (+). Thus, by the representation of Γ(+) by binary functions of set Q, we also define the homomorphism ϕ : Γ(+) → F 2 Q (+). If in addition Γ(+) has a unit 0 ∈ Γ, then ϕ(0) = 0, i.e. we obtain a homomorphism between the algebras Γ(+, 0) and F 2 Q (+, 0). The converse is also true: given a homomorphism ϕ :
, then by defining the mapping (γ, x, y) → (ϕγ)(x, y) for every γ ∈ Γ and x, y ∈ Q, we obtain a binary representation of Γ in the set Q. Now let Γ(+, ·) be an algebra with two binary operations. The binary representation of this algebra in Q is defined as a mapping Γ × Q 2 → Q satisfying:
for every x, y ∈ Q and γ 1 , γ 2 ∈ Γ. Moreover, if addition or multiplication has a unit element 0 ∈ Γ or 1 ∈ Γ, respectively, then the condition 0(x, y) = y or 1(x, y) = x, respectively, for every x, y ∈ Q, is added to the definition. We notice, as above, that having a binary representation of Γ(+, ·) in the set Q is equivalent to having a homomorphism ϕ : Γ(+, ·) → F 2 Q (+, ·). Moreover, if one or both unit elements exist in Γ(+, ·), we have a homomorphism preserving one or both (respectively) unit elements. And finally, let Γ(+, ·, ) be an algebra with two binary and one unary operations. A binary representation of the algebra Γ(+, ·, ) in the set Q is defined as a mapping Γ × Q 2 → Q with conditions:
for every x, y ∈ Q and γ 1 , γ 2 ∈ Γ. Again, in case + or · have a unit element 0 ∈ Γ or 1 ∈ Γ respectively, the condition 0(x, y) = y or 1(x, y) = x respectively, is added for all x, y ∈ Q. Once again, having a binary representation of the algebra Γ(+, ·, ) in the set Q is equivalent to having a homomorphism ϕ :
(and ϕ(0) = 0 or ϕ(1) = 1, provided one or both unit elements exist). The binary representation of an algebra is called faithful, if the corresponding homomorphism is injective.
Algebra Γ is said to have a faithful binary representation, if it has a faithful binary representation in a some set Q. Suppose ϕ : Γ → F 2 Q is a binary representation of algebra Γ. Then the homomorphic image ϕ(Γ) is a subalgebra of the algebra F 2 Q . A representation ϕ is said to satisfy an identity (hyperidentity or formula Φ) if that identity (hyperidentity or formula Φ) is satisfied in binary algebra (Q; ϕ(Γ)), where
Example. Consider (0, 1) ⊆ R as a semigroup with the usual product. If Q is a convex subset of a (real or complex) linear space V , then by defining
we get a faithful binary representation of the semigroup (0, 1) in Q, satisfying:
and the hyperidentities (1),
hence satisfying the hyperidentities (6) and
In the meantime we get similar definitions of convexors, conrings and conmodules [10] [11] [12] . For instance, a convexor on set Q can be defined as a binary representation of the semigroup (0, 1) in Q satisfying the identities (10), (11) and the hyperidentity (1).
Binary Representations of Semigroups Proposition 4.1 (Binary Cayley theorem for semigroups). Every semigroup Γ has a faithful binary representation satisfying the hyperidentities:
X(x, X(y, z)) = X(X(x, y), X(x, z)),(14)
X(X(x, y), X(u, v)) = X(X(x, u), X(y, v)). (15)
Proof. Without loss of generality we can suppose that Γ is a monoid. Let Q = Γ and x, y ∈ Q, γ ∈ Γ. Set γ(x, y) = γ + y, where (+) is the operation of monoid Γ. The condition (γ 1 + γ 2 )(x, y) = γ 1 (x, γ 2 (x, y)) implies from the associativity of addition in Γ. Also, 0(x, y) = 0 + y = y and the existence of unit 0 ∈ Γ provides the faithfulness of the binary representation:
The aforementioned hyperidentities have a straightforward proof.
In case of multiplicative semigroups of associative rings, we obtain an additional hyperidentity (of idempotency).
Proposition 4.2 (Binary Cayley theorem for multiplicative semigroups of associative rings).
The multiplicative semigroup of associative ring Γ has a faithful binary representation satisfying the hyperidentities (1), (14) and (15) .
Proof. Without loss of generality we can prove the assertion for associative ring with a unit. Suppose Γ(+, ·) is an associative ring with a unit 1 ∈ Γ, then by letting Q = Γ and by defining γ(x, y) = (1 − γ)x + γy we get the desired faithful binary representation.
In case of an associative-commutative ring, the corresponding hyperidentities turn out to be stronger. (12) (and hence (6) , (13)).
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Proposition 4.3 (Binary Cayley theorem for idempotent semigroups).
The semigroup Γ is idempotent iff it has a faithful binary representation satisfying the hyperidentities (14) , (15) , (3) and
Proof. Indeed, if Γ(+) has a faithful binary representation satisfying the mentioned hyperidentities, according to (3), (16) and (17) we have
So Γ is an idempotent semigroup.
Proposition 4.4 (Binary Cayley theorem for commutative semigroups).
The semigroup Γ is commutative iff it has a faithful binary representation satisfying the hyperidentities (6) and (12) .
Proof. Indeed,
Corollary 4.2 (Binary Cayley theorem for semilattices).
The semigroup Γ is a semilattice iff it has a faithful binary representation satisfying the hyperidentities (3), (6), (12) and (17) (weak idempotency).
Binary Representations of Distributive Lattices, DeMorgan and Boolean Algebras
The following result shows that a distributive lattice can be defined by the hyperidentities of its binary representation.
Theorem 1 (Binary Cayley theorem for distributive lattices). The algebra Γ(+, ·) with two binary operations is a distributive lattice iff it has a faithful binary representation satisfying the hyperidentities (1), (3), (6) and (13). (Compare with Theorem C ).
Proof. Without loss of generality we can prove the assertion for bounded distributive lattice. Suppose Γ(+, ·, 0, 1) is a bounded distributive lattice. Letting Q = Γ and γ(x, y) = γx + y we get a faithful binary representation of Γ(+, ·, 0, 1) in the set Q satisfying the hyperidentities (1), (3), (6) and (13) . Conversely, let us verify the axioms of distributive lattices under the given conditions.
Idempotency of operations:
By setting x = y in the hyperidentity (3) and considering (1), we get
Hence
Commutativity of operations:
By setting x = y in the hyperidentity (6) and considering (1), we get
Similarly, the commutativity of product is obtained from the hyperidentity (13) .
Associativity of operations:
This follows from Lemma 3.2.
Absorbtion laws: Using (6), (18), (1) and the commutativity of product, we have
The second absorbtion law is shows similarly.
Distributivity: By definition of sum and product, we have
Using the commutativity of product, the absorbtion law α + αβ = α, and the hyperidentity (13), we get , γ(x, y) ), y).
Corollary 5.1 (Binary Cayley theorem for distributive lattices).
The algebra Γ(+, ·) with two binary operations is a distributive lattice iff it has a faithful binary representation satisfying the hyperidentities (1), (3) and (12).
Corollary 5.2 (Binary Cayley theorem for DeMorgan algebras).
The algebra Γ(+, ·, , 0, 1) with two binary, one unary and two nullary operations is a DeMorgan algebra iff it has a faithful binary representation satisfying the hyperidentities (1), (3) and (6).
Proof. If Γ(+, ·, , 0, 1) is a DeMorgan algebra, then by letting Q = Γ and γ(x, y) = γx + γ y + xy, we obtain the desired faithful binary representation. The converse follows from Theorem 1, since the hyperidentity (13) implies from the hyperidentity (6), for X = α , Y = β .
Corollary 5.3 (Dual version).
The algebra Γ(+, ·, , 0, 1) with two binary, one unary and two nullary operations is a DeMorgan algebra iff it has a faithful binary representation satisfying the hyperidentities (1), (3) and (13) .
The following corollary is equivalent to a result of [3] in the sense that both characterize Boolean algebras by binary functions. Probably, other binary representations of Boolean algebras and distributive lattices are also possible (as in the case of ordinary Cayley theorem), but the formulation of following corollary has the advantage that in it a representation of Boolean algebras rises from the corresponding representation of DeMorgan algebras, and a representation of DeMorgan algebras rises from the corresponding representation of distributive lattices. Similar results hold for distributive q-lattices introduced in [13] . Historical notes: Addition and multiplication on the set F 2 Q was considered in [14, 15] in relation with orthogonality of Latin squares.
Hyperidentities of associativity and distributivity was first considered in binary algebras with quasigroup operations in [15, 16] . The general concept of hyperidentity in algebras is studied in monographs [17, 18] .
Let J (A) be the term (or polynomial) algebra of the algebra A. We call the hyperidentities of algebra J (A) term hyperidentities of A. Term hyperidentities were first considered in [19, 20] , and studied in monographs [21, 22] .
