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REGULARITY AND ALGEBRAIC PROPERTIES OF CERTAIN
LATTICE IDEALS
JORGE NEVES, MARIA VAZ PINTO, AND RAFAEL H. VILLARREAL
Dedicated to Professor Aron Simis on the occasion of his 70th birthday
Abstract. We study the regularity and the algebraic properties of certain lattice ideals. We
establish a map I 7→ I˜ between the family of graded lattice ideals in an N-graded polynomial
ring over a field K and the family of graded lattice ideals in a polynomial ring with the standard
grading. This map is shown to preserve the complete intersection property and the regularity of
I but not the degree. We relate the Hilbert series and the generators of I and I˜. If dim(I) = 1,
we relate the degrees of I and I˜. It is shown that the regularity of certain lattice ideals is
additive in a certain sense. Then, we give some applications. For finite fields, we give a formula
for the regularity of the vanishing ideal of a degenerate torus in terms of the Frobenius number
of a semigroup. We construct vanishing ideals, over finite fields, with prescribed regularity and
degree of a certain type. Let X be a subset of a projective space over a field K. It is shown that
the vanishing ideal of X is a lattice ideal of dimension 1 if and only if X is a finite subgroup of
a projective torus. For finite fields, it is shown that X is a subgroup of a projective torus if and
only if X is parameterized by monomials. We express the regularity of the vanishing ideal over
a bipartite graph in terms of the regularities of the vanishing ideals of the blocks of the graph.
1. Introduction
Let S = K[t1, . . . , ts] = ⊕
∞
d=0Sd and S˜ = K[t1, . . . , ts] = ⊕
∞
d=0S˜d be polynomial rings, over
a field K, with the gradings induced by setting deg(ti) = di for all i and deg(ti) = 1 for all i,
respectively, where d1, . . . , ds are positive integers. Let F = {f1, . . . , fs} be a set of algebraically
independent homogeneous polynomials of S˜ of degrees d1, . . . , ds and let
φ : S → K[F ]
be the isomorphism of K-algebras given by φ(g) = g(f1, . . . , fs), whereK[F ] is the K-subalgebra
of S˜ generated by f1, . . . , fs. For convenience we denote φ(g) by g˜. Given a graded ideal I ⊂ S
generated by g1, . . . , gm, we associate to I the graded ideal I˜ ⊂ S˜ generated by g˜1, . . . , g˜m and call
I˜ the homogenization of I with respect to f1, . . . , fs. The ideal I˜ is independent of the generating
set g1, . . . , gm and I˜ is a graded ideal with respect to the standard grading of K[t1, . . . , ts].
If fi = t
di
i for i = 1, . . . , s, the map I 7→ I˜ induces a correspondence between the family of
graded lattice ideals of S and the family of graded lattice ideals of S˜. The first aim of this paper
is to study this correspondence and to relate the algebraic invariants (regularity and degree) and
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properties of I and I˜ (especially the complete intersection property). For finite fields, the interest
in this correspondence comes from the fact that any vanishing ideal I(X) ⊂ S˜, over a degenerate
projective torus X, arises as a toric ideal I ⊂ S of a monomial curve, i.e., I˜ = I(X) for some
graded toric ideal I of S of dimension 1 (see [22, Proposition 3.2]). In this paper, we extend the
scope of [22] to include lattice ideals of arbitrary dimension. The second aim of this paper is to
use our methods to study the regularity of graded vanishing ideals and to give classifications of
this type of ideals. The algebraic invariants (degree, regularity) and the complete intersection
property of vanishing ideals over finite fields, are of interest in algebraic coding theory [14, 29, 34]
and commutative algebra [1, 2, 8, 11, 12, 25, 37]. The length, dimension and minimum distance
of evaluation codes arising from complete intersections have been studied in [7, 13, 17, 19, 30].
The contents of this paper are as follows. In Section 2, we introduce the notions of degree and
index of regularity via Hilbert functions. Lattices and their lattice ideals are also introduced in
this section. We present some of the results that will be needed throughout the paper. All the
results of this section are well known.
In Section 3, we establish a map I 7→ I˜ between the graded ideals of S and S˜. We relate
the minimal graded resolutions, the Hilbert series, and the regularities of I and I˜. In general,
the map I 7→ I˜ does not preserve the height of I (Example 3.2). Let I be a graded ideal of
S and assume that K[F ] ⊂ S˜ is an integral extension. We show that dim(S/I) = dim(S˜/I˜)
(Lemma 3.3). Then, using the Buchsbaum-Eisenbud acyclicity criterion [5, Theorem 1.4.13], we
show that if
0→
⊕bg
j=1 S(−agj)→· · · →
⊕b1
j=1 S(−a1j)→S → S/I → 0
is the minimal graded free resolution of S/I, then
0→
⊕bg
j=1 S˜(−agj)→· · · →
⊕b1
j=1 S˜(−a1j)→S˜ → S˜/I˜ → 0
is the minimal graded free resolution of S˜/I˜ (Lemma 3.5). By the regularity of S/I, denoted by
reg(S/I), we mean the Castelnuovo-Mumford regularity. This notion is introduced in Section 3.
We denote the Hilbert series of S/I by FI(t).
This close relationship between the graded resolutions of I and I˜ allows us to relate the Hilbert
series and the regularities of I and I˜ .
Theorem 3.6 Let I be a graded ideal of S, then reg(S/I) = reg(S˜/I˜) and
F
I˜
(t) = λ1(t) · · · λs(t)FI(t), where λi(t) = 1 + t+ · · ·+ t
di−1.
For the rest of the introduction we will assume that fi = t
di
i for i = 1, . . . , s. Accordingly,
I˜ ⊂ S˜ will denote the homogenization of a graded ideal I ⊂ S with respect to td11 , . . . , t
ds
s .
In Section 4, we examine the map I 7→ I˜ between the family of graded lattice ideals of S and
the family of graded lattice ideals of S˜. Let L ⊂ Zs be a homogeneous lattice, with respect to
d1, . . . , ds, and let I(L) ⊂ S be its graded lattice ideal. It is well known that the height of I(L)
is the rank of L (see for instance [24, Proposition 7.5]). If D is the non-singular diagonal matrix
diag(d1, . . . , ds), then I˜(L) is the lattice ideal of L˜ = D(L) and the height of I(L) is equal to
the height of I(L˜).
We come to the main result of Section 4 that relates the generators of I(L) and I˜(L).
Theorem 4.2 Let B = {tai − tbi}mi=1 be a set of binomials. If B˜ = {t
D(ai) − tD(bi)}mi=1, then
I(L) = (B) if and only if I(L˜) = (B˜).
3Then, using the fact that ht(I(L)) = ht(I(L˜)), we show that I(L˜) is a complete intersection
if and only if I(L) is a complete intersection (Corollary 4.4).
In Section 5, we study the restriction of the map I 7→ I˜ to the family of graded lattice ideals
of dimension 1. In this case, the degrees of I and I˜ are nicely related.
Theorem 5.3 If I is a graded lattice ideal of dimension 1, then
deg(S˜/I˜) =
d1 · · · ds
max{d1, . . . , ds}
deg(S/I).
Let r = gcd(d1, . . . , ds) and let S be the numerical semigroup N(d1/r) + · · · + N(ds/r). The
Frobenius number of S, denoted by g(S), is the largest integer not in S. The Frobenius number
occurs in many branches of mathematics and is one of the most studied invariants in the theory
of semigroups. A great deal of effort has been directed at the effective computation of this
number, see the monograph of Ramı´rez-Alfons´ın [28].
The next result gives an explicit formula for the regularity of I˜, in terms of the Frobenius
number of S, when I is the toric ideal of a monomial curve. This formula can be used to compute
the regularity using some available algorithms to compute Frobenius numbers [28].
Theorem 5.5 If I is the toric ideal of K[yd11 , . . . , y
ds
1 ] ⊂ K[y1], then
reg(S˜/I˜) = r · g(S) + 1 +
s∑
i=1
(di − 1).
Let ≻ be the reverse lexicographical order. If I is a graded lattice ideal and dim(S/I) = 1, we
show the following equalities
reg(S/I) = reg(S˜/I˜) = reg(S˜/in(I˜)) = reg(S/in(I)),
where in(I), in(I˜) are the initial ideals of I, I˜, with respect to ≻, respectively (Corollary 5.7).
We come to the last main result of Section 5 showing that the regularity of the saturation
of certain one dimensional graded ideals is additive in a certain sense. This will be used in
Section 7 to study the regularity of vanishing ideals over bipartite graphs.
Theorem 5.8 Let V1, . . . , Vc be a partition of V = {t1, . . . , ts} and let ℓ be a positive integer. If
Ik is a graded binomial ideal of K[Vk] such that t
ℓ
i − t
ℓ
j ∈ Ik for ti, tj ∈ Vk and I is the ideal of
K[V ] generated by all binomials tℓi − t
ℓ
j with 1 ≤ i, j ≤ s, then
regK[V ]/(I1 + · · ·+ Ic + I : h
∞) =
c∑
k=1
regK[Vk]/(Ik : h
∞
k ) + (c− 1)(ℓ− 1),
where h = t1 · · · ts and hk =
∏
ti∈Vk
ti for k = 1, . . . , c. Here K[Vk] and K[V ] are polynomial
rings with the standard grading.
In Section 6, we study graded vanishing ideals over arbitrary fields and give some applications
of the results of Section 5. Let K be a field and let Ps−1 be the projective space of dimension
s− 1 over K. Given a sequence v = (v1, . . . , vs) of positive integers, the set
{[(xv11 , . . . , x
vs
s )] |xi ∈ K
∗ for all i} ⊂ Ps−1
is called a degenerate projective torus of type v, where K∗ = K \ {0}. If vi = 1 for all i, this set
is called a projective torus in Ps−1 and it is denoted by T. If X is a subset of Ps−1, the vanishing
ideal of X, denoted by I(X), is the ideal of S˜ generated by the homogeneous polynomials that
vanish on all X.
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For finite fields, we give formulae for the degree and regularity of graded vanishing ideals over
degenerate tori. The next result was shown in [22] under the hypothesis that I(X) is a complete
intersection.
Corollary 6.2 Let K = Fq be a finite field and let X be a degenerate projective torus of type
v = (v1, . . . , vs). If di = (q − 1)/ gcd(vi, q − 1) for i = 1, . . . , s and r = gcd(d1, . . . , ds), then
reg(S˜/I(X)) = r · g(S) + 1 +
s∑
i=1
(di − 1) and deg(S˜/I(X)) = d1 · · · ds/r.
This result allows us to construct graded vanishing ideals over finite fields with prescribed
regularity and degree of a certain type (Proposition 6.4).
We characterize when a graded lattice ideal of dimension 1 is a vanishing ideal in terms of
the degree (Proposition 6.5). Then we classify the vanishing ideals that are lattice ideals of
dimension 1. For finite fields, it is shown that X is a subgroup of a projective torus if and only
if X is parameterized by monomials (Proposition 6.7). For infinite, fields we show a formula for
the vanishing ideal of an algebraic toric set parameterized by monomials (Theorem 6.9). For
finite fields, a formula for the vanishing ideal was shown in [29, Theorem 2.1].
In Section 7, we study graded vanishing ideals over bipartite graphs. Let G be a simple graph
with vertex set VG = {y1, . . . , yn} and edge set EG. We refer to [4] for the general theory of
graphs. Let {v1, . . . , vs} ⊂ Nn be the set of all characteristic vectors of the edges of the graph G.
We may identify the edges of G with the variables t1, . . . , ts of a polynomial ring K[t1, . . . , ts].
The set X ⊂ T parameterized by the monomials yv1 , . . . , yvs is called the projective algebraic
toric set parameterized by the edges of G.
For bipartite graphs, if the field K is finite, we are able to express the regularity of the
vanishing ideal of X in terms of the regularities of the vanishing ideals of the projective algebraic
toric sets parameterized by the edges of the blocks of the graph. The blocks of G are essentially
the maximal 2-connected subgraphs of G (see Section 7). If K is infinite, the vanishing ideal of
X is the toric ideal of K[tv1z, . . . , tvsz] (as is seen in Theorem 6.9), in this case I(X) is Cohen-
Macaulay [32, 33] (because G is bipartite) and formulae for the regularity and the a-invariant
are given in [36, Proposition 4.2].
We come to the main result of Section 7.
Theorem 7.4 Let G be a bipartite graph without isolated vertices and let G1, . . . , Gc be the
blocks of G. If K is a finite field with q elements and X (resp Xk) is the projective algebraic
toric set parameterized by the edges of G (resp. Gk), then
regK[EG]/I(X) =
c∑
k=1
regK[EGk ]/I(Xk) + (q − 2)(c − 1).
Let P be the toric ideal of Fq[yv1 , . . . , yvs ] and let I be the binomial ideal I = P + I, where I
is the binomial ideal
I = ({tq−1i − t
q−1
j | ti, tj ∈ EG}).
We relate the regularity of I(X) with the Hilbert function of S/I and the primary decompositions
of I (Proposition 7.5). As a byproduct one obtains a method that can be used to compute the
regularity (Proposition 7.5(d)). For an arbitrary bipartite graph, Theorem 7.4 and [38, Theorem
2.18] can be used to bound the regularity of I(X).
For all unexplained terminology and additional information, we refer to [10, 24] (for the theory
of binomial and lattice ideals), [6, 8, 9, 16, 35, 37] (for commutative algebra and the theory of
Hilbert functions), and [4] (for the theory of graphs).
52. Preliminaries
In this section, we introduce the notions of degree and index of regularity—via Hilbert
functions—and the notion of a lattice ideal. We present some of the results that will be needed
throughout the paper.
Let S = K[t1, . . . , ts] be a polynomial ring over a field K and let I be an ideal of S. The
vector space of polynomials of S (resp. I) of degree at most d is denoted by S≤d (resp. I≤d).
The functions
HaI (d) = dimK(S≤d/I≤d) and HI(d) = H
a
I (d)−H
a
I (d− 1)
are called the affine Hilbert function and the Hilbert function of S/I respectively. We denote the
Krull dimension of S/I by dim(S/I). If k = dim(S/I), according to [16, Remark 5.3.16, p. 330],
there are unique polynomials
haI (t) =
∑k
i=0 ait
i ∈ Q[t] and hI(t) =
∑k−1
i=0 cit
i ∈ Q[t]
of degrees k and k − 1, respectively, such that haI (d) = H
a
I (d) and hI(d) = HI(d) for d≫ 0. By
convention the zero polynomial has degree −1.
Definition 2.1. The integer ak(k!), denoted by deg(S/I), is called the degree of S/I.
Notice that ak(k!) = ck−1((k − 1)!) for k ≥ 1. If k = 0, then H
a
I (d) = dimK(S/I) for d ≫ 0
and the degree of S/I is just dimK(S/I). If S = ⊕
∞
d=0Sd has the standard grading and I is a
graded ideal, then
HaI (d) =
∑d
i=0 dimK(Sd/Id)
where Id = I ∩ Sd. Thus, one has HI(d) = dimK(Sd/Id) for all d.
Definition 2.2. The index of regularity of S/I, denoted by r(S/I), is the least integer ℓ ≥ 0
such that hI(d) = HI(d) for d ≥ ℓ.
If S has the standard grading and I is a graded Cohen-Macaulay ideal of S of dimension 1,
then reg(S/I), the Castelnuovo Mumford regularity of S/I, is equal to the index of regularity
of S/I (see Theorem 3.4).
Proposition 2.3. ([16, Lemma 5.3.11], [27]) If I is an ideal of S and I = q1 ∩ · · · ∩ qm is a
minimal primary decomposition, then
deg(S/I) =
∑
ht(qi)=ht(I)
deg(S/qi).
Definition 2.4. Let Ps−1 be a projective space over K and let X ⊂ Ps−1. If S has the
standard grading, the vanishing ideal of X, denoted by I(X), is the ideal of S generated by the
homogeneous polynomials of S that vanish on all X.
Corollary 2.5. [12] If X ⊂ Ps−1 is a finite set, then deg(S/I(X)) = |X|.
Recall that a binomial in S is a polynomial of the form ta − tb, where a, b ∈ Ns and where, if
a = (a1, . . . , as) ∈ Ns, we set
ta = ta11 · · · t
as
s ∈ S.
A binomial of the form ta − tb is usually referred to as a pure binomial [10], although here we
are dropping the adjective “pure”. A binomial ideal is an ideal generated by binomials.
Given c = (ci) ∈ Zs, the set supp(c) = {i | ci 6= 0} is called the support of c. The vector
c can be uniquely written as c = c+ − c−, where c+ and c− are two nonnegative vectors with
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disjoint support, the positive and the negative part of c respectively. If ta is a monomial, with
a = (ai) ∈ Ns, the set supp(ta) = {ti| ai > 0} is called the support of ta.
Definition 2.6. A lattice ideal is an ideal of the form I(L) = (ta
+
− ta
−
| a ∈ L) ⊂ S for some
subgroup L of Zs. A subgroup L of Zs is called a lattice.
The class of lattice ideals has been studied in many places, see for instance [10, 24] and the
references there. This concept is a natural generalization of a toric ideal.
The following is a well known description of lattice ideals that follows from [10, Corollary 2.5].
Theorem 2.7. [10] If I is a binomial ideal of S, then I is a lattice ideal if and only if ti is a
non-zero divisor of S/I for all i.
Given a subset I ⊂ S, its variety , denoted by V (I), is the set of all a ∈ AaK such that f(a) = 0
for all f ∈ I, where AaK is the affine space over K.
Lemma 2.8. [21] Let I ⊂ S be a graded binomial ideal such that V (I, ti) = {0} for all i. Then
the following hold.
(a) If I is Cohen-Macaulay, then I is a lattice ideal.
(b) If p is a prime ideal containing (I, tk) for some 1 ≤ k ≤ s, then p = (t1, . . . , ts).
3. Hilbert series and algebraic invariants
We continue to use the notation and definitions used in Section 1. In this section we establish
a map I 7→ I˜ between the graded ideals of S and S˜. We relate the minimal graded resolutions,
the Hilbert series, and the regularities of I and I˜.
In what follows S = K[t1, . . . , ts] = ⊕
∞
d=0Sd and S˜ = K[t1, . . . , ts] = ⊕
∞
d=0S˜d are polynomial
rings graded by the grading induced by setting deg(ti) = di for all i and the standard grading
induced by setting deg(ti) = 1 for all i, respectively, where d1, . . . , ds are positive integers. Let
F = {f1, . . . , fs} be a set of algebraically independent homogeneous polynomials of S˜ of degrees
d1, . . . , ds and let
φ : S → K[F ]
be the isomorphism of K-algebras given by φ(g) = g(f1, . . . , fs), whereK[F ] is the K-subalgebra
of S˜ generated by F . For convenience we denote φ(g) by g˜.
Definition 3.1. Given a graded ideal I ⊂ S generated by g1, . . . , gm, we associate to I the
graded ideal I˜ ⊂ S˜ generated by g˜1, . . . , g˜m. We call I˜ the homogenization of I with respect to
f1, . . . , fs.
The ideal I˜ is independent of the generating set g1, . . . , gm and I˜ is a graded ideal with respect
to the standard grading of K[t1, . . . , ts]. In general the map I 7→ I˜ does not preserve the height
of I, as the following example shows.
Example 3.2. The polynomials f1 = t1, f2 = t2, f3 = t1t2 − t1t3 are algebraically independent
over Q. The homogenization of I = (t1, t2, t3) with respect to f1, f2, f3 is I˜ = (t1, t2, t1t2 − t1t3)
which is equal to (t1, t2). Thus, ht(I˜) < ht(I).
Lemma 3.3. If K[F ] ⊂ S˜ is an integral extension and I is a graded ideal of S, then dim(S/I) =
dim(S˜/I˜).
7Proof. Notice that φ : S → K[F ] is an isomorphism and therefore, dim(S/I) = dim(K[F ]/φ(I)).
But I˜ = φ(I)S˜ and K[F ] is normal and S˜ is a domain, then the integral extension K[F ] ⊂ S˜
satisfies the going-down and the lying-over conditions (see [23, Theorem 5]). Hence, by [18,
Proposition B.2.4], ht(φ(I)) = ht(φ(I)S˜). Consequently, dim(K[F ]/φ(I)) = dim(S˜/I˜). 
Let I be a graded ideal of S and let FI(t) be the Hilbert series of S/I. The a-invariant of
S/I, denoted by a(S/I), is the degree of FI(t) as a rational function. Let
F : 0→
⊕bg
j=1 S(−ag,j)→· · · →
⊕b1
j=1 S(−a1,j)→S → S/I → 0
be the minimal graded free resolution of S/I as an S-module. The free modules in the resolution
of S/I can be written as
Fi =
⊕bi
j=1 S(−ai,j) =
⊕
j S(−j)
bi,j .
The numbers bi,j = Tori(K,S/I)j are called the graded Betti numbers of S/I and bi =
∑
j bi,j is
called the ith Betti number of S/I. The Castelnuovo-Mumford regularity or simply the regularity
of S/I is defined as
reg(S/I) = max{j − i| bi,j 6= 0}.
Theorem 3.4. ([8, p. 521], [41, Proposition 4.2.3]) If I ⊂ S is a graded Cohen-Macaulay ideal,
then
a(S/I) = reg(S/I)− depth(S/I) −
∑s
i=1(di − 1) = reg(S/I) + ht(I)−
∑s
i=1 di.
Lemma 3.5. Let I be a graded ideal of S. If K[f1, . . . , fs] ⊂ S˜ is an integral extension and
F : 0→
⊕bg
j=1 S(−ag,j)→· · · →
⊕b1
j=1 S(−a1,j)→S → S/I → 0
is the minimal graded free resolution of S/I, then
F˜ : 0→
⊕bg
j=1 S˜(−ag,j)→· · · →
⊕b1
j=1 S˜(−a1,j)→S˜ → S˜/I˜ → 0
is the minimal graded free resolution of S˜/I˜.
Proof. For 1 ≤ i ≤ g consider the map ϕi :
⊕bi
j=1 S(−ai,j)→
⊕bi−1
j=1 S(−ai−1,i) of the resolution
of S/I. The entries of the matrix ϕi are homogeneous polynomials of S, and accordingly the
ideal Li = Iri(ϕi) generated by the ri-minors of ϕi is graded with respect to the grading of S,
where ri is the rank of ϕi (that is, the largest size of a nonvanishing minor).
Let ϕ˜i be the matrix obtained from ϕi by replacing each entry of ϕi by its image under the
map S 7→ S˜, g 7→ g˜ = g(f1, . . . , fs). Since this map is an injective homomorphism of K-algebras,
the rank of ϕ˜i is equal to ri, ϕ˜i−1ϕ˜i = 0, and Iri(ϕ˜i) = L˜i for all i. Therefore, one has a graded
complex
0→
⊕bg
j=1 S˜(−ag,j)
ϕ˜g
→ · · · →
⊕bi
j=1 S˜(−ai,j)
ϕ˜i
→ · · · →
⊕b1
j=1 S˜(−a1,j)
ϕ˜1
→ S˜ → S˜/I˜ → 0.
To show that this complex is exact, by the Buchsbaum-Eisenbud acyclicity criterion [5, The-
orem 1.4.13, p. 24], it suffices to verify that ht(Iri(ϕ˜i)) is at least i for i ≥ 1. As F is an exact
complex, using Lemma 3.3, we get
ht(Iri(ϕ˜i)) = ht(I˜ri(ϕi)) ≥ ht(Iri(ϕi)) ≥ i,
as required. 
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Theorem 3.6. Let I be a graded ideal of S and let FI(t) be the Hilbert series of S/I. If
K[f1, . . . , fs] ⊂ S˜ is an integral extension , then
(a) F
I˜
(t) = λ1(t) · · · λs(t)FI(t), where λi(t) = 1 + t+ · · ·+ t
di−1.
(b) reg(S/I) = reg(S˜/I˜).
Proof. (a): The Hilbert series of S˜ and S, denoted by F (S˜, t) and F (S, t) respectively, are related
by F (S˜, t) = λ1(t) · · · λs(t)F (S, t). Hence, using Lemma 3.5 and the additivity of Hilbert series,
we get the required equality.
(b): This follows at once from Lemma 3.5 
Lemma 3.7. Let I ⊂ S be a graded ideal and let f(t)/
∏s
i=1(1 − t
di) be the Hilbert series of
S/I, where f(t) ∈ Z[t]. If J ⊂ S is the ideal generated by all g(tr1, . . . , t
r
s) with g ∈ I, then
(a) f(tr)/
∏s
i=1(1− t
di) is the Hilbert series of S/J .
(b) If di = 1 for all i and I is a Cohen-Macaulay ideal such that ht(I) = ht(J), then
reg(S/J) = ht(I)(r − 1) + r · reg(S/I).
Proof. (a): Clearly J is also a graded ideal of S. If
0→
⊕bg
j=1 S(−ag,j)→· · · →
⊕b1
j=1 S(−a1,j)→S → S/I → 0
is the minimal graded free resolution of S/I, then it is seen that
0→
⊕bg
j=1 S(−rag,j)→· · · →
⊕b1
j=1 S(−ra1,j)→S → S/J → 0
is the minimal graded free resolution of S/J . This can be shown using the method of proof of
Lemma 3.5. Hence, by the additivity of the Hilbert series, the result follows.
(b): This follows from part (a) and Theorem 3.4. 
4. Complete intersections and algebraic invariants
We continue to use the notation and definitions used in Section 1. In this section, we establish
a map I 7→ I˜ between the family of graded lattice ideals of a positively graded polynomial ring
and the graded lattice ideals of a polynomial ring with the standard grading. We relate the
lattices and generators of I and I˜, then we show that I is a complete intersection if and only if
I˜ is a complete intersection.
Let K be a field and let S = K[t1, . . . , ts] = ⊕
∞
d=0Sd and S˜ = K[t1, . . . , ts] = ⊕
∞
d=0S˜d
be polynomial rings graded by the grading induced by setting deg(ti) = di for all i and the
standard grading induced by setting deg(ti) = 1 for all i, respectively, where d1, . . . , ds are
positive integers.
Throughout this section, L ⊂ Zs will denote a homogeneous lattice, with respect to the positive
vector d = (d1, . . . , ds), i.e., 〈d, a〉 = 0 for a ∈ L, and I(L) ⊂ S will denote the graded lattice
ideal of L.
LetD be the non-singular diagonal matrixD = diag(d1, . . . , ds). Consider the homomorphism
of Z-modules:
D : Zs → Zs, ei 7→ diei.
The lattice L˜ = D(L) is called the homogenization of L with respect to d1, . . . , ds. Notice
that I˜(L) = I(L˜), i.e., I(L˜) is the homogenization of I(L) with respect to td11 , . . . , t
ds
s . The
9lattices that define the lattice ideals I(L) and I(L˜) are homogeneous with respect to the vectors
d = (d1, . . . , ds) and 1 = (1, . . . , 1), respectively.
Lemma 4.1. The map ta − tb 7→ tD(a) − tD(b) induces a bijection between the binomials ta − tb
of I(L) whose terms ta, tb have disjoint support and the binomials ta
′
− tb
′
of I(L˜) whose terms
ta
′
, tb
′
have disjoint support.
Proof. If f = ta − tb is a binomial of I(L) whose terms have disjoint support, then a − b ∈ L.
Consequently, the terms of f˜ = tD(a) − tD(b) have disjoint support because
supp(ta) = supp(tD(a)) and supp(tb) = supp(tD(b)),
and f˜ is in I(L˜) because D(a) −D(b) ∈ L˜. Thus, the map is well defined. The map is clearly
injective. To show that the map is onto, take a binomial f ′ = ta
′
− tb
′
in I(L˜) such that ta
′
and tb
′
have disjoint support. Hence, a′ − b′ ∈ L˜ and there is c = c+ − c− ∈ L such that
a′− b′ = D(c+)−D(c−). As a′ and b′ have disjoint support, we get a′ = D(c+) and b′ = D(c−).
Thus, the binomial f = tc
+
− tc
−
is in I(L) and maps to ta
′
− tb
′
. 
Theorem 4.2. Let B = {tai − tbi}mi=1 be a set of binomials. If B˜ = {t
D(ai) − tD(bi)}mi=1, then
I(L) = (B) if and only if I(L˜) = (B˜).
Proof. We set gi = t
ai − tbi and hi = t
D(ai) − tD(bi) for i = 1, . . . ,m. Notice that hi is equal to
g˜i = gi(t
d1 , . . . , tds), the evaluation of gi at (t
d1
1 , . . . , t
ds
s ).
⇒) By Lemma 4.1, one has the inclusion (B˜) ⊂ I(L˜). To show the reverse inclusion take a
binomial 0 6= f ∈ I(L˜). We may assume that f = ta
+
− ta
−
. Then, by Lemma 4.1, there is
g = tc
+
− tc
−
in I(L) such that f = tD(c
+) − tD(c
−). By hypothesis we can write g =
∑m
i=1 figi
for some f1, . . . , fm in S. Then, evaluating both sides of this equality at (t
d1
1 , . . . , t
ds
s ), we get
f = tD(c
+) − tD(c
−) = g(td11 , . . . , t
ds
s ) =
m∑
i=1
fi(t
d1
1 , . . . , t
ds
s )gi(t
d1
1 , . . . , t
ds
s ) =
m∑
i=1
f˜ihi,
where f˜i = fi(t
d1
1 , . . . , t
ds
s ) for all i. Then, f ∈ (B˜).
⇐) We may assume that h1, . . . , hr is a minimal set of generators of I(L) for some r ≤ m.
Consider the K-vector spaces V˜ = I(L˜)/mI(L˜) and V = I(L)/mI(L), where m = (t1, . . . , ts).
Since the images, in V˜ , of h1, . . . , hr form a K-basis for V˜ , it follows that the images, in V , of
g1, . . . , gr are linearly independent. On the other hand, by Lemma 3.5, the minimum number
of generators of I(L) is also r and r = dimK(V ). Thus, the images, in V , of g1, . . . , gr form a
K-basis for V . Consequently B generates I(L) by Nakayama’s lemma (see [41, Proposition 2.5.1
and Corollary 2.5.2]). 
Definition 4.3. An ideal I ⊂ S is called a complete intersection if there exists g1, . . . , gm such
that I = (g1, . . . , gm), where m is the height of I.
Recall that a graded binomial ideal I ⊂ S is a complete intersection if and only if I is
generated by a homogeneous regular sequence, consisting of binomials, with ht(I) elements (see
for instance [41, Proposition 1.3.17, Lemma 1.3.18]).
Corollary 4.4. I(L˜) is a complete intersection (resp. Cohen-Macaulay, Gorenstein) if and only
if I(L) is a complete intersection (resp. Cohen-Macaulay, Gorenstein).
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Proof. The rank of L is equal to the height of I(L) [24, Proposition 7.5]. Since D is non-singular,
L and L˜ = D(L) have the same rank. Thus, I(L) and I(L˜) have the same height. Therefore,
the result follows from Theorem 4.2 and Lemma 3.5. 
5. Lattice ideals of dimension 1
We continue to use the notation and definitions used in Section 4. In this section, we study
the map I 7→ I˜, when I is a graded lattice ideal of dimension 1. In this case, we relate the
degrees of I and I˜ and show a formula for the regularity and the degree of I˜ when I is the
toric ideal of a monomial curve. We show that the regularity of the saturation of certain one
dimensional graded ideals is additive in a certain sense.
We begin by identifying some elements in the torsion subgroup of Zs/D(L). The proof of the
following lemma is straightforward.
Lemma 5.1. If L is a homogeneous lattice, with respect to d1, . . . , ds, of rank s − 1, then for
each i, j there is a positive integer ηi,j such that ηi,j(djei− diej) is in L and ηi,j(didjei− didjej)
is in D(L). In particular, ei − ej is in T (Zs/D(L)) for any i, j.
Lemma 5.2. Let L ⊂ Zs be a homogeneous lattice of rank s− 1. If gcd(d1, . . . , ds) = 1, then
|T (Zs/D(L))| = |Zs/D(Zs)| |T (Zs/L)| = det(D)|T (Zs/L)|.
Proof. The second equality follows from the equality |Zs/D(Zs)| = det(D). Next, we show the
first equality. Consider the following sequence of Z-modules:
0→ T (Zs/L) σ→ T (Zs/D(L))
ρ
→ Zs/D(Zs)→ 0,
where a+L
σ
7→ D(a) +D(L) and a+D(L)
ρ
7→ a+D(Zs). It suffices to show that this sequence
is exact. It is not hard to see that σ is injective and that im(σ) = ker(ρ). Next, we show that ρ
is onto. We need only show that ek +D(Zs) is in the image of ρ for k = 1, . . . , s. For simplicity
of notation we assume that k = 1. There are integers λ1, . . . , λs such that 1 =
∑
i λidi. Then,
using that D(Zs) is generated by d1e1, . . . , dses, we obtain
e1 +D(Z
s) = λ1d1e1 + λ2d2e1 + · · · + λsdse1 +D(Z
s)
= λ1d1e1 + λ2d2(e1 − e2) + · · ·+ λsds(e1 − es) +D(Zs)
= λ2d2(e1 − e2) + · · ·+ λsds(e1 − es) +D(Zs).
Hence, by Lemma 5.1, the element λ2d2(e1−e2)+ · · ·+λsds(e1−es)+D(L) is a torsion element
of Zs/D(L) that maps to e1 +D(Zs) under the map ρ. 
Theorem 5.3. If I = I(L) is a graded lattice ideal of dimension 1, then
deg(S˜/I˜) =
d1 · · · ds
max{d1, . . . , ds}
deg(S/I).
Proof. We set r = gcd(d1, . . . , ds) and D
′ = diag(d1/r, . . . , ds/r). As I and I˜ are graded lattice
ideals of dimension 1, according to some results of [27] and [20], one has
deg(S/I) =
max{d1, . . . , ds}
r
|T (Zs/L)| and deg(S˜/I˜) = |T (Zs/L˜)|,
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where L˜ = D(L). Hence, by Lemma 5.2, we get
deg(S˜/I˜) = |T (Zs/D(L))| = rs−1|T (Zs/D′(L))|
= rs−1|Zs/D′(Zs)| |T (Zs/L)| = rs−1 det(D′)|T (Zs/L)|
=
d1 · · · ds
r
|T (Zs/L)| =
d1 · · · ds
max{d1, . . . , ds}
deg(S/I).
The second equality can be shown using that the order of T (Zs/D(L)) is the gcd of all s − 1
minors of a presentation matrix of Zs/D(L). 
Definition 5.4. If S is a numerical semigroup of N, the Frobenius number of S, denoted by
g(S), is the largest integer not in S.
The next result gives an explicit formula for the regularity in terms of Frobenius numbers,
that can be used to compute the regularity using some available algorithms (see the monograph
[28]). Using Macaulay2 [15], we can use this formula to compute the Frobenius number of the
corresponding semigroup.
Theorem 5.5. If I is the toric ideal of K[yd11 , . . . , y
ds
1 ] ⊂ K[y1] and r = gcd(d1, . . . , ds), then
(a) reg(S˜/I˜) = r · g(S) + 1 +
∑s
i=1(di − 1), where S = N(d1/r) + · · ·+ N(ds/r).
(b) deg(S˜/I˜) = d1 · · · ds/r.
Proof. (a): We set d′i = di/r for i = 1, . . . , s. Let L be the toric ideal of K[y
d′
1
1 , . . . , y
d′s
1 ] and let L˜
be the homogenization of L with respect to t
d′1
1 , . . . , t
d′s
s . It is not hard to see that the toric ideals
I and L are equal. Let FL(t) be the Hilbert series of S/L, where S has the grading induced
by setting deg(ti) = d
′
i for all i. As gcd(d
′
1, . . . , d
′
s) = 1, S is a numerical semigroup, and by
[3, Remark 4.5, p. 200] we can write FL(t) = f(t)/(1− t), where f(t) is a polynomial in Z[t] of
degree g(S) + 1. Then, by Theorem 3.4, we get
reg(S/L) = deg(FL(t))− ht(L) +
∑s
i=1 di/r = g(S)− (s− 1) +
∑s
i=1 di/r.
Notice that I˜ and L˜ are Cohen-Macaulay lattice ideals of height s − 1. Since I˜ is the homoge-
nization of L˜ with respect to tr1, . . . , t
r
s, by Lemma 3.7(b) and Theorem 3.6, we get
reg(S˜/I˜) = (s− 1)(r − 1) + r · reg(S˜/L˜) = (s− 1)(r − 1) + r · reg(S/L)
= (s− 1)(r − 1) + r (g(S)− (s− 1) +
∑s
i=1 di/r)
= r · g(S) + 1 +
∑s
i=1(di − 1).
(b): By a result of [27], deg(S/I) = max{d1, . . . , ds}/r. Hence, the formula follows from
Theorem 5.3. 
Definition 5.6. The graded reverse lexicographical order (GRevLex for short) is defined as
tb ≻ ta if and only if deg(tb) > deg(ta) or deg(tb) = deg(ta) and the last nonzero entry of b−a is
negative. The reverse lexicographical order (RevLex for short) is defined as tb ≻ ta if and only
if the last nonzero entry of b− a is negative.
Corollary 5.7. Let ≻ be the RevLex order. If I is a graded lattice ideal and dim(S/I) = 1, then
reg(S/I) = reg(S˜/I˜) = reg(S˜/in(I˜)) = reg(S/in(I)),
where in(I), in(I˜) are the initial ideals of I, I˜, with respect to ≻, respectively.
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Proof. The quotients rings S˜/I˜ and S˜/in(I˜) are Cohen-Macaulay standard algebras of dimension
1 because ts is a regular element of both rings. Hence, these two rings have the same Hilbert
function and the same index of regularity. Therefore reg(S˜/I˜) is equal to reg(S˜/in(I˜)). As
in(I˜) = i˜n(I), by Theorem 3.6, we get
reg(S/I) = reg(S˜/I˜) = reg(S˜/in(I˜)) = reg(S˜/i˜n(I)) = reg(S/in(I)),
as required. 
Theorem 5.8. Let V1, . . . , Vc be a partition of V = {t1, . . . , ts} and let ℓ be a positive integer.
Suppose that K[Vk] and K[V ] are polynomial rings with the standard grading for k = 1, . . . , c.
If Ik is a graded binomial ideal of K[Vk] such that t
ℓ
i − t
ℓ
j ∈ Ik for ti, tj ∈ Vk and I is the ideal
of K[V ] generated by all binomials tℓi − t
ℓ
j with 1 ≤ i, j ≤ s, then
(i) (I1 + · · ·+ Ic + I : h
∞) = (I1 : h
∞
1 ) + · · ·+ (Ic : h
∞
c ) + I, and
(ii) regK[V ]/(I1 + · · ·+ Ic + I : h
∞) =
c∑
k=1
regK[Vk]/(Ik : h
∞
k ) + (c− 1)(ℓ− 1),
where h = t1 · · · ts and hk =
∏
ti∈Vk
ti for k = 1, . . . , c.
Proof. The proofs of (i) and (ii) are by induction on c. If c = 1 the asserted equalities hold
because in this case I ⊂ I1. We set
J = (I1 + · · ·+ Ic + I : h
∞), Jk = (Ik : h
∞
k ),
L = I1 + · · · + Ic−1 + I
′, where I ′ = ({tℓi − t
ℓ
j| ti, tj ∈ V
′}) and V ′ = V1 ∪ · · · ∪ Vc−1,
and g =
∏
ti∈V ′
ti. First, we show the case c = 2. (i): We set J
′ = J1 + J2 + I. Clearly one has
the inclusion J ′ ⊂ J . To show the reverse inclusion it suffices to show that J ′ is a lattice ideal.
Since this ideal is graded of dimension 1 and V (J ′, ti) = 0 for i = 1, . . . , s, we need only show
that J ′ is Cohen-Macaulay (see Lemma 2.8). As J1, J2 are lattice ideals of dimension 1, they
are Cohen-Macaulay. Hence, J1 + J2 is Cohen-Macaulay of dimension 2 (see [39, Lemma 4.1]).
Pick ti ∈ V1 and tj ∈ V2. The binomial f = t
ℓ
i − t
ℓ
j is regular modulo J1 + J2. Indeed, if f is
in some associated prime p of J1 + J2, then I ⊂ p and consequently the height of p is at least
s − 1, a contradiction because all associated primes of J1 + J2 have height s − 2. Hence, since
J1 + J2 + I is equal to J1 + J2 + (f), the ideal J
′ is Cohen-Macaulay. (ii): There is an exact
sequence
0 −→ (K[V ]/(J1 + J2))[−ℓ]
f
−→ K[V ]/(J1 + J2) −→ K[V ]/J −→ 0.
Hence, by the additivity of Hilbert series, we get
HJ(t) = H(J1+J2)(t)(1− t
ℓ) = HJ1(t)HJ2(t)(1− t
ℓ),
where HJ(t) is the Hilbert series of K[V ]/J (cf. arguments below). The ideals J, J1, J2 are
graded lattice ideals of dimension 1, hence they are Cohen-Macaulay. Therefore (cf. arguments
below) we obtain
regK[V ]/J = regK[V1]/J1 + regK[V2]/J2 + (ℓ− 1),
which gives the formula for the regularity.
Next, we show the general case. (i): Applying the case c = 2, by induction, we get
J = (L+ Ic + I : h
∞) = (L : g∞) + (Ic : h
∞
c ) + I
= [(I1 : h
∞
1 ) + · · ·+ (Ic−1 : h
∞
c−1) + I
′] + (Ic : h
∞
c ) + I.
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Thus, J = (I1 : h
∞
1 )+· · ·+(Ic : h
∞
c )+I, as required. (ii): We set Q1 = (L : g
∞) and Q = Q1+Jc.
From the isomorphism
K[V ]/Q ≃ (K[V ′]/Q1)⊗K (K[Vc]/Jc),
we get that HQ(t) = H1(t)H2(t), where HQ(t) is the Hilbert series of K[V ]/Q and H1(t), H2(t)
are the Hilbert series of K[V ′]/Q1 and K[Vc]/Jc, respectively. Since Q1 and Jc are graded
lattice ideals of dimension 1, they are Cohen-Macaulay and their Hilbert series can be written
as Hi(t) = fi(t)/(1− t), with fi(t) ∈ Z[t] for i = 1, 2 and such that deg(f1) = regK[V ′]/Q1 and
deg(f2) = regK[Vc]/Jc. Fix ti ∈ V
′ and tj ∈ Vc. If f = t
ℓ
i − t
ℓ
j , then by the case c = 2 there is
an exact sequence
0 −→ (K[V ]/Q)[−ℓ]
f
−→ K[V ]/Q −→ K[V ]/J −→ 0.
Hence, by the additivity of Hilbert series, we get
HJ(t) = HQ(t)(1 − t
ℓ) = H1(t)H2(t)(1− t
ℓ) =
f1(t)f2(t)(1 + t+ · · ·+ t
ℓ−1)
(1− t)
.
Therefore, as J is a graded lattice ideal of dimension 1, by induction we get
regK[V ]/J = regK[V ′]/Q1 + regK[Vc]/Jc + (ℓ− 1)
=
[∑c−1
k=1 regK[Vk]/(Ik : g
∞
k ) + (c− 2)(ℓ− 1)
]
+ regK[Vc]/Jc + (ℓ− 1),
which gives the formula for the regularity. 
6. Vanishing ideals
In this section we study graded vanishing ideals over arbitrary fields and give some applications
of the results of Section 5. For finite fields, we give formulae for the degree and regularity of
graded vanishing ideals over degenerate tori. Given a sequence of positive integers, we construct
vanishing ideals, over finite fields, with prescribed regularity and degree of a certain type. We
characterize when a graded lattice ideal of dimension 1 is a vanishing ideal in terms of the degree.
We show that the vanishing ideal of X is a lattice ideal of dimension 1 if and only if X is a finite
subgroup of a projective torus. For finite fields, it is shown that X is a subgroup of a projective
torus if and only if X is parameterized by monomials.
Let K 6= F2 be a field and let Ps−1 be a projective space of dimension s− 1 over the field K.
If X is a subset of Ps−1, the vanishing ideal of X, denoted by I(X), is the ideal of S˜ generated
by all the homogeneous polynomials that vanish on X.
Definition 6.1. Given a sequence v = (v1, . . . , vs) of positive integers, the set
{[(xv11 , . . . , x
vs
s )] |xi ∈ K
∗ for all i} ⊂ Ps−1
is called a degenerate projective torus of type v, where K∗ = K \ {0}. If vi = 1 for all i, this set
is called a projective torus in Ps−1 and it is denoted by T.
The next result was shown in [22] under the hypothesis that I(X) is a complete intersection.
Corollary 6.2. Let K = Fq be a finite field and let X be a degenerate projective torus of type
v = (v1, . . . , vs). If di = (q − 1)/ gcd(vi, q − 1) for i = 1, . . . , s and r = gcd(d1, . . . , ds), then
reg(S˜/I(X)) = r · g(S) + 1 +
∑s
i=1(di − 1) and deg(S˜/I(X)) = d1 · · · ds/r,
where S = N(d1/r) + · · ·+ N(ds/r) is the semigroup generated by d1/r, . . . , ds/r.
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Proof. Let I be the toric ideal of K[yd11 , . . . , y
ds
1 ] and let I˜ be the homogenization of I with
respect to td11 , . . . , t
ds
s . According to [22, Lemma 3.1], I˜ is equal to I(X). Hence, the result
follows from Theorem 5.5. 
Lemma 6.3. Given positive integers d1, . . . , ds, there is a prime number p such that di divides
p− 1 for all i.
Proof. We set m = lcm(d1, . . . , ds) and a = 1. As a and m are relatively prime positive integers,
by a classical theorem of Dirichlet [31, p. 25, p .61], there exist infinitely many primes p such
that p ≡ a mod (m). Thus, we can write p − 1 = km for some integer k. This proves that di
divides p− 1 for all i. 
The next result allows us to construct vanishing ideals over finite fields with prescribed reg-
ularity and degree of a certain type.
Proposition 6.4. Given a sequence d1, . . . , ds of positive integers, there is a finite field K = Fq
and a degenerate projective torus X such that
reg(S˜/I(X)) = r · g(S) + 1 +
∑s
i=1(di − 1) and deg(S˜/I(X)) = d1 · · · ds/r,
where r = gcd(d1, . . . , ds) and S = N(d1/r) + · · ·+ N(ds/r).
Proof. By Lemma 6.3, there is a prime number q such that di divides q − 1 for i = 1, . . . , s. We
set K = Fq and vi = (q− 1)/di for all i. If X is a degenerate torus of type v = (v1, . . . , vs) then,
by Corollary 6.2, the result follows. 
Proposition 6.5. Let L be a graded lattice ideal of S˜ of dimension 1 over an arbitrary field K
and let L = q1 ∩ · · · ∩ qm be a minimal primary decomposition of L. Then, deg(S˜/L) ≥ m with
equality if and only if L = I(X) for some finite set X of a projective torus T of Ps−1.
Proof. The inequality deg(S˜/L) ≥ m follows at once from Proposition 2.3. Assume that
deg(S˜/L) = m. Let q = qi be any primary component of L. Then, deg(S˜/q) = 1. Consider
the reduced Gro¨bner basis G = {g1, . . . , gp} of q relative to the graded reverse lexicographical
order of S˜. As usual, we denote the initial term of gi by in(gi). As the degree and the Krull
dimension of S˜/q are equal to 1, Hq(d) = 1 for d ≫ 0, i.e., dimK(S˜/q)d = 1 for d ≫ 0. Using
that ti is not a zero divisor of S˜/q for i = 1, . . . , s, we get that ts does not divide in(gi) for any
i. Then, tds + q generates (S˜/q)d as a K-vector space for d ≫ 0. Hence, for i = 1, . . . , s − 1,
there is µi ∈ K
∗ such that tit
d−1
s − µit
d
s ∈ q. Thus, tit
d−1
s is in the initial ideal in(q) of q which
is generated by in(g1), . . . , in(gp). In particular, ti ∈ in(L) for i = 1, . . . , s − 1 and p = s − 1
because G is reduced. Therefore for i = 1, . . . , s − 1, using that G is a reduced Gro¨bner basis,
we may assume that gi = ti−λits for some λi ∈ K
∗. If Q = (λ1, . . . , λs−1, 1), it is seen that q is
the vanishing ideal of [Q]. Let X = {[Q1], . . . , [Qm]} be the set of points in the projective torus
T ⊂ Ps−1 such that qi is the vanishing ideal of [Qi], then
I(X) = ∩mi=1I[Qi] = q1 ∩ · · · ∩ qm = L,
where I[Qi] is the vanishing ideal of [Qi].
To show the converse, assume that L is the vanishing ideal of a finite set of points X in a
projective torus T. Let [Q] = [(αi)] be a point in X and let I[Q] be the vanishing ideal of [Q]. It
is not hard to see that the ideal I[Q] is given by
I[Q] = (α1t2 − α2t1, α1t3 − α3t1, . . . , α1ts − αst1).
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The primary decomposition of L = I(X) is I(X) = ∩[Q]∈XI[Q] because I[Q] is a prime ideal of
S˜ for any [Q] ∈ X. To complete the proof notice that deg(S˜/I[Q]) = 1 for any [Q] ∈ X and
deg(S˜/I(X)) = |X|. 
A similar statement holds for non-graded lattice ideals of dimension 0.
Proposition 6.6. Let L be a lattice ideal of S of dimension 0 and let L = q1 ∩ · · · ∩ qm
be a minimal primary decomposition of L. Then, deg(S/L) ≥ m with equality if and only if
L = I(X∗) for some finite set X∗ contained in an affine torus T∗ of Ks.
Let K be a field with K 6= F2 and let yv1 , . . . , yvs be a finite set of monomials. As usual if
vi = (vi1, . . . , vin) ∈ Nn, then we set
yvi = yvi11 · · · y
vin
n , i = 1, . . . , s,
where y1, . . . , yn are the indeterminates of a ring of polynomials with coefficients in K. The
projective algebraic toric set parameterized by yv1 , . . . , yvs is the set:
{[(xv111 · · · x
v1n
n , . . . , x
vs1
1 · · · x
vsn
n )] |xi ∈ K
∗ for all i} ⊂ Ps−1.
A set of this form is said to be parameterized by monomials.
Proposition 6.7. Let K 6= F2 be an arbitrary field and let X ⊂ Ps−1. Then the following hold.
(a) I(X) is a lattice ideal of dimension 1 if and only if X is a finite subgroup of T.
(b) If K is finite, then X is a subgroup of T if and only if X is parameterized by monomials.
Proof. (a): (⇒) The set X is finite because dim S˜/I(X) = 1 (see [6, Proposition 6, p. 441]).
Let [α] = [(αi)] be a point of X and let I[α] be its vanishing ideal. We may assume that αk = 1
for some k. Since the ideal
(∗) I[α] = (t1 − α1tk, . . . , tk−1 − αk−1tk, tk+1 − αk+1tk, . . . , ts − αstk)
is a minimal prime of I(X), αi 6= 0 for all i because ti is not a zero divisor of S˜/I(X). Thus,
[α] ∈ T. This proves that X ⊂ T. Next, we show that X is a subgroup of T. Let g1, . . . , gr be a
generating set of I(X) consisting of binomials and let [α] = [(αi)], [β] = [(βi)] be two elements
of X. We set γ = α · β = (αiβi). Since the entries of γ are all non-zero, we may assume that
γs = 1. Since gi(α) = 0 and gi(β) = 0 for all i, we get that gi(γ) = 0 for all i. Hence, I(X) ⊂ I[γ]
and consequently I[γ] is a minimal prime of I(X). Hence there is [γ
′] ∈ X, with γ′s = 1 such
that I[γ] = I[γ′]. It follows that γ = γ
′. Thus, [γ] ∈ X. By a similar argument it follows that
[α]−1 = [(α−1i )] is in X.
(a): (⇐) The ideal I(X) is generated by binomials, this follows from [10, Proposition 2.3(a)]
and its proof. Since I(X) is equal to ∩[α]∈XI[α], using Eq. (∗), we get that ti is not a zero divisor
of S/I(X) for all i. Hence, by Theorem 2.7, I(X) is a lattice ideal.
(b): (⇒) By the fundamental theorem of finitely generated abelian groups, X is a direct
product of cyclic groups. Hence, there are [α1], . . . , [αn] in X such that
X =
{
[α1]
i1 · · · [αn]
in
∣∣ i1, . . . , in ∈ Z} .
If β is a generator of (K∗, · ), we can write
α1 = (β
v11 , . . . , βvs1), . . . , αn = (β
v1n , . . . , βvsn)
for some vij ’s in N. Then, [γ] is in X if and only if we can write
[γ] = [((βi1)v11 · · · (βin)v1n , . . . , (βi1)vs1 · · · (βin)vsn)]
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for some i1, . . . , in ∈ Z. Therefore, X is parameterized by the monomials yv1 , . . . , yvs , where
vi = (vi1, . . . , vis) for i = 1, . . . , s.
(b): (⇐) If X ⊂ Ps−1 is a projective algebraic toric set parameterized by yv1 , . . . , yvs , then by
the exponent laws it is not hard to show that X is a multiplicative group under componentwise
multiplication. 
The next structure theorem allows us—with the help of Macaulay2 [15]—to compute the
vanishing ideal of an algebraic toric set parameterized by monomials over a finite field.
Theorem 6.8. [29, Theorem 2.1] Let B = K[t1, . . . , ts, y1, . . . , yn, z] be a polynomial ring over
the finite field K = Fq and let X be the algebraic toric set parameterized by yv1 , . . . , yvs . Then
I(X) = ({ti − y
viz}si=1 ∪ {y
q−1
i − 1}
n
i=1) ∩ S˜
and I(X) is a Cohen-Macaulay radical lattice ideal of dimension 1.
The following theorem takes care of the infinite field case.
Theorem 6.9. Let B = K[t1, . . . , ts, y1, . . . , yn, z] be a polynomial ring over an infinite field K.
If X is an algebraic toric set parameterized by monomials yv1 , . . . , yvs , then
I(X) = ({ti − y
viz}si=1) ∩ S˜
and I(X) is the toric ideal of K[xv1z, . . . , xvsz].
Proof. We set I ′ = (t1 − y
v1z, . . . , ts − y
vsz) ⊂ B. First we show the inclusion I(X) ⊂ I ′ ∩ S˜.
Take a homogeneous polynomial F = F (t1, . . . , ts) of degree d that vanishes on X. We can write
(6.1) F = λ1t
m1 + · · ·+ λrt
mr (λi ∈ K
∗; mi ∈ N
s),
where deg(tmi) = d for all i. Write mi = (mi1, . . . ,mis) for 1 ≤ i ≤ r. Applying the binomial
theorem to expand the right hand side of the equality
t
mij
j = [(tj − y
vjz) + yvjz]mij , 1 ≤ i ≤ r, 1 ≤ j ≤ s,
and then substituting all the t
mij
j in Eq. (6.1), we obtain that F can be written as:
(6.2) F =
s∑
i=1
gi(ti − y
viz) + zdF (yv1 , . . . , yvs) =
s∑
i=1
gi(ti − y
viz) + zdG(y1, . . . , yn)
for some g1, . . . , gs in B. Thus to show that F ∈ I
′∩S we need only show that G = 0. We claim
that G vanishes on (K∗)n. Take an arbitrary sequence x1, . . . , xn of elements of K
∗. Making
ti = x
vi for all i in Eq. (6.2) and using that F vanishes on X, we obtain
(6.3) 0 = F (xv1 , . . . , xvs) =
s∑
i=1
g′i(x
vi − yviz) + zdG(y1, . . . , yn).
We can make yi = xi for all i and z = 1 in Eq. (6.3) to get that G vanishes on (x1, . . . , xn).
This completes the proof of the claim. Therefore G vanishes on (K∗)n and since the field K is
infinite it follows that G = 0.
Next we show the inclusion I(X) ⊃ I ′ ∩ S˜. Let G be a Gro¨bner basis of I ′ with respect to
the lexicographical order y1 ≻ · · · ≻ yn ≻ z ≻ t1 ≻ · · · ≻ ts. By Buchberger’s algorithm [6,
Theorem 2, p. 89] the set G consists of binomials and by elimination theory [6, Theorem 2,
p. 114] the set G ∩ S˜ is a Gro¨bner basis of I ′ ∩ S˜. Hence I ′ ∩ S˜ is a binomial ideal. Thus to show
the inclusion I(X) ⊃ I ′ ∩ S˜ it suffices to show that any binomial in I ′ ∩ S˜ is homogeneous and
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vanishes on X. Take a binomial f = ta − tb in I ′ ∩ S˜, where a = (ai) and b = (bi) are in Ns.
Then we can write
(6.4) f =
s∑
i=1
gi(ti − y
viz)
for some polynomials g1, . . . , gs in B. Making yi = 1 for i = 1, . . . , n and ti = y
viz for i = 1, . . . , s,
we get
za1 · · · zas − zb1 · · · zbs = 0 =⇒ a1 + · · ·+ as = b1 + · · ·+ bs.
Hence f is homogeneous. Take a point [P ] in X with P = (xv1 , . . . , xvs). Making ti = x
vi in
Eq. (6.4), we get
f(xv1 , . . . , xvs) =
s∑
i=1
g′i(x
vi − yviz).
Hence making yi = xi for all i and z = 1, we get that f(P ) = 0. Thus f vanishes on X. Thus,
we have shown the equality I(X) = I ′ ∩ S˜.
By [41, Proposition 7.1.9] I(X) is the toric ideal of K[xv1z, . . . , xvsz]. 
7. Vanishing ideals over graphs
In this section, we study graded vanishing ideals over bipartite graphs. For a projective
algebraic toric set parameterized by the edges of a bipartite graph, we are able to express the
regularity of the vanishing ideal in terms of the corresponding regularities for the blocks of the
graph. For bipartite graphs, we introduce a method that can be used to compute the regularity.
Let K = Fq be a finite field with q elements and let G be a simple graph with vertex set
VG = {y1, . . . , yn} and edge set EG. We refer to [4] for the general theory of graphs.
Definition 7.1. Let e = {yi, yj} be an edge of G. The characteristic vector of e is the vector
v = ei + ej , where ei is the i
th unit vector in Rn.
In what follows A = {v1, . . . , vs} will denote the set of all characteristic vectors of the edges
of the graph G. We may identify the edges of G with the variables t1, . . . , ts of a polynomial
ring K[t1, . . . , ts] and refer to t1, . . . , ts as the edges of G.
Definition 7.2. If X is the projective algebraic toric set parameterized by yv1 , . . . , yvs , we call
X the projective algebraic toric set parameterized by the edges of G.
Definition 7.3. A graph G is called bipartite if its vertex set can be partitioned into two disjoint
subsets V1 and V2 such that every edge of G has one end in V1 and one end in V2. The pair
(V1, V2) is called a bipartition of G.
Let G be a graph. A vertex v (resp. an edge e) of G is called a cutvertex (resp. bridge) if the
number of connected components of G\{v} (resp. G\{e}) is larger than that of G. A maximal
connected subgraph of G without cutvertices is called a block . A graph G is 2-connected if
|VG| > 2 and G has no cutvertices. Thus a block of G is either a maximal 2-connected subgraph,
a bridge or an isolated vertex. By their maximality, different blocks of G intersect in at most
one vertex, which is then a cutvertex of G. Therefore every edge of G lies in a unique block,
and G is the union of its blocks (see [4, Chapter III] for details).
We come to the main result of this section.
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Theorem 7.4. Let G be a bipartite graph without isolated vertices and let G1, . . . , Gc be the
blocks of G. If K is a finite field with q elements and X (resp Xk) is the projective algebraic
toric set parameterized by the edges of G (resp. Gk), then
regK[EG]/I(X) =
c∑
k=1
regK[EGk ]/I(Xk) + (q − 2)(c − 1).
Proof. We denote the set of all characteristic vectors of the edges of G by A = {v1, . . . , vs}. Let
P be the toric ideal of K[{yv|v ∈ A}], let Ak be the set of characteristic vectors of the edges
of Gk and let Pk be the toric ideal of K[{y
v|v ∈ Ak}]. The toric ideal P is the kernel of the
epimorphism of K-algebras
ϕ : S = K[t1, . . . , ts] −→ K[{y
v|v ∈ A}], ti 7−→ y
vi .
Permitting an abuse of notation, we may denote the edges of G by t1, . . . , ts. As G is a bipartite
graph and EGi ∩EGj = ∅ for i 6= j, from [40, Proposition 3.1], it follows that P = P1 + · · ·+Pc.
Setting
I = ({tq−1i − t
q−1
j | ti, tj ∈ EG}) and Ik = ({t
q−1
i − t
q−1
j | ti, tj ∈ EGk}),
by [29, Corollary 2.11], we get
((P + I) :
∏
ti∈EG
ti) = I(X) and ((Pk + Ik) :
∏
ti∈EGk
ti) = I(Xk).
Therefore the formula for the regularity follows from Theorem 5.8. 
This result is interesting because it reduces the computation of the regularity to the case of
2-connected bipartite graphs. Next, we compare the ideals I(X) and I = P + I, where I is the
ideal ({tq−1i − t
q−1
j | ti, tj ∈ EG}), and relate the regularity of I(X) with the Hilbert function of
S/I and the primary decompositions of I.
Proposition 7.5. Let G be a bipartite graph which is not a forest and let P be the toric ideal
of K[yv1 , . . . , yvs ]. If I = P + I and X is the projective algebraic toric set parameterized by the
edges of G, then the following hold :
(a) I ( I(X) and I is not unmixed.
(b) There is a minimal primary decomposition I = p1 ∩ · · · ∩ pm ∩ q
′, where p1, . . . , pm are
prime ideals such that I(X) = p1∩· · ·∩pm and q
′ is an m-primary ideal. Here m denotes
the maximal ideal (t1, . . . , ts).
(c) If ta ∈ q′, then q := I + (ta) is m-primary, (I : ta) = I(X) and I = I(X) ∩ q.
(d) If i0 is the least integer i ≥ |a| such that HI(i)−Hq(i) = |X|, then regS/I(X) = i0−|a|.
Proof. (a): Since G has at least one even cycle of length at least 4, using [26, Theorem 5.9.] it
follows that I ( I(X). To show that I is not unmixed, we proceed by contradiction. Assume
that I is unmixed, i.e., all associated primes of I have height s − 1. Then, by Lemma 2.8, I
is a lattice ideal, i.e., I is equal to (I : (t1 · · · ts)
∞), a contradiction because G is bipartite and
according to [29, Corollary 2.11] one has (I : (t1 · · · ts)
∞) = I(X).
(b): As I is graded, by (a), there is a minimal primary decomposition I = q1 ∩ · · · ∩ qm ∩ q
′,
where qi is pi-primary of height s− 1 for all i and q
′ is m-primary. By Lemma 2.8, qi is a lattice
ideal for all i. Hence
I(X) = (I : (t1 · · · ts)
∞) = q1 ∩ · · · ∩ qm.
As I(X) is a radical ideal, so is qi for i = 1, . . . ,m, i.e., qi = pi for all i.
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(c): Let I = p1 ∩ · · · ∩ pm ∩ q
′ be a minimal primary decomposition as in (b). Pick any
monomial ta in q′. Then, by Lemma 2.8, q = I + (ta) is m-primary and
(I : ta) = (p1 : t
a) ∩ · · · ∩ (pm : t
a) ∩ (q′ : ta) = p1 ∩ · · · ∩ pm = I(X).
From the equality (I : ta) = I(X), it follows readily that I = I(X) ∩ q.
(d): Let ta be any monomial of q′ and let ℓ = deg(ta). If q = I+(ta), by (c), there is an exact
sequence
0 −→ S/I(X)[−ℓ]
ta
−→ S/I −→ S/q −→ 0.
Hence, by the additivity of Hilbert functions, HX(i− ℓ) = HI(i)−Hq(i) for i ≥ 0. Since I(X) is
Cohen-Macaulay of dimension 1, regS/I(X) is equal to the index of regularity of S/I(X). Thus,
reg(S/I(X)), is the least integer r ≥ 0 such that HX(d) = |X| for d ≥ r. Thus, r = i0 − |a|. 
Theorem 7.6. ([26], [38]) Let G be a connected bipartite graph with bipartition (V1, V2) and let
X be the projective algebraic toric set parameterized by the edges of G. If |V2| ≤ |V1|, then
(|V1| − 1)(q − 2) ≤ regS/I(X) ≤ (|V1|+ |V2| − 2)(q − 2).
Furthermore, equality on the left occurs if G is a complete bipartite graph or if G is a Hamiltonian
graph and equality on the right occurs if G is a tree.
For an arbitrary bipartite graph, Theorems 7.4 and 7.6 can be used to bound the regularity
of I(X).
Acknowledgments. The authors would like to thank the referee for its careful reading of the
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