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1.1 Justificació del PFC (i context en el qual es desenvolupa) 
 
Vivim en un món on la tecnologia cada vegada és més present al nostre dia a dia i on cada 
vegada més aquesta s'integra a la manera en com ens relacionem amb el nostre entorn. Al llarg de la 
història hi han hagut diferents revolucions tecnològiques1, com per exemple la del vapor: que va 
permetre que amb els trens de vapor es poguessin portar moltíssima més quantitat de mercaderies 
entre pobles, així reduint molt els costos i el temps en què aquestes arribaven d’un lloc a un altre. 
Abans tot això es feia amb carruatges de cavalls i vaixells de vela i per tant era molt més lent i costós.  
 
 El vapor va millorar molt la comunicació entre els diferents llocs del món, junt amb el telègraf i 
més tard, el telèfon: aquest encara amb molta més repercussió social que els altres mencionats i 
integrant-se al dia a dia dels ciutadans de a peu. Gràcies a ell, des d’ara la gent de diferents llocs arreu 
del món podia comunicar-se instantàniament, en comptes de com s'havia de fer temps enrere 
esperant dies, i fins i tot setmanes i mesos, per a que un missatge arribés (a més de manera 
unidireccional, doncs si volies respondre’l havia de tornar a passar tot aquest temps un altre cop per a 
que la resposta tornés). 
 
 Anys més tard, a finals del segle XIX, apareix la electricitat, revolucionant absolutament tot el 
model  de vida de les persones, passant, avui en dia, a ser indispensable per a viure en la societat 
contemporània. Son tants els canvis i incisos dins la vida quotidiana que la electricitat ha implicat que 
si ens poséssim a descriure’Is no donaríem a l’abast en aquest document. I així com la electricitat va 
ser un canvi revolucionari, també ho va ser Internet, apareixent a finals del segle XX i encara avui 
gestant-se en els nostres dies, on cada cop més, també està passant a ser un indispensable per a la 
vida quotidiana. 
 
 Nosaltres ens trobem en un moment on, com diem, Internet encara està evolucionant i cada 
cop s'arrela més a les vides dels ciutadans. És per això, que partint de aquesta realitat tecnològica 
actual, nosaltres ens hem proposat aportar el nostre gra de sorra per a tirar endavant l'avanç de 
l'home en la tecnologia investigant en un camp en el que encara queda molt per aprendre. A 
continuació explicarem de què tracta el projecte que ens hem plantejat: 
 
 Per a explicar de què tracta el nostre projecte caldrà que primer definim i acotem ben bé el 
context tecnològic on el desenvoluparem. Com a projecte de informàtica aquest estarà inclòs dins el 
món de la informàtica i de Internet, concretament tractarà un tema com és el del novedós paradigma 
de les comunicacions telemàtiques que és el model peer to peer (P2P) o de igual a igual en català. 
 
 Per a entendre millor el P2P partirem de la base del model tradicional de les comunicacions 
informàtiques que és el client-servidor: 
 
                                                 
1
      Són incontables, podríem escriure llibres sencers parlant-ne. Per tant hem optat per només mencionar les que ens 
afecten més directament. 
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 Tradicionalment les comunicacions entre ordinadors es realitzen adoptant dos rols diferents: el 
de servidor i el de client. 
 
 Servidor: És l'“hoste” de la comunicació, és al qual el client es connecta i normalment 
sol ser qui té els arxius o continguts que el client es connecta per obtenir. 
 
 Client: És l'ordinador que es connecta al servidor normalment per obtenir-ne alguna 
informació. És a dir, sol connectar-s'hi per obtenir algun arxiu que aquest té. 
 
 Tot aquest model de client/servidor va derivar a un model arboris i centralitzat on donat un 
servidor diferents clients s'hi connectaven per obtenir algun arxiu o servei que el servidor oferia. 
 
 Això tenia les seves avantatges però també els seus inconvenients2, i es així com després, poc a 
poc, va anar apareixent el model de xarxes peer to peer (de tu a tu, de igual a igual) que acabaria 
consolidant-se com un paradigma. 
 
 La idea era trencar amb els dos rols de servidor-client per a que cada node els adoptés ambdós 
alhora passant de tenir un sistema arbori a un sistema totalment en xarxa; implicant, la no 
centralització sinó una distribució equitativa i proporcionada de la comunicació entre tots els nodes. 
 
 A l'apartat de tecnologies dedicarem tota una secció per a les P2P on les explicarem amb més 
detall. Ara, fem un punt i apart i comentarem una altra tecnologia que també s'ha anat desenvolupant 
paral·lelament i que també és present al nostre projecte: les màquines virtuals. 
 
 Al món de la informàtica primerament lo important era el hardware però amb el pas del temps 
aquest paulatinament va anar cedint el seu protagonisme al software, que cada vegada era més 
potent i més car en proporció al maquinari, i així es va arribar fins al punt en que van aparèixer els 
emuladors de màquines, simulant màquines físiques des del punt de vista de només el software. 
 
 Gràcies al potent hardware que tenim avui en dia, moltes vegades el software no necessita del 
total potencial de la màquina per a funcionar correctament, i és per això que s'ha començat a 
dissenyar software per gestionar els recursos físics de l'ordinador. Nosaltres treballarem amb les 
màquines virtuals, que en essència del que es tracta és de subdividir els recursos de una màquina 
física en diferents de virtuals. 
 
 Al nostre projecte ens basarem en aquest fet, i el que compartirem a través de la xarxa que 
dissenyarem seran màquines virtuals pròpiament. Per a que un usuari sol·licitant les pugui fer servir 
per a un us concret. Les màquines virtuals també les explicarem més en detall a la seva secció dins el 
capítol de tecnologies. 
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 L'objectiu principal del projecte és dissenyar un programa que gestioni la compartició i préstec 
de màquines virtuals (VMs) en una xarxa peer to peer (P2P).  
  
 Un usuari del sistema podrà demanar altres màquines virtuals per a després fer-les servir per a 
un ús propi. Primerament es demanaran les màquines a la xarxa i després es podran fer servir per a la 
tasca concreta que es vulgui. Nosaltres demanarem a l'usuari que ens passi els requisits d'aquesta 
tasca per a veure si és viable o no l'execució d'aquesta amb les màquines prèviament obtingudes. 
 
 Exemplificant-ho per a que s'entengui millor, si un usuari volgués executar un procés que 
requereixi de 50000GHz de CPU, 30000 MB de RAM, etc. faria primerament una petició a la xarxa per 
obtenir màquines, i llavors executaria aquesta funció fent servir les VMs obtingudes.  
 
 A l'hora de fer la petició prèvia de les màquines podrem fer servir diferents criteris que seran 
els següents: 
 
 Random: Es retornarà una màquina aleatòriament de entre les que conté el node. 
 
 Cas Requisits: Es retornarà una màquina que compleixi uns mínims requisits de qualitat 
passats com a paràmetre. 
 
 Cas Requisits Doble: Es retornarà una màquina que compleixi uns requisits mínims i màxims de 
qualitat passats com a paràmetre. 
 
 Cas Privilegis: Es retornarà una màquina aleatòria del node sempre i quan el node sol·licitant 
tingui prou privilegis per a obtenir-la. És a dir, basant-se en un sistema de punts, un node podrà 
obtenir una màquina en funció de si maximitza o no les següents coses: 
 Compartir moltes màquines 
 Que la qualitat3 de les màquines sigui bona  
 Que el node formi part de la llista d'amics4 
 
 Que se sol·licitin poques màquines 
 
 Per a dinamitzar el sistema hem aplicat un timeout de 10 minuts sobre el temps que un node 
pot tenir una màquina reservada, propiciant així que tot circuli i que el sistema resulti força àgil i útil 
per a tots els membres participants. 
 
 De manera més genèrica, però no per això menys important, hem volgut maximitzar els trets 
                                                 
3
      Entenent com a qualitat les característiques pròpies de la màquina tals com CPU, RAM, etc. 
4
      La llista d'amics es generà automàticament amb els últims nodes dels quals hem obtingut una màquina. 
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propis que qualsevol programa informàtic hauria de tenir tals com la correctesa, robustesa, facilitat 
d'ús, eficiència, etc. Els detallarem més endavant en la memòria quan anem a definir els requisits 
funcionals del nostre projecte. 
 
 En quant a l'ús del programa, ens hem plantejat crear-ne dues versions enfocades als dos usos 
que se'n podran fer: O bé un us com a usuari normal que interactua amb el sistema a través d'una 
(GUI) o bé en una versió menys visual però igualment potent que funcioni sobre consola. 
 
 La versió GUI hauria de permetre un control del sistema visual, còmode i intuïtiu, a través de 
una interfície visual que permeti realitzar totes les funcions del programa tals com son realitzar 
cerques de VMs externes donats els diferents criteris abans definits, gestionar les pròpies màquines 
decidint quines es volen compartir i quines no, eliminar-ne o afegir-ne de noves, saber-ne l'estat, etc. 
 
 Paral·lelament tindrem la versió servidor on les funcionalitats seran les mateixes però el que 
canviarà és el mode en com aquest funciona. La idea és que  es llegeixi un fitxer de configuració on es 
defineixi com funcionarà el node i les màquines que tindrà i llavors, també a través d'arxiu o de la línia 
de comandes directament, es podrà donar l'ordre per a que el servidor vagi realitzant accions sense 
una necessitat presencial de l'usuari. L'enfocament seria de cara a realitzar tasques de més llarga 
durada que es poguessin deixar funcionant durant tota la estona que requereixin i no necessitin de 
una interacció constant amb l'usuari. 
 
 L'objectiu és que el cos de programa sigui el mateix i llavors l'usuari sigui qui triï si vol fer una 
versió o l'altra, per tant, ho empacarem tot en una mateixa versió monolítica amb ambdues opcions. 
 
 Posteriorment al disseny del projecte ens hem proposat com a objectiu fer un estudi analític i 
comparatiu del funcionament d'aquest i de les diferents opcions de configuració que té; treballarem 
sobre un cas real5 i dels resultats n’extraurem unes conclusions. Paral·lelament aquestes proves ens 
serviran per veure el funcionament del sistema en general, eficiència, estabilitat (com respon davant 
la caiguda de nodes, per exemple), etc. 
 
 Als punts següents desglossarem els objectius en els principals i secundaris: 
 
1.2.1 Objectius Principals 
 
 Dissenyar el Programa P2P 
 
 Versió Interfície d'Usuari Guiada (GUI) 
 
 Versió Server (versió sense interfície gràfica) 
 
 L'objectiu principal del projecte serà desenvolupar el programa pròpiament, és a dir, la 
definició d'aquest i la seva construcció fins a haver assolit els objectius marcats. Aquest estarà 
                                                 
5
      Concretament dins l’entorn PlanetLab que ens permet treballar sobre una xarxa que funciona a través d’Internet i on a 
través de diferents eines podem tenir un control global del nostre sistema. 
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compilat en una versió monolítica que pot ser arrencada des d'un servidor a mode de línia de 
comandes com des d'un sistema operatiu amb suport Java que ens donarà la opció a fer servir la 
versió visual (GUI) per a un ús més còmode i pràctic. 
 
1.2.2 Objectius Secundaris 
 
 Testejar el correcte funcionament d'aquest 
 
 Testejar les diferents alternatives o estratègies que podem aplicar per millorar la qualitat del 
sistema 
 
El programa corre sobre la xarxa PlanetLab, un entorn dissenyat especialment per treballar 
amb diferents màquines en xarxa, el qual facilita el treball en unes condicions com les nostres, doncs 
incorpora eines com la distribució de codi concurrentment a diferents nodes, o com la possibilitat de 
fer un estudi del que passa en la xarxa que es té muntada. 
 
Això ens facilita la tasca a l’hora d’assolir els objectius secundaris, doncs com a objectius 
secundaris ens hem marcat que, un cop assolit el correcte funcionament del sistema, voldrem 
realitzar-ne estudis de funcionament que ens permetin validar-lo i a més farem un anàlisi sobre com 
és el comportament d’aquest en un entorn real. 
 
Secundàriament, també voldrem fer una valoració i síntesi sobre el comportament dels 
diferents criteris de funcionament que hem establert sobre el programa. Amb els resultats obtinguts 
farem un anàlisi que ens permetrà treure conclusions globals d’aquests i del sistema. 
 
 
1.3 Enfocament i mètode seguit 
 
El funcionament del projecte “Administració, compartició i gestió de recursos de màquines 
virtuals en una xarxa peer to peer” està format per la unió entre un sistema de gestió de recursos 
locals (LRM) que es comunica amb la nostra aplicació i aquesta a la vegada esta comunicada amb 







Figura 1. Funcionament del sistema 
 
L’enfocament i el mètode seguit a l’hora de desenvolupar-lo ha estat basant-nos en el principi 
del “divideix i vèncer”; hem desglossat el programa en les diferents parts que el composen i hem anat 
desenvolupant cadascuna per separat, testejant el seu funcionament i després unint-les, testejant el 
seu funcionament conjunt i així successivament fins a arribar al resultat final, on també hem aplicat un 
testeig global. 
 
Aquest mètode de treball va ser acordat entre el tutor del projecte i el desenvolupador, 
apostant per com a objectiu final resoldre una necessitat en la que es trobava la empresa del tutor la 
qual els hi seria necessària en futures investigacions. FreePastry va ser proposat també per el tutor del 
projecte, doncs en tenia bones referències, i a l’hora de estudiar com era aquesta xarxa peer to peer 
vam veure que encaixava amb el que buscàvem, doncs demostrava ésser consistent i molt 
configurable. Com a punt molt a favor de FreePastry tenim també que està íntegrament implementat 
en Java, que és el llenguatge principal que el desenvolupador ha fet servir durant tota la seva carrera. 
 
Internament el programa està estructurat en diferents mòduls o classes Java, que s’adapten al 
que més endavant veurem s’ha definit en una detallada especificació i un model conceptual que ens 




1.4 Solucions existents / Investigació prèvia 
 
Al principi del projecte vam realitzar un treball de recerca per cercar si existien possibles 
solucions al problema que ens havíem plantejat, i si existien, veure com eren per a intentar sintetitzar-
les i aprofitar-les de cara al nostre treball. Després, aplicant el mètode de divideix i vèncer, dins de 
cadascuna de les parts del projecte també vam aplicar un estudi més focalitzat, per descobrir i 
entendre millor cada tema en concret. 
 
 
Resultant d’aquesta cerca hem vist que com a solució global del que aquí ens plantejàvem 
resoldre, un software que implementi un sistema de gestió de màquines virtuals comunicat a través 
d’una xarxa peer to peer, no existeix una solució com a tal al mercat que ho implementi. A més, fruit 
d’aquesta investigació, hem vist que el tema de la gestió de les màquines virtuals està encara molt 
verd, tot i que tot apunta a que serà molt important en la informàtica del futur. Per tant, podem 
afirmar que el nostre projecte està situat a “la cresta de la onada” en quant a desenvolupament 
tecnològic. 
 
Desglossant el projecte en les seves dues parts més importants, peer to peer (P2P) i els gestors 
de recursos locals (LRM) a continuació descriurem una mica que vam descobrir de cadascuna: 
 
 P2P: Després d’una valoració de les diferents possibilitats i solucions que existien ens vam 
decantar per Pastry per ésser una xarxa totalment lliure que ha estat molt testada i ha 
demostrat ésser molt vàlida. Com a afegit, existeix una implementació OpenSource 
anomenada FreePastry que està íntegrament desenvolupada en Java, això ajudaria molt a 
l’hora de treballar, doncs aquest és el llenguatge fet servir durant tota la carrera i del qual 
en tinc un major domini. 
 
 LRM: Així com amb les P2P hem pogut trobar diferents solucions molt ben elaborades, amb 
les LRM si que hi havien solucions però estaven molt verdes. De totes maneres la que més 
ens ha convençut ha estat PTP + OpenMSI per Eclipse, que en integrar-se amb ell ens anava 














En aquest apartat veurem com s’ha planificat la realització del projecte i de cadascuna de les 
seves parts. Primer presentarem el plantejament metodològic que s’ha aplicat per al 
desenvolupament de tot el treball i tot seguit mostrarem les planificacions inicial (fet abans de 
començar-lo) i final (real que hi ha hagut al realitzar-lo) del projecte per a comparar-les i extreure’n 
conclusions. 
 
Un cop vist tot això mostrarem una valoració fictícia a mode de pressupost dels costos 
monetaris que tots això hagués costat. 
 
 
2.1 Blocs de desenvolupament 
 
Per dissenyar el projecte “Desenvolupament d'una aplicació per a la compartició de màquines   
virtuals en una xarxa peer to peer i desplegament sobre l'entorn   
PlanetLab” hem aplicat una de les tècniques més conegudes en el món de la informàtica que no és 
una altra que la de “divideix i vèncer”: 
 
Bàsicament hem creat dues parts que van lligades a les dues branques tecnològiques que 
contempla el treball: 
 
1. Màquines Virtuals 
 
2. Xarxes Peer to Peer 
 
A cadascuna d’elles hem aplicat la mateixa metodologia, que a grans trets podria quedar 
resumida en els següents passos: 
 
1. Estudi de investigació sobre el tema 
 
2. Valoració de les alternatives reals existents 
 
3. Disseny i implementació d’una solució concreta i adaptada al tema específic en concret. 
 
El punt tres no obstant no ha estat totalment independent sinó que ha primer s’ha construït la 
base del programa, i després s’hi han anat afegint els canvis necessaris del desenvolupar cada apartat 
que anàvem fent. 
 
Tot seguit mostrarem un estudi detallat de les diferents parts de que ha constat tot el 
desenvolupament del projecte, primer tal com el vam plantejar inicialment i després com a la portada 











Figura 2. Planificació Inicial 
 
Per fer el projecte inicialment vam preparar un planning basant-nos en els diferents passos que 
consideràvem necessaris assolir per a poder arribar al nostre objectiu. Prèviament doncs calia tenir 
clar “què” volíem fer per després plantejar el “com” i “quan” ho volíem fer. A continuació detallarem 
les diferents parts de que el nostre planning ha constat: 
  
 Brainstorming: Inicialment calia decidir el “què” voldríem fer, per això entre el desenvolupador 
i el tutor del projecte calia proposar i contrastar les diferents idees que tinguéssim per a definir 
bé en que consistiria aquest. 
 
 Definició del projecte: Un cop feta la pluja d'idees inicial caldria acotar de manera ben 
concreta i precisa com aquest quedaria per a tenir les idees ben clares per a procedir a 
realitzar-lo. 
 




 Documentació i estudi sobre VMs: Estudi previ sobre Màquines Virtuals, com funcionen i 
solucions existents. 
 
 Documentació i estudi sobre Pastry i FreePastry: Estudi sobre aquestes tecnologies i 
programes per a decidir com les farem servir en el nostre projecte. 
 
 Disseny de una solució que integri totes dues parts: Combinació sobre els coneixements 
adquirits per a donar una solució conjunta i única que satisfaci els nostres requisits. 
 
 Implementació de la solució en Java (i altres tecnologies necessàries): Un cop plantejat com 
ho farem, el següent pas és fer-ho, fer la implementació. 
 
 Disseny del pre-informe: Un cop el programa ja hagi sigut en gran part o totalment dissenyat 
procedirem a redactar l’informe previ per a presentar al tribunal tal com marca el protocol de 
la FIB. 
 
 Testing sobre un cas real a diferents escales: Provarem el correcte funcionament del programa 
i a més estudiarem el seu comportament en diferents casos per a extreure’n conclusions. 
 
 Petita escala: Com es comporta el programa a petita escala. 
 
 Mitja escala: Com es comporta el programa a mitja escala. 
 
 Gran escala: Com es comporta el programa a petita escala. 
 
 Estudi de resultats: Quines conclusions podem extreure sobre els resultats empírics de les 
proves realitzades. 
 
 Disseny de la memòria: Dissenyar el document conegut com a memòria que englobarà tota la 










Figura 3. Planificació Real 
 
Portat a la pràctica el projecte ha quedat tal com es mostra en aquest Gantt. 
 
A diferència de la planificació inicial les tasques no han quedat totalment consecutives sinó que 
algunes s’han realitzat paral·lelament i ha aparegut alguna tasca que inicialment no havíem considerat 
fruit de la portada a la pràctica de la planificació teòrica. Fins i tot hem afegit alguna tasca que potser 
no ocupa una posició molt encapsada dins la linealitat del desenvolupament del mateix, però que 
també ha estat molt notòria i decisiva per al satisfactori avenç d’aquest: tal com podria ser el 
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debugging o el fet d’obtenir les eines per a desenvolupar el projecte. 
 
Fent una síntesis respecte a com aquest ha quedat, finalment no ha diferit gaire de la 
planificació inicial, cosa que indica que va ser força encertada. Bàsicament ens han aparegut, com 
dèiem, alguns imprevistos propis de la portada a la pràctica de el que havia estat inicialment un 
plantejament teòric.  
 
A continuació, fent ús del seguiment setmanal que hem fet de la feina, explicarem en detall 
com aquesta ha anat desenvolupant-se: 
 
 Brainstorming: Inicialment calia decidir el “què” voldríem fer, per això entre el desenvolupador 
i el tutor del projecte vam proposar i contrastar les diferents idees que teníem per a poder 
definir bé en que consistiria aquest. 
 
 Definició del projecte: Un cop feta la pluja d'idees inicial calia acotar de manera ben concreta i 
precisa com aquest quedaria per a tenir les idees ben clares per a procedir a realitzar-lo. 
 
 Configuració de l'entorn: El procés de determinar en quin entorn de treball va ser el primer 
pas per a poder-nos posar “mans a la feina”, primer calia determinar el “terreny de joc” i les 
“peces” que el conformarien per a poder començar a fer la feina. 
 






 Plataforma de desenvolupament (PlanetLab) 
 
En quant a hardware també vam haver de aconseguir el material necessari per a poder 
desenvolupar el projecte, des d’un portàtil per a poder treballar sobre el mateix a tot arreu fins 
a servidors on fer proves; i en el mateix context, vam decidir fer servir PlanetLab que ens oferia 
tot un ventall de possibilitats de servidors i opcions i eines per a treballar-hi i tenir-hi control.  
 
 Decantació per un entorn de treball: En quant a software vam decantar-nos per fer servir 
Linux i software lliure, concretament Ubuntu per ésser fàcil de configurar i tenir una bona 
comunitat al radere; i com a entorn de desenvolupament primerament vam provar amb 
Netbeans, però donat problemes de rendiment i altres que aquest ens presentava, vam acabar 
decantant-nos per Eclipse. 
 
Una decisió més que encertada doncs fins i tots després Eclipse ens va demostrar ser molt 
modular en quant a diferents plugins que encaixaven perfectament amb el nostre projecte. 
Des d’un auxiliar per a dissenyar la interfície gràfica fins a la possibilitat de córrer diferents 
gestors de màquines virtuals. I en tant a Pastry, alguns problemes que teníem amb Netbeans 
van quedar totalment solventats amb Eclipse. 
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El fet de que el programa es desenvolupés en Java ja ens feia pensar en la multi-plataformitat 
d’aquest demostrant-ho després treballant des de diferents ordinadors amb sistemes operatius 
diferents amb cap tipus de problema. Només calia estandarditzar alguns paràmetres trivials 
tals com fer servir nomenclatura UTF-8 en el codi. 
 
 Refresc de antics coneixements assolits durant la carrera sobre el tema: El fet d’haver cursat 
assignatures com SODX que té molta relació amb el tema, fins i tot algunes pràctiques de 
laboratori es van realitzar sobre PlanetLab i fent servir eines de distribució de codi tals com 
CodePloy ens permetien conèixer millor el tema abans de començar. Va caler refrescar alguns 
coneixements però per a tenir-los frescos a l’hora d’abordar diferents problemes així com 
d’altres assignatures, com les de programació i disseny de software per abordar altres 
problemes. 
 
Com hem comentat al principi ens hem cenyit a un dels paradigmes més populars (i efectius) 
de la informàtica com és el de dividir i vèncer i així hem anat desglossant tota la evolució del 
projecte en petites parts. 
 
 Documentació i investigació sobre Pastry: Pastry havia demostrat ésser un sistema peer to 
peer efectiu i solvent, per les referències que en teníem; i per això, vam decantar-nos per ell. 
Vam estudiar-lo una mica i en avançar vam fer els diferents tutorials web que vam anar trobant 
de manera que agaféssim soltura amb ell mateix i poder-lo fer servir per al nostre problema. 
 
 Documentació i investigació sobre FreePastry: Així com Pastry era la versió teòrica de la 
solució FreePastry és la implementació d’aquest en Java i per tant ens va permetre anar-hi 
“jugant” i de petites coses anar-les modulant i fent créixer per a convertir-les en petits mòduls 
o parts que podríem després incorporar o fer servir a la nostra pràctica. 
 
 Realitzat tot el tutorial de la web: FreePastry té un tutorial a la web que ajuda a l’usuari a fer-
ne un aprenentatge progressiu començant per casos molt bàsics per a familiaritzar-se amb ell i 
amb les seves possibilitats fins a tècniques més avançades on deixant de banda coses que 
aquest automatitza un les pogués controlar manualment per a ésser molt precís.6 
 
 Documentació i investigació sobre Local Resource Managers (LRMs): Un cop ja teníem la part 
de peer to peer coberta ara tocava passar a la part de màquines virtuals, durant el treball previ 
amb Eclipse havíem vist que havia plugins capaços de fer justament el que volíem fer, tenir un 
LRM capaç de gestionar recursos propis o externs. Investigant una mica més sobre el tema vam 
acabar trobant la combinació de PTP + OpenMSI, un essent un gestor de recursos en local i 
xarxa i l’altre un administrador de màquines virtuals. Sembla que havíem trobat el que 
necessitàvem. 
 
 Disseny del programa: Un cop estudiades les tecnologies que podríem fer servir vam posar-nos 
a especificar i dissenyar la solució que aplicaríem. I  de cara a com ho faríem ens vam plantejar 
fer servir l’extreme programming, anar pas per pas provant cada petit canvi/avenç per a 
                                                 
6
      Això ens va ser necessari per a controlar coses com el treballar radere una NAT, que potser ha estat una de les parts 
més problemàtiques a l’hora de implementar el programa. 
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assegurar-nos que sempre avançàvem sobre segur. 
 
 Implementació: Arribava l’hora de començar a escriure el programa, vam aprofitar els petits 
exemples que havíem guardat de la fase d’aprenentatge amb FreePastry i vam anar construint 
el programa progressivament. Partint de casos senzills l’anàvem complicant per apropar-se al 
que volíem fer. 
 
 Documentació i investigació sobre màquines virtuals (VMs) i integració en LRM: Un cop 
teníem la base muntada arribava l’hora d’extreure la informació de les VMs i per això vam 
documentar-nos sobre el tema i ens vam trobar amb el més gran obstacle de tot el projecte: 
No existeix a dia d’avui una solució capaç de definir les limitacions a nivell de hardware de les 
màquines virtualitzades. El que més s’hi acosta son les màquines Xen permetent limitar a nivell 
de memòria i de percentatge d’ús de la màquina però cap solució és capaç de ésser específica 
limitant els recursos a nivells individuals: processador, ram, etc. 
 
 
Per tant la solució va partir per haver de emular aquesta funció suposant que en un futur si 
aquest problema es solventa senzillament es pugui adaptar modularment la part del programa 
que s’encarrega d’obtenir la informació de les màquines virtuals i aquest funcionaria 
perfectament. El que hem fet és emular el que aquest suposat “software futur” ens retornaria. 
 
 Disseny de la Interfície d’Usuari Guiada (GUI) sobre el programa: A més del nucli del 
programa també hem dissenyat una GUI fent que el programa pugui córrer de manera 
minimalística sobre una consola de comandes o mitjançant un entorn visual de finestres on 
l’usuari còmodament pugui realitzar totes les opcions del programa de manera còmoda, 
senzilla i intuïtiva. 
 
 Millora contínua del programa i ampliació de les seves funcionalitats: Això més que haver 
estat una etapa pròpiament ha estat un complement que hem anat aplicant durant totes les 
etapes, a vegades ha tocat redissenyar parts del codi per a poder solucionar un problema en 
concret o senzillament anar aplicant canvis o retocs per a que tot pogués anar tirant endavant. 
És menciona aquí perquè també ha estat una part considerable i important del procés. 
 
 Debugging: Un cop el programa ha estat finalitzat s’han aplicat depuracions per a assegurar-
nos del seu correcte funcionament. És un procés que també cal mencionar, tot i que aquest 
també s’ha anat aplicant a petita escala part per part al final de tot també s’ha realitzat de 
manera global i ha comportat el seu temps. 
 
 Documentació i investigació sobre PlanetLab: Ja tenim el programa funcionant sobre els 
nostres ordinadors i servidors propis. Ara intentarem fer-lo funcionar sobre PlanetLab per a 
provar-lo sobre altres màquines i fer les proves de funcionament a gran escala. Per a fer-ho 
primer ha calgut documentar-nos una mica sobre PlanetLab i refrescar els coneixements que ja 
en teníem. 
 
 Problema per treballar radere una NAT: Tot i que a simple vista pot resultar molt simple ha 
estat un dels més grans problemes sinó el que més del projecte, hi ha hagut un procés de 
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documentació respecte a tot el que concerneix NAT i Routing i sobre el propi FreePastry a nivell 
de molt baix nivell doncs sembla que aquest tenia problemes a l’hora de treballar radere NATs. 
Després de un llarg temps de documentació, proves i en definitiva, encarar-se amb el problema 
es va aconseguir solucionar, però mereix un punt propi dins la feina del projecte. 
 
 Preinforme: Arribats a aquest punt on tot ja funcionava correctament, en tot tipus de 
configuracions de xarxa i màquines arribava l’hora de preparar-nos per la recta final del 
projecte. Vam començar per enviar el document que s’ha d’enviar uns mesos previs a la 
presentació del projecte al tribunal, el “preinforme”. 
 
 Memòria: Present document que recull tota la informació tècnica i descriptiva del procés 
d’elaboració i del propi projecte en si. Va ser començat després de tenir un programa sòlid on 
només calia avançar cap a la fase de proves per donar el treball per finalitzat.  
 
 Testing: Aquest treball té un apartat propi a la memòria però bàsicament ha estat plantejat de 
la següent manera. Primer s’ha fet una preparació del propi programa per a poder-li aplicar els 
tests (com fent que es generessin logs o podent controlar coses de forma externa) i després 
s’ha anat configurant l’entorn i els nodes mitjançant eines com PlanetLab Experiment Manager 
i dissenyant un script de configuració d’un node des de 0 per a poder ràpidament configurar 
diferents nodes i fer les proves. 
  
 Adaptació del programa i preparació de l'entorn: Primera fase prèvia del testing on es fa 
l’esmentat, es modifica lleument el programa per a tenir-ne un major control enfocat al 
que voldrem fer el testing i el prepara per a recollir-ne resultats. 
 
 Casos Bàsics: Primer farem proves en casos elementals on anirem augmentant el 
nombre de nodes paulatinament 
 
 
o 5 Nodes: Primera prova on farem una primera presa de contacte i valoració per 
veure si tot funciona correctament. 
 
o 10 Nodes 
 
o 15 Nodes 
 
 Casos complexes: Arribats a aquest punt on ens hem cerciorat de que tot funciona 
correctament i hem extret unes primeres conclusions farem un salt a més nodes per 
veure si en grans dimensions el programa experimenta algun canvi. 
 
o 50 Nodes 
 





 Recollida de resultats: Un cop tot el procés ha acabat extraiem els resultats de les 
proves i en fem un anàlisi per treure’n conclusions al respecte. 
 
 Síntesi: Un cop hem recollit i processat els resultats per a poder-los interpretar hem fet 
un anàlisi d'aquests tant de manera enfocada al programa (que funcioni correctament, 
rendiment, etc.) com d'avaluació de les diferents alternatives de configuració i cerca 
que tenim per veure'n el comportament, comprovar la seva correctesa i treure'n 
qualsevol altre tipus de conclusió que ens resulti interessant. 
 
 Conclusió: A part de les conclusions i observacions tretes dels experiments també podem 
extreure conclusions a mode general; en aquesta part farem valoracions des de diversos 
enfocaments i plantejarem possibles millores a mode posteriori del projecte per a tenir una 
visió global del que tot aquest ha suposat. 
 
 
2.4 Planificació Inicial vs Planificació Real 
 
 Un cop havent vist totes dues planificacions podem treure conclusions sobre com ha variat 
l'una de l'altra: com era d’esperar la planificació real ha diferit una mica de la inicial, doncs com és 
normal la teoria sol ser una i la pràctica una altra, però no han estat excessius els canvis, això ens dona 
una bona senyal de que la planificació inicial era força correcta. De fet, el que ha passat és que tasques 
que inicialment ens havíem plantejat com a una a l'hora de la veritat han estat formades per la suma 
de més d'una, producte de la portada a la “realitat” de un concepte que inicialment era teòric. 
 
 Però vist amb perspectiva realment la planificació real ha estat pràcticament calcada a la 
inicial, amb la diferència de que a vegades un procés estava composat per més d'una “peça”. També 
ens ha aparegut alguna tasca de reforç o complementària,  tal com la del debugging que s'ha anat 
aplicant durant tota la implementació del codi. 
 
 Addicionalment podem veure com a la planificació real les tasques no han estat 
desenvolupades totalment en sèrie sinó que algunes s'han pogut realitzar en paral·lel, cosa que ha 
dotat de més versatilitat tot l'avenç del treball en si. Això per exemple és veu molt amb la memòria, 
que va ser començada no al final, com s'havia plantejat inicialment, sinó un cop un cop el programa ja 
estava construït i només faltava la part de les proves; així vam poder-la anar desenvolupant de manera 
compaginada amb les proves.  
 
 Si que ha aparegut algun problema (com el de la NAT), com és natural i era d'esperar, però 





3. Estudi Econòmic 
 
 Per a realitzar l’estudi econòmic del projecte farem un primer estudi previ 3 parts: una primera 
on farem una valoració a nivell de recursos humans, seguit d’una valoració del cost en quant a 
software emprat per la realització del projecte i després el mateix amb el hardware. Finalment ho 
sintetitzarem tot en un anàlisis conjunt. 
 
 Val a dir que aquest càlcul de cost es hipotètic doncs moltes eines ens han estat cedides per la 
pròpia universitat o obtingudes d’alguna altra manera així com el preu de recursos humans, que tot i 
que el projecte té un cost en crèdits i en professor/s, el cost monetari no es correspon amb el aquí 
mencionat, doncs faria referència al cost de fer el projecte partint des de zero en quant a recursos. 
 
 A continuació, l’estudi: 
 
3.1 Recursos humans 
 
 En quant a recursos humans el projecte ha necessitat de diferents tasques que han estat 
desenvolupades per diferents professionals especialitzats. Només hem tractat amb un únic especialista 
per cada tasca, que ha estat el necessari per a poder-la completar; a continuació, ho exposem en una 
taula: 
 
Recurs Hores Preu/Hora Cost (€) 
Programació 300 8,5 2550 
Disseny gràfic 150 8 1200 
Introducció de continguts 200 7 1400 
Coordinació 400 8 3200 
    
  TOTAL 8350 € 
 
Figura 4. Recursos Humans 
 
3.2 Recursos de software 
 
Respecte al software utilitzat, la majoria ha estat de programari lliure, doncs tècnicament ens 
era idoni per a les característiques de que necessitava el desenvolupament del nostre projecte. Com a 
conseqüència d’això, el propi cost software del projecte ha disminuït molt, però no essent zero perquè 
també hem fet servir algun software privatiu. La explicació recau en el fet de que per a les proves hem 
necessitat testar la multi-plataformitat del sistema i per això hem necessitat de llicències de Microsoft 
Windows XP per a dos ordinadors que funcionen amb aquesta sistema operatiu; així com una llicència 




A la següent taula ho tenim desglossat: 
 
Recurs Quantitat Preu/Unitat Cost (€) 
Diverses distribucions Linux: Ubuntus, Red 
Hats, Debians, ... 
Vàries 0 0 
Eclipse 1 0 0 
FreePastry 1 0 0 
PlanetLab i eines associades 1 0 0 
Llicència Microsoft Windows XP Professional 2 200 400 
Llicència Microsoft Office 2010 Complete 
Professional Suite 
1 380 380 
    
  TOTAL 780 € 
 
Figura 5. Recursos de Software 
 
3.3 Recursos de hardware 
 
El cost del hardware amb el projecte el delimitarem només a les eines pròpies que hem fet 
servir per al desenvolupament d’aquest, tot el cedit per PlanetLab o altres entorns no ho tindrem aquí 
en compte. 
 
Esmentar que tant els ordinadors com els servidors no s’han comprat exclusivament per al 
projecte, tot i així aquí si ho considerarem així per a realitzar el càlcul hipotètic del cost per aquest 
treball en concret. 
 
A continuació a la següent taula: 
 
Recurs Quantitat Preu/Unitat Cost (€) 
Portàtil 1 650 650 
Ordinadors usuari propis 2 1200 2400 
Servidors propis 2 450 900 
    
  TOTAL 3950 € 
 
Figura 6. Recursos de Hardware 
 
3.4 Cost total del projecte 
 
 Un cop vistes les 3 parts en que s’han seccionat els costos, ara veurem una taula amb el cost 




Recurs   Cost (€) 
Recursos humans   8350 
Recursos de software   780 
Recursos de hardware   3950 
    
  TOTAL 13080 € 
 
Figura 7. Cost total del projecte 
 
 Com a apunt final, tot i que el cost econòmic estigui basat en el cas hipotètic de fer el 
desenvolupament del treball des de 0, no ho ha estat el cost en temps, però això és un tema que s’ha 
presentat a l’apartat de planificació.  
 
 Podem apreciar com el software ha estat el menys costós, en això hi té notable importància el 
que majoritàriament haguem treballat amb software lliure. Després tenim el cost en hardware, 
aproximadament de uns 4000 € i el més car ha estat el cost en recursos humans, tenint en compte que 








 Per desenvolupar un projecte tecnològic com és el cas, forçosament havíem de fer-nos servir 
d'aquesta pròpiament, concretament en el nostre cas d’eines pròpies del món de la informàtica. Als 
punts que conformen aquesta secció presentarem les tecnologies principals que hem utilitzat en el 
desenvolupament del projecte; ens centrarem en aquelles que son trivials o que cal a destacar de 
manera especial per aquest; doncs si haguéssim de descriure-les totes no donaríem a l'abast en una 
memòria d'aquesta magnitud. 
 
 Veurem una explicació de les tecnologies que llistem a continuació: 
 
 Màquines Virtuals ( VMs) 
 












 PlanetLab Experiment Manager 
 
4.1 Peer To Peer 
 
 




 Una xarxa Peer to Peer o “de igual a igual” és una xarxa d’ordinadors on tots els ordinadors fan 
alhora les funcions de client i servidor, és a dir, tothom té el mateix rol. Això trenca amb el model 
clàssic client-servidor on existia una jerarquia entre nodes. En aquest cas, tothom té iguals privilegis i 
obligacions a la xarxa. 
 Una utilitat que deriva d’això és que tots els nodes comparteixen la seva informació per igual a 
la xarxa, doncs son iguals en ella, de manera que qualsevol altre node connectat a la xarxa pot 
sol·licitar o enviar informació cap a un altre node, essent tots responsables del contingut global 
d’aquesta; teixint una teranyina que conforma el sistema de la qual tots els nodes d'aquest en formen 
part. 
 Curiosament, degut a aquesta utilitat hi ha certs detractors d’elles, doncs algunes es fan servir 
justament per això,  per intercanviar arxius; i el contingut dels quals pot estar subjecte a les lleis del 
copyright, fent que per tant sigui sensible amb el respecte d'aquestes lleis i pot ser que vulnerin el 
sistema econòmic de propietat intel·lectual que existeix avui en dia. Recentment també han aparegut 
altres usos d'aquestes tals com poden ésser programes de missatgeria instantània o de VoIP on els 
ordinadors es connecten directament entre si sense necessitat de passar per un node intermig. 
 Una altra característica de les xarxes P2P és la optimització de l'ample de banda, doncs com les 
connexions es realitzen de tu a tu, sense passar per un node comú, son diferents vies de comunicació 
les que es fan servir en cada cas. Es fa servir el camí que hi ha entre tots dos nodes i cap altre més, per 
tant només es consumeix l'ample de banda del camí que els uneix deixant a la resta de la xarxa lliure. 
 Això també representa un gran avantatge respecte al model tradicional de client-servidor, 
doncs en el model clàssic tot passa per un lloc i per tant cal que aquell lloc tingui molt d'ample per a 
poder abastir totes les comunicacions concurrents que es realitzen; a més de segurament limitant-ne 
la quantitat que en podien fer servir forçant una comunicació per sota de les característiques màximes 
de velocitat i ample de transmissió que podrien realitzar si no hi hagués un altre node consumint 
recursos. 
 Conseqüència directa d'això explicat també és el fet de la escalabilitat, molt limitada en el 
client-servidor doncs cal ampliar l'ample de la zona comuna (o bé reduir els recursos que es permeten 
fer servir d'aquesta per cada enllaç de comunicació); en canvi en el model P2P com que implícitament 
amb l'ampliació s'afegeixen nous canals de comunicació entre nodes i la càrrega de treball es reparteix 
entre tots aquests, aquesta queda compensada. 
 A continuació explicarem diferents trets de les xarxes peer to peer que cal conèixer per 
entendre-les: 
4.1.1 Usos 
 Com abans hem comentat una de les característiques de les xarxes P2P és que optimitzen tot 
l'ample de la xarxa que aquesta forma, doncs en no ser connexions centralitzades, son directes entre 
nodes diferents i cadascun pot fer servir un canal diferent per transmetre's dades. Per tant, tot i que 
les més conegudes son les aplicacions de compartició d'arxius, totes aquelles que requereixin de 
càlculs distribuïts o transmissions de dades entre diferents nodes de manera contínua, son candidates 
a fer-les servir.  
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 Un cas conegut es Skype, un sistema de telefonia i missatgeria instantània que funciona sobre 
una xarxa P2P; però existeixen moltes altres aplicacions que fan servir aquesta metodologia, com 
programes de grans càlculs numèrics que distribueixen la seva càrrega de treball entre nodes. 
 Un altre exemple és un programa que es va dissenyar a Oxford per fer Investigacions sobre la 
malaltia del Càncer. Aquest programa el que fa és fer proves amb diferents fàrmacs i funcions amb un 
cert component d'aleatorietat, i així va analitzant i traient conclusions dels resultats.  
 La idea en programes de càlculs distribuïts, com el d'Oxford, és que nodes indistints fan proves 
diferents entre si i després es recullen i processen els resultats. Com podem imaginar, això és pot 
aplicar a molts altres camps de la ciència on hi hagi necessitat de fer càlculs amb diferents variables 
que es puguin anar variant en valor de diferents maneres. La xarxa peer to peer, degut a les seves 
característiques, podria realitzar l'experiment en diferents llocs d'aquesta, amb diferents valors de les 
variables, i així realitzar tasques on hi ha un component de combinatòria de una manera molt més 
ràpida i rentable que en un sistema de client-servidor.  
4.1.2 Característiques 
 En aquest apartat ens concentrarem en detallar les principals característiques que comporta el 
model peer to peer, tenint en compte el canvi que té respecte al tradicional model servidor. A 
continuació les presentem i expliquem: 
 Escalabilitat: En no tenir limitacions de creixement, un fort avantatge que tenen les xarxes P2P 
és que permeten ampliar-les de manera il·limitada sense necessitat de recursos addicionals (no 
funcionen de forma troncal, doncs els recursos son els recursos de tots els nodes que en 
formen part i es fan servir de manera independent en funció de l'enllaç de comunicació). De 
fet, quant més gran és una xarxa P2P més robusta és, doncs té més quantitat de informació, 
més consistència si es fan servir rèpliques, i la quantitat de recursos d'aquesta és major.  
 Robustesa: Quant més gran és la xarxa P2P més robusta es doncs la informació es pot trobar 
replicada en més nodes (de manera natural o provocant-ho expressament) i això també 
comporta que a l'hora de fer cerques el resultat s'obtingui abans. També es disminueix la 
fallada del sistema augmentant la consistència: si un node amb una informació cau, gràcies a la 
replicació de la informació que aquest tenia això, no suposa un problema crític per al total 
funcional de la xarxa. 
 Descentralització: En una xarxa P2P pura, no hi han rols, tothom és igual. Per tant, no hi ha 
dependència de cap altre node per establir una comunicació. No depenem de ningú per 
establir un enllaç amb un altre node i per tant això dota de independència de funcionament a 
cadascun dels nodes que la formen. 
 Balanç de càrrega: Tots els nodes sumen a la vegada que resten a la xarxa. És a dir, així com en 
treuen profit descarregant-ne arxius o fent l’ús pel que estigui pensat el sistema, també hi 
aporten els seus recursos i també cedeixen les seves funcions com a servidor per als altres 
nodes. Com més nodes, més recursos (els que aquests aporten). 
 Anonimat: En una xarxa P2P tot node partícip n’ha de ser anònim, només establint enllaços a 
l’hora de comunicar-se però mantenint l’anonimat tant de emissor com de receptor com el lloc 
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on estan allotjats els continguts. Això, com és evident, pot generar problemes amb la clàssica 
propietat intel·lectual doncs la compartició d’arxius es totalment “invisible” i massiva. Per això 
actualment hi ha tants conflictes entre el model de propietat intel·lectual i aquestes xarxes 
emergents a Internet. 
 Seguretat: Bàsica a tot sistema informàtic amb possibilitat d’accés extern. Una xarxa P2P 
hauria de ser capaç de detectar i tractar els nodes amb contingut maliciós, perpetrar la 
autèntica anonimicitat dels nodes participants evitant tècniques com l’sniffing o altres mètodes 
de obtenció de dades privades i assegurar l’ús just dels recursos de la xarxa. 
 Problema de Identificació: 
 Una pràctica molt coneguda a les ISPs i perpetrada al llarg de la xarxa que és Internet, és la de 
usar assignació de IP dinàmica. Això, tot i que raporta avantatges a l’hora de gestionar diferents nodes 
connectats a una xarxa, té la desavantatge que fa difícil la identificació de un node en aquesta. Per 
això, cal inventar tècniques de identificació de nodes que vagin més enllà de la seva direcció IP (doncs 
com diem, no es pot associar una IP a un node concret, doncs la IP d’aquest pot estar subjecte a molts 
paràmetres que la interfereixen). 
 
 Una tècnica que es fa servir per això, és connectar-se a través de proxys (aquests si amb IP fixa) 
i que per tant a l’hora d’establir connexions entre nodes aquestes es facin entre proxys (i radere de 
cada proxy hi ha els nodes finals). Un altre sistema passa per altres tècniques de identificació 
mitjançant sistemes de login o de hashing, que en definitiva, el que aconsegueixen és assignar claus 
úniques per cada node. 
4.1.3 Taxonomia 
 Les xarxes P2P se solen classificar en diferents grups en funció de quan més s'acosten al 
paradigma del peer to peer en definició. Com ens haurem pogut imaginar, no sempre una xarxa és 
totalment P2P, a vegades tenen cert component de client-servidor o de algun tipus de centralització 
resultant en un sistema híbrid entre model tradicional i peer to peer. 
 En aquest apartat voldrem presentar les diferents classificacions que es presenten de les xarxes 
peer to peer, essent la més típica la que acabem de descriure. A continuació presentem els diferents 





Figura 9. Tipus de xarxes P2P 
 Xarxes P2P Centralitzades 
 Versió “menys peer to peer” de les xarxa P2P on encara hi ha un fort component de client-
servidor doncs s'utilitza un servidor central que s'encarrega de establir les connexions i, a la vegada, 
pot també allotjar continguts per a la transferència entre nodes. 
 Històricament van ser les primeres xarxes P2P en aparèixer, doncs va ser el “primer pas” cap a 
aquestes, doncs encara es feia servir un servidor central, com a responsable de les comunicacions, 
però ja la relació entre nodes era pròpia del model peer to peer. De l'únic que s'encarregava el 
servidor era de establir connexions, un cop establerta la comunicació era ja totalment directa entre 
node i node prescindint del servidor. 
 El seu principal problema és la escalabilitat, heretat de la component client-servidor, però a 
canvi, ofereixen una forta consistència de la informació doncs tot el contingut sol estar de manera 
permanent al servidor. 
 Exemples populars d'aquestes xarxes son Napster i Audiogalaxy. 
 Com veiem son els primers programes que es van fer populars en quant a peer to peer, 
deixant-nos veure que els tipus de xarxes peer to peer realment han viscut una evolució que queda 
reflectida també en les aplicacions concretes que fan servir aquest model al llarg de la seva recent 
història. 
  
 Xarxes P2P Pures 
 Una xarxa P2P pura és aquella que compleix amb el paradigma de peer to peer en la seva 
totalitat, és aquella que està totalment descentralitzada, no necessita de cap element extern per al 
seu funcionament més que el propi node i el node amb qui s’estableix la comunicació. Això permet 




 Exemples d'aquest tipus son Kademlia, Ares, Gnutella i Freenet. 
 Si fem un anàlisi històric aquest va ser el segon “salt” en quant a xarxes peer to peer, es va fer 
el pas total de abandonar el model centralitzat a un model completament descentralitzat i 
independent. Un salt que més endavant es va veure que en ésser tant radical comportava junt amb les 
avantatges algunes desavantatges i és per això que més endavant, i ara mateix les estem vivint al dia a 
dia, van aparèixer el següent tipus de xarxa P2P. 
 
 Xarxes P2P mixtes 
 Aquest tipus de xarxa, com el seu nom indica, conté trets propis del paradigma peer to peer 
però també del clàssic model client-servidor. Això ho fa fent servir un sistema centralitzat amb 
diferents servidors que s’encarreguen de fer de “centraleta” entre nodes, gestionant les connexions, 
els recursos i la comunicació. 
 
 Aquesta sistema de servidors alhora és distribuït, per tant tots aquests servidors poden variar 
en nombre i característiques i entre tots ells formen una xarxa descentralitzada entre sí. Els nodes es 
connecten a aquests servidors i els servidors s'encarreguen de guardar només un identificador (i altra 
informació, com poden ser prioritats en funció de la quantitat de recursos que es comparteixen) per 
apuntar als nodes que tenen associats, però el contingut final està només allotjat als nodes finals. 
 Hi ha casos, com en bitTorrent on fins i tot, és permet triar entre diferents tipus de maneres de 
fer sevir la xarxa, o bé amb el model de P2P pur o bé fent servir aquest model híbrid; és a dir, un node 
pot decidir si establir una connexió amb un altre node fent servir aquest sistema o de manera directa 
sense intermediaris amb l’altre node. 
 Exemples d'aquest tipus son el propi bitTorrent, eDonkey/eMule i Direct Connect. 
 Com veiem son els programes més moderns de peer to peer, doncs son els més sofisticats, 
havent primer entrat al model P2P amb els P2P-Centralitzats, després havent fet el canvi total cap a les 
P2P-Pures i finalment adoptant aquest sistema híbrid intentant de manera més flexible aprofitar les 
avantatges de tant un model com de l'altre. I fins aquí ha arribat al dia d'avui, segur que amb el temps 
encara apareixeran nous i més sofisticats plantejaments d'aquest tipus de sistemes. 
 Altres classificacions 
 Tot i que la que aquí vista és la més habitual i popular taxonomia que existeix per a les xarxes 
P2P, també n'existeixen d'altres dignes de menció i per això ho farem a continuació: 
o Estructura 
Una altra classificació pot ser segons si aquestes tenen estructuració o no. 
 Les xarxes sense estructura són aquelles on els nodes no tenen cap tipus de informació sobre 
la resta de nodes del sistema ni de com és la pròpia estructura de la xarxa en si. Això implica que quan 
es fa una cerca, rebre resposta satisfactòria depengui de si trobem un node que casualment conté el 
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que cerquem7, doncs no hi ha un ordre ni una estructura en quant al contingut de la xarxa, que 
permeti saber amb certesa si existeix i, si existeix, on es troba un arxiu a la xarxa. Una segona 
implicació és que com que les cerques es fan per flooding, això satura la xarxa amb diferents cerques 
per trobar un element en qüestió que si el sistema fos més determinística es trobaria abans i sense 
consumir tants recursos. 
 Les xarxes amb estructura, són, les que a diferència de les no estructurades, registren el 
contingut de la xarxa en una taula de hash distribuïda (DHT) on cada node del sistema es 
responsabilitza de una part concreta del contingut global del sistema. Per aconseguir això, els 
continguts s’identifiquen mitjançant una funció de hash que fa que la localització dels continguts sigui 
determinística; a l’hora de fer una cerca s’aplica un algoritme de determinació ubiquacional i es fa una 
cerca directa cap al lloc en qüestió. 
 Un exemple de xarxa P2P estructurada seria CAN, que funciona a través d’un algoritme que 
genera un mapa, que serveix per accedir directament al “lloc” on haurà de estar un contingut (és com 
una funció de hash que transforma la posició d’un element en coordenades deterministes o quasi-
deterministes dins un mapa virtual). Altres exemples són Tapestry, Chord i el propi Pastry. 
 Com a exemples de xarxes no estructurades trobem Gnutella, Napster i KaZaA. 
o Cronològica 
 Un altre tipus de classificació que podríem realitzar és una classificació purament cronològica 
d'aquestes (tot i que com hem vist també va molt associada a la classificació tipal que se'n fa), doncs la 
pròpia evolució natural que han viscut les xarxes P2P dona lloc a diferents etapes o generacions per 
que aquestes han passat: 
 Primera generació: La evolució cap al paradigma de P2P que hem descrit, va ser gradual, 
primer van aparèixer les primeres xarxes que seguien amb el model clàssic (centralitzades) 
però que començaven a presentar característiques de xarxes P2P com és el cas de Napster. Un 
servidor seguia sent el nexe entre nodes, però només a mode de posar-los en contacte. Un cop 
aquests dos establien connexió s’enviaven la informació entre si a nivell de manera totalment 
directa i independent al servidor. 
 Segona generació: Aquesta segona va ser responsable del voler-se aproximar al màxim al nou 
paradigma de xarxa informàtica que era el P2P. És va fer el canvi total de client-servidor a peer 
to peer, desembocant en sistemes P2P totalment purs per tant essent descentralitzats i amb 
independència de nodes entre si. Un sistema totalment horitzontal que no depèn de ningú en 
concret per funcionar. 
 Tercera generació: Es parla de la següent evolució de les P2P quan entrem a la “sofisticació” 
d’aquestes. Des de reaprofitar avantatges que tenien les xarxes centralitzades amb models 
híbrids fins a temes com la aplicació de un anonimat total tant en els propis nodes com en el 
missatge, participants i canal comunicatiu en si. També hi ha hagut “sofisticació” en termes de 
seguretat en quant a contingut i funcionament del sistema. Per tan, en definitiva el concepte 
                                                 
7
      Està clar que factors com la popularitat de l’arxiu o la replicació d’aquest intervenen directament a la probabilitat de 
èxit en la cerca. 
27 
 
clau en aquesta última onada de xarxes peer to peer és la sofisticació dels diferents trets que 
aquestes presenten. 
o Anonimitat 
 Una altra classificació que existeix a les xarxes peer to peer és en funció del grau de anonimitat 
que es manté respecte als membres formants i el contingut d'aquests i de la xarxa. Seguint aquesta 
taxonomia tenim xarxes P2P: 
 Sense anonimat: El seu nom ho diu tot; sobretot les primeres xarxes eren d’aquest tipus, el 
model peer to peer era molt recent i es buscava arribar-hi abans de poder-se plantejar 
perfeccionar certs aspectes com el que estem tractant aquí. 
 Amb identificació d’usuari: Cada node és únic a la xarxa, es fa servir un sistema de login cosa 
que per una banda identifica el node i per un altra se solventa el problema de identificació 
d'un node dins el sistema. 
 Xarxa privada: Hi ha xarxes peer to peer privades, només si pot accedir si es té permisos i per 
tant no tothom en pot obtenir informació. 
 Friend 2 Friend: Tipus de xarxes P2P on les connexions només estan permeses amb nodes de 
confiança. Es poden utilitzar tècniques de xifratge com signatures virtuals o altres. Per tant 
estem restringint els nodes que amb qui ens podem comunicar. 
4.1.4 Controvèrsia 
 Com a l'ús de distribució d'arxius que poden tenir, com hem comentat aquestes poden 
compartir arxius que estiguin sota lleis de propietat intel·lectual o Copyright, o fins i tot sota Copyleft, 
Creative Commons, GPL, o altres llicències que estan subjectes sota unes normes que cal que es 
compleixin a l'hora de distribuir els arxius i això no sempre es controla en una xarxa P2P. 
 Segons la llei actual, és legal descarregar contingut amb Copyright sempre que aquest sigui per 
ús propi i no hi hagi ànim de lucre. Tot i així es difícil de controlar quin és l’ús final que es donarà als 
arxius descarregats. 
 Un altre punt problemàtic és la naturalesa dels arxius: com a tot sistema de distribució, no hi 
ha filtre en quant a “què es comparteix”, i per tant, així com en un viatge en vaixell poden viatjar 
armes, drogues o mercaderia il·legal. En una xarxa P2P també poden viatjar virus, documents privats, 
pornografia infantil, etc. 
 Hi ha mecanismes de control dels continguts que intenten frenar una mica aquest problema i 
segurament amb el temps n'apareguin de nous i millors doncs és una part de les xarxes peer to peer 
on encara no s'ha indagat massa. 
4.1.5 Taula de Protocols/Xarxes P2P 
 La següent taula ens mostra informació de diferents protocols i xarxa associada peer to peer 




Protocol/Xarxa Ús Aplicacions que el fan servir 
ANts P2P 
Intercanvi d’arxius, distribució d’arxius, 
distribució d’àudio/vídeo 
ANts P2P  
Ares Intercanvi d’arxius  Ares Galaxy, Warez P2P, KCeasy, jAres P2P  
BitTorrent 
Intercanvi d’arxius, distribució d’arxius, 
distribució d’àudio/vídeo 
BitTorrent, µTorrent i altres 
Direct Connect Intercanvi d’arxius, xat 
DC++, NeoModus Direct Connect, SababaDC, 
BCDC++, RevConnect, fulDC, LDC++, CzDC, 
McDC++, DCDM++, DDC++, iDC++, IceDC++, 
Zion++, R2++, rmDC++, LinuxDC++, LanDC++, 
ApexDC++, StrongDC++ 
eDonkey Intercanvi d’arxius 
aMule, eDonkey2000, eMule, eMule Plus, 
FlashGet, iMesh, Jubster, lMule, MLDonkey, 
Morpheus, Pruna, Shareaza, xMule 
FastTrack Intercanvi d’arxius 
giFT, Grokster, iMesh, Kazaa, KCeasy, 
Mammoth, MLDonkey, Poisoned 
Freenet Emmagatzemament de dades distribuït  Freenet, Entropy 
GNUnet Intercanvi d’arxius, chat GNUnet, (GNUnet-gtk) 
Gnutella Intercanvi d’arxius 
BearShare, Cabos, FilesWire, FrostWire, 
Gnucleus, Grokster, gtk-gnutella, iMesh, Kiwi 
Alpha, LimeWire, MLDonkey, Morpheus, MP3 
Rocket, Poisoned, Shareaza, Swapper, XoloX, 
KCEasy 
Gnutella2 Intercanvi d’arxius 
Adagio, Gnucleus, Kiwi Alpha, MLDonkey, 
Morpheus, Shareaza, TrustyFiles 
JXTA Aplicacions distribuïdes 
Collanos Workpace (software col·laboratiu), 
Sixearch 
Kad Intercanvi d’arxius aMule, eMule. MLDonkey 
Napster Intercanvi d’arxius Napigator, Napster 
OpenNap Intercanvi d’arxius WinMX, Utatane, XNap, Napster  
Osiris sps creación de portales web anónimos Osiris (Serveless Portal System)  
P2PTV Streaming de vídeo 
TVUPlayer, Joost, CoolStreaming, Cybersky-
TV, TVants, PPLive, LiveStation,Sopcast 
PDTP Streaming e Intercanvi d’arxius PDTP 
Peercasting Streaming PeerCast, IceShare, FreeCast, Rawflow 
Pichat Xat i intercanvi d’informació Pichat, Pidgin, Moonchat, C4 
Usenet Grups de notícies  
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Figura 10. Taula de xarxes P2P 
 Altres xarxes: Applejuice, Audiogalaxy, Avalanche, CAKE, Chord, The Circle, Coral, Dijjer, 
FileTopia, Groove, Hamachi, iFolder, konspire2b, Madster/Aimster, MUTE, NeoRouter, OpenFT, 
P-Grid, IRC, MojoNation, Mnet, Octoshape, Omemo, Overnet, Peersites, Perfect Dark, Scour, 
SharingZone, Skype, Solipsis, soribada, Soulseek, SPIN, Swarmcast, WASTE, Winny, Wippien. 
 





Figura 11. Emulador de màquines virtuals 
 
4.2.1 La virtualització 
 A mesura que el hardware ha anat millorant s’ha permès que els recursos amb els que pot 
treballar el software siguin molt més grans i és per això que a vegades els programes no necessiten del 
total del potencial físic de la màquina per funcionar. Si a això li sumem la possibilitat de poder realitzar 
concurrentment diferents tipus de tasques ens trobem que la virtualització ens és una eina molt útil 
per aquestes situacions. 
 El concepte de virtualització es basa en la possibilitat de administrar els recursos de una 
màquina de manera que s’adeqüin a les necessitats de l’ús que se’n fa així permetent que els recursos 
sobrants es puguin fer servir per una altra tasca/usuari. Nosaltres ens centrarem en la virtualització de 
màquines, que, a efectes pràctics, és directament emular tot el sistema operatiu per a tenir un entorn 
de treball complert i tenir vàries virtualitzacions com si de ordinadors independents es tractés. 
 Característiques de la virtualització 
La virtualització té unes característiques algunes de les quals intentarem descriure a continuació: 
 Optimització de recursos: Cada tasca consumeix únicament els recursos que necessita així 
aprofitant la totalitat de recursos de la màquina per a tantes tasques com sigui possible. 
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 Reducció de costos espai i consum: En necessitar només una màquina física per fer les 
funcions que executarien diferents ordinadors, reduïm els costos de espai que aquests 
ocuparien, així com de consum elèctric, hardware i manteniment d’aquests reduint-ho tot a 
una sola màquina. 
 Centralització de la gestió de les dades: en dependre tot de una màquina física final la gestió 
deixa de ser individual per unificar-se en un sol lloc de control on es poden parametritzar i 
configurar cadascuna de les màquines virtuals a les que es dona cabuda des de la màquina. 
I tots els avantatges imaginables de unificar les màquines en un sol lloc permetent donar-les d'alta i 
baixa i controlar-les de manera centralitzada. 




Figura 12. Arquitectura típica d’una màquina virtual 
 
 Una Màquina Virtual (VM) és una “instal·lació de sistema operatiu completament aïllada 
respecte al sistema operatiu normal de la màquina”8. Les màquines virtuals actuals poden ésser 
emulades via software o hardware. 
 Una VM és una implementació d'una màquina (per exemple un ordinador) que executa 
programes com una màquina física. Les màquines virtuals se separen en dues majors categories, en 
funció del seu ús i el seu grau correspondència amb alguna màquina real. Una màquina virtual del 
sistema proveeix una plataforma complerta que permet la execució total d'un sistema operatiu. 
 De totes maneres, una VM com a procés està dissenyada com per a que funcioni com un sol 
programa, el que vol dir que només funciona com a un únic procés. Una característica essencial d'una 
màquina virtual és que el software que funciona dins aquesta està limitat als recursos i abstraccions 
que aquesta li ofereix. Està limitat al món virtual que el conté. 
 Popek i Goldberg9 van descriure una màquina virtual com a “un eficient i isolat duplicat d'una 
màquina real”. Actualment les màquines virtuals no tenen una directa correspondència amb cap 
hardware real. 
 Les màquines virtuals han evolucionat en dos tipus de versions en els nostres dies, que tot i en 
essència ésser el mateix, en el que es diferencien és en el mode d'execució. A continuació expliquem 
cadascuna d'elles: 
                                                 
8
       "Virtual Machines: Virtualization vs. Emulation". Citat al 2011-03-11. 
9
       Popek i Goldberg eren investigadors informàtics i van establir un conjunt de condicions per definir quan una 
arquitectura d’un computador pot suportar una virtualització de manera correcta. 
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 Màquines virtuals de sistema 
 Múltiples entorns de OS poden coexistir al mateix ordinador, en una forta isolació entre 
cadascun 
 La màquina virtual pot proveir una arquitectura de conjunts de instruccions (ISA) que és 
d'alguna manera diferent en aquest aspecte respecte a la màquina real 
 Aprovisionament d'aplicacions, manteniment, alta disponibilitat i tolerància a errades 
 Els principals desavantatges d'aquestes VMs son: 
 Una màquina virtual és menys eficient que una màquina real quan aquesta accedeix al 
hardware indirectament 
 Quan múltiples VMs funcionen de manera concurrent al mateix host físic, cada VM pot tenir un 
diferent i inestable funcionament (velocitat de execució i no resultats) que depenen en gran 
mesura del balanç de càrrega imposat al sistema per altres màquines virtuals, a no ser que es 
facin servir tècniques especials per a la isolació temporal entre diferents màquines virtuals. 
 Diferents VMs, cadascuna funcionant en el seu sistema operatiu (anomenat sistema operatiu 
convidat), son freqüentment utilitzades en la consolidació d'un servidor, on diferents serveis que son 
utilitzats per funcionar en màquines individuals per evitar la interferència, son en aquest cas utilitzats 
en VMs separades dina la mateixa màquina física. 
 La necessitat de executar diferents sistemes operatius va ser la principal motivació per les 
màquines virtuals, doncs va permetre compartir en el temps un mateix ordinador entre diferents 
tasques de Sistema Operatiu. En alguns aspectes, una màquina virtual del sistema pot ser considerada 
una generalització del concepte de memòria virtual que històricament el precedeix. Els CP/CMS de 
IBM, els primers sistemes que van permetre una virtualització total, van implementar la compartició 
en el temps proveint cada usuari amb un sistema operatiu uni-usuari, el CMS. 
  A diferència de la memòria virtual, una màquina virtual del sistema permetia a l'usuari utilitzar 
instruccions privilegiades dins el seu codi. Aquest mètode tenia certs avantatges, de fet, permetia als 
usuaris d'afegir dispositius d'entrada i sortida no permesos pel sistema estàndard. 
 Els sistemes operatius guest no tenen perquè ser tots iguals, fent possible executar diferents 
SOs al mateix ordinador (per exemple Microsoft Windows i Linux, i antigues versions d'un sistema 
operatiu per executar software que ja no és suportat per les últimes versions). L'ús de màquines 
virtuals per suportar diferents guest SOs s'està tornant popular en els sistemes operatius incrustats; un  
ús típic és suportar un sistema operatiu a temps real a la vegada que un SO d'alt nivell com Linux o 
Windows. 
 Un altre ús pot ser testejar nous sistemes operatius que corrin sobre un entorn virtual, així 
evitant possibles problemes sobre la màquina. A més, les màquines virtuals tenen altres avantatges 





 Màquines virtuals de procés 
 Una màquina virtual de procés, a vegades anomenada simplement com a aplicació de màquina 
virtual, funciona com una aplicació normal dins un sistema operatiu host i només suporta un sol 
procés. És creada quan aquest procés és creat i destruïda quan aquest acaba. El seu propòsit és 
proveir un entorn de programa independent de la plataforma10 que abstregui detalls del hardware o 
sistema operatiu en el que corre, i permeti el programa executar-se de manera igual en qualsevol 
plataforma. 
 Un procés de VM prové un alt nivell d'abstracció en comparació similar al d'un llenguatge de 
programació d'alt nivell (comparat a la abstracció ISA de baix  nivell de les màquines virtuals de 
sistema). Les màquines virtuals de procés són interpretades mitjançant un intèrpret. El rendiment 
equiparable a altres llenguatges de programació compilats és aconseguit gràcies a tècniques de 
compilació just-in-time. 
 Aquest tipus de màquines virtuals ha esdevingut molt popular gràcies al llenguatge de 
programació Java, que és implementat a través de la Java Virtual Machine. Altres exemples inclouen la 
màquina virtual Parrot, que funciona com una capa abstracta per a diferents llenguatges interpretats, i 
el .NET Framework, que funciona a una màquina virtual anomenada Common Language Runtime. 
 Un cas especial de VMs de procés son sistemes que abstreuen els mecanismes de comunicació 
de un clúster informàtic (potencialment heterogeni). Aquestes màquines virtuals no consisteixen en 
un sol procés, sinó en un procés per màquina virtual al clúster. Son dissenyades per facilitar la tasca de 
programar aplicacions paral·leles permetent al programador focalitzar els seus esforços en els 
algoritmes en comptes de en els mecanismes de comunicació proveïts per la interconnexió i el sistema 
operatiu. No oculten el fet de que la comunicació és duu a terme, i per tant, no pretenen presentar el 
clúster com una sola màquina virtual paral·lela. 
 
 A diferència d'altres màquines virtuals de procés, aquests sistemes no proveeixen un 
llenguatge de programació específic, però son incrustats en un llenguatge ja existent; típicament un 
sistema així dona suport per a diferents llenguatges (per exemple C i FORTRAN). Alguns exemples son 
PVM (Parallel Virtual Machine) i MPI (Message Passing Interface). No son estrictament màquines 
virtuals, doncs les aplicacions que hi corren tenen accés a tots els serveis del sistema operatiu, i doncs 
no estan inclosos en el model de sistema definit com a “Màquina Virtual”. 
 Al nostre projecte la idea és compartir màquines virtual de sistema, per tant aquestes 
funcionaran a mode d'objecte dins el nostre sistema. No obstant, el nostre sistema funcionarà a mode 
de màquina virtual de procés essent una plataforma que permet fer de intermediari entre hardware i 
software, a mode que ho faria un Middleware.  
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 Java és un llenguatge orientat a objectes desenvolupat al 1995 per Sun Microsystems, que té 
les propietats de ser versàtil i còmode de treballar i tot que per nosaltres no és l'objectiu principal, 
també té el tret característic de ser multi-plataforma. No obstant per a nosaltres si que és important el 
fet de que ha estat fet servir durant tota la carrera i és el llenguatge en que FreePastry (veure més 
abaix) està implementat, cosa que ens ha fet decantar per aquest. 
 
 Fent un repàs a la seva història, per entendre'l millor, Java va néixer a principis dels anys 90 
sota una forta influència de C (i C++) però simplificant processos i automatitzant eines de baix nivell11 
apuntant així a ser un llenguatge de programació potent a la par que senzill per a l’usuari. 
 
 A continuació veurem una mica més en detall què hi ha al radere d'aquest llenguatge perquè el 
puguem entendre millor: 
 
4.3.1 Història 
 Java va néixer com un llenguatge de programació per al Green Project de Sun Microsystems al 
1991 i va ser desenvolupat per 13 persones dirigides per James Gosling. Inicialment es va dir Oak (per 
un roure que hi havia a la finestra de la oficina de Gosling). Després, en adonar-se que la marca Oak ja 
estava agafada per una empresa de adaptadors de targetes gràfiques, va passar a ser renombrat com a 
Green i més tard com a Java, nom en principi atribuït d’una llista de paraules arbitràries.12 
 La idea de Java va néixer com un llenguatge semblant a C++ (potent i versàtil) però facilitant i 
fins i tot automatitzant tasques amb especial enfoc a implementar una màquina virtual que sobretot 
ajudava molt a la multi-plataformitat del llenguatge (la màquina virtual Java funciona en molts entorns 
i interpreta els bytecodes de les classes Java transformant-los a ordres pròpies de l'entorn on 
s'executa). 
 A mesura que ha anat avançant en versions s'han anat afegint llibreries i en definitiva ampliant-
lo i fent-lo més capaç de manera que passi a ser un llenguatge amb certes limitacions a un llenguatge 





                                                 
11
  Com la manipulació directa de punters o els accessos a memòria. 
12
    Com a curiositat, hi ha rumors que diuen que el nom pot ser un acrònim dels seus dissenyadors (James Gosling, Arthur 
Van Hoff, y Andy Bechtolsheim) o de Just Another Vague Acronym (“només un altre acrònim més”). De totes maneres, la 
hipòtesi que amb més certesa es té es la de que Java ve pel tipus de cafè que es servia a una cafeteria a la que 
freqüentaven (d’aquí també que la icona de Java sigui una tassa de cafè). Això també està reforçat pel fet que els 4 primers 




 A l'hora de crear el llenguatge eren 5 ben remarcats: 
 Fer servir la metodologia pròpia de la programació orientada a objectes 
 Multi-plataforma 
 Incloure suport per treballar en xarxa 
 Permetre la execució de codi remotament 
 Fàcil de fer servir i aprofitar els avantatges de altres llenguatges orientats a objectes 
(com C++) 
 Tot i tots ells ser importants, remarcarem sobretot els dos primers. Els darrers: incloure suport 
per treballar en xarxa, Permetre la execució de codi remotament, Fàcil de fer servir i aprofitar els 
avantatges de altres llenguatges orientats a objectes (com C++), tots ells conformen característiques 
que estan contemplades però son d’un caire més pràctic: Des de el disseny conceptual del propi 
llenguatge a llibreries o eines potents incorporades en aquest, que augmenten considerablement el 
potencial funcional i pràctic del sistema. 
 Com a característica concreta comentarem el “Recol·lector de brossa” i altres propietats. 
 Un tema delicat a altres llenguatges, com a C, és el tractament de la memòria: així com cal 
reservar l’espai necessari per a variables, funcions i altres necessitats del programa, també cal 
recordar-se en tot moment de lliurar-la un cop acabada de fer servir; això, no obstant, es pot tornar 
una feina bastant complexa i sensible i un dels objectius de Java és simplificar aquestes tasques menys 
primàries, és per això que s’ha dissenyat el recol·lector de brossa. 
 A Java, els objectes només es creen, no cal preocupar-se de quan ni com alliberar l’espai de 
memòria que aquests creen després; d’això se n’encarrega el recol·lector de brossa, que s’encarrega 
de eliminar els objectes i alliberar l’espai de memòria que aquests feien servir un cop no queden 
referències a aquest en execució.  
 Fer servir la metodologia pròpia de la programació orientada a objectes 
 Seguint el paradigma de la programació orientada a objectes: un mètode de disseny de 
software que es focalitza en el fet que les dades que es facin sevir en un programa vagin lligades a les 
operacions encapsulades en entitats anomenades objectes. Una manera de veure un objecte és com 
un packet que  conté el comportament (les funcions) i l'estat (les dades) d'un element. 
 Això comporta dues avantatges: la independència conceptual d'elements dins el programa (a 
gran escala això pot reportar molts beneficis en quant a gestió, organització i consistència) i també 
lligat al tema de l'encapsulació, que els objectes puguin ser re-aprofitats en altres programes (això és 
una de les metes últimes de la enginyeria del software i de la informàtica en general: el no fer una 





 Potser el focus més important de Java és el seu intent de poder ser executat sobre qualsevol 
tipus de hardware (fent així hardware independent de software), no és d'estranyar essent doncs, el 
axioma d'aquest llenguatge: “write once, run anywhere” (escriu-ho un cop, executa-ho a tot arreu). 
 Per aconseguir-ho el codi Java es compila i es genera un bytecode que pot interpretar una Java 
Virtual Machine instal·lada sobre qualsevol suport, qui a la vegada fa de traductor entre aquest 
bytecode i el llenguatge màquina propi de l'aparell en qüestió 
 En aquest sentit hi han hagut problemes amb Microsoft, qui aplicant la seva restrictiva política 
privativa, es negava a donar suport a les interfícies RMI i JNI a més d'altres traves per impossibilitar la 
execució satisfactòria de codi Java sobre Windows i els seus productes. Sun va demandar 
victoriosament a Microsoft i tot i que encara hi han algunes traves (com que Internet Explorer no 
executa Java de manera nativa, necessitant de plugins), els propis Sun han dissenyat programes per 
permetre un ús d'aquest llenguatge sobre les plataformes ofertes per la gran companyia de Bill Gates. 
 Per aconseguir aquesta adaptabilitat cal fer que la Java Virtual Machine sempre sigui present i 
faci de catalitzador entre codi i hardware, no essent una transformació totalment directa del codi cap 
al hardware de la màquina. Això implica un desavantatge en quant al rendiment, sobretot en 
programes de gran envergadura on la potència de càlcul és vital per al seu èxit. Tot i que s'han anat 
fent progressos al respecte, és molt difícil que arribi a assolir el nivell d'eficiència d'altres llenguatges, 
preu a pagar per la seva multi-plataformitat. 
 No obstant això el llenguatge s’ha fet molt popular en els últims anys, recolzat per la indústria 
degut a la seva robustesa, practicitat i portabilitat fent-lo un dels llenguatges més populars en el món 
de la programació. I no s’ha limitat només a ordinadors, aquest també funciona sobre dispositius 
mòbils i altres sistemes de menor envergadura, en part, gràcies a versions adaptades com el J2ME13, 
que està optimitzat i reduït al màxim per funcionar especialment sobre dispositius electrònics de 
consum. 
 Des de telèfons mòbils, a targetes de crèdit, GPS, sintonitzadors de TV i un llarg etcètera. 
Després tenim versions que funcionen a mode de applet que permeten ser incrustades directament 
sobre codis webs en protocols com el HTML, o servlets per a servidors millorant el rendiment que 
abans es tenien en aquests processos a més de simplificant-los gràcies a que tot corre sobre la JVM i 
no en processos independents. 
 Tot i així, Java també té un mercat molt gran als ordinadors de sobretaula i portàtils on eines 
com les llibreries Swing i SWT permeten dissenyar aplicacions amb interfície gràfica de manera fàcil, 
intuïtiva i còmoda per a l’ús de l’usuari. Tots el sistemes operatius incorporen o tenen un entorn de 
funcionament Java (JRE14) per a poder fer funcionar aplicacions Java en ell. 
 Tot i la seva gran acceptació15 i força en quant a portabilitat, encara li queda molt de camí (la 
multi-plataformitat total i perfecta és molt difícil d'aconseguir per no dir utòpica) i, d'aquí que hi ha 
                                                 
13
 Java 2 Platform Micro Edition 
14
 Java Runtime Environment 
15
 Jo mateix he fet tota la carrera en aquest llenguatge. 
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qui faci burla de l’eslògan de Java dient “Write once, debug everywhere” (escriu-ho un cop, depura-ho 
a tot arreu). 
4.3.3 Crítiques 
 La sintaxis de Java és filla quasi directa de C++ amb la diferència que ha estat construït des de 0 
per ser un llenguatge totalment orientat a objectes. Però aquest realment no és un llenguatge 
totalment orientat a objectes (a diferència de Ruby o Smalltalk); per motius de fer-lo eficient, en 
alguns casos es tracta amb valors directes que no són objectes; degut a la seva construcció, a vegades 
obliga a ser massa redundant per arribar a un resultat que amb altres llenguatges (com C) s’obté més 
ràpidament; i altres, derivats de la seva intenció de simplificar la feina per al programador que limiten 
el seu potencial total. 
 Sobretot, el seu principal desavantatge és en quant al rendiment que és conseqüència 
intrínseca del seu axioma de portabilitat que obliga a realitzar-ne un tractament previ que fa el 




 Un cop hem vist Java, ara veurem l’entorn Eclipse, que tot i ser una “eina” per treballar sobre 
Java, tal és la seva importància i popularitat (hi ha tota una comunitat al radere que fins i tot arriba a 
rivalitzar amb la de Java) que ha esdevingut fins i tot una pròpia influència molt important en l’avenç 
del propi llenguatge en qüestió. A efectes pràctics, nosaltres l’hem fet servir per desenvolupar el 
nostre programa degut a que és un entorn còmode de treballar i molt potent, gràcies a eines com un 
assistent per a la edició de la interfície visual o facilitats a l’hora de programar i compilar el programa. 
Com a afegit, és multi-plataforma cosa que ens permetrà testejar el sistema des de diferents sistemes 
operatius i així comprovar la seva versatilitat. 
 
 Eclipse és una comunitat open source, amb diferents projectes tots ells enfocats en construir 
una plataforma de desenvolupament oberta composta per diferents eines i programes per construir 
software en totes les seves etapes. Eclipse Project va ser inicialment creada per IBM al novembre del 
2001 passant després a Eclipse Foundation i avui en dia essent formada per molta gent (tant 
individuals com organitzacions) de diferents llocs de la indústria del software. 
 
 Avui en dia no només funciona sobre Java i son incomptables els plugins i eines que aquest 
incorpora dissenyats pels propis programadors de Eclipse o fins i tota per la pròpia comunitat que 












 Pastry és un model genèric, escalable i eficient de xarxa P2P. Degut als anys d'experiència que 
porta a l’esquena permet el disseny d'una xarxa descentralitzada ordenada amb tolerància als errors a 
través de diferents nodes d'Internet. A l'hora de fer cerques Pastry és determinista, i de manera 
general distribueix el càlcul proporcionalment pels diferents nodes, permet la replicació de informació, 
es tolerant a errades i fa servir tècniques de caching per optimitzar el procés de comunicació. 
 
A continuació detallarem les característiques de Pastry: 
 
 Tot node dins la xarxa està identificat per un nodeId de 128 bits. A l'hora de fer una cerca, amb 
el missatge s'adjunta un nodeId i Pastry enruta el missatge cap al nodeId que numèricament és 
més pròxim al nodeId passat. 
 
 El número de “salts” que haurà de fer entre nodes en enviar un missatge per trobar el seu 
destí, així com la grandària de la taula de routing de cada node, serà de l'ordre O(log N), essent 
N el nombre de nodes actius de tota la xarxa. 
 
 Cada node guarda informació sobre els seus L veïns i això s'anomena el seu leaf set, i és 
responsable de notificar quan s'adhereixen nous nodes, quan nodes fallen, cauen o es tornen a 
recuperar. 
 
 Pastry té en compte la “proximitat” entre els nodes (amb tècniques semblants al resultat de fer 
pings) i intenta minimitzar la distància que ha de travessar un missatge per anar d'un node a un 
altre. 
 
 La xarxa Pastry és completament descentralitzada, escalable, auto-organitzada i flexible a la 
inclusió/partida de nodes. 
 
 Les aplicacions que corren sobre Pastry poden aprofitar les seves capacitats de les següents 
maneres: 
 
 Ser mapejades a un nodeId concret: una aplicació que corre sobre una xarxa Pastry 
automàticament va associada al nodeId del node que aquesta representa sobre la xarxa, per 
tant això li dona un caire posicional determinista dins ella. 
 
 Inserir objectes: Objectes concrets poden ser inserits a la xarxa fent servir la seva nodeId com 
a clau. Quan un node rep un missatge amb un objecte replica aquest entre la resta de k-1 
nodes més pròxims a ell. 
 
 Accedir objectes: Es pot accedir a un objecte mitjançant el seu nodeId associat assegurant que 
sempre es trobarà sempre que un dels k nodes que tenen una rèplica d'aquest estigui operatiu. 
 
 Disponibilitat i persistència: Aquelles aplicacions interessades en la disponibilitat i persistència 
de diferents objectes poden aprofitar-se del següent en relació a com els nodes s'uneixen, 
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cauen o es recuperen: les rèpliques dels objectes son mantingudes als k nodes amb nodeIds 
més pròxims al nodeId de l'objecte. Això sempre es compleix per k > 1 gràcies al fet que Pastry 
manté els leaf sets i notifica a les aplicacions de canvis en aquests quan es dona un 
esdeveniment que hi afecti. 
 
 Diversitat: La assignació de nodeIds és totalment uniforme i aleatòria, això implica que els 
nodes amb diferents nodeIds son bastant heterogenis en quant a localització geogràfica, 
propietari, subxarxa a la que estan vinculats, etc. Per això, el fet que un problema pugui 
atènyer a un grup conjunt de nodes es força improbable, doncs la diversitat i pluralitat 
intrínseca d'aquests, degut al sistema, és molt alta.  
 
 Balanç de càrrega: Tots els nodeIds s'assignen aleatòriament i es distribueixen uniformement a 
l'espai d'identificadors de Pastry de 128 bits sense necessitat d'una coordinació global; això, 
implica un bon emmagatzematge i distribució de càrrega a través dels diferents nodes de la 
xarxa així com una distribució de l'ús dels canals de comunicació entre els seus nodes. 
 
 Caching: Aplicacions i objectes en nodes poden ser cachejats a Pastry a través dels missatges 
de inserció i cerca per després aprofitar total o parcialment el recorregut per a noves cerques. 
A això hi influeix un mecanisme propi de Pastry que té en compte la proximitat facilitant i 
efectivitzant les cerques en nodes de proximitat en primera o segona instància. Entre altres 
coses es manté informació dels nodes del leafset fent que la comunicació de notificacions 
entre aquests sigui molt ràpida i eficaç. 
 
 Disseminació eficient i escalable de la informació: Les aplicacions sobre la xarxa poden 
realitzar missatges en multicast realitzant l'estudi del camí a la inversa (reverse path 
forwarding) per trobar els nodes més pròxims a un donat nodeId. Lligant-ho amb lo esmentat 
al punt anterior, dels mecanismes de proximitat de Pastry amb l'emmagatzematge dels 
leafsets, això fa el multicast entre aquests molt eficient. 
 
 Com a punt final, citarem algunes xarxes semblants a Pastry, per si se vol obtenir més 





 FreePastry és una implementació open-source de Pastry pensada per desenvolupar aquest en 
un Internet real. Esta íntegrament desenvolupat en Java 5, motiu per el qual encara més hem fet servir 
aquest llenguatge per desenvolupar el projecte aquí present. 
 
 FreePastry incorpora moltes llibreries que es poden integrar amb d'altres de base del propi 
Java o d'altres (com la JChart, per dissenyar els gràfics) i treballar-hi des d'Eclipse amb la comoditat i 
eines que aquest ens proporciona (com el assistent per a dissenyar una interfície visual) integrant tot 
el treball en un mateix entorn unificat facilitant i agilitzant molt la tasca. 
 
 Té totes les característiques pròpies de Pastry, per tant, explicar-les aquí seria redundant. No 
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obstant, podem comentar que ve en forma de un jar que es pot fer sevir directament o bé agafant el 
codi de les classes per separat i modificant-les al gust per a adaptar-les a les funcionalitats desitjades, 





 PlanetLab és una plataforma de la que en formen part diverses entitats16 d'arreu de tot el món 
permetent desenvolupar programes interconnectats a gran escala en un entorn totalment real, amb 
l'avantatge que incorpora eines per facilitar aquesta tasca, així com per fer un estudi del 
comportament del sistema que puguem haver muntat. 
 
 Entrant més en detall, PlanetLab està format per màquines de diferents institucions de recerca 
i centres educatius arreu del món. Totes les màquines estan connectades a Internet amb l'objectiu 
d'aconseguir que els usuaris puguin fer-ne servir moltes connectant-se a elles de manera privada17 
aprofitant la infraestructura ja consolidada que és Internet. 
 
 Les màquines de PlanetLab funcionen amb un software posat en comú que no és més que un 
sistema operatiu Linux18 amb un software servidor, que utilitzant diferents mecanismes, s'encarrega 
d'arrancar nodes i unir-los a la xarxa, distribuir actualitzacions, monitora-la l'estat del node, la activitat 
que hi transcorre i altres paràmetres de control. A més, també gestiona l'accés dels diferents usuaris 
que s'hi puguin connectar concurrentment, així com les donades d'alta o baixa d'aquests. Tot això està 
unit en un packet anomenat MyPLC que es podria fer servir per a construir nodes de PlanetLab privats. 
 
 Un objectiu molt important de PlanetLab és de servir per a plataforma per a  testejar xarxes de 
gran envergadura. Les diferents entitats que hi treballen cadascuna fan servir un metausuari que 
s'anomena slice que poden fer servir per accedir als nodes així com servir-se d'altres serveis com 
compartir arxius, una base de dades per emmagatzemar dades, opcions de multicast i més, tots ells 
oferts per la plataforma. 
 
 L'avantatge per a les institucions de recerca que suposa PlanetLab és que poden desplegar i 
provar aplicacions noves i/o prototipals en un entorn real, global i de gran escala. Concretament tot 
usuari de PlanetLab té accés a: 
 
1. Un gran conjunt de màquines distribuïdes globalment 
 
2. Una xarxa arrelada, totalment real, amb els problemes propis d'aquesta: congestió, errades i 
diferents comportaments dels nodes 
 
3. Una visió realista de la càrrega de treball de l'aplicació client a un i cadascun dels elements de 
tot el sistema. 
                                                 
16
 La pròpia UPC hi està inscrita i hi comparteix diferents nodes. 
17
 Amb un identificador i contrasenya 
18
 Podem trobar diferents distribucions: des de Red Hat a debian. 
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 El seu objectiu com a plataforma es proveir a les institucions d'eines tecnològiques directes i 
aplicables als programes que es desenvolupen, i permetre l'accés als usuaris que volen servir-se 
d'aquests. Ambdós coses són molt importants i d'entre d'altres eines PlanetLab incorpora els serveis 
CoDeeN i Coral CDNs; ScriptRoute, un servei de mesura del tràfic de xarxa; Chord i OpenDHT com a 
eines de localització de objectes en una xarxa escalable i PIER, Trumpet i CoMon com a sistemes de 
monitorització de serveis en xarxa. 
 
 Es parla de PlanetLab com un espai de gestació del “pròxim Internet”, on s'estudia el 
comportament de nous serveis funcionals sobre una xarxa global i distribuïda on cada dia es van 
gestant nous usos i eines que van fent evolucionar aquesta. No obstant,  la implantació real de les 
tecnologies que aquí es gesten no és immediata, doncs, com ha quedat demostrat per la història, les 
innovacions tecnològiques son difícils de introduir-se de cop, cal fer-ho paulatinament anant 
conscienciant societat i essent rentables econòmicament, tal com dicten les lleis del mercat actual. 
 
 
4.8 PlanetLab Experiment Manager 
 
 Interfície que hem fet servir per a realitzar les proves sobre PlanetLab. Aquesta ens permet 
afegir/eliminar nodes mitjançant una còmoda i intuïtiva interfície visual permetent-nos guardar estats, 
executar ordres concurrentment, descarregar o pujar arxius de manera molt visual i ràpida. A més de 
permetre’ns executar el codi per a configurar les màquines remotament també ens ha permès 










5. Anàlisi de requeriments 
 
 Els requisits del sistema son el conjunt de funcionalitats que els actors que participen en el 
projecte demanen que siguin incloses en el sistema, i poden ser de dos tipus: 
 
 Funcionals: son els requisits que ens indiquen que s’ha de poder fer al sistema, les seves 
funcionalitats i opcions. 
 
 No funcionals: son els requisits que indiquen els paràmetres sobre els que es decideix com ha 
d’actuar el sistema, rendiment, estructura, accessibilitat, etc. 
 
 
5.1 Requisits funcionals 
 
 Les funcionalitats, han estat definides en consens entre el desenvolupador i el director del 
projecte presentant com a resultat les sis funcionalitats següents: realitzar cerques d’altres màquines 
virtuals, fer servir màquines virtuals pròpies o externes per a realitzar el còmput de una funció, 
gestionar les pròpies màquines virtuals, opcions d’usuari, funcionalitats de GUI i Servidor i possibilitat 
de llegir fitxers d’entrada. 
 
 Realitzar cerques d’altres màquines virtuals: l’usuari ha de poder realitzar cerques de 
màquines virtuals allotjades en altres màquines segons diferents criteris per a poder-ne fer ús 
si es necessari. 
  
 Les darreres màquines cercades es mantindran reservades per a l’usuari un temps definit 
de 10 minuts, altrament, s’alliberaran per a que les pugui fer servir un altre usuari. 
 
 Es definiran diferents criteris de cerca: sense restriccions, amb uns mínims requisits de 
qualitat, acotant la qualitat amb un màxim i un mínim o fent servir un sistema de privilegis 
que permeti decidir si un usuari pot obtenir una màquina en funció dels seus punts, dels 
punts de la màquina i de la seva relació amb el propietari de la màquina.19 
 
 Fer servir màquines virtuals pròpies o externes per a realitzar el còmput de una funció: 
Donats els requisits necessaris per a una funció el sistema ha de poder-la processar si les 
màquines virtuals prèviament obtingudes compleixen amb els prerequisits d’aquesta. 
 
 Gestionar les pròpies màquines virtuals: L’usuari ha de poder gestionar les diferents màquines 
retornades pel gestor de recursos locals (LRM) de manera que pugui triar quines vol i quines no 
vol habilitar per compartir amb la resta d’usuaris de la xarxa així com tenir-ne un control 
constant sobre com es troben aquestes en relació amb la resta d’usuaris del sistema. 
 
 Opcions d’usuari: L’usuari ha de poder-se validar al sistema essent únic en aquest a nivell 
                                                 
19
  S’ha preferit deixar la explicació més detallada per a la secció de proves per a que quedi més clar exemplificat. 
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global (els nodes són únics a nivell global gràcies al sistema de generació de Ids que incorpora 
FreePastry). 
 
 Funcionalitats de GUI i Servidor: El sistema ha de satisfer dos usos diferents, tant el cas com 
un usuari vol interactuar amb el sistema de manera còmoda i visual mitjançant una interfície 
guiada d’usuari (GUI) com el cas on es vol deixar el programa corrent sense necessitat 
presencial en un ordinador configurat prèviament. 
 
 Possibilitat de llegir fitxers d’entrada: Aquesta funcionalitat ens serà útil sobretot en el cas 
d’ús en què el sistema funcioni sobre un servidor doncs ens permetrà llegir sobre un fitxer de 
text com voldrem que aquest quedi configurat. 
 
 
5.2 Requisits no funcionals 
 
 Per al nostre projecte ens hem plantejat els requisits no funcionals que descriurem a 
continuació. Els presentem en ordre decreixent en funció del més important al menys per al nostre 
cas: 
 
 Correcte: Que el programa faci exactament el que se suposa que ha de fer (respecte a les seves 
especificacions); que sigui fidedigne a allò que ha de fer, que a l’hora de portar el disseny a la 
implementació aquesta sigui idèntica al que aquest especifica. 
 
 Robustesa: Que el programa es mantingui estable i reaccioni de manera coherent sense entrar 
en funcionaments erronis tot i produir-se excepcions o altres problemes. Un bon programa 
també hauria de ser aquell que “no coneix imprevistos”, que no contempla excepcions més 
enllà del domini del propi codi. Un usuari, realitzi la acció que realitzi amb aquest, no ha de 
trobar-se mai una situació on el programa deixa de funcionar o funciona de manera incorrecta; 
cal que les situacions excepcionals estiguin contemplades i tractades per assegurar el correcte 
funcionament en tot moment d’aquest. En el cas de fallar (doncs a la pràctica això és molt 
difícil d’aconseguir), un bon programa ha de permetre unes bones eines per a no perdre el 
treball previ a quan aquest va deixar de funcionar. 
 
 Intuïtiu: Que el programa sigui fàcil de servir i pràctic per a qualsevol tipus d'usuari. La 
potència d’un programa ve definida per la seva funcionalitat (aquest és el seu fi últim). Però és 
molt important que per fer servir les coses que aquest ens presenta, no impliqui un 
procediment molt enrevessat i complex. És important que un programa sigui tan simple i 
intuïtiu de fer servir com sigui possible. 
 
Per entendre millor això podem pensar en un programa com és el Microsoft Word, on cada cop 
s’hi anaven afegint opcions fins a aconseguir un programa amb una gegantesc abast funcional, 
però que resultava altament difícil de dominar per a l’usuari mig si volia aconseguir aprofitar el 
programa amb totes les seves possibilitats. En noves versions es va millorar en aquest sentit 
agrupant les opcions més típiques en grups fàcils i visuals i deixant les opcions més avançades 
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en submenús avançats només accessible si l’usuari realment ho necessitava. 
 
Lligat amb el tema van les operacions internes del programa tals com operacions de càlcul o 
actualitzacions, que si es poden realitzar de manera que molestin el mínim imprescindible a 
l’usuari (corrent en background, per exemple) fan que l’ús del programa resulti molt més 
còmode i agradable. 
 
 Eficient: Que el programa realitzi els càlculs de manera ràpida i consumint pocs recursos. El 
programa perfecte hauria de ser aquell que estigués optimitzat al màxim. Però moltes vegades 
això és difícil d’aconseguir per x motius, llavors, un requisits indispensable es la “fluïdesa” amb 
que aquest funciona. És important que de cara a l’usuari les operacions d’aquest, la relació 
interacció de l’usuari – resposta sigui ràpida, no implicant llargs temps d’espera per a qui el fa 
servir. 
 
 Portable: Que el software pugui funcionar sobre diferents sistemes operatius i entorns. És a 
dir, que hi hagi una independència d’aquest sobre el hardware en que s’executa. 
 
 Adaptatiu: Que el programa sigui flexible en quant a plataformes o futurs canvis que la 
plataforma en el qual es fa servir pugui experimentar. 
 
 Interoperable: Que el software es comuniqui correctament amb altres sistemes de software. 
 
 Segur: Que el software protegeixi la informació confidencial amb que aquest tracta. 
 
 Reusable: Que parts del programa o aquest sencer pugui ser reutilitzat per a dissenyar altres 
programes futurs de manera fàcil. 
 
 Documentació: Com a component poder no intrínsec però si molt a favor del programa i 
relacionat amb la usabilitat d'aquest tenim la documentació: un programa, com tot producte 
pensat per a les persones, ha d’estar ben especificat en un document20 on s’expliqui com 
realitzar una i cadascuna de les possibilitats que aquest permet de manera que l’usuari 
accedint a ell pugui realitzar qualsevol de les funcionalitats que el sistema presenta. 
 
 I a ésser possible altres funcionalitats menys bàsiques tals com un fàcil manteniment, 
debugging, IA (que intueixi que vols fer per facilitar-te la feina), etc.  
  
 A més, donada la naturalesa del projecte, on el sistema funcionarà en una xarxa peer to peer, 
contemplarem requisits que van lligats al model de les P2P i que citem a continuació: 
 
 Que sigui funcional: Que tot el sistema permeti desenvolupar les funcions per a que està 
dissenyat aprofitant les seves possibilitats jugant amb els dos rols de client/servidor per cada 
node. 
 
 Distribució de càrrega: Aprofitant les avantatges d'una xarxa P2P on no es formen canals de 
                                                 
20
  Com aquesta memòria. 
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comunicació centralitzats això ajuda a que el treball es pugui distribuir equitativament, cosa 
molt interessant en casos com el nostre on el que volem és precisament això, distribuir una 
feina en diferents nodes. 
 
 Tolerància a errades: En ésser un sistema heterogeni juguem amb un doble paral·lelisme, per 
una banda és normal que apareguin problemes doncs és normal que degut a la diversitat 
alguns nodes no s'adaptin bé al sistema o sofreixin de caigudes o disfuncions vàries. Com diem, 
això comporta un paral·lelisme amb una avantatge que juga al nostre favor, doncs en ésser un 
sistema tant heterogeni i degut als axiomes del peer to peer el sistema no té una dependència 
directa de cap node per al seu correcte funcionament, és per això que de manera general el 
sistema funcionarà correctament. Tot i així, si volem minimitzar encara més les errades podem 
fer servir la replicació, tant de dades, com de nodes com de operacions. De això se 
n'encarregarà el propi sistema de P2P que farem servir i que veurem més endavant. 
 
 Distribució física: En el nostre cas no és un punt determinant però és una característica 
desitjable de les P2P també doncs en no centralitzar-se ni tan sols físicament això dona més 
riquesa al sistema dotant-lo de més varietat geogràfica essent molt útil en casos com podrien 
ser el d'un sistema de estacions meteorològiques. 
 
 Transparència: Què tot el sistema es vegi com a una única entitat tot i està format per molts 
nodes. Sigui indiferent on son les dades, amb quins nodes es contacta, si hi han errades, si cal 
es replica informació, però l'objectiu en definitiva és el ja descrit: que tot el sistema és vegi 
com una unitat. 
 
 Escalabilitat: Un altre punt d'un sistema distribuït com és un peer to peer és la seva 
escalabilitat, a diferència d'un sistema client-servidor clàssic on la grandària del sistema és 
dependent d'un element o elements i el seu abast potencial, un bon sistema distribuït creix 
tant en quant a consumidor com a proveïdor de requisits i per tant la seva ampliabilitat és 
desitjablement molt més gran. 
 
 Economia: El preu de cost de diferents màquines connectades en xarxa és molt inferior al de 





 Un cop definits els requisits del sistema, tant funcionals com no funcionals, resulta 
indispensable definir què farà el sistema, el domini sobre el que actuarà i com es produiran les 
relacions entre sistema i elements externs. Per a definir això existeixen diferents eines, nosaltres ens 
decantarem per una que ha demostrat ser molt útil i precisa i que ha estat ensenyada durant la 
carrera: el llenguatge de unificació model·lat (UML). 
 
 Concretament farem servir el diagrama de casos d’ús, que ens dirà “què fa” el sistema; el 
diagrama de classes, que contendrà el disseny conceptual de la informació que gestionarà el sistema; i 
els diagrames de seqüència, que ens diran com interactuarà el sistema amb la informació. 
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5.3.1 Model de casos d’ús  
 
 Aquest model ens indica principalment qui i en quin ordre activa les operacions que es poden 
realitzar al sistema i quins resultats obté. Per a elaborar aquest model primer necessitem conèixer els 
actors que participen dels casos d’ús. 
 
 Definició dels actors 
 
 Al sistema en aquest cas tenim un únic actor que és l’usuari i que definim a continuació: 
  
 Usuari: L’usuari és qui desenvolupa la principal interacció amb el sistema, és 
determinant en el domini de les funcions que aquest pot desenvolupar tant a nivell 











Figura 14. Actors que participen al sistema 
 
 
No obstant volem mencionar que inicialment també varem mencionar un altre actor que seria un 
node extern, doncs el nostre sistema local pot veure el seu funcionament afectat per aquest si hi fa 
algun tipus de sol·licitud (d’una màquina, per exemple). Com en ésser un mateix usuari que fa que 
aquest node faci la petició i ens hem plantejat el sistema de manera global, finalment l’hem descartat. 
 
 Diagrama de casos d’ús 
 
 Els diagrames de casos d’ús ens permetran il·lustrar existent entre els actors i els casos d’ús 
definits. Per estructurar-ho millor exposarem els casos d’ús de cada actor per separat. A cada 
diagrama inclourem, encara que no els activi l’actor en qüestió, els casos d’ús que són activats des 
d’un altre cas d’ús (relació extend) en funció de l’ús particular que es vulgui. A la figura 15 podem 






Figura 15. Diagrama de casos d’ús 
 
 Especificació dels casos d’ús 
 
Els diagrames només mostren les relacions dels actors amb els casos d’ús en que son partícips, 
la especificació d’aquests casos d’ús no permet veure el curs normal de desenvolupament, i 
tampoc els cursos alternatius degut a les extensions dels casos d’ús, de la acció i de com reacciona 
el sistema a cada acció del usuari. Per això a continuació presentarem la especificació dels casos 
d’ús abans vistos, per clarificar-ho. 
 
 Realitzar cerques de màquines virtuals 
 
Actors: Usuari, Nodes Externs 




1. Un usuari sol·licita la obtenció de màquines virtuals donat un criteri de cerca. 
 
2. Si existien màquines ja reservades s’alliberen. 
 
3. El sistema sol·licita a nodes externs màquines disponibles amb aquest criteri. 
 
 
Fer servir màquines virtuals 
pròpies o externes per a realitzar 


















màquina virtual local 
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4. El sistema reserva durant 10 minuts les màquines retornades i permet fer-les servir per al 
còmput de una funció. 
 
 
 Fer servir màquines virtuals pròpies o externes per a realitzar el còmput d’una funció 
 
Actors: Usuari, Nodes Externs 
 




1. Un usuari sol·licita processar una funció donant uns prerequisits per aquesta. 
 
2. Si les màquines virtuals ja cercades compleixen els prerequisits es processa la funció. 
 
3. S’informa a l’usuari de si s’ha processat o no la operació. 
 
 








1. Un usuari sol·licita compartir/descompartir una màquina al sistema. 
 
2. El sistema comparteix/descomparteix la màquina. 
 
 








3. Un usuari sol·licita afegir/eliminar una màquina virtual local al sistema. 
 













1. Un usuari sol·licita donar-se d’alta al sistema. 
 
2. El sistema dona d’alta l’usuari. 
 
 








1. Un usuari sol·licita loginar-se al sistema. 
 
2. El sistema logina l’usuari si les dades son correctes, altrament informa l’usuari del problema. 
 
 
5.3.2 Model conceptual 
 
 El model conceptual és una eina del llenguatge UML que ens mostra el més significatiu del 
domini del problema, les classes del sistema, els atributs d’aquestes i les relacions entre elles. El 
domini del problema representa el món real sobre el que es defineix el problema. 
 
 Diagrama de classes 
 
 El diagrama de classes és una eina que permet obtenir una visió global i estàtica dels conceptes 
del domini i com interaccionen entre si aquests. 
 
 El diagrama de classes del projecte aquí documentat s’ha construït tenint en compte les classes 
i atributs específics del sistema deixant a part aquells que son auxiliars a l’hora de la implementació 
per a la correcta transposició a codi del mateix. No obstant s’ha considerat necessari fer menció a la 
classe Principal que permet carregar la interfície visual (només necessària en el cas de la GUI) però a 
més incorpora les funcions principals de cerca necessàries en tot cas en la execució del programa. 
 
 També s’ha afegit la pseudoclasse Login en mode de lligar el fet de que un usuari s’ha 





Figura 16. Diagrama de classes 
 
 
 Restriccions de integritat 
 
 Les restriccions de integritat estableixen normes per limitar els valors que poden prendre els 
atributs de les classes que mitjançant el llenguatge UML no es poden expressar, per això es recorre al 
llenguatge natural.  A continuació les restriccions de integritat que tindrà el nostre sistema: 
 
 La variable maquines dins de MyApp pren per valor nul passats 10 minuts d’haver-l’hi assignat 
un valor. 
 
 Restriccions de clau 
 
 Per cada entitat pròpia del sistema indicarem les restriccions que defineixen la seva identitat, si 
s’escau: 
  
 MyApp: nidFactory 
 
 Principal: nidFactory 
 
 Usuari: nom + pass 
 
 Login: nom + pass 
 






5.3.3 Model de Comportament 
 
 Un cop sabem quines classes tenim i com interactuen entre elles, necessitem saber què passa 
quan aquesta interacció ocorre o quan un actor interactua amb una o més classes. Per a definir-ho 
farem servir el model de comportament, en el que cada esdeveniment donarà peu a una operació del 
sistema. 
 
 Diagrames de seqüència 
 
 Els diagrames de seqüència mostren la interacció entre els actors i el sistema pas a pas i ens 
permeten conèixer el procés i l’ordre que segueix el sistema per a realitzar una operació. No hem 





Figura 17. Diagrama seqüència obtenirMaquines 
 
 
 La funció més bàsica junt amb la de processar la nostra funció és la de obtenir màquines 
virtuals per a fer-ho. Per a obtenir màquines caldrà cridar la funció pertinent especificant quin criteri 


















Figura 18. Diagrama seqüència processarFuncio 
 
 Per processar una funció ens caldrà definir quins requisits té aquesta per a que el sistema ens 



















Figura 20. Diagrama seqüència compartirMaquina 
 
 A l’hora de compartir o no una màquina caldrà dir de quina màquina estem parlant i si el que 






Figura 21. Diagrama seqüència afegirMaquina 
 
















Figura 22. Diagrama seqüència eliminarMaquina 
 
 Aquesta operació en canvi ens servirà per eliminar una màquina del nostre sistema 
especificant de quina es tracta com a paràmetre. 
 
 Contracte de les operacions 
 
 Els contractes de les operacions ens ajudaran a entendre una mica millor el funcionament dels 
casos descrits als diagrames de seqüència, descrivint el comportament intern del sistema mostrant-
nos com es transfereix o modifica la informació i com canvia l’estat del sistema. La estructura triada 
per definir els contractes prioritza el què fa el sistema al com ho fa, per ajudar a entendre millor el 
procés. 
 
 Operació: obtenirMaquines(criteri, parametresCriteri): Maquines 
 
Semàntica: Envia al sistema una petició de cerca de màquines que compleixin amb el criteri esmentat. 
En cas de que el criteri requereixi d’algun paràmetre (requisits, dobles requisits o privilegis) també 
s’envien amb la operació. 
 
Precondició: criteri no pot ser null 
 
Excepcions: Si el criteri no és un criteri reconegut o els paràmetres passats no son correctes el sistema 




Postcondició: El sistema fa una cerca de màquines amb aquest criteri reservant-se les possibles amb 





retorna. Recordar que la reserva només es manté 10 minuts. 
 
 Operació: processarFuncio(parametres): Missatge 
 
Semàntica: Envia al sistema una sol·licitud per processar una funció amb els requisits passats com a 
paràmetre. Si es pot processar el programa processa la funció i informa a l’usuari. Altrament, també 
informa a l’usuari del que ha succeït. 
  
Precondició: parametres no pot ser null 
 
Excepcions: Si els parametres passats no son correctes o no existeixen el programa atura la operació i 
retorna un missatge informant del problema. 
 
Postcondició: El sistema processa el programa si les màquines que es tenen reservades fa menys de 10 
minuts que ho estan i poden satisfer els requisits dels paràmetres, i llavors informa a l’usuari. 




 Operació: llistarMaquines(): Maquines 
 






Postcondició: El sistema llista les màquines que havien estat reservades prèviament. Si no n’hi havia 




 Operació: compartirMaquina(maquina, compartir) 
 
Semàntica: Envia al sistema una sol·licitud per compartir/descompartir la màquina esmentada. 
  











 Operació: afegirMaquina(maquina) 
 
Semàntica: Envia al sistema una sol·licitud per afegir la màquina passada com a paràmetre. 
  








 Operació: eliminarMaquina(maquina) 
 
Semàntica: Envia al sistema una sol·licitud per eliminar la màquina esmentada. 
  
Precondició: maquina no pot ser null i ha de ser una de les màquines del node. 
 
Excepcions: Si la màquina esta en ús o reservada per algú aquesta no es farà res. 
 




 Model d’estats 
 
 El diagrama de estats ens permet veure el cicle d'un objecte en concret al sistema, cada etapa 
del cicle és un estat al que s’arriba mitjançant una acció iniciada per l’usuari o pel sistema. En el nostre 
projecte tindrem dos estats bàsics amb la diferència que en un podrem processar les màquines (quan 
com a mínim n’haguem obtingut alguna) i un altre en que no (quan no en tinguem cap); l’estat segon 
doncs, engloba el primer. L’única manera de passar d’un estat a l’altre és mitjançant les funcions de 
processar i de obtenirMaquines, tenint en compte que obtenirMaquines pot retornar un nombre de 












 Un cop havent especificat el problema que volem resoldre i sabent què ha de fer tot el sistema, 
és moment de pensar en com resoldre’l o definir el sistema de manera que ens permeti passar a la 
fase de implementació. 
 
 
6.1 Arquitectura del software 
 
 La arquitectura del software és la estructura dels components del sistema, de les propietats 
accessibles externament i de les relacions entre ambdós. Durant la etapa de disseny s’han de prendre 
les decisions que resoldran el problema plantejat, documentar les decisions preses ens permetrà una 
major extensibilitat del sistema. 
 
 Per al disseny del present projecte s’ha utilitzat una arquitectura de tres capes ( presentació – 
domini – dades), la decisió de prendre aquesta estructura s’ha pres en base a les propietats que 
desitgem per al sistema i que la arquitectura de tres capes ens ajuda a obtenir. Basant-nos en aquest 
model, les propietats que desitgem per al sistema son: 
 
 Extensibilitat: La més important de totes, ja que permet ampliar la funcionalitat del sistema de 
una forma senzilla. 
 
 Mantenibilitat: La detecció d’errors és una tasca que pot arribar a ser molt complicada si el 
sistema no esta ben dissenyat. 
 
 Portabilitat: El sistema podrà ser utilitzat de manera igual en diferents plataformes. 
 
 Reusabilitat: Per alguns projectes pot resultat interessant utilitzar algun dels components ja 
creats per aquest sistema. 
 








Figura 24. Arquitectura de tres capes 
 
 
 El patró arquitectònic de tres capes (veure figura) ens permetrà la creació d’un sistema 
estructurat i ens donarà unes directrius a seguir per la seva construcció. Aquesta arquitectura té 
l’avantatge de separar completament cada capa de les demés afavorint així la extensibilitat, ja que 
només cal modificar alguns components d’una capa per afegir funcionalitats, i la mantenibilitat, doncs 
la separació no permet que els errors afectin a la resta de capes i per solucionar-los només hem de 
modificar parts d’una d’elles. 
 
 Així mateix, també s’ha utilitzat el patró arquitectònic model-vista-controlador amb la excepció 
de que no hi ha un controlador general per a tota la capa de domini que distribueixi les crides que 
realitzen les visites, sinó que està segregat en diferents controladors que reben les crides que realitzen 
les vistes per obtenir dades o per realitzar accions, i que en tots els casos és el mateix component que 
havia activat aquella vista. 
 
 Els motius pels quals hem fet aquesta implementació es perquè hem optat per no centralitzar 
el sistema evitant així que es formi un cul d’ampolla i que tots els càlculs siguin directes des del lloc on 
pertoquen i per tant més ràpids. 
 
6.1.1 Capa de presentació 
 
 Aquesta capa s’encarrega de rebre les peticions dels usuaris, comunicar-les a la capa de domini 
i presentar les dades a l’usuari. Per realitzar aquestes tasques s’utilitzen components visuals com 
formularis, botons, llistes desplegables, camps de text, etc. 
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 El funcionament d’aquest part del sistema és la següent: la capa de presentació genera les 
vistes per a que l’usuari actuï sobre elles (introduir dades, seleccionar opcions, ...) i recull el que 
l’usuari ha introduït i ho comunica a la capa de domini fent ús de funcions. 
 
 Com a menció especial de la capa de domini mencionarem la interfície d'usuari guiada (GUI) 
que té un apartat propi on la expliquem més endavant però que està completament integrada en 
aquesta capa doncs fa de intermediari entre capa de dades i usuari mitjançant una interfície visual. 
 
6.1.2 Capa de domini 
 
 La capa de domini és la que gestiona i realitza les operacions sol·licitades per l’usuari i totes les 
accions conseqüents. Aquesta capa gestiona les dades, comprova que siguin correctes i les modifica, si 
és necessari, però en ningun cas es preocupa de la seva presentació o emmagatzematge. 
 
6.1.3 Capa de dades 
 
 La capa de dades s’encarrega de guardar les dades i de donar-les a la capa de domini quan 
aquesta ho sol·liciti. També s’encarrega del manteniment i la integritat de les dades, gestionades pel 
SGBD, d’aquesta manera la capa de domini no ha de preocupar-se per comprovar que les dades son 
correctes, assumeix que la capa de dades les manté íntegres. 
 
 En el cas concret del nostre projecte, la capa de dades disposa de una llibreria que assumeix el 
rol de controlador de la capa de dades i és qui fa les peticions al SGBD. 
 
 A part de la arquitectura de tres capes, com el sistema s’ha definit per a funcionar com a una 
xarxa peer to peer és farà servir aquest paradigma que permetrà accedir al sistema a més d’un usuari 
a la vegada. Aquesta arquitectura permet la comunicació entre l’usuari i el sistema mitjançant un 
















 La implementació és la etapa del procés de desenvolupament on ja sabem què i com ha de fer 
la seva feina el sistema, arriba el moment de posar en pràctica el disseny realitzat. Per la 
implementació del sistema s’ha fet servir el desenvolupament àgil de software, aquest tipus de 
desenvolupament es realitza implementant cada nova funcionalitat mitjançant mini-iteracions que 
comprenen tots els passos de un projecte de software: planificació, anàlisis de requisits, disseny, 
implementació, proves i documentació. 
 
 Seguint aquesta metodologia podem mostrar al client (en aquest cas al tutor), al final de cada 
mini-iteració, els resultats del desenvolupament. Encara que pugui semblar una metodologia 
indisciplinada, és molt adequada quan en el projecte hi ha un únic dissenyador, com en aquest cas, 
que evita una burocratització de les tasques, necessària en projectes en els que intervé molta gent, i 
va més enfocada a la evolució del sistema. 
 
 
7.1 Capa de presentació 
 
 La capa de presentació ha estat implementada seguint el guió de la especificació i disseny del 
sistema, i intentant mantenir uns criteris que facilitin l’ús de l’aplicació: 
 
 Personalització de les pantalles en funció de l’usuari: Les pantalles que es mostraran seran 
personalitzades a cada usuari en funció de les característiques pròpies d’aquest. 
 
 Minimitzar les accions de l’usuari: Que l’usuari no hagi de interactuar amb moltes pantalles ni 
activar molts controls per a poder accedir a l’informació. 
 





 Totes les vistes estan composades per controls i components, alguns comuns a totes i altres 
específics de cadascuna, que seran utilitzats per l’usuari per introduir informació, veure dades, 






Figura 25. Guided User Interface 
 
La capa de presentació té un pes important en el nostre treball doncs hem dissenyat tota una 
GUI per a que l’usuari pugui interactuar amb el programa de manera fàcil, còmoda i intuïtiva. No 
obstant no la explicarem en detall aquí, doncs hi ha tot un annex al final del document dedicat a 
explicar-la amb detall.  
 
 
7.2 Capa de domini 
 
La capa de domini és la part del sistema software que resol la problemàtica que es genera al 
programa i que manté la lògica de funcionament del sistema. Les tasques de la capa de domini son 
gestionar les peticions de l’usuari, obtenir les dades de la capa de Gestió de dades, realitzar les 
operacions necessàries per retornar el resultat, canviar l’estat del domini i retornar el resultat a la capa 
de presentació per a que ho mostri a l’usuari. 
 
Dins la capa de domini tenim els següents components:  les classes de domini, la representació 
del model de dades dissenyat i els objectes que realitzen les accions; que estableixen el “guió” de les 
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tasques que cal dur a terme, fan les crides pertinents i preparen els resultats per a la capa de 
presentació. 
 
7.3 Capa de dades 
 
La capa de dades és la que gestiona les peticions sobre les dades del sistema: obtenció, 
modificació, persistència de les dades i manteniment de la seva integritat. En el nostre programa hem 
treballat amb un sistema molt simple com és el de fitxers, doncs son poques les dades que cal guardar 
en local. Tot i així, com es comenta a l’apartat d’ampliacions, una bona ampliació en aquest sentit seria 





Portada la pràctica la implementació ha resultat en un codi Java amb diferents classes 
conceptuals on s’ha clarificat i comentat cadascuna de les funcions permetent a posteriors lectors 
d’aquests una fàcil comprensió i enteniment del que en tot moment pugui realitzar el programa. S’han 
respectat normes de la programació populars tals com fer servir minúscules per noms de variables o 
funcions i començar els noms de les classes en majúscula. 
 
 En aquest sentit hem apostat per un codi clar en detriment (tot i que ínfim) del rendiment 
intentant que el codi quedi en tot moment clar. És a dir, si en 3 sentències podíem fer el mateix que 
una però quedant més clar, hem apostat per fer-ho en 3 sentències sempre que això no repercutís 
molt considerablement a la eficiència del programa. Això ha facilitat la tasca de implementació i 
posterior debugging del programa; per tant essent útil no solsament per a tercers sinó per al propi 
desenvolupador. 
 
 El codi del programa és completament visible i es troba al cd adjunt a la memòria juntament 





 Durant la implementació del programa s’han anat aplicant proves paulatinament durant les 
diferents fases de que aquesta ha constat per anar provant de manera focalitzada els diferents canvis 
que s’han anat aplicant. A més a més, un cop la finalitzada aquesta, s’ha realitzat una fase de testing 
final on s'han estudiat dues coses: 
 
 El funcionament del programa de manera general: Per estudiar-ne la correctesa de manera 
general, veure com es comporta el programa en un entorn real i així extreure'n qualsevol tipus 
de conclusió a destacar que ens pugui resultar interessant. 
 
 Avaluació de les diferents alternatives: Donats els diferents criteris de cerca i de configuració 
que tenim veure com es comporta el programa amb ells per extreure'n unes conclusions i 
veure si son coherents. 
 
 En quant a metodologia el procés de testing ha estat separat en 4 diferents fases, en funció del 
volum de nodes que treballarien sobre el programa: una primera fase amb 5 nodes, escalant-lo a 10 i 
després a 15 nodes. I després donant un salt més gran fins a 50 i 100 nodes respectivament. 
 
 Per a realitzar totes les proves hem estudiat el comportament dels nodes durant un temps de 3 
minuts en un cas real. Les hem realitzat en cada cas de manera independent i de forma iterativa: 
 
 Cas Random: Configurades com a obtenció aleatòria de màquines 
 
 Cas Requisits: Configurades per a que la obtenció de màquines sigui donats uns requisits 
mínims (qualitat de les màquines). 
 
 Cas Requisits Doble: Configurades per a que la obtenció de les màquines sigui havent definit 
tant uns màxims com uns mínims en la qualitat d’aquestes. 
 
 Cas Privilegis: Configurades en un mode en que es tenen en compte els “punts” de l’usuari, els 
de les màquines i el dels nodes “amics” per a decidir quan i amb quina preferència pot obtenir 
un usuari una màquina en concret d’un altre usuari. 
 
 Per a realitzar els experiments i connectar-nos a les màquines ens hem servit de PlanetLab 
Experiment Manager, un entorn molt útil que ens ha permès configurar, comunicar-nos i controlar en 
tot moment l’estat de les màquines en que estàvem connectats essent doncs una molt bona interfície 
per a la realització d’aquestes21.  
 
 Hem preparat un sistema de generació de logs, que per cada node ens permet saber la 
quantitat de cerques realitzades i el percentatge de èxit/fallida (hit i miss) que aquestes han tingut. Un 
cop s’ha realitzat l’experiment, mitjançant PlanetLab Experiment Manager recollim tots aquests logs i 
amb un pretractat de les dades amb un petit programa (que nosaltres mateixos hem dissenyat) 
                                                 
21
  Per a més informació podeu consultar l’apart pertinent a tecnologies dins el present document. 
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obtenim unes taules d’Excel (i una gràfica associada) amb unes dades que hem estructurat de la 
següent forma: 
 
1. Per cada node mostrem les cerques totals que ha realitzat i d’aquestes quantes han estat 
satisfactòries (hit) o pel contrari han hagut de realitzar una altra cerca (miss). 
 
2. Després hem fet una suma del total, hem fet la mitjana dels totals per a obtenir un cas mig i ho 
hem traduït a percentatge per a que fes més fàcilment comprensible i veure així la tassa d’èxit 
de l’experiment en qüestió.  
 
 Tot seguit exposarem els resultats dels diferents casos: 
 
 
8.1 Cas 5 Nodes 
 
 5 màquines totalment aleatòries configurades per a que hi funcioni el programa. És el cas més 
senzill que ens ha servit per fer una primera estimació de com seran els resultats i fer un primer 




 Cas Random 
 
Node Nº Cerques Nº Hits Nº Misses 
    
planet-lab2.ufabc.edu.br 211 107 116 
planet6.cs.ucsb.edu 342 84 259 
planetlab1.s3.kth.se 198 112 88 
planetlab1.upc.es 120 70 49 
planetlab2.s3.kth.se 152 91 65 
    
Total: 1023 464 577 
Mitjana: 205 93 115 
Percentatge: 100% 45% 56% 
 





 Cas Requisits 
 
Node Nº Cerques Nº Hits Nº Misses 
    
planet-lab2.ufabc.edu.br 322 62 260 
planet6.cs.ucsb.edu 269 59 213 
planetlab1.s3.kth.se 296 51 244 
planetlab1.upc.es 318 64 256 
planetlab2.s3.kth.se 268 60 207 
    
Total: 1473 296 1180 
Mitjana: 295 59 236 
Percentatge: 100% 20% 80% 
 
Figura 27. Taula 5 Nodes - Requisits 
 
 Cas Requisits Doble 
 
Node Nº Cerques Nº Hits Nº Misses 
    
planet-lab2.ufabc.edu.br 152 33 118 
planet6.cs.ucsb.edu 155 36 118 
planetlab1.s3.kth.se 159 36 122 
planetlab1.upc.es 147 38 108 
planetlab2.s3.kth.se 155 38 116 
    
Total: 768 181 582 
Mitjana: 154 36 116 
Percentatge: 100% 24% 76% 
 
Figura 28. Taula 5 Nodes - Requisits Doble 
 
 Cas Privilegis 
 
Node Nº Cerques Nº Hits Nº Misses 
    
planet-lab2.ufabc.edu.br 494 66 428 
planet6.cs.ucsb.edu 681 73 608 
planetlab1.s3.kth.se 471 97 374 
planetlab1.upc.es 675 117 557 
planetlab2.s3.kth.se 483 81 401 
    
Total: 2804 434 2368 
Mitjana: 561 87 474 
Percentatge: 100% 15% 84% 
 









Figura 30. Gràfica 5 Nodes 
 
 
 Els resultats son coherents amb com haurien de ser. Sembla que tot ha funcionat 
correctament. El cas aleatori ha estat el més exitós doncs és el que menys restriccions té (se’ns retorna 
la primera màquina aleatòria que es troba). Després tenim el cas per privilegis on el resultat podria ser 
variable doncs depèn dels privilegis de tot el conjunt de màquines i usuaris del sistema però sembla 
que ha funcionant força exitosament en aquest cas també. 
 
 El cas per privilegis ha obtingut una tassa de èxit inferior a l’aleatori doncs estableix un mínim 
criteri de qualitat i per tant limita més el cens de màquines a retornar a les cerques; però encara ho fa 
més el cas de limitar els requisits per amunt i per baix per això és coherent que torni una tassa de èxit 
encara inferior. 
 
 Com a observació podem veure que en el cas de privilegis s’han fet moltes més cerques, això 
és indistint a com estan configurades les màquines (de fet el càlcul més lleugerament complex és el del 
cas per privilegis i per tant sembla ser que en aquest cas hauria de ser quan és fessin menys cerques, 
doncs es triga lleugerament més a processar-les), doncs depenen de molts factors tals com son la 
capacitat d’aquestes i la disponibilitat de recursos d’aquestes i de la xarxa a l’hora de fer la prova 
(segurament en hores més punta d’ús aquestes aniran més lentes i faran menys cerques que en altres 
moments on hi hagi menys demanda).  
 
 Els experiments s’han anat realitzant al llarg del dia, per això hi poden haver variacions en 






8.2 Cas 10 Nodes 
 
 10 màquines totalment aleatòries configurades per a que hi funcioni el programa. Aquest cas 
dobla el cas inicial per a veure si els resultats també son correlatius (hauria de ser aproximadament el 
doble i la mitjana ser similar). Amb això seguiríem veient si els resultats de l’experiment es mantenen 




 Cas Random 
 
Node Nº Cerques Nº Hits Nº Misses 
    
iraplab2.iralab.uni-karlsruhe.de 146 116 31 
planetlab-03.cs.princeton.edu 141 117 27 
planetlab-1.ing.unimo.it 145 115 31 
planetlab1.bupt.edu.cn 145 119 26 
planetlab1.cnds.jhu.edu 143 114 29 
planetlab1.cs.otago.ac.nz 136 115 21 
planetlab2.informatik.uni-goettingen.de 144 118 26 
planetlab2.rutgers.edu 120 89 35 
planetlab2.willab.fi 144 118 26 
ple1.tu.koszalin.pl 145 121 25 
    
Total: 1409 1142 277 
Mitjana: 141 114 28 
Percentatge: 100% 81% 20% 
 
Figura 31. 10 Nodes - Random 
 
 Cas Requisits 
 
Node Nº Cerques Nº Hits Nº Misses 
    
iraplab2.iralab.uni-karlsruhe.de 118 86 33 
planetlab-03.cs.princeton.edu 122 85 37 
planetlab-1.ing.unimo.it 122 85 37 
planetlab1.bupt.edu.cn 124 81 44 
planetlab1.cnds.jhu.edu 116 80 36 
planetlab1.cs.otago.ac.nz 118 80 38 
planetlab2.informatik.uni-goettingen.de 124 80 43 
planetlab2.rutgers.edu 217 93 134 
planetlab2.willab.fi 121 80 41 
ple1.tu.koszalin.pl 126 85 41 
    
Total: 1308 835 484 
Mitjana: 131 84 48 
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Percentatge: 100% 64% 37% 
 
Figura 32. 10 Nodes - Requisits 
 
 Cas Requisits Doble 
 
Node Nº Cerques Nº Hits Nº Misses 
    
iraplab2.iralab.uni-karlsruhe.de 464 130 335 
planetlab-03.cs.princeton.edu 443 126 319 
planetlab-1.ing.unimo.it 413 132 283 
planetlab1.bupt.edu.cn 436 130 306 
planetlab1.cnds.jhu.edu 432 130 303 
planetlab1.cs.otago.ac.nz 424 131 296 
planetlab2.informatik.uni-goettingen.de 441 124 320 
planetlab2.rutgers.edu 408 124 284 
planetlab2.willab.fi 441 115 326 
ple1.tu.koszalin.pl 424 129 295 
    
Total: 4326 1271 3067 
Mitjana: 433 127 307 
Percentatge: 100% 29% 71% 
 
Figura 33. 10 Nodes - Requisits Doble 
 
 Cas Privilegis 
 
Node Nº Cerques Nº Hits Nº Misses 
    
iraplab2.iralab.uni-karlsruhe.de 268 112 158 
planetlab-03.cs.princeton.edu 142 75 67 
planetlab-1.ing.unimo.it 204 15 188 
planetlab1.bupt.edu.cn 160 55 105 
planetlab1.cnds.jhu.edu 381 66 315 
planetlab1.cs.otago.ac.nz 330 110 227 
planetlab2.informatik.uni-goettingen.de 212 73 139 
planetlab2.rutgers.edu 166 58 108 
planetlab2.willab.fi 164 53 110 
ple1.tu.koszalin.pl 201 75 128 
    
Total: 2228 692 1545 
Mitjana: 223 69 155 
Percentatge: 100% 31% 69% 
 











Figura 35. Gràfica 10 Nodes 
 
 
 En aquest cas els resultats han estat coherents també. La tassa d’èxit en el cas aleatori ha estat 
molt alta com és normal doncs en haver-hi més màquines és més fàcil trobar-ne alguna de disponible, 
més fàcil que en el cas anterior on només teníem 5 nodes. Sembla que en aquest cas la cerca per 
privilegis ha obtingut un resultat d’èxit inferior, així es reafirma doncs que en el cas dels privilegis això 
no va massa lligat al propi criteri de cerca pròpiament sinó a les particularitats en quant als “punts” de 
les màquines i usuaris del sistema. 
 
 El cas de cerca per un mínim de requisits ha estat relativament satisfactori, sempre menys que 
l’aleatori però més que l’acotat per dalt i per baix, el de dobles requisits. 
 
 En quant al nombre de cerques veiem que aquest cop ha estat el cas per dobles requisits on se 
n’han produït més, reafirmant-se així doncs la teoria de que el criteri no és determinant per a la 
quantitat d’aquestes, sinó que va més lligat a factors externs al programa com son els recursos de les 
màquines gestores i del global de la xarxa en si en el moment de fer la prova. 
 
 
8.3 Cas 15 Nodes 
 
 Aplicant un creixement lineal seguim sumant 5 màquines al total i així definitivament veurem si 
els resultats també son directament proporcionals. Aquest és l’últim cas d’aquest tipus, després ja 








 Cas Random 
 
Node Nº Cerques Nº Hits Nº Misses 
    
cs-planetlab4.cs.surrey.sfu.ca 228 126 107 
host2.planetlab.informatik.tu-darmstadt.de 254 138 117 
iraplab2.iralab.uni-karlsruhe.de 227 111 120 
nodea.howard.edu 320 146 192 
planet6.cs.ucsb.edu 360 168 216 
planetlab-1.amst.nodes.planet-lab.org 341 141 208 
planetlab-1.ing.unimo.it 264 139 132 
planetlab-1.tagus.ist.utl.pt 238 125 120 
planetlab01.dis.unina.it 345 175 179 
planetlab1.fri.uni-lj.si 215 115 103 
planetlab1.s3.kth.se 297 148 152 
planetlab2.eas.asu.edu 249 124 128 
planetlab2.informatik.uni-goettingen.de 261 139 127 
planetlab2.s3.kth.se 290 147 146 
ple1.tu.koszalin.pl 297 148 151 
    
Total: 4186 2090 2198 
Mitjana: 279 139 147 
Percentatge: 100% 50% 53% 
 
Figura 36. 15 Nodes - Random 
 
 Cas Requisits 
 
Node Nº Cerques Nº Hits Nº Misses 
    
cs-planetlab4.cs.surrey.sfu.ca 279 63 215 
host2.planetlab.informatik.tu-darmstadt.de 178 40 137 
iraplab2.iralab.uni-karlsruhe.de 190 32 157 
nodea.howard.edu 179 56 134 
planet6.cs.ucsb.edu 177 38 138 
planetlab-1.amst.nodes.planet-lab.org 363 91 271 
planetlab-1.ing.unimo.it 332 76 255 
planetlab-1.tagus.ist.utl.pt 297 68 233 
planetlab01.dis.unina.it 361 77 283 
planetlab1.fri.uni-lj.si 310 65 246 
planetlab1.s3.kth.se 292 65 226 
planetlab2.eas.asu.edu 368 66 302 
planetlab2.informatik.uni-goettingen.de 296 77 214 
planetlab2.s3.kth.se 337 82 254 
ple1.tu.koszalin.pl 345 82 262 
    
Total: 4304 978 3327 
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Mitjana: 287 65 222 
Percentatge: 100% 23% 77% 
 
Figura 37. 15 Nodes - Requisits 
 
 Cas Requisits Doble 
 
Node Nº Cerques Nº Hits Nº Misses 
    
cs-planetlab4.cs.surrey.sfu.ca 353 73 280 
host2.planetlab.informatik.tu-darmstadt.de 372 75 296 
iraplab2.iralab.uni-karlsruhe.de 351 80 275 
nodea.howard.edu 311 65 262 
planet6.cs.ucsb.edu 358 70 289 
planetlab-1.amst.nodes.planet-lab.org 291 52 241 
planetlab-1.ing.unimo.it 358 67 292 
planetlab-1.tagus.ist.utl.pt 377 76 301 
planetlab01.dis.unina.it 348 66 281 
planetlab1.fri.uni-lj.si 170 31 138 
planetlab1.s3.kth.se 352 68 286 
planetlab2.eas.asu.edu 346 73 273 
planetlab2.informatik.uni-goettingen.de 362 71 290 
planetlab2.s3.kth.se 173 36 137 
ple1.tu.koszalin.pl 359 72 287 
    
Total: 4881 975 3928 
Mitjana: 325 65 262 
Percentatge: 100% 20% 80% 
 
Figura 38. 15 Nodes – Requisits Doble 
 
 Cas Privilegis 
 
Node Nº Cerques Nº Hits Nº Misses 
    
cs-planetlab4.cs.surrey.sfu.ca 169 53 115 
host2.planetlab.informatik.tu-darmstadt.de 203 20 182 
iraplab2.iralab.uni-karlsruhe.de 170 54 115 
nodea.howard.edu 135 78 67 
planet6.cs.ucsb.edu 203 19 183 
planetlab-1.amst.nodes.planet-lab.org 166 28 137 
planetlab-1.ing.unimo.it 193 28 164 
planetlab-1.tagus.ist.utl.pt 178 45 132 
planetlab01.dis.unina.it 210 14 195 
planetlab1.fri.uni-lj.si 212 11 200 
planetlab1.s3.kth.se 212 9 202 
planetlab2.eas.asu.edu 193 25 167 
planetlab2.informatik.uni-goettingen.de 200 7 192 
planetlab2.s3.kth.se 195 26 168 
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ple1.tu.koszalin.pl 177 50 127 
    
Total: 2816 467 2346 
Mitjana: 188 31 156 
Percentatge: 100% 17% 83% 
 






Figura 40. Gràfica 15 Nodes 
 
 En aquests casos veiem que la tassa d’èxits ha estat inferior a les anteriors proves tot i que la 
relació d’èxit dels diferents casos es manté igual en comparació: té més èxit el cas aleatori seguit del 
de requisits i després pel de dobles requisits mentre que el de privilegis és independent (també podria 
haver estat més exitós que la resta i seguir essent vàlid). 
 
 Veiem doncs que sembla que el programa té més probabilitat d’èxit a petita escala, 
segurament degut a que estem “explotant-lo” al màxim, tots els nodes estan demanant màquines 
constantment i és natural que es saturin les màquines que són pròximes entre si doncs tothom intenta 
reservar constantment màquines (més nodes pròxims implica més reserves de les pròpies màquines, 
per tant més dificultat de obtenir-ne per altres nodes). 
 
 Es reafirma el fet que el nombre de cerques és independent al criteri de cerca, en aquest cas 








8.4 Cas 50 Nodes 
 
 Aquí ja apliquem un salt més quantitatiu per estudiar el funcionament del programa en un 
domini de màquines més gran. Podrem apreciar si en treballar amb més nodes hi ha algun canvi 




 Cas Random 
 
Node Nº Cerques Nº Hits Nº Misses 
    
cs-planetlab4.cs.surrey.sfu.ca 163 79 85 
dschinni.planetlab.extranet.uni-passau.de 164 81 84 
evghu5.colbud.hu 156 85 70 
host2.planetlab.informatik.tu-darmstadt.de 156 85 71 
iraplab2.iralab.uni-karlsruhe.de 159 85 75 
miranda.planetlab.cs.umd.edu 160 83 77 
nis-planet1.doshisha.ac.jp 155 84 71 
node2.planetlab.mathcs.emory.edu 149 82 69 
pl1.planet.cs.kent.edu 123 53 79 
plane-lab-pb2.uni-paderborn.de 152 91 61 
planet-lab-node1.netgroup.uniroma2.it 159 86 74 
planet-lab2.ufabc.edu.br 144 86 58 
planet1.cs.rit.edu 104 55 48 
planet2.l3s.uni-hannover.de 156 87 71 
planet6.cs.ucsb.edu 150 91 61 
planetlab-02.kusa.ac.jp 160 75 85 
planetlab-03.cs.princeton.edu 159 82 81 
planetlab-1.amst.nodes.planet-lab.org 127 70 57 
planetlab-1.ing.unimo.it 146 77 72 
planetlab-1.tagus.ist.utl.pt 151 92 62 
planetlab-2.cs.uic.edu 153 86 68 
planetlab01.cs.washington.edu 153 75 80 
planetlab01.dis.unina.it 158 85 74 
planetlab1.bupt.edu.cn 156 87 74 
planetlab1.cnds.jhu.edu 142 86 58 
planetlab1.cnis.nyit.edu 155 89 65 
planetlab1.di.unito.it 153 91 62 
planetlab1.fri.uni-lj.si 157 91 67 
planetlab1.jhu.edu 156 82 74 
planetlab1.pjwstk.edu.pl 151 82 68 
planetlab1.s3.kth.se 155 88 67 
planetlab11.millennium.berkeley.edu 151 85 66 
planetlab2.acis.ufl.edu 159 73 86 
planetlab2.arizona-gigapop.net 156 82 73 
planetlab2.ci.pwr.wroc.pl 144 84 61 
planetlab2.cs.colorado.edu 153 89 65 
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planetlab2.cs.ucla.edu 151 85 66 
planetlab2.di.fct.unl.pt 159 87 71 
planetlab2.eas.asu.edu 137 80 58 
planetlab2.eecs.ucf.edu 156 86 71 
planetlab2.iis.sinica.edu.tw 132 73 60 
planetlab2.informatik.uni-goettingen.de 162 84 80 
planetlab2.pop-mg.rnp.br 140 76 65 
planetlab2.pop-pa.rnp.br 149 90 59 
planetlab2.s3.kth.se 160 85 75 
planetlab2.thlab.net 161 84 82 
planetlab2.willab.fi 160 85 75 
planetlab4.mini.pw.edu.pl 156 78 83 
ple1.tu.koszalin.pl 146 95 52 
pli1-pa-5.hpl.hp.com 156 80 76 
    
Total: 7570 4132 3492 
Mitjana: 151 83 70 
Percentatge: 100% 55% 46% 
 
Figura 41. 50 Nodes - Random 
 
 Cas Requisits 
 
Node Nº Cerques Nº Hits Nº Misses 
    
cs-planetlab4.cs.surrey.sfu.ca 183 25 157 
dschinni.planetlab.extranet.uni-passau.de 185 26 159 
evghu5.colbud.hu 179 34 145 
host2.planetlab.informatik.tu-darmstadt.de 185 23 161 
iraplab2.iralab.uni-karlsruhe.de 176 36 139 
miranda.planetlab.cs.umd.edu 172 36 135 
nis-planet1.doshisha.ac.jp 182 23 158 
node2.planetlab.mathcs.emory.edu 181 30 151 
nodea.howard.edu 164 28 135 
pl1.planet.cs.kent.edu 181 31 150 
plane-lab-pb2.uni-paderborn.de 185 22 162 
planet-lab-node1.netgroup.uniroma2.it 179 35 144 
planet-lab2.ufabc.edu.br 179 21 158 
planet1.cs.rit.edu 182 24 157 
planet2.l3s.uni-hannover.de 180 33 146 
planet6.cs.ucsb.edu 184 26 157 
planetlab-02.kusa.ac.jp 176 30 145 
planetlab-03.cs.princeton.edu 185 24 161 
planetlab-1.amst.nodes.planet-lab.org 172 30 141 
planetlab-1.ing.unimo.it 177 37 139 
planetlab-1.tagus.ist.utl.pt 176 35 141 
planetlab-2.cs.uic.edu 180 30 150 
planetlab01.cs.washington.edu 177 28 148 
planetlab01.dis.unina.it 186 24 161 
planetlab1.bupt.edu.cn 184 23 160 
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planetlab1.cnds.jhu.edu 140 20 119 
planetlab1.cnis.nyit.edu 174 35 138 
planetlab1.di.unito.it 182 29 152 
planetlab1.fri.uni-lj.si 177 30 146 
planetlab1.jhu.edu 181 27 154 
planetlab1.pjwstk.edu.pl 180 31 148 
planetlab11.millennium.berkeley.edu 165 35 129 
planetlab2.acis.ufl.edu 160 26 134 
planetlab2.arizona-gigapop.net 178 31 146 
planetlab2.ci.pwr.wroc.pl 187 24 162 
planetlab2.cs.colorado.edu 182 23 158 
planetlab2.cs.ucla.edu 166 26 140 
planetlab2.di.fct.unl.pt 171 41 130 
planetlab2.eas.asu.edu 181 27 153 
planetlab2.eecs.ucf.edu 189 21 168 
planetlab2.iis.sinica.edu.tw 163 28 135 
planetlab2.informatik.uni-goettingen.de 172 31 140 
planetlab2.pop-mg.rnp.br 177 31 146 
planetlab2.pop-pa.rnp.br 176 30 145 
planetlab2.thlab.net 172 39 133 
planetlab2.willab.fi 180 31 149 
planetlab4.mini.pw.edu.pl 172 32 140 
ple1.tu.koszalin.pl 183 30 153 
pli1-pa-5.hpl.hp.com 171 36 134 
plink.cs.uwaterloo.ca 177 29 148 
    
Total: 8846 1457 7360 
Mitjana: 177 29 147 
Percentatge: 100% 16% 83% 
 
Figura 42. 50 Nodes - Requisits 
 
 Cas Requisits Doble 
 
Node Nº Cerques Nº Hits Nº Misses 
    
cs-planetlab4.cs.surrey.sfu.ca 174 22 151 
dschinni.planetlab.extranet.uni-passau.de 173 27 145 
evghu5.colbud.hu 169 26 142 
host2.planetlab.informatik.tu-darmstadt.de 168 30 138 
iraplab2.iralab.uni-karlsruhe.de 168 32 135 
miranda.planetlab.cs.umd.edu 168 31 137 
nis-planet1.doshisha.ac.jp 175 24 150 
node2.planetlab.mathcs.emory.edu 171 29 141 
nodea.howard.edu 102 19 84 
plane-lab-pb2.uni-paderborn.de 162 32 130 
planet-lab-node1.netgroup.uniroma2.it 164 33 130 
planet-lab2.ufabc.edu.br 166 25 141 
planet1.cs.rit.edu 167 31 136 
planet2.l3s.uni-hannover.de 167 32 135 
76 
 
planet6.cs.ucsb.edu 173 26 147 
planetlab-02.kusa.ac.jp 174 23 150 
planetlab-03.cs.princeton.edu 170 30 140 
planetlab-1.amst.nodes.planet-lab.org 150 26 123 
planetlab-1.ing.unimo.it 172 26 146 
planetlab-1.tagus.ist.utl.pt 167 29 137 
planetlab-2.cs.uic.edu 167 32 134 
planetlab01.cs.washington.edu 168 22 146 
planetlab01.dis.unina.it 174 26 148 
planetlab1.bupt.edu.cn 170 28 141 
planetlab1.cnds.jhu.edu 167 23 143 
planetlab1.cnis.nyit.edu 174 25 149 
planetlab1.di.unito.it 163 34 128 
planetlab1.fri.uni-lj.si 162 30 131 
planetlab1.jhu.edu 175 23 151 
planetlab1.pjwstk.edu.pl 170 21 148 
planetlab1.s3.kth.se 148 28 120 
planetlab11.millennium.berkeley.edu 161 27 134 
planetlab2.acis.ufl.edu 171 25 145 
planetlab2.arizona-gigapop.net 171 30 140 
planetlab2.ci.pwr.wroc.pl 161 22 138 
planetlab2.cs.colorado.edu 174 23 151 
planetlab2.cs.ucla.edu 166 30 135 
planetlab2.di.fct.unl.pt 163 34 128 
planetlab2.eas.asu.edu 174 22 151 
planetlab2.eecs.ucf.edu 166 33 132 
planetlab2.iis.sinica.edu.tw 168 23 144 
planetlab2.informatik.uni-goettingen.de 167 33 133 
planetlab2.pop-mg.rnp.br 164 31 132 
planetlab2.pop-pa.rnp.br 167 29 137 
planetlab2.s3.kth.se 167 21 145 
planetlab2.thlab.net 167 33 134 
planetlab2.willab.fi 160 22 137 
planetlab4.mini.pw.edu.pl 170 27 142 
ple1.tu.koszalin.pl 166 25 141 
pli1-pa-5.hpl.hp.com 171 25 145 
    
Total: 8312 1360 6921 
Mitjana: 166 27 138 
Percentatge: 100% 16% 83% 
 
Figura 43. 50 Nodes - Requisits Doble 
 
 Cas Privilegis 
 
Node Nº Cerques Nº Hits Nº Misses 
    
cs-planetlab4.cs.surrey.sfu.ca 185 22 162 
dschinni.planetlab.extranet.uni-passau.de 173 35 137 
evghu5.colbud.hu 137 72 65 
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host2.planetlab.informatik.tu-darmstadt.de 138 66 71 
iraplab2.iralab.uni-karlsruhe.de 100 55 44 
miranda.planetlab.cs.umd.edu 180 22 158 
nis-planet1.doshisha.ac.jp 151 53 97 
node2.planetlab.mathcs.emory.edu 158 48 109 
nodea.howard.edu 425 53 376 
pl1.planet.cs.kent.edu 143 42 101 
plane-lab-pb2.uni-paderborn.de 181 27 153 
planet-lab-node1.netgroup.uniroma2.it 166 12 153 
planet-lab2.ufabc.edu.br 117 55 62 
planet1.cs.rit.edu 152 44 107 
planet2.l3s.uni-hannover.de 143 67 76 
planet6.cs.ucsb.edu 146 60 86 
planetlab-02.kusa.ac.jp 168 30 137 
planetlab-03.cs.princeton.edu 183 25 157 
planetlab-1.amst.nodes.planet-lab.org 105 46 59 
planetlab-1.ing.unimo.it 204 2 201 
planetlab-1.tagus.ist.utl.pt 188 23 164 
planetlab-2.cs.uic.edu 157 28 128 
planetlab01.cs.washington.edu 180 18 161 
planetlab01.dis.unina.it 178 33 145 
planetlab1.bupt.edu.cn 180 23 156 
planetlab1.cnds.jhu.edu 181 5 175 
planetlab1.cnis.nyit.edu 173 37 135 
planetlab1.di.unito.it 180 15 164 
planetlab1.fri.uni-lj.si 142 67 74 
planetlab1.jhu.edu 144 50 94 
planetlab1.pjwstk.edu.pl 118 57 60 
planetlab1.s3.kth.se 185 25 160 
planetlab11.millennium.berkeley.edu 118 64 53 
planetlab2.acis.ufl.edu 181 25 155 
planetlab2.arizona-gigapop.net 197 3 193 
planetlab2.ci.pwr.wroc.pl 188 24 164 
planetlab2.cs.colorado.edu 160 48 111 
planetlab2.cs.ucla.edu 193 2 190 
planetlab2.di.fct.unl.pt 164 31 132 
planetlab2.eas.asu.edu 196 8 187 
planetlab2.eecs.ucf.edu 142 65 77 
planetlab2.iis.sinica.edu.tw 182 19 162 
planetlab2.informatik.uni-goettingen.de 172 35 136 
planetlab2.pop-mg.rnp.br 138 65 73 
planetlab2.pop-pa.rnp.br 195 7 187 
planetlab2.s3.kth.se 167 44 124 
planetlab2.thlab.net 139 63 76 
planetlab2.willab.fi 134 75 59 
planetlab4.mini.pw.edu.pl 133 70 63 
ple1.tu.koszalin.pl 159 46 112 
    
Total: 8319 1911 6381 
Mitjana: 166 38 128 
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Percentatge: 100% 23% 77% 
 






Figura 45. Gràfica 50 Nodes 
 
 Aquí ja donem un salt més quantitatiu i amb els resultats podem observar si això implica algun 
canvi. Com en el cas dels 15 nodes podem veure com la tassa de èxit és lleugerament inferior (però 
tampoc ha de ser necessàriament molt baixa, així com tenim molts més nodes demanant màquines 
també tenim molts nodes oferint-les, per tant, això també pot anar lligat al fet de la quantitat de 
màquines ofertes per cada node respecte a la quantitat de màquines demandades (que en aquest cas 
son moltes, doncs es tracta d’un bucle de demanda continuat a totes les màquines)). 
 
 Veiem com l’ordre d’èxit es manté tenint el cas aleatori un 55% d’èxit seguit del de requisits 
amb un 16% i curiosament en aquest cas és molt similar al de dobles requisits. El de privilegis es 
manté independent com sempre en aquest cas tenint un 23% d’èxit. 
 
 No es detecta cap anomalia en el nombre de cerques. Si que podem detectar, com en haver-hi 
més nodes (i per tant més varietat) alguns han fet cerques de l’ordre de 100 i d’altres de 200 (el 
doble), això, com sempre, és degut a les condicions pròpies de la màquina i les característiques de 
l’entorn en que es troba. 
 
 
8.5 Cas 100 Nodes 
 
 Cas amb un gran nombre de màquines on estudiarem quin és el comportament del programa 
en un entorn gran. Veurem si tot es comporta de manera igual escalada amb la resta de casos o si pel 
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 Cas Random 
 
Node Nº Cerques Nº Hits Nº Misses 
    
chronos.disy.inf.uni-konstanz.de 355 132 224 
cs-planetlab4.cs.surrey.sfu.ca 362 126 236 
csplanetlab4.kaist.ac.kr 341 131 211 
dschinni.planetlab.extranet.uni-passau.de 364 138 226 
evghu5.colbud.hu 379 118 263 
evghu8.colbud.hu 362 132 231 
host2.planetlab.informatik.tu-darmstadt.de 351 136 215 
iraplab2.iralab.uni-karlsruhe.de 368 131 236 
kostis.di.uoa.gr 363 127 235 
miranda.planetlab.cs.umd.edu 361 139 225 
mlab1.gr-ix.gr 368 133 235 
nis-planet1.doshisha.ac.jp 362 131 230 
node1.lbnl.nodes.planet-lab.org 357 130 227 
node1.planetlab.etl.luc.edu 357 142 217 
node2.planetlab.mathcs.emory.edu 338 122 217 
nodea.howard.edu 374 115 259 
onelab-1.fhi-fokus.de 361 136 224 
onelab3.info.ucl.ac.be 856 191 674 
onelab6.iet.unipi.it 372 128 243 
pierre.iet.unipi.it 373 126 247 
pl1.bit.uoit.ca 360 137 226 
pl1.cs.yale.edu 360 142 220 
pl1.planet.cs.kent.edu 390 110 293 
pl5.planetlab.uvic.ca 358 128 230 
plane-lab-pb2.uni-paderborn.de 353 130 223 
planet-lab-node1.netgroup.uniroma2.it 373 127 247 
planet-lab.iki.rssi.ru 357 142 217 
planet1.cs.rit.edu 263 88 176 
planet1.inf.tu-dresden.de 319 111 211 
planet2.colbud.hu 279 98 182 
planet2.l3s.uni-hannover.de 356 142 216 
planet6.cs.ucsb.edu 358 127 231 
planetlab-02.kusa.ac.jp 353 134 218 
planetlab-03.cs.princeton.edu 370 119 251 
planetlab-1.amst.nodes.planet-lab.org 354 136 223 
planetlab-1.ing.unimo.it 356 135 221 
planetlab-1.ssvl.kth.se 361 132 231 
planetlab-1.tagus.ist.utl.pt 378 120 258 
planetlab-1a.ics.uci.edu 371 124 251 
planetlab-2.cs.uic.edu 357 142 223 
planetlab-2.ing.unimo.it 364 131 234 
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planetlab01.cs.washington.edu 533 130 413 
planetlab01.dis.unina.it 361 124 237 
planetlab02.uncc.edu 356 128 228 
planetlab04.uncc.edu 534 130 414 
planetlab05.mpi-sws.mpg.de 318 126 192 
planetlab1.bupt.edu.cn 354 145 210 
planetlab1.cnds.jhu.edu 376 112 264 
planetlab1.cnis.nyit.edu 375 126 249 
planetlab1.cs.otago.ac.nz 355 132 222 
planetlab1.cs.ucla.edu 366 127 241 
planetlab1.cs.uit.no 355 127 228 
planetlab1.esprit-tn.com 360 136 227 
planetlab1.fri.uni-lj.si 369 127 245 
planetlab1.homelinux.org 355 134 220 
planetlab1.ias.csusb.edu 361 125 236 
planetlab1.informatik.uni-goettingen.de 373 124 253 
planetlab1.jhu.edu 366 132 234 
planetlab1.millennium.berkeley.edu 304 129 176 
planetlab1.netlab.uky.edu 131 35 96 
planetlab1.pjwstk.edu.pl 352 122 229 
planetlab1.s3.kth.se 363 136 228 
planetlab1.upm.ro 358 137 222 
planetlab1.utdallas.edu 369 129 240 
planetlab11.millennium.berkeley.edu 340 121 220 
planetlab16.millennium.berkeley.edu 372 124 250 
planetlab2.acis.ufl.edu 352 126 227 
planetlab2.arizona-gigapop.net 357 135 229 
planetlab2.ci.pwr.wroc.pl 343 137 206 
planetlab2.cis.upenn.edu 340 124 216 
planetlab2.cs.colorado.edu 365 135 231 
planetlab2.cs.ucla.edu 357 143 213 
planetlab2.csuohio.edu 366 135 232 
planetlab2.di.fct.unl.pt 366 130 236 
planetlab2.eecs.ucf.edu 361 138 223 
planetlab2.iis.sinica.edu.tw 359 132 226 
planetlab2.informatik.uni-goettingen.de 362 131 231 
planetlab2.netmedia.gist.ac.kr 360 137 223 
planetlab2.pop-mg.rnp.br 387 148 243 
planetlab2.pop-pa.rnp.br 369 125 244 
planetlab2.rutgers.edu 12 10 3 
planetlab2.s3.kth.se 367 124 243 
planetlab2.thlab.net 375 129 251 
planetlab2.tsuniv.edu 335 126 210 
planetlab2.uta.edu 363 133 229 
planetlab2.willab.fi 366 132 233 
planetlab3.gmf.ufcg.edu.br 355 145 211 
planetlab4.mini.pw.edu.pl 351 134 217 
planetslug6.cse.ucsc.edu 365 127 240 
ple01.fc.univie.ac.at 363 128 234 
ple1.tu.koszalin.pl 370 129 241 
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plgmu1.ite.gmu.edu 167 63 104 
pli1-pa-5.hpl.hp.com 361 121 239 
plink.cs.uwaterloo.ca 371 122 248 
plnodeb.plaust.edu.cn 362 136 226 
recall.snu.ac.kr 365 127 240 
ricepl-5.cs.rice.edu 361 136 224 
saturn.planetlab.carleton.ca 358 140 219 
thalescom-48-42.cnt.nerim.net 375 126 252 
utet.ii.uam.es 376 113 263 
    
Total: 35932 12714 23338 
Mitjana: 359 127 233 
Percentatge: 100% 35% 65% 
 
Figura 46. 100 Nodes - Random 
 
 Cas Requisits 
 
Node Nº Cerques Nº Hits Nº Misses 
    
chronos.disy.inf.uni-konstanz.de 168 39 128 
cs-planetlab4.cs.surrey.sfu.ca 176 36 139 
csplanetlab4.kaist.ac.kr 122 27 95 
dschinni.planetlab.extranet.uni-passau.de 175 47 128 
evghu5.colbud.hu 181 39 142 
evghu8.colbud.hu 185 36 148 
host2.planetlab.informatik.tu-darmstadt.de 173 37 135 
iraplab2.iralab.uni-karlsruhe.de 179 39 139 
kostis.di.uoa.gr 155 33 121 
miranda.planetlab.cs.umd.edu 90 20 70 
mlab1.gr-ix.gr 154 32 122 
nis-planet1.doshisha.ac.jp 178 38 139 
node1.planetlab.etl.luc.edu 149 39 110 
node2.planetlab.mathcs.emory.edu 177 36 140 
nodea.howard.edu 129 27 101 
onelab-1.fhi-fokus.de 155 34 121 
onelab3.info.ucl.ac.be 184 38 146 
onelab6.iet.unipi.it 183 40 143 
pierre.iet.unipi.it 179 45 133 
pl1.bit.uoit.ca 181 48 132 
pl1.cs.yale.edu 181 36 144 
pl1.planet.cs.kent.edu 136 27 108 
pl5.planetlab.uvic.ca 183 35 147 
plane-lab-pb2.uni-paderborn.de 170 40 130 
planet-lab-node1.netgroup.uniroma2.it 157 35 122 
planet1.cs.rit.edu 124 29 94 
planet1.inf.tu-dresden.de 146 43 103 
planet2.colbud.hu 174 39 136 
planet2.l3s.uni-hannover.de 186 35 150 
planet6.cs.ucsb.edu 181 37 143 
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planetlab-02.kusa.ac.jp 167 35 132 
planetlab-03.cs.princeton.edu 179 43 136 
planetlab-1.amst.nodes.planet-lab.org 180 36 143 
planetlab-1.ing.unimo.it 162 37 125 
planetlab-1.ssvl.kth.se 128 27 101 
planetlab-1.tagus.ist.utl.pt 171 53 117 
planetlab-1a.ics.uci.edu 171 39 131 
planetlab-2.cs.uic.edu 178 40 138 
planetlab-2.ing.unimo.it 155 34 121 
planetlab01.cs.washington.edu 101 24 77 
planetlab01.dis.unina.it 179 37 142 
planetlab02.erin.utoronto.ca 180 42 138 
planetlab02.uncc.edu 128 28 99 
planetlab04.uncc.edu 115 76 40 
planetlab05.mpi-sws.mpg.de 151 40 110 
planetlab1.bupt.edu.cn 177 43 135 
planetlab1.cnds.jhu.edu 153 38 115 
planetlab1.cnis.nyit.edu 182 37 144 
planetlab1.cs.otago.ac.nz 172 34 138 
planetlab1.cs.ucla.edu 72 14 57 
planetlab1.cs.uit.no 178 43 134 
planetlab1.esprit-tn.com 179 40 138 
planetlab1.fri.uni-lj.si 183 37 145 
planetlab1.homelinux.org 150 37 113 
planetlab1.ias.csusb.edu 183 41 142 
planetlab1.informatik.uni-goettingen.de 180 39 140 
planetlab1.jhu.edu 126 26 99 
planetlab1.netlab.uky.edu 97 20 77 
planetlab1.pjwstk.edu.pl 152 31 120 
planetlab1.s3.kth.se 175 44 131 
planetlab1.upm.ro 148 33 116 
planetlab1.utdallas.edu 171 37 134 
planetlab11.millennium.berkeley.edu 145 35 125 
planetlab16.millennium.berkeley.edu 178 42 145 
planetlab2.acis.ufl.edu 153 32 121 
planetlab2.arizona-gigapop.net 149 38 111 
planetlab2.ci.pwr.wroc.pl 179 44 134 
planetlab2.cis.upenn.edu 180 48 131 
planetlab2.cs.colorado.edu 183 34 148 
planetlab2.cs.ucla.edu 180 40 140 
planetlab2.csuohio.edu 149 37 112 
planetlab2.di.fct.unl.pt 181 41 140 
planetlab2.eecs.ucf.edu 128 27 100 
planetlab2.iis.sinica.edu.tw 150 34 117 
planetlab2.informatik.uni-goettingen.de 115 75 41 
planetlab2.netmedia.gist.ac.kr 172 39 132 
planetlab2.pop-mg.rnp.br 160 40 120 
planetlab2.pop-pa.rnp.br 175 35 140 
planetlab2.rutgers.edu 106 26 79 
planetlab2.s3.kth.se 188 35 153 
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planetlab2.thlab.net 159 40 119 
planetlab2.tsuniv.edu 179 37 141 
planetlab2.uta.edu 175 38 138 
planetlab2.willab.fi 172 47 126 
planetlab3.gmf.ufcg.edu.br 151 36 116 
planetlab4.cs.st-andrews.ac.uk 106 27 78 
planetlab4.mini.pw.edu.pl 177 36 142 
planetslug6.cse.ucsc.edu 160 42 118 
ple01.fc.univie.ac.at 175 45 131 
ple1.tu.koszalin.pl 176 34 141 
plgmu1.ite.gmu.edu 78 13 64 
pli1-pa-5.hpl.hp.com 167 36 131 
plink.cs.uwaterloo.ca 177 35 143 
plnodeb.plaust.edu.cn 158 34 125 
recall.snu.ac.kr 168 35 133 
ricepl-5.cs.rice.edu 171 47 126 
saturn.planetlab.carleton.ca 178 36 141 
scratchy.comlab.bth.se 189 35 154 
thalescom-48-42.cnt.nerim.net 179 33 146 
utet.ii.uam.es 173 35 138 
    
Total: 16073 3694 12377 
Mitjana: 161 37 124 
Percentatge: 100% 23% 77% 
 
Figura 47. 100 Nodes - Requisits 
 
 Cas Requisits Doble 
 
Node Nº Cerques Nº Hits Nº Misses 
    
chronos.disy.inf.uni-konstanz.de 175 33 141 
cs-planetlab4.cs.surrey.sfu.ca 387 76 315 
csplanetlab4.kaist.ac.kr 325 64 263 
dschinni.planetlab.extranet.uni-passau.de 340 70 270 
evghu5.colbud.hu 319 69 251 
evghu8.colbud.hu 182 32 151 
host2.planetlab.informatik.tu-darmstadt.de 182 30 151 
iraplab2.iralab.uni-karlsruhe.de 325 65 259 
kostis.di.uoa.gr 379 78 311 
miranda.planetlab.cs.umd.edu 303 54 248 
mlab1.gr-ix.gr 381 77 305 
nis-planet1.doshisha.ac.jp 180 31 148 
node1.lbnl.nodes.planet-lab.org 173 32 140 
node1.planetlab.etl.luc.edu 334 60 273 
node2.planetlab.mathcs.emory.edu 374 72 306 
nodea.howard.edu 373 65 308 
onelab-1.fhi-fokus.de 377 81 299 
onelab3.info.ucl.ac.be 313 64 248 
onelab6.iet.unipi.it 183 35 148 
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pierre.iet.unipi.it 240 54 188 
pl1.bit.uoit.ca 330 62 274 
pl1.cs.yale.edu 387 72 316 
pl1.planet.cs.kent.edu 264 52 215 
pl5.planetlab.uvic.ca 370 70 302 
plane-lab-pb2.uni-paderborn.de 317 61 255 
planet-lab-node1.netgroup.uniroma2.it 381 73 313 
planet1.cs.rit.edu 107 21 86 
planet1.inf.tu-dresden.de 307 63 244 
planet2.colbud.hu 386 72 313 
planet2.l3s.uni-hannover.de 381 76 306 
planet6.cs.ucsb.edu 333 60 272 
planetlab-02.kusa.ac.jp 381 73 310 
planetlab-03.cs.princeton.edu 316 63 252 
planetlab-1.amst.nodes.planet-lab.org 380 79 304 
planetlab-1.ing.unimo.it 308 62 245 
planetlab-1.ssvl.kth.se 366 70 301 
planetlab-1.tagus.ist.utl.pt 337 61 280 
planetlab-1a.ics.uci.edu 158 30 128 
planetlab-2.cs.uic.edu 301 62 241 
planetlab-2.ing.unimo.it 383 71 316 
planetlab01.cs.washington.edu 239 54 187 
planetlab01.dis.unina.it 330 61 275 
planetlab02.erin.utoronto.ca 332 63 277 
planetlab02.uncc.edu 379 74 305 
planetlab04.uncc.edu 333 71 265 
planetlab05.mpi-sws.mpg.de 277 51 226 
planetlab1.bupt.edu.cn 369 70 301 
planetlab1.cnds.jhu.edu 377 72 312 
planetlab1.cnis.nyit.edu 332 62 270 
planetlab1.cs.otago.ac.nz 332 61 279 
planetlab1.cs.ucla.edu 377 74 303 
planetlab1.cs.uit.no 321 67 256 
planetlab1.esprit-tn.com 337 65 271 
planetlab1.fri.uni-lj.si 333 70 266 
planetlab1.homelinux.org 377 75 309 
planetlab1.ias.csusb.edu 335 62 273 
planetlab1.informatik.uni-goettingen.de 157 30 127 
planetlab1.jhu.edu 388 75 319 
planetlab1.millennium.berkeley.edu 147 33 115 
planetlab1.netlab.uky.edu 203 42 165 
planetlab1.pjwstk.edu.pl 326 66 267 
planetlab1.s3.kth.se 183 33 150 
planetlab1.upm.ro 380 68 315 
planetlab1.utdallas.edu 379 72 307 
planetlab11.millennium.berkeley.edu 308 66 247 
planetlab16.millennium.berkeley.edu 362 68 303 
planetlab2.acis.ufl.edu 308 63 244 
planetlab2.arizona-gigapop.net 368 68 299 
planetlab2.ci.pwr.wroc.pl 337 63 273 
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planetlab2.cis.upenn.edu 180 32 148 
planetlab2.cs.colorado.edu 382 72 311 
planetlab2.cs.ucla.edu 376 76 301 
planetlab2.csuohio.edu 392 71 323 
planetlab2.di.fct.unl.pt 334 68 273 
planetlab2.eecs.ucf.edu 365 66 302 
planetlab2.iis.sinica.edu.tw 351 70 286 
planetlab2.informatik.uni-goettingen.de 157 30 126 
planetlab2.netmedia.gist.ac.kr 193 36 162 
planetlab2.pop-mg.rnp.br 388 72 324 
planetlab2.pop-pa.rnp.br 379 73 310 
planetlab2.rutgers.edu 325 61 269 
planetlab2.s3.kth.se 314 63 255 
planetlab2.thlab.net 390 73 316 
planetlab2.tsuniv.edu 391 75 320 
planetlab2.uta.edu 375 71 305 
planetlab2.willab.fi 184 32 151 
planetlab3.gmf.ufcg.edu.br 321 68 255 
planetlab4.cs.st-andrews.ac.uk 339 65 273 
planetlab4.mini.pw.edu.pl 360 63 304 
planetslug6.cse.ucsc.edu 184 33 151 
ple01.fc.univie.ac.at 334 65 270 
ple1.tu.koszalin.pl 374 76 298 
plgmu1.ite.gmu.edu 220 38 183 
pli1-pa-5.hpl.hp.com 374 72 305 
plink.cs.uwaterloo.ca 375 73 307 
plnodeb.plaust.edu.cn 381 67 318 
recall.snu.ac.kr 373 71 309 
ricepl-5.cs.rice.edu 179 30 148 
saturn.planetlab.carleton.ca 374 73 304 
thalescom-48-42.cnt.nerim.net 173 32 141 
    
Total: 31401 6061 25550 
Mitjana: 314 61 256 
Percentatge: 100% 19% 81% 
 
Figura 48. 100 Nodes - Requisits Doble 
 
 Cas Privilegis 
 
Node Nº Cerques Nº Hits Nº Misses 
    
chronos.disy.inf.uni-konstanz.de 180 18 161 
cs-planetlab4.cs.surrey.sfu.ca 126 85 43 
csplanetlab4.kaist.ac.kr 123 20 102 
dschinni.planetlab.extranet.uni-passau.de 128 87 43 
evghu5.colbud.hu 145 61 85 
evghu8.colbud.hu 177 32 144 
host2.planetlab.informatik.tu-darmstadt.de 165 51 115 
iraplab2.iralab.uni-karlsruhe.de 160 59 101 
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kostis.di.uoa.gr 193 19 173 
miranda.planetlab.cs.umd.edu 202 6 195 
mlab1.gr-ix.gr 204 6 197 
nis-planet1.doshisha.ac.jp 187 18 168 
node1.lbnl.nodes.planet-lab.org 161 37 125 
node1.planetlab.etl.luc.edu 187 19 167 
node2.planetlab.mathcs.emory.edu 168 19 148 
nodea.howard.edu 178 33 144 
onelab-1.fhi-fokus.de 129 71 57 
onelab3.info.ucl.ac.be 160 55 105 
onelab6.iet.unipi.it 197 11 185 
orbpl1.rutgers.edu 91 29 64 
pierre.iet.unipi.it 162 37 126 
pl1.bit.uoit.ca 168 21 146 
pl1.cs.yale.edu 127 85 44 
pl1.planet.cs.kent.edu 160 54 106 
pl5.planetlab.uvic.ca 180 33 146 
plane-lab-pb2.uni-paderborn.de 166 22 143 
planet-lab-node1.netgroup.uniroma2.it 308 27 280 
planet1.cs.rit.edu 143 14 128 
planet1.inf.tu-dresden.de 188 18 169 
planet2.colbud.hu 154 47 107 
planet2.l3s.uni-hannover.de 161 51 109 
planet6.cs.ucsb.edu 205 3 201 
planetlab-02.kusa.ac.jp 38 10 28 
planetlab-1.amst.nodes.planet-lab.org 197 7 189 
planetlab-1.ing.unimo.it 168 39 130 
planetlab-1.ssvl.kth.se 129 76 54 
planetlab-1.tagus.ist.utl.pt 159 58 100 
planetlab-1a.ics.uci.edu 145 14 130 
planetlab-2.cs.uic.edu 153 31 121 
planetlab-2.ing.unimo.it 137 71 68 
planetlab01.cs.washington.edu 102 75 27 
planetlab01.dis.unina.it 185 30 154 
planetlab02.erin.utoronto.ca 197 12 184 
planetlab02.uncc.edu 92 29 65 
planetlab04.uncc.edu 166 24 141 
planetlab05.mpi-sws.mpg.de 128 24 103 
planetlab1.bupt.edu.cn 145 65 80 
planetlab1.cnds.jhu.edu 20 9 16 
planetlab1.cnis.nyit.edu 193 20 172 
planetlab1.cs.otago.ac.nz 188 7 180 
planetlab1.cs.ucla.edu 137 26 111 
planetlab1.cs.uit.no 139 76 65 
planetlab1.esprit-tn.com 182 32 149 
planetlab1.fri.uni-lj.si 147 66 82 
planetlab1.homelinux.org 129 72 56 
planetlab1.ias.csusb.edu 161 55 106 
planetlab1.informatik.uni-goettingen.de 142 68 74 
planetlab1.jhu.edu 133 71 63 
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planetlab1.millennium.berkeley.edu 106 33 78 
planetlab1.netlab.uky.edu 95 60 36 
planetlab1.pjwstk.edu.pl 159 34 125 
planetlab1.s3.kth.se 131 82 51 
planetlab1.upm.ro 172 33 138 
planetlab1.utdallas.edu 172 29 142 
planetlab11.millennium.berkeley.edu 109 29 80 
planetlab16.millennium.berkeley.edu 140 65 76 
planetlab2.acis.ufl.edu 156 9 146 
planetlab2.arizona-gigapop.net 146 63 83 
planetlab2.ci.pwr.wroc.pl 208 8 199 
planetlab2.cis.upenn.edu 156 52 103 
planetlab2.cs.colorado.edu 133 77 55 
planetlab2.cs.ucla.edu 192 11 180 
planetlab2.csuohio.edu 180 30 149 
planetlab2.di.fct.unl.pt 171 40 130 
planetlab2.eecs.ucf.edu 180 14 165 
planetlab2.iis.sinica.edu.tw 177 1 175 
planetlab2.informatik.uni-goettingen.de 147 70 77 
planetlab2.netmedia.gist.ac.kr 181 14 166 
planetlab2.pop-mg.rnp.br 107 53 54 
planetlab2.pop-pa.rnp.br 188 18 169 
planetlab2.rutgers.edu 95 35 60 
planetlab2.s3.kth.se 186 23 162 
planetlab2.thlab.net 164 51 112 
planetlab2.tsuniv.edu 161 55 106 
planetlab2.uta.edu 158 92 67 
planetlab2.willab.fi 201 13 187 
planetlab3.gmf.ufcg.edu.br 129 85 46 
planetlab4.cs.st-andrews.ac.uk 160 55 105 
planetlab4.mini.pw.edu.pl 132 80 56 
planetslug6.cse.ucsc.edu 189 18 170 
ple01.fc.univie.ac.at 154 57 96 
ple1.tu.koszalin.pl 128 81 46 
plgmu1.ite.gmu.edu 133 39 94 
pli1-pa-5.hpl.hp.com 139 66 72 
plink.cs.uwaterloo.ca 121 76 46 
plnodeb.plaust.edu.cn 164 49 115 
recall.snu.ac.kr 148 61 86 
ricepl-5.cs.rice.edu 177 35 141 
saturn.planetlab.carleton.ca 126 86 41 
thalescom-48-42.cnt.nerim.net 139 68 72 
    
Total: 15505 4165 11332 
Mitjana: 155 42 113 
Percentatge: 100% 27% 73% 
 









Figura 50. Gràfica 100 Nodes 
 
 En aquest cas on tenim molts nodes, podem veure, com era de esperar, que la dispersitat és 
més gran, hi ha nodes que fan poques cerques (alguns de l’ordre de desenes), d’altres que en fan 
moltes (quadruplicant fins i tot altres nodes) però totes elles segueixen mantenint la mateixa tassa i 
ordre d’èxit. 
 
 Novament en haver-hi més màquines la tassa d’èxit es lleugerament inferior als casos bàsics 
però segueix guanyant el cas aleatori amb un 35% d’èxit seguit dels limitats per requisits per sota i per 
dalt i per sota (23% i 19% respectivament) i independentment tenim el mode per privilegis que es 
troba amb una tassa d’èxit del 27%. 
 
 A les conclusions globals explicarem una mica quines diferències hem observat dels casos 




















Figura 51. Gràfica Resultats Global 
 
 
 Com podem observar, de manera global, veiem com la correlació d’ordre d’èxit segueix la 
lògica que hauria de seguir tal com hem plantejat el programa per tant podem afirmar que el 
programa es comporta de manera correcta. 
 
 El cas on més èxits hi ha és el cas aleatori doncs no hi ha cap tipus de restricció en quant a la 
selecció de les màquines, es torna la primera que es troba disponible. Seguidament tenim el cas de 
requisits on s’exigeixen uns mínims de qualitat a la màquina per a poder-la tornar; això fa que el cens 
de màquines retornables sigui més reduït i per tant la tassa d’èxit sigui inferior. 
 
 Encara més si limitem els requisits per ambdues bandes fent que el nombre possible de 
màquines a retornar encara sigui molt més delimitat. Independentment esta el cas per privilegis on la 
tassa d’èxit no depèn del propi criteri de obtenció de les màquines sinó de les característiques en 
quant a “punts” de les màquines i usuaris del sistema en si. 
 
 No obstant, veiem com amb menys nodes sembla que la tassa d’èxit en quant a les cerques de 
màquines és major, segurament degut al fet de que aquestes no estan tan sobresaturades de peticions 
(si un node té 4 màquines i té 7 peticions demanant-li una màquina és normal que no totes rebin una 
màquina exitosament). 
 
 De qualsevol forma el sistema funciona i pensem que el normal no serà trobar-nos en el que 
ens hem trobat a les proves, doncs hem portat el sistema a l’extrem fent peticions ininterrompudes de 
màquines (lo normal tal com ens plantejàvem el projecte, és realitzar una petició quan s’escau i no de 
forma ininterrompuda, tot i així, veiem que el programa segueix funcionant perfectament), sinó que 
en un cas normal la tassa d’èxit per cerca seria més alta i per tant encara serien més ràpides les 
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cerques de màquines. 
 
 Com a comentari final sobre tot el procés de proves dir que curiosament no ha fallat cap node 
durant les proves (bona senyal en quant al sistema PlanetLab, sembla que és estable) però si que hi ha 
hagut problemes a l’hora de configurar-los: des de nodes amb poc espai, pocs recursos per córrer el 
programa, massa lents, etc. El que s’ha fet és arribar a configurar correctament els n nodes desitjables 








 En aquest apartat analitzarem, si un cop acabat el projecte, s’han complert els objectius que es 
van plantejar inicialment, si s’han complert en el temps estipulat que es va definir prèviament, l’estudi 
econòmic del projecte que ens donarà el cost total del projecte i els coneixements que s’han adquirit 
durant el temps d’estudi, anàlisi, desenvolupament i proves del projecte. 
 
9.1 Objectius Assolits 
 
 Un cop havent acabat el projecte podem dir que s’han complert tots els objectius que ens 
vàrem marcar al principi, sense haver de reduir ni eliminar algun d’ells, de fet se n’han anat afegit més 
durant el transcurs del projecte. 
 
 Inicialment ens vam plantejar que el programa pogués gestionar màquines virtuals tenint en 
compte els seus recursos per a poder-les identificar i compartir tenint aquestes com a referent. 
Malauradament aquest punt ha estat inviable degut a les limitacions de software actuals, que com 
hem vist, no permeten ésser tan específics a l’hora de definir les característiques de una màquina 
virtual, però si, gràcies a la emulació d’aquest sistema hem aconseguit que el nostre programa treballi 
sota aquestes característiques i per tant si en un futur es desenvolupés aquest software només caldria 
establir una comunicació modular amb ell per a obtenir els requisits de les màquines, que ara mateix 
estan emulats. 
 
 Una altra part que volíem es que tot funciones sobre el paradigma del peer to peer, i aquí si 
que podem dir que no només ho hem aconseguit sinó que ho hem sobrepassat amb èxit, dissenyant 
un entorn peer to peer totalment adaptat a les nostres necessitats que literalment fa exactament el 
que volem que faci. Això ha estat degut a l’esforç que s’ha dedicat en aquest àmbit permetent un gran 
treball en profunditat sobre la eina que és FreePastry, que com hem vist té limitacions, fins i tot bugs, 
però de manera global ha demostrat ésser molt útil i consistent per al propòsit que aquí la volíem fer 
servir. 
 
 Volíem un programa capaç de gestionar màquines virtuals compartint-les en un entorn peer to 
peer i ho he aconseguit, afegint a més molts plusos com diferents criteris de cerca, alguns fins i tot 
innovadors tals com el de privilegis amb les preferències per amics o la possibilitat de decidir dins de 
les màquines pròpies quines poder compartir i quines no. 
 
 Com a punt a favor també la bi-modularitat amb que s’ha construït el projecte, permetent 
treballar sobre servidors de manera pre-configurada amb un arxiu de text indicant-ne el 
comportament o sobre una interfície visual molt elaborada, intuïtiva i pràctica per a que un usuari 
comú hi pugui interactuar i relacionar-se amb el sistema. 
 
 Tècnicament el projecte ha maximitzat els requisits funcionals que ens havíem plantejat, 
demostrant ésser correcte i robust tal com hem vist amb les proves i gràcies a la GUI i a les senzilles 
comandes molt fàcil d'utilitzar i intuïtiu. Menció especial en quant a la multi-plataformabilitat que 
incideix directament sobre la portabilitat, doncs el sistema ha funcionat sobre diferents operatius de 
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manera igual tal com faria Java o qualsevol altre sistema de virtualització de procés intermediari entre 
hardware i software. 
 
9.2 Valoració personal 
 
 Tot i haver costat molt de temps i esforç es pot treure una valoració positiva amb el projecte en 
el sentit que m’ha servit per aprendre molt, sobretot en un àmbit tant punter com és el que aquí hem 
treballat. 
 
 Després de SODX, una assignatura que tractava sobre el tema, em vaig quedar amb ganes de 
més i amb aquest projecte he pogut aprofundir i no només quedar-me en lo teòric sinó que entrar 
més en detall sobre com funciona una xarxa peer to peer (fins i tot construint-me la meva de pròpia al 
meu gust) i com funcionen les màquines virtuals (és un món encara molt verd tot i que tot apunta a 
que per aquí és on tirarà la informàtica del futur, una sola màquina física i ordinadors que s’hi 
connecten remotament a mode de terminal per a descarregar la seva part corresponent de recursos). 
 
 M’ha servit per aclarir conceptes que no acabava de tenir massa clars al respecte doncs al 
tractar “de tu a tu” amb ells m’ha servit per entendre’ls i interioritzar-los i que tot això deixés de ésser 
tan desconegut. Sembla que la plataforma que és PlanetLab no es una plataforma més qualsevol sinó 
al haver-hi treballat molt, realment crec fins i tot considerar-me afortunat de haver-hi treballat doncs 
sembla que projectes molt ambiciosos que podrien ser el demà de Internet s’hi desenvolupen. 
 
 És com una espècie de Internet paral·lel on s’hi fan proves reals amb moltíssimes màquines 
arreu del món tals com podrien haver estat la aplicació de la IPv6 al seu moment abans de portar-la a 
Internet. Es com una proto-xarxa en constant evolució on s’hi fan proves molt interessants que no 
seria d’estranyar que el dia de demà s’incorporessin a la gran xarxa que tots coneixem. 
 
 En quant a FreePastry realment m’he quedat sorprès de lo bé que ha funcionant, pensava que 
en incorporar tantes màquines i tanta diversitat (coses on no hi tens un accés de primer nivell) 
m’apareixerien molts problemes inesperats i en definitiva, seria molt difícil mantenir un sistema 
estable. Però les pròpies eines que aquest incorpora per a evitar errades, sobreposar-se a caigudes, 
etc. han demostrat que realment no és un sistema per prendre-se’l a broma, doncs ha demostrat ser 
molt fiable. 
 
 Un punt que ha estat complicat ha estat el pas del passar del disseny a la implementació, doncs 
coses que abans no havies plantejat durant el disseny després apareixien i a vegades t’obligaven a 
modificar aquest mateix per a que tot pogués funcionar. Per tant, com altres vegades, cada vegada 
vaig veient que el més útil, com a mínim per a mi, és realitzar un procés de construcció ni des de dalt 
ni des de baix, sinó híbrid. Has d’anar dissenyant la teoria a la vegada que amb la pràctica la consolides 









 Com hem vist la planificació inicial de la real han diferit una mica doncs inicialment ens vam 
plantejar una planificació iterativa per fases separada en blocs consecutius, i finalment, hem pogut 
entrellaçar alguna tasca com és la de la memòria que realment ha aportat molts beneficis en aquest 
sentit: ens ha permès anar construint aquest durant el procés evolutiu del projecte així com que la 
elaboració d’aquest servís de síntesi del propi procés per reafirmar els progressos i anar avançant en el 
camí. 
 
 Una cosa que també ha ajudat d’una manera semblant es la elaboració setmanal de l’avenç 
que s’ha anat fent, això per un una banda ens ha servit de guió per anar fent la memòria i fent una 
visió externa de com avançava el treball i des d’un segon punt de vista, i no menys important, ha servit 
com a motivació extra per anar fent uns mínims progressos setmanals i així mantenir una constància i 
perseverança sobre el desenvolupament del projecte. 
 
 La planificació final no ha resultat tant diferent de la inicial, ni en quant a temps ni en quant a 
etapes, per tant, en podem fer una valoració positiva. 
 
 
9.4 Estudi econòmic 
 
 Com hem vist en el càlcul hipotètic del projecte, aquest ha resultat car degut a que hem 
suposat que compràvem tots els components explícitament pel projecte, però a la realitat no ha estat 
així, tant els servidors cedit pel tutor com els ordinadors propis ja es tenien i estaven pensats per altres 
propòsits.  
 
 L’únic que si hem comprat exclusivament pel projecte ha estat el portàtil i amb vistes de un cop 
passat el projecte fer-lo servir com a ordinador personal per tant no ha estat un gasto exclusiu tampoc. 
 
 En quant al software les llicències de Windows i Office ja es tenien per tant no han suposat un 
cost addicional tampoc i el fet de haver-nos decantant per el software lliure ha incidit de manera molt 
important sobre aquest apartat doncs hem treballat amb programes totalment gratuïts. 
 
 El cost de mà d’obra ha estat gratuït, econòmicament parlant, i per tant tampoc ha comportat 
cap cost en aquest aspecte. 
 
 Podríem concloure que en un projecte real algunes d’aquestes eines també serien 
reaprofitades, i potser es podria prescindir d’algunes d’elles com els dos ordinadors personals fets 
servir o les llicències, realitzant tota la pròpia documentació en software gratuït fent així que el cost 









 Ja ho hem perfilat de manera general en la valoració personal però cal a dir que aquest ha 
estat un dels punts forts de l’elaboració del projecte: des de un major aprofundiment en el llenguatge 
que és Java (treballant amb moltes llibreries i eines externes que hem hagut d’aprendre a integrar i fer 
servir, cosa que abans no havia fet mai), ampliant coneixements sobre l’entorn Eclipse i incomptables 
nous coneixements en quant a màquines virtuals i xarxes peer to peer. 
 
 Realment ha estat molt satisfactori haver pogut aprendre tot l’aprés sobre les peer to peer 
doncs ara no ho veig com una cosa tan “màgica” sinó més “real”. Sabria construir-ne una des de 0, tal 
com ha estat el cas i ha quedat palpada la seva versatilitat, eficiència, i en definitiva, el perquè moltes 
vegades el paradigma client-servidor queda obsolet. 
 
 Ni culs d’ampolla, ni un node sobre el que pengi la confiança de tot el sistema, molta 
independència de funcionament, ... 
 





 Se’ns dubte tot projecte ha d’estar acotat perquè sinó ens podríem perdre infinitament en la 
millora i creixement d’aquest. Com a possibles millores o ampliacions que ens hem plantejat pel 
nostre projecte estarien: 
 
 La més evident, el dia que es desenvolupi un software gestor de màquines virtuals capaç de 
limitar-ne els recursos de manera clara integrar una comunicació modular amb la part LRM del 
nostre programa per encara dotar-lo de més profunditat 
 
 Afegir més funcionalitats: 
 
Se’n podrien afegir moltes però aquí llistem unes quantes: 
 
 Llista d’amics: Tenir una llista d’amics controlada, no automàtica com és el cas. On 
podríem decidir quins son els nostres amics i per tant tindrien més privilegis sobre les 
nostres màquines a l’hora de triar-les. També podríem permetre una comunicació entre 
ells per a que poguessin dir-se coses a mode de missatgeria instantània. 
 
 Poder veure les màquines d’un altre usuari: A mode de poder triar la que més ens 
interessi o veure’n les característiques... 
 
 Establir un límit quantitatiu pel que fa a les màquines que es poden compartir (per 
exemple compartir-ne màxim 5, a partir d’aquí no deixar-ne agafar més) o establir algun 
tipus de criteri més complex en quant a quines cedir. 
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 Limitar l’ample de banda en quant a pujada/baixada. A mode de poder tenir millor 
controlades les connexions amb altres usuaris perquè no ens saturin tot el nostre 
ample. 
 
 Externalitzar totalment o dissenyar algun algoritme que s'encarregui de la identificació 
única i segura dels usuaris dins la xarxa. 
 
 Depurar més l’apartat visual: Fer-lo més atractiu als ulls en quant a estètica. Potser parlant amb 
algun dissenyador. 
 
 Fer-lo web: Integrar tot el programa a una web de manera que mitjançant un navegador es 
pogués fer servir des de qualsevol lloc sense necessitat de tenir-lo descarregat. 
 
 Fer-lo multi-idioma: Afegir suport per a triar diferents idiomes per a ampliar la quantitat 
d'usuaris que poguessin fer servir el programa. 
 
 Augmentar-ne la eficiència: En quant als algoritmes interns, es podrien millorar segurament 
per encara millorar més la eficiència global del programa. Podria ser interessant per a un 




























ANNEX I: Manual d’usuari - Versió GUI 
 
 En aquest annexe il·lustrarem com funciona la GUI (Guided User Interface) per a que l’usuari 
en pugui tenir una referència a mode de consulta. 
 
 Tan bon punt obrim el programa en mode GUI ens apareixerà una pantalla on se’ns demanarà 
validar-nos. Podrem moure’ns entre les tres finestres que té el següent formulari per a fer el que 




Figura 52. Screen Login - Login 
 
 A la pestanya de Login és on indicarem el nostre usuari i contrasenya per a que el sistema ens 
validi. Si hi ha algun problema ens ho indicarà amb una finestra d’avís. 
 
 Cal tenir en compte que quan cliquem a Entrar el programa pot trigar una estona a passar a la 
pantalla següent doncs estarà intentant de bootar el node a la xarxa. 
 
 Menció especial també que per a tot el programa estan controlades les excepcions que es 
puguin donar degut a una mala introducció de les dades o interacció amb aquest tal com il·lustren les 
captures següents, on sempre intentarem ser el més acurats possible per advertir a l'usuari de quin és 






















Figura 55. Screen Login - Crear Usuari 
 
 Des de la pestanya “Crear Usuari” serveix per a que podrem donar d’alta un nou usuari. Si a 
l’hora d’entrar-lo aquest ja existeix o hem comés algun error (tal com posar les dues contrasenyes 




Figura 56. Screen Login - Configuració Xarxa 
 
 Aquesta tercera pestanya, “Configuració Xarxa”, serveix per a establir els paràmetres de xarxa 
que farem servir per a connectar-nos al sistema. A Boot IP i Boot Port caldrà indicar la IP22 de un node 
que ja formi part de la xarxa i un port on aquest estigui escoltant peticions. A Bind Port Caldrà escriure 
el port que farem servir nosaltres per comunicar-nos amb la xarxa. 
 
 El check de la NAT l’activarem si ens estem connectant radere una NAT, i, si es així, caldrà que 
                                                 
22
  Numèrica o en forma de cadena de text. 
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indiquem les nostres IP interna i externa per a que el programa pugui fer una redirecció interna. 
 
 En qualsevol cas si no indiquem res en aquesta pestanya, o no es pot establir connexió donats 





Figura 57. Screen Login - Configuració Cerca Normal 
 
Finalment tenim la pestanya de Configuració de Cerca que si no hi intervenim farà que el 
programa funcioni de manera normal, de totes formes, per a usuaris més avançats, si volem podem 
forçar que el nostre node sigui més restrictiu en quant a les cerques entrants; és a dir, podré definir el 




Figura 58. Screen Login - Configuració Cerca Avançada 
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Per a entendre-ho ho exemplificarem: Si jo rebo una petició de màquina aleatòria però el meu 
node està configurat com a requisits per més de 2000 de RAM, 2000 de CPU i 2000 de GPU, el node 
retornarà, si n’hi ha, una màquina aleatòria disponible que tingui més de 2000 de RAM, 2000 de CPU i 
2000 de GPU. 
 
Un altre exemple seria si jo rebo una petició de màquina de més de 2000 de RAM, 2000 de CPU 
i 2000 de GPU i menys de 8000 de RAM, 8000 de CPU i 8000 de GPU; però el meu node està 
configurat per privilegis, aquest retornarà una màquina, si n’hi ha, de més de 2000 de RAM, 2000 de 
CPU i 2000 de GPU i menys de 8000 de RAM, 8000 de CPU i 8000 de GPU i que l’usuari tingui privilegis 















Figura 59. Screen Programa - Inicial 
 
 Inicialment tindrem una pantalla com aquesta on podrem realitzar totes les funcionalitats del 
programa a excepció de processar una funció; per a fer-ho, cal que primer tinguem com a mínim una 
màquina reservada. La funcionalitat primera que segurament farem servir serà la de cercar màquines, 
podrem fer-ho de manera ràpida clicant a “Obtenir Màquines”23. 
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Figura 60. Screen Programa - Resultats cerca 
 
Un cop cerquem màquines tindrem una pantalla com aquesta on se’ns mostraran les màquines 
obtingudes (recordem que només ens aguantarà la reserva 10 minuts). Se’ns mostraran les de 0 a 5 
màquines que haguem obtingut, amb les seves dades, en una taula, i un gràfic que ens il·lustrarà 
comparativament les diferències entre aquestes. 
 







Figura 61. Screen Programa - Processar 
 
A l’hora de processar una màquina caldrà que indiquem al programa els requisits que té la 
nostra funció i un cop cliquem a processar aquest provarà de processar, advertint-nos si hi ha algun 
error, o bé executant la funció i mostrant-nos un gràfic il·lustratiu de el que aquesta demanda ha 
suposat en requisits per a que ho puguem comparar amb les màquines que hem fet servir. 
 
Vist el funcionament bàsic del programa, tot seguit veurem la resta d’opcions que aquest té; 
començarem per la opció de cerques avançades a la que podrem accedir des del botó “Menú 







Figura 62. Screen Programa - Obtenir Avançat 
 
 A la opció de “Obtenir Avançat” tindrem una finestra on se’ns mostraran tots els criteris de 
cerca que té el programa per a que puguem triar quin fer servir. Recordem, però, que el node té 
preferència en decidir quin criteri de cessió de màquines té, és a dir, si nosaltres llancem una cerca 
aleatòria però aquest està configurat com a privilegis, el resultat de la cerca serà una cerca per 
privilegis. 
 
 “Aleatori” i “Per Privilegis” faran una cerca directa a diferència de les opcions de mínims 
requisits per node i nodes específics, que ens portaran a unes altres finestres que detallem més abaix. 
Podrem realitzar diferents cerques consecutives (recordem que la anterior cerca es perd si tornem a 
fer una cerca) i un cop haguem acabat només caldrà tancar aquesta finestreta doncs els resultats de 








Figura 63. Screen Programa - Obtenir Avançat - Requisits 
 
 Havent triat la opció de mínims requisits per node podrem llançar una cerca especificant els 
requisits mínims que hauran de tenir les màquines que cerquem (i realitzar-ne diferents si volem, fins 






Figura 64. Screen Programa - Obtenir Avançat - Requisits Doble 
 
 Així com a mínims requisits per node podíem especificar els requisits mínims de les màquines a 
cercar, a nodes específics podrem especificar tant els mínims com els màxims i igualment realitzar 
tantes cerques com vulguem clicant a obtenir màquines, doncs la finestra no es tancarà fins que no 
cliquem a Finalitzar. 
 
 A continuació veurem els menús, que el que permeten és realitzar les mateixes funcionalitats 
del programa d’una altra manera, si s’escau més ràpida, per a usuaris més avançats. Els menús, 
tampoc mostren les funcions associades a processar fins que no s’ha obtingut mínim una màquina, tot 






Figura 65. Screen Programa - Menú Arxiu 
 






Figura 66. Screen Programa - Menú Funcionalitats 
 
 Obtenir Màquines ens permet realitzar la operació de obtenció de màquines ràpida (aleatòria) 





Figura 67. Screen Programa - Menú Gestió de Màquines 
 
 El menú Gestió de Màquines ens permet realitzar les tasques pròpies de la gestió de les 
màquines locals, tal com decidir si alguna la volem compartir o no, afegir-ne alguna nova o eliminar-ne 
alguna. Seguidament presentem una captura d’aquests quatre casos, en aquest ordre, però com 





























Figura 72. Screen Programa - Menú Ajuda 
 
 Ajuda conté un petit “About” que ens mostra amb la següent finestra informació sobre el 











Figura 74. Screen Programa - Les Meves VMs 
 
 A la pestanya de Les Meves VMs podrem gestionar respecte les nostres màquines quines volem 
permetre o no per a l’ús d’usuaris externs senzillament clicant als botons que tenim al centre. 
 
 Primer caldrà seleccionar una màquina, una gràfica il·lustrarà les característiques de la 
màquina per a que la tinguem present i llavors clicant a compartir o descompartir farà això amb la 
màquina. 
 
 Fixar-nos també que amb una llegenda se’ns il·lustren uns colors que ens indiquen si la 
màquina esta ocupada o no i el mateix sabent si està en ús. No compartida vol dir que no la tenim 
permesa per a que altres usuaris la facin servir i en ús vol dir que algun usuari la té reservada per al 








Figura 75. Screen Programa - Local Resource Manager 
 
 La pestanya de Gestor de Recursos Local (LRM) funciona de manera similar a la de Les Meves 
VMs amb la diferència que aquí el que farem sobre cada màquina no és compartir-la o descompartir-la 
sinó el que farem és directament Eliminar-la o en el cas de voler-ne afegir una la afegiríem indicant els 
seves característiques. Per tant tota aquesta pestanya funcionaria una mica a mode d’emulador del 














ANNEX II: Manual Usuari - Versió Servidor 
 
 El present manual ens servirà per entendre com funciona el programa quan funciona sobre un 
servidor exemplificant-ho de manera que quedi clar. Primer explicarem com es realitza la configuració 




Figura 76. Server - Exemple execució 
 
 La manera d'executar el programa per la línea de comandes serà de la següent forma: 
 




 portl: El port on volem bootejar el nostre programa en el nostre ordinador local 
 
 bootnode: El node a on ens connectarem per a unir-nos a una xarxa existent. 
 
 Si som el primer node de la xarxa aquí posarem qualsevol valor i el programa, en detectar 
que no es pot connectar al node, bootejarà un nou node en local. 
 
 portbn: El port a que ens connectarem del node extern en qüestió. 
 
 nat: Booleà que indica si ens connectem darrere una na o no. Aquest paràmetre influeix sobre 
els dos següents (ipext i ipint), doncs si nat equival a 0 no caldrà introduir-los, altrament, si. 
 
 ipext: IP externa des d'on serà visible el nostre node 
 






Un exemple podria ser: 
 
  9058 planetlab3.upc.es 9037 1 80.174.248.65 192.168.1.21 
 
 Un cop arrencat el programa, aquí tenim dos opcions en funció de si l'arxiu config.txt existeix o 
no. config.txt és un arxiu que serveix per pre-configurar el nostre node i que si existeix haurà de ser de 









 autogestió:  podrà ser 1 (cert) o 0 (fals) i determinarà si el nostre node determinarà ell mateix 
quin criteri de cessió de màquines aplica o pel contrari aquest serà directament en funció de la 
petició que li arribi. 
 
 modegestió: si autogestió val 1, servirà per determinar en quin mode funcionarà el nostre 
node, podent prendre els valors 0 (mode aleatori), 1 (requisits), 2 (dobles requisits) o 3 
(privilegis). 
 
 usuari i contrasenya seran l'usuari i contrasenya amb el que ens voldrem loginar. 
 














Figura 77. Server - Paràmetres previs 
 
 En el cas de que l'usuari no existeixi o l'introduïm malament ens saltarà el següent menú tal 
com il·lustra la pantalla següent demanant-nos una opció. 
 
 
Figura 78. Server - Error login 
  
 Tornar a loginar ens tornarà de demanar les dades, la segona opció crearà un usuari amb les 





Figura 79. Server - Llegint per consola 
 
 Un cop ens haguem loginat el programa ens donarà la benvinguda i procedirà a realitzar dues 
coses: 
 
1. Mirar si existeix l'arxiu input.txt, essent així, executaria totes les comandes introduïdes allí (son 
exactament les mateixes que podrem introduir manualment). 
 
2. Executar totes les comandes que introduïm manualment, que a continuació detallem amb un 






Figura 80. Server - obtenir_maquines 
 












Figura 81. Server - obtenir_maquines_requisits 
 
 Aquesta comanda serveix per llançar una crida per obtenir màquines per processar donats uns 
requisits mínims que passarem com a paràmetre. 
 




Figura 82. Server - obtenir_maquines_requisits_doble 
 
 Aquesta comanda serveix per llançar una crida per obtenir màquines per processar donats uns 















Figura 83. Server - obtenir_maquines_privilegis 
 
 Aquesta comanda serveix per llançar una crida de cerca de màquines fent servir la modalitat 
de privilegis. 
 




Figura 84. Server - processar 
 
 Aquesta opció serveix per processar la funció de la qual passem els requisits com a paràmetre 















Figura 85. Server - printar_maquines_processar 
 
 Aquesta opció ens printa per pantalla les màquines que tenim reservades de les cerques 




















Figura 87. Server - printar_maquines_locals 
 
 Escrivint aquesta comanda podrem fer que el programa ens printi per pantalla les màquines 




















Figura 89. Server - compartir_maquina 
 
 Aquesta comanda serveix per a que compartim la màquina x si b = 1, altrament per a que no 
permetem que altres usuaris la puguin utilitzar. 
 




Figura 90. Server - afegir_maquina 
 
 Aquesta comanda ens permet afegir una màquina passant-ne els requisits per paràmetre a les 















Figura 91. Server - eliminar_maquina 
 


















ANNEX III: Configuració de l’entorn 
 
Per al correcte funcionament del programa caldrà tenir instal·lat configurat i Java24 i totes les 
llibreries addicionals necessàries per a que el programa funcioni. De totes maneres, executant el 






wget http://download.oracle.com/otn-pub/java/jdk/6u25-b06/jdk-6u25-linux-i586.bin & 
wait $! 
mv jdk* jdk.bin 
chmod 777 jdk.bin 







wget http://www.freepastry.org/FreePastry/FreePastry-2.1-source.tgz & 
wait $! 
gunzip FreePastry-2.1-source.tgz 
tar -xf FreePastry-2.1-source.tar 
rm FreePastry-2.1-source.tar 
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tar -xf jfreechart-1.0.13.tar.gz 
rm jfreechart-1.0.13.tar.gz 
mkdir /home/upcple_lrm/Carles/jars 
cp jfreechart-1.0.13/lib/* /home/upcple_lrm/Carles/jars/ 
cp jfreechart-1.0.13/source/org/jfree/ org/ -r 
rm jfreechart-1.0.13/ -r 
 
mv *.jar /home/upcple_lrm/Carles/jars 
mv *.params /home/upcple_lrm/Carles/jars 
 
cd /home/upcple_lrm/Carles/pastry/pastry-2.1/src/ 



































ANNEX IV: Diccionari de termes 
 
 Applet: aplicació que corre sobre una web.  
 
 Garbage Collector: O recol·lector de brossa. Recurs del llenguatge Java que s’encarrega de anar 
realitzant operacions de neteja durant la execució d’un programa. 
 
 GUI: Guided User Interface o interfície d’usuari guiada. 
 
 J2EE: Java 2 Enterprise Editon. Versió de Java 2 orientada al software empresarial amb treballs 
distribuïts en xarxa, servidors de noms, aplicacions del desenvolupament de software, ... 
 
 J2ME: Java 2 Micro Edition. Versió de Java 2 orientada al desenvolupament d’aplicacions amb 
recursos limitats com dispositius mòbils (telèfons mòbils, PDA, ...). 
 
 JAR: Arxiu que funciona com a un executable propi del llenguatge Java. També es pot examinar 
permetent-nos veure les classes de que aquest consta. 
 
 Java: Llenguatge orientat a objectes. 
 
 JDBC: Middleware que permet a una aplicació Java connectar-se i accedir d’una format 
estandarditzada a una base de dades. 
 
 JVM: Java Virtual Machine. Recurs del llenguatge Java que opera com a intermediari entre 
aquest llenguatge i hardware de la màquina on s’executa. 
 
 LRM: Local Resource Manager o gestor de recursos locals. Aplicació que gestiona els recursos 
de la màquina (o màquines virtuals) local. 
 
 Middleware: Capa lògica d’un ordinador prèvia al sistema operatiu, que el comunica amb 
altres màquines d’un sistema distribuït. 
 




 Servlet: aplicació que corre sobre un servidor. 
 
 SGBD: Sistema Gestor de Bases de Dades. 
 
 SQL: Structured Query Language. Llenguatge orientat a la gestió de bases de dades. 
 
 Tomcat: o senzillament Apache. Permet executar servlets i altres aplicacions sobre un servidor. 
 
 UML: Unified Modeling Language. Llenguatge de modelatge de software. 
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