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BOUNDEDNESS OF INTRINSIC LITTLEWOOD-PALEY
FUNCTIONS ON MUSIELAK-ORLICZ MORREY AND
CAMPANATO SPACES
YIYU LIANG1, EIICHI NAKAI2, DACHUN YANG1∗
AND JUNQIANG ZHANG1
Abstract. Let ϕ : Rn × [0,∞) → [0,∞) be such that ϕ(x, ·) is nondecreas-
ing, ϕ(x, 0) = 0, ϕ(x, t) > 0 when t > 0, limt→∞ ϕ(x, t) = ∞ and ϕ(·, t) is
a Muckenhoupt A∞(R
n) weight uniformly in t. Let φ : [0,∞) → [0,∞) be
nondecreasing. In this article, the authors introduce the Musielak-Orlicz Mor-
rey spaceMϕ,φ(Rn) and obtain the boundedness onMϕ,φ(Rn) of the intrinsic
Lusin area function Sα, the intrinsic g-function gα, the intrinsic g
∗
λ-function
g∗λ,α and their commutators with BMO(R
n) functions, where α ∈ (0, 1], λ ∈
(min{max{3, p1}, 3 + 2α/n},∞) and p1 denotes the uniformly upper type in-
dex of ϕ. Let Φ : [0,∞) → [0,∞) be nondecreasing, Φ(0) = 0, Φ(t) > 0
when t > 0, and limt→∞ Φ(t) = ∞, w ∈ A∞(R
n) and φ : (0,∞) → (0,∞) be
nonincreasing. The authors also introduce the weighted Orlicz-Morrey space
MΦ,φw (R
n) and obtain the boundedness on MΦ,φw (R
n) of the aforementioned
intrinsic Littlewood-Paley functions and their commutators with BMO(Rn)
functions. Finally, for q ∈ [1,∞), the boundedness of the aforementioned in-
trinsic Littlewood-Paley functions on the Musielak Orlicz Campanato space
Lϕ,q(Rn) is also established.
1. Introduction
It is well known that the intrinsic Littlewood-Paley g-function and the intrinsic
Lusin area function were first introduced by Wilson in [48] to answer a conjecture
proposed by R. Fefferman and E. M. Stein on the boundedness of the Lusin area
function S from the weighted Lebesgue space L2M(v)(R
n) to the weighted Lebesgue
space L2v(R
n), where 0 ≤ v ∈ L1loc (R
n) and M denotes the Hardy-Littlewood
maximal function. Observe that these intrinsic Littlewood-Paley functions can
be thought of as “grand maximal” Littlewood-Paley functions in the style of the
“grand maximal function” of C. Fefferman and Stein from [13]: they dominate all
the Littlewood-Paley functions of the form S(f) (and the classical ones as well),
but are not essentially bigger than any one of them. Like the Fefferman-Stein and
Hardy-Littlewood maximal functions, their generic natures make them pointwise
equivalent to each other and extremely easy to work with. Moreover, the intrinsic
Lusin area function has the distinct advantage of being pointwise comparable at
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different cone openings, which is a property long known not to hold true for the
classical Lusin area function (see Wilson [48, 49]).
More applications of intrinsic Littlewood-Paley functions were given by Wilson
[50, 51] and Lerner [28, 29]. In particular, Wilson [49] proved that these intrinsic
Littlewood-Paley functions are bounded on the weighted Lebesgue space Lpw(R
n)
when p ∈ (1,∞) and w ∈ Ap(R
n) (the class of Muckenhoupt weights). Re-
cently, Wang [47] and Justin [14] also obtained the boundedness of these intrinsic
Littlewood-Paley functions on weighted Morrey spaces.
Recall that the classical Morrey spaceMp,κ(Rn) was first introduced by Morrey
in [35] to investigate the local behavior of solutions to second order elliptic partial
differential equations. For p ∈ [1,∞) and κ ∈ [0, 1), a function f ∈ Lploc (R
n) is
said to belong to the Morrey space Mp,κ(Rn), if
‖f‖Mp,κ(Rn) := sup
B⊂Rn
[
1
|B|κ
∫
B
|f(y)|p dy
]1/p
<∞,
where the supremum is taken over all balls B of Rn. The boundedness, on the
Morrey space, of classical operators, such as the Hardy-Littlewood maximal oper-
ator, the fractional integral operator and the Caldero´n-Zygmund singular integral
operator, was studied in [1, 10]. In particular, Komori and Shirai [24] first in-
troduced the weighted Morrey space and obtained the boundedness of the above
these classical operators on this space.
As a generalization of the space BMO(Rn), the Campanato space Lp,β(Rn) for
β ∈ R and p ∈ [1,∞), introduced by Campanato [9], was defined as the set of all
locally integrable functions f such that
‖f‖Lp,β(Rn) := sup
B⊂Rn
|B|−β
{
1
|B|
∫
B
|f(x)− fB|
p dx
}1/p
<∞,
where the supremum is taken over all balls B in Rn and fB denotes the average
of f on B, namely,
fB :=
1
|B|
∫
B
f(y) dy. (1.1)
It is well known that, when κ ∈ (0, 1), p ∈ [1,∞) and β = (κ − 1)/p, Mp,κ(Rn)
and Lp,β(Rn) coincide with equivalent norms (see, for example, [2]). Assuming the
finiteness of the Littlewood-Paley functions on a positive measure set, Yabuta [52]
first established the boundedness of the Littlewood-Paley functions on Lp,β(Rn)
with p ∈ (1,∞) and β ∈ [−1/p, 1). Sun [45] further improved these results
by assuming the finiteness of the Littlewood-Paley functions only on one point.
Meng, Nakai and Yang [34] proved that some generalizations of the classical
Littlewood-Paley functions, without assuming the regularity of their kernels, are
bounded from Lp,β(Rn) to Lp,β∗ (R
n) with p ∈ [2,∞) and β ∈ [−1/p, 0], where
Lp,β∗ (R
n) is a proper subspace of Lp,β(Rn). This result, which was proved in [34]
to be true even on spaces of homogeneous type in the sense of Coifman and Weiss
(see [11]), further improves the result of Yabuta [52] and Sun [45].
On the other hand, Birnbaum-Orlicz [4] and Orlicz [39] introduced the Orlicz
space, which is a natural generalization of Lp(Rn). Let ϕ be a growth function
(see Definition 2.1 below for its definition). Recently, Ky [26] introduced a new
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Musielak-Orlicz Hardy space Hϕ(Rn), which generalizes both the Orlicz-Hardy
space (see, for example, [21, 46]) and the weighted Hardy space (see, for ex-
ample, [16, 17, 25, 33, 44]). Moreover, characterizations of Hϕ(Rn) in terms of
Littlewood-Paley functions (see [19, 30]) and the intrinsic ones (see [32]) were also
obtained. As the dual space of Hϕ(Rn), the Musielak-Orlicz Campanato space
Lϕ,q(Rn) with q ∈ [1,∞) was introduced in [31], in which some characterizations
of Lϕ,q(Rn) were also established. Recall that Musielak-Orlicz functions are the
natural generalization of Orlicz functions that may vary in the spatial variables;
see, for example, [36]. The motivation to study function spaces of Musielak-
Orlicz type comes from their wide applications in physics and mathematics (see,
for example, [6, 7, 8, 38, 26]). In particular, some special Musielak-Orlicz Hardy
spaces appear naturally in the study of the products of functions in BMO(Rn)
and H1(Rn) (see [7, 8]), and the endpoint estimates for the div-curl lemma and
the commutators of singular integral operators (see [5, 7, 27, 40]).
In this article, we introduce the Musielak-Orlicz Morrey space Mϕ,φ(Rn) and
the weighted Orlicz-Morrey space MΦ,φw (R
n), and obtain the boundedness, re-
spectively, on these spaces of intrinsic Littlewood-Paley functions and their com-
mutators with BMO(Rn) functions. Moreover, we also obtain the boundedness
of intrinsic Littlewood-Paley functions on the Musielak-Orlicz Campanato space
Lϕ,q(Rn) which was introduced in [31].
To be precise, this article is organized as follows.
In Section 2, for a growth function ϕ and a nondecreasing function φ, we intro-
duce the Musielak-Orlicz Morrey spaceMϕ,φ(Rn) and obtain the boundedness on
Mϕ,φ(Rn) of the intrinsic Lusin area function Sα, the intrinsic g-function gα, the
intrinsic g∗λ-function g
∗
λ,α with α ∈ (0, 1] and λ ∈ (min{max{3, p1}, 3+2α/n},∞)
and their commutators with BMO(Rn) functions. To this end, we first introduce
an assistant function ψ˜ and establish some estimates, respect to ϕ and ψ˜, which
play key roles in the proofs (see Lemma 2.8 below). Another key tool needed is
a Musielak-Orlicz type interpolation theorem proved in [30]. We point out that,
in [47], Wang established the boundedness of g∗λ,α and [b, g
∗
λ,α] on the weighted
Morrey space Mp,κw (R
n) with λ > max{3, p}. This corresponds to the case when
ϕ(x, t) := w(x)tp for all x ∈ Rn and t ∈ [0,∞) (1.2)
with w ∈ Ap(R
n) and p ∈ (1,∞) of Theorem 2.15 and Proposition 2.20 below, in
which, even for this special case, we also improve the range of λ > p in [47] to a
wider range λ > 3 + 2α/n when p > 3 + 2α/n.
In Section 3, let Φ : [0,∞)→ [0,∞) be nondecreasing, Φ(0) = 0, Φ(t) > 0 when
t > 0, and limt→∞ Φ(t) = ∞, w ∈ A∞(R
n) and φ : (0,∞) → (0,∞) be nonin-
creasing. In this section, motivated by Nakai [37], we first introduce the weighted
Orlicz-Morrey space MΦ,φw (R
n) and obtain the boundedness on MΦ,φw (R
n) of in-
trinsic Littlewood-Paley functions and their commutators with BMO(Rn) func-
tions.
In Section 4, for q ∈ [1,∞), the boundedness of the aforementioned intrinsic
Littlewood-Paley functions on the Musielak-Orlicz Campanato space Lϕ,q(Rn),
which was introduced in [31], is also established. To be precise, following the
ideas of [20] and [34], we first introduce a subspace Lϕ,q∗ (R
n) of Lϕ,q(Rn) and
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prove that the intrinsic Littlewood-Paley functions are bounded from Lϕ,q(Rn) to
Lϕ,q∗ (R
n) which further implies that the intrinsic Littlewood-Paley functions are
bounded on Lϕ,q(Rn). Even when
ϕ(x, t) := tp for all x ∈ Rn and t ∈ (0,∞), (1.3)
with q ∈ (1,∞) and p ∈ (n/(n+ 1), q/(q − 1)], these results are new.
Finally we make some conventions on notation. Throughout the whole paper,
we denote by C a positive constant which is independent of the main parameters,
but it may vary from line to line. The symbol A . B means that A ≤ CB. If
A . B and B . A, then we write A ∼ B. For any measurable subset E of
Rn, we denote by E∁ the set Rn \ E and by χE its characteristic function. For
p ∈ [1,∞], we denote by p′ its conjugate number, namely, 1/p + 1/p′ = 1. Also,
let N := {1, 2, . . .} and Z+ := N ∪ {0}.
2. Boundedness of intrinsic Littlewood-Paley functions and their
commutators on Musielak-Orlicz Morrey spaces
In this section, we introduce the Musielak-Orlicz Morrey space Mϕ,φ(Rn) and
establish the boundedness on Mϕ,φ(Rn) of intrinsic Littlewood-Paley functions
and their commutators with BMO(Rn) functions. We begin with recalling the
definition of growth functions which were first introduced by Ky [26].
Recall that a function Φ : [0,∞) → [0,∞) is called an Orlicz function if it is
nondecreasing, Φ(0) = 0, Φ(t) > 0 for all t ∈ (0,∞) and limt→∞Φ(t) = ∞. We
point out that, different from the classical Orlicz functions, the Orlicz functions
in this article may not be convex. The function Φ is said to be of upper type p
(resp. lower type p) for some p ∈ [0,∞), if there exists a positive constant C such
that, for all t ∈ [1,∞) (resp. t ∈ [0, 1]) and s ∈ [0,∞),
Φ(st) ≤ CtpΦ(s).
For a given function ϕ : Rn× [0,∞)→ [0,∞) such that, for any x ∈ Rn, ϕ(x, ·)
is an Orlicz function, ϕ is said to be of uniformly upper type p (resp. uniformly
lower type p) for some p ∈ [0,∞), if there exists a positive constant C such that,
for all x ∈ Rn, t ∈ [0,∞) and s ∈ [1,∞) (resp. s ∈ [0, 1]),
ϕ(x, st) ≤ Cspϕ(x, t).
The function ϕ(·, t) is said to satisfy the uniformly Muckenhoupt condition for
some q ∈ [1,∞), denoted by ϕ ∈ Aq(R
n), if, when q ∈ (1,∞),
sup
t∈(0,∞)
sup
B⊂Rn
1
|B|q
∫
B
ϕ(x, t) dx
{∫
B
[ϕ(y, t)]−q
′/q dy
}q/q′
<∞,
where 1/q + 1/q′ = 1, or, when q = 1,
sup
t∈(0,∞)
sup
B⊂Rn
1
|B|
∫
B
ϕ(x, t) dx
(
ess sup
y∈B
[ϕ(y, t)]−1
)
<∞.
Here the first supremums are taken over all t ∈ (0,∞) and the second ones over
all balls B ⊂ Rn. In particular, when ϕ(x, t) := w(x) for all x ∈ Rn, where w is a
weight function, Aq(R
n) is just the classical Aq(R
n) weight class of Muckenhoupt.
INTRINSIC LITTLEWOOD-PALEY FUNCTIONS 5
Let
A∞(R
n) :=
⋃
q∈[1,∞)
Aq(R
n).
Now we recall the notion of growth functions.
Definition 2.1. A function ϕ : Rn× [0,∞)→ [0,∞) is called a growth function,
if the following conditions are satisfied:
(i) ϕ is a Musielak-Orlicz function, namely,
(i)1 the function ϕ(x, ·) : [0,∞) → [0,∞) is an Orlicz function for all
x ∈ Rn;
(i)2 the function ϕ(·, t) is a measurable function for all t ∈ [0,∞).
(ii) ϕ ∈ A∞(R
n).
(iii) ϕ is of uniformly lower type p0 and of uniformly upper type p1, where
0 < p0 ≤ p1 <∞.
Remark 2.2. (i) The notion of growth functions here is slightly different from [26].
We only need 0 < p0 ≤ p1 <∞ here, however, in [26], p0 ∈ (0, 1] and p1 = 1.
(ii) By ii) of [26, Lemma 4.1], without loss of generality, we may assume that,
for all x ∈ Rn, ϕ(x, ·) is continuous and strictly increasing. Otherwise, we may
replace ϕ by another equivalent growth function ϕ˜ which is continuous and strictly
increasing.
Throughout the whole paper, we always assume that ϕ is a growth function
as in Definition 2.1 and, for any measurable subset E of Rn and t ∈ [0,∞), we
denote
∫
E
ϕ(x, t) dx by ϕ(E, t).
The Musielak-Orlicz space Lϕ(Rn) is defined to be the space of all measurable
functions f such that
∫
Rn
ϕ(x, |f(x)|) dx < ∞ with the Luxembourg norm (or
Luxembourg-Nakano norm)
‖f‖Lϕ(Rn) := inf
{
µ ∈ (0,∞) :
∫
Rn
ϕ
(
x,
|f(x)|
µ
)
dx ≤ 1
}
.
If ϕ is as in (1.2) with p ∈ (0,∞) and w ∈ Ap(R
n), then Lϕ(Rn) coincides with
the weighted Lebesgue space Lpw(R
n).
Now, we introduce the Musielak-Orlicz Morrey space Mϕ,φ(Rn).
Definition 2.3. Let ϕ be a growth function and φ : [0,∞) → [0,∞) be nonde-
creasing. A locally integrable function f on Rn is said to belong to the Musielak-
Orlicz Morrey space Mϕ,φ(Rn), if
‖f‖Mϕ,φ(Rn) := sup
B⊂Rn
φ(ϕ(B, 1))‖f‖ϕ,B <∞,
where the supremum is taken over all balls B of Rn and
‖f‖ϕ,B := inf
{
µ ∈ (0,∞) :
1
ϕ(B, 1)
∫
B
ϕ
(
x,
|f(x)|
µ
)
dx ≤ 1
}
.
Remark 2.4. (i) We first claim that ‖·‖Mϕ,φ(Rn) is a quasi-norm. Indeed, since ϕ is
of uniformly lower type p0 and of uniformly upper type p1 with 0 < p0 ≤ p1 <∞,
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we see that, for any x ∈ Rn and 0 < a ≤ b,
ϕ(x, a+ b) .
(
a+ b
2b
)p0
ϕ(x, 2b) . 2p1ϕ(x, b) . ϕ(x, a) + ϕ(x, b),
which further implies that, for any ball B ⊂ Rn and f, g ∈ L1loc (R
n) with ‖f‖ϕ,B+
‖g‖ϕ,B 6= 0,
1
ϕ(B, 1)
∫
B
ϕ
(
x,
|f(x) + g(x)|
‖f‖ϕ,B + ‖g‖ϕ,B
)
dx
.
1
ϕ(B, 1)
∫
B
[
ϕ
(
x,
|f(x)|
‖f‖ϕ,B + ‖g‖ϕ,B
)
+ ϕ
(
x,
|g(x)|
‖f‖ϕ,B + ‖g‖ϕ,B
)]
dx . 1
and hence, by p0 ∈ (0,∞),
‖f + g‖ϕ,B . ‖f‖ϕ,B + ‖g‖ϕ,B,
where the implicit positive constant is independent of B. This further implies
that ‖ · ‖Mϕ,φ(Rn) is a quasi-norm, namely, for any f, g ∈ M
ϕ,φ(Rn), there exists
a constant κ ∈ [1,∞) such that
‖f + g‖Mϕ,φ(Rn) ≤ κ
[
‖f‖Mϕ,φ(Rn) + ‖g‖Mϕ,φ(Rn)
]
.
Thus, the claim holds true.
Moreover, from the claim and the Aoki-Rolewicz theorem in [3, 42], it follows
that there exists a quasi-norm ‖| · ‖| onMϕ,φ(Rn) and γ ∈ (0, 1] such that, for all
f ∈Mϕ,φ(Rn), ‖|f‖| ∼ ‖f‖Mϕ,φ(Rn) and, for any sequence {fj}j∈N ⊂M
ϕ,φ(Rn),∥∥∥∥∥
∣∣∣∣∣∑
j∈N
fj
∥∥∥∥∥
∣∣∣∣∣
γ
≤
∑
j∈N
‖|fj‖|
γ,
which is needed later.
(ii) If ϕ is as in (1.3) with p ∈ (1,∞) and φ(t) := ts for all t ∈ [0,∞) with s ∈
(0, 1/p), then Mϕ,φ(Rn) coincides with the classical Morrey space Mp,1−sp(Rn).
(iii) If ϕ(x, t) := Φ(t) for all x ∈ Rn and t ∈ (0,∞) with Φ being an Orlicz
function, then Mϕ,φ(Rn) coincides with the Orlicz-Morrey space in [43].
(iv) If ϕ is as in (1.2) with p ∈ (1,∞), w ∈ Ap(R
n) and φ(t) is as in (ii), then
Mϕ,φ(Rn) coincides with the weighted Morrey spaceMp,1−spw (R
n) in [47] (Observe
that the weighted Morrey spaceMp,1−spw (R
n) was denoted by another notation in
[47]).
Now we recall the notions of intrinsic Littlewood-Paley functions introduced
by Wilson [48].
For α ∈ (0, 1], let Cα(R
n) be the family of functions θ, defined on Rn, such that
supp θ ⊂ {x ∈ Rn : |x| ≤ 1},
∫
Rn
θ(x) dx = 0 and, for all x1, x2 ∈ R
n,
|θ(x1)− θ(x2)| ≤ |x1 − x2|
α.
For all f ∈ L1loc (R
n) and (y, t) ∈ Rn+1+ := R
n × (0,∞), let
Aα(f)(y, t) := sup
θ∈Cα(Rn)
|f ∗ θt(y)| = sup
θ∈Cα(Rn)
∣∣∣∣∫
Rn
θt(y − z)f(z) dz
∣∣∣∣ .
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For all α ∈ (0, 1] and f ∈ L1loc (R
n), the intrinsic Littlewood-Paley g-function
gα(f), the intrinsic Lusin area function Sα(f) and the intrinsic Littlewood-Paley
g∗λ-function g
∗
λ,α(f) of f are, respectively, defined by setting, for all x ∈ R
n,
gα(f)(x) :=
{∫ ∞
0
[Aα(f)(x, t)]
2 dt
t
}1/2
,
Sα(f)(x) :=
{∫ ∞
0
∫
{y∈Rn: |y−x|<t}
[Aα(f)(y, t)]
2 dy dt
tn+1
}1/2
and
g∗λ,α(f)(x) :=
{∫ ∞
0
∫
Rn
(
t
t+ |x− y|
)λn
[Aα(f)(y, t)]
2 dy dt
tn+1
}1/2
.
Let β ∈ (0,∞). We also introduce the varying-aperture version Sα,β(f) of Sα(f)
by setting, for all f ∈ L1loc (R
n) and x ∈ Rn,
Sα,β(f)(x) :=
{∫ ∞
0
∫
{y∈Rn: |y−x|<βt}
[Aα(f)(y, t)]
2 dy dt
tn+1
}1/2
.
To obtain the boundedness of all the intrinsic Littlewood-Paley functions on
Mϕ,φ(Rn), we need to introduce an auxiliary function ψ˜ and establish some tech-
nical lemmas first.
Let ϕ be a growth function with 1 ≤ p0 ≤ p1 < ∞. For all x ∈ R
n and
t ∈ [0,∞), let
ψ(x, t) := ϕ(x, t)/ϕ(x, 1).
Obviously, for all x ∈ Rn, ψ(x, ·) is an Orlicz function and, for all t ∈ [0,∞),
ψ(·, t) is measurable. For all x ∈ Rn and s ∈ [0,∞), the complementary function
of ψ is defined by
ψ˜(x, s) := sup
t>0
{st− ψ(x, t)} (2.1)
(see [36, Definition 13.7]). On the complementary function ψ˜, we have the fol-
lowing properties.
Lemma 2.5. Let ϕ be as in Definition 2.1 with 1 ≤ p0 ≤ p1 < ∞ and ψ˜ as in
(2.1).
(i) If 1 ≤ p0 ≤ p1 < ∞, then there exists a positive constant C such that, for
all x ∈ Rn,
0 ≤ ψ˜(x, 1) ≤ C.
(ii) If 1 < p0 ≤ p1 < ∞, then ψ˜ is a growth function of uniformly lower type
p′1 and uniformly upper type p
′
0, where 1/p0 + 1/p
′
0 = 1 = 1/p1 + 1/p
′
1.
Proof. To show (i), for all x ∈ Rn, since there exist positive constants C0, C1
such that, for any t ∈ (0, 1], ϕ(x, 1) ≤ C1ϕ(x, t)/t
p1 and, for any t ∈ (1,∞),
ϕ(x, 1) ≤ C0ϕ(x, t)/t
p0, it follows that
ψ˜(x, 1) = sup
t∈(0,∞)
{t− ψ(x, t)} = sup
t∈(0,∞)
{
t−
ϕ(x, t)
ϕ(x, 1)
}
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≤ sup
t∈(0,1]
{t− tp1/C1}+ sup
t∈(1,∞)
{t− tp0/C0} . 1.
Thus, (i) holds true.
To show (ii), for any λ ∈ [1,∞), C0 as in the proof of (i) and l ∈ (0,∞),
let m := ( 1
λC0
)
1
p0−1 and s := l
C0mp0
. Without loss of generality, we may assume
C0 ≥ 1. Then, we have m ∈ (0, 1], s ∈ (0,∞) and
ψ˜(x, λl) = ψ˜(x,ms) = sup
t>0
{mst− ψ(x, t)} ≤ sup
t>0
{
smt−
ψ(x,mt)
C0mp0
}
=
1
C0mp0
sup
t>0
{C0m
p0smt− ψ(x,mt)} =
1
C0mp0
ψ˜(x, C0m
p0s)
=
λp
′
0
C
1−p′0
0
ψ˜(x, l),
which implies that ψ˜ is of uniformly upper type p′0. By a similar argument, we
also see that ψ˜ is of uniformly lower type p′1, which completes the proof of (ii)
and hence Lemma 2.5. 
For any ball B ⊂ Rn and g ∈ L1loc (R
n), let
‖g‖ψ˜,B := inf
{
µ ∈ (0,∞) :
1
ϕ(B, 1)
∫
B
ψ˜
(
x,
|g(x)|
µ
)
ϕ(x, 1) dx ≤ 1
}
.
For ϕ and ψ˜, we also have the following properties.
Lemma 2.6. Let C˜ be a positive constant. Then there exists a positive constant
C such that
(i) for any ball B ⊂ Rn and µ ∈ (0,∞),
1
ϕ(B, 1)
∫
B
ϕ
(
x,
|f(x)|
µ
)
dx ≤ C˜
implies that ‖f‖ϕ,B ≤ Cµ;
(ii) for any ball B ⊂ Rn and µ ∈ (0,∞),
1
ϕ(B, 1)
∫
B
ψ˜
(
x,
|f(x)|
µ
)
ϕ(x, 1) dx ≤ C˜
implies that ‖f‖ψ˜,B ≤ Cµ.
The proof of Lemma 2.6 is similar to that of [26, Lemma 4.3], the details being
omitted.
Lemma 2.7. Let ϕ be a growth function with 1 < p0 ≤ p1 < ∞. Then, for any
ball B ⊂ Rn and ‖f‖ϕ,B 6= 0, it holds true that
1
ϕ(B, 1)
∫
B
ϕ
(
x,
|f(x)|
‖f‖ϕ,B
)
dx = 1
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and, for all ‖f‖ψ˜,B 6= 0, it holds true that
1
ϕ(B, 1)
∫
B
ψ˜
(
x,
|f(x)|
‖f‖ψ˜,B
)
ϕ(x, 1) dx = 1.
The proof of Lemma 2.7 is similar to that of [26, Lemma 4.2], the details being
omitted.
The following lemma is a generalized Ho¨lder inequality with respect to ϕ.
Lemma 2.8. If ϕ is a growth function as in Definition 2.1, then, for any ball
B ⊂ Rn and f, g ∈ L1loc (R
n),
1
ϕ(B, 1)
∫
B
|f(x)||g(x)|ϕ(x, 1) dx ≤ 2‖f‖ϕ,B‖g‖ψ˜,B.
Proof. By (2.1), we know that, for any x ∈ Rn and ball B ⊂ Rn,
|f(x)|
‖f‖ϕ,B
|g(x)|
‖g‖ψ˜,B
≤ ϕ
(
x,
|f(x)|
‖f‖ϕ,B
)
+ ψ˜
(
x,
|g(x)|
‖g‖ψ˜,B
)
ϕ(x, 1),
which, together with Lemma 2.7, implies that
1
ϕ(B, 1)
∫
B
|f(x)|
‖f‖ϕ,B
|g(x)|
‖g‖ψ˜,B
ϕ(x, 1) dx ≤
1
ϕ(B, 1)
∫
B
ϕ
(
x,
|f(x)|
‖f‖ϕ,B
)
dx
+
1
ϕ(B, 1)
∫
B
ψ˜
(
x,
|g(x)|
‖g‖ψ˜,B
)
ϕ(x, 1) dx
≤ 2.
Thus,
1
ϕ(B, 1)
∫
B
|f(x)||g(x)|ϕ(x, 1) dx . ‖f‖ϕ,B‖g‖ψ˜,B,
which completes the proof of Lemma 2.8. 
The following Lemmas 2.9 and 2.10 are, respectively, [30, Lemma 2.2] and [30,
Theorem 2.7].
Lemma 2.9. (i) A1(R
n) ⊂ Ap(R
n) ⊂ Aq(R
n) for 1 ≤ p ≤ q <∞.
(ii) If ϕ ∈ Ap(R
n) with p ∈ (1,∞), then there exists q ∈ (1, p) such that
ϕ ∈ Aq(R
n).
Lemma 2.10. Let p˜0, p˜1 ∈ (0,∞), p˜0 < p˜1 and ϕ be a growth function with
uniformly lower type p0 and uniformly upper type p1. If 0 < p˜0 < p0 ≤ p1 < p˜1 <
∞ and T is a sublinear operator defined on Lp˜0ϕ(·,1)(R
n) + Lp˜1ϕ(·,1)(R
n) satisfying
that, for i ∈ {1, 2}, all α ∈ (0,∞) and t ∈ (0,∞),
ϕ({x ∈ Rn : |Tf(x)| > α}, t) ≤ Ciα
−p˜i
∫
Rn
|f(x)|p˜iϕ(x, t) dx,
where Ci is a positive constant independent of f , t and α. Then T is bounded
on Lϕ(Rn) and, moreover, there exists a positive constant C such that, for all
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f ∈ Lϕ(Rn), ∫
Rn
ϕ(x, |Tf(x)|) dx ≤ C
∫
Rn
ϕ(x, |f(x)|) dx.
By applying Lemmas 2.9 and 2.10, we have the following boundedness of Sα
and g∗λ,α on L
ϕ(Rn).
Proposition 2.11. Let ϕ be a growth function with 1 < p0 ≤ p1 < ∞, ϕ ∈
Ap0(R
n), α ∈ (0, 1] and λ > min{max{2, p1}, 3 + 2α/n}. Then there exists a
positive constant C such that, for all f ∈ Lϕ(Rn),∫
Rn
ϕ(x, Sα(f)(x)) dx ≤ C
∫
Rn
ϕ(x, |f(x)|) dx
and ∫
Rn
ϕ(x, g∗λ,α(f)(x)) dx ≤ C
∫
Rn
ϕ(x, |f(x)|) dx.
Proof. For α ∈ (0, 1], p ∈ (1,∞) and w ∈ Ap(R
n), it was proved in [49, Theorem
7.2] that
‖Sα(f)‖Lpw(Rn) . ‖f‖Lpw(Rn).
Since ϕ ∈ Ap0(R
n) and p0 ∈ (1,∞), by Lemma 2.9(ii), there exists some p˜0 ∈
(1, p0) such that ϕ ∈ Ap˜0(R
n) and hence, for all t ∈ (0,∞), it holds true that∫
Rn
[Sα(f)(x)]
p˜0ϕ(x, t) dx .
∫
Rn
|f(x)|p˜0ϕ(x, t) dx. (2.2)
On the other hand, by the fact that, for any p˜1 ∈ (p1,∞), ϕ(x, t) ∈ Ap˜0(R
n) ⊂
Ap˜1(R
n) (see Lemma 2.9(i)), we have∫
Rn
[Sα(f)(x)]
p˜1ϕ(x, t) dx .
∫
Rn
|f(x)|p˜1ϕ(x, t) dx. (2.3)
From (2.2), (2.3) and Lemma 2.10, we deduce that∫
Rn
ϕ(x, Sα(f)(x)) dx .
∫
Rn
ϕ(x, |f(x)|) dx. (2.4)
For g∗λ,α, by the definition, we know that, for all x ∈ R
n,
[g∗λ,α(f)(x)]
2 =
∫ ∞
0
∫
|x−y|<t
(
t
t + |x− y|
)λn
[Aα(f)(y, t)]
2 dy dt
tn+1
+
∞∑
j=1
∫ ∞
0
∫
2j−1t≤|x−y|<2jt
· · ·
. [Sα(f)(x)]
2 +
∞∑
j=1
2−jλn[Sα,2j (f)(x)]
2.
Thus, for all x ∈ Rn, it holds true that
g∗λ,α(f)(x) . Sα(f)(x) +
∞∑
j=1
2−jλn/2Sα,2j (f)(x). (2.5)
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In [49, Exericise 6.2], Wilson proved that, for all x ∈ Rn,
Sα,2j (f)(x) . 2
j( 3n
2
+α)Sα(f)(x),
where the implicit positive constant depends only on n and α. Hence, for all
x ∈ Rn, if λ > 3 + 2α/n, we have
g∗λ,α(f)(x) .
[
1 +
∞∑
j=1
2−
jn
2
(λ−3− 2α
n
)
]
Sα(f)(x) . Sα(f)(x),
which, together with (2.4) and the nondecreasing property of ϕ(x, ·) for all x ∈ Rn,
implies that ∫
Rn
ϕ(x, g∗λ,α(f)(x)) dx .
∫
Rn
ϕ(x, |f(x)|) dx.
On the other hand, by [47, Lemmas 4.1, 4.2 and 4.3], we know that, for all
p ∈ (1,∞), w ∈ Ap(R
n) and j ∈ N,
‖Sα,2j (f)‖Lpw(Rn) . (2
jn + 2jnp/2)‖f‖Lpw(Rn),
which, together with (2.5), implies that, if λ > max{2, p}, then
‖g∗λ,α(f)‖Lpw(Rn) . ‖f‖Lpw(Rn).
By this and Lemma 2.10, we further see that, if λ > max{2, p1}, then∫
Rn
ϕ(x, g∗λ,α(f)(x)) dx .
∫
Rn
ϕ(x, |f(x)|) dx,
which completes the proof of Proposition 2.11. 
One of the main results of this section is as follows.
Theorem 2.12. Let α ∈ (0, 1], ϕ be a growth function with 1 < p0 ≤ p1 < ∞,
ϕ ∈ Ap0(R
n) and φ : (0,∞)→ (0,∞) be nondecreasing. If there exists a positive
constant C such that, for all r ∈ (0,∞),∫ ∞
r
1
φ(t)t
dt ≤ C
1
φ(r)
,
then there exists a positive constant C˜ such that, for all f ∈Mϕ,φ(Rn),
‖Sα(f)‖Mϕ,φ(Rn) ≤ C˜‖f‖Mϕ,φ(Rn).
Proof. Let B := B(x0, rB) be any ball of R
n, where x0 ∈ R
n and rB ∈ (0,∞).
Decompose
f = fχ2B + fχ(2B)∁ =: f1 + f2.
Since, for any α ∈ (0, 1], Sα is sublinear, we see that, for all x ∈ B,
Sα(f)(x) ≤ Sα(f1)(x) + Sα(f2)(x).
Let µ := ‖f‖ϕ,2B 6= 0. By Proposition 2.11 and Lemma 2.7, we conclude that
1
ϕ(B, 1)
∫
B
ϕ
(
x,
Sα(f1)(x)
µ
)
dx.
1
ϕ(B, 1)
∫
Rn
ϕ
(
x,
|f1(x)|
µ
)
dx
∼
1
ϕ(B, 1)
∫
2B
ϕ
(
x,
|f(x)|
µ
)
dx . 1.
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From this and Lemma 2.6(i), we deduce that ‖Sα(f1)‖ϕ,B . ‖f‖ϕ,2B. Therefore,
φ(ϕ(B, 1))‖Sα(f1)‖ϕ,B .φ(ϕ(B, 1))‖f‖ϕ,2B
.
φ(ϕ(B, 1))
φ(ϕ(2B, 1))
‖f‖Mϕ,φ(Rn) . ‖f‖Mϕ,φ(Rn). (2.6)
Next, we turn to estimate Sα(f2). For any θ ∈ Cα(R
n) and
(y, t) ∈ Γ(x) := {(y, t) ∈ Rn × (0,∞) : |y − x| < t},
we have
sup
θ∈Cα(Rn)
|f2 ∗ θt(y)|= sup
θ∈Cα(Rn)
∣∣∣∣∫
(2B)∁
θt(y − z)f(z) dz
∣∣∣∣
≤
∞∑
k=1
sup
θ∈Cα(Rn)
∣∣∣∣∫
2k+1B\2kB
θt(y − z)f(z) dz
∣∣∣∣ .
For any k ∈ N, x ∈ B, (y, t) ∈ Γ(x) and z ∈ (2k+1B\2kB) ∩B(y, t), it holds true
that
2t > |x− y|+ |y − z| ≥ |x− z| ≥ |z − x0| − |x− x0| > 2
k−1rB. (2.7)
By this, the fact that θ ∈ Cα(R
n) is uniformly bounded and the Minkowski
inequality, we know that, for all x ∈ B,
Sα(f2)(x)
≤

∫ ∞
0
∫
|x−y|<t
[
∞∑
k=1
sup
θ∈Cα(Rn)
∣∣∣∣∫
2k+1B\2kB
θt(y − z)f(z) dz
∣∣∣∣
]2
dy dt
tn+1

1/2
.
∞∑
k=1
{∫ ∞
2k−2rB
∫
|x−y|<t
[
t−n
∫
2k+1B\2kB
|f(z)| dz
]2
dy dt
tn+1
}1/2
.
∞∑
k=1
∫
2k+1B\2kB
|f(z)| dz
(∫ ∞
2k−2rB
dt
t2n+1
)1/2
.
∞∑
k=1
1
|2k+1B|
∫
2k+1B\2kB
|f(z)| dz. (2.8)
From this and Lemma 2.8, it follows that, for all x ∈ B,
Sα(f2)(x) .
∞∑
k=1
ϕ(2k+1B, 1)
|2k+1B|
‖f‖ϕ,2k+1B
∥∥∥∥ 1ϕ(·, 1)
∥∥∥∥
ψ˜,2k+1B
. (2.9)
By ϕ ∈ Ap0(R
n) ⊂ Ap1(R
n) and Lemma 2.5, we conclude that
1
ϕ(2k+1B, 1)
∫
2k+1B
ψ˜
(
x,
ϕ(2k+1B, 1)
|2k+1B|ϕ(x, 1)
)
ϕ(x, 1) dx
.
1
ϕ(2k+1B, 1)
∫
2k+1B
{[
ϕ(2k+1B, 1)
|2k+1B|ϕ(x, 1)
]p′1
+
[
ϕ(2k+1B, 1)
|2k+1B|ϕ(x, 1)
]p′0}
ϕ(x, 1) dx
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∼
[
1
|2k+1B|
∫
2k+1B
ϕ(x, 1) dx
]p′0−1 1
|2k+1B|
∫
2k+1B
[ϕ(x, 1)]1−p
′
0 dx
+
[
1
|2k+1B|
∫
2k+1B
ϕ(x, 1) dx
]p′1−1 1
|2k+1B|
∫
2k+1B
[ϕ(x, 1)]1−p
′
1 dx . 1.
From this and Lemma 2.6(ii), we deduce that
ϕ(2k+1B, 1)
|2k+1B|
∥∥∥∥ 1ϕ(·, 1)
∥∥∥∥
ψ˜,2k+1B
. 1, (2.10)
which, together with (2.9), further implies that, for all x ∈ B,
φ(ϕ(B, 1))Sα(f2)(x).
∞∑
k=1
φ(ϕ(B, 1))
φ(ϕ(2k+1B, 1))
φ(ϕ(2k+1B, 1))‖f‖ϕ,2k+1B
.
∞∑
k=1
φ(ϕ(B, 1))
φ(ϕ(2k+1B, 1))
‖f‖Mϕ,φ(Rn). (2.11)
Recall that, for r ∈ (1,∞), a weight function w is said to satisfy the reverse
Ho¨lder inequality, denoted by w ∈ RHr(R
n), if there exists a positive constant C
such that, for every ball B ⊂ Rn,{
1
|B|
∫
B
[w(x)]r dx
}1/r
≤ C
1
|B|
∫
B
w(x) dx.
Since ϕ(·, 1) ∈ Ap0(R
n), we know that there exists some r ∈ (1,∞) such that
ϕ(·, 1) ∈ RHr(R
n), which, together with [18, p. 109], further implies that there
exists a positive constant C˜ such that, for any ball B ⊂ Rn and k ∈ N,
ϕ(2kB, 1)
ϕ(2k+1B, 1)
≤ C˜
(
|2kB|
|2k+1B|
)(r−1)/r
.
By choosing j0 ∈ (
r
n(r−1)
log C˜,∞) ∩ N, we see that, for all k ∈ N,
ϕ(2(k+1)j0B, 1)
ϕ(2kj0B, 1)
≥ 2nj0(r−1)/r/C˜ > 1,
which further implies that
log
(
ϕ(2(k+1)j0B, 1)
ϕ(2kj0B, 1)
)
& 1. (2.12)
By (2.12) and the assumptions of φ, we know that
∞∑
k=1
φ(ϕ(B, 1))
φ(ϕ(2k+1B, 1))
≤
∞∑
l=0
(l+1)j0∑
i=lj0+1
φ(ϕ(B, 1))
φ(ϕ(2iB, 1))
.
j0∑
i=1
φ(ϕ(B, 1))
φ(ϕ(2iB, 1))
+ j0
∞∑
l=1
φ(ϕ(B, 1))
φ(ϕ(2lj0B, 1))
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. 1 +
∞∑
l=1
φ(ϕ(B, 1))
φ(ϕ(2lj0B, 1))
∫ ϕ(2lj0B,1)
ϕ(2(l−1)j0B,1)
dt
t
. 1 + φ(ϕ(B, 1))
∞∑
l=1
∫ ϕ(2lj0B,1)
ϕ(2(l−1)j0B,1)
dt
φ(t)t
. 1 + φ(ϕ(B, 1))
∫ ∞
ϕ(B,1)
1
φ(t)t
dt . 1. (2.13)
From this and (2.11), we deduce that, for all x ∈ B,
φ(ϕ(B, 1))Sα(f2)(x) . ‖f‖Mϕ,φ(Rn). (2.14)
Therefore,
1
ϕ(B, 1)
∫
B
ϕ
(
x,
φ(ϕ(B, 1))Sα(f2)(x)
‖f‖Mϕ,φ(Rn)
)
dx . 1,
which, together with Lemma 2.6(i), further implies that
φ(ϕ(B, 1))‖Sα(f2)‖ϕ,B . ‖f‖Mϕ,φ(Rn).
This, combined with (2.6) and Remark 2.4(i), finishes the proof of Theorem
2.12. 
For a growth function ϕ and a function φ : Rn × (0,∞) → (0,∞), the space
M˜ϕ,φ(Rn) is defined by the same way as Definition 2.3, via using φ(cB, ϕ(B, 1))
instead of φ(ϕ(B, 1)), where cB is the center of the ball B. Then, by an argu-
ment similar to that used in the proof of Theorem 2.12, we have the following
boundedness of Sα on M˜
ϕ,φ(Rn), the details being omitted.
Theorem 2.13. Let α ∈ (0, 1], ϕ be a growth function with 1 < p0 ≤ p1 < ∞,
and ϕ ∈ Ap0(R
n). If there exists a positive constant C such that, for all x ∈ Rn
and 0 < r ≤ s <∞,∫ ∞
r
1
φ(x, t)t
dt ≤ C
1
φ(x, r)
and φ(x, r) ≤ Cφ(x, s),
then there exists a positive constant C˜ such that, for all f ∈ M˜ϕ,φ(Rn),
‖Sα(f)‖M˜ϕ,φ(Rn) ≤ C˜‖f‖M˜ϕ,φ(Rn).
For example, let φ(x, r) := rλ(x) for all x ∈ Rn and r ∈ (0,∞) and
inf
x∈Rn
λ(x) > 0.
Then φ satisfies the assumptions of Theorem 2.13.
Observe that, for all x ∈ Rn, gα(f)(x) and Sα(f)(x) are pointwise comparable
(see [48, p. 774]), which, together with Theorem 2.12, immediately implies the
following conclusion, the details being omitted.
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Corollary 2.14. Let α ∈ (0, 1], ϕ be a growth function with 1 < p0 ≤ p1 < ∞,
ϕ ∈ Ap0(R
n) and φ : [0,∞)→ [0,∞) be nondecreasing. If there exists a positive
constant C such that, for all r ∈ (0,∞),∫ ∞
r
1
φ(t)t
dt ≤ C
1
φ(r)
,
then there exists a positive constant C˜ such that, for all f ∈Mϕ,φ(Rn),
‖gα(f)‖Mϕ,φ(Rn) ≤ C˜‖f‖Mϕ,φ(Rn).
Similarly, there exists a corollary similar to Corollary 2.14 of Theorem 2.13,
the details being omitted.
Theorem 2.15. Let α ∈ (0, 1], ϕ be a growth function with 1 < p0 ≤ p1 <∞, ϕ ∈
Ap0(R
n) and φ : [0,∞) → [0,∞) be nondecreasing. If λ > min{max{3, p1}, 3 +
2α/n} and there exists a positive constant C such that, for all r ∈ (0,∞),∫ ∞
r
1
φ(t)t
dt ≤ C
1
φ(r)
,
then there exists a positive constant C˜ such that, for all f ∈Mϕ,φ(Rn),
‖g∗λ,α(f)‖Mϕ,φ(Rn) ≤ C˜‖f‖Mϕ,φ(Rn).
Proof. Fix any ball B := B(x0, rB) ⊂ R
n, with x0 ∈ R
n and rB ∈ (0,∞), and
decompose
f = fχ2B + fχ(2B)∁ =: f1 + f2.
Then, for all x ∈ B,
g∗λ,α(f)(x) ≤ g
∗
λ,α(f1)(x) + g
∗
λ,α(f2)(x).
Similar to the estimate for f1 in the proof of Theorem 2.12, by Proposition 2.11
and Lemmas 2.6(i) and 2.7, if λ > min{max{2, p1}, 3 + 2α/n}, we have
φ(ϕ(B, 1))‖g∗λ,α(f1)‖ϕ,B .
φ(ϕ(B, 1))
φ(ϕ(2B, 1))
‖f‖Mϕ,φ(Rn) . ‖f‖Mϕ,φ(Rn). (2.15)
Next, replacing f in (2.5) by f2, we know that, for all x ∈ B,
g∗λ,α(f2)(x) . Sα(f2)(x) +
∞∑
j=1
2−jλn/2Sα,2j (f2)(x). (2.16)
Let k, j ∈ N. For any x ∈ B,
(y, t) ∈ Γ2j (x) := {(y, t) ∈ R
n × [0,∞) : |y − x| < 2jt}
and z ∈ (2k+1B\2kB) ∩ B(y, t), we have
t + 2jt > |x− y|+ |y − z| ≥ |x− z| ≥ |z − x0| − |x− x0| > 2
k−1rB.
From this, the Minkowski inequality and the fact that θ ∈ Cα(R
n) is uniformly
bounded, it follows that, for all x ∈ B,
Sα,2j (f2)(x)
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≤

∫ ∞
0
∫
|x−y|<2jt
[
∞∑
k=1
sup
θ∈Cα(Rn)
∣∣∣∣∫
2k+1B\2kB
θt(y − z)f(z) dz
∣∣∣∣
]2
dy dt
tn+1

1/2
.
∞∑
k=1
{∫ ∞
2k−2−jrB
∫
|x−y|<2jt
∣∣∣∣t−n ∫
2k+1B\2kB
|f(z)| dz
∣∣∣∣2 dy dttn+1
}1/2
. 23jn/2
∞∑
k=1
1
|2k+1B|
∫
2k+1B\2kB
|f(z)| dz, (2.17)
which, together with Lemma 2.8, further implies that, for all x ∈ B,
Sα,2j (f2)(x) . 2
3jn/2
∞∑
k=1
ϕ(2k+1B, 1)
|2k+1B|
‖f‖ϕ,2k+1B
∥∥∥∥ 1ϕ(·, 1)
∥∥∥∥
ψ˜,2k+1B
.
By this, (2.10) and (2.13), we find that, for all x ∈ B,
φ(ϕ(B, 1))Sα,2j(f2)(x). 2
3jn/2
∞∑
k=1
φ(ϕ(B, 1))‖f‖ϕ,2k+1B
. 23jn/2
∞∑
k=1
φ(ϕ(B, 1))
φ(ϕ(2k+1B, 1))
‖f‖Mϕ,φ(Rn)
. 23jn/2‖f‖Mϕ,φ(Rn),
which further implies that
1
ϕ(B, 1)
∫
B
ϕ
(
x,
φ(ϕ(B, 1))Sα,2j(f2)(x)
23jn/2‖f‖Mϕ,φ(Rn)
)
dx . 1.
From this and Lemma 2.6(i), we deduce that
φ(ϕ(B, 1))‖Sα,2j(f2)‖ϕ,B . 2
3jn/2‖f‖Mϕ,φ(Rn).
Hence,
‖Sα,2j (f2)‖Mϕ,φ(Rn) . 2
3jn/2‖f‖Mϕ,φ(Rn),
which, together with (2.16), Remark 2.4(i) and Theorem 2.12, further implies
that there exists some γ ∈ (0, 1] such that, when λ > 3,
‖g∗λ,α(f2)‖
γ
Mϕ,φ(Rn)
.
∥∥∥∥∥
∣∣∣∣∣Sα(f2) +
∞∑
j=1
2−jλn/2Sα,2j (f2)
∥∥∥∥∥
∣∣∣∣∣
γ
. ‖|Sα(f2)‖|
γ +
∞∑
j=1
2−jγλn/2
∥∥∣∣Sα,2j (f2)∥∥∣∣γ
∼‖Sα(f2)‖
γ
Mϕ,φ(Rn)
+
∞∑
j=1
2−jγλn/2
∥∥Sα,2j (f2)∥∥γMϕ,φ(Rn)
. ‖f‖γ
Mϕ,φ(Rn)
[
1 +
∞∑
j=1
2−jγ(λ−3)n/2
]
. ‖f‖γ
Mϕ,φ(Rn)
.
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This, combined with (2.15) and Remark 2.4(i), finishes the proof of Theorem
2.15. 
The space BMO(Rn), originally introduced by John and Nirenberg [22], is
defined as the space of all locally integrable functions f such that
‖f‖BMO(Rn) := sup
B⊂Rn
1
|B|
∫
B
|f(x)− fB| dx <∞,
where the supremum is taken over all balls B ⊂ Rn and fB as in (1.1). Let
b ∈ BMO(Rn). The commutators generated by b and intrinsic Littlewood-Paley
functions are defined, respectively, by setting, for all x ∈ Rn,
[b, Sα](f)(x) :=
[∫∫
Γ(x)
sup
θ∈Cα(Rn)
∣∣∣∣∫
Rn
[b(x)− b(z)]θt(y − z)f(z) dz
∣∣∣∣2 dy dttn+1
]1/2
,
[b, gα](f)(x) :=
[∫ ∞
0
sup
θ∈Cα(Rn)
∣∣∣∣∫
Rn
[b(x)− b(z)]θt(y − z)f(z) dz
∣∣∣∣2 dtt
]1/2
and
[b, g∗λ,α](f)(x) :=
[∫∫
R
n+1
+
(
t
t + |x− y|
)λn
× sup
φ∈Cα(Rn)
∣∣∣∣∫
Rn
[b(x)− b(z)]φt(y − z)f(z) dz
∣∣∣∣2 dy dttn+1
]1/2
.
Now we establish the boundedness of these commutators on Mϕ,φ(Rn). To
this end, we first recall the following well-known property of BMO(Rn) functions
(see, for example, [12, Corollary 6.12]).
Proposition 2.16. Assume that b ∈ BMO(Rn). Then, for any p ∈ [1,∞), there
exists a positive constant C such that
sup
B⊂Rn
[
1
|B|
∫
B
|b(x)− bB|
p dx
]1/p
≤ C‖b‖BMO(Rn),
where the supremum is taken over all balls B of Rn and bB as in (1.1) with f
replaced by b.
If α ∈ (0, 1], λ > max{2, p} and b ∈ BMO(Rn), it was proved in [47, Theorem
3.1] that the commutators [b, Sα] and [b, g
∗
λ,α] are bounded on L
p
w(R
n) for all
p ∈ (1,∞) and w ∈ Ap(R
n). By this and Lemma 2.10, we have the following
boundedness of [b, Sα] and [b, g
∗
λ,α] on L
ϕ(Rn), whose proof is similar to that of
Proposition 2.11, the details being omitted.
Proposition 2.17. Let ϕ be a growth function with 1 < p0 ≤ p1 < ∞, ϕ ∈
Ap0(R
n), b ∈ BMO(Rn) and λ > min{max{2, p1}, 3 + 2α/n}. Then there exists
a positive constant C such that, for all f ∈ Lϕ(Rn),∫
Rn
ϕ(x, [b, Sα](f)(x)) dx ≤ C
∫
Rn
ϕ(x, |f(x)|) dx
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and ∫
Rn
ϕ(x, [b, g∗λ,α](f)(x)) dx ≤ C
∫
Rn
ϕ(x, |f(x)|) dx.
Theorem 2.18. Let α ∈ (0, 1], b ∈ BMO(Rn), ϕ be a growth function with
1 < p0 ≤ p1 < ∞, ϕ ∈ Ap0(R
n) and φ : [0,∞) → [0,∞) be nondecreasing. If
there exists a positive constant C such that, for all r ∈ (0,∞),∫ ∞
r
1
φ(t)t
dt ≤ C
1
φ(r)
,
then there exists a positive constant C˜ such that, for all f ∈Mϕ,φ(Rn),
‖[b, Sα](f)‖Mϕ,φ(Rn) ≤ C˜‖f‖Mϕ,φ(Rn).
Proof. Without loss of generality, we may assume that ‖b‖BMO(Rn) = 1; otherwise,
we replace b by b/‖b‖BMO(Rn). Fix any ball B := B(x0, rB) ⊂ R
n for some x0 ∈ R
n
and rB ∈ (0,∞) and let
f = fχ2B + fχ(2B)∁ =: f1 + f2.
Since, for all α ∈ (0, 1], [b, Sα] is sublinear, it follows that, for all x ∈ B,
[b, Sα](f)(x) ≤ [b, Sα](f1)(x) + [b, Sα](f2)(x).
Taking µ := ‖f‖ϕ,2B 6= 0, by Proposition 2.17 and Lemma 2.7, we obtain
1
ϕ(B, 1)
∫
B
ϕ
(
x,
[b, Sα](f1)(x)
µ
)
dx.
1
ϕ(B, 1)
∫
Rn
ϕ
(
x,
|f1(x)|
µ
)
dx
∼
1
ϕ(B, 1)
∫
2B
ϕ
(
x,
|f(x)|
µ
)
dx . 1.
From this and Lemma 2.6(i), we deduce that ‖[b, Sα](f1)‖ϕ,B . ‖f‖ϕ,2B. There-
fore,
φ(ϕ(B, 1))‖[b, Sα](f1)‖ϕ,B. φ(ϕ(B, 1))‖f‖ϕ,2B
.
φ(ϕ(B, 1))
φ(ϕ(2B, 1))
‖f‖Mϕ,φ(Rn)
. ‖f‖Mϕ,φ(Rn). (2.18)
Next, we turn to estimate [b, Sα](f2). Since, for any x ∈ B and (y, t) ∈ Γ(x),
sup
θ∈Cα(Rn)
∣∣∣∣∫
Rn
[b(x)− b(z)]θt(y − z)f2(z) dz
∣∣∣∣
≤ |b(x)− bB| sup
θ∈Cα(Rn)
∣∣∣∣∫
Rn
θt(y − z)f2(z) dz
∣∣∣∣
+ sup
θ∈Cα(Rn)
∣∣∣∣∫
Rn
[b(z) − bB ]θt(y − z)f2(z) dz
∣∣∣∣ , (2.19)
where bB is as in (1.1) with f replaced by b, it follows that, for all x ∈ B,
[b, Sα](f2)(x) ≤ |b(x)− bB|Sα(f2)(x)
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+
{∫∫
Γ(x)
sup
θ∈Cα(Rn)
∣∣∣∣∫
Rn
[b(z)− bB]θt(y − z)f2(z) dz
∣∣∣∣2 dy dttn+1
}1/2
=: I1(x) + I2(x).
For I1(x), by (2.14), we see that, for all x ∈ B,
φ(ϕ(B, 1))I1(x) . |b(x)− bB|‖f‖Mϕ,φ(Rn).
By this and the fact that ϕ is of uniformly lower type p0 and upper type p1, we
know that
1
ϕ(B, 1)
∫
B
ϕ
(
x,
φ(ϕ(B, 1))I1(x)
‖f‖Mϕ,φ(Rn)
)
dx
.
1
ϕ(B, 1)
∫
B
[|b(x)− bB|
p1 + |b(x)− bB|
p0]ϕ(x, 1) dx. (2.20)
Since ϕ(·, 1) ∈ Ap0(R
n) ⊂ Ap1(R
n), there exists some r ∈ (1,∞) such that
ϕ(·, 1) ∈ RHr(R
n). From this, the Ho¨lder inequality and Proposition 2.16, we
deduce that[
1
ϕ(B, 1)
∫
B
|b(x)− bB|
piϕ(x, 1) dx
]1/pi
≤
1
[ϕ(B, 1)]1/pi
[∫
B
|b(x)− bB |
r′pi dx
]1/(r′pi){∫
B
[ϕ(x, 1)]r dx
}1/(rpi)
.
[
1
|B|
∫
B
|b(x)− bB|
r′pi dx
]1/(r′pi)
. 1, (2.21)
where i ∈ {0, 1}. By this, (2.20) and Lemma 2.6(i), we have
φ(ϕ(B, 1))‖I1‖ϕ,B . ‖f‖Mϕ,φ(Rn). (2.22)
On the other hand, from (2.7), the Minkowski inequality and the fact that
θ ∈ Cα(R
n) is uniformly bounded, it follows that, for all x ∈ B,
I2(x)
≤

∫∫
Γ(x)
[
∞∑
k=1
sup
θ∈Cα(Rn)
∣∣∣∣∫
2k+1B\2kB
[b(z) − bB]θt(y − z)f2(z) dz
∣∣∣∣
]2
dy dt
tn+1

1/2
.
∞∑
k=1
[∫
2k+1B\2kB
|b(z)− bB ||f(z)| dz
]{∫ ∞
2k−2r
∫
|x−y|<t
dy dt
t3n+1
}1/2
.
∞∑
k=1
1
|2k+1B|
∫
2k+1B
|b(z)− b2k+1B||f(z)| dz
+
∞∑
k=1
1
|2k+1B|
|b2k+1B − bB|
∫
2k+1B
|f(z)| dz
=: J1(x) + J2(x).
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By Lemma 2.8, we know that, for all x ∈ B,
J1(x) .
∞∑
k=1
ϕ(2k+1B, 1)
|2k+1B|
‖f‖ϕ,2k+1B
∥∥∥∥|b(·)− b2k+1B| 1ϕ(·, 1)
∥∥∥∥
ψ˜,2k+1B
. (2.23)
From Lemma 2.5, it follows that
1
ϕ(2k+1B, 1)
∫
2k+1B
ψ˜
(
x,
ϕ(2k+1B, 1)|b(x)− b2k+1B|
|2k+1B|ϕ(x, 1)
)
ϕ(x, 1) dx
.
1
ϕ(2k+1B, 1)
×
∫
2k+1B
{
1∑
i=0
[
|b(x)− b2k+1B|
[ϕ(x, 1)]
]p′i [ϕ(2k+1B, 1)
|2k+1B|
]p′i}
ϕ(x, 1) dx. (2.24)
Since ϕ(·, 1) ∈ Ap0(R
n) ⊂ Ap1(R
n), we know that
wi(·) := [ϕ(·, 1)]
−p′i/pi ∈ Ap′i(R
n)
for i ∈ {0, 1} (see, for example, [12, p. 136]). By this, the Ho¨lder inequality and
(2.21) with pi replaced by p
′
i, we conclude that, for i ∈ {0, 1},
1
ϕ(2k+1B, 1)
∫
2k+1B
|b(x)− b2k+1B|
p′i
[
ϕ(2k+1B, 1)
|2k+1B|
]p′i 1
[ϕ(x, 1)]p
′
i
ϕ(x, 1) dx
∼
[
1
|2k+1B|
∫
2k+1B
ϕ(x, 1) dx
]p′i−1{ 1
|2k+1B|
∫
2k+1B
[ϕ(x, 1)]1−p
′
i dx
}
×
1
wi(2k+1B)
∫
2k+1B
|b(x)− b2k+1B|
p′iwi(x) dx . 1,
where
wi(2
k+1B) :=
∫
2k+1B
wi(x) dx.
From this and (2.24), it follows that
1
ϕ(2k+1B, 1)
∫
2k+1B
ψ˜
(
x,
ϕ(2k+1B, 1)|b(x)− b2k+1B|
|2k+1B|ϕ(x, 1)
)
ϕ(x, 1) dx . 1,
which, together with Lemma 2.6(ii), further implies that
ϕ(2k+1B, 1)
|2k+1B|
∥∥∥∥|b(·)− b2k+1B| 1ϕ(·, 1)
∥∥∥∥
ψ˜,2k+1B
. 1. (2.25)
By this, (2.23) and (2.13), we conclude that, for all x ∈ B,
φ(ϕ(B, 1))J1(x).
∞∑
k=1
φ(ϕ(B, 1))
φ(ϕ(2k+1B, 1))
φ(ϕ(2k+1B, 1))‖f‖ϕ,2k+1B
.
∞∑
k=1
φ(ϕ(B, 1))
φ(ϕ(2k+1B, 1))
‖f‖Mϕ,φ(Rn) . ‖f‖Mϕ,φ(Rn). (2.26)
For J2(x), since b ∈ BMO(R
n), we have
|b2k+1B − bB| . (k + 1)‖b‖BMO(Rn).
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By this, Lemma 2.8 and (2.10), we know that, for all x ∈ B,
J2(x).
∞∑
k=1
(k + 1)
1
|2k+1B|
∫
2k+1B
|f(z)| dz
.
∞∑
k=1
(k + 1)
ϕ(2k+1B, 1)
|2k+1B|
‖f‖ϕ,2k+1B
∥∥∥∥ 1ϕ(·, 1)
∥∥∥∥
ψ˜,2k+1B
.
∞∑
k=1
k + 1
φ(ϕ(2k+1B, 1))
‖f‖Mϕ,φ(Rn).
From (2.12), we deduce that there exists some j0 ∈ N such that, for all k ∈ N, it
holds true that 1 . log(ϕ(2
(k+1)j0B,1)
ϕ(2kj0B,1)
), which further implies that
k .
∫ ϕ(2kj0B,1)
ϕ(B,1)
1
s
ds.
By this, (2.12) and the assumptions of φ, we have
∞∑
k=1
(k + 1)
φ(ϕ(B, 1))
φ(ϕ(2k+1B, 1))
=
2j0−1∑
k=1
(k + 1)
φ(ϕ(B, 1))
φ(ϕ(2k+1B, 1))
+
∞∑
k=1
(k+2)j0−1∑
i=(k+1)j0
(i+ 1)φ(ϕ(B, 1))
φ(ϕ(2iB, 1))
≤
2j0−1∑
k=1
(k + 1)
φ(ϕ(B, 1))
φ(ϕ(2k+1B, 1))
+ j20
∞∑
k=1
2(k + 1)
φ(ϕ(B, 1))
φ(ϕ(2(k+1)j0B, 1))
. 1 + φ(ϕ(B, 1))
∞∑
k=1
k + 1
φ(ϕ(2(k+1)j0B, 1))
. 1 + φ(ϕ(B, 1))
∞∑
k=1
k + 1
φ(ϕ(2(k+1)j0B, 1))
∫ ϕ(2(k+1)j0B,1)
ϕ(2kj0B,1)
dt
t
. 1 + φ(ϕ(B, 1))
∞∑
k=1
∫ ϕ(2(k+1)j0B,1)
ϕ(2kj0B,1)
(k + 1)
1
φ(t)t
dt
. 1 + φ(ϕ(B, 1))
∞∑
k=1
∫ ϕ(2(k+1)j0B,1)
ϕ(2kj0B,1)
1
φ(t)t
dt
∫ ϕ(2kj0B,1)
ϕ(B,1)
1
s
ds
. 1 + φ(ϕ(B, 1))
∞∑
k=1
∫ ϕ(2(k+1)j0B,1)
ϕ(2kj0B,1)
1
φ(t)t
∫ t
ϕ(B,1)
1
s
ds dt
∼ 1 + φ(ϕ(B, 1))
∫ ∞
ϕ(B,1)
1
φ(t)t
∫ t
ϕ(B,1)
1
s
ds dt
∼ 1 + φ(ϕ(B, 1))
∫ ∞
ϕ(B,1)
1
s
∫ ∞
s
1
φ(t)t
dt ds
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. 1 + φ(ϕ(B, 1))
∫ ∞
ϕ(B,1)
1
φ(s)s
ds . 1.
Thus, for all x ∈ B,
φ(ϕ(B, 1))J2(x) . ‖f‖Mϕ,φ(Rn). (2.27)
Combining (2.26) and (2.27), we see that, for all x ∈ B,
φ(ϕ(B, 1))I2(x) . ‖f‖Mϕ,φ(Rn),
which further implies that
φ(ϕ(B, 1))‖I2‖ϕ,B . ‖f‖Mϕ,φ(Rn).
From this and (2.22), we deduce that
φ(ϕ(B, 1))‖[b, Sα](f2)‖ϕ,B . ‖f‖Mϕ,φ(Rn),
which, combined with (2.18), completes the proof of Theorem 2.18. 
By using an argument similar to that used in the proof of Theorem 2.18, we
can prove [b, g∗λ,α] and [b, gα] are, respectively, bounded onM
ϕ,φ(Rn) as following,
the details being omitted.
Proposition 2.19. Let α ∈ (0, 1], b ∈ BMO(Rn), ϕ be a growth function with
1 < p0 ≤ p1 < ∞, ϕ ∈ Ap0(R
n) and φ : [0,∞) → [0,∞) be nondecreasing. If
there exists a positive constant C such that, for all r ∈ (0,∞),∫ ∞
r
1
φ(t)t
dt ≤ C
1
φ(r)
,
then there exists a positive constant C˜ such that, for all f ∈Mϕ,φ(Rn),
‖[b, gα](f)‖Mϕ,φ(Rn) ≤ C˜‖f‖Mϕ,φ(Rn).
Proposition 2.20. Let α ∈ (0, 1], b ∈ BMO(Rn), ϕ be a growth function with
1 < p0 ≤ p1 < ∞, ϕ ∈ Ap0(R
n) and φ : [0,∞) → [0,∞) be nondecreasing. If
there exists a positive constant C such that, for all r ∈ (0,∞),∫ ∞
r
1
φ(t)t
dt ≤ C
1
φ(r)
and λ > min{max{3, p1}, 3+2α/n}, then there exists a positive constant C˜ such
that, for all f ∈Mϕ,φ(Rn),
‖[b, g∗λ,α](f)‖Mϕ,φ(Rn) ≤ C˜‖f‖Mϕ,φ(Rn).
Remark 2.21. In [47], Wang established the boundedness of g∗λ,α and [b, g
∗
λ,α]
on weighted Morrey space Mp,κw (R
n) with λ > max{3, p}. This corresponds
to Theorem 2.15 and Proposition 2.20 in the case when ϕ is as in (1.2) with
w ∈ Ap(R
n), p ∈ (1,∞) and φ as in Remark 2.4(ii). We point out that Theorem
2.15 and Proposition 2.20, even for this special case, also improve the range of
λ > p in [47] to a wider range λ > 3 + 2α/n when p > 3 + 2α/n.
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3. Boundedness of intrinsic Littlewood-Paley functions on
weighted Orlicz-Morrey spaces
In this section, motivated by Nakai [37], we introduce the weighted Orlicz-
Morrey space MΦ,φw (R
n) and establish the boundedness on MΦ,φw (R
n) of intrinsic
Littlewood-Paley functions and their commutators with BMO(Rn) functions.
Recall that a function Φ : [0,∞) → [0,∞) is called a Young function (or
N-function), if it is increasing and convex, and satisfies that
Φ(0) = 0, lim
t→0
Φ(t)/t = 0 and lim
t→∞
Φ(t)/t =∞
(see, for example, [15, p. 436]). Obviously, any Young function is continuous
and strictly increasing, and hence bijective. The complementary function of Φ is
defined by, for all r ∈ [0,∞),
Φ˜(r) := sup
s∈[0,∞)
{rs− Φ(s)}.
It is well known that Φ˜ is also a Young function and, for all r ∈ (0,∞),
r ≤ Φ−1(r)Φ˜−1(r) ≤ 2r (3.1)
(see, for example, [41, pp. 13–14]), where Φ−1 denotes the inverse function of Φ.
Moreover, by Lemma 2.5(ii) with ϕ(x, t) := Φ(t) for all x ∈ Rn and t ∈ [0,∞),
we know that, if Φ is of lower type p0 and upper type p1 with 1 < p0 ≤ p1 <∞,
then Φ˜ is of lower type p′1 and upper type p
′
0. In this case, Φ ∈ ∆2 ∩∇2 (see [41]
for the definitions of the conditions ∆2 and ∇2). Conversely, if Φ ∈ ∆2∩∇2, then
Φ is of lower type p0 and upper type p1 for some p0 and p1 with 1 < p0 ≤ p1 <∞
(see [23, Lemma 1.3.2]).
Definition 3.1. Let Φ be a Young function, φ : (0,∞)→ (0,∞) be nonincreasing
and w ∈ A∞(R
n). The weighted Orlicz-Morrey space MΦ,φw (R
n) is defined by
MΦ,φw (R
n) := {f ∈ L1loc(R
n) : ‖f‖MΦ,φw (Rn) := sup
B⊂Rn
‖f‖Φ,φ,B <∞},
where the supremum is taken over all balls B of Rn and
‖f‖Φ,φ,B := inf
{
µ ∈ (0,∞) :
1
w(B)φ(w(B))
∫
B
Φ
(
|f(x)|
µ
)
w(x) dx ≤ 1
}
.
Here and in what follows, for any ball B of Rn and w ∈ A∞(R
n),
w(B) :=
∫
B
w(x) dx.
Remark 3.2. (i) Since Φ is convex, we know that ‖ · ‖MΦ,φw (Rn) is a norm.
(ii) If a function Φ : [0,∞) → [0,∞) is quasi-convex, namely, there exist a
convex function Φ0 and a positive constant C such that
Φ0(C
−1r) ≤ Φ(r) ≤ Φ0(Cr) for all r ∈ [0,∞),
then the corresponding functionals ‖ · ‖MΦ,φw (Rn) and ‖ · ‖MΦ0,φw are equivalent.
Therefore, all the results in this section also hold true for any quasi-convex func-
tion which is of lower type p0 and upper type p1 with 1 < p0 ≤ p1 <∞.
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(iii) If w ≡ 1, thenMΦ,φw (R
n) coincides with the Orlicz-Morrey space L(Φ,φ)(Rn)
in [37] with equivalent norms.
(iv) If φ(r) := 1/r for all r ∈ (0,∞), thenMΦ,φw (R
n) coincides with the weighted
Orlicz space LΦw(R
n). In this case, φ satisfies the assumptions for all the theorems
in this section. Therefore, all the results in this section hold true for any LΦw(R
n)
with Young function Φ of lower type p0 and upper type p1 and w ∈ Ap0(R
n),
where 1 < p0 ≤ p1 <∞.
(v) Even if
ϕ(x, t) := w(x)Φ(t) for all x ∈ Rn and t ∈ [0,∞), (3.2)
with Φ being a Young function and w ∈ A∞(R
n), Mϕ,φ(Rn) as in Section 2 may
not coincide with MΦ,φw (R
n).
Before proving the main results of this section, we first state the following
technical lemmas whose proofs are, respectively, similar to those of Lemmas 2.6,
2.7 and 2.8, the details being omitted.
Lemma 3.3. Let Φ be a Young function which is of lower type p0 and upper type
p1 with 0 < p0 ≤ p1 < ∞ and φ, w be as in Definition 3.1. Let C˜ be a positive
constant. Then there exists a positive constant C such that
(i) for any ball B of Rn and µ ∈ (0,∞),
1
w(B)φ(w(B))
∫
B
Φ
(
|f(x)|
µ
)
w(x) dx ≤ C˜
implies that ‖f‖Φ,φ,B ≤ Cµ;
(ii) for any ball B of Rn and µ ∈ (0,∞),
1
w(B)φ(w(B))
∫
B
Φ˜
(
|f(x)|
µ
)
w(x) dx ≤ C˜
implies that ‖f‖Φ˜,φ,B ≤ Cµ.
Lemma 3.4. Let Φ be as in Lemma 3.3 and φ, w as in Definition 3.1. Then,
for any ball B of Rn and ‖f‖Φ,φ,B 6= 0, it holds true that
1
w(B)φ(w(B))
∫
B
Φ
(
|f(x)|
‖f‖Φ,φ,B
)
w(x) dx = 1
and, for all ‖f‖Φ˜,φ,B 6= 0, it holds true that
1
w(B)φ(w(B))
∫
B
Φ˜
(
|f(x)|
‖f‖Φ˜,φ,B
)
w(x) dx = 1.
Lemma 3.5. Let Φ be as in Lemma 3.3 and φ, w as in Definition 3.1. Then,
for any ball B of Rn and f, g ∈ L1loc (R
n),
1
w(B)φ(w(B))
∫
B
|f(x)||g(x)|w(x) dx ≤ 2‖f‖Φ,φ,B‖g‖Φ˜,φ,B.
One of the main results of this section is as follows.
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Theorem 3.6. Let α ∈ (0, 1], Φ be a Young function which is of upper type p1
and lower type p0 with 1 < p0 ≤ p1 < ∞, w ∈ Ap0(R
n) and φ be nonincreasing.
Assume that there exists a positive constant C˜ such that, for all 0 < r ≤ s <∞,∫ ∞
r
φ(t)
t
dt ≤ C˜φ(r) and φ(r)r ≤ C˜φ(s)s.
Then there exists a positive constant C such that, for all f ∈MΦ,φw (R
n),
‖Sα(f)‖MΦ,φw (Rn) ≤ C‖f‖MΦ,φw (Rn).
Proof. Fix any ball B := B(x0, rB), with x0 ∈ R
n and rB ∈ (0,∞), and decom-
pose
f = fχ2B + fχ(2B)∁ =: f1 + f2.
Since, for any α ∈ (0, 1], Sα is sublinear, we see that, for all x ∈ B,
Sα(f)(x) ≤ Sα(f1)(x) + Sα(f2)(x).
Let µ := ‖f‖Φ,φ,2B. From Proposition 2.11 with ϕ being as in (3.2), it follows
that ∫
Rn
Φ(Sα(f)(x))w(x) dx .
∫
Rn
Φ(|f(x)|)w(x) dx,
which, together with Lemma 3.4 and the fact that φ is decreasing, further implies
that
1
w(B)φ(w(B))
∫
B
Φ
(
Sα(f1)(x)
µ
)
w(x) dx
.
1
w(B)φ(w(B))
∫
Rn
Φ
(
|f1(x)|
µ
)
w(x) dx
∼
1
w(B)φ(w(B))
∫
2B
Φ
(
|f(x)|
µ
)
w(x) dx .
w(2B)φ(w(2B))
w(B)φ(w(B))
. 1.
By this and Lemma 3.3(i), we have ‖Sα(f1)‖Φ,φ,B . ‖f‖Φ,φ,2B. Therefore,
‖Sα(f1)‖Φ,φ,B . ‖f‖MΦ,φw (Rn). (3.3)
From (2.8) and Lemma 3.5, it follows that, for all x ∈ B,
Sα(f2)(x) .
∞∑
k=1
w(2k+1B)φ(w(2k+1B))
|2k+1B|
‖f‖Φ,φ,2k+1B‖w
−1‖Φ˜,φ,2k+1B. (3.4)
By the fact that Φ˜ is of uniformly lower type p′1 and upper type p
′
0 and the fact
that w ∈ Ap0(R
n) ⊂ Ap1(R
n), we know that
1
w(2k+1B)φ(w(2k+1B))
∫
2k+1B
Φ˜
(
w(2k+1B)Φ˜−1(φ(w(2k+1B)))
|2k+1B|w(x)
)
w(x) dx
.
1
w(2k+1B)
∫
2k+1B
{[
w(2k+1B)
|2k+1B|w(x)
]p′1
+
[
w(2k+1B)
|2k+1B|w(x)
]p′0}
w(x) dx
∼
[
1
|2k+1B|
∫
2k+1B
w(x) dx
]p′0−1 1
|2k+1B|
∫
2k+1B
[w(x)]1−p
′
0 dx
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+
[
1
|2k+1B|
∫
2k+1B
w(x) dx
]p′1−1 1
|2k+1B|
∫
2k+1B
[w(x)]1−p
′
1 dx . 1.
From this and Lemma 3.3(ii), it follows that
w(2k+1B)Φ˜−1(φ(w(2k+1B)))
|2k+1B|
‖w−1‖Φ˜,φ,2k+1B . 1. (3.5)
By this, (3.4) and (3.1), we conclude that, for all x ∈ B,
Sα(f2)(x).
∞∑
k=1
‖f‖MΦ,φw (Rn)
φ(w(2k+1B))
Φ˜−1(φ(w(2k+1B)))
.
∞∑
k=1
‖f‖MΦ,φw (Rn)Φ
−1(φ(w(2k+1B))). (3.6)
Recall that, by (2.12) with ϕ as in (3.2), there exists some j0 ∈ N such that, for
all k ∈ N,
1 . log
(
w(2(k+1)j0B)
w(2kj0B)
)
.
Moreover, by this, the fact that Φ−1(φ(·)) is decreasing and the assumptions of
φ, we have
∞∑
k=1
Φ−1(φ(w(2k+1B)))
=
∞∑
l=0
(l+1)j0∑
i=lj0+1
Φ−1(φ(w(2iB)))
.
j0∑
i=1
Φ−1(φ(w(2iB))) + j0
∞∑
l=1
Φ−1(φ(w(2lj0B)))
. Φ−1(φ(w(B))) +
∞∑
l=1
Φ−1(φ(w(2lj0B)))
∫ w(2lj0B)
w(2(l−1)j0B)
dt
t
. Φ−1(φ(w(B))) +
∞∑
l=1
∫ w(2lj0B)
w(2(l−1)j0B)
Φ−1(φ(t))
t
dt
. Φ−1(φ(w(B))) +
∫ ∞
w(B)
Φ−1(φ(t))
t
dt . Φ−1(φ(w(B))), (3.7)
where the last inequality is deduced from the fact that∫ ∞
r
Φ−1(φ(t))
t
dt . Φ−1(φ(r)) (3.8)
(see [37, Lemma 5.3] and the proof of [37, Corollary 3.2]). From (3.6) and (3.7),
it follows that, for all x ∈ B,
Sα(f2)(x) . Φ
−1(φ(w(B)))‖f‖MΦ,φw (Rn),
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which further implies that
Φ
(
Sα(f2)(x)
‖f‖MΦ,φw (Rn)
)
. φ(w(B)).
Therefore,
1
w(B)φ(w(B))
∫
B
Φ
(
Sα(f2)(x)
‖f‖MΦ,φw (Rn)
)
w(x) dx . 1.
By this and Lemma 3.3(i), we have
‖Sα(f2)‖Φ,φ,B . ‖f‖MΦ,φw (Rn), (3.9)
which, together with (3.3), completes the proof of Theorem 3.6. 
For a Young function Φ, a function φ : Rn × (0,∞)→ (0,∞) and a weight w
on Rn, the space M˜Φ,φw (R
n) is defined by a way same as Definition 3.1, via using
φ(cB, w(B)) instead of φ(w(B)), where cB is the center of the ball B. Then, by an
argument similar to that used in the proof of Theorem 3.6, we have the following
boundedness of Sα on M˜
Φ,φ
w (R
n), the details being omitted.
Theorem 3.7. Let α ∈ (0, 1], Φ be a Young function which is of upper type p1
and lower type p0 with 1 < p0 ≤ p1 < ∞ and w ∈ Ap0(R
n). Assume that there
exists a positive constant C˜ such that, for all x ∈ Rn and 0 < r ≤ s <∞,∫ ∞
r
φ(x, t)
t
dt ≤ C˜φ(x, r), φ(x, s) ≤ C˜φ(x, r) and φ(x, r)r ≤ C˜φ(x, s)s.
Then there exists a positive constant C such that, for all f ∈ M˜Φ,φw (R
n),
‖Sα(f)‖M˜Φ,φw (Rn) ≤ C‖f‖M˜Φ,φw (Rn).
For example, let φ(x, r) := rλ(x) for all x ∈ Rn and r ∈ (0,∞) with −1 ≤
λ(x) < 0 and supx∈Rn λ(x) < 0. Then φ satisfies all the assumptions of Theorem
3.7.
Since gα(f) is pointwise comparable to Sα(f), we have the following corollary
of Theorem 3.6, the details being omitted.
Corollary 3.8. Let α ∈ (0, 1], Φ be a Young function which is of upper type p1
and lower type p0 with 1 < p0 ≤ p1 < ∞, w ∈ Ap0(R
n) and φ be nonincreasing.
Assume that there exists a positive constant C˜ such that, for all 0 < r ≤ s <∞,∫ ∞
r
φ(t)
t
dt ≤ C˜φ(r) and φ(r)r ≤ C˜φ(s)s.
Then there exists a positive constant C such that, for all f ∈MΦ,φw (R
n),
‖gα(f)‖MΦ,φw (Rn) ≤ C‖f‖MΦ,φw (Rn).
Similarly, there exists a corollary similar to Corollary 3.8 of Theorem 3.7, the
details being omitted.
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Theorem 3.9. Let α ∈ (0, 1], Φ be a Young function which is of upper type p1
and lower type p0 with 1 < p0 ≤ p1 < ∞, w ∈ Ap0(R
n) and φ be nonincreasing.
Assume that there exists a positive constant C˜ such that, for all 0 < r ≤ s <∞,∫ ∞
r
φ(t)
t
dt ≤ C˜φ(r) and φ(r)r ≤ C˜φ(s)s.
If λ > min{max{3, p1}, 3 + 2α/n}, then there exists a positive constant C such
that, for all f ∈MΦ,φw (R
n),
‖g∗λ,α(f)‖MΦ,φw (Rn) ≤ C‖f‖MΦ,φw (Rn).
Proof. For any ball B := B(x0, rB) ⊂ R
n with x0 ∈ R
n and rB ∈ (0,∞), let
f = fχ2B + fχ(2B)∁ =: f1 + f2.
Since, for any α ∈ (0, 1], g∗λ,α is sublinear, we know that, for all x ∈ B,
g∗λ,α(f)(x) ≤ g
∗
λ,α(f1)(x) + g
∗
λ,α(f2)(x).
Similar to the estimate for f1 in the proof of Theorem 3.6, by Proposition 2.11
with ϕ as in (3.2), Lemma 3.4, the fact that φ is nonincreasing and Lemma 3.3(i),
if λ > min{max{{2, p1}, 3 + 2α/n}, we conclude that
‖g∗λ,α(f1)‖Φ,φ,B . ‖f‖MΦ,φw (Rn). (3.10)
To estimate f2, from (2.17), Lemma 3.5, (3.1) and (3.7), we deduce that, for
all j ∈ Z+ and x ∈ B,
Sα,2j (f2)(x) . 2
3jn/2
∞∑
k=1
‖f‖MΦ,φw (Rn)
φ(w(2k+1B))
Φ˜−1(φ(w(2k+1B)))
. 23jn/2
∞∑
k=1
‖f‖MΦ,φw (Rn)Φ
−1(φ(w(2k+1B)))
. 23jn/2‖f‖MΦ,φw (Rn)Φ
−1(φ(w(B))). (3.11)
By this, we further see that
Φ
(
Sα,2j (f2)(x)
23jn/2‖f‖MΦ,φw (Rn)
)
. φ(w(B)),
which further implies that
1
w(B)φ(w(B))
∫
B
Φ
(
Sα,2j (f2)(x)
23jn/2‖f‖MΦ,φw (Rn)
)
w(x) dx . 1.
From this and Lemma 3.3(i), we deduce that
‖Sα,2j (f2)‖Φ,φ,B . 2
3jn/2‖f‖MΦ,φw (Rn).
By this and (3.9), we know that, if λ > 3,
‖g∗λ,α(f2)‖Φ,φ,B .
[
1 +
∞∑
j=1
2−j(λ−3)n/2
]
‖f‖MΦ,φw (Rn) . ‖f‖MΦ,φw (Rn),
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which, combined with (3.10), completes the proof of Theorem 3.9. 
Theorem 3.10. Let α ∈ (0, 1], Φ be a Young function which is of upper type p1
and lower type p0, 1 < p0 ≤ p1 < ∞ with w ∈ Ap0(R
n) and φ be nonincreasing.
Assume that there exists a positive constant C˜ such that, for all 0 < r ≤ s <∞,∫ ∞
r
φ(t)
t
dt ≤ C˜φ(r) and φ(r)r ≤ C˜φ(s)s.
If λ > min{max{3, p1}, 3 + 2α/n}, then there exists a positive constant C such
that, for all f ∈MΦ,φw (R
n),
‖[b, g∗λ,α](f)‖MΦ,φw (Rn) ≤ C‖f‖MΦ,φw (Rn).
Proof. Without loss of generality, we may assume that ‖b‖BMO(Rn) = 1; otherwise,
we replace b by b/‖b‖BMO(Rn). Fix any ball B := B(x0, rB) ⊂ R
n with x0 ∈ R
n
and rB ∈ (0,∞). Let
f = fχ2B + fχ(2B)∁ =: f1 + f2.
Since, for any α ∈ (0, 1], [b, Sα] is sublinear, we know that, for all x ∈ B,
[b, g∗λ,α](f)(x) ≤ [b, g
∗
λ,α](f1)(x) + [b, g
∗
λ,α](f2)(x).
Let µ := ‖f‖Φ,φ,2B. From Proposition 2.17 with ϕ as in (3.2), it follows that∫
Rn
Φ([b, g∗λ,α](f)(x))w(x) dx .
∫
Rn
Φ(|f(x)|)w(x) dx,
which, combined with Lemma 3.4, further implies that
1
w(B))φ(w(B))
∫
B
Φ
(
[b, g∗λ,α](f1)(x)
µ
)
w(x) dx
.
1
w(B))φ(w(B))
∫
Rn
Φ
(
|f1(x)|
µ
)
w(x) dx
∼
1
w(B))φ(w(B))
∫
2B
Φ
(
|f(x)|
µ
)
w(x) dx ∼ 1.
From this and Lemma 3.3(i), we further deduce that
‖[b, g∗λ,α](f1)‖Φ,φ,B . ‖f‖Φ,φ,2B . ‖f‖MΦ,φw (Rn). (3.12)
Next, we turn to estimate [b, g∗λ,α](f2). By (2.19), we know that, for all x ∈ B,
[b, g∗λ,α](f2)(x) ≤ |b(x)− bB |g
∗
λ,α(f2)(x) +
{∫ ∞
0
∫
Rn
(
t
t+ |x− y|
)λn
× sup
θ∈Cα(Rn)
∣∣∣∣∫
Rn
[b(z) − bB]θt(y − z)f2(z) dz
∣∣∣∣2 dy dttn+1
}1/2
=: I(x) + II(x).
For any x ∈ B, by (2.16), (3.11) and λ > 3, we conclude that
g∗λ,α(f2)(x) . ‖f‖MΦ,φw (Rn)Φ
−1(φ(w(B))),
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which further implies that, for all x ∈ B,
I(x) . |b(x)− bB|‖f‖MΦ,φw (Rn)Φ
−1(φ(w(B))).
From this, the fact that Φ is lower type p0 and upper type p1 and (2.21) with
ϕ(x, 1) replaced by w(x), it follows that
1
φ(w(B))w(B)
∫
B
Φ
(
I(x)
‖f‖MΦ,φw (Rn)
)
w(x) dx
.
1
φ(w(B))w(B)
∫
B
Φ
(
|b(x)− bB|Φ
−1(φ(w(B)))
)
w(x) dx
.
1
w(B)
∫
B
[|b(x)− bB|
p0 + |b(x)− bB |
p1]w(x) dx . 1.
By this and Lemma 3.3(i), we know that
‖I‖Φ,φ,B . ‖f‖MΦ,φw (Rn). (3.13)
For II(x), we find that, for all x ∈ B,
II(x) ≤
{∫ ∞
0
∫
|x−y|<t
(
t
t+ |x− y|
)λn
×
[
sup
θ∈Cα(Rn)
∣∣∣∣∫
Rn
[b(z)− bB]θt(y − z)f2(z) dz
∣∣∣∣
]2
dy dt
tn+1

1/2
+
∞∑
j=1
{∫ ∞
0
∫
2j−1t≤|x−y|<2jt
(
t
t+ |x− y|
)λn
×
[
sup
θ∈Cα(Rn)
∣∣∣∣∫
Rn
[b(z)− bB]θt(y − z)f2(z) dz
∣∣∣∣
]2
dy dt
tn+1

1/2
≤
∞∑
j=0
2−jλn/2
{∫ ∞
0
∫
|x−y|<2jt
×
[
sup
θ∈Cα(Rn)
∣∣∣∣∫
Rn
[b(z)− bB]θt(y − z)f2(z) dz
∣∣∣∣
]2
dy dt
tn+1

1/2
=:
∞∑
j=0
2−jλn/2Ij(x). (3.14)
For j ∈ Z+, by the fact that θ ∈ Cα(R
n) is uniformly bounded, we know that, for
all x ∈ B,
Ij(x) .
∞∑
k=1
[∫
2k+1B\2kB
|b(z)− bB||f(z)| dz
]{∫ ∞
2k−j−2r
∫
|x−y|<2jt
dy dt
t3n+1
}1/2
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. 23jn/2
∞∑
k=1
1
|2k+1B|
∫
2k+1B
|b(z)− b2k+1B||f(z)| dz
+23jn/2
∞∑
k=1
1
|2k+1B|
|b2k+1B − bB|
∫
2k+1B
|f(z)| dz
=: Hj(x) + Gj(x).
For Hj(x), by Lemma 3.5, we know that
Hj(x) . 2
3jn/2
∞∑
k=1
w(2k+1B)φ(w(2k+1B))
|2k+1B|
×
∥∥∥∥|b(·)− b2k+1B| 1w(·)
∥∥∥∥
Φ˜,φ,2k+1B
‖f‖Φ,φ,2k+1B.
By an argument similar to that used in the estimate for (2.25), we have
w(2k+1B)φ(w(2k+1B))
|2k+1B|
∥∥∥∥|b(·)− b2k+1B| 1w(·)
∥∥∥∥
Φ˜,φ,2k+1B
.
φ(w(2k+1B))
Φ˜−1(φ(w(2k+1B)))
.
From this, (3.1) and (3.7), it follows that, for all x ∈ B,
Hj(x) . 2
3jn/2‖f‖MΦ,φw (Rn)
∞∑
k=1
Φ−1(φ(w(2k+1B)))
. 23jn/2‖f‖MΦ,φw (Rn)Φ
−1(φ(w(B))). (3.15)
For Gj(x), by the fact that
|b2k+1B − bB| . (k + 1)‖b‖BMO(Rn),
Lemma 3.5 and (3.5), we conclude that, for all x ∈ B,
Gj(x) ≤ 2
3jn/2
∞∑
k=1
(k + 1)
1
|2k+1B|
∫
2k+1B\2kB
|f(z)| dz
. 23jn/2‖f‖MΦ,φw (Rn)
∞∑
k=1
(k + 1)Φ−1(φ(w(2k+1B))).
By (2.12), we know that there exists some j0 ∈ N such that, for all k ∈ N,
1 . log
(
w(2(k+1)j0B)
w(2kj0B)
)
.
From this, (3.8) and the fact that Φ−1(φ(·)) is decreasing, it follows that
∞∑
k=1
(k + 1)Φ−1(φ(w(2k+1B)))
=
2j0−1∑
k=1
(k + 1)Φ−1(φ(w(2k+1B))) +
∞∑
k=1
(k+2)j0−1∑
i=(k+1)j0
(i+ 1)Φ−1(φ(w(2i+1B)))
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≤
2j0−1∑
k=1
(k + 1)Φ−1(φ(w(2k+1B))) + 2j20
∞∑
k=1
(k + 1)Φ−1(φ(w(2(k+1)j0B)))
. Φ−1(φ(w(B))) +
∞∑
k=1
(k + 1)Φ−1(φ(w(2(k+1)j0B)))
. Φ−1(φ(w(B))) +
∞∑
k=1
(k + 1)Φ−1(φ(w(2(k+1)j0B)))
∫ w(2(k+1)j0B)
w(2kj0B)
dt
t
. Φ−1(φ(w(B))) +
∞∑
k=1
(k + 1)
∫ w(2(k+1)j0B)
w(2kj0B)
Φ−1(φ(t))
t
dt
. Φ−1(φ(w(B))) +
∞∑
k=1
∫ w(2(k+1)j0B)
w(2kj0B)
Φ−1(φ(t))
t
dt
∫ w(2kj0B)
w(B)
1
s
ds
. Φ−1(φ(w(B))) +
∞∑
k=1
∫ w(2(k+1)j0B)
w(2kj0B)
Φ−1(φ(t))
t
∫ t
w(B)
1
s
ds dt
∼ Φ−1(φ(w(B))) +
∫ ∞
w(B)
1
s
∫ ∞
s
Φ−1(φ(t))
t
dt
. Φ−1(φ(w(B))) +
∫ ∞
w(B)
Φ−1(φ(s))
s
ds . Φ−1(φ(w(B))).
Thus, we find that, for all x ∈ B,
Gj(x) . 2
3jn/2‖f‖MΦ,φw (Rn)Φ
−1(φ(w(B))).
By this, (3.15) and (3.14), together with λ > 3, we see that, for all x ∈ B,
II(x) .
[
1 +
∞∑
j=1
2−j(λ−3)n/2
]
‖f‖MΦ,φw (Rn)Φ
−1(φ(w(B))),
which, combined with Lemma 3.3(i), implies that
‖II‖Φ,φ,B . ‖f‖MΦ,φw (Rn).
From this and (3.13), we deduce that
‖[b, g∗λ,α](f2)‖Φ,φ,B . ‖f‖MΦ,φw (Rn),
which, combined with (3.12), completes the proof of Theorem 3.10. 
By using an argument similar to that used in the proof of Theorem 3.10, we
can prove [b, Sα] and [b, gα] are bounded, respectively, on M
Φ,φ
w (R
n) as follows,
the details being omitted.
Proposition 3.11. Let α ∈ (0, 1], Φ be a Young function which is of upper type
p1 and lower type p0, 1 < p0 ≤ p1 < ∞, w ∈ Ap0(R
n) and φ be nonincreasing.
Assume that there exists a positive constant C˜ such that, for all 0 < r ≤ s <∞,∫ ∞
r
φ(t)
t
dt ≤ C˜φ(r) and φ(r)r ≤ C˜φ(s)s.
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Then there exists a positive constant C such that, for all f ∈MΦ,φw (R
n),
‖[b, Sα](f)‖MΦ,φw (Rn) ≤ C‖f‖MΦ,φw (Rn)
and
‖[b, gα](f)‖MΦ,φw (Rn) ≤ C‖f‖MΦ,φw (Rn).
4. Boundedness of intrinsic Littlewood-Paley functions on
Musielak-Orlicz Campanato spaces
In this section, we establish the boundedness of intrinsic Littlewood-Paley func-
tions on the Musielak-Orlicz Campanato space which was introduced in [31]. We
begin with recalling the notion of Musielak-Orlicz Campanato spaces.
Definition 4.1. Let ϕ be a growth function satisfying ϕ ∈ Ap(R
n), p ∈ [1,∞)
and q ∈ [1,∞). A locally integrable function f on Rn is said to belong to the
Musielak-Orlicz Campanato space Lϕ,q(Rn), if
‖f‖Lϕ,q(Rn)
:= sup
B⊂Rn
1
‖χB‖Lϕ(Rn)
{∫
B
[
|f(x)− fB|
ϕ(x, ‖χB‖
−1
Lϕ(Rn))
]q
ϕ
(
x, ‖χB‖
−1
Lϕ(Rn)
)
dx
}1/q
is finite, where the supremum is taken over all balls B of Rn and fB as in (1.1).
Motivated by [20], we also introduce a subspace Lϕ,q∗ (R
n) of Lϕ,q(Rn).
Definition 4.2. Let ϕ be a growth function satisfying ϕ ∈ Ap(R
n), p ∈ [1,∞)
and q ∈ [1,∞). A locally integrable function f on Rn is said to belong to Lϕ,q∗ (R
n),
if
‖f‖Lϕ,q∗ (Rn)
:= sup
B⊂Rn
1
‖χB‖Lϕ(Rn)
{∫
B
[
f(x)− ess inf y∈B f(y)
ϕ(x, ‖χB‖
−1
Lϕ(Rn))
]q
ϕ
(
x, ‖χB‖
−1
Lϕ(Rn)
)
dx
}1/q
is finite, where the supremum is taken over all balls B of Rn.
Remark 4.3. (i) Since the growth function here is slightly different from [31]
(see Remark 2.2(i)), the Musielak-Orlicz Campanato space here is also slightly
different from [31].
(ii) Lϕ,q∗ (R
n) ⊂ Lϕ,q(Rn).
Before proving the main results of this section, we need the following technical
lemma.
Lemma 4.4. Let ϕ be a growth function satisfying ϕ ∈ Ap(R
n), p ∈ [1,∞) and
q ∈ [1,∞). Then, for any ball B := B(x0, r) ⊂ R
n with x0 ∈ R
n and r ∈ (0,∞),
f ∈ Lϕ,q(Rn) and β ∈ (max{n( p
p0
− 1), 0},∞), there exists a positive constant C,
independent of f and B, such that
rβ|B|
‖χB‖Lϕ(Rn)
∫
Rn
|f(y)− fB|
rn+β + |y − x0|n+β
dy ≤ C‖f‖Lϕ,q(Rn).
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Proof. Let B := B(x0, r) ⊂ R
n, with x0 ∈ R
n and r ∈ (0,∞), and f ∈ Lϕ,q(Rn).
Write
rβ
∫
Rn
|f(y)− fB|
rn+β + |y − x0|n+β
dy
≤ rβ
∫
B
|f(y)− fB|
rn+β + |y − x0|n+β
dy +
∞∑
k=1
rβ
∫
2kB\2k−1B
· · ·
=: I0 +
∞∑
k=1
Ik. (4.1)
For I0, by the Ho¨lder inequality, we know that
I0 .
1
|B|
∫
B
|f(y)− fB| dy .
‖χB‖Lϕ(Rn)
|B|
‖f‖Lϕ,q(Rn). (4.2)
For any k ∈ N, by the Ho¨lder inequality again, we have
|f2kB − fB| ≤
k∑
j=1
|f2jB − f2j−1B| ≤
k∑
j=1
1
|2j−1B|
∫
2j−1B
|f(y)− f2jB| dy
.
k∑
j=1
‖χ2jB‖Lϕ(Rn)
|2jB|
‖f‖Lϕ,q(Rn). (4.3)
Since ϕ ∈ Ap(R
n) and ϕ is of uniformly lower type p0, we see that, for all j ∈ Z+,
ϕ
(
2jB, 2−jnp/p0‖χB‖
−1
Lϕ(Rn)
)
. 2−jnpϕ
(
2jB, ‖χB‖
−1
Lϕ(Rn)
)
. 1,
which further implies that, for all j ∈ Z+,
‖χ2jB‖Lϕ(Rn) . 2
jnp/p0‖χB‖Lϕ(Rn).
By this, the Ho¨lder inequality and (4.3), we conclude that, for any k ∈ N,∫
2kB
|f(y)− fB| dy ≤
∫
2kB
|f(y)− f2kB| dy + |2
kB||f2kB − fB|
. ‖χB‖Lϕ(Rn)‖f‖Lϕ,q(Rn)
[
2
kn p
p0 + 2kn
k∑
j=1
2
jn( p
p0
−1)
]
. 2kns‖χB‖Lϕ(Rn)‖f‖Lϕ,q(Rn), (4.4)
where s := max{1, p/p0}. By (4.4) and β ∈ (max{n(
p
p0
− 1), 0},∞), we see that
∞∑
k=1
Ik ≤
∞∑
k=1
rβ
2k(n+β)rn+β
∫
2kB
|f(y)− fB| dy
.
∞∑
k=1
2kn(s−1−β/n)
‖χB‖Lϕ(Rn)
|B|
‖f‖Lϕ,q(Rn) .
‖χB‖Lϕ(Rn)
|B|
‖f‖Lϕ,q(Rn),
which, together with (4.1) and (4.2), completes the proof of Lemma 4.4. 
One of the main results of this section is as follows.
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Theorem 4.5. Let α ∈ (0, 1], q ∈ (1,∞), ϕ be a growth function as in Definition
2.1 and ϕ ∈ Ap(R
n) with p ∈ [1,∞). If n( p
p0
− 1) < α and p ≤ q′, then, for any
f ∈ Lϕ,q(Rn), gα(f) is either infinite everywhere or finite almost everywhere and,
in the latter case, there exists a positive constant C, independent of f , such that
‖gα(f)‖Lϕ,q∗ (Rn) ≤ C‖f‖Lϕ,q(Rn).
Proof. We only need to show that, for all f ∈ Lϕ,q(Rn), if there exists some
u ∈ Rn such that gα(f)(u) < ∞, then, for any ball B := B(x0, r) ⊂ R
n, with
x0 ∈ R
n and r ∈ (0,∞), and B ∋ u,{∫
B
[
gα(f)(x)− inf
x˜∈B
gα(f)(x˜)
]q [
ϕ
(
x, ‖χB‖
−1
Lϕ(Rn)
)]1−q
dx
}1/q
. ‖χB‖Lϕ(Rn)‖f‖Lϕ,q(Rn).
To this end, for any x ∈ B, since, for any θ ∈ Cα(R
n),
∫
Rn
θ(x) dx = 0 and
inf
x˜∈B
gα(f)(x˜) ≤ gα(f)(u) <∞,
we write
gα(f)(x)− inf
x˜∈B
gα(f)(x˜)
≤
{∫ r
0
[Aα([f − fB]χ2B)(x, t)]
2 dt
t
}1/2
+
{∫ r
0
[Aα([f − fB]χ(2B)∁)(x, t)]
2 dt
t
}1/2
+ sup
x˜∈B
∣∣∣∣∣
{∫ ∞
r
[Aα(f)(x, t)]
2 dt
t
}1/2
−
{∫ ∞
r
[Aα(f)(x˜, t)]
2 dt
t
}1/2∣∣∣∣∣
=: I1(x) + I2(x) + I3(x). (4.5)
Since ϕ ∈ Ap(R
n) and 1 ≤ p ≤ q′, we have ϕ ∈ Aq′(R
n) and
[ϕ(·, ‖χB‖
−1
Lϕ(Rn))]
1−q ∈ Aq(R
n).
From (4.3), the fact that Sα is bounded on L
q
w(R
n) with q ∈ (1,∞) and w ∈
Aq(R
n) (see [49, Theorem 7.2]) and gα(f)(x) and Sα(f)(x) are pointwise compa-
rable for all x ∈ Rn, it follows that{∫
B
[I1(x)]
q
[
ϕ
(
x, ‖χB‖
−1
Lϕ(Rn)
)]1−q
dx
}1/q
.
{∫
Rn
[gα([f − fB]χ2B)(x)]
q
[
ϕ
(
x, ‖χB‖
−1
Lϕ(Rn)
)]1−q
dx
}1/q
.
{∫
2B
|f(x)− fB|
q
[
ϕ
(
x, ‖χB‖
−1
Lϕ(Rn)
)]1−q
dx
}1/q
.
{∫
2B
|f(x)− f2B|
q
[
ϕ
(
x, ‖χ2B‖
−1
Lϕ(Rn)
)]1−q
dx
}1/q
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+
{∫
2B
|f2B − fB|
q
[
ϕ
(
x, ‖χ2B‖
−1
Lϕ(Rn)
)]1−q
dx
}1/q
. ‖χB‖Lϕ(Rn)‖f‖Lϕ,q(Rn) + |f2B − fB|
{∫
2B
[
ϕ
(
x, ‖χ2B‖
−1
Lϕ(Rn)
)]1−q
dx
}1/q
. ‖χB‖Lϕ(Rn)‖f‖Lϕ,q(Rn)
(
1 +
1
|2B|
{∫
2B
[
ϕ
(
x, ‖χ2B‖
−1
Lϕ(Rn)
)]1−q
dx
}1/q)
. ‖χB‖Lϕ(Rn)‖f‖Lϕ,q(Rn). (4.6)
To estimate I2(x), since, for any z ∈ (2B)
∁, x ∈ B and t ∈ (0, r), we have
|x − z| ≥ |x0 − z| − |x− x0| > 2r − r > t, by the fact that, for any θ ∈ Cα(R
n),
supp θ ⊂ B(0, 1), we conclude that
Aα([f − fB]χ(2B)∁)(x, t) = sup
θ∈Cα(Rn)
∣∣∣∣ 1tn
∫
(2B)∁
θ
(
x− z
t
)
[f(z)− fB] dz
∣∣∣∣ = 0.
Thus, for all x ∈ B, I2(x) ≡ 0
For any x, x˜ ∈ B, from the Minkowski inequality and the fact that, for any
θ ∈ Cα(R
n),
∫
Rn
θ(x) dx = 0, we deduce that∣∣∣∣∣
{∫ ∞
r
[Aα(f)(x, t)]
2 dt
t
}1/2
−
{∫ ∞
r
[Aα(f)(x˜, t)]
2 dt
t
}1/2∣∣∣∣∣
≤
{∫ ∞
r
[Aα(f)(x, t)− Aα(f)(x˜, t)]
2 dt
t
}1/2
≤

∫ ∞
r
[
sup
θ∈Cα(Rn)
∫
Rn
|θt(x− z)− θt(x˜− z)||f(z)− fB| dz
]2
dt
t

1/2
≤

∫ ∞
r
[
sup
θ∈Cα(Rn)
∫
B
|θt(x− z)− θt(x˜− z)||f(z)− fB| dz
]2
dt
t

1/2
+

∫ ∞
r
[
sup
θ∈Cα(Rn)
∫
B∁
· · · dz
]2
dt
t

1/2
=: J1 + J2.
For J1, since θ ∈ Cα(R
n) is uniformly bounded, we have
J1 .
{∫ ∞
r
[∫
B
1
tn
|f(z)− fB| dz
]2
dt
t
}1/2
.
{∫ ∞
r
dt
t2n+1
}1/2 ∫
B
|f(z)− fB| dz
.
1
|B|
∫
B
|f(z)− fB| dz .
‖χB‖Lϕ(Rn)
|B|
‖f‖Lϕ,q(Rn). (4.7)
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For J2, since, for all t ∈ (r,∞), x, x˜ ∈ B and z ∈ B
∁, we have t+|x−z| > |x0−z|
and t+ |x˜− z| > |x0 − z|, from this, the Minkowski inequality, the fact that, for
α ∈ (0, 1], ǫ ∈ (max{n(p/p0 − 1), 0}, α), there exists a positive constant C such
that, for any θ ∈ Cα(R
n), and x1, x2 ∈ R
n,
|θ(x1)− θ(x2)| ≤ C|x1 − x2|
α[(1 + |x1|)
−n−ǫ + (1 + |x2|)
−n−ǫ] (4.8)
(see [48, p. 775]) and Lemma 4.4, it follows that, for any x, x˜ ∈ B,
J2 .
(∫ ∞
r
{∫
B∁
1
tn
(
|x− x˜|
t
)α [(
t
t + |x− z|
)n+ǫ
+
(
t
t+ |x˜− z|
)n+ǫ]
|f(z)− fB| dz
}2
dt
t
1/2
.

∫ ∞
r
[∫
B∁
1
tn
(r
t
)α( t
|x0 − z|
)n+ǫ
|f(z)− fB| dz
]2
dt
t

1/2
.
∫
B∁
|f(z)− fB|
{∫ ∞
r
1
t2n
(r
t
)2α( t
|x0 − z|
)2(n+ǫ)
dt
t
}1/2
dz
.
∫
B∁
rǫ|f(z)− fB|
|x0 − z|n+ǫ
dz .
‖χB‖Lϕ(Rn)
|B|
‖f‖Lϕ,q(Rn), (4.9)
which, together with (4.7), ϕ ∈ Ap(R
n) ⊂ Aq′(R
n) and ϕ(B, ‖χB‖
−1
Lϕ(Rn)) = 1,
further implies that{∫
B
[I3(x)]
q
[
ϕ
(
x, ‖χB‖
−1
Lϕ(Rn)
)]1−q
dx
}1/q
. ‖χB‖Lϕ(Rn)‖f‖Lϕ,q(Rn)
1
|B|
{∫
B
[
ϕ
(
x, ‖χB‖
−1
Lϕ(Rn)
)]1−q
dx
}1/q
. ‖χB‖Lϕ(Rn)‖f‖Lϕ,q(Rn). (4.10)
Combining (4.5), (4.6) and (4.10), we know that{∫
B
[
gα(f)(x)− inf
x˜∈B
gα(f)(x˜)
]q [
ϕ
(
x, ‖χB‖
−1
Lϕ(Rn)
)]1−q
dx
}1/q
. ‖χB‖Lϕ(Rn)‖f‖Lϕ,q(Rn),
which completes the proof of Theorem 4.5. 
Corollary 4.6. Let α ∈ (0, 1], ϕ be a growth function satisfying 0 < p0 ≤ p1 ≤ 1
and ϕ ∈ Ap(R
n) with p ∈ [1,∞). If n( p
p0
− 1) < α, then, for any f ∈ Lϕ,1(Rn),
gα(f) is either infinite everywhere or finite almost everywhere and, in the latter
case, there exists a positive constant C, independent of f , such that
‖gα(f)‖Lϕ,1∗ (Rn) ≤ C‖f‖Lϕ,1(Rn).
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Proof. We only need to show that, for all f ∈ Lϕ,1(Rn), if there exists some
u ∈ Rn such that gα(f)(u) < ∞, then, for any ball B := B(x0, r) ⊂ R
n, with
x0 ∈ R
n and r ∈ (0,∞), and B ∋ u,{∫
B
[
gα(f)(x)− inf
x˜∈B
gα(f)(x˜)
]
dx
}
. ‖χB‖Lϕ(Rn)‖f‖Lϕ,1(Rn).
Since 0 < p0 ≤ p1 ≤ 1, by [31, Theorem 2.7], we find that, for any q ∈ (1, p
′),
‖f‖Lϕ,q(Rn) ∼ ‖f‖Lϕ,1(Rn). By this, the Ho¨lder inequality, ϕ(B, ‖χB‖
−1
Lϕ(Rn)) = 1
and Theorem 4.5, we have
1
‖χB‖Lϕ(Rn)
∫
B
[
gα(f)(x)− inf
x˜∈B
gα(f)(x˜)
]
dx
≤
1
‖χB‖Lϕ(Rn)
{∫
B
[
gα(f)(x)− inf
x˜∈B
gα(f)(x˜)
]q [
ϕ
(
x, ‖χB‖
−1
Lϕ(Rn)
)]1−q
dx
}1/q
. ‖f‖Lϕ,q(Rn) ∼ ‖f‖Lϕ,1(Rn).
This finishes the proof of Corollary 4.6. 
On Sα, we have the following boundedness from L
ϕ,q(Rn) to Lϕ,q∗ (R
n).
Theorem 4.7. Let α ∈ (0, 1], q ∈ (1,∞), ϕ be a growth function as in Definition
2.1 and ϕ ∈ Ap(R
n) with p ∈ [1,∞). If n( p
p0
− 1) < α and p ≤ q′, then, for any
f ∈ Lϕ,q(Rn), Sα(f) is either infinite everywhere or finite almost everywhere and,
in the latter case, there exists a positive constant C, independent of f , such that
‖Sα(f)‖Lϕ,q∗ (Rn) ≤ C‖f‖Lϕ,q(Rn).
Proof. We only need to show that, for all f ∈ Lϕ,q(Rn), if there exists some
u ∈ Rn such that Sα(f)(u) < ∞, then, for all balls B := B(x0, r) ⊂ R
n, with
x0 ∈ R
n and r ∈ (0,∞), and B ∋ u,{∫
B
[
Sα(f)(x)− inf
x˜∈B
Sα(f)(x˜)
]q[
ϕ
(
x, ‖χB‖
−1
Lϕ(Rn)
)]1−q
dx
}1/q
. ‖χB‖Lϕ(Rn)‖f‖Lϕ,q(Rn).
To this end, for any x ∈ B, since, for any θ ∈ Cα(R
n),
∫
Rn
θ(x) dx = 0 and
inf
x˜∈B
Sα(f)(x˜) ≤ Sα(f)(u) <∞,
we write
Sα(f)(x)− inf
x˜∈B
Sα(f)(x˜)
≤
{∫ r/2
0
∫
|x−y|<t
[Aα([f − fB]χ2B)(y, t)]
2 dt
tn+1
}1/2
+
{∫ r/2
0
∫
|x−y|<t
[Aα([f − fB]χ(2B)∁)(y, t)]
2 dt
tn+1
}1/2
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+ sup
x˜∈B
∣∣∣∣∣
{∫ ∞
r/2
∫
|x−y|<t
[Aα(f)(y, t)]
2 dt
tn+1
}1/2
−
{∫ ∞
r/2
∫
|x˜−y|<t
[Aα(f)(y, t)]
2 dt
tn+1
}1/2∣∣∣∣∣
=: I1(x) + I2(x) + I3(x). (4.11)
For I1(x), by using an argument similar to that used in the estimate for (4.6),
we have {∫
B
[I1(x)]
q
[
ϕ
(
x, ‖χB‖
−1
Lϕ(Rn)
)]1−q
dx
}1/q
. ‖χB‖Lϕ(Rn)‖f‖Lϕ,q(Rn). (4.12)
For I2(x), x ∈ B, noticing that, for any θ ∈ Cα(R
n), supp θ ⊂ B(0, 1), |x−y| <
t and t ∈ (0, r/2), we have |y − x0| < 3r/2, by this, together with z ∈ (2B)
∁, we
further see that |y − z| ≥ |z − x0| − |x0 − y| > 2r −
3r
2
> t and hence
Aα([f − fB]χ(2B)∁)(y, t) = sup
θ∈Cα(Rn)
1
tn
∣∣∣∣∫
(2B)∁
θ
(
y − z
t
)
[f(z)− fB] dz
∣∣∣∣ = 0.
Thus, for all x ∈ B, I2(x) ≡ 0.
For any x, x˜ ∈ B, from the Minkowski inequality and the fact that, for any
θ ∈ Cα(R
n),
∫
Rn
θ(x) dx = 0, we deduce that∣∣∣∣∣
{∫ ∞
r/2
∫
|x−y|<t
[Aα(f)(y, t)]
2 dt
tn+1
}1/2
−
{∫ ∞
r/2
∫
|x˜−y|<t
[Aα(f)(y, t)]
2 dt
tn+1
}1/2∣∣∣∣∣
=
∣∣∣∣∣
{∫ ∞
r/2
∫
B(x0,t)
[Aα(f)(y − x0 + x, t)]
2 dy dt
tn+1
}1/2
−
{∫ ∞
r/2
∫
B(x0,t)
[Aα(f)(y − x0 + x˜, t)]
2 dy dt
tn+1
}1/2∣∣∣∣∣
≤
{∫ ∞
r/2
∫
B(x0,t)
|Aα(y − x0 + x, t)− Aα(y − x0 + x˜, t)|
2 dy dt
tn+1
}1/2
.
{∫ ∞
r/2
∫
B(x0,t)
[
sup
θ∈Cα(Rn)
∫
B
|θt(y − x0 + x− z)
−θt(y − x0 + x˜− z)||f(z)− fB| dz
]2
dy dt
tn+1
}1/2
+

∫ ∞
r/2
∫
B(x0,t)
[
sup
θ∈Cα(Rn)
∫
B∁
· · · dz
]2
dy dt
tn+1

1/2
=: J1 + J2.
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For J1, since θ ∈ Cα(R
n) is uniformly bounded, by using an argument similar
to that used in the estimate for (4.7), we have
J1 .
‖χB‖Lϕ(Rn)
|B|
‖f‖Lϕ,q(Rn). (4.13)
For J2, from (4.8), we deduce that, for any x, x˜ ∈ B, y ∈ B(x0, t), t ∈ (r/2,∞),
z ∈ B∁ and θ ∈ Cα(R
n),
|x0 − z| < 3t+ |y − x0 + x− z|, |x0 − z| < 3t+ |y − x0 + x˜− z|
and hence
|θt(y − x0 + x− z)− θt(y − x0 + x˜− z)|
.
1
tn
(
|x− x˜|
t
)α [(
t
t + |y − x0 + x− z|
)n+ǫ
+
(
t
t+ |y − x0 + x˜− z|
)n+ǫ]
.
1
tn
(
|x− x˜|
t
)α(
t
|x0 − z|
)n+ǫ
,
which, together with Lemma 4.4 and an argument similar to that used in the
estimate for (4.9), further implies that
J2 .
‖χB‖Lϕ(Rn)
|B|
‖f‖Lϕ,q(Rn). (4.14)
Combining (4.13) with (4.14), by an argument similar to that used in the
estimate for (4.10), we obtain{∫
B
[I3(x)]
q
[
ϕ
(
x, ‖χB‖
−1
Lϕ(Rn)
)]1−q
dx
}1/q
. ‖χB‖Lϕ(Rn)‖f‖Lϕ,q(Rn)
1
|B|
{∫
B
[
ϕ
(
x, ‖χB‖
−1
Lϕ(Rn)
)]1−q
dx
}1/q
. ‖χB‖Lϕ(Rn)‖f‖Lϕ,q(Rn),
which, together with (4.11) and (4.12), completes the proof of Theorem 4.7. 
By Theorem 4.7 and an argument similar to that used in the proof of Corollary
4.6, we can prove Sα is bounded from L
ϕ,1(Rn) to Lϕ,1∗ (R
n) as follows, the details
being omitted.
Corollary 4.8. Let α ∈ (0, 1] and ϕ be a growth function satisfying 0 < p0 ≤ p1 ≤
1 and ϕ ∈ Ap(R
n) with p ∈ [1,∞). If n( p
p0
− 1) < α, then, for any f ∈ Lϕ,1(Rn),
Sα(f) is either infinite everywhere or finite almost everywhere and, in the latter
case, there exists a positive constant C, independent of f , such that
‖Sα(f)‖Lϕ,1∗ (Rn) ≤ C‖f‖Lϕ,1(Rn).
Finally, we have the following boundedness of g∗λ,α from L
ϕ,q(Rn) to Lϕ,q∗ (R
n).
Theorem 4.9. Let α ∈ (0, 1], q ∈ (1,∞) and ϕ be a growth function as in
Definition 2.1 and ϕ ∈ Ap(R
n) with p ∈ [1,∞). If n( p
p0
− 1) < α, p ≤ q′ and
λ ∈ (3 + 2α
n
,∞), then, for any f ∈ Lϕ,q(Rn), g∗λ,α(f) is either infinite everywhere
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or finite almost everywhere and, in the latter case, there exists a positive constant
C, independent of f , such that
‖g∗λ,α(f)‖Lϕ,q∗ (Rn) ≤ C‖f‖Lϕ,q(Rn).
Proof. We only need to show that, for all f ∈ Lϕ,q(Rn), if there exists some
u ∈ Rn such that g∗λ,α(f)(u) < ∞, then, for any ball B := B(x0, r) ⊂ R
n, with
x0 ∈ R
n and r ∈ (0,∞), and B ∋ u,{∫
B
[
g∗λ,α(f)(x)− inf
x˜∈B
g∗λ,α(f)(x˜)
]q [
ϕ
(
x, ‖χB‖
−1
Lϕ(Rn)
)]1−q
dx
}1/q
. ‖χB‖Lϕ(Rn)‖f‖Lϕ,q(Rn).
To this end, for any x ∈ B, since, for any θ ∈ Cα(R
n),
∫
Rn
θ(x) dx = 0 and
inf
x˜∈B
g∗λ,α(f)(x˜) ≤ g
∗
λ,α(f)(u) <∞,
we write
g∗λ,α(f)(x)− inf
x˜∈B
g∗λ,α(f)(x˜)
≤
{∫ r
0
∫
Rn
(
t
t+ |x− y|
)λn
[Aα(f)(y, t)]
2 dy dt
tn+1
}1/2
+ sup
x˜∈B
∣∣∣∣∣∣
{∫ ∞
r
∫
Rn
(
t
t + |x− y|
)λn
[Aα(f)(y, t)]
2 dy dt
tn+1
}1/2
−
{∫ ∞
r
∫
Rn
(
t
t+ |x˜− y|
)λn
[Aα(f)(y, t)]
2 dy dt
tn+1
}1/2∣∣∣∣∣∣ =: I(x) + II(x).
For any x ∈ B, by the fact that, for all θ ∈ Cα(R
n),
∫
Rn
θ(x) dx = 0, we know
that
I(x) =
{∫ r
0
∫
Rn
(
t
t+ |x− y|
)λn
[Aα(f − fB)(y, t)]
2 dy dt
tn+1
}1/2
=
{∫ r
0
∫
Rn
(
t
t+ |x0 − y|
)λn
[Aα(f − fB)(y − x0 + x, t)]
2 dy dt
tn+1
}1/2
≤
{∫ r
0
∫
2B
(
t
t+ |x0 − y|
)λn
[Aα(f − fB)(y − x0 + x, t)]
2 dy dt
tn+1
}1/2
+
∞∑
k=1
{∫ r
0
∫
2k+1B\2kB
· · ·
dy dt
tn+1
}1/2
=: I0(x) +
∞∑
k=1
Ik(x).
For I0(x), we further have
I0(x)
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≤
{∫ r
0
∫
2B
(
t
t + |x0 − y|
)λn
[Aα([f − fB]χ4B)(y − x0 + x, t)]
2 dy dt
tn+1
}1/2
+
{∫ r
0
∫
2B
(
t
t + |x0 − y|
)λn
[Aα([f − fB]χ(4B)∁)(y − x0 + x, t)]
2 dy dt
tn+1
}1/2
=: J1(x) + J2(x).
For any t ∈ (0, r), x ∈ B, y ∈ 2B and z ∈ (4B)∁, it holds true that
|y − x0 + x− z| ≥ |x− z| − |x0 − y| > |x0 − z| − |x− x0| − 2r > 4r− r − 2r > t.
From this and the fact that, for any θ ∈ Cα(R
n), supp θ ∈ B(0, 1), we deduce
that θ(y−x0+x−z
t
) = 0, which further implies that J2(x) ≡ 0. By this,
J1(x) ≤ g
∗
λ,α([f − fB]χ4B)(x) for all x ∈ B,
the fact that, when λ ∈ (3 + 2α
n
,∞), g∗λ,α is bounded on L
q
w(R
n) with q ∈ (1,∞)
and w ∈ Aq(R
n), and an argument similar to that used in the estimate for (4.6),
we know that {∫
B
[I0(x)]
q
[
ϕ
(
x, ‖χB‖
−1
Lϕ(Rn)
)]1−q
dx
}1/q
. ‖χB‖Lϕ(Rn)‖f‖Lϕ,q(Rn). (4.15)
As for Ik(x), we have
Ik(x) ≤
{∫ r
0
∫
2k+1B\2kB
(
t
t + |x0 − y|
)λn
×[Aα([f − fB]χ2k+2B)(y − x0 + x, t)]
2 dy dt
tn+1
}1/2
+
{∫ r
0
∫
2k+1B\2kB
(
t
t + |x0 − y|
)λn
×[Aα([f − fB]χ(2k+2B)∁)(y − x0 + x, t)]
2 dy dt
tn+1
}1/2
=: Hk(x) + Gk(x).
By using an argument similar to that used in the estimate for J2(x), we have
Gk(x) ≡ 0 for all x ∈ B. Thus, if λ > 3, by the fact that θ ∈ Cα(R
n) is uniformly
bounded, we then see that
Ik(x) = Hk(x)
≤
{∫ r
0
∫
2k+1B\2kB
(
t
t + |x0 − y|
)λn [∫
2k+2B
1
tn
|f(z)− fB| dz
]2
dy dt
tn+1
}1/2
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.
{∫ r
0
(
t
2kr
)λn
(2kr)3n
t3n+1
dt
}1/2 [
1
|2k+2B|
∫
2k+2B
|f(z)− fB| dz
]
∼ 2−
kn(λ−3)
2
1
|2k+2B|
∫
2k+2B
|f(z)− fB| dz,
which, together with (4.4), λ > 3 + 2α
n
and α > n( p
p0
− 1), further implies that
∞∑
k=1
Ik .
∞∑
k=1
2kn(s−
λ−1
2
)‖χB‖Lϕ(Rn)
|B|
‖f‖Lϕ,q(Rn)
.
‖χB‖Lϕ(Rn)
|B|
‖f‖Lϕ,q(Rn), (4.16)
where s := max{p/p0, 1}.
Combining (4.15) and (4.16), we know that{∫
B
[I(x)]q
[
ϕ
(
x, ‖χB‖Lϕ(Rn)
−1)]1−q dx}1/q
. ‖χB‖Lϕ(Rn)‖f‖Lϕ,q(Rn). (4.17)
To estimate II(x), for any x, x˜ ∈ B, from the Minkowski inequality and the
fact that, for any θ ∈ Cα(R
n),
∫
Rn
θ(x) dx = 0, we deduce that∣∣∣∣∣∣
{∫ ∞
r
∫
Rn
(
t
t+ |x− y|
)λn
[Aα(f)(y, t)]
2 dy dt
tn+1
}1/2
−
{∫ ∞
r
∫
Rn
(
t
t + |x˜− y|
)λn
[Aα(f)(y, t)]
2 dy dt
tn+1
}1/2∣∣∣∣∣∣
=
∣∣∣∣∣∣
{∫ ∞
r
∫
Rn
(
t
t + |x0 − y|
)λn
[Aα(f − fB)(y − x0 + x, t)]
2 dy dt
tn+1
}1/2
−
{∫ ∞
r
∫
Rn
(
t
t + |x0 − y|
)λn
[Aα(f − fB)(y − x0 + x˜, t)]
2 dy dt
tn+1
}1/2∣∣∣∣∣∣
≤
{∫ ∞
r
∫
Rn
(
t
t+ |x0 − y|
)λn [
sup
θ∈Cα(Rn)
∫
B
|θt(y − x0 + x− z)
−θt(y − x0 + x˜− z)||f(z)− fB| dz
]2
dy dt
tn+1

1/2
+

∫ ∞
r
∫
Rn
(
t
t+ |x0 − y|
)λn [
sup
θ∈Cα(Rn)
∫
B∁
· · ·
]2
dy dt
tn+1

1/2
=: R1 + R2.
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For R1, since θ ∈ Cα(R
n) is uniformly bounded, by an argument similar to that
used in the estimate for (4.7), we have
R1 ≤
{∫ ∞
r
∫
Rn
(
t
t+ |x0 − y|
)λn [∫
B
1
tn
|f(z)− fB| dz
]2
dy dt
tn+1
}1/2
≤
{∫ ∞
r
(∫
0<|x0−y|<t
+
∞∑
j=1
∫
2j−1t≤|x0−y|<2jt
)(
t
t+ |x0 − y|
)λn
dy dt
t3n+1
}1/2
×
[∫
B
|f(z)− fB| dz
]
.
1
|B|
∫
B
|f(z)− fB| dz .
‖χB‖Lϕ(Rn)
|B|
‖f‖Lϕ,q(Rn).
For R2, from (4.8), we deduce that, for any x, x˜ ∈ B, j ∈ Z+, y ∈ B(x0, 2
jt), t ∈
(r,∞), z ∈ B∁ and θ ∈ Cα(R
n), it holds true that |x0−z| < 2
jt+|y−x0+x−z|+r,
|x0 − z| < 2
jt + |y − x0 + x˜− z| + r and hence
|θt(y − x0 + x− z)− θt(y − x0 + x˜− z)|
.
1
tn
(
|x− x˜|
t
)α [(
t
t + |y − x0 + x− z|
)n+ǫ
+
(
t
t+ |y − x0 + x˜− z|
)n+ǫ]
.
1
tn
(
|x− x˜|
t
)α(
2jt
|x0 − z|
)n+ǫ
,
which, together with Lemma 4.4 and an argument similar to that used in the
estimate for (4.9), further implies that
R2 .
[∫ ∞
r
∫
Rn
(
t
t+ |x0 − y|
)λn
×
{∫
B∁
1
tn
(
|x− x˜|
t
)α [(
t
t + |y − x0 + x− z|
)n+ǫ
+
(
t
t+ |y − x0 + x˜− z|
)n+ǫ]
|f(z)− fB| dz
}2
dy dt
tn+1
1/2
.
∫
B∁
|f(z)− fB|
{∫ ∞
r
∫
Rn
(
t
t + |x0 − y|
)λn
1
t2n
(r
t
)2α
×
[(
t
t+ |y − x0 + x− z|
)n+ǫ
+
(
t
t + |y − x0 + x˜− z|
)n+ǫ]2
dy dt
tn+1

1/2
dz
.
∫
B∁
|f(z)− fB|
∞∑
j=1
{∫ ∞
r
∫
2j−1t≤|x0−y|<2jt
(
1
2j
)λn
1
t2n
(r
t
)2α
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×
(
2jt
|x0 − z|
)2(n+ǫ)
dy dt
tn+1
}1/2
dz
+
∫
B∁
|f(z)− fB|
{∫ ∞
r
∫
|x0−y|<t
1
t2n
(r
t
)2α( t
|x0 − z|
)2(n+ǫ)
dy dt
tn+1
}1/2
dz
.
[
∞∑
j=1
1
2jn(λ−3−2ǫ/n)/2
+ 1
]{∫ ∞
r
r2α
t1+2α−2ǫ
dt
}1/2 ∫
B∁
|f(z)− fB|
|x0 − z|n+ǫ
dz
.
∫
B∁
rǫ|f(z)− fB|
|x0 − z|n+ǫ
dz .
‖χB‖Lϕ(Rn)
|B|
‖f‖Lϕ,q(Rn),
which, together with the estimate of R1, further implies that, for all x ∈ B,
II(x) .
‖χB‖Lϕ(Rn)
|B|
‖f‖Lϕ,q(Rn).
Thus, we have{∫
B
[II(x)]q
[
ϕ
(
x, ‖χB‖
−1
Lϕ(Rn)
)]1−q
dx
}1/q
. ‖χB‖Lϕ(Rn)‖f‖Lϕ,q(Rn),
which, combined with (4.17), completes the proof of Theorem 4.9. 
By Theorem 4.9 and an argument similar to that used in the proof of Corollary
4.6, we can prove g∗λ,α is bounded from L
ϕ,1(Rn) to Lϕ,1∗ (R
n) as follows, the details
being omitted.
Corollary 4.10. Let α ∈ (0, 1] and ϕ be a growth function satisfying 0 < p0 ≤
p1 ≤ 1 and ϕ ∈ Ap(R
n) with p ∈ [1,∞). If n( p
p0
− 1) < α and λ ∈ (3 + 2α
n
,∞),
then, for any f ∈ Lϕ,1(Rn), g∗λ,α(f) is either infinite everywhere or finite almost
everywhere and, in the latter case, there exists a positive constant C, independent
of f , such that
‖g∗λ,α(f)‖Lϕ,1∗ (Rn) ≤ C‖f‖Lϕ,1(Rn).
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