Simplificacion de puntos para la selección de centros en la interpolacion de superficies tridimensionales mediante funciones de base radial by Del Portillo Zazur, Diego & Rodríguez, Juan Carlos
 SIMPLIFICACION DE 
PUNTOS PARA LA 
SELECCIÓN DE 
CENTROS  EN LA 
INTERPOLACION DE 
SUPERFICIES 
TRIDIMENSIONALES 
MEDIANTE FUNCIONES 
DE BASE RADIAL.
 
2009 
DIEGO DEL PORTILLO  
ZARUR 
2003214036 
 
JUAN CARLOS RODRÍGUEZ 
2003214097 
Universidad del Magdalena
 SIMPLIFICACION DE PUNTOS PARA LA SELECCIÓN DE CENTROS EN LA 
INTERPOLACION DE SUPERFICIES TRIDIMENSIONALES MEDIANTE 
FUNCIONES DE BASE RADIAL. 
 
 
 
DIEGO DEL PORTILLO ZARUR 
2003214036 
 
JUAN CARLOS RODRÍGUEZ 
2003214097 
 
 
 
DIRECTOR 
GERMAN SANCHEZ TORRES 
INGENIERO DE SISTEMAS 
MAGISTER EN INGENIERIA DE SISTEMAS 
ESTUDIANTE DE DOCTORADO EN INGENIERIA DE SISTEMAS 
 
 
 
 
UNIVERSIDAD DEL MAGDALENA 
FACULTAD DE INGENIERÍA 
  PROGRAMA DE INGENIERÍA DE SISTEMAS 
SANTA MARTA D. T. C. H. 
2009 
 SIMPLIFICACION DE PUNTOS PARA LA SELECCIÓN DE CENTROS EN LA 
INTERPOLACION DE SUPERFICIES TRIDIMENSIONALES MEDIANTE 
FUNCIONES DE BASE RADIAL. 
 
 
 
DIEGO DEL PORTILLO ZARUR 
2003214036 
 
JUAN CARLOS RODRÍGUEZ 
2003214097 
 
 
Trabajo de Memoria de Grado presentado para optar al título de 
 INGENIERO DE SISTEMAS  
 
 
 
DIRECTOR 
GERMAN SANCHEZ TORRES 
 
 
 
UNIVERSIDAD DEL MAGDALENA 
FACULTAD DE INGENIERÍA 
PROGRAMA DE INGENIERÍA DE SISTEMAS 
SANTA MARTA D. T. C. H. 
2009 
 Nota de aceptación 
 
__________________________________________ 
__________________________________________ 
__________________________________________ 
__________________________________________ 
__________________________________________ 
__________________________________________ 
 
 
 
 
___________________________________________ 
Firma Presidente del Jurado                          
 
 
                         
______________________________________ 
 Firma del Jurado 
 
 
                         
_____________________________________ 
Firma del Jurado 
 
 
 
Santa Marta  XX/XX/XXXX 
 AGRADECIMIENTOS 
 
Este trabajo es el resultado de un gran esfuerzo y de muchas noches en vela, 
el cual no hubiera sido posible sin el apoyo y la colaboración de muchas 
personas a las cuales queremos dar los más profundos agradecimientos. 
 
A German Sánchez Torres Ingeniero de Sistemas, Master en Ingeniería de 
Sistemas y aspirante a Doctor en Ingeniería de Sistemas de la Universidad 
Nacional Sede Medellín, por brindarnos sus conocimientos, su orientación y por 
responder oportunamente a nuestros correos y llamadas. 
 
A Idaniz Días Ingeniera de Sistemas, Master en Ingeniería de Sistemas y 
aspirante a Doctor en Ciencias de la Computación de la Universidad del Alberta 
en Canadá por resolver nuestras dudas y apoyarnos en nuestro proceso 
educativo.  
 
A Mastersoft (Jarol, Peter, Mao, la negra y Cohen) por mantener vivo el pacto 
de amistad forjado en tiempos de alegría y tristeza, y por permitirnos recorrer 
los mejores años de nuestra vida con ellos.  
 
A Martha Pacheco por conocer de memoria las normas para hacer trabajos, a 
la Señora Beatriz mamá de Cohen por dejarnos apoderar de su casa y hacerla 
nuestra oficina privada, a nuestros compañeros de Ingeniería de Sistemas de 
la Universidad del Magdalena por soportarnos y compartir con nosotros en 
todos estos años. A Nuestros Profesores por ser el faro de nuestra carrera, a 
la Universidad del Magdalena por hacer de nuestros estudios más 
confortables, a Roger Penrose por mostrarnos las sombras de la mente, y por 
último, el más especial de los agradecimientos a nuestros Padres por darnos la 
grandiosa oportunidad de recorrer el camino de la Ingeniería. 
 
 
Gracias Totales. 
 DIEGO DEL PORTILLO ZARUR 
DEDICATORIA 
 
 
 
 
 
 
 
 
 
 
Durante el transcurso de mi carrera he pasado por muchas dificultades, muchas veces 
he perdido el sueño intentado resolver problemas, pero como resultado de todo ese 
esfuerzo ha surgido este trabajo. Que no hubiese sido posible sin el apoyo 
incondicional de mi padre y mi madre que estuvieron  pendientes de toda mi carrera, a 
Zulma del portillo que me brindo apoyo incondicional, y a toda mi familia por creer en 
mi y  apoyarme incondicionalmente. 
 JUAN CARLOS RODRÍGUEZ 
DEDICATORIA 
 
 
 
 
 
 
 
 
 
A mi grandiosa y hermosa madre por ser el soporte y motor principal de mi vida 
durante todos estos años.  A mi padre por el incondicional apoyo y por sus oportuno y 
sabios consejos. A mi familia por ayudarme a ser la persona que soy hoy.  
A Carlos Coty mi amigo incondicional y a la familia Cabas Meriño por hacerme sentir 
como un miembro más de su familia
 TABLA DE CONTENIDO 
 
LISTA DE FIGURAS I 
LISTA DE TABLAS III 
LISTA DE ALGORITMOS IV 
LISTA DE ANEXOS V 
GLOSARIO VI 
RESUMEN VIII 
ABSTRACT IX 
INTRODUCCION 1 
1. PRESENTACIÓN DEL PROYECTO 3 
1.1. PLANTEAMIENTO DEL PROBLEMA 3 
1.2. PREGUNTAS DE INVESTIGACIÓN 4 
1.3. JUSTIFICACIÓN 5 
1.4. OBJETIVOS 7 
1.5. METODOLOGÍA 8 
2. ESTADO DEL ARTE 14 
3. MARCO TEÓRICO 18 
3.1. RECONSTRUCCIÓN TRIDIMENSIONAL DE IMÁGENES 18 
3.2. IMÁGENES DE RANGO 27 
3.3. SENSORES DE RANGO 28 
3.4. APROXIMACIÓN DE SUPERFICIES 29 
3.5. INTERPOLACIÓN DE SUPERFICIES 30 
3.6. FUNCIONES DE BASE RADIAL 31 
3.7. AGRUPAMIENTO O CLUSTERING 34 
3.8. ESTIMACIÓN DE CURVATURAS 35 
4. MÉTODO PROPUESTO 37 
4.1. ALGORITMO DE AGRUPAMIENTO 37 
 4.2. ESTIMACIÓN DE CURVATURAS 40 
4.3. SELECCIÓN DE CENTROS 41 
5. RESULTADOS 48 
5.1. COMPORTAMIENTO DEL ERROR PARA EL MÉTODO DE SELECCIÓN DE 
CENTROS PLANTEADO 50 
6. CONCLUSIONES 53 
7. BIBLIOGRAFÍA 59 
9. ANEXOS 65 
 I
LISTA DE FIGURAS 
 
Figura 1. Técnica implementada para el desarrollo de la investigación. .......... 13 
Figura 2. Etapas de la reconstrucción de superficies propuesta por Meyers en 
[38] ................................................................................................................... 19 
Figura 3. Esquema del proceso de adquisición de información tridimensional 
por luz estructurada y triangulación [30]. .......................................................... 20 
Figura 4. Proceso de registro de imágenes de rango por medio del algoritmo 
IPC [30]. ........................................................................................................... 23 
Figura 5. Ejemplos de imágenes de rango, izquierda desde una nube de 
puntos; derecha, codificada en escala tonal [21, 35]. ....................................... 28 
Figura 6. Sensor de rango modelo Zephyr [21] ................................................ 28 
Figura 7. Clasificación de los métodos de interpolación. .................................. 30 
Figura 8. Gráfica que muestra la exactitud y la precisión de la interpolación con 
funciones de base radial [36]. ........................................................................... 33 
Figura 9. Gráficas de las funciones de base radial más comunes [23]. ........... 33 
Figura 10. Variación de la superficie en diferentes direcciones del plano 
tangente a la superficie en el punto O [26]. ...................................................... 36 
Figura 11. Visualización de la descomposición Kd-Tree [25]. .......................... 39 
Figura 12. Ejemplo un vecindario de radio r ..................................................... 44 
Figura 13. Comparación de tiempos de interpolación de los algoritmos de 
selección de centros con curvatura y sin curvatura Vs. El parámetro Alfa de 
selección para las funciones Bowl y Cowboy Hat. ........................................... 49 
Figura 14. Comparación de centros seleccionados por los algoritmos de 
selección de centros con curvatura y sin curvatura Vs. El parámetro Alfa de 
selección para las funciones  Bowl, Cowboy Hat. ............................................ 49 
Figura 15. Representación de Ángel con alpha 50 tolerancias 1.0 y radio 2. ... 50 
Figura 16. Error de Interpolación Vs. Parámetro Alfa de selección para la 
función Bowl. .................................................................................................... 51 
Figura 17. Error de Interpolación Vs. Parámetro Alfa de selección para la 
función Cowboy Hat. ........................................................................................ 51 
 II
Figura 18. Reconstrucción de CowboyHat con alpha 80 tolerancia 1.0 y radio 3.
 ......................................................................................................................... 54 
Figura 19. Reconstrucción de CowboyHat con alpha 80 tolerancias 1.0 y radio 
2. ...................................................................................................................... 54 
Figura 20. (a) Original (b) radio 2, alfa 40 tolerancia 1 (c) radio 2 alfa 50 
tolerancia 1 (d) radio 2 alfa 60 tolerancia 1 (e) radio 2 alfa 70 tolerancia 1 
(f)radio 2 alfa 80 tolerancia 1 (g)radio 2 alfa 90 tolerancia 1 ............................ 55 
Figura 21. (a) Original, (b) radio 2, alfa 40, tolerancia 2, (c) radio 2, alfa 50, 
tolerancia 2, (d) radio 2, alfa 60, tolerancia 2 (e) radio 2, alfa 70, tolerancia 2 (f) 
radio 2, alfa 80, tolerancia 2 (g) radio 2, alfa 90, tolerancia2. ........................... 56 
Figura 22. (a)Original, (b) radio 3, alfa 40, tolerancia 4 (c) radio 3, alfa 50, 
tolerancia 4 (d) radio 3, alfa 60, tolerancia 4 (e) radio 3, alfa 70, tolerancia 4 (f) 
radio 3, alfa 80, tolerancia4, (g) radio 3, alfa 90, tolerancia 4 ........................... 57 
Figura 23. (a)Original, (b) radio 3, alfa 40, tolerancia 5(c) radio 3, alfa 50, 
tolerancia 5(d) radio 3, alfa 60, tolerancia 5(e) radio 3, alfa 70, tolerancia 5(f) 
radio 3, alfa 80, tolerancia 5(g) radio 3, alfa 90, tolerancia 5 ............................ 58 
Figura 24. Imágenes de rango utilizadas como caso de estudio. Izquierda, 
Ángel. Derecha, Pelicano. ................................................................................ 81 
Figura 25. Imágenes auxiliares utilizadas para validar el método propuesto. .. 82 
 
 
 
 
 
 
 
 
 
 
 
 
 III
LISTA DE TABLAS 
 
Tabla 1. Principales repositorios virtuales. ......................................................... 9 
Tabla 2. Clasificación de los principales sistemas de adquisición por proyección 
de energía ........................................................................................................ 19 
Tabla 3. Clasificación de los métodos de integración [30, 33]. ......................... 24 
Tabla 4. Clasificación de algoritmos de agrupamiento ..................................... 35 
Tabla 5. Ejemplo de equivalencias entre el valor alfa de agrupamiento y el 
porcentaje de centros seleccionados y omitidos del total de puntos ................ 43 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 IV
LISTA DE ALGORITMOS 
 
Algoritmo 1. Selección de centros por agrupamiento jerárquico. ..................... 42 
Algoritmo 2. Cálculo de las curvaturas por medio de análisis de componentes 
principales ........................................................................................................ 44 
Algoritmo 3. Cálculo de la menor distancia utilizando vecino más próximo ..... 45 
Algoritmo 4. Algoritmo que encuentra los centros seleccionados dentro de los 
datos originales ................................................................................................ 46 
Algoritmo 5. Algoritmo que dice si dos curvaturas son semejantes de acuerdo al 
parámetro de tolerancia ................................................................................... 47 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 V
LISTA DE ANEXOS 
 
Anexo a. CODIGO DE AGRUPAMIENTO JERARQUICO CON CURVATURA 65 
Anexo b. IMAGENES DE RANGO UTILIZADAS COMO CASO DE ESTUDIO 81 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 VI
GLOSARIO 
 
Agrupamiento jerárquico: Es un algoritmo que pertenece a la categoría de 
algoritmos de agrupamiento o clustering. En este algoritmo, el agrupamiento se 
crea por niveles, generando una jerarquía en forma de árbol. 
 
Agujeros: un agujero está representado por una discontinuidad en la imagen 
de rango. 
 
Análisis de componentes principales: (PCA por sus siglas en el ingles) Es 
una técnica estadística que se encarga de reducir el número de las variables. 
Donde las nuevas variables, son una combinación lineal de las variables 
iníciales.  
 
CAD/CAM: Siglas en ingles para Diseño asistido por computador / Modelado 
Asistido por computador. 
 
CCD: Siglas en ingles de Dispositivos de cargas (eléctricas) interconectadas. 
Es uno de los elementos principales de las cámaras fotográficas y de video 
digital, en estas, el CCD es un sensor con diminutas células fotoeléctricas que 
registran la imagen. 
 
Centroides: Son el centro geométrico de un objeto o vecindario, por lo general 
no pertenecen al conjunto inicial de datos si no que son calculados. 
 
Imágenes Estéreo: es una imagen que está formada por la composición de 
una misma imagen superpuesta desde el punto de vista de los dos ojos. 
 
Inteligencia Artificial: son métodos y algoritmos que ayudan a las 
computadoras a imitar inteligencia humana, también es conocida como 
inteligencia computacional. 
 
 VII
Interpolación: cálculo de los puntos o valores, tomando como referencia 
puntos conocidos a su alrededor. 
 
Nube de Puntos: Son una serie de puntos en el espacio tridimensional, 
definidos en formato X, Y, Z, los cuales colectivamente describen la geometría 
de un objeto físico. 
 
Procesamiento de imágenes: son técnicas y algoritmos que se aplican a las 
imágenes digitales, con el fin de realizar transformaciones o facilitar el análisis 
de estas.  
 
Reconstrucción tridimensional de imágenes: es un proceso que permite 
visualizar la representación tridimensional digital de un objeto del mundo real. 
 
Superficies parciales: son superficies capturadas por los sensores de rango, 
que no representan totalmente al objeto que se pretende digitalizar. 
 
Visión Artificial: son técnicas computacionales que permiten el análisis de 
escenas o particularidades en imágenes. 
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RESUMEN 
 
TITULO: SIMPLIFICACION DE PUNTOS PARA LA SELECCIÓN DE 
CENTROS EN LA INTERPOLACION DE SUPERFICIES TRIDIMENSIONALES 
MEDIANTE FUNCIONES DE BASE RADIAL. 
 
DIRECTOR: German Sánchez Torres 
 
AUTORES: Diego del Portillo Zarur – Juan Carlos Rodríguez. 
 
PALABRAS CLAVES: Selección de centros de interpolación, funciones de 
base radial, reconstrucción 3d de imágenes, imágenes de rango, ajuste de 
superficie. 
 
DESCRIPCION: Este proyecto se define como una investigación aplicada en el 
área de procesamiento de imágenes, centrada en la reconstrucción 
tridimensional de imágenes mediante la aplicación de técnicas de interpolación 
y ajuste. 
 
En este trabajo se describe un procedimiento que permite seleccionar los 
centros de interpolación en la reconstrucción tridimensional de imágenes. Este 
procedimiento se enfoca en el ajuste de imágenes de rango y consta de dos 
fases principales, la primera fase es de selección de centroides para identificar 
los candidatos a ser centros y la segunda fase es de selección de los centros 
de interpolación. 
La primera fase del método se basa en una técnica de agrupamiento jerárquico 
de datos que usa la estimación aproximada de la curvatura de la imagen por 
medio de análisis de componentes principales (PCA)  y la distribución de los 
puntos de la imagen como criterio de clasificación.  
En la segunda fase se utiliza una técnica de localización de vecinos próximos 
para obtener los puntos de la imagen de rango original que están más cerca de 
los centroides seleccionados en la fase anterior. 
Finalmente, como caso de estudio se aplica la técnica propuesta a imágenes 
reales para su validación. 
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ABSTRACT 
 
TITLE: SIMPLIFICATION OF POINTS FOR THE SELECTION OF CENTERS 
IN THE THREE-DIMENSIONAL SURFACE INTERPOLATION BY RADIAL 
BASIS FUNCTIONS.  
 
DIRECTOR: Germán Sánchez Torres 
 
AUTHORS: Diego del Portillo Zarur – Juan Carlos Rodríguez. 
 
KEY WORDS: Selection of interpolation centers, radial basis functions, 
reconstruction of 3d images, range images, adjustment surface. 
 
DESCRIPTION: This project is defined as an applied research in the area of 
image processing and focuses on the reconstruction of 3D images by applying 
interpolation and adjustment techniques. 
 
This paper describes a procedure for selecting the interpolation centers in 
three-dimensional image reconstruction. This procedure focuses on the 
adjustment of range images and consists of two main phases, the first phase is 
selection of centroids to identify candidates to be centers and the second phase 
is the selection of interpolation centers.  
 
The first stage of the method is based on a data hierarchical clustering 
technique that uses the aproximate estimation of the curvature of the image by 
means of principal component analysis (PCA) and the distribution of image 
points as classification criteria. 
 
In the second phase nearest neighbor’s technique is used to locate the points of 
the original range image that are closer to the centroids selected in the previous 
phase.  
 
Finally, as a case study applies the proposed technique to real images for 
validation.
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INTRODUCCION 
 
 
En la actualidad, el gran avance de la ciencia y el desarrollo de nuevas 
tecnologías han abierto nuevos campos de investigación enfocados hacia el 
mejoramiento de nuestro estilo de vida. Muchos de estos avances tienen 
impactos muy visibles en la sociedad, en la generación o mejora de productos, 
en la optimización de procedimientos o utilización de recursos, con una notoria 
influencia de conocimientos provenientes de áreas tales como la inteligencia 
artificial, la visión artificial, el procesamiento de imágenes, entre otros. Estos 
han ayudado en la revolución tecnológica de las últimas décadas. En muchos 
de estos campos la mayor parte de las investigaciones actuales están 
encaminadas hacia el mejoramiento y fortalecimiento de aplicaciones de estas 
técnicas, así como a desarrollar  nuevas tecnologías.  
 
Un de los campos de la ciencia en los que convergen una variedad de áreas de 
investigación y aplicación lo constituye  la reconstrucción tridimensional de 
imágenes. Este campo de investigación tiene notorias aplicaciones en la vida 
moderna en las áreas de medicina, seguridad mediante reconocimiento de 
rostros, graficas por computador para entretenimiento, CAD/CAM (Siglas en 
ingles de Diseño Asistido Por Computador) en el diseño industrial. La 
reconstrucción de formas  permite la visualización tridimensional de un objeto 
del mundo real en forma digital, manteniendo sus características físicas como 
la forma y el volumen. En la actualidad, la reconstrucción tridimensional de 
imágenes es un campo de continua investigación debido a la necesidad de 
mejoramiento de los métodos existentes o la proposición de nuevos métodos o 
técnicas.  
 
El proceso de la reconstrucción tridimensional de imágenes se realiza mediante 
un conjunto de fases que permiten obtener una representación tridimensional 
de los objetos, muchas de estas fases son sub-campos de investigación en si 
mismos, las diferentes fases de la reconstrucción tridimensional de imágenes 
son: la etapa de adquisición, la etapa de registro, la etapa de integración, la 
etapa de ajuste y, en algunas aplicaciones particulares, la de texturizado. Este 
trabajo se centrará en la fase de ajuste, debido a que esta fase es la que se 
encarga de encontrar la mejor estimación matemática para generar un modelo 
digital de una superficie real descrita por un conjunto conocido de puntos  
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En relación con la fase de ajuste del proceso de reconstrucción tridimensional 
de imágenes se han realizado  trabajos en dominios de aplicación particulares 
que producen buenos resultados y que a la vez plantean grandes interrogantes 
y propuestas para trabajos futuros. La reconstrucción puede realizarse 
mediante dos modelos generales que abarcan todas las técnicas propuestas en 
la literatura: La aproximación y la interpolación. En la aproximación las técnicas 
no buscan representar con exactitud el conjunto inicial de puntos, por el 
contrario, estos son tomados como unas referencias que guían la topología de 
la superficie pero no la describen con precisión debido a, entre otros, factores 
el ruido. La interpolación, por otra parte, asume que el conjunto inicial de 
puntos es la descripción exacta de la geometría de la superficie, lo que hace  
que las técnicas que se clasifican dentro de este enfoque generen modelos que 
reproducen el conjunto inicial de muestras. Recientemente, las técnicas de 
interpolación han sido retomadas y los trabajos realizados han mostrado la 
capacidad de reproducir formas con precisión. En este trabajo, el interés 
general es el de desarrollar técnicas que ayuden a disminuir los requerimientos 
de cómputo de las técnicas basadas en interpolación sin afectar la calidad de la 
representación final. 
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1. PRESENTACIÓN DEL PROYECTO 
1.1. PLANTEAMIENTO DEL PROBLEMA 
En la reconstrucción tridimensional de imágenes, existen múltiples etapas que 
permiten generar un objeto digital a partir de uno real, las etapas más 
importantes del proceso son:  
 
• Etapa de Adquisición  
• Etapa de Registro  
• Etapa de Integración  
• Etapa de Ajuste  
• Etapa de Texturizado  
 
De estas etapas, el interés de este proyecto se centra en  la etapa de  ajustes 
de superficies. 
 
Varios trabajos han sido propuestos en la literatura para aproximar o ajustar la 
superficie de objetos reales mediante modelos digitales. Estos métodos tienen 
una característica común, cada uno de los métodos planteados busca reducir el 
costo computacional.  
 
Uno de los métodos más ampliamente utilizados para el ajuste de superficie es 
la interpolación con funciones de base radial, este método a ganado gran 
aceptación en esta área, debido principalmente a que genera mejores niveles 
de precisión que otras técnicas,  presentan tolerancia al ruido, entre otras 
ventajas [1][2]. Una dificultad de las técnicas interpolantes es el hecho de la 
necesidad del alto costo computacional. El costo asociado se incrementa 
notablemente con el hecho de que los sensores de rango modernos generan 
millones de puntos en cada toma parcial de los objetos. Lo que en algunos 
casos genera un sistema de ecuaciones que no es posible solucionar debido a 
que su representación excede los límites de los recursos computacionales 
tradicionales. En la actualidad se han escrito varios artículos e investigaciones 
sobre técnicas que permiten la reducción del conjunto inicial de puntos 
haciendo una selección de centros para disminuir el costo computacional sin 
afectar la precisión en la representación mediante el uso de las funciones de 
base radial [3].  
 
El presente proyecto pretende plantear un método que permita seleccionar los 
centros de interpolación para la función de base radial y reconstruir la superficie 
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con la menor cantidad de puntos posibles y de esta forma reducir el costo 
computacional sin una pérdida significativa en la aproximación del modelo final.  
 
1.2. PREGUNTAS DE INVESTIGACIÓN 
Los factores mencionados anteriormente nos llevan a plantear las siguientes 
preguntas de investigación: 
 
¿Qué características geométricas de una superficie a través del estudio 
de un conjunto inicial de imágenes se pueden considerar relevantes para 
la selección de centros? 
¿Cuáles de las características geométricas seleccionadas y aplicadas 
como criterio de selección de centros mejora la calidad de la 
interpolación en el ajuste de las superficies? 
¿Qué tan aceptable es la aproximación del modelo final, con los 
interpolantes calculados? 
¿Será posible encontrar un método de selección de centros de 
interpolación que permita ajustar superficies disminuyendo el costo 
computacional sin afectar notablemente la precisión del modelo final? 
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1.3.  JUSTIFICACIÓN 
 
En la actualidad, áreas como la medicina, las gráficas por computador, el 
CAD/CAM (Diseño asistido por computador), la robótica, la restauración de 
obras de arte, entre otras aplicaciones tienen una gran demanda por modelos 
computacionales tridimensionales que representen fielmente a los objetos del 
mundo real de manera rápida y simple. Para lograr esto se necesita la 
convergencia de muchas áreas de estudio como la inteligencia artificial, la 
electrónica, la física, las matemáticas, entre otras. Un producto de esto, es el 
campo de la reconstrucción tridimensional de imágenes. La reconstrucción de 
formas es un campo de investigación con un potencial creciente y de amplia 
aplicación ya que las técnicas reportadas en el estado del arte aun adolecen de 
debilidades que impiden su generalización y las hacen de dominio restringido. 
Por tal razón se hace necesario el estudio de nuevos paradigmas que 
contribuyan a mejorar este campo de estudio. Adicionalmente, en la actualidad 
no existe un método generalizado en reconstrucción tridimensional de 
imágenes que permita generar modelos independientes del dominio. 
 
La principal debilidad de las técnicas de reconstrucción tridimensional basadas 
en interpolación mediante Funciones de Base Radial la constituye el costo 
computacional asociado a la resolución de los sistemas de ecuaciones 
involucrados. Este costo es proporcional al tamaño de la muestra utilizada en la 
interpolación. Los dispositivos de adquisición modernos generan un gran 
número de muestras lo que genera un aumento en el costo de la interpolación, 
que en algunos casos, debido al tamaño de las muestras, hacen que las 
técnicas de interpolación se vuelvan imprácticas en relación con los recursos 
disponibles de los sistemas modernos de computación.  
 
El realizar los procesos de interpolación mediante una reducción del tamaño de 
la muestra inicial permitiría mitigar el efecto del tamaño de la muestra en el 
costo computacional. Esta reducción del tamaño en la muestra debe ser de tal 
forma que no se afecte notablemente la precisión del modelo final generado, lo 
que permitiría encontrar un balance entre la precisión y el costo computacional. 
 
Para este proyecto tomamos como punto de partida el trabajo de Sánchez, y 
otros [4], en el cual se muestra el resultado de interpolar la superficies con 
funciones de base radial, en este trabajo se propone el problema de mejorar la 
técnica mediante la cual se seleccionan los centros de interpolación, debido a  
que la técnica utilizada para encontrar los centros de interpolación depende de 
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la estimación de algunos parámetros definidos experimentalmente, pero se 
deja abierta la posibilidad de encontrar un método completamente adaptativo 
con base a la geometría de la superficie a aproximar. 
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1.4. OBJETIVOS 
 
1.4.1.  OBJETIVO GENERAL 
Proponer un método de reducción de puntos para la selección de centros de 
interpolación que permita el ajuste de datos de rango mediante interpolación 
con Funciones de base radial. 
 
1.4.2. OBJETIVOS ESPECÍFICOS 
• Seleccionar un conjunto de imágenes iniciales para estudiar sus 
características geométricas.  
 
• Determinar las características geométricas relevantes en la 
representación de las superficies.  
 
• Aplicar un criterio de selección de puntos mediante la característica 
geométrica seleccionada.  
 
• Estimar interpolantes de Funciones de Base Radial con el conjunto de 
puntos seleccionado. 
 
• Validar el método propuesto mediante imágenes de rango reales como 
caso de estudio. 
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1.5. METODOLOGÍA 
 
1.5.1. TIPO DE INVESTIGACIÓN 
 
Debido a que la investigación planteada pretende medir características tales 
como eficiencia y tiempo del ajuste y selección de centros de las imágenes 
de rango, esta se puede clasificar como una investigación descriptiva ya 
que las investigaciones de tipo descriptivo pretenden medir los conceptos 
de investigación o variables de manera independiente sin importar sus 
relaciones [24]. 
 
1.5.2. INFORMACIÓN REQUERIDA PARA EL DESARROLLO DEL 
PROYECTO 
 
 Para la realización del actual proyecto se necesita la siguiente información: 
 
• Documentos sobre la reconstrucción tridimensional de imágenes en 
todas sus etapas 
• Documentos sobre la etapa de ajuste de imágenes de rango 
• Documentos y libros sobre funciones de base radial e interpolación con 
funciones de base radial 
• Documentos y libros de visión por computador 
• Manuales y librerías para el desarrollo de algoritmos  
 
1.5.3. INSTRUMENTOS Y PROCEDIMIENTOS PARA LA 
RECOLECCIÓN DE INFORMACIÓN 
 
Para la recolección de la información se opto por realizar la siguiente 
estrategia: 
 
• Revisión de libros y textos sobre reconstrucción tridimensional de 
imágenes 
• Revisión de revistas, documentos y páginas de Internet relacionadas con 
investigaciones realizadas en el tema. 
• Búsqueda de repositorios virtuales de imágenes de rango 
• Revisión de tesis de grado. 
 
Gracias a la estrategia de recolección de información se logra obtener los 
conocimientos teóricos necesarios para el desarrollo del proyecto. 
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1.5.3.1. PROCEDIMIENTO PARA EL DESARROLLO DE LA 
INVESTIGACIÓN   
 
El proyecto se desarrollo de la siguiente manera: 
 
 
• Fase I: Exploración de Repositorios Virtuales 
 
Descripción: La exploración de repositorios virtuales provee imágenes ideales 
para la realización de análisis y pruebas. 
 
Objetivos:  
• Seleccionar un conjunto de imágenes iniciales para estudiar sus 
características geométricas. 
 
Actividades a desarrollar: 
Se realizo una exploración de repositorios virtuales que contienen imágenes de 
rango para seleccionar de ellos aquellas imágenes con características 
geométricas diferentes, que  fueron analizadas y caracterizadas; se eligieron de 
estas solo imágenes que han sido reportadas en el estado del arte ya que 
contienen información útil para el proyecto. 
 
La Tabla 1. Hace referencia a los principales repositorios virtuales: 
 
Tabla 1. Principales repositorios virtuales. 
Nombre del 
Repositorio 
Descripción Tipos de 
Imágenes 
URL 
AIM@SHAPE 
REPOSITOR
Y  
Repositorio compartido 
poblado con formas digitales, 
su objetivo principal es el de 
incluir una gran variedad de 
casos de prueba, puntos de 
referencia, prototipos 
eficientes y evaluaciones 
practicas de modelos de gran 
escala del mundo real. 
OFF, VRML, 
PLY, IGES, 
STEP, BAP, 
otros. 
http://shapes.aim-at-
shape.net/ 
 
FARFIELD Empresa de tecnología que 
desarrolla el producto 
FastRBF que se aplica en 
áreas como escaneo láser, 
prototipado rápido, imágenes 
medicas, graficas por 
computador, visualización 
científica y geofísica. 
DFX, OBJ, 
VRML, IGES, 
3DS, LWO. 
www.farfieldtechnology.com 
CYBERWAR Empresa que desarrolla, 
construye y vende equipos 
ECHO, IV, PLY. www.cyberware.com/ 
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E para la digitalización 
tridimensional de objetos del 
mundo real. 
 
LARGE 
GEOMETRIC 
MODELS 
Repositorio del Instituto de 
tecnología de Georgia, el 
cual tiene como propósito de 
proveer modelos grandes 
para investigaciones en 
graficas por computador y 
campos relacionados 
PLY www.cc.gatech.edu/projects/l
arge_models/ 
 
LEVEL OF 
DETAIL FOR 
3D 
GRAPHICS 
Sitio oficial del libro del 
mismo nombre el cual 
contiene links a los 
principales repositorios de 
modelos tridimensionales 
existentes. 
PLY www.lodbook.com/models/ 
 
OSU 
(MSU/WSU)  
Repositorio del laboratorio de 
análisis de señales y 
percepción de maquina del 
departamento de ingeniería 
eléctrica de la universidad 
del estado de Ohio. 
TXT, PGM, 
RANGE, GIF. 
http://sampl.ece.ohio-
state.edu/data/3DDB/RID/ind
ex.htm 
THE 
STANDFORD 
3D 
SCANNING 
REPOSITOR
Y 
Repositorio del laboratorio de 
graficas por computador de 
la universidad de Stanford 
PLY http://www-
graphics.stanford.edu/data/3
Dscanrep/ 
 
USF RANGE 
IMAGE 
DATABASE 
Repositorio del laboratorio de 
visión por computador de la 
universidad del sur de la 
florida. 
Formato propio. http://figment.csee.usf.edu/ra
nge/DataBase.html 
 
 
 
De los cuales se seleccionaron por contener imágenes reportadas en el estado 
del arte los siguientes: 
 
Nombre del 
Repositorio 
Descripción Tipos de 
Imágenes 
URL 
 
AIM@SHAPE 
REPOSITOR
Y  
Repositorio compartido 
poblado con formas digitales, 
su objetivo principal es el de 
incluir una gran variedad de 
casos de prueba, puntos de 
referencia, prototipos 
eficientes y evaluaciones 
practicas de modelos de gran 
OFF, VRML, 
PLY, IGES, 
STEP, BAP, 
otros. 
http://shapes.aim-at-
shape.net/ 
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escala del mundo real. 
THE 
STANDFORD 
3D 
SCANNING 
REPOSITOR
Y 
Repositorio del laboratorio de 
graficas por computador de 
la universidad de Stanford 
PLY http://www-
graphics.stanford.edu/data/3
Dscanrep/ 
 
 
 
• Fase II: Recopilación de Técnicas 
 
Descripción: En esta fase se recopilan técnicas que hacen uso de 
características geométricas. 
 
Objetivos:  
• Determinar las características geométricas relevantes en la 
representación de las superficies. 
 
Actividades a desarrollar: 
En esta fase se recopilaron las técnicas reportadas en el estado del arte para 
su análisis y caracterización de acuerdo a sus particularidades o características 
geométricas utilizadas, las características geométricas de mayor frecuencia en 
las técnicas reportadas son: 
 
• Curvatura 
• Torsión 
• Direcciones principales 
• Orientación de normales  
• Distribución de los puntos 
 
Por la facilidad de implementación se eligieron la curvatura y la distribución de 
los puntos como características geométricas a estimar ya que estas no 
dependen de un pre-procesamiento de la imagen si no que dependen solo de 
la distribución de los puntos.  
 
 
• Fase III: Estimación de Características Geométricas 
 
Descripción: En esta fase se extraen las características geométricas de la 
imagen para aplicarlas como un criterio de selección de puntos.  
 
Objetivos:  
• Aplicar un criterio de selección de puntos mediante la característica 
geométrica seleccionada.  
 
Actividades a desarrollar: 
Se utilizó una técnica de estimación aproximada de la curvatura basada en el 
cálculo de los componentes principales a una matriz de covarianza de un 
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vecindario previamente establecido, también se implemento una técnica para 
estimar la distancia entre los puntos. Para la implementación se utilizaron 
herramientas software en forma de librerías para C++ que permitieron 
principalmente el análisis de los resultados de las estimaciones más que su 
implementación. 
 
Después de validar los resultados del cálculo aproximado de la curvatura y la 
estimación de la distancia ente los puntos se procedió a diseñar una técnica 
que utilizara dicha estimación como criterio de selección de puntos, el primer 
enfoque que se le dio a esta técnica, fue utilizar únicamente la distribución de 
puntos como parámetro de selección de centros, para esto se construyo un 
algoritmo de agrupamiento jerárquico  aglomerativo como base para identificar 
los candidatos a centros de interpolación, posteriormente se adhirió al criterio 
de selección la estimación de la curvatura para agregar mas robustez. 
 
Por último se diseño un algoritmo de selección de centros que  se encarga de 
tomar los candidatos a centros de interpolación y encontrar los puntos del 
conjunto de datos original más cerca del posible centro. 
 
 
• Fase IV: Aplicación del Método 
 
Descripción: En esta fase se aplica el método desarrollado. 
 
Objetivos:  
• Estimar interpolantes de Funciones de Base Radial con el conjunto de 
puntos seleccionado. 
 
Actividades a desarrollar: 
En esta fase se procedió a aplicar el método planteado desarrollando un 
prototipo computacional en C++ y Matlab® utilizando como herramientas 
principales las librerías newmat y ann para la estimación de las características 
seleccionadas. 
 
Posteriormente se procedió a validar el prototipo calculando interpolantes y 
midiendo el error de interpolación y la calidad de la imagen. Para la validación 
se  utilizaron imágenes artificiales y reales tomadas de los repositorios 
virtuales. 
 
Una forma gráfica de la técnica implementada se muestra a continuación 
(Figura 1), en ella se puede apreciar las diferentes etapas que tienen como 
objetivo encontrar los centros de interpolación: 
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Figura 1. Técnica implementada para el desarrollo de la investigación. 
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2. ESTADO DEL ARTE  
 
 En esta parte se realiza un recorrido por los trabajos y las investigaciones 
realizadas en el campo de la reconstrucción tridimensional de imágenes, dichos 
trabajos sirven como base tanto conceptual como técnica del actual proyecto y 
brindan a su vez un panorama global sobre la amplitud del tema de 
investigación. 
Barrow et al. [5] y Blicher [6] se constituyen los primeros, en introducir el 
problema de la reconstrucción de superficies en el área de la visión. Ellos 
implementaron una solución basada en la interpolación de superficies curvadas 
uniformemente. La solución aplica un algoritmo, que se desarrolla con el uso de 
un arreglo de procesos paralelos simples que realizan variaciones locales 
iterativamente. Esta técnica es muy simple y presenta varios problemas, como 
por ejemplo, el problema de las discontinuidades de la superficie.  
Grimson [7] presenta la teoría de interpolación de superficies visuales, en 
donde los datos de rango son obtenidos a partir de un par de imágenes 
estéreo. Esta teoría enfrenta el problema de encontrar el mejor ajuste a una 
superficie a partir de un conjunto de valores de profundidad obtenidos mediante 
el algoritmo de adquisición en estéreo presentado por Marr [8].  
Boult y Kender [9] presentan un procedimiento de reconstrucción visual de 
superficies que está basado en la semi-reproducción de un kernel spline de 
Duchon [10]. El proceso de semi-reproducción del kernel spline está definido en 
términos de reproducir el kernel en un espacio de semi-Hilbert. La mayor 
componente computacional del método es la solución del denso sistema lineal 
de ecuaciones.  
Trabajos más recientes constituyen los acercamientos más completos e 
importantes al problema del ajuste de superficies; entre ellos existe una 
variedad muy amplia de técnicas utilizadas incluyendo también combinaciones 
de éstas. Los acercamientos mediante mallas triangulares y funciones splines 
han sido tema de una amplia gama de trabajos realizados en el área 
recientemente. Esta tendencia es en gran medida incentivada debido a que 
soluciones como las basadas en interpolación suelen ser muy costosas 
computacionalmente. Estas limitaciones actualmente están siendo menguadas 
con el gran desarrollo de las capacidades de cómputo de las arquitecturas 
modernas, el aumento significativo en la capacidad de los dispositivos de 
almacenamiento y el desarrollo de técnicas más rápidas para la solución de 
grandes sistemas de ecuaciones. 
La interpolación mediante RBF (Radial Basis Functions) desde el punto de vista 
teórico, ha sido ampliamente utilizado en diferentes trabajos: Baxter [11] en su 
trabajo "The Interpolation Theory of Radial Basis Functions", investigó la 
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sensibilidad de la interpolación de las RBF a los cambios en la valores de la 
función, utilizando descripciones de los trabajos de Ball, Narcowich y Ward, 
para estudiar las matrices generadas por un conjunto de puntos dispuestos en 
mallas regulares; adicionalmente, se analizaron los resultados de la 
interpolación de una amplia gama de familias de RBF.  
Wendland [12] describe ampliamente los aspectos computacionales de la 
interpolación multivariada y la aproximación mediante RBF. Aunque describe 
algunas características y restricciones que los datos deben cumplir para evitar 
problemas de matrices no invertibles no relaciona los aspectos o características 
para la selección de centros de interpolación.  
En el campo de las aplicaciones realizadas para reconstrucción 3D mediante la 
interpolación de RBF, se pueden encontrar trabajos muy recientes que se 
direccionan en diversos enfoques. Floater et al. [13] presentan un esquema 
jerárquico para la interpolación con RBF de soporte compacto. La jerarquía 
está relacionada con un grupo de subconjuntos de los datos obtenidos 
mediante triangulaciones sucesivas de Delaunay. El problema de los enfoques 
de múltiples escalas, es la interpolación de más de un conjunto de puntos para 
un solo objeto.  
Carr J [1] describe una aplicación de rango restringido de suavidad para 
reconstruir superficies; esta técnica consiste en reducir la energía de una 
función cuádrica sobre todas las funciones de un espacio de Hilbert, 
satisfaciendo un conjunto dado de restricciones tomados de la topología de la 
superficie, que es inferida de los puntos. Posteriormente, Carr et al. [2] 
mostraron que puntos desordenados podían ser interpolados mediante RBF 
produciendo superficies suaves y continuas mediante la aplicación de un kernel 
pasa baja para reducir la cantidad de puntos, proponiendo un procedimiento en 
el cual se reduce el costo computacional del proceso de interpolación con RBF; 
sin embargo, el costo computacional alcanzado es alto debido a que el 
procedimiento de reducción de puntos es costoso computacionalmente.  
Los trabajos teóricos y de aplicación realizados desde la última década 
clarifican una problemática relacionada con la interpolación de datos para 
reconstruir superficies, desde que la teoría de la interpolación con RBF está 
bien definida y sustentada, el problema que emerge del costo computacional 
anexo a este tipo de procedimientos, comparados con otras técnicas de 
interpolación de datos como los splines ampliamente estudiado en los últimos 
años [14]. 
En el 2005, Beatson [15] construye un método para la rápida evaluación de 
interpolantes con funciones de base radial. El algoritmo propuesto está basado 
en una propiedad fundamental de funciones definidas condicionalmente 
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negativas (o positivas); este procedimiento emplea un FGT1 para computar una 
suma de kernel Gaussiano mediante una regla de cuadratura; éste método 
mostró un alto rendimiento sobre arquitecturas de clúster de estaciones de 
trabajo.  
Otros trabajos, proponen una técnica de ajuste adaptativo mediante RBF, como 
en Ohtake [16], donde se propone un método de selección de parámetros 
mediante el cual se garantiza la suavidad del modelo final; aquí el número de 
centros seleccionados para evaluar la función de base radial, tiene influencia 
sobre la calidad del error.  
Una parte importante que se ha visto ampliamente utilizada para el ajuste de 
superficies de rango es la simplificación de datos. Uno de los principales 
referentes en este campo es el trabajo de Garland [45] el cual se propone una 
contracción de pares de vértices para la simplificación.  
Otras de las técnicas más utilizadas para la simplificación de datos son el 
clustering o agrupamiento, la simplificación iterativa y la simulación de 
partículas, los trabajos más importantes y la descripción de los diferentes 
métodos son descritos por Pauly Et. Al en [41]. 
En el trabajo Carsten en [46x] se propone un algoritmo de simplificación de 
superficies basado en la idea del punto intrínseco más lejano, también se 
puede apreciar una amplia documentación de trabajos relacionados. 
El tema de la selección de radios o centros para las funciones de base radial 
también es un tema que ha sido estudiado como en Isque [3],  en donde se 
estudia la selección optima de los centros para la interpolación con funciones 
de base radial de una manera muy técnica sin entrar en detalles de 
implementación.  
Se ha utilizado también las funciones de base radial de soporte compacto para 
la reconstrucción tridimensional de rostros como lo explica [32], en método se 
realiza una evaluación directa sobre la nube de puntos. Además  se muestra 
como las funciones de base radial de soporte compacto aumentan la eficiencia 
disminuyendo  en términos de tiempo la reconstrucción de la superficie. 
La utilidad de la funciones de base radial en el campo de la reconstrucción 
tridimensional de imágenes se hace más visible con [23], donde se muestra 
como con funciones B-Spline se realiza una adaptación del borde y a partir de 
un umbral de variación se rellena este.  
El costo computacional que poseen los enfoques basados en RBF está 
presente en todos los trabajos realizados, el costo computacional de esta 
técnica está relacionado con el hecho de que ningún método presenta un 
                                            
1 Transformada Rápida de Gauss, FGT por sus siglas en ingles. 
  17
criterio de selección y reducción de puntos, que permitan obtener 
interpolaciones con una precisión adecuada y un menor costo computacional 
[14]. 
Con respecto a la estimación de la curvatura [26] propone un método simple ya 
que no requiere estimar estructuras intermedias globales como las mallas 
triangulares, simplemente requiere la estimación de un vecindario geodésico 
alrededor del punto. 
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3. MARCO TEÓRICO 
 
En la actualidad existe una gran demanda por técnicas para representar 
objetos del mundo real en modelos computacionales que mantengan una 
representación fiel de las características físicas. Una de las técnicas que ha 
dado pie a numerosas investigaciones es la reconstrucción de objetos 
tridimensionales desde una nube de puntos ya que en ella se aplican 
numerosas técnicas computacionales, matemáticas entre muchas otras; 
para la realización de este proyecto se hace necesario hacer un barrido por 
los campos más importantes que le brindaran un soporte a la investigación. 
  
3.1.  RECONSTRUCCIÓN TRIDIMENSIONAL DE IMÁGENES 
 
La reconstrucción de superficies es un tema que actualmente ha mostrado un 
avance acelerado debido a la cantidad de técnicas que han surgido en cada 
una de las etapas que la conforman.  
 
Los pasos que se siguen en la reconstrucción de superficies son:  
 
• Adquisición.  
• Registro.  
• Integración.  
• Ajuste de la superficie.  
• Dependiendo del método que se siga, en algunos casos también se 
realiza la segmentación de la imagen. 
 
La figura 2 muestra las etapas antes mencionadas. 
 
 
 
 
 
 
 
 
  19
 
Figura 2. Etapas de la reconstrucción de superficies propuesta por Meyers en [38] 
 
 
3.1.1.  ADQUISICIÓN DE DATOS 
 
Es la etapa física del proceso de reconstrucción de superficies, que por lo 
general es realizada usando dispositivos ópticos que no tienen contacto con la 
superficie real. Tales dispositivos son llamados cámaras de rango o sensores 
de rango y ellos producen imágenes de rango que contienen información de la 
superficie [14]. Para la adquisición de estas imágenes se distinguen dos tipos 
de sistemas [30]: los sistemas que emiten energía a la escena para su 
adquisición (sistemas activos), y los sistemas pasivos que no requieren de la 
emisión de energía. 
 
Los sistemas de adquisición activos por proyección de energía principalmente 
utilizan la proyección de luz. Estos sistemas se pueden clasificar según [31] en 
3 categorías como se describe en la Tabla 2: 
 
 
Tabla  2.  Clasificación de los principales sistemas de adquisición por proyección de 
energía 
Tipo de Sistema Descripción 
Sistemas de tiempo de vuelo Miden el tiempo de retorno de una onda 
de luz proyectada sobre la superficie de 
captura. Trabajan a altas velocidades, 
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están limitados a  la captura de objetos 
del orden de los centímetros. 
Sistemas Interferométricos Proyectan patrones que varían en 
tiempo y/o espacio, y se decodifican 
con respecto a un patrón de referencia. 
Las variaciones de fase detectadas 
reflejan los cambios en la superficie y 
las distancias respectivas. 
Sistemas de Triangulación Proyectan patrones de luz estructurada 
sobre la escena, y por medio de las 
siluetas capturadas en el sensor y los 
valores de calibración del sistema se 
calculan las posiciones espaciales del 
objeto. 
 
 
Entre los sistemas mostrados en la Tabla 2. Se puede decir que el más 
utilizado para la adquisición de imágenes de rango es el sistema de 
triangulación [31], los cuales generalmente se componen de: un proyector de 
luz estructurada, el cual proyecta patrones como puntos, líneas, rejillas, etc., y 
un sensor, que típicamente es un CCD. Los sistemas de adquisición por 
triangulación llegan a tener resoluciones del orden de las micras, y velocidades 
del orden de las décimas de segundo. En la Figura 3. Se puede ver el principio 
de captura por triangulación. 
Figura 3. Esquema del proceso de adquisición de información tridimensional por luz 
estructurada y triangulación [30]. 
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En los sistemas pasivos, es común utilizar múltiples vistas del objeto para 
establecer las posiciones tridimensionales de puntos que representan la 
superficie del objeto. Entre los sistemas multivista pasivos encontramos los 
sistemas estéreo los cuales se basan en algoritmos elaborados para definir 
puntos emparejados (correspondencias) en un par de imágenes. En general, 
los puntos que se escogen corresponden a bordes o a esquinas de los objetos 
y por ende las superficies con cambios suaves no son detectadas. La cantidad 
de puntos no es suficiente como para generar un modelo completo de la 
superficie visible del objeto [31]. 
 
3.1.2.  REGISTRO DE IMÁGENES DE RANGO 
 
Esta etapa consiste básicamente en aplicar transformaciones geométricas a 
cada una de las diferentes imágenes de rango obtenidas con el sensor y 
llevarlas a un mismo sistema de coordenadas. En el caso más simple, estas 
transformaciones pueden ser obtenidas directamente del mecanismo de 
medición utilizado para obtener las imágenes de rango. Esta etapa une 
múltiples vistas de rango que pudieron ser registradas en momentos distintos 
en un único conjunto de puntos, para obtener el modelo completo de la escena.  
Debido a que una sola vista de rango contiene los puntos que son visibles al 
sensor, hay que unir las vistas de rango en un solo conjunto de puntos. 
 
Formalmente, el registro de imágenes se define según [17] como:  
 
Dadas N  vistas de un objeto en una escena, cada una 
describiendo la estructura 3D del objeto como si fuera visto de un 
punto de vista particular, deseamos encontrar N transformaciones 
rígidas de movimiento 1 2 3, , , , NT T T TK , que especifiquen las 
verdaderas posiciones del sensor de rango con respecto a un único 
marco de referencia (elegido arbitrariamente y, usualmente el 
marco de referencia de una de las vistas). 
 
En esta etapa existe un algoritmo clásico para realizar el registro de las 
imágenes de rango, este algoritmo es conocido con el nombre de IPC 
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(Interactive Closest Point). Básicamente este algoritmo es un procedimiento 
iterativo que en cada iteración minimiza el error cuadrado medio, calculado 
como la suma de las distancias entre puntos de una imagen de referencia y los 
puntos más cercanos de la imagen a registrar, de una manera más formal, el 
IPC se puede definir como [30, 33]: 
 
Si una imagen de rango P está siendo registrada a un conjunto de 
datos X mediante una matriz de rotación R y un vector de traslación 
T, entonces el algoritmo IPC intenta minimizar la función objetivo: 
 
2
1
1( , )
pN
i i
ip
f R T x Rp T
N =
= − −∑  
 
Donde { ( )}P p i=  es el conjunto de puntos de la imagen que esta siendo 
registrada. ( )X x i=  es el conjunto de puntos de la imagen de rango de 
referencia a la cual P esta siendo registrada (donde ix  es el punto más cercano 
del conjunto de datos X al punto ( )p i ), pN  es el número de puntos en el 
conjunto de datos P, R es la matriz de rotación 3 3× , y T es el vector de 
traslación del registro. 
 
El proceso de registro de imágenes de rango por medio del algoritmo IPC 
puede ser observado en la figura 4. 
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Figura 4. Proceso de registro de imágenes de rango por medio del algoritmo IPC [30]. 
 
 
3.1.3.  INTEGRACIÓN 
 
El proceso de integración se basa principalmente, en la eliminación de datos 
redundantes presentes en cada una de las vistas de rango, calculando el 
conjunto de puntos que son comunes para cada uno. Para construir el modelo, 
cuando las zonas de la superficie que se traslapan son detectadas y se ajustan 
los parámetros de la superficie, la superficie combinada es expandida a los 
puntos de borde que fueron combinados y la frontera es construida [14]. Este 
problema se puede definir según [33, 34] de la siguiente manera: 
 
Dados un conjunto de datos de rango if  tomados desde los 
diferentes puntos de vista de una escena, y previamente alineados 
(registrados), hallar la superficie continua iM  que de mejor manera 
se aproxime a la superficie real M. 
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Esta etapa es de fundamental importancia en el proceso de reconstrucción 
puesto que los datos registrados en la etapa previa generan superficies 
parciales que poseen agujeros, intersecciones poligonales, saltos estadísticos, 
falsos bordes, entre otros, y los objetos reales poseen superficies continuas y 
suaves [18]. 
Los algoritmos de integración de imágenes de rango se pueden clasificar de 
acuerdo a la combinación de dos variantes: El tipo de información supuesta a 
priori, y el tipo de método utilizado para la obtención de la aproximación de la 
superficie [30, 33] como se explica en la Tabla 3. 
 
Tabla 3. Clasificación de los métodos de integración [30, 33]. 
Variante Clasificación Descripción 
Tipo de Información A 
Priori 
Puntos Organizados 
Requieren información adicional 
además de la ubicación espacial 
de los datos. Esta información 
suele ser dada en función de la 
imagen de rango a la cual 
pertenece cada uno de los datos 
del conjunto. Un conjunto típico 
de información para un algoritmo 
de puntos organizados contiene 
la ubicación espacial de cada 
punto, una función de relación de 
pertenencia de cada punto a una 
determinada imagen de rango y 
la posición del sensor en el 
momento de la toma de cada 
imagen. 
Puntos No Organizados 
En este tipo de algoritmo se
asume que se tiene tan solo la 
información espacial de cada 
punto. Estos algoritmos 
generalmente son más simples 
que los de puntos organizados, 
pero su rendimiento es inferior 
con respecto a ciertas regiones 
de la representación. 
Por método de 
obtención de la 
aproximación de la 
superficie 
Métodos de Función Implícita
Estos métodos tienen como 
objetivo extraer del conjunto de 
datos una función parametrizable, 
de tal modo que la superficie real 
se encuentre para los valores en 
los cuales la función se hace 
cero. 
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Métodos Poligonales 
Parten del hecho de que los 
puntos especialmente cercanos 
dentro de una imagen deben ser 
conexos, este tipo de 
representación ofrece una 
solución práctica para soluciones 
de visualización. 
 
 
3.1.4.  AJUSTE DE IMÁGENES DE RANGO 
 
El objetivo de esta etapa es mostrar la mejor representación posible de la 
superficie real.  
 
El ajuste de superficies se concentra en obtener una descripción digital precisa, 
concisa y aproximada a la superficie real. Para ajustar una representación de 
una superficie se necesita alguna clase de medida de la precisión y la 
concisión. La concisión puede ser medida por el número de bytes que se 
necesitan para almacenar la representación de la superficie ajustada, las 
representaciones concisas no sólo ahorran memoria, también permiten un 
procesamiento más rápido de la superficie. La precisión de la superficie 
determina la cercanía entre la superficie real y la superficie ajustada [14].  
 
Esta fase puede dividirse en cuatro problemas de optimización [21]: 
 
• Criterio: Escoger la mejor función para optimizar (maximizar o 
minimizar). 
• Estimación: Escoger el mejor método para optimizar la función elegida. 
• Diseño: Realizar una implementación óptima del mejor método para 
obtener la mejor estimación de parámetros. 
• Modelado: Determinar el modelo matemático que describa mejor el 
sistema digitalizado, incluyendo un modelo de los procesos de error. 
 
Formalmente, según J. Hrádek 2003 [20] el ajuste de superficies se puede 
definir como: 
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Sea S una superficie bidimensional perteneciente a un objeto O, 
incluida en el espacio tridimensional Euclidiano 3R ,  y el conjunto 
de puntos 3ip P R∈ ⊂ , 1, ,i n= K , un conjunto de muestras discretas 
de la superficie S. El ajuste consiste entonces en encontrar una 
superficie 0S  que aproxime S usando los datos del conjunto P, 
siendo la superficie reconstruida 0S  topológicamente equivalente a 
S del objeto original O. 
 
Los métodos de ajuste se pueden clasificar como métodos de aproximación o 
de interpolación si la superficie final reconstruida pasa cerca o toca, 
respectivamente, todos los puntos. Los métodos de interpolación construyen 
superficies que pasan exactamente por el conjunto completo de puntos, 
mientras que los métodos de aproximación sólo requieren que la superficie se 
acerque a los puntos y tome algunos como referencia [21]. 
 
Entre los métodos desarrollados para el ajuste de superficie encontramos: 
• Las mallas triangulares. 
• Las funciones de base radial. 
• Las superficies NURBS. 
 
 
3.1.5.  SEGMENTACIÓN 
 
Es una parte en el análisis de imágenes, que se encarga de dividir  la imagen 
en sus partes 
Constituyentes u objetos, y se puede orientar a regiones o a bordes. En la 
segmentación basada en regiones todos los píxeles que corresponden a un 
objeto son agrupados, estos píxeles tienen que cumplir con un criterio que los 
distinga del resto de la imagen. En la segmentación basada en bordes se 
buscan los píxeles que forman el contorno del objeto [42]. 
 
Una definición formal de la segmentación de una imagen de rango descrita en 
un lenguaje formal [43], es la siguiente: 
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Si R es una es una imagen de rango completa, la segmentación 
consiste en dividir R en subregiones 1 2, , , nR R RK , tal que: 
1. 
1
n
ii R RU = = , 
2. iR  es una región conectada para i=1,2,…,n 
3. i jR R∩ =∅  para todos los i y j, i <> j 
4. ( )iP R VERDADERO=  para 1,2, ,i n= K  
5. ( )i jP R R FALSO∪ =  para 1,2, ,i n= K  
Donde ( )iP R  es un predicado lógico o un conjunto de 
propiedades similares sobre los puntos de R, y ∅  es el 
conjunto nulo. 
 
3.2.  IMÁGENES DE RANGO 
 
Las imágenes de rango, también conocidas como imágenes de profundidad, 
son representaciones bidimensionales del mundo que nos rodea, similares a 
una fotografía digital, como se muestra en la figura 2. La fotografía captura en 
sus píxeles valores de intensidad y tono de luz reflejados por la escena, 
mientras que la imagen de rango contiene información de la ubicación espacial 
de los objetos presentes en la misma, reflejados al sistema coordenado de la 
cámara. Esta permite realizar la construcción de una representación de la 
forma aproximada de la escena desde un punto de vista específico [35].  
 
Las imágenes de rango pueden ser representadas en dos formas básicas. Una 
es una lista de coordenadas  3D en un cuadro de referencia dado, a menudo a 
esta representación se le denomina Nube de Puntos (Ver Figura 5, Izquierda), 
el segundo método de representación es una matriz de valores de profundidad 
a lo largo de las direcciones de los ejes x e y, los cuales hacen explicita la 
organización espacial a diferencia de las nubes de puntos (Ver Figura 5, 
Derecha) [36]. 
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Figura 5. Ejemplos de imágenes de rango, izquierda desde una nube de puntos; derecha, 
codificada en escala tonal [21, 35]. 
 
 
 
3.3.  SENSORES DE RANGO 
 
Son dispositivos que permiten la adquisición de las imágenes de rango (ver 
figura 6). Dependiendo de ciertos parámetros del proceso como son la 
dimensión de la superficie, el sistema digitalizador y la estrategia de muestreo, 
se obtienen nubes de puntos con diferentes densidades. 
Figura 6. Sensor de rango modelo Zephyr [21] 
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En el campo de la visión artificial se utilizan sensores que permiten obtener 
imágenes de rango con una alta resolución. Los sensores más ampliamente 
utilizados en la visión artificial son los sensores ópticos, estos sensores se 
pueden clasificar en activos y pasivos [21]. Los sensores de rango activos 
proyectan energía en la escena y detectan su posición controlando algunos 
parámetros del sensor; por otra parte, los sensores pasivos no emiten energía, 
y reconstruyen la profundidad basados en la cantidad de energía que reciben.  
 
Entre las diferentes técnicas utilizadas por los sensores para adquirir la 
información de rango se encuentran, la triangulación, radar/sonar, 
interferometria y enfoque/desenfoque activo [21]. 
 
3.4.  APROXIMACIÓN DE SUPERFICIES 
 
La necesidad de aproximar funciones se plantea en diversas situaciones 
cuando es necesario sustituir una función por una más simple y conveniente 
para los cálculos o cuando es necesario establecer una dependencia funcional 
con la base de los datos experimentales.  
 
En la aproximación de funciones se destacan los siguientes problemas:  
 
• La selección del conjunto de aproximación M . 
• La selección de la medida del error de aproximación.  
• La investigación y el cálculo del error de aproximación.  
 
La aproximación puede definirse como la sustitución de acuerdo con una 
norma definitiva, de una función por una función  φ  cerca de ella y en cierto 
sentido a un conjunto M , el cual debe estar previamente establecido. Las 
herramientas clásicas constan de polinomios y polinomios trigonométricos en 
una o más variables. La precisión de la interpolación se puede aumentar 
aumentando el grado del polinomio, sin embargo, esto complicaría el proceso. 
En la práctica, se toman sub-espacios de polinomios algebraicos o 
trigonométricos de un determinado grado de aproximación de series y uno 
destinado a la obtención de la precisión requerida sin dejar de mantener el 
grado de los polinomios utilizados lo más alto posible.  
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3.5.  INTERPOLACIÓN DE SUPERFICIES 
 
La interpolación tiene como objetivo estimar, a partir de una muestra, valores Z 
para un conjunto de puntos (X,Y). La interpolación puede utilizarse para cumplir 
tres funciones: (a) estimar valores de Z para ubicaciones particulares (X,Y); (b) 
estimar valores de Z para una cuadricula rectangular; (c) cambiar la resolución 
de la cuadrícula en un archivo. 
 
Los interpoladores que operan a partir de puntos pueden clasificarse de 
acuerdo a la tabla 7. 
Figura 7. Clasificación de los métodos de interpolación. 
Clasificación Descripción 
Exactos Cuando preservan los valores 
originales de los puntos de muestreo 
No Exactos No mantienen los valores originales 
de los puntos de muestreo. 
Globales La interpolación está basada en 
todos los puntos de muestreo. 
Locales La interpolación esta basada en un 
subconjunto de los puntos de 
muestreo. 
 
 
Entre los métodos de interpolación global tenemos: 
 
• Modelos Polinomiales: Esta técnica de análisis trata de definir la 
tendencia general observada en el conjunto de datos mediante una 
ecuación polinomial de grado n. El objetivo de este ajuste es reducir la 
varianza residual en el conjunto de datos a un mínimo. Este tipo de 
técnica también se puede catalogada como no exacta debido a que la 
superficie generada, en la mayoría de los casos no pasara por los 
puntos originales. 
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• Series de Fourier: Este método asume la existencia de variaciones 
periódicas en el conjunto de datos y que su tendencia puede modelarse 
como una función lineal de senos y cosenos. 
 
Entre los métodos de interpolación local encontramos: 
 
• Distancia Inversa Ponderada (DIP): En este método se asume que cada 
punto en el conjunto de datos tiene una incidencia local que disminuye 
con la distancia y que por lo tanto, los valores cercanos al nodo que se 
procesa tienen una mayor importancia o peso en el valor que será 
asignado al mismo. El peso asignado a cada valor Z’ esta dado por: 
 
1
mP d
=  
 
Donde: P es el peso o ponderación que se le aplicara a Z’, m es el 
exponente seleccionado por el usuario y d es la distancia entre el punto 
que se interpola y los vecinos más cercanos utilizados en la 
interpolación. 
El valor de cada punto interpolado Z’ es igual a: 
 
1
' 1
mi
m
Z dZ
d
=  
 
• Curvatura Mínima (Spline): Es un conjunto de polinomios cúbicos que 
describen tanto la tendencia como la magnitud de una línea. La forma de 
la curva es definida localmente a partir de un subconjunto de datos. En 
algunas ocasiones se utilizan los B-Splines, los cuales son a su ves la 
suma de otros Splines utilizados para suavizar líneas. Este interpolador 
se considera exacto debido a que ajusta una línea de curvatura mínima 
a partir de los puntos de muestreo (X, Y, Z), la superficie creada 
mantendrá los valores de Z de los datos originales.  
 
3.6.  FUNCIONES DE BASE RADIAL 
 
Las funciones de base radial son una moderna y poderosa herramienta que 
trabaja bien en circunstancias generales, por lo que son cada vez más las 
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aplicaciones en las que son utilizadas [4]. Una de las mayores aplicaciones 
está en problemas de interpolación de datos reales en varias dimensiones, en 
los cuales, los datos están muy dispersos, en estos casos los métodos de 
función de base radial pueden proporcionar interpolantes para valores de 
funciones dados en puntos irregularmente posicionados [20].  
 
Una función de base radial se puede definir como [25]: 
 
Una Función : dΦ →    se dice que es radia si existe una función 
:[0, )Φ ∞ →    tal que 
2
( ) ( )x xΦ = Φ  para todos los dx∈   
 
Un interpolante de base radial tiene la forma de (1):  
 
1
( ) ( ) ( )
N
i i
i
S X X a p Xλφ
=
= − +∑   (1) 
 
Donde dX R∈ y en caso de superficies ( , )X x y= , ( )p x  es un polinomio de 
grado pequeño y iλ  son los pesos o escalares que se determinan con las 
condiciones de interpolación. .  es la norma Euclidiana y φ  es una función 
:[0, [ Rφ ∞ →  continua y fija de una sola variable, N es el número de puntos que 
se utilizan para la interpolación, una representación gráfica de la interpolación 
con RBF puede ser vista en la Figura 8, en la cual se observa la exactitud, la 
función ajustada y el resultado de evaluar un conjunto de datos de entrada por 
medio de una función de base radial.  
 
Las funciones de base radial típicamente usadas son:  
 
• Spline de Placa delgada:   2( ) log( ),kr r r k Nφ = ∈  
• Multicuádrica Inversa:   2 2( ) ( ) , 0r c r βφ β= + <  
• Multicuádrica:   2 2( ) ( ) , 0,r c r Nβφ β β= + > ≠  
• Gaussiana:   2( ) , 0r e αφ α−= >  
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Su representación gráfica se muestra en la figura 9. 
 
Figura 8. Gráfica que muestra la exactitud y la precisión de la interpolación con 
funciones de base radial [36]. 
 
 
Figura 9. Gráficas de las funciones de base radial más comunes [23]. 
 
 
 
Las funciones de base radial se pueden clasificar de acuerdo con su soporte 
en: 
  
• Funciones de soporte compacto: Son aquellas funciones para las cuales 
la función básica se anula fuera de un intervalo cerrado, en relación a 
  34
esto, si el interpolante se construye con este tipo de funciones la matriz 
definida en la ecuación contendrá una gran cantidad de entradas nulas.  
 
• Funciones de soporte global: Son aquellas funciones que no son de 
soporte compacto, por ejemplo, las funciones anteriormente nombradas 
[23]. 
 
Una función típica de base radial con soporte compacto tiene la siguiente forma 
[23]: 
 
(1 ( )) ( ),  0 1
( )
0 D.O.M
nr rP si r
r α αφ ⎧ − ≤ <⎪= ⎨⎪⎩
 
 
Donde ( )P r   es una función polinómica, r  es el radio de soporte y α  se 
conoce como parámetro de escalamiento. 
 
En general, el ajuste con funciones de base radial requiere 2( 2)E N  de recurso 
de almacenamiento (memoria) y 3( )E N  de cálculo computacional, donde N es 
el número de puntos a ser interpolados. Existen métodos que reducen estos 
requerimientos de recursos como los métodos Selección de Centros que 
pueden reducir la complejidad computacional sustancialmente en 
almacenamiento de 2( 2)E N  a ( )E N  y en cálculo de 3( )E N  a ( log )E N N  [36]. 
 
3.7.  AGRUPAMIENTO O CLUSTERING 
El problema del agrupamiento es el de separar un conjunto de datos en un 
cierto número de grupos (Clusters en inglés) basándose en alguna medida de 
similitud. El objetivo es encontrar un conjunto de grupos para los cuales, las 
muestras dentro de un grupo  son más similares entre sí que con las muestras 
de diferentes grupos. Generalmente también se genera un prototipo local que 
caracteriza y representa a los miembros de un determinado grupo [29]. 
Los algoritmos de agrupamiento pueden clasificarse según [29] como se 
muestra en la tabla 4: 
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Tabla 4. Clasificación de algoritmos de agrupamiento 
Algoritmo Descripción 
 
 
Secuenciales 
Estos algoritmos producen un agrupamiento simple. En muchos 
de ellos los vectores de características se presentan una vez o 
unas pocas veces. El resultado final depende generalmente del 
orden en el que se presentan los vectores al algoritmo. 
 
 
 
Jerárquicos 
Que a su ves pueden ser de aglomeración o división. Los de 
aglomeración producen una secuencia de agrupamientos en un 
orden decreciente de grupos m en cada paso. El agrupamiento 
producido en cada paso es consecuencia de la fusión de dos 
grupos del paso previo. Por el contrario los de división producen 
un número de grupos creciente m en cada paso como 
consecuencia de la división de un simple grupo de ellos. 
 
Basados en la 
optimización de 
una función de 
costo 
En estos algoritmos se evalúa el agrupamiento basándose en 
una función de costo J que es optimizada. Generalmente el 
número de grupos se mantiene constante. En esta categoría se 
incluyen lo que nosotros de nominamos algoritmos puros, donde 
un vector dado pertenece exclusivamente a un determinado 
grupo. El algoritmo mas famoso en esta categoría es el Isodata o 
K-means 
Agrupación por 
técnicas de 
redes 
neuronales 
Dentro de esta categoría se encuentran diferentes tipos y 
arquitecturas de redes neuronales, entre las más utilizadas están: 
Perceptron Multicapa, se utiliza ampliamente en problemas no 
lineales separables multiclase y en reconocimiento de patrones, 
se constituye de varias capas de neuronas, para su 
entrenamiento se utilizan algoritmos como el de retropropagación 
de errores[44]; Mapas Autoorganizados, esta arquitectura 
realiza la proyección no lineal de un espacio multidimencional de 
entrada mℜ  sobre un espacio discreto de salida, representado 
por la capa de neuronas. El mapa representa una imagen del 
espacio sensorial, pero de menor número de dimensiones, 
reflejando con mayor fidelidad aquellas dimensiones del espacio 
de entrada de mayor varianza [29]. 
 
Existen otras categorías de algoritmos de agrupamiento tales como algoritmos 
genéticos, métodos de relajación estocástica, basados en transformaciones 
morfológicas, basados en grafos, entre otros. 
 
 
3.8.  ESTIMACIÓN DE CURVATURAS 
 
En el área de la visión por computador y la reconstrucción 3d de  imágenes se 
han empleado útilmente características invariantes de las superficies y de las 
imágenes para el reconocimiento de patrones, para la caracterización de las 
superficies y de las imágenes. Entre las características invariantes de la 
geometría diferencial más utilizadas para estos propósitos encontramos la 
curvatura y las direcciones principales ya que es posible estimarlas  sin hacer 
un pre-procesamiento de la imagen o la aproximación de la superficie.  
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La curvatura es una de las más simples y al mismo tiempo una de las más 
importantes propiedades de la curva, la cual se puede definir para una curva 
según [27] como: 
 
Designemos a γ como una curva suave en 3  . Ponga en ella un 
punto P y otro punto 1P . Se designa por s∆ la longitud de arco 
1PP  en γ y por θ∆  el ángulo entre los vectores tangentes τ y 1τ  de 
γ en P  y 1P . 
 
 
Definición: El límite 
 
1 0
lim lim
P P ss s
θ θ
→ ∆ →
∆ ∆=∆ ∆ , 
 
 Si el límite existe, es llamado la curvatura de la curva γ  en el punto P . 
 
Visto de otra manera, se puede obtener conocimiento de la curvatura, 
considerando el vector de la segunda derivada ''( )x t , a menudo llamado vector 
de aceleración cuando se piensa en   ( )x t  como el representante del camino de 
una partícula [28], esta métrica lo que mide es que tan rápido la superficie se 
separa del plano tangente en un punto a lo largo de cualquier dirección, esto se 
puede ver gráficamente en la figura 11. 
 
Figura 10. Variación de la superficie en diferentes direcciones del plano tangente a la 
superficie en el punto O [26]. 
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4. MÉTODO PROPUESTO 
 
Después de recolectar la información necesaria y estudiar las diferentes 
técnicas para la selección de las características geométricas necesarias en el 
diseño y desarrollo de la técnica, se procede a mostrar las principales 
implicaciones y consideraciones que se tuvieron en cuenta. 
 
El algoritmo de agrupamiento utilizado es el de agrupamiento jerárquico porque 
proporciona una estructura de agrupamiento en árbol cuyos grupos tienen una 
intersección vacía o nula entre ellos, es una algoritmo simple y de fácil 
implementación el cual no requiere complejas estructuras de datos, permite 
conocer la cantidad de grupos en cada nivel de la jerarquía y obtener un criterio 
de parada del algoritmo de acuerdo a umbrales de nivel o de numero de grupos 
por nivel establecidos. Como criterio de agrupamiento se utiliza la norma de 
distancia euclídea debido a que es una norma ampliamente utilizada cuya 
precisión y simplicidad permiten una implementación eficiente sin recurrir a 
cálculos  muy complicados. 
 
4.1.  ALGORITMO DE AGRUPAMIENTO 
 
El algoritmo principal para la selección de centros es un algoritmo de 
agrupamiento o clustering de datos, que es capaz de agrupar los datos de 
estudio tomando algún criterio específico como medida de similitud. 
 
 
4.1.1. ALGORITMO DE AGRUPAMIENTO JERÁRQUICO DE 
AGLOMERACIÓN 
 
Los algoritmos de agrupamiento jerárquico producen una jerarquía de 
agrupamientos anidados. Dichos algoritmos constan de n pasos, es decir 
tantos como número de vectores de muestra o datos tengamos. En cada paso t 
se obtiene un nuevo agrupamiento basado en el agrupamiento del paso previo 
t-1 [29]. 
 
El algoritmo de agrupamiento jerárquico por aglomeración funciona como lo 
muestra [29] de la siguiente manera: 
 
1. Inicialización: Elegir { }{ }, 1, ,o i iR x i nℜ = = = L  como el agrupamiento 
inicial. t=0 
2. Repetir Hasta que todos los vectores pertenezcan al mismo grupo 
• 1t t= +  
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• Entre todos los pares posibles de grupos ( ),r sR R  en 1t−ℜ  encontrar 
uno ( ),i jR R  tal que  
( ) ,
,
min ( , ) si g mide no similitud
,
max ( , ) si g mide similitud
r s r s
i j
r s r s
R R
g R R
R R
⎧= ⎨⎩
 
• Definir q i jR R R= ∪  y se genera el nuevo agrupamiento 
{ } { }1( , )t t i j qR R R−ℜ = ℜ − ∪  
 
Como se puede observar la versión original del algoritmo tiende a obtener 
como resultado un único grupo que contiene a todos los datos, para efectos 
prácticos este algoritmo fue modificado de tal manera que se puede controlar la 
cantidad de grupos resultantes, el criterio utilizado para agrupar será descrito 
mas adelante así como los parámetros y la forma final del algoritmo. 
 
 
• Distancia entre dos puntos y vecino más cercano 
 
El primer criterio de similitud utilizado en el algoritmo de agrupamiento 
jerárquico aglomerativo fue la distancia entre dos puntos, la aproximación inicial 
fue la de calcular la distancia para cada par de puntos de todo el conjunto de 
datos, esta aproximación es ineficiente ya que el tiempo de ejecución del 
algoritmo depende principalmente del volumen de datos observándose una 
relación directamente proporcional.  
 
Partiendo del punto anterior se buscaron estructuras de datos que ayudaran a 
realizar las consultas de distancia entre los puntos mejorando el tiempo de 
ejecución del algoritmo. Las características principales que se tuvieron en 
cuenta en la selección de la estructura más adecuada para la implementación 
de acuerdo a [25] están: 
 
• Cantidad y almacenamiento de los datos: 
 
1. El grupo de datos deberá ser almacenado en la memoria principal del 
computador ó el grupo de datos es muy grande y deberá ser 
almacenado en el disco duro del computador. 
 
2. El conjunto de datos es dado completo inicialmente para armar la 
estructura de datos o por el contrario es dado de uno en uno y de la 
misma manera se arma la estructura de datos. 
 
• Tipo de consulta que se desea realizar a la estructura de datos: 
 
1. Nearest neightbor: Dado un punto x∈Ω , cual es el vecino más 
próximo a x  desde X ? El vecino más próximo es definido como aquel 
punto cuya distancia de x  a X  es mínima entre todos los puntos desde 
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X . Por supuesto que este vecino más próximo no necesariamente es 
único. 
2. lnearest neighbor: Mas generalmente, dado un punto x∈Ω  y un 
numero ∈l   , cual es el vecino mas próximo l de x  desde X ? 
3. Búsqueda de rango: Dada una región R, cuales son los puntos X R∩ ? 
Esta pregunta se responde en particular en la situación en la que R es 
un rectángulo o una circulo. 
 
Las estructuras de datos que cumplen con los requisitos propuestos arriba son 
[25]: 
 
• Método de Fixed-grid: Este se basa en la simple idea de cubrir la región 
Ω  con cubos disjuntos de igual tamaño. Para cada cubo se listan los 
índices de los centros que figuran en él. 
 
• Kd-trees: Esta estructura de datos se basa en una recursiva subdivisión 
del espacio en regiones rectangulares disjuntas llamadas cajas como se 
describe en la figura 11. Cada nodo del árbol es asociado con una caja 
B y con un conjunto de puntos que están contenidos en dicha caja. 
 
• Bd-trees: Los kd-trees funcionan bien en espacios dimensionales 
moderados y cuando los datos no se desvían mucho de la casi-
uniformidad. Los bd-trees son una generalización de los kd-trees en el 
cual un tercer tipo de nodo es introducido, este nodo representa una 
operación no contemplada en los kd-trees la cual es invocada cuando en 
una caja hay más puntos que el tamaño de la caja. 
 
• Árboles de Rango: Esta estructura de datos ha sido diseñada para 
responder a consultas de un rango en particular. Esta basada en ideas 
del caso uní-variante, el cual es: Si { }1, , NX x x= ⊆K    consta de N 
pares de números reales distintos y [ , ']x x  es un intervalo dado entonces 
queremos reportar todos los puntos de X dentro de [ , ']x x . 
 
 
Figura 11. Visualización de la descomposición Kd-Tree [25]. 
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Como criterio final de selección de centros por distancia se opto por utilizar la 
estructura de datos kd-trees que de acuerdo a lo descrito permite trabajar con 
los datos en la memoria principal, trabajar con una baja dimensionalidad (en 
este caso se trabajo con una dimensión de tamaño 3) y no  es necesario 
encontrar puntos en rangos determinados. 
 
4.2.  ESTIMACIÓN DE CURVATURAS 
 
Uno de los criterios de similitud utilizados en el algoritmo de agrupamiento 
jerárquico es la curvatura. La estimación de la curvatura para cada uno de los 
puntos en la imagen de rango permite determinar la importancia que tiene un 
determinado punto en la representación final de la superficie. 
E. Leal et al [26] y G. Sánchez et al [4] calculan la curvatura utilizando análisis 
de componentes principales (PCA) ya que este permite obtener un plano de 
ajuste local lo más cercano posible de la superficie a un vecindario alrededor de 
un punto dado; también proporciona un vector normal a dicho plano el cual es 
estimativo de la normal real a la superficie en el vecindario. 
 
La estimación de la curvatura según el método utilizado por Sánchez Et Al [4]. 
Se realiza de la siguiente manera: 
 
Se inicia conformando un vecindario 1( ) { , , }kN p p p= K  con los k-vecinos más 
próximos al punto ip  que conforman la nube de puntos. Se resuelve la matriz 
de covarianza (2)  formada por el vecindario anterior de la siguiente manera: 
 
 
1
1 ( )( )
1
n
T
i i
i
MC p p p p
n =
= − −− ∑  (2) 
 
Donde n es el número de vecinos a p y  p  es el promedio del vecindario ( )N p , 
el cual se define como 
1
1 n
i
i
p p
n =
= ∑ . La matriz MC es una matriz de 3x3 simétrica 
y semi-positiva definida, que al descomponerse se obtienen los valores 
( 1 2 3λ λ λ≤ ≤ ) y vectores propios ( 1v , 2v , 3v ), los primeros miden  la variación de 
los puntos en el vecindario a lo largo de las direcciones de sus 
correspondientes vectores propios, los vectores ortogonales 2v  y 3v  definen las 
direcciones de mayor y menor variación de los puntos y expanden el plano de 
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ajuste al vecindario ( )iN p . El vector propio 1v  aproxima el vector normal en ip  
[26]. 
Por último, el cálculo de la curvatura (3) se realiza como sigue: 
1
1 2 3
C λλ λ λ= + + , donde 1 2 3λ λ λ≤ ≤  (3) 
 
La función de la curvatura como criterio de selección de centros apunta a 
encontrar el par de puntos cuya curvatura sea muy parecida y además este par 
de puntos estén muy próximos el uno del otro, dicho de una manera más formal 
se tiene que: 
 
Dado un grupo iG , un  punto 1p , su vecino más próximo 2p  y 
sus correspondientes curvaturas 1c  y 2c , decimos que:  
1 2
1, 1 12i
cp p G cε ε∈ ⇔ − < < + , 
Donde ε  es un valor de tolerancia introducido por el usuario. 
 
4.3.  SELECCIÓN DE CENTROS 
 
El algoritmo de selección de centros resultante de integrar el algoritmo de 
agrupamiento jerárquico con los criterios de agrupamiento mostrados 
anteriormente se explica a continuación y se puede observar en pseudo código 
en el algoritmo 1. 
 
Teniendo como datos iniciales una nube de puntos denominada Datos, un 
porcentaje de agrupamiento α ,  el radio r   como el tamaño del vecindario y el 
rango ε  de tolerancia entre la diferencia de 2 curvaturas, se procede de la 
siguiente manera: 
 
El algoritmo inicia haciendo una estimación de curvaturas por medio del 
análisis de componentes  principales (ver Algoritmo 2), posteriormente calcula 
la cantidad de grupos iniciales del algoritmo de agrupamiento jerárquico 
teniendo en cuenta que en el paso cero del agrupamiento jerárquico cada uno 
de los puntos de entrada es un grupo, se obtiene la condición de parada o 
límite del algoritmo utilizando el porcentaje α  de agrupamiento, una vez 
definidas la cantidad de grupos final (condición de parada) se procesan cada 
uno de los puntos en los datos de entrada de la siguiente manera: 
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• Se obtienen el par de puntos más próximo entre el conjunto de datos 
iniciales los cuales son centroides o representantes de su grupo, donde 
la proximidad esta dada por las condiciones de similitud ε  y Curvatura, 
este procedimiento se muestra en el algoritmo 3. 
• Los grupos obtenidos del procedimiento anterior son concatenados 
promediando los centroides de los dos grupos y uniendo sus puntos. 
• Se actualiza la cantidad de grupos sin procesar y los centroides. 
 
Por último se calculan los centros de interpolación, estos son los puntos más 
cercanos a los centroides calculados en la ejecución del algoritmo. 
 
Como resultado del algoritmo se obtiene una nube de puntos simplificada que 
contiene los puntos más relevantes para la reconstrucción de la superficie 
según los criterios aplicados en el algoritmo. 
 
Algoritmo 1. Selección de centros por agrupamiento jerárquico. 
Algoritmo Agrupamiento Jerárquico 
Estructuras de Datos:   
  Datos Vector con los datos originales 
  Curvaturas Vector donde se almacenaran las curvaturas calculadas 
  Centroides Vector donde se almacenan los puntos candidatos a ser centros 
  Centros Vector donde se almacenaran los centros calculados 
Entradas:   
  α  (Alfa) De tipo entero, indica el porcentaje de agrupamiento 
  r  (Radio) De tipo entero, indica el tamaño del vecindario 
  ε  (Tolerancia) De tipo doble, indica la tolerancia en la similitud de dos curvaturas 
  Datos De tipo doble, contiene los datos originales de la imagen de rango 
Salida:   
  Centros De tipo doble, contiene los centros seleccionados por el algoritmo 
Precondiciones:   
    Datos es no vacío 
Código   
  1. Curvaturas = CalculaCurvaturas( r , Datos ) 
  2. totalGrupos = tamaño( Datos ) 
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  3. Centroides = NULL 
  4. limite = totalGrupos * α  / 100 
  5. Mientras ( totalGrupos > 1 Y totalGrupos > limite ) 
  5.1. x, y = CalculaMenorDistancia(ε , Datos, Curvaturas ) 
  5.2. ConcatenaGrupos( x, y ) 
  5.3. BorraGrupo( y ) 
  5.4. Actualiza( totalGrupos ) 
  5.5. Actualiza( Centroides ) 
  6. Centros = CalculaCentros( Centroides ) 
 
 
Parámetros del algoritmo: 
 
• α  (alfa): Parámetro de porcentaje de agrupamiento, un ejemplo de 
equivalencia de agrupamiento se puede ver en la tabla 52. 
 
 
Tabla 5. Ejemplo de equivalencias entre el valor alfa de agrupamiento y el porcentaje de centros 
seleccionados y omitidos del total de puntos 
Valor 
α  
Porcentaje de 
Centros 
Seleccionados
Porcentaje 
de Centros 
Omitidos 
10 10% 90% 
40 40% 60% 
70 70% 30% 
100 100% 0% 
 
 
• r  (radio): Radio del vecindario. Este parámetro consiste en tomar un 
subconjunto de tamaño variable del conjunto de datos que esta siendo  
procesado, partiendo de un punto de referencia seleccionado por el 
algoritmo. Un ejemplo del funcionamiento de este parámetro se puede ver 
en la figura 13. 
 
• ε  (tolerancia): Tolerancia de la diferencia ente las curvaturas para el criterio 
de agrupamiento. 
 
                                            
2Estos valores pueden variar un poco de acuerdo al tamaño del vecindario seleccionado. 
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• Datos (datos): Nube de puntos originales. 
 
 
 
 
 
 
Figura 12. Ejemplo un vecindario de radio r 
 
 
 
 
Los siguientes son los procedimientos auxiliares que son llamados desde el 
algoritmo principal: 
 
Algoritmo 2. Cálculo de las curvaturas por medio de análisis de componentes principales 
Algoritmo Calcula Curvaturas 
Estructuras de Datos:   
  Datos Vector con los datos originales 
  Vecindario Vecindario de radio r alrededor del punto i 
  p  Promedio de los puntos del vecindario i 
  MC Matriz de covarianza del vecindario i 
  C Vector con las curvaturas calculados a los puntos 
Entradas:   
  r  ( Radio ) De tipo entero, indica el tamaño del vecindario 
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  Datos De tipo doble, contiene los datos originales de la imagen de rango 
Salida:   
  C De tipo doble, contiene las curvaturas calculadas 
Precondiciones:   
    Datos es no vacío 
  1r >  
Código   
  1. Para ( i = 0 hasta tamaño( Datos )) 
  1.1. p = Datos( i ) 
  1.2. Vecindario = ObtenerVecinos( p, Radio ) 
  1.3. p  = CalculaPromedio( Vecindario ) 
  1.4. 1
1 ( )( )
1
n
T
i i
i
MC p p p p
n =
= − −− ∑  
  1.5. 1 2
o
i
o
C λλ λ λ= + +  
 
 
 
Algoritmo 3. Cálculo de la menor distancia utilizando vecino más próximo 
Algoritmo Calcula Menor Distancia 
Estructuras de Datos:  
  MenorDistancia Menor distancia encontrada 
  Posición Posición donde se encontró la menor distancia 
  Diferencia Grado de similitud de dos curvaturas 
  x, y Posiciones x, y de los puntos con la menor distancia 
Entradas:   
  ε  (Tolerancia) De tipo doble, indica la tolerancia en la similitud de dos curvaturas 
  Curvaturas De tipo doble, contiene las curvaturas calculadas 
  Datos De tipo doble, contiene los datos originales de la imagen de rango 
Salida:   
α r
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  x, y 
De tipo entero, contienen las posiciones de los puntos con la 
menor distancia 
Precondiciones:   
    Curvaturas es no vacío 
    Datos es no vacío 
Código   
  
1. [MenorDistancia, Posición] = VecinoProximo( 0, Datos ) 
2. Para( i = 1 hasta tamaño( Datos ) ) 
  2.1. [distanciaTmp, posTmp] = VecinoProximo( i, Datos ) 
  2.2. Semejanza = sonIguales(Curvatura(Posición), Curvatura(posTmp), ε ) 
  
2.3. Si( distanciaTmp < MenorDistancia Y Semejanza = TRUE  ) 
2.3.1. MenorDistancia = distanciaTmp 
  2.3.2. Posición = i 
  
2.3.3. x = i 
2.3.4. y = posTmp 
 
 
 
Algoritmo 4. Algoritmo que encuentra los centros seleccionados dentro de los datos originales 
Algoritmo Encuentra Centros 
Estructuras de Datos:   
  Centroides Vector donde se almacenan los puntos candidatos a ser centros 
  Datos Vector con los datos originales 
  Centros Vector donde se almacenaran los centros calculados 
Entradas:   
  Centroides De tipo doble, contiene los candidatos a ser centros 
  Datos De tipo doble, contiene los puntos originales de la imagen de rango 
Salida:   
  Centros De tipo doble, contiene los centros seleccionados 
Precondiciones:   
α r
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    Centroides es no vacío 
    Datos es no vacío 
Código   
  1. Para( i = 0 hasta tamaño( Centroides ) ) 
  1.1. Centros( i ) = VecinoProximo( i, Datos ) 
 
Algoritmo  5.  Algoritmo  que  dice  si  dos  curvaturas  son  semejantes  de  acuerdo  al  parámetro  de 
tolerancia 
Algoritmo Calcula Semejanza 
Entradas:   
  Curvatura 1 De tipo doble, curvatura del punto i 
  Curvatura 2 De tipo doble, curvatura del punto j 
 ε  (Tolerancia) De tipo doble, Tolerancia en la igualdad de las curvaturas 
Salida:   
  Semejanza De tipo Lógico, dice si son o no parecidas 
Código   
 1. 
( 1, 2)1,  si 1+ > 1
( 1, 2)
0,  D.O.M
mayor curvatura curvatura
menor curvatura curvaturasemejanza
ε ε⎧ > +⎪= ⎨⎪⎩
 
 
 
 
 
 
 
 
 
α r
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5. RESULTADOS 
 
Los algoritmos de selección de centros descritos en este trabajo fueron 
aplicados a imágenes de rango generadas matemáticamente y a imágenes de 
rango reales como caso de estudio, estas imágenes representan diferentes 
complejidades topológicas pasando de superficies suaves hasta superficies con 
una alta complejidad topológica. Los resultados están clasificados en 2 fases, 
en la primera solo se evalúan los resultados del método de selección de 
centros por medio de agrupamiento jerárquico tomando como criterio de 
selección la similitud por distancia euclídea,  estos resultados se comparan con 
los de la segunda fase en la cual se muestran los resultados del método 
completo con la selección de centros por medio de agrupamiento jerárquico 
con curvatura y distancia como criterios de similitud. 
 
Para realizar el análisis se utilizan los datos que arroja el método de 
interpolación así como el error de interpolación, el tiempo de procesamiento, 
los datos obtenidos por el método de selección de centros, la cantidad de 
centros seleccionados y el tiempo de procesamiento; todos los análisis están 
acompañados de imágenes y gráficas que ilustran los resultados, los 
resultados y los tiempos de procesamiento para cada una de las pruebas 
fueron obtenidos utilizando un procesador Intel® Core Duo 1.66 GHz y 2Gb de 
memoria Ram.  
 
A continuación se observan los tiempos de interpolación para las funciones 
Bowl, Cowboy Hat con los siguientes criterios: Interpolación con selección de 
centros por criterio de curvatura y distancia, Interpolación con selección de 
centros por criterio de distancia (ver figura 14). Es evidente que el tiempo de 
ejecución de la interpolación por selección de centros con criterio de curvatura 
y distancia es mayor debido a que el parámetro r (radio) en la estimación de 
curvaturas puede incluir más o menos puntos en la selección de centros final 
dependiendo del numero de vecinos cercanos que encuentre dentro del radio 
seleccionado, otros factores que influyen fuertemente en la cantidad de puntos 
catalogados como centros es ε  (tolerancia) debido a que esta es la encargada 
de controlar la semejanza en la curvatura de los puntos y α  (Alfa) quien 
controla el porcentaje de puntos que se deben seleccionar como centros; esto 
afecta la estimación del interpolarte y la interpolación directamente ya que los 
valores y tamaños en los resultados pueden variar. Los parámetros 
anteriormente mencionados son muy importantes para la selección de los 
centros de interpolación, por esta razón hay que tener cuidado en la elección 
de los parámetros con los que se evalúa la imagen, ya que una mala elección 
de estos puede terminar en lo que muestra la Figura 15, esto se debe a que la 
técnica resulta muy sensible a la parametrización de los algoritmos, dado que 
pequeñas variaciones en los valores iniciales de los radios y en el nivel de 
reducción afectan significativamente la precisión de la representación final. 
Encontrar un equilibrio entre el nivel de precisión y el costo computacional es 
aun un tópico abierto. La fundamental limitación del método propuesto es que 
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no es posible relacionar el porcentaje de reducción de puntos (que se relaciona 
directamente con el costo computacional de la interpolación) con el nivel de 
precisión que se obtendrá. 
Figura 13. Comparación de tiempos de interpolación de los algoritmos de selección de centros con 
curvatura y sin curvatura Vs. El parámetro Alfa de selección para las funciones Bowl y Cowboy Hat. 
 
 
 
Figura 14. Comparación de centros seleccionados por los algoritmos de selección de centros con 
curvatura y sin curvatura Vs. El parámetro Alfa de selección para las funciones  Bowl, Cowboy Hat. 
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Figura 15. Representación de Ángel con alpha 50 tolerancias 1.0 y radio 2. 
 
 
 
 
 
 
 
5.1. COMPORTAMIENTO DEL ERROR PARA EL MÉTODO DE 
SELECCIÓN DE CENTROS PLANTEADO 
 
A trabes de las metodologías de reconstrucción tridimensional de imágenes se  
obtienen aproximaciones de la superficie real, esto implica que las imágenes 
adquiridas contendrán un margen de error introducido por los dispositivos de 
captura, por lo que se considera que el conjunto de datos original reconstruida 
a trabes de la interpolación es una representación sin error [21] y se utiliza 
como punto de partida para comparar los resultados obtenidos. 
 
El procedimiento para calcular el error de interpolación se basa en el cálculo 
del error cuadrático medio entre el conjunto de datos original y el conjunto de 
datos interpolados, los grados de libertad del modelo de error utilizado se 
calculan restando la cantidad de puntos en la imagen original menos los puntos 
seleccionados como centros como se muestra en la siguiente ecuación (4): 
 
2( ')
( ')
z z
s
N n z
−= −
∑ (4) 
 
Donde z  es el punto original que esta siendo evaluado, 'z  es el punto 
calculado a trabes de la interpolación, N  es el número de puntos en la imagen 
original y ( ')n z  es la cantidad de puntos seleccionados como centros. 
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Figura 16. Error de Interpolación Vs. Parámetro Alfa de selección para la función Bowl. 
 
 
 
 
 
Figura 17. Error de Interpolación Vs. Parámetro Alfa de selección para la función Cowboy Hat. 
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Los resultados de la estimación del error para las funciones Bowl y Cowboy Hat 
se pueden observar en las figuras 16 y 17; en los resultados se observan 
variaciones del error entre los diferentes valores de alfa para las dos funciones, 
una revisión rápida muestra que los errores para las dos funciones son muy 
bajos (para la función Bowl el error mayor es de 0.5488, mientras que para la 
función Cowboy Hat el mayor error es de 0.1848), también se observa que en 
la mayoría de los casos el criterio de curvatura mejoro la selección de centros 
obteniéndose un menor error de interpolación; por otro lado, el error va 
incrementándose en la misma proporción que lo hace el parámetro alfa de 
selección, en contra de lo que la intuición dice a primera vista ya que en teoría,  
a medida que aumenta el parámetro alfa de selección debe disminuir el error, 
ejemplo de esto es observado en la figura 16 en la que el error es menor 
cuando el  valor del parámetro alfa es mayor, esto se debe a que es de suma 
importancia obtener un valor optimo para el parámetro de tolerancia ya que un 
valor muy permisivo de este parámetro puede generar una interpolación con un 
mayor grado de error que si se realiza la misma interpolación con el mismo 
valor de tolerancia pero variando el parámetro alfa de selección. 
 
 
En las figuras 20, 21, 22 y 23 se puede ver el proceso de la selección de 
centros con diferentes valores de los parámetros aplicados a las imágenes del 
caso de estudio. 
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6. CONCLUSIONES 
 
Los métodos de ajuste de superficie por interpolación con funciones de base 
radial son unos de los métodos más utilizados debido a que estos arrojan 
buenos resultados ya que tienen asociado un sistema de ecuaciones que es 
invertible aun cuando los datos originales son dispersos.  
Una de sus mayores ventajas es que se puede reducir adecuadamente el 
conjunto de muestras sin una pérdida significativa en la precisión de la función 
reconstruida, sin embargo estos métodos poseen la desventaja de incrementar 
la carga computacional proporcionalmente con la precisión del modelo. 
En este documento se propuso un método que utiliza una implementación de 
agrupamiento jerárquico que maneja como medida de similitud la distancia 
euclídea, ha esto se le añade un criterio de evaluación de curvatura para 
mejorar la selección de los puntos que serán utilizados para la interpolación. 
La principal ventaja del método propuesto es que evalúa distancia y curvatura 
para cada uno de los puntos, esto permite obtener puntos representativos de la 
imagen de acuerdo a estas características, al conocer la importancia de cada 
punto el método opta por hacer una mayor reducción a las áreas cuyos 
centroides tienen menor curvatura, dejando más puntos en las áreas con mayor 
curvatura. Esto permite que la representación de la imagen tenga una mayor 
calidad, cabe resaltar que la elección adecuada de parámetros como el radio y 
la tolerancia que se usan en el método propuesto influye en el resultado final 
otorgando mejores o peores características a la representación final, esto 
puede observarse en la figuras 18 y 19. 
Otra de las ventajas del método propuesto es que gracias a la simplicidad de 
las técnicas utilizadas en el mismo permiten una implementación rápida que 
consume pocos recursos computacionales, también se puede utilizar como 
punto de partida para probar otros criterios de similitud manteniendo como 
base el algoritmo de agrupamiento. 
Uno de los principales inconvenientes es que no presenta una tolerancia ni un 
radio adaptativo, esto es: los parámetros con los que se evalúa la nube de 
puntos en cada vecindario son los mismos, por lo tanto entre un vecindario que 
tenga una alta curvatura y otro que tanga similar curvatura realizara la 
selección de igual forma, en este caso la calidad de la representación será 
prácticamente la misma.  
Como trabajo futuro se plantea la utilización de parámetros adaptativos que 
mejoren la evaluación de los centros para cada vecindario, de esta manera 
tratar de mejorar la precisión del modelo final. Otra recomendación es la de 
utilizar diferentes criterios de agrupamiento como son torsión, índice de forma, 
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operador de forma, entre otros. Los cuales pueden mejorar la calidad de los 
centros seleccionados. 
 
Figura 18. Reconstrucción de CowboyHat con alpha 80 tolerancia 1.0 y radio 3. 
 
 
 
Figura 19. Reconstrucción de CowboyHat con alpha 80 tolerancias 1.0 y radio 2. 
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Figura 20. (a) Original (b) radio 2, alfa 40 tolerancia 1 (c) radio 2 alfa 50 tolerancia 1 (d) radio 2 alfa 60 
tolerancia 1 (e) radio 2 alfa 70 tolerancia 1 (f)radio 2 alfa 80 tolerancia 1 (g)radio 2 alfa 90 tolerancia 1 
(a) (b) (c) 
(d) (e) (f) 
(g) 
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Figura 21. (a) Original, (b) radio 2, alfa 40, tolerancia 2, (c) radio 2, alfa 50, tolerancia 2, (d) radio 2, alfa 
60, tolerancia 2  (e) radio 2, alfa 70, tolerancia 2  (f) radio 2, alfa 80, tolerancia 2  (g) radio 2, alfa 90, 
tolerancia2. 
(a)  (b) (c) 
(d) (e) (f) 
(g) 
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Figura 22. (a)Original, (b) radio 3, alfa 40, tolerancia 4 (c) radio 3, alfa 50, tolerancia 4 (d) radio 3, alfa 
60, tolerancia 4  (e) radio 3, alfa 70, tolerancia 4  (f) radio 3, alfa 80, tolerancia4,  (g) radio 3, alfa 90, 
tolerancia 4 
(a) (b) (c) 
(d) (e) (f) 
(g) 
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Figura 23. (a)Original, (b) radio 3, alfa 40, tolerancia 5(c) radio 3, alfa 50, tolerancia 5(d) radio 3, alfa 
60,  tolerancia 5(e)  radio 3, alfa 70,  tolerancia 5(f)  radio 3,  alfa 80,  tolerancia 5(g)  radio 3, alfa 90, 
tolerancia 5 
(a) (b) (c) 
(d) (e) (f) 
(g) 
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9. ANEXOS 
 
Anexo a. CODIGO DE AGRUPAMIENTO JERARQUICO CON CURVATURA 
En este anexo se describen las funciones más importantes implementadas 
para el desarrollo del trabajo. 
 
Todas las funciones implementadas en este trabajo fueron desarrolladas en 
C++ Estándar (ANSI C++) y pueden ser compiladas en cualquier plataforma 
que soporte las librerías ANN y Newmat, las cuales fueron utilizadas en el 
proyecto.  
 
Main.cpp 
 
/*  
 * File:   Main.cpp 
 * Author: Juan C. Rodríguez, Diego del Portillo 
 * 
 */ 
 
#include <stdlib.h> 
#include <string.h> 
#include <iostream.h> 
#include <fstream.h> 
#include <sstream> 
#include <fstream> 
using namespace std; 
 
#include "definiciones.h" 
 
 
Curvatura *curvaturas;  // Clase que guarda y calcula las curvaturas 
Cluster *jerarquico;    // Clase que guarda el estado de los grupos 
int maxPts; 
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// Funcion que aplica el algoritmo a los datos de entrada 
void aplicaAlgoritmo(int alfa); 
 
// Funcion que obtiene los puntos mas proximos a la media del grupo 
void calculaCentros(); 
 
// Funcion auxiliar que calcula un valor para etiquetar los puntos que ya fueron evaluados 
void getMayor(double x, double y, double z); 
 
 
 
/* 
* Algoritmo que agrupa teniendo en cuenta los criterios de curvatura y  posición de los puntos 
 */ 
int main(int argc, char** argv) { 
    string buffer; 
    ifstream entrada; 
    int tp = 0; // total de puntos leidos 
 
    double x, y, z, radio; 
    char s[] = ";", *ptr1 = NULL, *ptr2 = NULL, *ptr3 = NULL, *ent = NULL, **tmp = NULL; //punteros auxiliares para 
conversión de datos 
    int alfa; 
 
    if (argc == 6){ 
        radio = atof(argv[1]); 
        alfa = atoi(argv[2]); 
 
        maxPts = atoi(argv[3]); 
 
        curvaturas = new Curvatura(maxPts, radio); 
        jerarquico = new Cluster(maxPts); 
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        MAYOR = 0.0; 
 
        entrada.open(argv[4]); 
        if (entrada.is_open()){ 
             
            while(!entrada.eof() && tp < maxPts){ 
                getline(entrada, buffer); 
                ent = (char *)buffer.c_str(); 
 
                // Obtenermos las x 
                ptr1 = strtok(ent, s); 
 
                x = strtof(ptr1, tmp); 
                // Obtenemos las y 
 
                ptr2 = strtok(NULL, s); 
                y = strtof(ptr2, tmp); 
 
                // Obtenemos las z 
                ptr3 = strtok(NULL, s); 
                z = strtof(ptr3, tmp); 
 
                Original[tp][X] = x; 
                Original[tp][Y] = y; 
                Original[tp][Z] = z; 
 
                jerarquico->agregaGrupo(tp); 
                tp++; 
 
                getMayor(abs(x), abs(y), abs(z)); 
            } 
 
            entrada.close(); 
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            // Calculamos las curvaturas 
            curvaturas->getCurvaturas(); 
 
            // Aplica el algoritmo de agrupamiento jerarquico 
            aplicaAlgoritmo(alfa); 
            calculaCentros(); 
 
            return (EXIT_SUCCESS); 
        } 
    } 
    else{ 
        cout << "Modo de uso: " << endl; 
        cout << "agrupaCurvaturas radio alfa maxPts archivoDeEntrada archivoSalidaCentros"; 
        cout << "Donde: radio es el tamaño del vecindario "; 
        cout << "alfa es un valor entero que indica el porcentaje de agrupamiento deseado"; 
        cout << "maxPts es el numero maximo de puntos a evaluar"; 
        cout << "archivoEntrada es la ruta del archivo que contiene los datos de entrada"; 
        return (EXIT_FAILURE); 
    } 
 
    return (EXIT_FAILURE); 
} 
 
 
/* 
 *  Algoritmo de agrupamiento jerarquico aglomerativo   ************************ 
 */ 
void aplicaAlgoritmo(int alfa){ 
    int x = 0, y = 0; 
    int tg = jerarquico->getTamano(); 
    int limite = (int)(( tg * alfa) / 100 ); 
    double crit = 0.0; 
 
    while(tg > 1 && tg > limite){ 
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        x = jerarquico->calculaMenorDistancia(&y); 
 
        jerarquico->concatenaGrupos(x, y); 
        jerarquico->borrarGrupo(y); 
         
        tg = jerarquico->getTamano(); 
    } 
} 
 
 
// Etiqueta los puntos mas proximos a los centroides como centros 
void calculaCentros(){ 
 int i, centro; 
 for (i = 0; i < jerarquico->_maxPts; i++){ 
            if ((centro = jerarquico->calculaCentro(i)) != -1) 
cout << Original[centro][X] << "; " << Original[centro][Y] << "; " << Original[centro][Z] << endl; 
 } 
} 
 
 
// Obtiene el mayor entre 3 valores 
void getMayor(double x, double y, double z){ 
    if (x > y && x > z){ 
        jerarquico->setMayor(x); 
    } 
    else if (y > x && y > z){ 
        jerarquico->setMayor(y); 
    } 
    else { 
        jerarquico->setMayor(z); 
    } 
 
} 
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Definiciones.h 
 
/*  
 * File:   definiciones.h 
 * Author: Juan C. Rodríguez, Diego del Portillo 
 * 
 */ 
 
#ifndef _DEFINICIONES_H 
#define _DEFINICIONES_H 
 
#include <ANN/ANN.h>    // Utilizada para crear y hacer operaciones sobre el kd-tree 
#include <newmatap.h>    // Utilizada para operaciones con matrices 
#include <iostream.h> 
#include <math.h> 
 
#include <newmatio.h>   // para operaciónes de entrada y salida 
#include <iomanip.h> 
 
 
#ifdef use_namespace 
using namespace NEWMAT;              // access NEWMAT namespace 
#endif 
 
// Posicion para todos los vectores que contienen coordenadas 
#define X       0 
#define Y       1 
#define Z       2 
 
// Dimensiones del espacio con el que se esta trabajando 
#define DIM     3 
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// Numero de vecinos cercanos a encontrar 
#define K       2 
 
// Array global con los puntos originales 
ANNpointArray Original; 
 
// Array donde se almacenan las curvaturas 
double *lambdas; 
 
// Valor mayor entre los puntos para etiquetarlos como ya procesado 
double MAYOR; 
 
 
/* 
 * Clase que modela al conjunto de todos los grupos 
 */ 
class Cluster { 
private: 
    // Variables necesarias para realizar la busqueda en el kdtree 
    ANNpoint            queryPts; 
    ANNkd_tree          *kdtree; 
    ANNidxArray         nnIdx; 
    ANNdistArray        distan; 
 
    //Contador del numero de puntos de un grupo 
    int                 *contNumPts; 
 
    int                 dim; 
    int                 k; 
    int                 tamano; 
    double              evaluado; 
 
    void inicializaKdTree(){ 
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        dim = DIM; 
        k = K; 
        datos = annAllocPts(_maxPts, dim); 
        if (Original == NULL) 
            Original = annAllocPts(_maxPts, dim); 
 
        contNumPts = new int[_maxPts]; 
 
        for (int i = 0; i < _maxPts; i++){ 
            contNumPts[i] = 0; 
        } 
    } 
 
 
public: 
    ANNpointArray   datos; 
    int _maxPts; 
 
    Cluster(int maxPts){ 
        _maxPts = maxPts; 
        tamano = 0; 
        inicializaKdTree(); 
    } 
 
    /* para agregar un grupo solo se copia del vector original al vector de 
     * datos ya que cada punto se considera como un grupo cuyo centroide es el 
     * mismo grupo 
     */ 
    void agregaGrupo(int pos){ 
 
        datos[tamano][X] = Original[pos][X]; 
        datos[tamano][Y] = Original[pos][Y]; 
        datos[tamano][Z] = Original[pos][Z]; 
        contNumPts[tamano]++; 
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        tamano++; 
    } 
 
 
    /* 
     * El grupo se borra teniendo en cuenta que no podemos cambiar ninguna 
     * posicion en el vector de datos, asi que se le asigna un valor que este 
     * fuera del rango de los datos de tal manera que este punto no entre en el 
     * calculo de el vecino mas cercano 
     */ 
    int borrarGrupo(int pos){ 
 
 datos[pos][X] = evaluado; 
 datos[pos][Y] = evaluado; 
 datos[pos][Z] = evaluado; 
 
        contNumPts[pos] = -1; 
 
 tamano--; 
 
        evaluado += 1000.0; 
    } 
 
 
    /* 
     * La concatenacion de los grupos se hace promediando los puntos de los 2 grupos 
     */ 
    void concatenaGrupos(int posDestino, int posFuente){ 
        datos[posDestino][X] = (datos[posDestino][X] + datos[posFuente][X]) / (double)(contNumPts[posDestino] + 
contNumPts[posFuente]);// 2.0; 
        datos[posDestino][Y] = (datos[posDestino][Y] + datos[posFuente][Y]) / (double)(contNumPts[posDestino] + 
contNumPts[posFuente]);// 2.0; 
        datos[posDestino][Z] = (datos[posDestino][Z] + datos[posFuente][Z]) / (double)(contNumPts[posDestino] + 
contNumPts[posFuente]);// 2.0; 
    } 
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    /* 
     * Encuentra los 2 puntos mas cercanos 
     * esta funcion retorna 2 parametros, uno por valor y el otro por referencia 
     */ 
    int calculaMenorDistancia(int *posy){ 
        int i, pm1 = -1, pm2 = 1, ptmp = 0; 
        double menDist, distTmp, distCurv = 0.0, distCurvTmp = 0.0; 
 
        kdtree = new ANNkd_tree(datos, _maxPts, dim); 
 
        queryPts= annAllocPt(dim); 
        nnIdx = new ANNidx[k]; 
        distan = new ANNdist[k]; 
 
        // Encontramos la primera menor distancia que cumple el criterio de la curvatura 
        do{ 
            pm1++; 
            queryPts[X] = datos[pm1][X]; 
            queryPts[Y] = datos[pm1][Y]; 
            queryPts[Z] = datos[pm1][Z]; 
 
            // Realizamos la busqueda en el kdtree 
            kdtree->annkSearch(queryPts, k, nnIdx, distan, 0); 
 
            // Tomamos el primer valor del array de indices 
            pm2 = nnIdx[1]; 
 
            menDist = distan[1]; 
            distCurv = abs(lambdas[pm1] - lambdas[pm2]); 
 
// criterio la diferencia entre las curvaturas debe ser menor que 0.01 o un valor // // epsilon 
        }while(distCurv > 0.01);  
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        // Realizamos de nuevo la busqueda para el resto del arbol 
        for (i = pm1; i < _maxPts; i++){ //&& datos[i][X] < MALO && datos[i][Y] < MALO && datos[i][Z] < MALO; i++){ 
            queryPts[X] = datos[i][X]; 
            queryPts[Y] = datos[i][Y]; 
            queryPts[Z] = datos[i][Z]; 
 
            kdtree->annkSearch(queryPts, k, nnIdx, distan, 0); 
 
            ptmp = nnIdx[1]; 
            distTmp = distan[1]; 
            distCurv = abs(lambdas[i] - lambdas[ptmp]); 
 
            if ((distTmp < menDist) && (distCurv < 0.01)){ 
                menDist = distTmp; 
                pm1 = i; 
                pm2 = nnIdx[1]; 
            } 
        } 
 
        delete []queryPts; 
        delete []distan; 
        delete []nnIdx; 
        delete kdtree; 
 
        *posy = pm2; 
        return pm1; 
 
    } 
 
    /* 
     * calcula los puntos del conjunto de datos original que están mas próximos 
     * A los centroides para etiquetarlos como centros 
     */ 
    int calculaCentro(int posmedia){ 
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        kdtree = new ANNkd_tree(Original, _maxPts, dim); 
        queryPts= annAllocPt(dim); 
        nnIdx = new ANNidx[k]; 
        distan = new ANNdist[k]; 
 
        if (datos[posmedia][X] < (MAYOR + 1000) && datos[posmedia][Y] < (MAYOR + 1000) && datos[posmedia][Z] < 
(MAYOR + 1000) ){ 
            queryPts[X] = datos[posmedia][X]; 
            queryPts[Y] = datos[posmedia][Y]; 
            queryPts[Z] = datos[posmedia][Z]; 
 
            nnIdx = new ANNidx[k]; 
            distan = new ANNdist[k]; 
 
            // Realizamos la busqueda en el kdtree 
            kdtree->annkSearch(queryPts, k, nnIdx, distan, 0); 
 
            return (int)nnIdx[0]; 
        } 
        else 
            return -1; 
    } 
 
 
    /* 
     * Establece el valor del dato mas alto para utilizarlo como etiqueta 
     * de los valores que ya han sido procesados 
     */ 
    void setMayor(double val){ 
        if (abs(val) > MAYOR){ 
            MAYOR = abs(val); 
            evaluado = (double)MAYOR+1000.0; 
        } 
    } 
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    /* 
     * Funcion que calcula la distancia euclidea 
     */ 
    double distancia(double x, double y){ 
        double dist = pow(x - y, 2); 
        dist = sqrt(dist); 
        return dist; 
    } 
 
    double distancia(double x1, double x2, double y1, double y2, double z1, double z2){ 
        double dist = pow(x1 - x2, 2); 
        dist += pow(y1 - y2, 2); 
        dist += pow(z1 - z2, 2); 
        dist = sqrt(dist); 
        return dist; 
    } 
 
    /* 
     * Retorna el numero de grupos 
     */ 
    int getTamano(){ 
        return tamano; 
    } 
}; 
 
 
 
/* 
 * Calcula las curvaturas para todos los puntos 
 */ 
class Curvatura{ 
private: 
    ANNpoint            queryPts; 
  78
    ANNkd_tree          *kdtree; 
    ANNidxArray         nnIdx; 
    ANNdistArray        distan; 
    int                 _maxPts; 
    double              radio; 
 
public: 
 
    Curvatura(int maxPts, double _radio){ 
        _maxPts = maxPts; 
        radio = _radio; 
        if (Original == NULL) 
            Original = annAllocPts(_maxPts, DIM); 
        lambdas = new double[_maxPts]; 
    } 
 
 
    void getCurvaturas(){ 
        int numVec = 0, nidx; 
        double p_r[3] = {0.0};      // P_raya (promedio del vecindario i) 
        Matrix MCi;                 // Matriz de covarianza del vecindario i 
        Matrix tmp(2,2);            // Matriz temporal auxiliar para calcular las curvaturas 
 
        Matrix U, V;                // Auxiliares para calcular los autovalores 
        DiagonalMatrix D; 
        double lambTmp; 
 
        // Se arma el arbol kdtree y las estructuras de busqueda 
        kdtree = new ANNkd_tree(Original, _maxPts, DIM); 
        queryPts = annAllocPt(DIM); 
 
        // Se recorren todos lo puntos 
        for (int i = 0; i < _maxPts; i++){ 
            queryPts[X] = Original[i][X]; 
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            queryPts[Y] = Original[i][Y]; 
            queryPts[Z] = Original[i][Z]; 
 
            // Se realiza una primera búsqueda para saber el numero 
            //  de vecinos en el vecindario 
            numVec = kdtree->annkFRSearch(queryPts, radio, 0, NULL, NULL, 0.0); 
 
 
            nnIdx = new ANNidx[numVec]; 
            distan = new ANNdist[numVec]; 
 
            // Obtenermos el vecindario 
            kdtree->annkFRSearch(queryPts, radio, numVec, nnIdx, distan, 0.0); 
 
            // Calculamos el promedio del vecindario (P_raya) 
            for (int j = 0; j < numVec; j++){ 
                nidx = nnIdx[j]; 
                p_r[X] += Original[nidx][X]; 
                p_r[Y] += Original[nidx][Y]; 
                p_r[Z] += Original[nidx][Z]; 
            } 
 
            p_r[X] /= numVec; 
            p_r[Y] /= numVec; 
            p_r[Z] /= numVec; 
 
            // Calculamos la matriz de covarianza del vecindario i 
            tmp.ReSize(numVec, DIM);    //Redimensionamos la matriz temporal 
            for(int j = 0; j < numVec; j++){ 
                nidx = nnIdx[j]; 
                tmp.element(j, X) = Original[nidx][X] - p_r[X]; 
                tmp.element(j, Y) = Original[nidx][Y] - p_r[Y]; 
                tmp.element(j, Z) = Original[nidx][Z] - p_r[Z]; 
            } 
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            // Resolvemos la matriz 
            // tmp.t() es la traspuesta de la matriz 
            MCi = (1 / numVec ) * tmp.t() * tmp; 
 
            // obtenemos los autovaloes y los autovectores 
            SVD(MCi,D,U,V);             // X = U * D * V.t() 
 
            SortAscending(D); 
 
 
            lambTmp = (double)(D.element(0) / (D.element(0) + D.element(1) + D.element(2))); 
 
 
            // almacenamos el resultado 
            if (!isnan(lambTmp)) 
                lambdas[i] = lambTmp; 
            else 
                lambdas[i] = 0.0; 
        } 
 
    } 
 
}; 
 
#endif /* _DEFINICIONES_H */ 
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Anexo b. IMAGENES DE RANGO UTILIZADAS COMO CASO DE ESTUDIO 
 
Estas imágenes fueron utilizadas para realizar análisis de características 
geométricas y validaciones del método desarrollado. 
 
Figura 24. Imágenes de rango utilizadas como caso de estudio. Izquierda, Ángel. Derecha, Pelicano. 
 
 
 
Las imágenes de la figura 24 fueron obtenidas de los repositorios virtuales de la 
tabla 1. Estas imágenes se seleccionaron como caso de estudio ya que están 
presentes en gran cantidad de trabajos del estado del arte. 
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Figura 25. Imágenes auxiliares utilizadas para validar el método propuesto. 
 
 
 
Las imágenes de la figura 22 son funciones matemáticas generadas por 
software, el programa utilizado para generarlas fue Minitab® versión Demo. 
