In this article, a spectral sequence analysis of a filtered Novikov complex (N * (f ), ∆) over Z((t)) is developed with the goal of obtaining results relating the algebraic and dynamical settings. Specifically, the unfolding of a spectral sequence of (N * (f ), ∆) and the cancellation of its modules is associated to a one parameter family of circle valued Morse functions on a surface and the dynamical cancellations of its critical points. The data of a spectral sequence computed for (N * (f ), ∆) is encoded in a family of matrices ∆ r produced by the Spectral Sequence Sweeping Algorithm (SSSA), which has as its initial input the differential ∆. As one "turns the pages" of the spectral sequence, differentials which are isomorphisms produce cancellation of pairs of modules. Corresponding to these cancellations, a family of circle-valued
Introduction
Given f : M → R a Morse function, consider a filtered Morse chain complex associate to it. Once the dynamics is presented at the chain complex level, it is natural to use homology techniques to explore it. In [2, 4, 6, 7] we have chosen to work with a powerful homological tool, namely, a spectral sequence of a filtered Morse chain complex. Spectral sequence analysis has proven to be useful in relating algebraic and dynamical information. This relation has been explored for gradient flows generated by Morse functions and their filtered Morse chain complexes.
Given a Morse function f : M → R on a smooth closed n-manifold, the Morse chain complex of f , (C * (f ), ∂), where C * (f ) is a Z-module generated by the critical points and graded by their indices, i.e.,
where Crit k (f ) is the set of critical points of f of index k. The differential ∂ is defined on the generators of C k by ∂ k (x) = y∈Crit k−1 (f ) n(x, y) y , where n(x, y) is the intersection number of x and y. See [11] for more details.
It was proven in [4, 7] that a spectral sequence (E r , d r ) of a filtered Morse chain complex (C * (f ), ∂) can be retrieved from its differential ∂ via the Spectral Sequence Sweeping Algorithm -SSSA. In [6] , spectral sequences were considered over Z 2 and it was proven that changes of generators of the modules E r determine bifurcation behavior. In [2] and [3] , the spectral sequence analysis was realized for an n-dimensional filtered Morse chain complex over Z, n = 2 or n ≥ 5. This analysis relates the algebraic cancellations caused by non-zero differentials d r to dynamical cancellations of pairs of critical points. Consequently, as one "turns" the pages of the spectral sequence, dynamical cancellations occur successively. Thus, we obtain a global dynamical cancellation theorem which keeps track of birth and death of connections of critical points.
Motivated by outlook, in this article, we undertake a completely new dynamical setup by considering circlevalued Morse functions f : M → S 1 on a closed manifold M . Similar to the Morse complex, the Novikov complex (N * (f ), ∂) associated to f is a chain complex of free modules generated by the critical points of f , see Section 1. However, instead of the ring of integers, the Novikov complex is defined over Z((t)), the ring of Laurent series in one variable with integral coefficients and finite negative part. The Novikov boundary operator ∂ in this complex is related to the topological-dynamical features of a gradient flow of f . More specifically, ∂
"counts" orbits with signs connecting consecutive critical points over Z((t)) and it is represented by a matrix denominated as a Novikov matrix ∆.
In this article, we establish the groundwork for the association of a spectral sequence analysis of a filtered two dimensional Novikov chain complex with the dynamical exploration of connections in the negative gradient flow of f . This is done by applying the SSSA to (N * (f ), ∂). More specifically, as one "turns the pages" of this spectral sequence, i.e. considers progressively modules E r , one observes that each algebraic cancellation occurring among the E r , tracked by the SSSA, corresponds to a dynamical cancellation of a pair of critical points of f . Moreover, as r increases, the spectral sequence (E r , d r ) stabilizes and converges to the Novikov homology H N ov * (M, f ) of f . Although cancellation of critical points in the Novikov setting has been done, e.g.
in [8] , the novelty in this article is a global dynamical cancellation theorem for circle-valued Morse functions via spectral sequence analysis.
It is unquestionable that we have developed a phenomenal algebraic tool, SSSA, to compute the modules and differentials d r of a spectral sequence of a filtered Novikov chain complex. Although this result has considerable algebraic value in itself, this effort is fully compensated by the algebraic-dynamical cancellation results herein. A significant result uses the differentials d r 's of a spectral sequence, that are responsible for algebraic cancellations, to understand critical point cancellations within a family of circle-valued Morse functions f r and the respective family of associated negative gradient flows ϕ r . The dynamical significance of these algebraic cancellations, ultimately, provides a backstory of death and birth of orbits of ϕ r due to cancellations of consecutive critical points of f r . Also, as the spectral sequences analysis unfolds, it is possible to detect all periodic orbits that arise within the family ϕ r .
In Section 2, we recall the definition of a spectral sequence for a filtered chain complex and present the filtrations considered throughout this paper. The main tool behind this correspondence is the Spectral Sequence Sweeping Algorithm (SSSA), which is presented in Section 3. In Section 4, Theorem 4.1 addresses the fact that the SSSA can be applied to a Novikov complex (N * (f ), ∆) in dimension 2. Also, within this section, it is shown that the SSSA produces a sequence of matrices, which we call Novikov matrices, that are characterized in Theorems 4.9 and 4.10. In Theorem 4.11, we prove the surprising result that the last matrix produced by the SSSA has polynomial entries 5 in Z((t)), although the intermediate Novikov matrices may exhibit entries which are infinite series. In Section 5, we prove in Theorems 5.3 and 5.4 that the modules and differentials (E r , d r ) of the spectral sequence may be retrieved from the sequence of Novikov matrices produced by the SSSA. More specifically, the SSSA provides a system which spans E r in terms of the original basis of N * (f ) as well as identifies all differentials d r p : E r p → E r p−r . Finding a system of (r − 1)-cycles that span E r in terms of the original basis of N * (f ) is a non-trivial matter. In Section 6 is to obtain in Theorem 6.1 a global dynamical cancellation theorem for circle-valued Morse functions via spectral sequences analysis.
Hence, the emphasis in this article is on the spectral sequence analysis and its correlation to the dynamics.
The importance of this method is that it establishes the foundation for future investigation on the algebraic implications to the dynamics in the Novikov setting in higher dimensions.
Characterization of the Novikov Complex
The goal of this section is to prove a characterization of the Novikov differential in the case of orientable surfaces, which will be essential for both dynamical and algebraic further results. Initially we present some background material on circle-valued functions and Novikov complex over Z((t)). Further details can be found in [10] .
Denote by Z[t, t −1 ] the Laurent polynomial ring. Let Z((t)) be the set consisting of all Laurent series λ = i∈Z a i t i in one variable with coefficients a i ∈ Z, such that the part of λ with negative exponents is finite, i.e., there is n = n(λ) such that a k = 0 if k < n(λ). In fact, Z((t)) has a natural ring structure such that the inclusion
) is a homomorphism. Moreover, Z((t)) is a Euclidean ring.
Let M be a closed connected manifold and f : M → S 1 be a smooth map from M to the one-dimensional sphere 6 . Given a point x ∈ M and a neighbourhood V of f (x) in S 1 diffeomorphic to an open interval of R,
Moreover, f is a circle-valued Morse function if and only if F is a real valued Morse function. Observe that if Crit(F ) is non empty then it has infinite cardinality. If M is non compact, one can not apply the classical Morse theory to study F , however, one can restrict F to a fundamental cobordism W of M , which is compact, and apply the techniques of Morse theory. The fundamental cobordism W is defined as
where a is a regular value of F . The cobordism W can be viewed as the manifold M obtained by cutting along the submanifold V = f −1 (α), where α = Exp(a). Hence, W is a cobordism with both boundary components diffeomorphic to V .
Given a circle-valued Morse function f , consider the vector field v = −∇f . One says that f satisfies the transversality condition if the lift of v to M satisfies the classical transversality condition on the unstable and stable manifolds.
From now on, we consider circle-valued Morse functions f such that v = −∇f satisfies the transversality condition. Denote by v the lift of v to M and arbitrarily choose orientations for all unstable manifolds W u (p)
of critical points of f .
Given p ∈ Crit k (f ) and q ∈ Crit k−1 (f ), the Novikov incidence coefficient between p and q is defined as
where n(p, t q; v) is the intersection number between the critical points p and t q of F , i.e., the number obtained by counting with signs the flow lines of v from p to t l q, when one considers the orientations on the unstable manifolds W u (p) and W u (t q) according to the previous fixed orientations in W u (p) and W u (q). For more details, see [1] and [10] .
Let N k be the Z((t))-module freely generated by the critical points of f of index k. Consider the k-th From this point on, we will use the notation ∆ to denote interchangeably the Novikov differential ∂ and its matrix representation.
The following theorem presents special characteristics of the Novikov differential ∆ by describing the Novikov incidence coefficients. In order to do this, we must define a fundamental domain. A cobordism
, where a is regular value of F and λ ∈ N, is said to be a fundamental domain for (M ; f ) if the following property is satisfied: given p ∈ Crit k (f ) and q ∈ Crit k−1 (f ), W contains a lift of each orbit of the flow v from p to q. Given p ∈ Crit k (f ) and q ∈ Crit k−1 (f ), the Novikov incidence coefficient N (p, q; f ) counts the number of flow lines from p to q with signs. Since, each of these flow lines has a lift in W λ , then N (p, q; f ) can be obtained by analysing W λ . On the other hand, the intersection number n(p, t q; v) between critical points p and t q in W λ is the same as when considered in the surface W λ . Since W λ is closed, n(p, t q; v) is zero, when there are two flow lines from p to t q. It is −1 or +1, when there is one flow line from p to t q. See [2] . Therefore, the (1) all entries are null.
(2) exactly one non zero entry which is a binomial t 1 − t 2 , for some 1 , 2 ∈ Z.
(3) exactly two non zero entries which are monomials t 1 and −t 2 , for some 1 , 2 ∈ Z.
(4) exactly one non zero entry which is a monomial t , for some ∈ Z.
Proof: If f does not have a critical point of index 1, then the Novikov matrix is null. Suppose that f has at least one critical point of index 1, i.e., a saddle. In this case, it is clear that, given a row (respectively, column) j ∈ J 1 of ∆, there are at most two non zero entries in this row (respectively, column). In fact, there are exactly two flow lines whose ω-limit (respectively, α-limite) sets are the same saddle. By [2] , choosing the same orientation for each unstable manifold of critical points of index 2, the signs on flow lines associated to the stable (respectively, unstable) manifold of a saddle are opposite. Therefore, if there are two flow lines from a source (respectively, saddle) p to a saddle (respectively, sink) q intersecting a regular level set f −1 (a) times, then N (p, q; f ) = t − t = 0. On the other hand, if there is a flow line from a source (respectively, saddle) p to a saddle (respectively, sink) q intersecting 1 times a regular level set f −1 (a) and a flow line from a source (respectively, saddle) p to the saddle (respectively, sink) q intersecting 2 times the same regular level set, then
Case (4) occurs in two situations. First when, given a saddle q, one of the flow lines in W s (q) has as α-limit a source p and the other flow line in W s (q) has as α-limit a periodic orbit. Hence N (p, q; f ) = ±t . Secondly, given a saddle p, one of the flow lines in W u (p) has as ω-limit a sink q and the other flow line in W u (p) has as ω-limit a periodic orbit.Hence N (p, q; f ) = ±t .
Spectral Sequence for a Novikov Complex
In this section, we present the basic results on spectral sequences associated to filtered chain complexes. This section is based on the references [5] and [12] .
A spectral sequence E over Z((t)) is a sequence {E r , ∂ r }, for r ≥ 0, such that: E r is a bigraded module over Z((t)), i.e., an indexed collection of R-modules E r p,q , for all p, q ∈ Z; d r is a differential of degree (−r, r − 1)
on E r , i.e., an indexed collection of homomorphisms d r : E r p,q → E r p−r,q+r−1 , for all p, q ∈ Z, and (d r ) 2 = 0.
Moreover, there exists an isomorphism H(E r ) ≈ E r+1 , for all r ≥ 0, where
Given a chain complex (C * , ∂), an increasing filtration F in C * is a sequence of submodules F p C for all integers p such that F p C ⊂ F p+1 C. Since C is a graded module, the filtration must be compatible with the
Let (N * (f ), ∆) be a Novikov complex and F = {F p N } be a filtration on this complex defined by
Note that, for each p ∈ Z, there is only one singularity in F p N \ F p−1 N , hence the filtration F is called a finest filtration. The filtration F is convergent, i.e. ∩ p F p N = 0 and ∪F p N = N . In fact, F is finite, that is, F p N = 0
for some p and F p N = N for some p . Moreover, the filtration F is bounded below (i.e. given q, there exists (q) such that F (q) N q = 0) and hence, the induced filtration on H * (N ) is also bounded below.
Since the filtration F on the chain complex (N * (f ), ∆) is bounded below and convergent, then there exists a convergent spectral sequence with
and E ∞ is isomorphic to the module GH * (N ). This result associates a spectral sequence to a filtered chain complex and its proof can be found in [12] . The algebraic formulas for the modules are 
Whenever the filtration considered is a finest filtration F , the only q such that E r p,q is non-zero is q = k − p. Hence, we omit reference to q, i.e. E r p is in fact E r p,k−p .
Note that, E ∞ does not determine H * (N ) completely, but
However, it is a well known fact [5] that whenever GH * (N ) p,q is free and the filtration is bounded,
In the more general setting of a circle valued function on an n-dimensional manifold, (2) need not be true.
However, as a consequence of Theorem 4.1, which will be proved in Section 4, in the 2-dimensional setting, GH * (N ) p,q is free for all p and q and thus (2) holds. In this case, it follows that the spectral sequence associated to the filtered Novikov complex (N , ∆), defined by the pair (f, M ), converges to the Novikov homology of M :
Spectral Sequence Sweeping Algorithm for a Novikov Complex
A square matrix will be called a Novikov matrix if it is a strictly upper triangular matrix with square zero and entries in the ring Z((t)). In particular, a Novikov differential is a Novikov matrix.
In this section, we introduce the Spectral Sequence Sweeping Algorithm (SSSA) for a Novikov matrix associated to a Novikov complex (N * (f ), ∆) on an orientable surface. The SSSA constructs a family of Novikov matrices {∆ r , r ≥ 0} recursively, where ∆ 0 = ∆, by considering at each stage the r-th diagonal.
Spectral Sequence Sweeping Algorithm -SSSA
For a fixed r-th diagonal 7 , the method described below must be applied for all ∆ k for k = 0, 1, 2 simultaneously.
A -Initial step 1. Without loss of generality, we assume that the first diagonal of ∆ contains non-zero entries ∆ i,j where j ∈ J k and i ∈ J k−1 . Whenever the first diagonal contains only zero entries, we define ∆ 1 = ∆ and we repeat this step until we reach a diagonal of ∆ which contains non-zero entries.
The non-zero entries ∆ i,j of the first diagonal are called index k primary pivots. It follows that the entries ∆ s,j for s > i are all zero.
We end this first step by defining ∆ 1 as ∆ with the index k primary pivots on the first diagonal marked.
2. Consider the matrix ∆ 1 and let ∆ 1 i,j be the entries in ∆ 1 where the i ∈ J k−1 and j ∈ J k . Analogously to step one, we assume without loss of generality that the second diagonal contains non-zero entries
We now construct a matrix ∆ 2 following the procedure:
Given a non-zero entry ∆ Note that we have defined a matrix ∆ 2 which is actually equal to ∆ 1 except that the second diagonal is marked with primary and change of basis pivots.
B -Intermediate step
In this step we consider a matrix ∆ r with the primary and change of basis pivots marked on the ξ-th diagonal for all ξ ≤ r. We now describe how ∆ r+1 is defined. If there does not exist a change of basis pivot on the r-th diagonal we go directly to step B.2, that is, we define ∆ r+1 = ∆ r with diagonal (r + 1)
marked with primary and change of basis pivots as in B.2.
B.1 -Change of basis
Suppose ∆ r i,j is a change of basis pivot on the r-th diagonal. Since we have a change of basis pivot in row i, there is a column, namely u-th column, associated to a k-chain such that ∆ r i,u is a primary pivot. Then, perform a change of basis on ∆ r in order to zero out the entry ∆ r i,j without introducing non-zero entries in ∆ r s,j for s > i. We will prove in Theorem 4.1 that all the entries in ∆ r which are primary pivots are equal to ±t l1 ± t l2 and, since these entries are invertible in Z((t)), it is always possible choosing a particular change of basis using only columns j and u of ∆ r .
Once this is done, we obtain a k-chain associated to column j of ∆ r+1 . It is a linear combination over Z((t)) of columns u and j of ∆ r such that ∆ r+1 i,j = 0. It is also a particular linear combination of the columns of ∆ in J k on and to the left of column j.
Let k 1 be the column of ∆ r which is associated to a k-chain. We denote by σ j,r k the Morse index k-chain corresponding to column j of ∆ r . We have
and column j of ∆ r+1 corresponds to
where c j,r+1 ∈ Z((t)) and c j,r+1 j = 1.
Therefore the matrix ∆ r+1 has entries determined by a change of basis over Z((t)) of ∆ r . In particular, all the change-of-basis pivots on the r-th diagonal of ∆ r are zero in ∆ r+1 .
Once the above procedure is done for all change-of-basis pivots of the r-th diagonal of ∆ r , we can define a change-of-basis matrix T r such that
Consider the matrix ∆ r+1 defined in the previous step. We mark diagonal (r + 1) with primary and change-of-basis pivots as follows:
Given a non-zero entry ∆ r+1 i,j
1. If there are no primary pivots in row i and column j, mark it as an index k primary pivot.
2. If this is not the case, consider the entries in column j and in a row s with s > i in ∆ r+1 .
(b1) If there is an index k primary pivot in the entries in column j below ∆ r+1 i,j then leave the entry unmarked.
(b2) If there are no primary pivots in column j below ∆ r+1 i,j then there is an index k primary pivot in row i, say in the column u of ∆ r+1 , with u < j. In this case, mark it as a change-of-basis pivot.
C -Final step
We repeat the above procedure until all diagonals have been considered.
Note that in the SSSA the columns of the matrix ∆ are not necessarily ordered with respect to k, or equivalently, that the singularities h k are not ordered with respect to the filtration. In this work, without loss of generality, we consider the singularities to be ordered with respect to the Morse index for the sole reason of simplifying notation.
In order to perform the particular change of basis (3) in step B.1 of the SSSA, the primary pivots must be invertible polynomials in the ring Z((t)). Otherwise, the change of basis in (3) is not well defined. The example below shows a Novikov differential for which all changes of bases are well defined and hence the SSSA is correct.
Example 3.1. Figure 3 illustrates a flow on the torus T 2 associated to a circle-valued Morse function f defined on T 2 , where a is a regular value of f . The Novikov chain groups are generated by the critical points as follows:
Choosing orientations for the unstable manifolds of the critical points of f as indicated in Figure 3 , the Novikov matrix associated to ∂ is presented in Figure 4 .
Applying the SSSA to the Novikov matrix ∆ in Figure 4 , one obtains the sequence of Novikov matrices Figures 5 , · · · , 10, respectively. In these figures, the markup process at the r-th iteration is done as follows: primary pivots are encircled and change-of-basis pivots are encased in boxes.
Note that, in this example, each marked primary pivot in ∆ r is invertible in the ring Z((t)), making it possible to apply the SSSA and obtain the next Novikov matrix ∆ r+1 . 
k for all the remaining σ's. 
Characterization of the Novikov Matrices
The primordial aim in this section is to show that the SSSA is proved to be correct for all Novikov differentials of a 2-dimensional Novikov complex. This is done by showing that, given a Novikov differential ∆, all primary pivots determined by the SSSA are invertible polynomials in the ring Z((t)). In fact, they are monomials with 
k for all the remaining σ's. coefficient ±1 or binomials with coefficients ±1. Throughout this section, the term monomial (respectively, binomial) will be used to refer to polynomials in Z((t)) of the form ±t (respectively, t We omit the proof of Lemma 4.2, since it is similar in nature to proof of Proposition 3.2 in [4] , where the SSSA was designed for a Morse chain complex over Z. The next lemma implies that, in order to know the pivots which will appear during the execution of the SSSA, one can apply this algorithm separately in block
Lemma 4.3. Let ∆ be a Novikov differential for which the SSSA is proved correct up to step R. Then, the change of basis caused by change-of-basis pivots in block J 0 × J 1 do not affect the pivots in block J 1 × J 2 . In other words, multiplication by (T r ) −1 does not change the primary and change-of-basis pivots in block J 1 × J 2 .
Proof: Without loss of generality, suppose that there is only one change-of-basis pivot ∆ Before proving Theorem 4.1, we introduce the notation and terminology that will be used in the proof. From now on, we consider the SSSA without realising the pre-multiplication by (T r ) −1 , unless mention otherwise.
Let ∆ r i,j be a change-of-basis pivot caused by a primary pivot ∆ r i,u . Suppose a change of basis determined by ∆ r i,j is performed by the SSSA in the matrix ∆ r , i.e., in the step (r + 1), one has
Hence, whenever this change of basis occurs, only column j of the matrix ∆ r is modified, in fact, for each s = 0, . . . , i, the entry ∆ Figure 11 (this figure shows part of the block associated with index k, as the r-th diagonal is swept).
; marking change-of-basis pivot.
Definition 4.4. In the situation described above and represented in Figure 11 , we assert that the entry ∆ Note that if an entry in a column j generates another entry in a column t then t > j, i.e, ∆ r s,j generates an entry in a column on the right of the column j. Figure 12 . Figure 13 . Figure 14 . 
Lemma 4.5. An entry which is or will be marked as a primary or a change-of-basis pivot never generates entries.
Proof: If an entry ∆ r s,u generates an entry in ∆ r+1 , then there must be a primary pivot in column u and row i > s, which was marked in step ξ < r. Hence, ∆ r s,u can not be marked as a pivot in any given step r. We will say that all the elements in these sequences are in the same lineage or in ∆ ξ s,u -lineage. Also, an element of a generation sequence is said to be successor of every element of this sequence which is to its left. Lemma 4.7. Let ∆ be a Novikov differential for which the SSSA is proved correct up to step R. If ∆ has the property that at most one change-of-basis pivot is marked in a row during the SSSA until step R, then every lineage is formed by a unique generation sequence.
Proof: By hypothesis, one has that in each row i at most one change-of-basis pivot is marked through out the algorithm and if so the mark up is done in step 2 ≤ ξ ≤ m − 1, where m is the order of ∆. Then an entry ∆ ξ0 s,j0 in row s generates at most one entry ∆ ξ1 s,j1 through out the algorithm, and this entry will necessarily be in a column j 1 > j 0 and diagonal ξ 1 with ξ 0 < ξ 1 ≤ m − 1. In fact, if ∆ ξ0 s,j0 generates two entries, then either there would be two change-of-basis pivots in row i, which contradicts our initial hypothesis, or two primary pivots in column j 0 , which can not occur by the definition of primary pivots.
s,j1 can generate at most a unique entry ∆ ξ2 s,j2 where ξ 1 < ξ 2 ≤ m − 1 and j 2 > j 1 and this can be done successively. More specifically, the entry ∆ ξ s,u is responsible for generating a unique immediate successor and this successor can in turn generate a unique immediate successor and thus it determines a full lineage of entries represented in one finite sequence {∆
Corollary 4.8. Let ∆ be a matrix for which the SSSA is proved correct up to step R. Suppose that the second block of ∆ has the property that at most one change-of-basis pivot is marked in each row from the beginning until the end of the SSSA. Therefore, each ∆ ξ s,u -lineage with s ∈ J 1 is formed by a unique generation sequence.
Proof: The SSSA applied to the first block J 0 × J 1 of ∆ does not interfere in the number of change-of-basis
Consider a ∆ ξ s,u -lineage which is formed by a unique generation sequence. If this generation sequence contains only monomials (binomials, resp.) then one says that ∆ ξ s,u -lineage is a monomial (binomial, resp.) lineage. However, if ∆ ξ s,u is a monomial, then the ∆ ξ s,u -lineage could eventually contain binomials. One way that this can occur is when row s is of type 3 in ∆, ∆ ξ s,u and ∆ ζ s,j are monomials and the lineage determined by these entries merge giving rise to a binomial. More specifically, suppose that the first binomial in row s appears in ∆ ς+1 then one has two monomial lineages {∆
. The binomial will appear in ∆ ς+1 as a consequence of a change of basis caused by a change-of-basis pivot ∆ Once an element of a lineage is marked as a pivot, this lineage ceases, since pivots do not generate entries, by Lemma 4.5.
The next theorem provides a characterization of columns in the first block J 0 × J 1 of the Novikov matrices ∆ r as the diagonals are swept.
Theorem 4.9 (First Block Characterization). Let ∆ be a Novikov differential for which the SSSA is proved
Figure 15: Generating a binomial from two monomial lineages.
correct up to step R. Then we have the following possibilities for a column j of the matrix ∆ r with j ∈ J 1 and r ≤ R:
1. all the entries in column j are equal to zero, .i.e, ∆ r •,j = 0;
2. there is only one non-zero entry in column j and it is a binomial t − t˜ , where ,˜ ∈ Z;
3. there are exactly two non-zero entries in column j and they are monomials t and −t˜ , where ,˜ ∈ Z;
4. there is only one non-zero entry in column j and it is a monomial t , where ∈ Z.
Proof: The proof is done by induction. Note that the result is trivial for ∆ 1 and ∆ 2 . In fact, the first change-of-basis pivot can only be detected from the second diagonal of ∆, which implies that the entries of ∆ may change from r = 3 onwards. Because of that the base of the induction is r = 3.
r=3:
To prove that the rows of ∆ 3 are of type 1-4, we will analyze the effect a change-of-basis pivot marked in 2. Column i + 1 is of type 3. Then ∆ 2 i,i+1 is a monomial and there is s < i such that ∆ 2 s,i+1 is also a monomial.
(a) If the column i+2 is of type 2 (resp., type 4), then ∆
, which is a binomial (resp., monomial). Hence, the column i + 2 remains of type 2 (resp., type 4). 
, which is either a binomial or zero. Hence, column i + 2 turns into a column of type 2 or 1, respectively. On the other hand, if s =s, then ∆
, which is a monomial, and the other entries of column i + 2 remain the same. Hence, column i + 2 remains of type 3.
3. Column i + 1 is of type 4. It is analogous to Case 1.
Induction hypothesis: Suppose that the conclusion of the Theorem holds for 3 ≤ r < R. We will show, that it also holds for r + 1.
Suppose that ∆ r i,j is a change-of-basis pivot in the r-th diagonal. Then there is a primary pivot ∆ r i,u in a column u < j. we have one of the possibilities:
1. Column u is of type 2. Column j can be of type 2, 3 or 4. In all cases, ∆ r+1 i,j = 0 and all the other entries in column r + 1 remain the same. If column j is of type 2 or 4 (resp., type 3) it turns into a column of type 1 (resp., type 4).
Column
−1 ∆ r i,j , which is a binomial (resp., monomial). Hence, the column j remains of type 2, (resp., type 4). (C) all non null entries are either monomials t or binomials t − t˜ . Moreover, if a column j ∈ J 2 contains a binomial, then there are no monomials in columns j ∈ J 2 with j > j.
Proof: We will prove this theorem by induction in r ≤ R. In the course of the proof, we will also prove the following set of statements:
(i) If an entry t is a primary pivot in row i then at most one entry will be marked as a change-of-basis pivot in row i.
(ii) An entry t − t˜ is never marked as a change-of-basis pivot, i.e. all change-of-basis pivots are monomials t , for some ∈ Z.
,j is a change-of-basis pivot in row i > s and ∆ r i,u is the primary pivot in row i with u < j, then ∆ r s,u is zero.
(iv)
Observe that the matrices ∆ 1 and ∆ 2 differ from the initial matrix ∆ only in the mark-ups of primary and change-of-basis pivots, since the entries can only change as of the 3-rd step of the SSSA.
Base case r=3: In order to prove that the rows of ∆ 3 satisfies conditions (A), (B) and (C) of the theorem, we must analyze the effect on a row of ∆ 3 caused by a change-of-basis pivot marked in the second step r = 2 of the SSSA.
i+1 i+2 3. Suppose that row s is of type 3. If ∆ s,i+1 is zero, then row s remains unaltered. If ∆ 2 s,i+1 = t l , one has two possibilities for ∆ 2 s,i+2 , namely, 0 or tl. In the first case, after performing the change of basis, row s turns into a row of type B (see Figure 18) , and in the second case it turns into a row of type C (see Figure 19 ). In the base case, it is ease to see that (i) through (v) hold.
In order to prove (i) note that, the only case that needs to be analyzed is when ∆ In order to prove (ii), we must consider each row s where the entry ∆ 3 s,s+3 = t l − tl was generated in ∆ 3 , otherwise this entry would be in a row of type 2 and hence, could not be a change-of-basis pivot. There are exactly two ways that this entry can be generated: when row s was of type 2 and of type 3 in ∆ 2 . Suppose by contradiction that ∆ and a primary pivot in rowĩ and column u, which contradicts the fact that each column has at most one primary pivot.
Items (iv) and (v) are trivially true.
Induction hypothesis: Suppose that Theorem 4.10 and item (i) through (v) hold for ξ ≤ r < R. We will show that they also hold for r + 1. First, note that by the induction hypothesis, at most one entry in a fixed row in J 1 is marked as change-of-basis pivot up to step r. By Corollary 4.8, given an entry ∆ s,u , the It is important to keep in mind that, if there is at most one change-of basis per row up to step r, then the ∆ s,u -lineage is formed by a unique generation sequence until ∆ r+1 . This follows since entries in ∆ r+1 can only be generated by change of basis determined in step r. Now we will prove that the statement of the Theorem 4.10 and item (i) through (v) hold for r + 1.
By the induction hypothesis, it follows that if ∆
• We will first show that the non-zero rows in ∆ r+1 are of type A, B or C.
In order to prove this, we will perform all the possible changes of basis that could occur due to a change-ofbasis pivot in the r-th diagonal. Let the monomial ∆ Hence, every row s ∈ J 1 of ∆ r+1 is also of type A, B or C.
• We will now show that item (i) holds for ∆ r+1 .
Let ∆ r+1 i,j be a change-of-basis pivot marked in diagonal r + 1. Suppose by contradiction that an entry ∆ ξ i,t , where t < j, was marked as a change-of-basis pivot in an earlier step ξ < r + 1. Consequently, the primary pivot in row i, which is in a column u < t, was marked in a previous step < ξ. By item (ii) of the induction hypothesis, this primary pivot is a monomial and it can not generate entries, which implies that ∆ ξ i,t and ∆ r+1 i,j are not in the lineage of this primary pivot. Therefore, ∆ ξ i,t and ∆ r+1 i,j must be in the same lineage, since these entries were generated up to step r + 1 by the change-of-basis pivots up to step r, and by the induction hypothesis, there is only one change-of-basis pivots per row up to step r. This is a contradiction, since by Lemma 4.5 the change-of-basis pivot ∆ ξ i,t can not generate entries.
• We will prove item (ii) for r + 1:
Let ∆ r+1 i,j be a binomial in diagonal r + 1. Suppose by contradiction that this entry is a change-of-basis pivot marked in step r + 1. Let u be the column of the primary pivot in row i, hence u < j.
If row i was originally of type 2 in ∆ 2 , then there is only one lineage in row i until ∆ r+1 , which is a binomial lineage. Hence, ∆ r+1 i,j is a successor of the primary pivot in row i, which must have generated an entry, contradicting Lemma 4.5.
If row i was of type 3 in ∆ 2 , then originally there were two lineages that merged in order to create a binomial. Note that the primary pivot in row i can not be a monomial, i.e., it can not be marked before the two sequences have merged, since pivots do not generate entries. Hence the primary pivot must be a binomial.
As we have seen in the previous paragraph, this contradicts Lemma 4.5.
Note that row i could not be originally of type 4 in ∆ 2 , since this row would not contain binomials.
• We will prove item (iii) for r + 1:
Let ∆ Indeed, if they are in the same lineage, which is an eventual binomial lineage, then the (s, j)-entry is a successor of the (s, u)-entry. Now, if they are in different lineages, the lineage containing the (s, u)-entry ceases due to the appearing of the first binomial in a step ξ * < r + 1, which appears in the entry corresponding to the last element of this lineage. Hence, the last element in this lineage can not be ∆ ξ * −1 s,u since the entry ∆ r+1 s,u is still a monomial. Therefore there exists a ξ < ξ * < r + 1 such that ∆ ξ s,u generates an entry. Note that row s could not be originally of type 4 in ∆ 2 , since this row would not contain binomials.
• We will prove item for (iv) for r + 1, i.e. that a primary pivot ∆ We now proceed with the proof Theorem 4.1.
Proof of Theorem 4.1: Let ∆ be a Novikov differential. By the characterization of the initial matrix, see Corollary 1.2, the entries of ∆ are invertible in Z((t)); hence, one can apply the SSSA in ∆. Since the first change of basis can only occur from step 2 to step 3, then the SSSA is correct until step 2, and the entries of ∆ 1 are equal to the entries of ∆ 2 . Now, using Lemma 4.3, one can apply the SSSA to each block of ∆.
Theorem 4.9 and 4.10 imply that the pivots in ∆ 3 are invertible. Hence, the SSSA is also correct for ∆ 3 . By an induction argument, one can suppose that the SSSA is proved correct until step r. Theorems 4.9 and 4.10 also imply that the SSSA is proved correct for ∆ r+1 . Therefore, Theorem 4.1 follows.
Observe that, if ∆ L is the last matrix produced by the SSSA, then the non null columns of ∆ L are the columns containing primary pivots. The primary pivots are non-zero and are unalterable after being identified.
The next example shows that during the application of the SSSA infinite series can appear as entries of an intermediate matrix due to multiplication by (T r ) −1 . However, the last matrix produced by the SSSA does not contain entries which are infinite series. The next two results imply that the last matrix ∆ L produced by the SSSA never contains an entry which is an infinite series, rather all entries are Laurent polynomials in Z((t)).
The proof of Theorem 4.11 follows the same steps of the proof of its analogous version in [7] , where the SSSA is done over a field F.
Theorem 4.11. Given a Novikov complex (N * (f ), ∆) on surfaces, let ∆ L be the last matrix produced by the SSSA over Z((t)). If column j of ∆ L is non null then row j is null.
Proof: The statement of the lemma is equivalent to say that
ia,ja are the primary pivots in block J s , then i 1 < i 2 < · · · < i a , one has that j 1 , · · · , j a are the non null columns of J s . Moreover, ∆ L ia,ja is the unique non zero entry in row i a . Row i a−1 has non zero entry in column j a−1 and may have another one non zero entry in column j a , and so on. 
Consider the filtration F on (N * (f ), ∆) defined by
The spectral sequence associated to (N * (f ), ∆) endowed with this filtration F is presented in Figure 20 . Note that:
(1) Each Z((t))-module E r p is generated by a k-chain σ p+1,r k determined in the r-th step of the SSSA.
(2) The differentials d [
Figure 20: A spectral sequence associated to the Novikov complex (N * , ∆) presented in Example 3.1.
In the 2-dimensional setting, we will prove that the remarks in (1) and (2) hold for any Novikov chain complex endowed with a finest filtration. The first step in this direction is the next proposition, which establishes a formula for the modules Z Base case:
• Denote by κ the first column of ∆ associated to a k-chain and let ξ be such that the boundary of h
Since Z r κ−1 is generated by k-chain in F κ−1 N k with boundaries in F κ−1−r N k−1 and there is only one chain h
On the other hand, since there is no change of basis caused by the SSSA that affects the first column of 
It follows that in both cases
• Denote by ξ 1 the first diagonal in ∆ which contains a nonzero entry in ∆ k . Note that the nonzero entries of the columns of ∆ corresponding to the chains h κ k , . . . , h p+1 k are in or above the row (p − ξ 1 + 1). We
By the definition of Z ξ1 p and the remark above we have that
On the other hand, it is easy to see that σ
Induction Hypothesis: Suppose
Note that if µ p+1,r = 0 then Z r p = Z r−1 p−1 and result in this case follows by the induction hypothesis. Suppose that µ p+1,r = 1 and let
p−1 and the result follows. If b p+1 = 0, then
have their boundaries on and above row p − r + 1 then the boundary of h k − b p+1 σ p+1,r k is on and above row p − r + 1.
Proof: Since ∂Z 
where κ is the first column associated to a k-chain, but it is not a submodule of 
The coefficient of h More specifically, E r p is either zero or a finitely generated Z((t))-module whose generator corresponds to a k-chain associated to column (p + 1) of ∆ r .
Proof: The entry ∆ In fact, by Lemma 4.2, row (p + 1) cannot contain a primary pivot since we have assumed that column (p + 1) has a primary pivot. Therefore, the entries of these h k+1 columns in row (p + 1) must be zeroes. Proof: In fact, by the proof of Theorem 5.4, non zero differentials of (E r , d r ) are induced by primary pivots.
It follows that ∂Z
Theorem 4.1 states that each primary pivot produced by the SSSA is an invertible polynomial, hence each induced non zero differential is an isomorphism.
The next corollary states that the spectral sequence (E r , d r ) converges to the Novikov homology of (N * (f ), ∆).
Corollary 5.6. The modules E ∞ p,q of the spectral sequence are free for all p and q. Moreover, the spectral sequence converges to the Novikov homology.
Proof:
by equation (2).
Cancellation of Critical Points
The results obtained for a spectral sequence of a filtered two dimensional Novikov chain complex (N * (f ), ∆) and E r+1 p−r are zero. We refer to this situation as an algebraic cancellation. Hence, as one "turns the pages" of the spectral sequence, i.e. considers progressively modules E r , one observes algebraic cancellations occurring within the E r 's.
We will now show how the dynamics follows the algebraic unfolding of the spectral sequence, that is, how these algebraic cancellations can be associated to dynamical cancellations of singularities of the negative gradient flow on M . Let f be a circle-valued Morse function and (N * (f ), ∆) the Novikov complex associated to f . Let the Morse function F : M → R be the lift of f to the infinite cyclic covering space M , as defined in Section 1.
Consider a finest filtration F = {F p N } p∈P on (N * (f ), ∆), where
and P = {0, 1, . . . , m} is an indexing set for the filtration F, where #Crit(f ) = m + 1. From the filtration F one can induce an infinite filtration {F λ,p } λ∈Z,p∈P in the covering space M which corresponds to at level λ, for λ ∈ Z. Note that, for p ∈ {0, 1, . . . , m} and λ ∈ Z, we have
and also,
Without loss of generality, one can assume that f has one critical point per critical level set. Let c p be a critical value of f such that f (h p k ) = c p . Hence, F also has one critical point per critical level set and c λ,p := c p − λ is a critical value of F such that
Example 6.1. Consider the negative gradient flow on a torus as illustrated in Figure 21 which is associated to a circle-valued Morse function f . Let (N * (f ), ∆) be the Novikov complex associated to f and define a filtration F = {F p N } by: The following example illustrates how the dynamics follows the algebraic unfolding of the spectral sequence. • the primary pivot ∆ • the primary pivot ∆ • the primary pivot ∆ • the primary pivot ∆ On the first page of the spectral sequence, the differential d have the following relation between the Novikov incidence coefficients
and
The other flow lines between consecutive critical points remain the same.
On the second page of the spectral sequence, there are two non-zero differentials, namely d , which determine the algebraic cancellation E gives rise to the birth of a repeller periodic orbit γ R and two flow lines whose α-limit set is γ R and whose ω-limit set is the saddle h 4 1 . Note that the birth of the periodic orbit γ R is due to a primary pivot ∆ 2 6,8 which is a binomial and the period of γ R is equal to the difference between the exponents of the binomial. Moreover, we have the following relation between the Novikov incidence coefficient:
On the third page of the spectral sequence, the differential d 1,4 = t − 1. Therefore, the periodic orbits that will appear after the cancellations are codified in the Novikov matrices.
In order to prove this relation between dynamical and algebraic cancellations, we need to use an adaptation of the SSSA which is more conducive to dynamical interpretations. The dynamical inspiration for this adaptation of the SSSA is as follows. Note that the changes of basis caused by pivots in row j − r reflect all the changes in connecting orbits caused by the cancellation of h In [3] , it was proved that, in the case of matrices with entries over Z, the primary pivots on the r-th diagonal of ∆ r marked in the r-th step of the RCA coincide in position and value with the ones on the r-th diagonal of ∆ r marked in the r-th step of the SSSA. More details on this algorithm are presented in [3] . The analogous result for the case over Z((t)) is stated in the next lemma and its proof is completely analogous to the one obtained for coefficients over Z. the Morse function which makes the following diagram commutative
Since F r is a Morse-Smale function, it can be perturbed if necessary so that there are no critical points in | λ ∈ Z}. Moreover, we have the following correspondence between the intersection numbers with respect to the function F r and F r+1 , denoted by n(·, ·; F r ) and n(·, ·; F r+1 ), respectively:
1. For k = 1: 
and n(t , then the intersection numbers between critical points of F r+1 remain the same.
2. For k = 2:
If the saddle t λ+ h
Formulas (8), (9), (10) and (11) are a consequence of the characterization of the Morse boundary operator, when we consider the orientations on the unstable manifolds of index 2 critical points of F r being the same.
This follows easily since the characteristic signs of the two flow lines of the unstable (stable) manifold of a saddle are opposite as proved in [2] .
Step 2: Let f r+1 : M → S 1 be the smooth map such that f r+1 (x) = Exp • F r+1 (y), where y ∈ E −1 (x)
for all x ∈ M . Since the cancellation was done equivariantly then f r+1 is well defined and it is a circle-valued
Morse function such that Crit(f r+1 ) = Crit(f r ) \ {h p+1 k , h p−r+1 k−1 } which coincides up to isotopy with f r outside a neighborhood of the flow line joining these critical points.
As consequence of the formulas in (8), (9), (10) and (11), we have the following relation between the Novikov incidence coefficients when considering the functions f r and f r+1 :
3. If k = 1: • there exists i 0 < p − r + 1 such that h 
where the third equality follows from (8) . Moreover, N (h • there exists j 0 > p + 1 such that h Step 3: Now, we link the dynamics with the algebra of the RCA. More specifically, we will show that the matrix of the Novikov operator ∆(M, ϕ r+1 ) associated to f r+1 is the submatrix of ∆ r+1 obtained when we remove all columns and rows corresponding to all primary pivots marked up to the r-th diagonal of ∆ r .
Let ∆ r p−r+1,p+1 be a primary pivot and consider an entry ∆ 
From now on consider ∆ 
Suppose that ∆
r p−r+1,p+1 = ±t . We have two cases to consider.
• ∆ 
