The idea that a genetically fixed behavior evolved from the once differential learning ability of individuals that performed the behavior is known as the Baldwin effect. A highly influential paper [Hinton G.E., Nowlan S.J., 1987. How learning can guide evolution. Complex Syst. 1, [495][496][497][498][499][500][501][502] claimed that this effect can be observed in silico, but here we argue that what was actually shown is that the learning ability is easily selected for. Then we demonstrate the Baldwin effect to happen in the in silico scenario by estimating the probability and waiting times for the learned behavior to become innate. Depending on parameter values, we find that learning can increase the chance of fixation of the learned behavior by several orders of magnitude compared with the non-learning situation.
The idea that a genetically fixed behavior evolved from the once differential learning ability of individuals that performed the behavior is known as the Baldwin effect. A highly influential paper [Hinton G .E., Nowlan S.J., 1987. How learning can guide evolution. Complex Syst. 1, [495] [496] [497] [498] [499] [500] [501] [502] claimed that this effect can be observed in silico, but here we argue that what was actually shown is that the learning ability is easily selected for. Then we demonstrate the Baldwin effect to happen in the in silico scenario by estimating the probability and waiting times for the learned behavior to become innate. Depending on parameter values, we find that learning can increase the chance of fixation of the learned behavior by several orders of magnitude compared with the non-learning situation.
I. INTRODUCTION
As pointed out by Maynard Smith, a recurrent issue in evolutionary biology is whether natural selection can explain the existence of complex structures that are of value to the organism only when fully formed [1] . This is a favorite topic of intelligent design creationists because it goes directly to the heart of Darwin's theory of evolution [2] : "If it could be demonstrated that any complex organ existed, which could not possibly have been formed by numerous, successive, slight modifications, my theory would absolutely break down." Although Darwin could find out no such a case, intelligent design creationists coined the term 'irreducible complexity' [3] (Behe's focus is on adaptation at the molecular level) to argue that evolution cannot account for the intricate engineering found in all organisms: remove any part of a complex structure and the whole thing stops working. These 'new' arguments were refuted by showing that a standard Darwinian process of descent with modification can explain the eventual complexity of adaptive molecular features [4] . On another level, a number of influential evolutionary psychologists and cognitive scientists claim that the human mind and the human language are examples of such complex structures, and do not feel comfortable with putative neo-Darwinian explanations [5] [6] [7] [8] [9] [10] [11] [12] [13] . These scholars do not obviously embrace the irreducible complexity argument of creationists. Instead, they assert that a much-neglected process during the Modern Synthesis in the 1930s and 1940s should be at work to explain the evolutionary emergence of such high-order phenotypic traits: Baldwinian evolution.
The idea of Baldwinian evolution has been available since the end of the 1800's and involves the notion that traits that were learned or acquired in earlier generations could be genetically fixed in the course of the evolution [14] [15] [16] ; the so-called Baldwin effect [17] . Because of the obvious Lamarckian scent and the absence of a Darwinian mechanism to implement the idea, the Baldwin effect remained on the fringe of evolutionary biology until 1987, when Hinton and Nowlan offered a simple evolutionary algorithm that showed how learning could guide evolution [18] (see also [1, 19] ). However, perhaps because of the computational limitations at the time, the original simulations as well as their numerous replications (e.g., [20] [21] [22] [23] ) solely offered evidence that the inheritable flexible traits, which could be learned during the organism's lifetime, are selected.
Here we run Hinton and Nowlan's evolutionary algorithm until the finite-size population becomes genetically homogeneous and show that, for the original algorithm parameters [18] , learning increases the fixation probability of the target fixed trait by 6 orders of magnitude with respect to the non-learning situation, thus turning a virtual impossibility into a non-remarkable event. This is perhaps the essence of Baldwin effect as a theoretical explanation for non-reducible complex structures referred to above by evolutionary psychologists and cognitive scientists. It should be stressed, however, that we do not claim that these scholars are right; we simply demonstrate something they have taken for granted but that has not been proved in any of the numerous papers discussing Hinton and Nowlan's work.
The rest of this paper is organized as follows. In Section II, we describe Hinton and Nowlan's evolutionary algorithm and argue that following the short-time dynamics for a few runs is not enough to show the Baldwin effect. This effect is shown in Section III, where we present the statistics of the fixation of the target fixed trait using a very large number of runs in which the dynamics is followed until the complete homogenization of the population. In Section IV, we show that selection at the individual level does not optimize the learning parameter of Hinton and Nowlan's model. Finally, Section V is reserved for our concluding remarks.
II. SIMULATIONS OF HINTON AND NOWLAN'S MODEL
In their proof-of-concept paper, Hinton and Nowlan [18] proposed to test the theoretical plausibility of the arXiv:1702.08411v3 [q-bio.PE] 9 Aug 2017
Baldwin effect simulating the evolution of a population of N haploid sexual individuals, each represented by a chromosome of L loci with three alleles at each locus: 1, 0, and ?. It is assumed that the L loci code for neural connections so that alleles 1 specify innately correct connections, alleles 0 innately incorrect connections, and alleles ? guessable (plastic) connections containing a switch that can be on (right) or off (wrong). Learning consists of giving each individual up to a maximum of G random combinations of switch settings (with equal probability for on and off) on every trial. Those individuals that have a 0 allele at any locus will never produce the right connectivity of the neural network. On the other hand, if the combination of switch settings and the genetically specified connections produce the correct neural network (i.e., a fully connected neural network) at trial g ≤ G the individual stops guessing and becomes mature for mating.
To determine the mating probability, each individual i = 1, 2, . . . , N is evaluated according to a fitness function w i . In the case that individual i has the L alleles correctly set innately (i.e., it has the correct genotype), it is assigned the maximum fitness value, w i = L. In the case that individual i has P correct alleles and Q = L−P plastic alleles, its fitness is a random variable given by
if g ≤ G and w i = 1, otherwise. Here the number of guesses g = 1, . . . , ∞ is a geometrically distributed random variable with success probability 1/2 Q . Hence, even if the individual has learned the correct setting of neural switches, its fitness is lower than that of an individual who was born with the correct setting. The difference is the cost of learning γ g = g (L − 1) /G for g ≤ G and γ g = L − 1 otherwise. Finally, in the case that individual i has at least one innately incorrect allele, it is assigned the basal fitness value w i = 1.
The generations do not overlap and the population size is fixed, so that to create the next generation from the current one we must perform exactly N matings. The parents in a mating are two different individuals that are chosen at random from the current generation with probability proportional to their fitness. The single offspring of each mating is generated by applying the one point crossover operation: we pick one point 1 ≤ m ≤ L − 1 at random from each of parents' chromosomes to form one offspring chromosome by taking all alleles from the first parent up to the crossover point m, and all alleles from the second parent beyond the crossover point. Thus the offspring will always be a recombinant chromosome. Of course, none of the learning is passed on to the offspring, which inherits the same allelic configuration that their parents had at the different loci.
In the absence of learning (G = 1 in Eq. (1)), we have a 'needle-in-the-haystack' problem for which no search mechanisms can do much better than a random search on the configuration space. However, provided the initial frequency p 1 of alleles 1 is not too low (say, p 1 > 0.4) and for the parameter setting N = 1000 and L = 20 used in Hinton and Nowlan simulations, the evolutionary algorithm can produce the correct genotype with a sporting chance and, somewhat surprising, once this individual is produced it rapidly takes over the population and reaches fixation, despite the disrupting effect of recombination [24] .
In a biological context, the 'needle-in-the-haystack' fitness landscape entails the existence of structures that are useless until completely formed and whose evolution is difficult to explain within a purely Darwinian perspective that, roughly speaking, views evolution as a hill-climbing process on a fitness landscape [1] . Although such structures are unlikely to exist in nature -we adhere to the standard view that any complex biological organ evolved from less complex but nonetheless useful (or with different function) organs -Baldwin effect offers a theoretical framework to consider these landscapes within a purely Darwinian perspective. In Hinton and Nowlan's scenario, learning creates an increased fitness zone around the 'needle' by allowing individuals whose connections are near perfect to learn the correct setting [18, 20] . Somewhat surprisingly, although Baldwin's suggestion that behavioral goals in earlier generations could be genetically determined in the course of the evolution clearly points out to the necessity of looking at the fixation probability of the targeted traits, the quantitative studies around Hinton and Nowlan's work mainly focused on the time evolution of the allele frequencies. These studies did not analyze the fixation of allele 1 in all the L loci. For instance, Fig. 1 shows a typical result of a single run using the same parameters and time scale of the original simulations of Hinton and Nowlan (see Figure 2 of Ref. [18] ). The population is able to quickly learn the solu- tion as innately incorrect alleles 0 are eliminated from the population, although the frequency of the plastic alleles ? remains relatively high. The trouble is that this type of graph shows only that the plastic alleles (and, consequently, learning) are selected, which is not exactly an extraordinary result. To demonstrate the Baldwin effect, the plastic alleles should be eliminated as well. For instance, in the particular run shown in Fig. 1 , an allele ? fixed at one of the L loci at generation t = 91, thus precluding the fixation of the correct genotype. Undisputable evidence of Baldwin effect requires that we run the simulations until fixation of the correct genotype and average the results over very many runs. This is the aim of this paper.
III. FIXATION PROBABILITY AND MEAN TIME TO FIXATION
To calculate the fixation probabilities we must carry out a large number of independent simulations and follow the dynamics until all N chromosomes become identical (recall that in their original simulations Hinton and Nowlan neglected mutation). We denote by P 1 the fraction of runs in which we observed the fixation of the correct genotype. Note that since we are interested in P 1 only, we can abort a run whenever the fixation of alleles 0 or ? is observed at any loci. For instance, the run shown in Fig. 1 was aborted at generation t = 91 when the allele ? fixed at one of the L loci. Hence, only the runs that lead to the fixation of the correct genotype must be followed till the complete homogenization of the population.
Another trick that greatly speeds up the simulation of the learning process consists of exploring the fact that number of guesses g is a random variable distributed by a geometric distribution with probability of success 1/2 Q , where Q is the number of plastic alleles in the genome of the learner. In fact, we can easily obtain a geometric deviate g ∈ {1, 2, . . .} from a uniform deviate r ∈ (0, 1) using the transformation method [25] 
where the ceiling brackets notation x stands for the least integer greater than or equal to x. The number of runs varies from 10 5 to 10 8 to guarantee that a statistically significant number of fixations of the correct genotype occurs. This is important because we use that sample to estimate the (conditional) mean time to fixation of the correct genotype, which we denote by T 1 . Unless stated otherwise, the initial frequency of alleles are set to p 1 = p 0 = 0.25 and p ? = 0.5 in accord with Hinton and Nowlan's simulations. Figure 2 summarizes our findings for the population size N = 1000. As the independent variable we choose the parameter G, the reciprocal of which measures the difficulty of learning. For instance, for large G an individual with a few plastic alleles is certain to learn the correct setting of switches and the learning cost γ g is typically small. This results in a quasi-neutral evolution scenario, where the fitness of the correct genotype differs very little from the fitness of genotypes with a few plastic alleles. As expected, this situation is unfavorable to the fixation of the correct genotype and, accordingly, the upper panel of Fig. 2 shows a drop of the fixation probability P 1 in the regime where learning is easy. For small G, only individuals with a very small number of plastic alleles (and none allele 0) have a chance of guessing the correct switch setting. For most individuals, learning that setting is nearly impossible. The ineffectiveness of learning in this case is reflected in the very low probability of fixation of the correct genotype. In particular for G = 1 (the non-learning limit), we find that P 1 ≈ 10 for L = 20 (see the discussion of Fig. 5 for the details of this estimate) whereas for G = 1000 (the value chosen by Hinton and Nowlan) we find P 1 ≈ 0.167. This gap of 6 orders of magnitude shows that Baldwin effect in Hinton and Nowlan's scenario can make a virtual impossibility to happen with a sporting chance. Once the correct genotype fixed in the population, there is no trace left of the plastic alleles, which acted as a scaffolding mechanism to aid that fixation. The lower panel of Fig. 2 shows that the fixation takes place in a tenable time scale. Contrary to claims that the parameters of the original simulation of Hinton and Nowlan were very carefully selected [20] to facilitate the 'observation' of Baldwin effect, the results shown in Fig. 2 indicate that setting the maximum number of guesses to G = 1000 greatly overestimate the values that optimize the fixation probability P 1 or the fixation time T 1 . (We emphasize again that the simulations of Hinton and Nowlan offered no evidence of the Baldwin effect -they showed only that learning is selected.) In particular, for the parameters of Fig. 2 we find that the optimal value of G that maximizes the fixation probability P 1 is G opt ≈ 2 0.4L . The exponential increase of G opt with L is expected since the number of switch settings to be explored by the learning or guessing procedure is 2 p ? L , where p ? = 0.5 is the frequency of the plastic allele in the initial population.
For fixed G and N , increasing the chromosome length L always results in the decrease of the probability of fixation (see Fig. 2 ) and for large L we find that P 1 decreases exponentially fast with increasing L. This decrease can be compensated by increasing the population size N as illustrated in Fig. 3 . In fact, in the regime where the fixation of the correct genotype is relatively rare, say P 1 < 0.2, this probability is practically unchanged with the increase of L provided that N increases such that the ratio N 5 /2 L is kept fixed. In addition, Fig. 4 shows that the conditional mean time to fixation T 1 is a monotonically increasing function of N . In the region N 2 L , we find T 1 ∝ ln N , regardless of the chromosome length L, whereas for large N the fixation time levels off towards asymptotic values that increase with increasing L. The (theoretical) importance of the Baldwin effect is better appreciated when one considers the probability of fixation of the correct genotype P 1 as function of the initial frequency of the correct allele p 1 in the population. In fact, if that allele is widespread in the initial population (say, p 1 ≈ 0.5 for L = 20 and N = 1000) then the correct genotype has a sporting chance of fixation without need to invoke the Baldwinian evolution [24] . Accordingly, in Fig. 5 we show P 1 against p 1 for the non-learning case (G = 1) and for the learning case with G = 1000. The initial frequency of the incorrect allele is set to p 0 = p 1 and the initial frequency of the plastic allele is then p ? = 1 − 2p 1 . Of course, for p 1 = 0 we have P 1 = 0 since the fixation of the correct genotype is impossible if the correct allele is not present in the initial population. Most interestingly, these results show that if the plastic allele is rare (i.e., p 1 ≈ 0.5) then learning will actually lessen the odds of fixation of the correct genotype when compared with the non-learning scenario. However, when the plastic allele is not under-represented in the initial population, learning can produce an astronomical increase of those odds. For instance, since in the range p 1 > 0.34 the data for L = 20 and G = 1 is very well fitted by the function P 1 = 2 a−b/p1 with a ≈ 17.6 and b ≈ 10.2 (see Fig. 5 ) we can use this fitting to estimate the value of P 1 at p 1 = 0.25 and obtain P 1 ≈ 9 × 10 −8 . Recalling that P 1 ≈ 0.167 for G = 1000, we conclude that the Baldwinian evolution boosts the chances of fixation of the correct genotype by about 6 orders of magnitude for the parameter set used in the original simulation of Hinton and Nowlan. However, if those authors had used p 1 = 0.1 instead, then that improvement would amount to 24 orders of magnitude. 
IV. ADAPTIVE MAXIMUM NUMBER OF GUESSES
We note that the value of the maximum number of guesses G that maximizes the probability of fixation of the correct genotype (see Fig. 2 ) cannot be selected by the evolutionary dynamics. To check that, instead of assuming that all individuals have the same G, we assign uniformly distributed values of G in the set {1, 2, . . . , 2000} to the N individuals at generation t = 0. More specifically, we introduce an additional locus to the chromosomes, say locus L + 1, which stores the value of G. Similarly to the other loci, this G-locus is inherited by the offspring. In the rare event that the correct genotype appears in the randomly assembled initial population, we assign the value G = 0 to its G-locus. All the other chromosome types, regardless of their allelic compositions, have their G-loci assigned to random values of G. Figure 6 shows the probability distribution Π of the values of G for the runs that ended with the fixation of the correct genotype. For 10 5 independent runs that led to the desired fixation, we found that 83% of them resulted in the fixation of the G-locus as well (i.e., the individuals descended from a single ancestor), 16% resulted in two distinct values of G at the G-locus, 0.9% in three values and 0.1% in four values. The distribution of those values of G is shown in Fig. 6 together with the initial uniform distribution. The results indicate that the fitness function in Eq. (1) favors individuals with large values of G. In fact, two individuals that used the same number of guesses g to find the correct switch setting will have different fitness if they are assigned different G values. All else being equal, the fitness function in Eq. (1) increases with increasing G. Recalling that the maximum population fitness is achieved when the correct genotype fixed in the population, we have here an example where selection at the individual level, which favors large G, conflicts with selection at the population level, which favors intermediate values of G. In fact, it would be interesting to see what value of G will dominate in a metapopulation scenario [26] since, in addition to the pressure of individual selection for the largest possible Gs, there is also a conflict between the value of G that maximizes the fixation probability and the value of G that minimizes the fixation time of the correct genotype (see Fig. 2 ).
V. CONCLUSIONS
In our previous work [24] we criticized Hinton and Nowlan's paper [18] (and also Maynard Smith's [1] ) on the grounds that they incorrectly assumed that a sexual population will never be able to fix the correct genotype, even if it is discovered many times, because recombination would always disrupt this genotype. By assuming that the frequency of alleles 1 at t = 0 was p 1 = 0.5, we proved Maynard Smith's claim that "In a sexual population of 1000 with initial allele frequencies of 0.5, a fit individual would arise about once in 1000 generations . . . Mating would disrupt the optimum genotype, however, and its offspring would have lost the adaptation. In effect, a sexual population would never evolve the correct settings" to be wrong because once the good genotype appears it is expected to increase exponentially and eventually fix. However, Fig. 2 and Fig. 5 show that if we set the initial frequency of alleles to p 1 = p 0 = 0.25 and p ? = 0.5 as in Hinton and Nowlan's simulations and do not allow learning, the good genotype has (as expected) very low chances of appearing in the population.
An interesting result is that the number of queries (fitness evaluations) assumed by Hinton and Nowlan (G ≈ 2 10 because at t = 0 the average number of plastic alleles ? per individual is 10) does not maximize the fixation probability of the good genotype (Fig. 2) . The essence of the fitness function in Eq. (1) is to alter the evolutionary dynamics by smoothing the fitness landscape and provide a direct path of increasing fitness to reach the highest peak. The problem is that the cost of learning, γ g = g (L − 1) /G, decreases with increasing G which, in turn, flattens the shape of the fitness function and increases the 'neutrality' zone around the peak. This makes the probability of fixation of the good genotype (Baldwin effect) highly dependent on the maximum number of guesses allowed to each individual (Fig. 2) .
To sum up, our aim in this paper was to demonstrate and to quantify the probability of the Baldwin effect in the in silico scenario devised by Hinton and Nowlan [18] , something that has been surprisingly overlooked in the copious literature around this seminal work. Whether this effect offers a Darwin-compliant theoretical explanation to the evolution of non-reducible complex structures, or to the evolutionary emergence of high-order phenotypic traits such as consciousness or language, is ultimately an empirical question.
