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Abstract
In this work, we introduce a natural notion concerning vector finite spaces.
A family of k-dimensional subspaces of Fnq is called almost affinely disjoint
if any (k + 1)-dimensional subspace containing a subspace from the family
non-trivially intersects with only a few subspaces from the family. The cen-
tral question discussed in the paper is the polynomial growth (in q) of the
maximal cardinality of these families given the parameters k and n. For the
cases k = 1 and k = 2, optimal families are constructed. For other settings,
we find lower and upper bounds on the polynomial growth. Additionally,
some connections with problems in coding theory are shown.
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1. Introduction
Let q be a prime power and let Fq denote the finite field with q elements.
By Fnq we abbreviate the standard vector space over Fq, whose elements
are n-tuples x = (x1, . . . , xn) with xi ∈ Fq. A partial k-spread in F
n
q is a
collection of k-dimensional subspaces with pairwise trivial intersection. For
a vector u ∈ Fnq and a subspace S ⊆ F
n
q , we define the affine subspace
u+ S := {u+ v : v ∈ S}.
In this paper, we discuss two families of k-dimensional subspaces in Fnq
with the following definitions.
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Definition 1 (Almost affinely disjoint subspace family). Given positive in-
tegers k and n such that 2k < n, let F be a family of k-dimensional linear
subspaces in Fnq . This family is said to be L-almost affinely disjoint (or,
briefly, [n, k, L]q-AAD) if the two properties hold:
1. The family F is a partial k-spread of Fnq .
2. For any S ∈ F and u ∈ Fnq \ S, the affine subspace u+ S intersects at
most L subspaces from the family F .
Definition 2 (Almost sparse subspace family). Given positive integers k and
n such that 2k < n, let F be a family of k-dimensional linear subspaces in
F
n
q . This family is said to be L-almost sparse (or, shortly, [n, k, L]q-AS ) if
the two properties hold:
1. The family F is a partial k-spread of Fnq .
2. Any (k+1)-dimensional subspace in Fnq intersects non-trivially at most
L subspaces from the family F .
Remark 1. Note that the second property for almost sparse subspace fam-
ilies is stronger than the one for almost affinely disjoint subspace families.
This implies that any [n, k, L]q-AS family is an [n, k, L−1]q-AAD family. We
also remark that the spread property does not affect the asymptotic analysis
when q →∞ (see the proof of Theorem 1).
Given k, n, L and q we denote the maximal size of [n, k, L]q-AAD and
[n, k, L]q-AS families by m
AAD
q (n, k, L) and m
AS
q (n, k, L). Define the polyno-
mial growth of the maximal size of AAD and AS families by
pAAD(n, k, L) := lim sup
q→∞
logq(m
AAD
q (n, k, L)),
pAS(n, k, L) := lim sup
q→∞
logq(m
AS
q (n, k, L)).
1.1. Related work
The concept of almost sparse families is closely related to so-called weak
subspace designs introduced by Guruswami and Xing in [5] and further de-
veloped by Guruswami, Kopparty, Xing and Yuan in [2, 6]. A subspace
design is a collection of subspaces with the property that no low-dimensional
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subspace intersects with too many subspaces from the collection. Construc-
tions of subspace designs have found several applications, such as construct-
ing list-decodable error-correcting codes [5], rank-metric codes [4], dimen-
sional expanders [3]. In particular, using this concept the first determinis-
tic polynomial time construction of list-decodable codes over constant-sized
large alphabets and sub-logarithmic list size achieving the optimal rate has
been designed [2]. By explicit constructions presented in [2], we derive that
pAS(n, k, L) ≥
⌊
n−k
k+1
⌋
for L ≥ (n−1)(k+1)
⌊(n−k)/(k+1)⌋
. We note that the motivating
application for subspace designs has n growing and, thus, a straightforward
application of these results does not give an optimal result for our problem
except for the case n = 2k + 1.
Almost affinely disjoint subspace families with n = 2k + 1 were first
introduced in [10]. It was proposed to use such families for constructing
primitive batch codes defined by Ishai et al. in [8]. A primitive binary
[N,K, s]-batch code encodes a binary string x of lengthK into a binary string
y of length N , such that each multiset of k symbols from x has s mutually
disjoint recovering sets from y. The basic question is how to minimize the
redundancy, N−K, for given parametersK and s. Suppose that an [n, k, L]q-
AAD family F is given. Let K := qn. To construct a systematic batch
code, we associate K information bits with K points in Fnq and set yi := xi
for i ∈ [K]. For an affine subspace of the form v + S with S ∈ F and
v ∈ Fnq , we define a parity-check bit as a sum of information bits lying in this
affine subspace. As the number of distinct affine subspaces of such a form is
|F|qn−k, the constructed systematic code has length N = qn + |F|qn−k and
the redundancy is N − K = |F|qn−k. Moreover, it can be shown that this
construction is an [N,K, s]-batch code with s := ⌊|F|/L⌋.
A naive way for constructing AAD families is by exploiting constructions
of long linear codes with fixed minimal distance. Suppose that H(C) is
a parity-check matrix of a q-ary linear [N,K, d]q-code C of length N and
dimension K with minimal distance d = 3k + 1. Let the subspace Si be the
linear span of k consecutive columns, from the (ik + 1)-th to the (i+ 1)k-th
column, ofH(C). Then F := {S1, . . . , S⌊N/k⌋} is an [N−K, k, 1]q-AAD family.
Thus, for fixed N−K, the longer the code, the larger the constructed family.
Yekhanin and Dumer have developed a class of long non-binary codes with
a fixed distance [11]. For k = 1 and d = 3k + 1, linear [N,K, 4]q-codes are
known to be equivalent to caps in projective geometries and have been studied
extensively under this name [7, 9, 1]. By the results of [11, 1], for fixed k and
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large enough n, it holds that pADD(n, k, 1) ≥ (3k− 1)(n+ 1)/(9k2− 9k+1).
1.2. Our contribution
The main results of our paper are presented in Theorems 1-3 showing
that
n− 2k −
(k + 1)(n− k)
L+ 1
≤ pAS(n, k, L) ≤ pAAD(n, k, L− 1) ≤ n− 2k
for all ranges of parameters. Moreover, by providing explicit constructions
of AAD and AS subspace families we prove that pAS(n, 1, L) = n − 2 for
L ≥ n and pAAD(n, 2, L) = n− 4 for L ≥ 4n2 − 18n+ 21, respectively. Note
that for the special case n = 2k + 1, by constructions from [4, 10] we have
pAAD(2k+1, k, L) = 1 for L ≥ k and pAS(2k+1, k, L) = 1 for L ≥ 2k(k+1).
The remaining part of this paper is structured as follows. In Section 2,
we prove a non-existence result for AAD families. Random and explicit
constructions for AS and AAD families are presented in Section 3. We close
our paper with a conjecture in Section 4.
2. Converse bound
Theorem 1. Fix arbitrary positive integers k, n and L such that 2k < n.
Let F be an [n, k, L]q-AAD family. Then
|F| ≤ 1 + L
qn−k − 1
qk − 1
. (1)
For L = qo(1), it follows that pAS(n, k, L) ≤ n− 2k.
Proof. By m denote the cardinality of F and let Si be the ith subspace
from F . For some i ∈ [m], let Gi ∈ F
n×k
q be a matrix whose columns
span Si and let Hi ∈ F
(n−k)×n
q be a matrix whose rows span S⊥i . Notice
that HmGj ∈ F
(n−k)×k
q has full column rank because Sm and Sj have trivial
intersection. Let Gˆj ∈ F
(n−2k)×(n−k)
q be a matrix whose rows form a basis of
the space orthogonal to the column span of HmGj.
Next, we shall prove that for any non-zero vector w ∈ Fn−kq , Gˆjw is the
all-zero vector for at most L different j’s. To see this, suppose that for some
multiset {j1, . . . , jL+1} ⊂ [m − 1] of size L + 1, we have Gˆjtw = 0. This
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implies that w is in the column span of HmGjt , say that w = HmGjtyt for
some yt ∈ F
k
q . Define v := Gj1y1. So we have
w = HmGjtyt = Hmv
which means that
Gjtyt = v +Gmxt
for some xt ∈ F
k
q (e.g., x1 = 0). But this implies that v + Sm and Sjt
intersect. By Definition 1, there are at most L different j’s so that v + Sm
and Sj intersect. This leads to a contradiction.
Whenever we have a collection of m subspaces with the desired property,
we have (m− 1) matrices Gˆj ∈ F
(n−2k)×(n−k)
q so that the span of any L+1 of
them has rank n− k. We claim that we must have (1) for such a collection
of matrices {Gˆj, j ∈ [m − 1]} to exist. Indeed, let x be a random non-zero
vector in Fn−kq . We observe that the expectation is
E
∣∣∣{j ∈ [m− 1] : Gˆjx = 0}∣∣∣ = (m− 1) Pr{Gˆjx = 0} = (m− 1) qk − 1
qn−k − 1
.
So if m > L q
n−k−1
qk−1
+ 1, there exists some vector w ∈ Fn−kq so that Gˆjw = 0
for at least L+ 1 different j’s. This contradiction completes the proof.
Remark 2. Note that if we change the definition of an AAD subspace family
by dropping the first property in Definition 1, then the matrices HmGj would
have full rank for at least m− L− 1 different j’s. This results in the bound
m ≤ L q
n−k−1
qk−1
+ L+ 1.
3. Constructions
In this section, we provide new random and explicit constructions of AAD
and AS families. We first show the existence result on AS families in Sec-
tion 3.1. Section 3.2 presents a novel construction for k = 1 and k = 2.
3.1. Random construction
Theorem 2. For any fixed integers L, n, k and q → ∞, there exists an
[n, k, L]q-AS family of size m
AS
q (n, k, L), where
m∗q(n, k, L) := q
n−2k−
(n−k)(k+1)
(L+1) (1 + o(1)).
For fixed L, it follows that pAS(n, k, L) ≥ n− 2k − (n− k)(k + 1)/(L+ 1).
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Proof. The number of k-dimensional subspaces in Fnq equals
sk :=
(qn − 1) . . . (qn − qk−1)
(qk − 1) . . . (qk − qk−1)
= Θ(qk(n−k)).
We form a family of k-dimensional subspaces, written as F := {S1, . . . , SM},
of sizeM = qn−2k−(n−k)(k+1)/(L+1) by choosing each subspace Si independently
and equiprobably with probability 1/sk. So, it is possible that Si = Sj for
some i 6= j.
Define ξ = |{(i, j) : i, j ∈ [M ], i < j, |Si ∩ Sj | 6= 1}|, the number of pairs
(i, j) with i < j such that Si and Sj have the non-trivial intersection. We
will estimate the expectation of ξ. The number of k-dimensional subspaces
that do not intersect with a fixed k-dimensional subspace (except the origin
point) is equal to
gk :=
(qn − qk) . . . (qn − q2k−1)
(qk − 1) . . . (qk − qk−1)
.
Thus, two random k-dimensional subspaces have a trivial intersection with
probability gk/sk. The mathematical expectation of ξ is then upper bounded
as follows
Eξ ≤
∑
1≤i<j≤M
Pr{|Vi ∩ Vj | 6= 1} =
∑
1≤i<j≤M
(
1−
gk
sk
)
≤
(
M
2
)(
1−
(qn − qk) . . . (qn − q2k−1)
(qn − 1) . . . (qn − qk−1)
)
< M2
(
1−
(
qnk − qn(k−1)
2k−1∑
i=k
qi
)/
qnk
)
=M2(q2k−1−n + o(q2k−1−n)).
This expression is less than o(M) for large enough q. By the Markov inequal-
ity, with probability at least 1−o(1) there exists a family F of size M , which
contains at most o(M) pairs of subspaces with the non-trivial intersection.
If we delete one of the intersecting subspaces for each pair, then we obtain
a family F ′ ⊂ F of subspaces of size at least M − o(M) satisfying the first
property of Definition 2.
Now we compute the probability that the second property of Definition 2
is violated. The number of k-dimensional subspaces that trivially intersect
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with a fixed (k + 1)-dimensional subspace, written as V , is equal to
uk :=
(qn − qk+1) . . . (qn − q2k)
(qk − 1) . . . (qk − qk−1)
.
Thus, the probability that Si does not intersect V equals uk/sk. Let FV ⊆ F
be the set of subspaces in F that non-trivially intersect V , i.e., FV := {S ∈
F , |S ∩V | 6= 1}. Applying the union bound, we can estimate the probability
that V intersects at least L+ 1 subspaces in F by
Pr[|FV | ≥ L+ 1] ≤
(
M
L+ 1
)(
1−
uk
sk
)L+1
=
(
M
L+ 1
)(
1−
(qn − qk+1) . . . (qn − q2k)
(qn − 1) . . . (qn − qk−1)
)L+1
< ML+1
(
1−
(
qnk − qn(k−1)
2k∑
i=k+1
qi
)
/qnk
)L+1
=ML+1(q2k−n + o(q2k−n))L+1
< q−(n−k)(k+1)(1 + o(1)).
Recall that the total number of (k+1)-dimensional subspaces is sk+1, which
is Θ(q(k+1)(n−k−1)). Hence, by the union bound,
sk+1 · Pr[|FV ≥ L+ 1|] < q
−1−k + o(q−1−k),
we have that with probability o(1) the second property is violated. This
completes the proof of the existence of a [n, k, L]-AS family of size M −
o(M).
3.2. Explicit constructions
Construction 1. Let q ≥ nk, m = qn−2k and γ be a primitive element of
Fq. For i ∈ [m], define Si to be the span of vectors {vi,1, . . . , vi,k} with
vi,j :=
(
ej Γj(ci) hj(ci)
)
for j ∈ [k],
where ej is the unit vector of length k having one in the jth position, ci is a
codeword of an [n−k−1, n−2k, k]q Reed-Solomon code having the following
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parity-check matrix
HRS :=


1 1 1 · · · 1
1 γ γ2 · · · γn−k−2
...
...
...
. . .
...
1 γk−2 γ2(k−2) · · · γ(n−k−2)(k−2)

 (2)
and the map Γj : F
n−k−1
q → F
n−k−1
q is defined by
Γj(x) :=
(
γj−1x1 γ
2(j−1)x2 γ
3(j−1)x3 · · · γ
(n−k−1)(j−1)xn−k−1
)
,
and the function hj(x) :=
∑n−k−1
p=1 x
(j−1)(n−k−1)+p+1
p . Then we set Fn,k to be
the collection of Si’s.
Theorem 3. The family Fn,k from Construction 1 is a partial spread of
k-dimensional subspaces in Fnq . Moreover, for k = 1 and k = 2, Fn,k is
[n, k, Ln,k]q-AAD with Ln,1 = n− 1 and Ln,2 = 1 + 2(n− 2)(2n− 5).
Proof. The linear span of vectors {vi,1, . . . , vi,k} defines a k-dimensional sub-
space in Fnq as the restriction of vi,j to the first k coordinates is ej. Suppose
that Si and Sj have the non-trivial intersection. Thus, the rank of the system
of vectors {vi1, . . . , vi,k, vj,1, . . . , vj,k} is at most 2k− 1. This yields that the
rank of the system of vectors {Γ1(ci − cj),Γ2(ci − cj), . . . ,Γk(ci − cj)} is not
full. Since ci − cj is a non-zero codeword of the Reed-Solomon code with
minimum distance k, there exist k coordinates p1, . . . , pk ∈ [n− k − 1] such
that ut := ci,pt−cj,pt 6= 0 for t ∈ [k]. Thus, after restricting each vector of the
system onto coordinates p1, . . . , pk, the non-full rank property is equivalent
to that the determinant
det


u1 u2 · · · uk
γp1u1 γ
p2u2 · · · γ
pkuk
...
...
. . .
...
γp1(k−1)u1 γ
p2(k−1)u2 · · · γ
pk(k−1)uk

 =
k∏
t=1
ut
∏
1≤s<r≤k
(γpr − γps)
is zero. However, since γ is a primitive element of the field Fq with q ≥ nk
and all ut’s are non-zero, the determinant cannot be zero, which contradicts
the assumption that Si and Sj intersect non-trivially. Thus, the family Fn,k
is indeed a partial spread.
Suppose that for some v ∈ Fnq 6∈ Si, the linear span of v and Si, written
as V , intersects more than Ln,k subspaces from the family Fn,k. Note that
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we can replace the vector v with a non-zero vector from one of the Ln,k + 1
subspaces intersecting V . So, let α ∈ Fkq and v = vj(α) :=
∑k
t=1 αtvj,t for
some j ∈ [m]\{i}. In what follows, we estimate the number of ℓ ∈ [m]\{i, j}
such that there exists a β ∈ Fkq and vℓ(β) belongs to V . This is equivalent
to the property that the system of vectors {vi,1, . . . , vi,k, vj(α), vℓ(β)} is of
rank at most k + 1. By the structure of the vectors vi,t’s, this implies that
the rank of
Rβ,ℓ :=
(∑k
t=1 αtΓt(cj − ci)
∑k
t=1 αt(ht(cj)− ht(ci))∑k
t=1 βtΓt(cℓ − ci)
∑k
t=1 βt(ht(cℓ)− ht(ci))
)
is one. Note that for any nonzero α, there are at most k − 1 different
p ∈ [n − k − 1] so that
∑k
t=1 αtγ
(t−1)p = 0. Since cj − ci has the Hamming
weight at least k, there exists at least one coordinate p0 ∈ [n − k − 1] such
that the p0th entry of the vector
∑k
t=1 αtΓt(cj − ci) is non-zero.
Lemma 4. Given a non-zero vector β ∈ Fkq , there exist at most k(n − k)
different cℓ’s from the Reed-Solomon code defined by (2) such that the matrix
Rβ,ℓ has rank 1.
Proof. If Rβ,ℓ has rank 1, then every column in the left part ofRβ,ℓ (consisting
of the first n−k−1 columns) is linearly dependent of the p0th column, which
is known to be non-zero. Moreover, the dependence can be found by the first
row in Rβ,ℓ. Thus for any p ∈ [n− k − 1], there exists some element φp ∈ Fq
so that
(cℓ,p − ci,p)
k∑
t=1
βtγ
(t−1)p = φp(cℓ,p0 − ci,p0)
k∑
t=1
βtγ
(t−1)p0 . (3)
Recall that
∑k
t=1 βtγ
(t−1)p = 0 for at most k − 1 values of p ∈ [n − k − 1].
We have additionally restrictions imposed by the parity-check matrix (2),
namely, ∀t ∈ [k − 1]
n−k−1∑
p=1
γ(p−1)(t−1)(cℓ,p − ci,p) = 0. (4)
Thus, the system of equations (3)-(4) with at least n−k−2 linear independent
equations for variables {cℓ,p, p ∈ [n− k− 1] \ {p0}} has at most one solution.
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In other words, cℓ,p = apcℓ,p0 + bp with some ap, bp ∈ Fq and p ∈ [n− k − 1].
This implies that the determinant
det
(∑k
t=1 αtγ
(t−1)p0(cj,p0 − ci,p0)
∑k
t=1 αt(h(cj)− h(ci))∑k
t=1 βtγ
(t−1)p0(cℓ,p0 − ci,p0)
∑k
t=1 βt(h(cℓ)− h(ci))
)
is zero. Note that the entry
k∑
t=1
βt(h(cℓ)− h(ci))
=
k∑
t=1
βt
n−k−1∑
p=1
(apcℓ,p0 + bp)
(t−1)(n−k−1)+p+1 − c
(t−1)(n−k−1)+p+1
i,p )
is a polynomial in cℓ,p0 of degree at least p0+1 and at most k(n−k−1)+1 ≤
k(n − k). Therefore, the determinant represents a non-trivial univariate
polynomial in cℓ,p0 of degree at least p0+1 and at most k(n−k). Since q ≥ nk,
there are at most k(n− k) solutions for cℓ,p0 vanishing the determinant.
Let us proceed with proving the remaining statement of this theorem.
For this purpose, for k = 1, 2, we estimate the number of possible β’s such
that the first n− k − 1 columns of Rβ,ℓ are collinear to the p0th column and
apply Lemma 4.
For the case k = 1, we first note that we can scale vector β and, thus,
have β = (β1) = (1). By Lemma 4, the number of distinct appropriate ℓ’s is
at most n− 1. Thus, Fn,1 is an [n, 1, L]q-AAD family.
Now we discuss the case k = 2. Suppose that β is not collinear to the
vector (1,−1). Since β can be appropriately scaled, we shall estimate the
number of suspicious β = (β1, 1 − β1) which means that there might exist
some cℓ from the Reed-Solomon code for such β so that Rβ,ℓ is degenerate.
Define the set B that includes β = (1, 0) and β’s with the property β1+(1−
β1)γ
p = 0 for some p ∈ [n− 3]. Consider a β 6∈ B. If Rβ,ℓ has rank 1, then
two rows of Rβ,ℓ are collinear and there exists some non-zero λ ∈ Fq such
that
cℓ,p − ci,p = λ
(α1 + α2γ
p)(cj,p − ci,p)
β1 + (1− β1)γp
for p ∈ [n− 3]. (5)
Let wp denote the numerator of the above fraction. Recall that there
exists p0 such that wp0 6= 0. From the parity-check property
∑n−3
p=1(cℓ,p −
10
ci,p) = 0 imposed by (2), we thus derive
n−3∑
p=1
wp
β1 + (1− β1)γp
= 0 ⇔
n−3∑
p=1
wp
∏
t6=p
(β1 + (1− β1)γ
t) = 0.
We can think of the left-hand side of the above equation as a non-trivial
univariate polynomial in β1 of degree at most n−4. Indeed, the polynomial is
non-trivial as its evaluation at β∗1 satisfying β
∗
1+(1−β
∗
1)γ
p0 = 0 is wp0
n−3∏
t=1
t6=p0
(β∗1+
(1−β∗1)γ
t) 6= 0. Therefore, there are at most n−4 suspicious β’s not included
to B and non-collinear to (1,−1) such that the vector
∑2
t=1 βtΓt(cj − ci) is
collinear to
∑2
t=1 βtΓt(cℓ−ci). Define D to be the the union of suspicious β’s,
the set B and the vector (1,−1). As |D| ≤ 2n−5, it can be easily verified that
by Lemma 4, Fn,2 is an [n, 2, L]q-AAD family with L = 1+2(n−2)(2n−5).
Remark 3. Note that any [n, 1, L]q-AAD family is also an [n, 1, L+ 1]q-AS
family. Therefore, pAS(n, 1, n) = p(n, 1, n− 1) = n− 2.
4. Conclusion
In this paper, we have introduced new notions concerning vector finite
spaces which we have called almost affinely disjoint and almost sparse families
of subspaces. We have presented lower and upper bounds on the polynomial
growth of the maximal sizes of these families. For the cases k = 1 and k = 2,
our explicit constructions asymptotically achieve the converse bound. We
conjecture that for any k, n and a large enough L = L(n, k), the quantities
pADD(n, k, L) and pAS(n, k, L) are equal to n− 2k.
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