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Abstract
The numerical range of holomorphic mappings arises in many aspects
of nonlinear analysis, finite and infinite dimensional holomorphy, and com-
plex dynamical systems. In particular, this notion plays a crucial role in
establishing exponential and product formulas for semigroups of holomor-
phic mappings, the study of flow invariance and range conditions, geo-
metric function theory in finite and infinite dimensional Banach spaces,
and in the study of complete and semi-complete vector fields and their ap-
plications to starlike and spirallike mappings, and to Bloch (univalence)
radii for locally biholomorphic mappings.
In the present paper we establish lower and upper bounds for the
numerical range of holomorphic mappings in Banach spaces. In addition,
we study and discuss some geometric and quantitative analytic aspects of
fixed point theory, nonlinear resolvents of holomorphic mappings, Bloch
radii, as well as radii of starlikeness and spirallikeness.
1 Introduction and preliminaries
Let X∗ denote the dual of a complex Banach space X and let 〈x, x∗〉 denote the
duality pairing of x ∈ X and x∗ ∈ X∗. For each x ∈ X , the set J(x), defined
by
J(x) := {x∗ ∈ X∗ : 〈x, x∗〉 = ‖x‖2 = ‖x∗‖2},
∗Partially supported by the ERC grant “HEVO - Holomorphic Evolution Equations” no.
277691.
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is not empty by the Hahn–Banach theorem, and is a closed and convex subset
of X∗.
Let D be a domain in X and let f : D → X be a mapping. We use the
notation supx∈D Re〈f(x), x∗〉 for the supremum of Re〈f(x), x∗〉 over all pairs
x ∈ D and x∗ ∈ J(x).
We denote by BR := {x ∈ X : ‖x‖ < R} the open ball centered at the origin
of radius R in the complex Banach space X .
Definition 1 (cf. [12] and [14]) Let h : BR → X be continuous on the clo-
sure BR of BR. We define the set
VBR(h) := {〈h(x), x∗〉 : ‖x‖ = R, x∗ ∈ J(x)}
and call it the numerical range of h with respect to BR.
The number |VBR(h)| := sup{|〈h(x), x∗〉| : ‖x‖ = R, x∗ ∈ J(x)} is called
the numerical radius of h with respect to BR.
We denote by Hol(D, X) the set of all holomorphic mappings from a domain
D ⊂ X into X .
Definition 2 (cf. [12] and [14]) Let h ∈ Hol(BR, X). We say that h is (holo-
morphically) dissipative if
lim sup
s→1−
supRe VBR(hs) ≤ 0,
where hs(x) := h(sx), 0 ≤ s < 1.
In view of their numerous applications, dissipative mappings which are not
necessarily holomorphic constitute an important class of mappings in complex
Banach spaces. In this paper we introduce the following more general notion.
Definition 3 Given ω, θ ∈ R, a mapping h : BR→X is called (ω, θ)-dissipative
(or just quasi-dissipative) on BR if there exists ε > 0 such that
Re 〈eiθh(x), x∗〉 ≤ ω, (1)
for all x satisfying R − ε < ‖x‖ < R and x∗ ∈ J(x).
For a holomorphic mapping h on the unit ball B = B1 the above definition
means that for each s ∈ (1− ε, 1), the closed convex hull of the numerical
range of each hs is not the whole complex plane, or which is one and the same,
h : B → X is quasi-dissipative if there is ε > 0 such that the closed convex hull
of the set
Ωε(h) := {〈h(x), x∗〉 : 1− ε < ‖x‖ < 1, x∗ ∈ J(x)}
is not the whole complex plane C.
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Obviously, a holomorphic (0, 0)-dissipative mapping on the unit ball is holo-
morphically dissipative in the sense of Definition 2. Also note that (0, pi)-
dissipative mappings are sometimes called holomorphically accretive [7].
One of the general problems we intend to study is the following one:
Given a quasi-dissipative mapping h on the open unit ball B, find r ∈ (0, 1)
(if it exists) such that h is dissipative on the ball Br.
Since every holomorphic mapping h on a domain D is locally Lipschitzian,
it follows that the Cauchy problem
dx(t)
dt
= h(x(t))
x(0) = x0
has a unique continuous solution x (t) defined on the interval [0, T ] , where T
depends on the initial value x0 ∈ D.
The mapping −h is said to be a semi-complete vector field on D if for each
x0 ∈ D, this solution is well defined on the right half-axis [0,∞) and the values
of x (t) belong to D for each initial data x0 ∈ D. In this situation, h generates
a one-parameter semigroup of holomorphic self-mappings of D [20].
Note that it may happen that −h is not semi-complete on the whole domain
of definition D, but it is semi-complete on some open subset of D. In this case
we say that −h is a locally semi-complete vector field.
It is known (see, for example, [20]) that if h is holomorphic on BR, then −h
is semi-complete on BR if and only if h is dissipative on BR.
Moreover, it turns out that if the numerical range of h (say, with respect
to the open unit ball B of X) is not the whole complex plane, then for each
r ∈ (0, 1), there is a real number ω = ω (r) such that the perturbed mapping
ωI − h is semi-complete on the ball Br. The question is how this number ω
depends on r and how to find the minimal value of the function ω (r) with
respect to r ∈ (0, 1) .
By using the exponential formula for semigroups of holomorphic mappings
(see, for example, [20]) one can see that this problem is equivalent to the fol-
lowing one. Find a function ω (r) on the interval (0, 1) such that the nonlinear
resolvent (λI − h)−1 is well defined on the ball Bρ of radius ρ = (λ− ω (r)) r
for all λ ≥ ω (r) and maps this ball into Br. We will study this problem in more
detail in the third section of our paper.
In this case it is also of interest, in analogy with the linear theory, to de-
termine if the associated resolvent mapping (λI − h)−1 ◦ (λ − ω(r))I can be
extended to a sector in the complex plane with vertex at ω(r) and to estimate
the angle of its opening.
For a holomorphic mapping h : B → X , one says that it has unit radius of
boundedness if it is bounded on each subset strictly inside B ([8, 12]; see also
[2, 3]).
It follows from a result of L. A. Harris [12] that a holomorphic mapping on
B has unit radius of boundedness if and only if its numerical radius |VD(h)| is
bounded with respect to any convex subset D in B. Moreover, it was shown in
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[14] that this is equivalent to a formally weaker condition, namely,
lim sup
r→1−
sup
‖x‖=r
Re 〈h(x), x∗〉 <∞.
The problem of verifying whether a holomorphic mapping has unit radius
of boundedness, as well as the general study of its numerical ranges, arise in
many aspects of infinite dimensional holomorphy (see, for example, [8, 12])
and complex dynamical systems [1, 20]. In particular, they play a crucial role
in establishing exponential and product formulas for semigroups of holomorphic
mappings [18, 19], the study of flow invariance and range conditions in nonlinear
analysis [14, 17], and geometric function theory in finite and infinite dimensional
Banach spaces [20]. They were specifically used for the class of semi-complete
vector fields (or infinitesimal generators) in their applications to the study of
starlike and spirallike mappings [20], and Bloch (univalence) radii [14] for locally
biholomorphic mappings. Other pertinent papers include [10], [11] and [21].
Observe also that the concept of unit radius of boundedness for holomorphic
mappings is a specific phenomenon in the infinite dimensional case because in
a finite dimensional Banach space each holomorphic mapping on the unit ball
is bounded on each subset strictly inside the ball. This is no longer true in the
general case. Relevant examples can be found in [5].
2 Lower and upper bounds for the numerical
range
Let D be a domain in X, 0 ∈ D and let h : D → X be holomorphic. Since h is
locally bounded, there is a ball BR in D such that
NR := sup
‖x‖<R
Re 〈h(x), x∗〉 <∞. (2)
Also, for each r < R, we use the quantity
Nr := sup
‖x‖=r
Re 〈h(x), x∗〉 . (3)
The first aim of this section is the following one.
(i) Find an explicit upper bound F(r) for Nr which depends only on h(0),
h′(0) and NR such that
lim
r→R−
F (r) = NR. (4)
On the other hand, it might happen that for a given R > 0, the value of
NR
(
:= sup‖x‖<RRe 〈h(x), x∗〉
)
is not bounded, while the convex hull of the
numerical range of h is not the whole plane. This is equivalent to the fact that
for some real θ,
NR (θ) := sup
‖x‖<R
Re
〈
eiθh(x), x∗
〉
<∞ . (5)
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In other words, it may happen that even if NR (θ) is finite for some real θ,
the value NR (0) = NR is not finite. A simple example is given in X = C,
the complex plane, by the mapping h(x) = ix
1 + x
1− x with R = 1 and θ =
pi
2
.
Nevertheless, for each r < R, the value Nr is finite on the smaller ball {x ∈ X :
‖x‖ ≤ r}.
Therefore the following problem is also relevant.
(ii) Knowing the value NR(θ), find an explicit upper bound F (r, θ) for
sup‖x‖=r Re 〈h(x), x∗〉, which depends only on h(0), h′(0), θ and NR(θ), and
such that F (r, 0) = F (r).
Then, by definition, this function also gives us growth estimates for the upper
bound of the numerical range of h with respect to r ≤ R .
Similarly, one can consider the problem of finding growth estimates for the
function
Mr(θ) := sup
‖x‖=r
Re
〈
eiθ(h(x) − h(0)), x∗〉
by using a suitable computable function Ψ (r, θ) such that
Mr(θ) ≤ Ψ(r, θ) and lim
r→R−
Ψ(r, 0) =MR (0) ,
where
MR(θ) := sup
‖x‖<R
Re
〈
eiθ(h(x)− h(0)), x∗〉 .
Let us start solving Problem (i):
Proposition 4 Let h be a holomorphic mapping on BR and assume that
NR = sup
‖x‖<R
Re 〈h(x), x∗〉 <∞ .
Then the following estimate holds:
Nr = sup
‖x‖=r
Re 〈h(x), x∗〉 ≤ F (r) ,
where
F (r) := r ‖h(0)‖
(
1− r
2
R2
)
+
r2
R+ r
[
(R− r)L+ 2r · NR
R2
]
and L := sup‖u‖=1Re 〈h′(0)u, u∗〉 ≤ NRR2 .
Proof. Let g : ∆R → C be a holomorphic function in ∆R := {z ∈ C : |z| < R}
for some R > 0. By the Hadamard–Borel–Carathe´odory inequality, for all
ζ ∈ ∆R such that |ζ| = r ∈ (0, R) we have
Re g(ζ) ≤ R− r
R+ r
Re g(0) +
2r
R+ r
sup
|ξ|<R
Re g(ξ). (6)
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Now, let f : ∆R → C be a holomorphic function and consider the holomorphic
function g : ∆R → C defined by
g(ζ) :=
{
f(ζ)−f(0)
ζ
+ f(0)
R2
ζ, ζ 6= 0
f ′(0) ζ = 0.
(7)
Note that
Re f ′(0) = Re g(0) ≤ lim sup
r→R−
max
|ζ|=r
Re g(ζ)
= lim sup
r→R−
max
|ζ|=r
1
r2
[
Re f(ζ)ζ − Re
(
f(0)ζ
(
1− r
2
R2
))]
≤ 1
R2
sup
|ζ|<R
Re f(ζ)ζ.
(8)
Moreover, applying (6) to (7), for all ζ such that |ζ| = r ∈ (0, R), we obtain
Re(ζf(ζ)) ≤
(
1− r
2
R2
)
Re(ζf(0))
+ r2
[
Re f ′(0)
R − r
R + r
+
2r
R2(R+ r)
sup
|ξ|<R
Re
(
ξf(ξ)
)]
.
(9)
Let now u ∈ X , ‖u‖ = 1. Fix u∗ ∈ J(u) and consider the holomorphic
function f : ∆R → C defined by f(ζ) = 〈h(ζu), u∗〉. Applying (9) to this f and
taking into account (8), we can easily complete the proof of the proposition.
Remark 5 Note that inequality (9) is, in fact, equivalent to the Hadamard–
Borel–Carathe´odory inequality (6). Simply apply (9) to the holomorphic func-
tion f(ζ) = ζg(ζ).
The solution to Problem (ii) is the content of the next result:
Proposition 6 Let h be a holomorphic mapping on BR and assume that
NR (θ) := sup
‖x‖<R
Re
〈
eiθh(x), x∗
〉
<∞.
Then
sup
‖x‖=r
Re 〈h(x), x∗〉 ≤ F1 (r, θ) ,
where
F1 (r, θ) := sup
‖x‖=r
Re
(
〈h(0), x∗〉 − r
2
R2
〈eiθh(0), x∗〉
)
+ r2
[
L+ L (θ, r)
(
1
R2
NR (θ)− l(θ)
)]
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with
L(θ, r) = 2r(R − r cos θ)
R2 − r2 , l (θ) := inf‖u‖=1Re
〈
eiθh′(0)u, u∗
〉
, (10)
and L := sup‖u‖=1Re 〈h′(0)u, u∗〉 ≤ NRR2 .
Proof. Let g : ∆R → C be a holomorphic function. By the Kresin–Maz’ya
inequalities (see [16]), for all ζ ∈ ∆R with |ζ| = r < R, we have
Re
(
eiθ (g(ζ) − g(0))) ≤ L(θ, r)[ sup
|ξ|<R
Re g(ξ)− Re g(0)]. (11)
Now, given a holomorphic function f : ∆R → C, let g be the holomorphic
function defined in (7). By (8),
lim sup
r→R−
max
|ζ|=r
Re g(ζ) ≤ 1
R2
sup
|ζ|<R
Re f(ζ)ζ.
Hence, applying (11) to the function g, for all ζ such that |ζ| = r ∈ (0, R), we
obtain
Re eiθf(ζ)ζ ≤ Re eiθ
(
f(0)− 1
R2
f(0)r2
)
+ r2
[
Re
(
f ′(0)
(
eiθ − L(θ, r)))+ 1
R2
L (θ, r) sup
|ξ|<R
Re f(ξ)ξ
]
.
(12)
Let now u ∈ X , ‖u‖ = 1. Fix u∗ ∈ J(u) and consider the holomorphic function
f : ∆R → C defined by f(ζ) = 〈h(ζu), u∗〉. Applying (12) to such an f and
taking into account (8), we can easily finish the proof of this proposition.
Remark 7 The proofs of Propositions 4 and 6 we gave in the original manu-
script were more involved and did not rely immediately on the Hadamard–Borel–
Carathe´odory–Kresin–Maz’ya inequalities. We thank one of the anonymous ref-
erees for suggesting the shorter proofs contained here.
Remark 8 Let h be a holomorphic mapping on BR and assume that NR < +∞.
Suppose that h(0) = 0. From the proof of Proposition 6, using (12) with θ = 0,
it follows that for all x ∈ BR and x∗ ∈ J(x),
Re〈h(x), x∗〉 ≤ Re [〈h′(0)x, x∗〉(1− L(0, r))] + ‖x‖
2
R2
L(0, r)NR.
As we have already mentioned, sometimes it is more convenient to study
growth estimates for the function
Mr(θ) = sup
‖x‖=r
Re
〈
eiθ(h(x)− h(0)), x∗〉
with respect to r ∈ (0, R) . Of course, this can be done by using Proposition 6.
However, in the same spirit of the previous proof, but using a different auxiliary
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function f , one can obtain slightly better estimates. As a matter of notation, if
h : BR → X is holomorphic, r ∈ (0, R) and θ ∈ R, let
L(θ) := sup
‖u‖=1
Re
〈
eiθh′(0)u, u∗
〉
,
and
mr(θ) := inf‖x‖=r
Re
〈
eiθ (h(x) − h (0)) , x∗〉 .
Moreover,MR(θ) := sup‖x‖<RRe
〈
eiθ(h(x) − h(0)), x∗〉, and similarly we define
mR(θ). The symbols L(θ, r) and l(θ) were introduced in (10). With these
notations at hand we can state and prove the following result:
Proposition 9 Let h be a holomorphic mapping on the ball BR in X. Given
θ ∈ R, R > 0 and r ∈ (0, R], we have
mr(θ) ≤ r2l(θ) ≤ r2L(θ) ≤Mr(θ). (13)
Moreover, for all x ∈ BR such that ‖x‖ = r < R and x∗ ∈ J(x) we have
r2
(
l(0) + L(θ, r)
(
mR(θ)
R2
− L(θ)
))
≤ Re 〈(h(x)− h(0)) , x∗〉
≤ r2
[
L(θ, r)
(
MR(θ)
R2
− l(θ)
)
+ L(0)
]
.
(14)
Proof. The proof is a slight modification of the proof of Proposition 6, plus the
lower bound estimates given by the Kresin–Maz’ya inequalities.
If f : ∆R → C is a holomorphic function, we consider the auxiliary holomor-
phic function g : ∆R → C defined by
g(ζ) :=
{
eiθ f(ζ)−f(0)
ζ
ζ 6= 0,
eiθf ′(0) ζ = 0.
(15)
Applying (11) with −θ instead of θ to the function g, and taking into account
that L(θ, r) = L(−θ, r), for ζ ∈ ∆R, |ζ| = r < R, we obtain
Re[f(ζ)− f(0)]ζ ≤r2(L(θ, r) 1
R2
sup
|ξ|<R
Re
(
eiθ[f(ζ)− f(0)]ζ)
+Re
[
(e−iθ − L (θ, r))eiθf ′(0)]). (16)
Let now u ∈ X , ‖u‖ = 1. Fix u∗ ∈ J(u) and consider the holomorphic function
f : ∆R → C defined by f(ζ) = 〈h(ζu), u∗〉. Applying (16) to f , we obtain
Mr(0) ≤ r2
[
L(θ, r)
(
MR(θ)
R2
− l(θ)
)
+ L(0)
]
, (17)
which gives the upper bound in (14).
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Note that for each θ ∈ R and x ∈ BR such that ‖x‖ = r ≤ R, x = ζu, |ζ| = r,
x∗ ∈ J(x), it follows from the maximum principle for harmonic functions that
Re
〈
eiθh′(0)u, u∗
〉
= Re eiθf ′(0) = Re g(0) ≤ max
|ζ|=r
Re g(ζ)
≤ 1
r2
sup
‖x‖=r
Re
〈
eiθ [h(x)− h(0)] , x∗〉 = 1
r2
Mr(θ),
which implies that, for each r ∈ (0, R),
l(θ) ≤ L(θ) ≤ Mr(θ)
r2
,
giving the upper estimates in (13).
In order to get the lower estimates, let us recall the Kresin–Maz’ya lower
bound (see [16]). Let g : ∆R → C be a holomorphic function. Then, given
θ ∈ R, for all ζ ∈ ∆R with |ζ| = r < R we have
Re
(
eiθ (g(ζ) − g(0))) ≥ L(θ, r)[ inf
|ξ|<R
Re g(ξ)− Re g(0)]. (18)
Then, one can argue exactly as before, just replacing (11) with (18).
Corollary 10 (Rigidity property) Let h : BR → X be holomorphic and as-
sume that for some θ ∈ R, one of the following equalities holds:
MR(θ) = R
2l (θ)
or
mR(θ) = R
2L (θ) .
Then the second equality holds too and h is, in fact, an affine mapping: h (x) =
h′ (0)x + h (0) . In particular, if h (0) = 0, then h is a linear operator, that is,
h (x) = h′ (0)x.
Proof. If the first equality holds, then l (θ) = L (θ) by (13), and hence by (14),
l (0) = L (0) , whence by (14),
Re 〈(h(x)− h(0)) , x∗〉 ≤ r2l (0) = inf
‖u‖=1
Re 〈h′(0)u, u∗〉 ,
where ‖x‖ = r < R.
Since 〈h′(0)u, u∗〉 = g(0), where, as above, g(ζ) = 1
ζ
〈h(ζu) − h(0), u∗〉, this
implies that
Re g(ζ) ≤ Re g(0), |ζ| < R.
Hence, by the maximum principle for harmonic functions, Re g(ζ) = Re g(0) in
∆R, which means that
〈h(x)− h(0)− h′(0)x, x∗〉 = 0
for all x ∈ BR and x∗ ∈ J(x).
Now it follows from Proposition 1 in [12] that h (x) = h (0)+h′ (0)x and we
are done.
Similarly, one can get the same conclusion if the second equality holds.
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Remark 11 Let h : BR → X be holomorphic. Let MR = MR(0) and u ∈ X,
‖u‖ = 1. Fix u∗ ∈ J(u) and consider the holomorphic function f : ∆R → C
defined by f(ζ) = 〈h(ζu), u∗〉. Equation (6) applied to the function g defined in
(7) implies that
r2L ≤Mr ≤ R− r
R+ r
L+
2r
R+ r
MR. (19)
Also, by the same token and using the classical Littlewood two-sided estimates
(see [16]), one can establish another lower bound for Mr. Namely,
r2p (r) ≤Mr,
where
p (r) =
R+ r
R− r · L−
2r
R− r ·
1
R2
MR.
However, the left-hand side inequality in (19) is better. Indeed, this inequality
says that for all r ∈ (0, R], L ≤ Mr
r2
, and, in particular,
L ≤ MR
R2
,
which, in turn, implies that for r ∈ (0, R),
p (r) ≤ R+ r
R− r · L−
2r
R− r · L = L.
An immediate consequence of Proposition 4 is the following growth estimate
for the numerical radius which, in its turn implies, by Proposition 1 in [12], an
estimate for the growth of the norm of h.
Corollary 12 Let h : BR → X be a holomorphic mapping on BR with h (0) = 0
and assume that NR (h) := sup‖x‖<RRe 〈h(x), x∗〉 is finite. Then for each r ∈
(0, R), the values |Vr(h)| = sup‖x‖<r |〈h(x), x∗〉| and Wr (h) = sup‖x‖≤r ‖h(x)‖
are finite. Moreover,
|Vr(h)| ≤ r
2
R+ r
[
(R− r)L + 2rNR
R2
]
,
and
|Wr(h)| ≤ 2R
2
(R− r)2 |VR(h)| .
In particular, if the closed convex hull of the numerical range of a holomor-
phic mapping on the unit ball is not the whole complex plane, then it has unit
radius of boundedness.
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3 Nonlinear resolvents of holomorphic mappings
and semi-complete vector fields
We start this section with the following notions.
Definition 13 Let D be a domain in X, D ∋ 0, and let h : D → X be holomor-
phic. We define the resolvent set ρ(h) ⊆ C of h to be the set of those complex
numbers λ ∈ C for which there is an open set Dλ ⊆ D, Dλ ∋ 0, such that λI−h
is holomorphically invertible on Dλ. The complement σ(h) of ρ(h) is called the
spectrum of h.
In other words, the spectrum σ(h) of h consists of those λ ∈ C such that it
is not possible to find an open subset Dλ and a neighborhood Vλ ⊆ (λI −h)Dλ,
Vλ ∋ −h(0), such that (λI − h)−1 is a well-defined holomorphic mapping on Vλ
with values in Dλ.
Remark 14 It was shown by L. A. Harris that σ(h) = σ(h′(0)) and, respec-
tively, ρ(h) = ρ(h′(0)) (see [12]).
We set ℜ(λ, h) := (λI − h)−1 whenever it exists on an open domain Vλ (∋
−h(0)), and Vλ is called the domain of the resolvent ℜ(λ, h).
We will see below that the properties of the resolvent set of a holomorphic
mapping as well as the domain of definition of its resolvent can be described in
terms of the numerical range of the given mapping.
As we have already mentioned in Section 1, the problem of finding a domain
Vλ for the existence of the resolvent ℜ(λ, h) is related to the problem of local
and global descriptions of semi-complete vector fields. This observation is based
on the following fact (see, for example, [20]).
Criterion 15 Let D be a bounded and convex domain in a complex Banach
space X, and let h : D → X be a holomorphic mapping on D. Then for some
real number µ, the mapping µI − h is a semi-complete vector field on D if and
only if the equation
(λI − h)(x) = (λ− µ)y
has a unique solution x = ℜ(λ, h) ◦ ((λ− µ)I) (y) for each y ∈ D.
We call the mapping Φλ := ℜ(λ, h)◦((λ−µ)I) : D → D the associated resolvent
mapping of h− µI.
As above, let h be a holomorphic mapping on the ball BR and assume that
NR = sup
‖x‖<R
Re 〈h(x), x∗〉 <∞ .
Consider the resolvent equation
λx− h(x) = z, z ∈ X. (20)
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For a fixed r ∈ (0, R), we would like to find conditions which ensure that
(20) has a unique solution x = x(z) ∈ Br. To this end, we define the mapping
G : Br → X by the formula
G(x) := z − λx+ h(x).
Then for every x ∈ ∂Br and x∗ ∈ J(x), Re 〈G(x), x∗〉 ≤ ‖z‖ r− r2 Reλ+ rω(r),
where, by Proposition 4,
ω (r) =
1
r
F (r) = ‖h(0)‖
(
1− r
2
R2
)
+
r
R+ r
[
(R− r)L+ 2r · NR
R2
]
(21)
with L = sup‖u‖=1Re 〈h′(0)u, u∗〉 .
Hence, if
‖z‖+ ω(r) < rReλ, (22)
then we obtain the inequality
sup
‖x‖=r
Re 〈G(x), x∗〉 < 0,
which implies the existence and the uniqueness of solutions to (20) (see [14]).
Let now µ = µ(r), r ∈ [0, R], be a finite real-valued function and assume
that λ ∈ R, λ > µ(r).
Solving (22) with z = (λ − µ)y, where y ∈ Br, we get the condition
λ > max{η(r), µ(r)} , (23)
where
η(r) =
ω(r) − µ(r) ‖y‖
r − ‖y‖ . (24)
Note that µ(r) ≥ η(r) if and only if µ(r) · r ≥ ω(r). In particular, if µ(r) · r =
ω(r), then
µ(r) = η(r).
Finally, one can use classical calculus to investigate the function µ(r) = 1
r
ω(r).
Denote b :=
NR
R2
, c := ‖h(0)‖, and consider the real-valued function
µ(r) =
R− r
R+ r
L+
2r
R+ r
b+
c
r
(
1− r
2
R2
)
, r ∈ (0, R). (25)
If c = 0, then µ(r) has no strict minimum in (0, R). Indeed, in the case c = 0
and b = L, µ is the constant function µ(r) = L, and if c = 0 and b 6= L, the
derivative µ′(r) = 2R(b−L)(R+r)2 > 0, so µ(r) is strictly increasing with µ(0) = L and
µ(R) = b.
Otherwise, if c 6= 0, then the derivative
µ′(r)=
2R(b− L)
(R+ r)2
−cr
2 +R2
R2r2
=−c
(
R2+r2
)2
+2crR
(
R2 + r2
)− 2R(b− L)(Rr)2
(R+ r)2R2r2
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equals zero if and only if R2 + r2 = βRr, where β =
√
c2 + 2R(b− L)c− c
c
.
If β ≤ 2, then the equation R2+r2 = βRr has no solution in (0, R). If β > 2
or, which is one and the same, R(b − L) > 4c, then it has the unique solution
r∗ = R
β −
√
β2 − 4
2
in (0, R) and since µ′(R) > 0, µ has a minimum at r∗.
Thus we have arrived at the following result.
Proposition 16 Let h : BR → X be holomorphic in BR and let
NR = sup
‖x‖=R
Re 〈h(x), x∗〉 <∞.
The following assertions hold:
(i) If ω(r) is given by (21), then for each z ∈ X and all λ ∈ C such that
Reλ >
1
r
[ω(r) + ‖z‖] ,
the equation
(λI − h)(x) = z
has a unique solution x = ℜ(λ, h) (z) ∈ Br.
(ii) In particular, if we define µ (= µ(r)) = 1
r
ω(r), then for each λ > µ, the
equation
(λI − h)(x) = (λ− µ)y
has a unique solution x = x(y) ∈ Br whenever y ∈ Br.
(iii) If h (0) = 0, then the function µ = µ(r) has no strict minimum in
the interval (0, R). In particular, it is either the constant function µ(r) = L if
NR = R
2L or a strictly increasing function otherwise.
(iv) If h (0) 6= 0, then the function µ = µ(r) has a minimum at the point
r∗ = R
β −
√
β2 − 4
2
in (0, R), where β =
√
c2 + 2R(b− L)c− c
c
, if and only if
R
(
NR
R2
− L
)
> 4 ‖h(0)‖ . (26)
We recall that a mapping −h : BR → X is said to be a locally semi-complete
vector field if there is r ∈ (0, R) such that −h is semi-complete on Br. It follows
from the above criterion that −h is a locally semi-complete vector field whenever
the function µ(r) vanishes or is negative in the interval (0, R) .
The simplest situation occurs when h (0) = 0. Note that a necessary condi-
tion for µ(r) to vanish at some point of the interval (0, R) is that L < 0.
Thus we get the following conclusion.
Corollary 17 Let h : BR → X be holomorphic in BR with h (0) = 0, and let
NR = sup
‖x‖<R
Re 〈h(x), x∗〉 <∞.
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Then −h is a locally semi-complete vector field if and only if the following con-
dition holds:
L = sup
‖u‖=1
Re 〈h′(0)u, u∗〉 < min
{
0,
NR
R2
}
.
In this case −h is semi-complete on each Br with r ∈
(
0,
−R3L
2NR − LR2
)
.
Since in general when h (0) 6= 0 the equation µ(r) = 0 is equivalent to a
third order algebraic equation it can be seen by using Vieta’s formulas that
under condition (26) this equation has three positive roots {ri}3i=1 such that
0 < r1 < r∗ < r2 ≤ R < r3 if and only if µ(r∗) < 0.
Theorem 18 Let h : BR → X be holomorphic in BR with h (0) 6= 0, and let
NR = sup
‖x‖<R
Re 〈h(x), x∗〉 <∞.
If R
(
NR
R2
− L
)
> 4‖h(0)‖ and µ(r∗) < 0, where r∗ = Rβ −
√
β2 − 4
2
∈ (0, R),
with β =
√
c2 + 2R(b− L)c− c
c
, then −h is semi-complete on each Br with
r ∈ (r1, r2), where r1 < r2 are the roots of the equation µ(r) = 0 in (0, R].
Remark 19 One can find the values of r1 and r2 by the formulas
r1 = −2
√
Q cosφ− m
3
, r2 = −2
√
Q cos
(
φ− 2pi
3
)
− m
3
,
where m =
R(RL− 2Rb+ c)
c
, φ =
1
3
arccos
A√
Q3
, Q =
cm2 + 3LR3 + 3cR2
9c
and A =
2cm3 + 9m(LR3 + cR2)− 27cR3
54c
.
The situation becomes more transparent if we assume that NR = 0. In this
case one of the roots is equal to R and, actually, condition (26) already yields
µ(r∗) < 0; hence 0 < r1 < r2 = R. Since this situation is of some special
interest in the open unit ball B and has applications to fixed point theory, we
will describe it separately.
Corollary 20 Let −h be a semi-complete vector field on the open unit ball B in
X. Then L = sup‖u‖=1Re 〈h′(0)u, u∗〉 ≤ 0, that is, the linear mapping −h′(0) is
also semi-complete on each ball BR, R > 0. Moreover, if L satisfies the stronger
condition
L+ 4 ‖h (0)‖ < 0, (27)
then the following assertions hold.
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(i) Let
r1 =
1
2 ‖h (0)‖
[
− (2 ‖h (0)‖+ L)−
√
(L+ 4 ‖h (0)‖)L
]
(< 1)
be the smaller root of the quadratic equation
‖h (0)‖ (1 + r)2 + Lr = 0. (28)
Then for each r ∈ [r1, 1], the mapping −h is semi-complete on the ball Br.
(ii) The mapping h has a unique null point x0 in B with ‖x0‖ ≤ r1.
(iii) If the family {Φλ}λ≥0 is defined by using the resolvent ℜ(λ, h),
Φλ := ℜ(λ, h) ◦ (λI) := (λI − h)−1 ◦ (λI) ,
then for each λ > 0, the iterates {Φnλ}∞n=1 converge to the constant mapping
taking the value x0, uniformly on each ball strictly inside B.
Proof. First we note that the inequality µ(r) ≤ 0 is equivalent to the inequality
ω (r) = rµ(r) = 1−r1+r
(
‖h (0)‖ (1 + r)2 + Lr
)
≤ 0. Therefore, µ(r) is negative on
the interval [r1, 1) with r1 < 1 if and only if condition (27) holds. In this case r1
is the smaller root of equation (28). This prove assertion (i). To prove assertions
(ii) and (iii) we return to equation (20) and recall that it has a unique solution
if and only if condition (23) holds. Since for each r ∈ (r1, 1), ω (r) is negative,
one can set λ = 0 and z = 0 to obtain the existence and uniqueness of the
solution of the equation h (x) = 0. On the other hand, setting in (20) z = λy,
‖y‖ = r (1− µ(r)) := R, we see that for each r ∈ (r1, 1), inequality (23) holds
for each λ > 0. This means that for such λ the mapping Φλ = (λI − h)−1 ◦ (λI)
is well defined on the ball of radius R and maps it into the smaller ball of radius
r ∈ (r1, 1). It then follows from the Earle-Hamilton Theorem [6] that Φλ has a
unique fixed point x (λ) ∈ Br and that its iterates {Φnλ}∞n=1 converge to x (λ),
uniformly on each ball strictly inside BR. Since µ(r) → 0 as r → 1−, we see
that R → 1. Hence this convergence is uniform on each ball strictly inside B.
Finally, we note that since h (x0) = 0, Φλ (x0) = x0. Hence x (λ) = x0 does not
depend on λ > 0 because of the uniqueness property. The proof is complete.
Corollary 21 Let F : B → B be a holomorphic self-mapping of B and assume
that
LF := sup
‖u‖=1
Re 〈F ′(0)u, u∗〉 < 1− 4 ‖F (0)‖ . (29)
Then F has a unique fixed point x0 in B with ‖x0 ‖ ≤ r1, where r1 is the fixed
point in the interval (0, 1) of the scalar mapping φ (r) = ‖F (0)‖ (1 + r)2+ rLF .
Remark 22 Inequality (29) reminds us of the well-known one-dimensional
Schwarz inequality
|F ′ (0)| ≤ 1− |F (0)|2 .
However, even in the one-dimensional case the last inequality does not imply
the existence of an interior fixed point of F.
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We conclude this section with a result on the holomorphic extension of the
associated resolvent mapping to key domains of the complex plane.
Theorem 23 Let h be a semi-complete vector field on the open unit ball B in
X with h (0) = 0 and h′ (0) = −I. Then for each r ∈ (0, 1) and λ ∈ Ω, where
Ω = Ω1∪Ω2 is a key domain defined by the disc Ω1 =
{
λ ∈ C : |λ| < 12 1−r1+r
}
and
the sector Ω2 =
{
λ ∈ C, λ 6= 0 : |argλ| < arcsin 1−r21+r2
}
, the associated resolvent
mapping
Φλ = (λI − h)−1 ◦ (λI)
is a self-mapping of the ball Br. Moreover, this mapping is holomorphic on
Ω× Br.
Proof. First we show that Φλ is well defined on Ω1 and maps Br into itself, or
which is one and the same, that the equation
(λI − h)(x) = λy (30)
has a unique solution x ∈ Br for each λ ∈ Ω1 and y ∈ Br. To this end, we
consider the mapping
G(x) = λy − λx+ h(x) (31)
and show that
sup
‖x‖=r
Re 〈G(x), x∗〉 < 0.
Indeed, it follows from Proposition 4 that under our assumptions,
sup
‖x‖=r
Re 〈G(x), x∗〉 ≤ sup
‖x‖=r
Re 〈λ (y − x) , x∗〉+ r
2 (1− r)
1 + r
sup
‖u‖=1
Re 〈h′ (0)u, u∗〉
≤ sup
‖u‖=1
|λ| ‖y − x‖ r− r
2 (1− r)
1 + r
<
1
2
1− r
1 + r
2r2− r
2 (1− r)
1 + r
=0.
Thus G has a unique null point x = Φλ (y) in Br, as required.
Now assume that for some r ∈ (0, 1), the complex number λ = |λ| eiθ ∈ Ω2
is given. Then equation (30) can be rewritten as
(|λ| I − e−iθh)(x) = |λ| y.
In its turn, the last equation has a unique solution x ∈ Br for each λ ∈ Ω2 and
y ∈ Br whenever the mapping e−iθh is semi-complete on Br or, which is one
and the same,
sup
‖x‖=r
Re
〈
e−iθh(x), x∗
〉 ≤ 0.
It follows from Proposition 6 that
sup
‖x‖=r
Re
〈
e−iθh(x), x∗
〉 ≤ r2 (2r (1− r cos θ)
1− r2 − cos θ
)
=
r2
1− r2ϕ (r) ≤ 0,
(32)
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as long as |θ| = |argλ| < arcsin 1−r21+r2 , and we are done. To finish the proof we
just note that since the point x = 0 is a regular null point of the mapping G
defined by (31) (G′ (0) = −I) , it follows from a version of the global implicit
function theorem in [15] (see also Lemma 25 below) that the solution x = Φλ (y)
of the equation G (x) (= G (x, λ, y)) = 0 holomorphically depends on (λ, y) ∈
Ω× Br. This completes our proof.
Remark 24 Actually, as we will see below (see Section 4), the solution r =
r (θ) = 1−|sin θ|cos θ of the equation ϕ (r) = 0, where ϕ (r) = 2r (1− r cos θ) −
cos θ
(
1− r2) is defined in (32), determines the radius of spirallikeness for star-
like mappings defined on the unit ball B.
4 Bloch radii
Let F : B → X be such that F (0) = 0 and F ′(0) is an invertible operator on X .
In other words, F is locally biholomorphic around the origin.
One says that the positive numbers r and ρ are Bloch radii for F if F (Br) ⊇
Bρ and F−1 : Bρ → Br is a well-defined holomorphic mapping on Bρ.
A deficiency of this definition is that the pair (r, ρ) is not uniquely defined.
If, for example, we find the maximal ρ for which F−1 is holomorphic on Bρ,
then for each r˜ ∈ [r, 1], the pair (r˜, ρ) constitutes Bloch radii. However, in this
case it is often desirable to find the minimal r for which F (Br) ⊇ Bρ.
Sometimes it is preferable to find a number 0 < r∗ ≤ 1 and a continuous
function ρ(r) on [0, r∗] (if it exists) such that all the pairs (r, ρ(r)) are Bloch
radii. In this case, one can investigate the distortion (dilation) coefficient
ε(r) =
r
ρ(r)
> 0
on the interval [0, r∗] and look for its bounds.
For example, if F (0) = 0 and F ′(0) = I, then in the one-dimensional case it
follows from Koebe’s 1/4–theorem that if r∗ is a radius of univalence of F in B,
then ε(r) = 4 for each r ∈ (0, r∗].
In general, under the above normalization, the inverse function theorem
shows that Bloch radii exist for F . In this case, one can write F (x) = x− h(x),
where h′(0) = 0. However, the latter condition is not necessary: one can just
require that I − h′(0) be an invertible linear operator. In particular, in order to
get estimates in terms of the numerical range we can assume that
L = sup
‖x‖=1
Re〈h′ (0)x, x∗〉 < 1.
Consider the equation
x− h(x) = z, z ∈ X, ‖x‖ < 1 . (33)
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Our goal is to find numbers 0 < r < 1 and ρ (= ρ(r)) such that for all z ∈ Bρ,
equation (33) has a unique solution x = x(z) ∈ Br, which is holomorphic in
z ∈ Bρ.
If N = lim sup
s→1−1
sup
‖x‖=1
Re〈h(sx), x∗〉 < ∞, then one can use Proposition 16
with R = 1 and λ = 1 to obtain estimates for the Bloch radii. However, one
can devise an algorithm for finding lower bounds of Bloch radii under weaker
restrictions.
Let us assume that h(0) = 0 and that for some θ ∈ R, the mapping h satisfies
the condition
sup
x∈B
Re
〈
eiθh(x), x∗
〉
= N(θ) <∞ . (34)
Suppose that the following numbers are given:
L(θ) := sup
‖x‖=1
Re
〈
eiθh′(0)x, x∗
〉
and l(θ) := inf
‖x‖=1
Re
〈
eiθh′(0)x, x∗
〉
. (35)
We let L := L(0).
Since the Fre´chet derivative of a holomorphic mapping is a bounded linear
operator, L(θ) and l(θ) are finite for all θ ∈ R.
We use the following version of the implicit function theorem
Lemma 25 ([18] and [15]) Let G (= G(x, z)) be a holomorphic mapping in
the domain D = Br×Bρ with values in X and assume that for each z ∈ Bρ and
x = su, ‖u‖ = r, 0 < s < 1,
lim sup
s→1−
Re 〈G(su, z), u∗〉 < 0.
Then
(i) for each z ∈ Bρ, there is a unique solution x (= x(z)) ∈ Br of the equation
G(x, z) = 0,
which holomorphically depends on z ∈ Bρ;
(ii) for each z ∈ Bρ, the linear operator G′x(x(z), z) is invertible in X.
We now consider the mapping G : B ×X → X defined by
G(x, z) := z − x+ h(x) (36)
and note that equation (33) is equivalent to
G(x, z) = 0 . (37)
In view of Lemma 25, our aim becomes to find r ∈ (0, 1) and ρ = ρ(r) > 0
such that the following inequality holds whenever ‖x‖ = r and ‖z‖ < ρ (= ρ(r)):
sup
‖x‖=r
Re 〈G(x, z), x∗〉 < 0. (38)
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Equation (38) is a sufficient condition for (37) to have a unique solution x = x(z)
in the ball Br, r ∈ (0, 1).
Since
sup
‖x‖=r
Re 〈G(x, z), x∗〉 ≤ ‖z‖ · r − r2 + sup
‖x‖=r
Re 〈h(x), x∗〉 , (39)
we have, as a matter of fact, to use an appropriate growth estimate for the last
term in (39).
Now it follows from Proposition 6 (with R = 1) that
sup
‖x‖=r
Re 〈h(x), x∗〉 ≤ r2 [L+ L(θ, r)(N(θ) − l(θ))] . (40)
Returning to (39), we finally get for ‖z‖ ≤ ρ that
sup
‖x‖=r
Re 〈G(x, z), x∗〉 ≤ r [ρ− r (1− L− δ(θ)L(θ, r))] , (41)
where
δ(θ) := N(θ)− l(θ) ≥ 0 (42)
by Proposition 9. Moreover, δ(θ) = 0 if and only if h(x) = h′(0)x, x ∈ B, is a
restriction of the bounded linear operator h′(0) in X (see Corollary 10). So, in
this case we have by (41),
sup
‖x‖=r
Re 〈G(x, z), x∗〉 ≤ 0
if
ρ ≤ r(1 − L), r ∈ (0, 1]. (43)
Thus for each r ∈ (0, 1] and ρ(r) = r(1−L), the pair (r, ρ(r)) constitutes Bloch
radii, and ε(r) = r
ρ(r) =
1
1−L is a constant function. Obviously, the function
ρ(r) is positive on (0, 1] and attains its maximum ρ0 = 1−L at the point r0 = 1
whenever L < 1.
Now we assume that δ(θ) > 0, that is, N(θ) > l(θ). In this case
sup
‖x‖=r
Re 〈G(x, z), x∗〉 ≤ 0
if
ρ < ρ(r) := r(1 − L− δ(θ)L(θ, r)), ‖z‖ < ρ, ‖x‖ = r. (44)
It would, of course, be pertinent to look for conditions which ensure that
ρ(r) > 0 for some r ∈ (0, 1] and to find the maximum of this function on this
interval.
Writing down explicitly (44), we get
ρ(r) =
r
1− r2
(
(1− L)(1− r2)− δ(θ)2r(1 − r cos θ)) . (45)
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As above we assume in the sequel that L < 1. Since ρ(0) = 0, we have ρ′(0) =
limr→0+
ρ(r)
r
= 1 − L > 0. In addition, limr→1− ρ(r) = −∞ whenever θ 6= 0,
and for all r ∈ (0, 1),
ρ′′(r) =
4δ(r3 cos θ − 3r2 + 3r cos θ − 1)
(1− r2)3 <
−4δ
(1 + r)3
< 0.
Thus, again, the condition L < 1 ensures that ρ has a positive maximum
ρ(r0) at some point r0 ∈ (0, 1).
If θ 6= 0, it is clear that r0 < r∗ < 1, where r∗ is the minimal (positive) root
of the equation ρ(r) = 0 or, which is one and the same, of the equation
ϕ(r) := r2 (2δ(θ) cos θ − (1− L))− 2rδ(θ) + 1− L = 0. (46)
Since ϕ(0) = 1− L > 0 and ϕ(1) = 2δ(θ)(cos θ − 1) < 0 whenever θ 6= 0, we
see that if
2δ(θ) cos θ 6= 1− L, (47)
then the unique root of equation (46) in the interval (0,1) is
r∗ =
δ(θ)−
√
δ2(θ) + [(1− L)− 2δ(θ) cos θ] (1− L)
2δ(θ) cos θ − 1 + L (48)
=
δ(θ)−
√
[δ(θ) − (1− L)]2 + 2δ(θ)(1− L)(1− cos θ)
2δ(θ) cos θ − (1 − L) , θ 6= 0,
because the numerator and denominator of the last expression have the same
sign.
Finally, if
2δ(θ) cos θ = 1− L, (49)
we see that
ρ(r) =
r
1− r2 (1 − L− 2rδ(θ)) (50)
and
r∗ =
1− L
2δ(θ)
= cos θ < 1 (51)
whenever θ 6= 0.
Proposition 26 Let h : B → X be holomorphic with h(0) = 0, let the functions
N(θ), l(θ) and L(θ) be defined by (34) and (35), and let ρ(r) be defined by (45).
Then for all r ∈ (0, r∗), where r∗ is defined by (48) (or (51) in the case of (49)),
the numbers r and ρ(r) are Bloch radii for the mapping F = I − h. Moreover,
the equation ρ′(r) = 0 has a unique solution r0 ∈ (0, r∗), and so the function
ρ(r) attains its maximum ρ0 at this interior point r0 ∈ (0, r∗) ⊂ (0, 1) .
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To find some explicit estimates for r0 and ρ0, we exploit again Proposition
6, but using another approach in order to simplify our calculations. Namely,
applying Proposition 6 with R = 1, we see that for any fixed s ∈ (0, r∗),
Ns(h) = sup
‖x‖=s
Re 〈h(x), x∗〉 ≤ s2 [L+ L(θ, s)δ(θ)] ,
where δ(θ) = N(θ)− l(θ), where N(θ), l(θ) and L are given by (34) and (35).
On the other hand, if we set R = s in Remark 8, we get that for any x such
that ‖x‖ = r < s,
Re 〈h(x), x∗〉 ≤ r2 sup
‖u‖=1
Re 〈h′(0)u, u∗〉 · (1− Ls(0, r)) + r
2
s2
Ls(0, r)Ns(h)
≤ r2
[
L
(
1− 2r
s+ r
)
+
1
s2
2r
s+ r
·Ns(h)
]
= r2
[
L
s− r
s+ r
+
2r
s+ r
· Ns(h)
s2
]
≤ r2
[
L
s− r
s+ r
+
2r
s+ r
[L+ L(θ, s)δ(θ)]
]
. (52)
To simplify further our calculations we denote
K (= K(θ, s)) := L+ L(θ, s)δ(θ) = L+Q,
Q (= Q(θ, s)) := L(θ, s)δ(θ) > 0,
and set R = s < 1.
Then (52) becomes
sup
‖x‖=r
Re 〈h(x), x∗〉 ≤ r2
[
s− r
s+ r
L+
2r
s+ r
K
]
=
r2
s+ r
[(s− r)L + 2rK] . (53)
Now we again consider inequality (39) for r ∈ (0, s], taking into account
(53). We then obtain
sup
‖x‖=r
Re 〈G(x, z), x∗〉 ≤ ‖z‖ · r − r2 + r
2
s+ r
[(s− r)L + 2rK] < 0
whenever
‖z‖ < ρs(r) = r
2(1 + L− 2K) + rs(1 − L)
s+ r
=
Ar2 +Br
s+ r
, (54)
where
A(= A(s)) = 1 + L− 2K = 1 + L− 2(L+Q) = 1− L− 2Q
and
B (= B(s)) = s(1− L). (55)
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It is important to observe that for each fixed s ∈ (0, r∗), the following relations
hold:
(i) ρ(s) ≥ ρs(r),
while
(ii) ρ(s) = ρs(s).
However, the investigation of the function ρs(r), r ∈ (0, s], in order to find
its maximum value can be done explicitly via quadratures.
Consider the function
A(s) = 1− L− 2Q(s) = (4δ(θ) cos θ − (1 − L))s
2 − 4δ(θ)s+ (1− L)
1− s2 .
Note that A(0) = 1− L > 0, while
A(r∗) =
(1− L)(1− r2∗)− 4δ(θ)r∗(1− r∗ cos θ)
1− r2∗
=
(1− L)(1− r2∗)− 2δ(θ)r∗(1− r∗ cos θ)
1− r2∗
− 2δ(θ)r∗(1 − r∗ cos θ)
1− r2∗
=
ρ(r∗)
r∗
− 2δ(θ)r∗(1− r∗ cos θ)
1− r2∗
= −2δ(θ)r∗(1− r∗ cos θ)
1− r2∗
< 0,
(56)
where r∗ is the unique positive root of the equation ρ(r) = 0 in (0, 1) defined
by (48). So the minimal positive root
s∗ :=
2δ(θ)−
√
4δ(θ)2 − (4δ(θ) cos θ − (1− L)) (1− L)
4δ(θ) cos θ − (1− L)
of the equation A(s) = 0 belongs to (0, r∗). Moreover, for s ∈ (0, s∗), A(s) > 0
or, which is one and the same, Q < 1−L2 , and for s ∈ (s∗, r∗), A(s) < 0(
Q > 1−L2
)
.
As we have mentioned above, for all s ∈ (0, 1), we have ρ(s) = ρs(s). In
particular, ρ(s∗) = ρs∗(s∗) =
B(s∗)
2
=
s∗(1 − L)
2
> 0.
Since A(s∗) = 0, the inequality
sup
‖x‖=r
Re〈G(x, z), x∗〉 < 0 (57)
holds whenever
‖z‖ < ρs∗(r) =
s∗(1 − L)r
s∗ + r
, ‖x‖ = r ∈ (0, s∗].
Note that in this case, ε(r) =
r
ρ(r)
=
s∗ + r
B(s∗)
is an affine function.
Since the derivative
ρ′s∗(r) =
2s2∗Q
(s∗ + r)2
> 0 (Q > 0),
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the increasing function ρs∗(r), r ∈ [0, s∗], attains its maximum on [0, s∗] at the
point s∗, that is,
max
r∈[0,s∗]
ρs∗(r) = ρs∗(s∗) = ρ(s∗) =
(1− L)s∗
2
,
and the pair
(
s∗,
(1−L)s∗
2
)
constitutes Bloch radii for F , with ε(s∗) = 21−L .
Now we fix s ∈ (0, s∗). In this case, inequality (57) holds whenever
‖z‖ < ρs(r) = A(s)r
2 +B(s)r
s+ r
, r ∈ (0, s).
The derivative
dρs(r)
dr
=
A(s)(s+ r)2 + 2s2Q
(s+ r)2
> 0, r ∈ (0, s),
because A(s) > 0 for s ∈ (0, s∗). Hence, ρ is increasing on [0, s], attains its
maximum on [0, s] at the point s, that is,
max
r∈[0,s]
ρs(r) = ρs(s) = ρ(s) = (1− L)s− 2δ(θ)s
2(1− s cos θ)
1− s2 ,
and for each s ∈ (0, s∗), the pair
(
s, (1 − L)s− 2δ(θ)(1−s cos θ)1−s2
)
constitutes Bloch
radii for F .
Next we fix s ∈ (s∗, r∗) and let
‖z‖ < ρs(r) = A(s)r
2 +B(s)r
s+ r
, r ∈ (0, s).
In this case, A(s) < 0 and so the equation
dρs(r)
dr
=
A(s)(s+ r)2 + 2s2Q
(s+ r)2
= 0
or, which is one and the same,
(s+ r)2 = −2s
2Q
A(s)
,
makes sense. It can be seen that its minimal positive solution
r0 =
(√
2Q
2Q− (1− L) − 1
)
s
belongs to (0, s) if and only if Q > 23 (1 − L). Since ρs(0) = 0, dρs(r)dr
∣∣∣
r=0+
=
1 − L > 0 and d2ρs(r)
dr2
= − 4s2Q(s+r)3 < 0 in (0, s), the function ρs(r) attains its
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maximum on [0, s] at the point r0, is positive and increasing on [0, r0], and the
pair
(
r0, ρs(r
0)
)
constitutes Bloch radii for F .
If Q ≤ 23 (1−L), ρ′s(r) does not vanish in (0, s), and since ρ′s(0) = 1−L > 0,
ρs is increasing on [0, s] and attains its maximum on [0, s] at the point s, that
is,
max
r∈[0,s]
ρs(r) = ρs(s) = ρ(s) = s(1− L−Q) ≥ s
3
(1 − L) > 0,
and the pair (s, s(1− L−Q(s))) constitutes Bloch radii for F .
Now we summarize our conclusions in the following assertion.
Proposition 27 Let F = I − h, where h ∈ Hol(B, X) with h(0) = 0, the
functions N(θ), l(θ) and L(θ) be defined by (34) and (35), and let L = L (0) < 1.
Then for each s ∈ (0, r∗) , where r∗ is defined by (48) (or (51) in the case of
(49)), the function ρs(r) defined by (54) is positive on the interval (0, r∗) and
satisfies the conditions ρ(s) ≥ ρs(r) and ρ(s) = ρs(s). Hence the pair (r, ρs(r))
constitutes Bloch radii for F . Moreover, the following assertions hold.
(a) if
s∗ :=
2δ(θ)−
√
4δ(θ)2 − (4δ(θ) cos θ − (1 − L)) (1 − L)
4δ(θ) cos θ − (1− L) ,
then ε(r) =
r
ρs∗ (r)
is an affine function, namely, ε(r) =
s∗ + r
s∗(1− L) ;
(b) if s ∈ (0, s∗), then ρs(r), r ∈ (0, s], is strictly increasing and hence,
max
r∈(0,s]
ρs(r) = ρs(s) = ρ(s) = (1− L)s− 2δ(θ)s
2(1− s cos θ)
1− s2 ;
(c) if s ∈ (s∗, r∗), then
max
r∈(s∗,s]
ρs(r) =

ρs(r
0), Q >
2
3
(1 − L)
ρ(s), Q ≤ 2
3
(1 − L)
,
where r0 =
(√
2Q
2Q− (1 − L) − 1
)
s.
Note that the estimate
(1− L)s∗
2
≤ ρ0 (where ρ0 is the Bloch radius given
by Proposition 26) is sharp as the following example shows.
Example 28 For θ =
pi
3
, L = 0 and δ(θ) = 1, we have ρ(r) =
r(1 − 2r)
1− r2 and
so r∗ =
1
2
.
Then
ρs(r) =
Ar2 +Br
s+ r
,
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where A = 1 − 2Q with Q = s(2− s)
1− s2 . Hence A =
s2 − 4s+ 1
1− s2 and the unique
zero of A in (0, 1) is s∗ = 2−
√
3 < r∗ =
1
2
.
For 0 < s < s∗, A(s) > 0
(
0 < Q < 12
)
and, in this case,
ρ′s(r) =
A(s+ r)2 + 2s2Q
(s+ r)2
≥ 0.
Consequently, the function ρs is increasing on (0, s) and
max
r∈[0,s]
ρs(r) = ρs(s) = ρ(s) =
s(1− 2s)
1− s2 .
Furthermore,
ρ′(r) =
(r − 2)2 − 3
(1− r2)2
and so the unique maximum of ρ in (0, 1) is achieved at r0 = 2−
√
3 and equals
ρ(2−
√
3) =
2−√3
2
.
On the other hand, it is easy to calculate that s∗ = 2−
√
3 and ρs∗(s∗) =
2−√3
2 =
ρ(2−√3).
Remark 29 If θ = 0 the factor eiθ − L(θ, r) = 1 − 2r1+r = 1−r1+r in (40) is real
and this estimate can, in fact, be replaced with a sharper one than (40), namely,
sup
‖x‖=r
Re 〈h(x), x∗〉 ≤ r2
[
1− r
1 + r
L+N
2r
1 + r
]
, (58)
so that we do not need in this case the value
l(0) = inf
‖x‖=1
Re 〈h′(0)x, x∗〉 ≤ L.
In its turn formula (45) becomes
ρ(r) =
r
1− r2
(
(1− L)(1− r2)− δ(θ)2r(1 − r)) =
=
r
1 + r
((1− L)(1 + r) − 2δ(θ)r) .
In this situation ρ(0) = 0, ρ(1) = 1− L− δ(θ) = 1−N and ρ′(0) = 1− L > 0.
So, ρ(r) vanishes in (0, 1) if and only if
N > 1.
Otherwise, if
N ≤ 1,
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then ρ(r) ≥ 0 for all r ∈ (0, 1).
In particular, if N ≤ 1
2
(1+L) < 1, then also ρ′(r) > 0 for all r ∈ (0, 1) and
max
r∈[0,1]
ρ(r) = ρ(1) = 1−N > 0. (59)
Finally, if N = 1, then
ρ(r) =
r
1 + r
((1− L)(1 + r) − 2(1− L)r) = r(1 − r)
1 + r
(1 − L)
and
max
r∈[0,1]
ρ(r) = ρ(
√
2− 1) = (
√
2− 1)2(1− L). (60)
In general, setting in this case s = 1, we arrive at the following assertion.
Proposition 30 Let h be a holomorphic mapping on the unit ball B of X with
h(0) = 0 and
L = sup
‖x‖=1
Re 〈h′(0)x, x∗〉 < 1.
If
N = sup
‖x‖<R
Re 〈h(x), x∗〉 ,
then
(i) N ≥ L;
(ii) Bloch radii r0 and ρ0 for h can be given by
r0 =

√
2(L−N)
1+L−2N − 1, if N ≥ 2+L3 ,
1, otherwise
and
ρ0 =
{
ρ(r0), if N ≥ 2+L3
1−N , otherwise.
Remark 31 If, in particular, h′ (0) = 0, then Proposition 30 coincides with
Theorem 7 in [14]. Note, however, that the estimates in that theorem are still
true when h′ (0) 6= 0, but L = sup‖x‖=1Re 〈h′(0)x, x∗〉 = 0.
5 Radii of starlikeness and spirallikeness
Definition 32 Let µ be a complex number with Reµ > 0. For a domain D in
X, where 0 ∈ D, a locally biholomorphic mapping f : D → X, where f (0) = 0,
is said to be µ-spirallike on D if for each y ∈ f (D) and t ≥ 0, the curve
exp {−µt} y is contained in f (D) . If, in particular, µ is a positive real number,
then f is said to be starlike on D.
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Below we discuss the following two problems.
1. Let µ ∈ C with Reµ > 0 and argµ ∈ (0, pi2 ) be given. Let B be the open
unit ball in X and let f : B → X, where f (0) = 0, be a µ-spirallike mapping
on B. Find r ∈ (0, 1) (depending on µ) such that f is starlike on the ball Br.
2. Conversely, let f : B → X, where f (0) = 0, be a starlike mapping on
B. Given µ ∈ C with Reµ > 0 and argµ ∈ (−pi2 , pi2 ), find r ∈ (0, 1) such that f
is µ-spirallike on Br.
To solve these two problems we first observe that a locally biholomorphic
mapping f : D → X , where f (0) = 0, is µ-spirallike on D if and only if it
satisfies the following differential equation:
µf (x) = f ′ (x) h (x) , (61)
where h : D → X is a semi-complete vector field on D (see, for example, [20]).
Since f (0) = 0 and f ′ (0) is an invertible linear operator, we get that
h (0) = 0 and h′ (0) = µI. (62)
Also, it is known that if D is a convex domain in X, then the set of holo-
morphic semi-complete vector fields is a real cone. Therefore, in this case we
can set without loss of generality |µ| = 1. Thus, setting θ = argµ (|µ| = 1), we
can reformulate our problem as follows.
Let f : B → X be a locally biholomorphic mapping on B such that f (0) = 0
which satisfies equation (61) with |µ| = 1, θ = argµ ∈ (0, pi2 ), and let h : B → X
satisfy
Re 〈h(x), x∗〉 ≥ 0, x ∈ B, x∗ ∈ J(x). (63)
Find r ∈ (0, 1) (depending on θ) and a mapping h1 : Br → X with
Re 〈h1(x), x∗〉 ≥ 0, x ∈ Br, x∗ ∈ J(x), (64)
such that f also satisfies the equation
f (x) = f ′ (x) h1 (x)
whenever x ∈ Br.
It is clear that due to the uniqueness property of holomorphic solutions of
differential equations, the mapping h1 must equal e
−iθh, whence we have that
for all x ∈ B and x∗ ∈ J(x),
Re 〈eiθh1(x), x∗〉 ≥ 0.
Thus to solve our problem we can use the estimates obtained in Proposition 9.
Indeed, by Proposition 9, replacing h by h1 and setting R = 1 on the left-
hand side of (13), for all x ∈ B such that ‖x‖ = r < 1 it holds
Re 〈h1(x), x∗〉 ≥ r2 (l1(0) + L1(θ) (m1(1, θ)− L1(θ))) , (65)
where
l1(0) = inf‖u‖=1
Re 〈h′1(0)u, u∗〉 = 1,
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because by (62), h′1(0) = e
−iθh′ (0) = I. Moreover, by (63),
m1(r, θ) = inf‖x‖=r
Re
〈
eiθh1(x), x
∗〉 = inf
‖x‖=r
Re 〈h(x), x∗〉 ≥ 0.
L1(θ) = sup
‖u‖=1
Re
〈
eiθh′1(0)u, u
∗〉 = cos θ
and
L (θ) = 2r (1− r cos θ)
1− r2 .
So, inequality (65) holds as soon as
Re 〈h1(x), x∗〉 ≥ r2
(
1− 2r (1− r cos θ)
1− r2 cos θ
)
:= r2ϕ (r, θ)
for x ∈ B, ‖x‖ = r < 1, x∗ ∈ J(x) and 0 < θ < pi2 .
Now calculations show that ϕ (r, θ) ≥ 0 if and only if
r ≤ r∗ (θ) =
[√
2 cos
(
θ − pi
4
)]−1
< 1,
whenever |θ| < pi2 .
Thus we have proven the following result.
Theorem 33 Let B be the open unit ball in X and let f : B → X, f (0) = 0,
be a µ-spirallike mapping on B with µ = eiθ, −pi2 < θ < pi2 . Then f is starlike
on the ball Br for each r ≤ r∗ (θ) =
[√
2 cos
(|θ| − pi4 )]−1 < 1.
Remark 34 The classical one-dimensional result of Grunsky (see, for example,
[9]) asserts that any univalent function on the open unit disc is starlike on the
disc centered at the origin with radius r∗ = tanh pi4 ≃ 0.65. It is clear that in
the special case of spirallike functions we have obtained a better estimate since
min r∗ (θ) = r∗
(
pi
4
)
= 1√
2
≃ 0.71 > r∗. In the one-dimensional case this estimate
was obtained by Robertson [22].
To solve the second problem described above we just use Theorem 23 and
Remark 24 to obtain the following result.
Theorem 35 Let B be the open unit ball in X and let f : B → X, f (0) = 0,
be a starlike mapping on B. Then for each −pi2 < θ < pi2 and for each 0 <
r ≤ r (θ) = 1−|sin θ|cos θ < 1, the mapping f is µ-spirallike on the ball Br with
µ = eiθ.
The following example suggested by one of the referees shows that the esti-
mates in Theorems 33 and 35 are sharp.
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Example 36 Let u ∈ X be a unit vector and let M be a subspace of X such
that each x ∈ X has a unique representation x = x1u + x̂, where x1 ∈ C and
x̂ ∈M . Consider the mappings fθ : B → X, defined by fθ(x) = 1(1−x1)1+exp(2iθ) x,
θ ∈ [0, pi2 ). It can be seen that f0 is starlike on B while fθ, θ ∈ (0, pi2 ), is µ-
spirallike on B with µ = eiθ. Calculations show that for these mappings the
estimates given in Theorems 33 and 35 cannot be improved.
Acknowledgments. We are very grateful to the anonymous referees for
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