I. INTRODUCTION
It is well known that if all the projection data are summed in one view of nontruncated parallel-beam projections, the result is a view angle independent constant. Mathematically, this is a special case ͑zero-order moment͒ of the so-called Helgason-Ludwig consistency condition on two-dimensional Radon transforms. 1 Physically, this condition states that the integral of the attenuation coefficients over the whole cross section should be a view angle independent constant. This data consistency condition ͑DCC͒ plays an important role in correcting the x-ray CT image artifacts when some of the projection data is missing. [2] [3] [4] In practice, this may happen when a portion of a scanned object is positioned outside the scan field-of-view ͑FOV͒ defined by a CT scanner. The above DCC on parallel-beam projection data has been utilized to detect and estimate permanently truncated projection data. 2 In order to use this DCC, the fan-beam projection data must be rebinned into parallel-beam projection data. Actually, the same Helgason-Ludwig DCC could also be directly expressed in terms of variables that label projection data in fan-beam geometry. This technique has been investigated and applied to solve the problem of image reconstruction from a limited number of view angles. 5 In the context of positron emission tomography ͑PET͒ and single photon emission computed tomography ͑SPECT͒, HelgasonLudwig's DCC has been generalized to two-dimensional exponential Radon transforms. 6 Investigators have applied the generalized Helgason-Ludwig's DCC to correct images in PET and SPECT. [7] [8] [9] [10] [11] [12] In addition, in the case of threedimensional cone-beam CT, John's equation 13 serves as a DCC on the cone-beam projection data. Recently, several groups have investigated the applications of John's equation to cone-beam image reconstruction and corrections. [14] [15] [16] It should be noted that Helgason-Ludwig's DCC or its exponential generalization appears in a form of a sum-rule for different order moments of the Radon distance. In contrast, John's equation appears in a form of partial differential equations with some known data points as boundary values.
In this paper, a novel data consistency condition is derived for fan-beam projections. It will be called a fan-beam data consistency condition ͑FDCC͒. The new FDCC provides an explicit estimation of the projection data of a specific ray by filtering all the available fan-beam projections twice, which is different from the Helgason-Ludwig's DCC. One filtering operation is performed over the projections from each fanbeam view angle, and the other filtering operation is performed over the distance of a group of parallel rays, which are selected from different view angles, to the center of the coordinate system. Finally, numerical simulations were conducted to correct the image artifacts caused by malfunctioning detector cells.
II. FAN-BEAM DATA CONSISTENCY CONDITION
To derive the FDCC, the following definition of a generalized fan-beam projection g͓r ៝ , y ៝͑t͔͒ is used as the starting point: 21, 22 g͓r ៝,y ៝͑t͔͒ = ͵ 0 ϱ dsf͓y ៝͑t͒ + sr ͔៝. ͑1͒
The source trajectory vector y ៝͑t͒ is parameterized by a parameter t. The vector r ៝ originates from the source position and points toward the image object ͑Fig. 1͒. The image function f͑x ៝͒ is assumed to have a compact support ⍀, i.e., it is nonzero only in a finite spatial region. Throughout this paper, a vector will be decomposed into its magnitude and a unit vector, e.g., r ៝ = r r. In this section, general vector notation will be used in the theoretical derivation; although a circular scanning geometry is shown in Fig. 1 . The parameters shown in Fig. 1 
Compared to Eq. ͑4͒, the angular component Ḡ ͓k , y ៝͑t͔͒ is given by
The presence of the integral in Eq. ͑6͒ indicates that the function Ḡ ͓k , y ៝͑t͔͒ does not explicitly depend on the vector y ៝͑t͒. Rather, the function Ḡ ͓k , y ៝͑t͔͒ depends directly on the projection of vector y ៝͑t͒ onto a given unit vector k. Therefore it is appropriate to introduce a new variable
and rebin the data Ḡ ͓k , y ៝͑t͔͒ into G r ͑k , p͒ by the following relation:
Using Eqs. ͑7͒ and ͑8͒, Eq. ͑6͒ can be rewritten as
Scanning geometry of a fan-beam data acquisition system. The vector y ៝͑t͒ denotes a source position and the vector r ៝ represents a vector from the source to the image object. In a laboratory coordinate system o-xy, the vector y ៝͑t͒ is parameterized by a polar angle t and the vector r ៝ is parameterized by polar angle . The fan angle ␥ is also defined from the isoray. All the angles have been defined according to a counterclockwise convention.
From the definition given in Eq. ͑3͒, it is apparent that the function G r ͑k , p͒ is a complex function, and thus has both an imaginary part and a real part. In general, the imaginary part and the real part of a complex function are not correlated with each other. However, Eq. ͑9͒ imposes a strong constraint relating the imaginary and real parts of the function G r ͑k , p͒. To better understand this hidden constraint, the following fact is insightful. The variable k is the magnitude of the vector k ៝ , and thus it is intrinsically a non-negative number. Using this property, Eq. ͑9͒ may be extended to the range ͑−ϱ , +ϱ͒ by introducing the following function:
ͮ ͑10͒
In other words, the function Q͑k , k͒ is a causal function with respect to the variable k. Using the function Q͑k , k͒, Eq. ͑9͒ can be written as
Therefore a standard Fourier transform yields
Note that function Q͑k , k͒ satisfies the causal structure dictated by Eq. ͑10͒. This fact implies that, for negative k, the integral in Eq. ͑12͒ should universally converge and the value of the integral should be zero. In practice, the integral in Eq. ͑12͒ may be calculated by introducing an auxiliary closed contour C as shown in Fig. 2 . When the radius of the semicircle tends to infinity, the integral value from the semicircle tends to zero when the contour C is closed in the upper half of the complex p plane. In addition, according to a mathematical theorem proved by Titchmarsh 17 ͑with physical discussions given by Toll 18 ͒, the causal structure in Eqs. ͑10͒ and ͑12͒ requires the function G r ͑k , p͒ to be analytical in the upper half of the complex p plane. An intuitive argument may also be beneficial in order to demonstrate that the function G r ͑k , p͒ is analytical in the upper half of the complex p plane. For negative k, the auxiliary contour of integration for Eq. ͑12͒ should enclose the upper half of the complex plane ͑Fig. 2͒. By Cauchy's theorem, the integral will vanish if G r ͑k , p͒ is analytic everywhere in the upper half plane. Thus the intuitive argument also leads to the conclusion that the function G r ͑k , p͒ is analytical in the upper half of the complex p plane.
The complex function G r ͑k , p͒ may be separated into a real part and an imaginary part as G r ͑k,p͒ = Re G r ͑k,p͒ + i Im G r ͑k,p͒. ͑13͒
As shown in standard textbooks, 19, 20 the causal structure implied in Eq. ͑10͒ and the concomitant analytical structure shown in Fig. 2 require that the real part and imaginary part of the function G r ͑k , p͒ are mutually linked in the following way:
Re G r ͑k,p͒ = 1
Im G r ͑k,p͒ = − 1
where the symbol ဧ represents Cauchy principal value. In other words, the imaginary part and real part of the function G r ͑k , p͒ are related to each other by a Hilbert transform. In our previous work, 21 
͑16͒
Here the angular variable is the azimuthal angle of the unit vector r, i.e., r = ͑cos , sin ͒. An important observation is that there is a Dirac ␦ function in Eq. ͑15͒. For a given unit vector k and source position y ៝͑t͒, the real part Re Ḡ ͓k , y ៝͑t͔͒ is completely determined by a single ray along the direction r = k Ќ ͑Fig. 3͒. Thus the real part is given by
This equation can also be written as
Using Eqs. ͑14͒ and ͑16͒, the following consistency condition on the fan-beam projection data may be derived FIG. 2 . A contour C is used to calculate the integral ͑12͒. The condition that the integral ͑12͒ converges for all negative k and for all possible functions G r ͑k , p͒ implies that the contour should be closed in the upper half of the complex p plane.
Although Eq. ͑19͒ formally requires all the values of the function Im G r ͑k , p͒ over the range p ͑−ϱ , +ϱ͒, the following modified Hilbert transform [24] [25] [26] may be used to calculate the projection data ḡ͓r 0 , y ៝͑t 0 ͔͒ using the data of Im G r ͑k , p͒ over a finite range p ͓−A , +A͔
͑21͒
The above formula is mathematically exact when the image object is compactly supported and A should be larger than the linear length of the function support. For convenience, a symmetric range has been chosen for the integral, for a more general choice of a nonsymmetric integral range, please refer to a popular mathematical textbook on integral equations, e.g., Refs. 24-26. In Eq. ͑21͒, the constant c may be determined using a priori knowledge that the projection value is zero outside the compactly supported image object. In addition, the physical range of the parameter p is limited by a scanning path via the definition:p = k · y ៝͑t͒. Thus the range parameter A in Eq. ͑21͒ should be chosen to be smaller than the gantry radius R for a circular scanning path. Since the range parameter A should be larger than the linear length of the function support, a scanning path that fulfills the shortscan requirement, viz. an angular coverage of 180+ fan angle, is sufficient to provide physical information for Eq. ͑21͒. In summary, an individual projection at a specific view angle is linked to the projection data measured from all the different view angles via Eqs. ͑20͒ and ͑21͒. In other words, an individual projection may be estimated from the available projection data. The novel fan-beam data consistency condition ͑FDCC͒ introduced in Eqs. ͑20͒ and ͑21͒ represents the central result of this paper.
III. EXAMPLE GEOMETRY
To appreciate the new FDCC for fan-beam projection data, it is instructive to present the results of a specific scanning geometry. For simplicity, the motion of y ៝͑t͒ is restricted to a circle centered at the origin "o" with radius R. The scanning path is parameterized by a polar angle t ͑see Fig. 1͒ . Therefore we have the following parameterization of the source trajectory: y ៝͑t͒ = R͑cos t,sin t͒. ͑22͒
In addition, it is also useful to consider the following parameterizations for the unit vectors r, r 0 , and r 0 Ќ in the laboratory coordinate system: r = ͑cos ,sin ͒, with the following relation between and ␥:
In practice, it is beneficial to introduce the following definitions:
In the second equality in Eq. ͑28͒, a data rebinning has been introduced via Eq. ͑29͒. Using these definitions, Eqs. ͑21͒ and ͑20͒ may be explicitly given as follows:
and
where the number p 0 and c in Eq. ͑31͒ are given by
Given a source location y ៝͑t͒ and orientation k, projection direction r is determined from the unit vector k by using the clockwise convention.
In Eq. ͑34͒, the parameter p 0 is a number smaller than A, but it is still large enough to be outside the function support. Equations ͑31͒ and ͑32͒ explicitly relate a single projection to the other measured projection data for all of the view angles. Given a desired projection labeled by parameters ␥ 0 and t 0 , numerical procedure to achieve this specific projection may be summarized in the following steps:
Step 1: For each view angle, filter the measured data by a filtering kernel 1 / sin ␥ to obtain F t ͑ 0 , t͒.
Step 2: Rebin the filtered data F t ͑ 0 , t͒ into F p ͑ 0 , pЈ͒ via Eq. ͑29͒.
Step 3: Filter the rebinned data F p ͑ 0 , pЈ͒ again using a finite range Hilbert transform ͑31͒ and linearly interpolate to obtain the value at p 0 = R sin ␥ 0 which corresponds to the projection data g m ͑␥ 0 , t 0 ͒.
IV. NUMERICAL SIMULATIONS AND RESULTS
To validate the fan-beam data consistency condition and demonstrate its power in a practical setting, numerical simulations have been conducted for a Shepp-Logan phantom. Our objective is to correct images with strong ring artifacts. The experimental setting is that one or more detector cells are out of order and constantly report a zero value. This numerical experiment represents an extreme case of the detector malfunctions observed in practice. If we used the uncorrected sinogram to reconstruct an image, it is well known that the reconstructed images are strongly contaminated by ring artifacts. To illustrate the power of the new FDCC, we numerically estimated these missing projections by applying the FDCC to the corrupted sinogram. The source trajectory was assumed to be a complete circle as given in the preceding section. The numerical simulations were conducted by following the numerical procedure outlined above.
In the simulations, the view angle sampling rate was ⌬t =2 / 511. In each view, the sampling rate of detector cells was ⌬␥ = / ͑4 ϫ 257͒ with a fan angle of / 4. In the data rebinning procedure, the sampling interval of variable p was given by ⌬p = 0.096.
In Fig. 4 we assumed that six detector cells are dead. Three of them were consecutively located at detector cells with indices 64, 65, and 66. The other three were located at detectors cells with indices 192, 193, and 194. Consequently, two narrow stripes of projection data are missing from the sinogram ͓Fig. 4͑a͔͒. The FDCC was used to estimate the missing projection data for every view angle. The corrected sinogram is shown in Fig. 4͑b͒ . A standard filtered backprojection fan-beam image reconstruction algorithm 23 for the complete 2-scan mode was used to reconstruct images using the uncorrected and corrected sinograms. Final images are shown in Figs. 4͑c͒ and 4͑d͒ , respectively. The FDCC can be iteratively used to improve the estimation of the missing data. In this procedure, the initial values of missing projections were set to be zero. Figure 4͑d͒ is the result of using four iterations to estimate the missing projection data. In our numerical simulations, we have updated the projection data right after it was estimated from the FDCC. The corrected projection data was sequentially used to estimate the next missing projection. With the corrected sinogram, the image quality is significantly improved. For a quantitative comparison, the intensity plot of the central horizontal line is given in Fig. 4͑e͒ . The insertion in Fig. 4͑e͒ is a zoomed plot of the central portion of the plot.
To further investigate the power of the new FDCC in estimation of the missing data, numerical simulations were also conducted for 11 consecutive dead detector cells with indices: 64, 65, …, 74. The sinograms with and without corrections are shown in Figs. 5͑a͒ and 5͑b͒. After iteratively applying the FDCC to the projection data, the sinogram is progressively corrected. Figure 5͑b͒ shows the corrected sinogram after five iterations. For comparison, the images are reconstructed from the uncorrected and corrected sinograms. The results are shown in Figs. 5͑c͒ and 5͑d͒. Figure 5͑e͒ is the intensity plot of the central horizontal line of the image. Before the correction, the reconstructed image is contaminated by the severe ring artifacts and a strong glowing artifact inside the ring such that the structures within the ring are hardly visible ͓Fig. 5͑c͔͒. After the correction, the image quality is significantly improved, although some streaking artifacts are still visible in the image ͓Fig. 5͑d͔͒. Some other techniques may be employed to further correct the residual streaking artifacts in the future.
V. DISCUSSION AND CONCLUSIONS
In this paper, a novel data consistency condition has been theoretically derived for fan-beam projection data. It states that fan-beam projections are not completely independent of one another. After filtering all of the fan-beam data, one may estimate a specific projection value. This relationship is given by Eqs. ͑20͒ and ͑21͒. The data for each view of the fan-beam projections was filtered with a kernel 1 / sin ␥. The resulting values were then rebinned. Finally, another Hilbert filtering step was used in order to single out the target projections. Conceptually, this is fundamentally different from Helgason-Ludwig's DCC which does not provide a means to isolate specific projections.
In order to demonstrate the power of the new FDCC, numerical simulations were conducted to correct the severe ring artifacts present in reconstructed images that are due to malfunctioning detector cells. It has been numerically shown that the FDCC can be used to estimate the missing projection data for up to 5% dead detector cells. ͑Although the numerical results have not been presented here, the authors have validated the results for up to 20 consecutively placed dead detectors, which represents almost 10% of the detector cells.͒ After applying the FDCC to correct the sinogram, the image quality is significantly improved.
Since the generalized Helgason-Ludwig's DCC has been found to be powerful in correcting projection data in nuclear medicine such as PET and SPECT, it will be interesting to see whether our new FDCC can be generalized to the twodimensional exponential Radon transforms.
Further applications of the new FDCC include correcting images which have been acquired where a portion of the scanned object is positioned outside the FOV.
2,4,5 Another possible application is to use the FDCC to correct the fanbeam projections when a metallic object is present in the scanned object. We are going to study these topics and specific applications in the future.
