The calculation of the pseudo inverse of a matrix is intimately related to the singular value decomposition which applies to any matrix be it singular or not and square or not. The matrices involved in the singular value decomposition of a matrix A are formed with the orthogonal eigen vectors of the symmetric matrices A T A and AA T associated with their nonzero eigenvalues which forms a diagonal matrix. If instead of using the eigenvectors, which are difficult to calculate, we use any set of vectors that span the same spaces, which are easier to obtain, we can get simpler expressions for calculating the pseudoinverse, although the diagonal matrix of eigenvalues is filled. All numerical work to obtain the pseudo inverse whose components are rational numbers when the original matrix is also rational reduces to elementary row operations. We can, thus, generalize the least-squares/ minimum-length normal equations for full-rank matrices and solve said problems and obtain the pseudo inverse in terms of A and A T. without solving any eigen problems or factoring matrices.
INTRODUCTION
The pseudo inverse of an m×n rectangular matrix, where m and n are any natural numbers, is a generalization of the inverse of a square matrix and may be used to solve systems of simultaneous linear equations of any sort. In the case in which the system has a unique solution, the result obtained with the pseudo inverse coincides with the one obtained with the standard inverse. In the case in which there are many (an infinity) of solutions, the pseudo inverse obtains the shortest solution in the euclidean sense. In the case there is no solution, the pseudo inverse obtains a vector which has minimum residue and of all the ones that have the given minimum residue obtains the shortest.
When the rank of the matrix of coefficients A of the system of equations is equal to the minimum of the number of rows or columns the matrix is said to be of full rank. In such cases there are simple formulas to calculate the pseudo inverse A . Golub and Reinsch [2] give an alternative method together with listings of computer programs for obtaining the singular value decomposition. Other methods require factoring the matrix A into factors of full rank and apply to each factor one of the formulas above. Noble [3] provides a method for doing the factoring. Murray -Lasso [4] gives a method which involves inverting a matrix obtained by pre and post multiplying matrix A on the right and the left with matrices formed with bases for the spaces spanned by the columns and rows of matrix A and post and pre multiplying the resulting inverse with the same matrices.
To solve a shortest-length / minimum-square linear equation problem in general it is not necessary to compute the pseudo inverse explicitly since it is more efficient to multiply the right-side vector by the succesive matrices to its left and the part of inverting a matrix can be obviated by factoring the matrix to be inverted in triangular factors LU (known as the LU-decomposition) and applying a forward and backward substitution process to obtain the solution for each different right side. In the case of large matrices, this process requires a smaller number of operations than obtaining the inverse and multiplying it by matrices on the right and left and finally multiplying the resultant matrix by the right side vector.
In this paper, we present a method for the calculation of the pseudo inverse which is based on the same ideas as that of [4] but which does not require the previous analysis of the ranks and determination of the bases of the spaces spanned by the rows and columns of A, nor the calculation of a standard inverse, but relies on the row-reduction to echelon form of a matrix with a number of rows equal to the smaller of m or n. Only k columns need to be processed, since the matrix has rank k and as soon as the k-th column is processed, zeros will appear in all succeeding rows and the computation can be stopped. To process one right-side vector, the matrix to be reduced has n + 1 columns; if the explicit pseudo inverse is desired, the number of columns is 2n. The most labor intensive part of the whole process is the multiplication of the matrices.
THE SPACES OF THE ROWS AND COLUMNS OF A
The space spanned by the columns of an m×n matrix A is its range. The range is a subspace of the codomain of A. The dimension of the range is equal to the rank of A, which is also the number of linearly independent columns of A. The orthogonal complement of the range space is the null space of A T . The sum of the dimensions of the range of A and the null space of A T is equal to the number of columns of A. The space spanned by the rows of A, which is the same space as that spanned by the columns of A T , is the range space of A T , which is a subspace of the domain of A. The rank of A T is equal to the rank of A, since both matrices have the same determinants of different orders, therefore, both, the ranges of A and A T have the same dimension. The orthogonal complement of the range of A T is the null space of A. This information is condensed schematically in Figure 1 . T is also the same, since the dimensions coincide. Some authors (Zadeh and Desoer [5] ) reduce, without loss of generality, all spaces to one, by adding zeros to the matrix and the shorter vectors to make the matrix square and all vectors equally long. When this approach is used, some facts such as the assertion that the nullity of A and A T are equal are true. For calculation purposes, which is our aim, the padding with zeros is cumbersome, hence we will not take this approach. However we quote many facts from Zadeh and Desoer [5] because most of them apply to both approaches.
When treating the problem

Ax = b
where A is an m×n matrix of known rational numbers, x is an n-vector of unknowns, b is an m-vector of known rational numbers, and we wish to find the unknown vector x, we will assume that A represents a linear operator mapping an n-space to an m-space and that the vectors and operator are represented with respect to so called 
DEDUCTION OF FORMULAS FOR THE CALCULATION OF THE PSEUDO INVERSE
The singular value decomposition of a rectangular matrix can be expressed as
where A is any m×n matrix of rank k (we assume k < m < n.) U is a matrix whose columns are the m orthonormal eigenvectors of the m×m symmetric matrix AA T , (the sperscript T denotes the transpose of the matrix), and the matrix V is formed with the n orthonormalized eigenvectors of the symmetric matrix A T A. The non-zero eigenvalues of both matrices are equal.in number and value and the order of the eigenvectors must be such that both the i-th column of U and the i-th column of V correspond to the same eigenvalue. The m×n matrix Λ is of the form 
where the pseudo inverse Λ + is of the same form as Matrix Λ and the non-zero diagonal elements of Λ 1 are replaced by their reciprocals. (Dahlquist and Björk [1] ,p.144.) The calculation of eigenvectors involves difficulties, more so when there are repeated eigenvalues (as it often happens with the zero eigenvalue) and the corresponding eigenvectors have to be orthogonalized. In some of the methods for calculating eigenvalues and eigenvectors, irrational numbers are introduced, whereas the exact pseudoinverse of a matrix of fractional numbers also has fractional numbers.
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Equation (1) can be simplified if we take out the eigenvectors corresponding to the eigenvalue zero. In such a case equation (1) becomes
where U p and V p are semiorthonormal matrices whose columns are the eigenvectors which correspond to the non-zero eigenvalues of A T A and AA T , respectively, ordered as before, that is, in such a way that the i-th eigenvector of each matrix corresponds to the same eigenvalue. The pseudo inverse of A is now
If in equation (5) we sacrifice the condition that Λ 1 be diagonal, we can replace the work of solving eigenproblems for matrix inversion of a square non-singular matrix of the same size as Λ 1 which is a considerable saving. All that is necessary is to replace matrix U p with a matrix P with a minimum number of columns (which does not have to be orthonormal) that spans the same space as U, which is the same space as that spanned by AA T , and replace V p with a matrix Q with a minimum number of columns (which does not have to be orthonormal) that spans the same space as V which is the same space as that spanned by A T
A.
It is easy to get a set of vectors that spans the same space as A A possible method is to column reduce the matrices which are equivalent to row-reducing them since they are symmetric, and then taking the non-zero rows of the reduced matrix as columns of the matrices P and Q that will replace them.
From Equation (1) we can isolate Λ by premultiplying both sides by U T and postmultiplying by V. Since matrices U and V are orthonormal, their transposes are their inverses and we obtain Λ = U T AV (6) and in a similar fashion, because of the zeros in Λ, we can arrive at
replacing U p with P and V p with Q, which are not formed with eigenvectors but span the same space as the corresponding eigenvectors, Equation (7) becomes
where the k×k matrix Φ is not diagonal, but it has rank k and is therefore non singular and can be inverted. Thus, the equation that corresponds to Equation (5), which gives the pseudoinverse of A, is
where A + is an n×m (the dimensions of A T ) matrix of rank k, Q is an n×k matrix of rank k, and P T is a k×m matrix of rank k.
ILLUSTRATIVE NUMERICAL EXAMPLE
Let us take the 6×4 matrix A representing an overdetermined system, (taken from Noble [3] , p 145) We now apply Equation (9) A + = QΦ 6. SOME EXTENSIONS Matrices P and Q of Equations (8) and (9) are formed with columns that represent linearly indpendent vectors that span the ranges of matrices AA T and A T A, respectively. We can save some effort if we note that an arbitrary vector η which lies in the range of A, can be represented by η = Ay where y is a vector in the domain of A. Now η is a vector in the co-domain of A, which is the direct sum of N(A T ), the null space of A T , and R(A), the range of A The rank k of A, which we assume is less than m, n (the number of rows and columns of A), implies that A has a null space which is orthogonal to R(A Either we premultiply an arbitrary vector by AA T or we multiply it by a matrix Q whose columns are linearly indpendent vectors that span the column space of AA T or that of A T . A useful conclusion of this discussion is that we need not find the products A T A and AA T to search for linearly independent vectors that span their ranges. It is sufficient to find k linearly independent vectors among the columns of A to form the columns of P; and it is sufficient to find k linearly independent rows of A (equivalent to finding linearly independent columns of A (8) and (9) give identical results for the pseudo inverse of A. Using the same ideas that we used for deducing Equations (8) and (9), we postulate the following equation with A an m×n matrix of rank k < m, n. and A T playing the role of Q. and A playing the role of P.
In the theory of Linear Operators in Infinite Dimensional
What we have done is lifting the restriction of matrices P = A and Q = A T to have rank k equal to one of their dimensions. This leaves matrices P and Q with a null space and, hence, the solutions are not unique. Matrix (A T AA T ), which would correspond in Equation (8) to Φ which has to be inverted, is not a k×k matrix of rank k which can be inverted. Instead, it is an n×m matrix of rank k necessarily singular. Instead of inverting it, what we can do is to obtain one of the solutions by the method of row-reducing it. Because the right side is in the range of A, which is also the range of A T AA T , the system of equations has an infinity of solutions. Any one of the solutions when pre-multiplied by A T to return to the original variable x will result in the same vector, since the portion of the answer that is in the null space of A T will be annihilated by A T . An illustrative example will clarify this: We should point out that A T b does not have the appearance of being the projection of vector b which is in a six-dimensional space on the range of A. What happens is that b is represented with respect to the column vectors of matrix A which has four columns, therefore, there are four coefficients. Because the vectors are not linearly independent, the representation is not unique. We shoud not worry, however, because we have subjected the left side vector Ax to the same transformation, making the equality between both sides valid. . Recall that the rightmost A T has to do with the fact that we have made the transformation x = A T ξ. When we augment the matrix with the vector and row-reduce the augmented matrix, we obtain where the values of ξ 3 , ξ 4 , ξ 5 and ξ 6 are arbitrary. We see that the solution for ξ is undetermined, however, when we return to the original variable x, all the solutions collapse into one. For example, if we take the natural solution ξ n (all the arbitrary components are zero), we have Our conclusion is that it is not necessary to have matrices P and Q in Equations (8) and (9) 
AN ILLUSTRATIVE NUMERICAL EXAMPLE OF THE EXTENDED CASE
NUMERICAL EXAMPLE ILLUSTRATING THE USE OF EQUATION (11)
A numerical example using the same matrix A follows: From a previous example we already have matrix For the calculation of the pseudo inverse which after execution is displayed and stored in the array psinv (we assume matrix A has been input; this is not shown.) ) components is to be called DD. In the next line DD is row-reduced and called DDrr. In the next line, we take the piece of DDrr including rows 1 to the number of rows of A, and columns from 1 + the number of rows of A to twice the number of rows of A and call that matrix p. In the next line, we append to the bottom of p a matrix with a number of rows equal to the difference between the number of rows and columns of A and a number of columns of zeros equal to the number of rows of A, and call it p0. In the last line, we define the matrix psinv with the product of matrices A T and p0. No output is displayed for all the lines that end with a ";". But because the last line does not end in a ";" it displays the output of the last operation and, thus, displays the pseudo inverse of A.
It should be mentioned that Mathematica has a primitive function PseudoInverse, thus the listings shown are for the purpose of formally documenting the method given in the paper.
