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1. Introduction 34 
 The uncertain parameters, such as material properties, dimensions of the engineering product, 35 
and loading regimes, are inherently associated with the practical engineering systems and may lead 36 
to considerable fluctuations in the dynamic responses. The dynamic reliability of engineering 37 
systems is essential and important to be investigated so that the effects of the uncertain variables can 38 
be thoroughly evaluated in the analyses and designs [1-4]. Generally, stochastic approaches are 39 
applied in the reliability analysis by modeling the uncertainties as random variables/fields with 40 
statistical information (i.e. mean and standard deviation) [5-9]. As a matter of fact, the corresponding 41 
stochastic response in dynamics is time-dependent and should therefore be represented by a 42 
stochastic process, which increases the computational cost in comparison with the static reliability 43 
analysis. 44 
 In the past decades, there are numerous methods that have been developed for estimating the 45 
dynamic reliability of engineering systems, which focus on estimating the first-passage probability 46 
by evaluating the mean out-crossing rate [10]. The integration of the out-crossing rate is usually 47 
based on considering the out-crossing events either individually (Poisson model) or in a group 48 
(Markov model) [11]. In addition to the stochastic approaches, a non-probabilistic alternative convex 49 
process model is introduced in [12] to solve the first-passage reliability analysis. The most efficient 50 
stochastic approaches in this regard are based on approximately determining the probability density 51 
function (PDF) of the extreme system performance, which allows for a direct evaluation and 52 
estimation of the failure probability. The extreme system performance is quantified with an extreme 53 
value distribution (EVD) for the first-passage reliability computation [11, 13]. In the EVD approach, 54 
the time-dependent reliability analysis is beneficially converted into the time-independent reliability 55 
evaluation. For the problems with small variations of coefficients, an envelope function method was 56 
introduced with the first-order approximation of the motion error function [14]. Concepts of 57 
stochastic averaging/linearization [15], of dimension reduction [16], and of numerical path integral 58 
solutions [17] provide currently the most efficient pathways to solve the first passage problem. 59 
Nevertheless, the derivation of a closed-form equation for the extreme values is technically difficult 60 
for generalized dynamic responses [18]. Despite of the comprehensively established theory, the first-61 
passage probability of failure can be analytically obtained only in limited cases and is mostly 62 
restricted to single degree of freedom (SDOF) problems [19]. The consideration of nonlinearities and 63 
the expansion to several degrees of freedom are topics of current research [20]. 64 
 As an alternative pathway, the probability distribution of extreme system performance can be 65 
obtained via sampling-based approaches. Within the framework of EVD, the probability density 66 
evolution method [21] and the equivalent extreme value approach [22] are developed for estimating 67 
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the probability density function of the extreme values in the responses of the dynamic systems 68 
numerically. However, the numerical integration for evaluation of the PDF using these approaches 69 
still requires a large number of deterministic dynamic analyses with respect to selected representative 70 
points of input random variables. To increase the computational efficiency, the numerical integration 71 
can be replaced by using the first-order reliability method (FORM) in association with some specific 72 
adjustments such as PHI2 method [23] or discretized stochastic processes [11]. Although useful for 73 
small practical cases, FORM is associated with its known limitations (only weak nonlinearities, 74 
small dimensionality etc.). Also, the advanced sampling schemes have been proven powerful in 75 
enhancing the efficiency of the generally applicable Monte Carlo simulation techniques [24]. 76 
 Surrogate models have been widely employed as computationally highly efficient approach for 77 
reliability assessments and uncertainty quantifications. The relationship between the input variables 78 
and structural outputs is approximated by the metamodeling approach, which is an explicit 79 
formulation. This leads to the efficient evaluation of the limit state function. Via utilizing the Kriging 80 
technique, or so-called Gaussian process model, a nested extreme response surface (NERS) method 81 
was developed to efficiently identify the extreme time responses as the dynamic reliability analysis 82 
can be conducted using static reliability analysis methods [25]. Other Kriging-based reliability 83 
analysis approaches for dynamics are also developed for various engineering applications [26, 27]. 84 
Recently, a Chebyshev method was proposed for the dynamic uncertainty analysis of multibody 85 
mechanical systems and extended for analyzing the dynamic responses of structures with uncertain 86 
variables [28, 29]. In the past decades, machine learning techniques, such as the support vector 87 
machine (SVM), have been extensively studied in the structural reliability assessments. For example, 88 
the least squares support vector machine has been utilized for the dynamic reliability analysis of 89 
turbomachinery in [30]. Unlike the surrogate models based on the polynomial chaos expansion 90 
(PCE), the SVM is capable to bypass the curse of dimensionality and can also handle nonlinear 91 
problems effectively.  92 
 In this paper, a novel surrogate model, namely the extended support vector regression (X-SVR) 93 
is proposed for the dynamic reliability analysis. The underpinned analysis framework is based on the 94 
first-passage failure theorem. Comparing with the classical SVM approach, the satisfaction of the 95 
Mercer’s condition is not prerequisite for the kernel functions employed in the nonlinear X-SVR. To 96 
further enhance the capability of the kernelized X-SVR in approximating complex functions, a new 97 
orthogonal polynomial kernel function, namely the generalized Gegenbauer kernel (GGK), is 98 
proposed. The introduced GGK is an admissible Mercer kernel, and it can be applied to other kernel 99 
learning methods which strictly require the satisfaction of the Mercer’s condition. As a mixed kernel 100 
function, the proposed GGK consists of both orthogonal polynomial and Gaussian kernel function. 101 
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Therefore, the advantages of both global and local kernels are included. Instead of using the 102 
conventional grid search technique, the hyperparameters of the X-SVR model are efficiently selected 103 
by the Bayesian optimization algorithm. After the establishment of the X-SVR surrogate model with 104 
GGK, the limit state function based on the first-passage principle can be explicitly approximated 105 
from the obtained X-SVR regression function. Subsequently, the probability of failure can be 106 
evaluated by Monte-Carlo Simulation (MCS) method with the constructed metamodel instead of 107 
using the actual computationally expensive numerical models (e.g., finite element analysis) with 108 
high-fidelity. This leads to a tremendous reduction of the computational cost. 109 
 The rest of the paper is organized as follows. Section 2 presents a brief review on the theoretical 110 
background of the dynamic reliability analysis using the first-passage probability. Then, Section 3 111 
demonstrates the detailed derivations of the proposed extended support vector machine and the 112 
generalized Gegenbauer kernel (GGK) function. Next, the procedures for applying the proposed X-113 
SVR on dynamic reliability analysis are introduced in Section 4. The capability of the X-SVR with 114 
GGK is verified against two benchmark problems and two reliability analysis problems in Section 5. 115 
Finally, some concluding remarks are presented in Section 6. 116 
2. The dynamic reliability analysis 117 
2.1 Stochastic dynamic response of structure 118 
 The global equations of motion for a linear engineering structure with multi-degrees of freedom 119 
(MDOF) can be expressed as: 120 
  ( ) ( ) ( ) ( )s s st t t t+ + =M u C u K u F   (1) 121 
where sM , sC and sK are the mass, damping and stiffness matrices of the structure, respectively; 122 
( )tF  denotes the external excitation vector which is time-dependent; ( )tu , ( )tu and ( )tu  are the time 123 
dependent acceleration, velocity and displacement vectors, respectively. Due to the existence of 124 
uncertain parameters, the mass, damping, stiffness matrices and the external excitation are non-125 
deterministic [31-33]. In this study, the uncertainties are considered as independent random variables 126 
and sM , sC and sK can be expressed as functions of the random parameters. Without loss of 127 
generality, the random vector n∈ℜx is adopted as the collection of uncertainties included in both 128 
parameters in the dynamic system and the external excitation. Thus, the non-deterministic dynamic 129 
responses can be calculated by the following global equation: 130 
  ( ) ( ) ( ) ( ) ( ) ( ) ( , )s s st t t t+ + =M x u C x u K x u F x   (2) 131 
Given a time interval[0, ]T , the initial condition is considered as deterministic as Eq. (3): 132 
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  0(0) =u u , 0(0) =u u   (3) 133 
 The stochastic dynamic response for a non-defect system is a stochastic process which is 134 
dependent on the random vector x . Thus, the solution of Eq. (2) can be conveniently expressed as: 135 
  ( ) ( , )t t=u H x  (4) 136 
where H denotes a deterministic operator. Despite of the existence of Eq. (4), the explicit 137 
formulation of ( , )tH x is usually available for some special cases rather than practical engineering 138 
problems with MDOF [10, 21]. Subsequently, the determination of an explicit tractable expression 139 
for the joint probability density function (PDF) of ( )tu  becomes computationally infeasible. Among 140 
the numerical approaches developed for approximately evaluating the statistical characteristics of 141 
stochastic dynamic response of structures, the Monte Carlo method is considered as the versatile 142 
strategy and widely adopted due to the straightforward implementation process [34, 35]. 143 
2.2 The first-passage failure theorem  144 
 The reliability of a system is typically evaluated by calculating the probability of failure which is 145 
commonly measured by the responses, such as the stresses, strains or displacements of the specified 146 
critical element or control point in structural dynamics. The systems are considered as unsafe if the 147 
concerned responses exceed the safety threshold for the first time. Mathematically, the computation 148 
of the probability of failure ( fp ) is expressed as 149 
  
( ) 0
Pr{ ( ) 0} ( ) I[ ( ) 0] ( )
n
PDF PDF
f
g
p g f d g f d
≤ ℜ
= ≤ = = ≤∫ ∫x x
x
x x x x x x  (5) 150 
where Pr{ }• denotes the probability; n∈ℜx  is the input random vector; is the indicator function 151 
which equals to 1 if [ ]• is “true” and 0 when [ ]•  is false”; ( )PDFfx x  denotes the joint PDF for x and 152 
( )g x represents the limit state function, which defines a structural failure when ( ) 0g ≤x . Within the 153 
context of structural dynamic reliability, the structural outputs including displacement and stress 154 
become time-variant uncertainties. Thus, the limit state function can be explicitly expressed as a 155 
function of random variable x and time t . For a given time interval [0, ]T , the probability of failure 156 
can be described as 157 
  Pr{ [0, ], ( , ) 0}fp t T g t= ∃ ∈ ≤x   (6) 158 
Thus, an efficient and accurate evaluation of fp is the key task in the structural dynamic reliability 159 
analysis.  160 
 Conventionally, for structural dynamic reliability, the probability of failure is widely computed 161 
by adopting the first-passage theory which is developed based on stochastic process [36]. In general, 162 
I[ ]•
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the security margin for the first passage theory can be categorized into single-sided barrier, two-sided 163 
barrier and enveloping barrier [37, 38]. Among them, the single-sided barrier can be regarded as a 164 
special case of the two-sided barrier problems. In this work, the two-sided barrier circumstance is 165 
studied for demonstrating the capability of the proposed X-SVR meta-model. The safe domain for 166 
two-sided barrier problem in a given time interval [0, ]T , as shown in Fig. 1, is defined as 167 
2 1( , )b u t b< <x which is equivalent to ( , ) 0g t >x , where ( , )u tx is the stochastic structural dynamic 168 
response; 1b  and 2b  are the upper and lower threshold, respectively. 169 
 170 
Fig. 1. The first-passage failure model for dynamic response of structure 171 
 For a structural system with input uncertain variable x , the probability of failure based on the 172 
first-passage theory is obtained by evaluating the probability of the first occurrence of an excursion 173 
of the performance function (stress or displacement) exceeds the safe domain. In this context, 174 
probability of failure in time interval [0, ]T can be expressed as 175 
  1 2Pr{ [0, ],max ( , ) min ( , ) }fp t T u t b u t b= ∃ ∈ ≥ ∪ ≤x x  (7) 176 
For the two-sided barrier where 1 2b b b= − = within the time interval[0, ]T , the limit state function 177 
can be defined with the extreme of the dynamic response as ( ) max( ( , ) )g b u t= −x x . Thus, the fp  178 
expressed in Eq. (7) can be simplified as Eq. (8): 179 
  Pr{ [0, ], max( ( , ) ) 0}fp t T b u t= ∃ ∈ − ≤x  (8) 180 
By implementing the out-crossing rate-based approach, the first-passage failure probability is 181 
approximated according to the out-crossing rate ( )v t+ which is defined in Eq. (9): 182 
  
0, 0
Pr{ ( , ) 0 ( , ) 0}( ) lim
t t
g t g t tv t
t
+
∆ → ∆ >
> ∩ + ∆ <
=
∆
x x  (9) 183 
Among the existing hypothetical models for computing the cumulative probability of failure based 184 
on the out-crossing rate, the Poisson and Markov models are the two widely adopted [11]. The 185 
t
u( x ,t)
b
1
b
2
First passage out-crossing Barriers
Structural dynamic response
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Poisson model assumes that the out-crossing events are mutually independent and the occurrence 186 
follows Poisson distribution. The Markov approach adopts an alternative path by assuming that the 187 
out-crossing events tend to occur in independent groups. Accordingly, the probability of failure in a 188 
given time interval[0, ]T  evaluated by the Poisson and Markov models can be expressed in Eqs. (10) 189 
and (11), respectively: 190 
  
0
1 exp ( )
T
fp v t dt
+ = − − 
 
∫  (10) 191 
  
,0
( )1 exp
1 ( )
T
f
f ins
v tp dt
p t
+ 
= − − 
−  
∫  (11) 192 
where , ( ) Pr{ ( , ) 0}f insp t g t= ≤x denotes the instantaneous probability of failure at time t . It can be 193 
observed from Eqs. (10) and (11) that both approaches require the integration of the out-crossing rate 194 
which is difficult to be obtained for the general stochastic process [19]. Thus, the closed-form 195 
solutions for Eqs. (6) - (8) are usually available for rather simple and special problems.  196 
 In this context, the Monte Carlo simulation (MCS) is commonly employed for computing the 197 
estimated probability of failure ˆ fp by generating a large number of samples [12, 34]. Given m  198 
samples ix  ( 1, 2,...,i m= ) for input variables, the probability of failure can be approximated by Eq. 199 
(12): 200 
  
1
1ˆ I[ ( ) 0]
m
f
f f i
i
m
p p g
m m=
≈ = ≤ =∑ x  (12) 201 
where fm  is the number of samples that result in the failure of the structure. In Eq. (8), the limit state 202 
function can represent either internal force or structural deformation, which leads the first-passage 203 
failure mode to either the strength failure or deformation failure criterion [12]. Despite the fact that 204 
the first-passage theorem is conceptually simple through the MCS approach, the determination of the 205 
first-passage probability requires the computation of the whole dynamic response in the given time 206 
interval [0, ]T  recursively. Thus, the majority of the computational cost is spent on repeatedly 207 
evaluating the limit state functions not to mention that the finite element analysis for complex 208 
structures in each simulative cycle can be computationally intensive [39, 40]. Alternatively, the 209 
meta-modelling techniques are introduced to approximate the relationship between inputs and 210 
outputs by an explicit function (i.e. polynomial). The meta-models are generally much less 211 
complicated than the original structural models, and it is expected that the computing effort will be 212 
reduced by approximating the limit state function by using surrogate models.  213 
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3. The extended support vector regression (X-SVR) with generalized Gegenbauer 214 
kernel (GGK) 215 
 In this section, a new surrogate model, namely the extended support vector regression (X-SVR), 216 
is proposed for reducing the computational cost of the conventional MCS approach. Furthermore, a 217 
new orthogonal polynomial kernel based on the Gegenbauer polynomial is introduced and adopted in 218 
the kernelized X-SVR. As a statistical learning method, the X-SVR model is developed as an 219 
extension of the doubly regularized support vector machine (DrSVM) which will be briefly 220 
described in Section 3.1. Then, the detailed formulation of the X-SVR and proposed orthogonal 221 
polynomial kernel will be presented. 222 
3.1 The doubly regularized support vector machine (DrSVM) 223 
 The aim of the SVM is to find a hyperplane which has the maximum distance to the closest data 224 
points located on each side. [41] Given the training dataset with input 225 
1 2[ , ,..., ,..., ]
T m n
train i m
×= ∈ℜx x x x x  ( , 1, 2,...,ni i m∈ℜ =x ) and output 
m
train ∈ℜy , the hyperplane that 226 
separating the two classes is then given as Eq. (13),  227 
  ˆ ( ) Tf γ= −x w x  (13) 228 
where m  is the number of training samples; n denotes the number of input variables; n∈ℜx  is the 229 
input random vector; n∈ℜw denotes the normal to the hyperplane and γ ∈ℜ denotes the bias. In the 230 
case of applying the Support Vector theory to regression estimation, namely Support Vector 231 
Regression (SVR) [42], the Eq. (13) is the regression function to be obtained and itrainy ∈ℜ  is the 232 
output of the true function ( )if x . The linear SVR can be extended to nonlinear regression analysis by 233 
implicitly mapping the input data ix  from the low-dimension origin space nℜ into a higher-234 
dimensional Euclidian space or even infinite dimensional Hilbert feature space F  by using an 235 
appropriate mapping function ( )iΦ x . Thus, the feature space F is also named as intrinsic vector 236 
space [43] and the mapping can be illustrated as: 237 
  1 2,1 ,2 ,[ , ,..., ] ( ) [ ( ), ( ),..., ( )]
T T
i i i i n i i i ix x x φ φ φ
Γ= =x Φ x x x x  (14) 238 
where the dimension Γ  is referred as the intrinsic degree, which can be either finite or infinite. 239 
 The coefficients w and γ can be obtained by solving the following quadratic programming 240 
problem: 241 
  
2
2, , 1
1 ˆmin : ( )
2
m
i i
i
C
γ
ξ ξ
=
+ +∑w ξ w   (15a) 242 
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( ( ) )
ˆ. .    ( ( ) )          
ˆ, 0, 1, 2,...,
i T
train i i
T i
i train i
i i
y
s t y
i m
γ ε ξ
γ ε ξ
ξ ξ
 − − ≤ +
 − − ≤ +

≥ =
w Φ x
w Φ x  (15b)  243 
where 0C >  is the penalty constant which is defined for maintain a proper balance between the 244 
flatness of ˆ ( )f x  and the empirical error; 2•  denotes the 2l  norm of • ; ξ  and ξˆ  are the slack 245 
variables introduced for respectively allowing some excess positive and negative deviations for the 246 
prediction function ˆ ( )f x ; ε  represents the tolerable deviation between itrainy and ˆ( )if x  which is 247 
defined by the so-called ε-insensitive loss function ˆ( ( ))itrain il y f
ε − x  [42] as expressed in Eq. (16). 248 
  ˆ ˆ( ( )) max(0, ( ) ), 1,...i itrain i train il y f y f i m
ε ε− = − − =x x  (16) 249 
Due to the employment of the ε-insensitive loss function, the regression method expressed by Eq. (15) 250 
is commonly referred as ε-SVR. Such error tolerance can be demonstrated in Fig. 2 by using a one-251 
dimensional linear SVR model. 252 
 253 
Fig. 2. The ε-insensitive band for a one-dimensional linear SVR 254 
Then, the regression function in Eq. (13) is now expressed as Eq. (17): 255 
  
1
ˆ ˆ( ) ( ) ( , )
m
i i i
i
f Kα α γ
=
= − −∑x x x  (17) 256 
where the iα  and ˆiα  are the Lagrange multipliers used for solving the optimization problem 257 
expressed in Eq. (15). The kernel functions used for support vector machine/ regression should 258 
satisfy the Mercer’s theorem which requires ( , )i jK x x to be positive semi-definite [43]. This property 259 
is also a guarantee that the optimization problem expressed by Eq. (15) can be solved as a convex 260 
quadratic programming problem.  261 
 As an extension of the theory of support vector machine (SVM), the doubly regularized support 262 
vector machine (DrSVM) was proposed by [44] such that the classification and feature selection can 263 
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be conducted simultaneously. Theoretically, the DrSVM is a combination of elastic net penalty 264 
which contains both 1l  norm and 2l  norm penalty with the hinge loss function for reducing the effect 265 
of noise and outliers in the training dataset [45]. Accordingly, the DrSVM can be expressed as 266 
follows: 267 
  21 22 1, 1
min : [1 ( )]
2
m
i
train i
i
y f
γ
λ
λ +
=
+ + −∑w w w x   (18) 268 
where the tuning parameters 1 2, 0λ λ >  control of balance between the classification performance and 269 
feature selection; 1•  denotes the 1l  norm of • ; [1 ( )]
i
train iy f +− x denotes the hinge loss function. 270 
 Due to the additional capability in feature selection, the DrSVM is attracting increasing attention 271 
since it was firstly emerged. Recently, a new DrSVM, namely the pq-SVM was proposed by [46] as 272 
an alternative approach for solving the optimization problem defined in Eq. (18). In the pq-SVM 273 
model, two non-negative variables , n∈ℜp q  are introduced such that = −w p q . The variables p and 274 
q are defined as in Eq. (19): 275 
  
0,   0
:
, 0
i
i
i i
w
p
w w
≤
=  >
 and 
, 0
:
0,     0
i i
i
i
w w
q
w
− <
=  ≥
 (19) 276 
It is indicated by the definition in Eq. (19) that 0i ip q =  is promised i∀ . Thus, the 1w  and
2
2
w  can 277 
be alternatively expressed as Eqs (20) and (21): 278 
  
1 21
1 1 2 2
...
...
( )
n
n n
T
n
w w w
p q p q p q
= + + +
= + + + + + +
= +
w
e p q
  (20) 279 
  
2 2
2 2
2 2
2 2
2 2
2 2
2 T
= −
= + −
= +
w p q
p q p q
p q
 (21) 280 
where [1,1,...,1]T nn = ∈ℜe . Such decomposition is proved as an effective approach by the 281 
implementation in nonlinear optimization [47] and 1l  norm support vector regression [42]. In this 282 
context, the decision function (Eq. (13)) can be reformulated as: 283 
  ( ) ( )Tf γ= − −x x p q  (22) 284 
Similar as the soft margin SVM, a non-negative slack variable m∈ℜξ  is introduced into the 285 
optimization to control the marginal error. Therefore, the pq-SVM can be expressed as: 286 
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  2 21 22 2, , ,min : ( ) ( )2
T T
n mγ
λ
λ+ + + +
p q ξ
p q e p q e ξ  (23a) 287 
  
( ( ) )
. .    
, ;
T T
train m m
n m
s t
γ − − + ≥

≥ ≥
D x p q e ξ e
p q 0 ξ 0
 (23b) 288 
where [1,1,...,1]T mm = ∈ℜe  and m m×∈ℜD , as expressed in Eq. (24), is a diagonal matrix which 289 
contains all labels associated with training dataset 290 
  
1
train
m
train
y
y
 
 =  
  
D   (24) 291 
By using the Lagrange method, the pq-SVM can be reformulated into a quadratic programming 292 
problem [46], which indicates the advantage of the introduction of variables p and q  for 293 
decomposing the 1l  norm of coefficient w . In addition to the conventional classification problem, the 294 
pq-SVM is modified as knowledge-based SVM by incorporating the prior knowledge in the form of 295 
uncertain linear constraints [48]. Despite of the successful implementation of DrSVM and pq-SVM 296 
in classification problem, according to the authors’ best knowledge, a doubly regularized support 297 
vector regression model has not yet been developed. 298 
3.2 The proposed extended support vector regression (X-SVR) 299 
 Inspired by the success of pq-SVM in classification, a new support vector regression (SVR) 300 
model, namely the extended support vector regression (X-SVR) is developed in this study by 301 
adopting the concept of DrSVM and extended from binary classification to the regression estimation. 302 
In the proposed regression model, the decomposition method applied in the pq-SVM is adopted such 303 
that the 1l  norm computation 1w  is eliminated. Additionally, instead of using the widely adopted 304 
linear ε-insensitive loss function expressed in Eq. (16), the proposed X-SVR incorporated the 305 
quadratic ε-insensitive loss function which is defined in Eq. (25) 306 
  
2
2
ˆ ˆ( ( )) ( ) , 1,...i itrain i train il y f y f i m
ε − = − =x x  (25) 307 
By using the non-negative slack variables ˆ, m∈ℜξ ξ , the X-SVR can be derived by solving the 308 
constrained optimization problem formulated as Eq. (26): 309 
  2 21 22 2ˆ, , , ,
ˆ ˆmin : ( ) ( ) ( )
2 2
T T T
n
C
γ
λ
λ+ + + + +
p q ξ ξ
p q e p q ξ ξ ξ ξ  (26a) 310 
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( )
ˆ. .    ( ( ) )
ˆ, ; ,
T T
train m train m
T T
train train m m
n m
s t
γ ε
γ ε
 − − − ≤ +
 − − − ≤ +

≥ ≥
x p q e y e ξ
y x p q e e ξ
p q 0 ξ ξ 0
 (26b) 311 
where 0C >  is the penalty constant (so-called box constraint) which controls the emphasis on the 312 
error minimization. As pointed out in [49], the introduction of quadratic ε-insensitive loss function 313 
leads to the redundancy of the non-negative constraint for the slack variables ξ  and ξˆ . Furthermore, 314 
2γ (the square of bias parameter) is added to the objective function, which enables the simultaneous 315 
optimizing the orientation and location of the regression model [46, 50]. For the sake of simplicity, 316 
Eq. (26) can be further modified as the following optimization problem: 317 
  2 2,
1 ˆmin : ( )
2
T T
γ
γ λ+ +
z
z Cz b z  (27a) 318 
  (2 2 ) (2 2 ) (2 2 ) (2 2 ) 2 2ˆ ˆ ˆˆ. .    ( ) ( )m n m n m n m n m ns t ε γ+ × + + × + ++ + + + ≥A I z I G e d 0  (27b) 319 
where (2 2 ) (2 2 )(2 2 ) (2 2 )
m n m n
m n m n
+ × +
+ × + ∈ℜI denotes the identity matrix and 
2 2
2 2
m n
m n
+
+ ∈ℜ0  denotes the zero 320 
vector. The matrices Cˆ , Gˆ  and Aˆ are defined as: 321 
  
1
1ˆ
n n
n n
m m
m m
C
C
λ
λ
×
×
×
×
 
 
 =
 
 
 
I
I
C
I
I
 (28a) 322 
  
2 2 2 2
2
2
ˆ
n n n m n m
m n m m m m
m n m m m m
× × ×
× × ×
× × ×
 
 =  
 − 
0 0 0
G 0 I 0
0 0 I
 (28b) 323 
  
2 2 2 2
2
2
ˆ
n n n n n m
train train m m
train train m m
× × ×
×
×
 
 = − 
 − 
0 0 0
A x x 0
x x 0
 (28c) 324 
and the vectors b , eˆ , dˆ and z are defined as: 325 
  
2
n
n
m
 
 =  
  
e
b e
0
, 
2
ˆ
n
m
m
 
 =  
  
0
e e
e
, 
2
ˆ
n
train
train
 
 =  
 − 
0
d y
y
, 
ˆ
 
 
 =  
 
  
p
q
z
ξ
ξ
 (29) 326 
The non-negative constraint on the variables p and q  has been included in Eq. (27b). It can be 327 
observed from matric Cˆ  that there would be zero elements along the diagonal if the linear ε-328 
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insensitive loss function is utilized. Thus, the adoption of quadratic ε-insensitive loss function can 329 
enhance the numerical stability in solving optimization problem. 330 
 The optimization problem expressed in Eq. (27) can be equivalently solved in the dual 331 
formulation. Thus, the Lagrange function ( , , )L γz u is shown as Eq. (30): 332 
  
2
2 (2 2 ) (2 2 )
(2 2 ) (2 2 )
1 ˆ ˆ( , , ) ( ) (( )
2
ˆ ˆˆ( ) )
T T
m n m n
T
m n m n
L γ γ λ
ε γ
+ × +
+ × +
= + + − +
+ + +
z u z Cz b z A I z
I G e d u
  (30) 333 
where 2 2m n+∈ℜu  denotes the vector contains all Lagrange multipliers. Then, by applying the 334 
Karush-Kuhn-Tucker (KKT) conditions for the dual problem, Eq. (30) can be then written as: 335 
  
1 2 1
(2 2 ) (2 2 ) (2 2 ) (2 2 ) 2
1
2 (2 2 ) (2 2 )
1
(2 2 ) (2 2 ) (2 2 ) (2 2 )
1 1ˆ ˆ ˆ ˆ( ) ( ) ( )
2 2
1 ˆ ˆ ˆ ˆ ˆˆ ˆ ˆ ( ( ) )
2
1 ˆ ˆ ˆ ˆ ˆˆ ˆ(( ) ( ) )
2
 (
T T T
m n m n m n m n
T T T T T T
m n m n
T T T
m n m n m n m n
L λ
λ ε
λ
− −
+ × + + × +
−
+ × +
−
+ × + + × +
= − + + −
− + + − −
= − + + +
+
u u A I C A I u b C b
u Gee Gu b C A I e d u
u A I C A I Gee G u
1 2 1
2 (2 2 ) (2 2 ) 2
1ˆ ˆ ˆˆˆ( ) )
2
T T T T T
m n m n ε λ
− −
+ × ++ − − −b C A I e d u b C b
 (31) 336 
Since 2 12 ˆ
Tλ −b C b is a real constant, the dual problem can be then formulated as: 337 
  
1min :
2
T T−
u
u Qu m u   (32a) 338 
  2 2. .    m ns t +≥u 0   (32b) 339 
where (2 2 ) (2 2 )m n m n+ × +∈ℜQ  and 2 2m n+∈ℜm are defined by:  340 
  1(2 2 ) (2 2 ) (2 2 ) (2 2 )ˆ ˆ ˆ ˆ ˆˆ ˆ( ) ( )
T T
m n m n m n m n
−
+ × + + × += + + +Q A I C A I Gee G   (32c) 341 
  12 (2 2 ) (2 2 )ˆ ˆ ˆˆ( )
T T T T T
m n m nλ ε
−
+ × += + − −m b C A I e d   (32d) 342 
 In order to demonstrate that proposed X-SVR has the global minimum solution, we can 343 
equivalently prove that the dual problem is a convex optimization problem as the following 344 
Proposition 1. The details of the proof are demonstrated in Appendix A. 345 
Proposition 1: 346 
 Given the training dataset with input m ntrain
×∈ℜx  and output mtrain ∈ℜy , with pre-defining the 347 
positive tuning parameters for X-SVR as 1 2, , ,Cλ λ ε
+∈ℜ , the optimization problem defined in Eq. 348 
(32) is a convex quadratic programming problem. 349 
 Subsequently, the global optimum solution for the proposed X-SVR can be obtained by solving 350 
the associated dual problem by either gradient based method or available quadratic programming 351 
14 
 
solvers. Let 2 2m n∗ +∈ℜu  be the obtained solution for the X-SVR, then the variables z  and γ  can be 352 
respectively computed as: 353 
  1 (2 2 ) (2 2 ) 2ˆ ˆ(( ) )
T
m n m n λ
− ∗
+ × += + −z C A I u b  (33) 354 
  ˆˆTγ ∗= e Gu  (34) 355 
Then, the coefficient w  can be obtained as: 356 
  (1: ) ( 1: 2 )n n n= − = − +w p q z z  (35) 357 
Thus, the regression function obtained by the proposed by the proposed X-SVR is expressed as: 358 
  ˆ ˆˆ( ) ( )T Tf ∗= − −x p q x e Gu  (36) 359 
 Similar as the classic support vector regression, the proposed X-SVR can be further modified 360 
into a nonlinear regression method (using kernel method) such that the introduced approach can be 361 
applied on the more complex problems. Despite of the convenience of the kernel method used in the 362 
ε-SVR, mapping to the intrinsic vector space can only applied as a replacement of Ti jx x in order to 363 
avoiding the explicit calculation of ( )iΦ x  and ( )jΦ x . In the proposed X-SVR, such implicit kernel 364 
map approach is not applicable since that the linear combinations of ix  ( 1, 2,...,i m= ), in addition to 365 
the inner product Ti jx x  are included in the dual formulation expressed as Eq. (32) To extend the 366 
linear X-SVR to a kernelized learning method, an alternative approach, namely the empirical kernel 367 
map [43, 51], is utilized in the proposed surrogate model. The adopted empirical kernelization can be 368 
expressed in Eq. (38): 369 
  
1 1
22
,1 ,2 ,
( ) ( ) ( , )
( , )( ) ( )ˆ[ , ,..., ] ( )
( , )( ) ( )
T
i i
T
iT i
i i i i n i
T
m im i
K
K
x x x
K
   
   
   = = =   
   
    
Φ x Φ x x x
x xΦ x Φ xx k x
x xΦ x Φ x



 (37) 370 
where the kernel-induced vector ˆ ( )ik x is known as the empirical feature vector with the empirical 371 
degree m  defined as the number of training samples [43]. Such m -dimensional vector space is 372 
named as the empirical feature space. Then, the empirical feature vector ˆ ( )ik x  is regarded as the 373 
training sample for constructing the learning model. Comparing with the implicit kernel map 374 
approach used in ε-SVR, the empirical feature space is finite-dimensional and jointly defined by the 375 
employed kernel function and training samples [51]. Such kernel map approach has also been 376 
effectively applied on the other kernelized learning method, including kernelized LASSO (Least 377 
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Absolute Selection and Shrinkage Operator) [52], kernelized elastic net [53] and linear programming 378 
SVR [54]. The architecture of the nonlinear X-SVR is shown in Fig. 3. 379 
 380 
Fig. 3 The architecture of the X-SVR 381 
 Thus, given the training dataset trainx  and a specific kernel function , the original 382 
training samples are transferred into the kernel matrix m mtrain
×∈ℜK  which is expressed as Eq. (38): 383 
  
1 1 1 2 1
2 1 2 2 2
1 2
( , ) ( , ) ( , )
( , ) ( , ) ( , )
( , ) ( , ) ( , )
m
m
train
m m m m
K K K
K K K
K K K
 
 
 =
 
 
 
x x x x x x
x x x x x x
K
x x x x x x


   

 (38) 384 
Then, the kernel matrix trainK  is used as the training dataset and the nonlinear X-SVR problem is 385 
now formulated as Eq. (39): 386 
  2 21 22 2ˆ, , , ,
ˆ ˆmin : ( ) ( ) ( )
2 2k k
T T T
k k m k k
C
γ
λ
λ+ + + + +
p q ξ ξ
p q e p q ξ ξ ξ ξ  (39a) 387 
  
( )
ˆ. .    ( ( ) )
ˆ, , ,
T T
train k k m train m
T T
train train k k m m
k k m
s t
γ ε
γ ε
 − − − ≤ +
 − − − ≤ +

≥
K p q e y e ξ
y K p q e e ξ
p q ξ ξ 0
 (39b) 388 
where , mk k ∈ℜp q  and have the same function as p and q for linear X-SVR; the subscript k  is for 389 
indicating that this is a kernelized learning model. Then, by adopting the same concept as expressed 390 
in Eq. (27), the kernelized X-SVR shown in Eq. (39) can be modified into: 391 
  2 2,
1 ˆmin : ( )
2k
T T
k k k kγ
γ λ+ +
z
z Cz b z  (40a) 392 
  4 4 4 4 4ˆ ˆ ˆˆ. .    ( ) ( )k m m k m m k k k ms t ε γ× ×+ + + + ≥A I z I G e d 0  (40b) 393 
 
 
 
 
 
 
 
 
 
 
 
 
Bias:  
  
( , )i jK x x
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where 4 44 4
m m
m m
×
× ∈ℜI denotes the identity matrix and 
4
4
m
m ∈ℜ0  denotes the zero matrix. The 394 
matrices ˆ kC , ˆ kG  and ˆ kA are defined as: 395 
  
1
1ˆ
m m
m m
k
m m
m m
C
C
λ
λ
×
×
×
×
 
 
 =
 
 
 
I
I
C
I
I
 (41a) 396 
  
2 2 2 2
2
2
ˆ
m m m m m m
k m m m m m m
m m m m m m
× × ×
× × ×
× × ×
 
 =  
 − 
0 0 0
G 0 I 0
0 0 I
 (41b) 397 
  
2 2 2 2
2
2
ˆ
m m m m m m
k train train m m
train train m m
× × ×
×
×
 
 = − 
 − 
0 0 0
A K K 0
K K 0
 (41c) 398 
and the vectors kb , ˆ ke , ˆ kd and kz are defined as: 399 
  
2
m
k m
m
 
 =  
  
e
b e
0
, 
2
ˆ
m
k m
m
 
 =  
  
0
e e
e
, 
2
ˆ
m
k train
train
 
 =  
 − 
0
d y
y
, 
ˆ
k
k
k
 
 
 =  
 
  
p
q
z
ξ
ξ
 (42) 400 
 The optimization problem demonstrated in Eq. (40) can also be equivalently solved in its dual 401 
formulation by using Lagrange method with KKT conditions. Thus, by introducing the non-negative 402 
Lagrange multiplier 4mk ∈ℜu , the kernelized X-SVR will be solved as the quadratic programming 403 
problem shown in Eq. (43): 404 
  
1min :
2k
T T
k k k k k−u u Q u m u   (43a) 405 
  4. .    k ms t ≥u 0   (43b) 406 
where 4 4m mk
×∈ℜQ  and 4mk ∈ℜm are defined by:  407 
  14 4 4 4ˆ ˆ ˆ ˆ ˆˆ ˆ( ) ( )
T T
k k m m k k m m k k k k
−
× ×= + + +Q A I C A I G e e G   (43c) 408 
  12 4 4ˆ ˆ ˆˆ( )
T T T T T
k k k k m m k kλ ε
−
×= + − −m b C A I e d   (43d) 409 
Let 4mk
∗ ∈ℜu  be the obtained solution for the optimization problem illustrated in Eq. (43), then the 410 
variables kz  and kγ  can be respectively computed as: 411 
  1 4 4 2ˆ ˆ(( ) )
T
k k k m m k kλ
− ∗
×= + −z C A I u b  (44) 412 
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  ˆˆTk k kγ
∗= e G u  (45) 413 
Then, the coefficient w  can be obtained as: 414 
  (1: ) ( 1: 2 )k k k km m m= − = − +w p q z z  (46) 415 
Thus, the nonlinear regression function obtained by the proposed kernelized X-SVR is expressed as: 416 
  ˆ ˆˆ ˆ( ) ( ) ( )T Tk k k k kf
∗= − −x p q k x e G u  (47) 417 
 It can be easily observed that the only difference between the linear and nonlinear X-SVR is that 418 
the input dataset is mapped into the empirical space by using specified kernel function. Thus, the 419 
kernelized X-SVR can be regarded as a linear X-SVR with a manipulated input samples and 420 
therefore the convex property is still promised regardless of the type of kernel function. In this 421 
context, the selected kernel function is not restricted to the category that satisfies the Mercer’s 422 
theorem [53]. 423 
3.3 Generalized Gegenbauer kernel – a new orthogonal polynomial kernel function 424 
 For both nonlinear classification and regression applications, the performance of support vector 425 
machine is significantly affected by the employed kernel functions [55]. Despite that Gaussian and 426 
polynomial kernels are commonly adopted, it is pointed out that these kernels can lead to unsatisfied 427 
results in approximating some complex function [54, 55]. Specifically, Gaussian and polynomial 428 
kernels are not complete orthonormal base, which result in that they cannot approach to the curves in 429 
quadratic continuous integral space [56]. To overcome such drawback, the wavelet kernel function is 430 
proposed and receives favorable results for both classification and regression [54-56]. Motivated by 431 
the properties of orthogonal polynomials which have been effectively used for functions 432 
approximation, the development of orthogonal polynomial kernels for SVM/ SVR models receives 433 
increasingly attention from researchers [57-60].  434 
 Among the family of orthogonal polynomials, the Gegenbauer polynomial has been widely 435 
adopted for uncertainty quantification and function approximation by using the Gegenbauer series 436 
expansion [61]. The univariate Gegenbauer polynomials, denoted by ( )kdP x
α , with degree d ∈  437 
and polynomial parameter 0kα >  can be defined by the recurrence relations as Eq. (48): 438 
  
0
1
1 2
( ) 1
( ) 2
1( ) [2 ( 1) ( ) ( 2 2) ( )],     2,3, 4,...
k
k
k k k
k
d k d k d
P x
P x x
P x x d P x d P x d
d
α
α
α α α
α
α α− −

=

=

 = + − − + − =

 (48) 439 
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For a given kα , the Gegenbauer polynomials are orthogonal on [ 1,1]x∈ −  with respect to the weight 440 
function ( )k xαρ , which can be expressed as  441 
  
1
1
,  
( ) ( ) ( )
0,    
k
k k k l
l v
h l v
x P x P x dx
l v
α
α α αρ
−
 =
= 
≠
∫  (49) 442 
where , 0,1,2,...,l v d=  and ( )k xαρ and klh
α  can be formulated as 443 
  
1
2 2( ) (1 ) kk x x
ααρ
−
= −  (50a) 444 
  
1 2
2
2 ( 2 )
!( ) ( )
k
k k
l
k k
dh
d d
α
α π α
α α
− Γ +
=
+ Γ
 (50b) 445 
In Eq. (50b), ( )Γ •  denotes the Gamma function. As the particular solutions of the Gegenbauer 446 
differential equation, such polynomial is the generalization of Chebyshev and Legendre polynomials 447 
by substituting various value for kα  [62].  448 
 Considering generalization ability of Gegenbauer polynomial, Padierna et al. [63] proposed a 449 
new orthogonal polynomial kernel based on the Gegenbauer polynomial and implemented on binary 450 
classification problems. Similar as the Legendre and Hermite polynomial kernels, the Gegenbauer 451 
polynomial kernel is constructed as the tensor product of the inner product of univariate polynomials, 452 
which is conceptually identical with the method for extending one-dimensional polynomials to multi-453 
dimensional. As pointed out by [57], the kernel constructed by the tensor product approach may 454 
yield either an extremely small and larger value which will significantly impact the performance the 455 
corresponding kernelized learning models. Such phenomenon is avoided in the Gegenbauer 456 
polynomial kernel by multiplying weight and scaling functions to the product univariate polynomials 457 
and limiting the variation range of the polynomial parameter [63] However, it is point out by Ozer et 458 
al. [57] that such type of kernel construction approach may force the learning along each input 459 
variable rather than the input vectors. Thus, it is suggested that the orthogonal polynomial kernel 460 
functions should be applied directly onto the input vectors rather than each pair of input elements. 461 
 Inspired by the pioneering work by Ozer et al [57] and Padierna et al. [63], we developed a new 462 
orthogonal polynomial kernel function for the proposed kernelized X-SVR. Different from the kernel 463 
function introduced by [63], the proposed orthogonal polynomial kernel is constructed by using the 464 
partial sum of the inner product of generalized Gegenbauer polynomials, namely the generalized 465 
Gegenbauer kernel (GGK). By adopting the strategy utilized for defining the generalized Chebyshev 466 
polynomial for vector inputs [57], the generalized Gegenbauer polynomials are defined recursively 467 
as following: 468 
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0
1
1 2
( ) 1
( ) 2
1( ) [2 ( 1) ( ) ( 2 2) ( )],     2,3, 4,...
k
k
k k k
k
T
d k d k d
P
P
P d P d P d
d
α
α
α α α
α
α α− −

=

=

 = + − − + − =

x
x x
x x x x
 (51) 469 
where n∈ℜx  denotes the column vector of input variables. It can be revealed from Eq. (51) that the 470 
generalized Gegenbauer polynomial ( )kdP
α x yields a scalar value when the polynomial order d  is an 471 
even number, otherwise it will yield a column vector. Considering that an exponential function, such 472 
as Gaussian kernel function, has better capability in capturing local information than the originally 473 
employed square root function [57], the Gaussian kernel function is adopted here as the weighting 474 
function for the proposed GGK. Thus, the proposed nth order generalized Gegenbauer Kernel 475 
function ( , )GGK i jK x x  of two arbitrary input vectors ix and jx is defined as Eq. (52): 476 
  0 2
2
( ) ( )
( , )
exp( )
k k
d
T
l i l j
l
GGK i j
i j
P P
K
α α
σ
==
−
∑ x x
x x
x x
 (52) 477 
where each element of ix and jx  is defined in [ 1,1]− . In this context, both kα  and σ  are here 478 
considered as the kernel scales or the so-called decaying parameters of the proposed kernel function. 479 
 It is worthy to addressing that the proposed GGK satisfies the Mercer Theorem which is a 480 
prerequisite for implementing the kernel function in SVM/SVR. Thus, not just in the proposed X-481 
SVR model, the generalized Gegenbauer kernel introduced in this study can be also employed in the 482 
other kernelized learning models which require the Mercer condition to be satisfied. The property 483 
that the proposed GGK is a valid Mercer kernel can be systematically demonstrated by the 484 
Proposition 2. The proof of the Proposition 2 is demonstrated in the Appendix B. It can be observed 485 
from Eq. (52), the novel GGK possesses three kernel parameters: the polynomial order d  and two 486 
positive kernel scale parameters kα  and σ . 487 
Proposition 2: 488 
 The proposed generalized Gegenbauer kernel (GGK) expressed in Eq. (52) is a valid Mercer 489 
kernel. 490 
 It can be observed from the proof of Proposition 2 that the proposed GGK is a mixed kernel 491 
function which combines one local kernel 
2
1 2
( , ) exp( )i j i jK σ= − −x x x x  (Gaussian kernel) and one 492 
global kernel 2
0
( , ) ( ) ( )k k
d
T
i j l i l j
l
K P Pα α
=
=∑x x x x  (a generalized polynomial kernel) [58]. Subsequently, 493 
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by integrating the proposed generalized Gegenbauer kernel, the nonlinear X-SVR can be also 494 
regarded as a multiple kernel learning algorithm using fixed rules approach [64].  495 
3.4 Hyperparameter optimization for X-SVR with generalized Gegenbauer kernel 496 
 In the proposed X-SVR with the generalized Gegenbauer kernel (GGK), there are seven 497 
hyperparameters including the two regularization parameters 1λ  and 2λ , the penalty parameter C , 498 
the insensitive tube width ε , the polynomial order d  and two positive kernel scale parameters kα  499 
and σ . Similar as the conventional SVR model, the prediction accuracy of the proposed X-SVR with 500 
GGK is strongly dependent on the selection of these parameters. For machine learning approaches, 501 
the k -fold cross-validation (CV) over the training samples is an effective approach to ensure the 502 
regression model has the generalized ability in accurately predicting the training dataset while 503 
checking if the selected parameters will result in overfitting [65]. Practically, k  is commonly set to 504 
5-10 as a trade-off of computational cost and prediction accuracy [66]. In present work, the 5-fold 505 
CV error which denoted by 5CVErr  is employed as the training error measure for X-SVR, which is 506 
formulated as following: 507 
  
5
5
1
1
5CV ii
Err err
=
= ∑  (53) 508 
where ierr  is the mean squared error (MSE) between the predicted output ˆ ( )f x obtained by the X-509 
SVR model and the output of the true function ( )f x  in each fold i . ierr  is expressed as Eq. (54): 510 
  2, ,
1
1 ˆ( ( ))
im
i i j i j
ji
err y f
m =
= −∑ x  (54) 511 
where im denotes the number of training samples in the fold i ; ,i jx  and ,i jy  denote the jth input and 512 
output in the ith fold, respectively.  513 
Table 1 Searching range of X-SVR hyperparameters 514 
Hyperparameter Searching range 
1λ  3 3[10 ,10 ]−   
2λ  3 3[10 ,10 ]−  
C  1 5[10 ,10 ]  
ε  5 1[10 ,10 ]− −  
d  [1,6]  
kα   3[10 ,1]−  
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σ   2 2[10 ,10 ]−  
 515 
 Since that the selected hyperparameters will lead to the minimization of 5CVErr , the 516 
hyperparameter tuning can be considered as an optimization problem. Recently, Bayesian 517 
optimization is becoming increasingly popular in tuning learning parameters for complex machine 518 
learning algorithm such as deep neural network [67]. Typically, Bayesian optimization construct a 519 
probabilistic approximation of the objective function by using Gaussian process and then determines 520 
the next estimation point which results in the maximum of the acquisition function [68]. Instead of 521 
using the local gradient or Hessian approximations, Bayesian optimization relies on all the available 522 
information from previous evaluations of the objective function. Subsequently, the minimum of the 523 
objective function can be efficiently obtained with relative less number of iteration [68]. Considering 524 
that more hyperparameters are included in proposed X-SVR model with generalized Gegenbauer 525 
kernel in comparison with the classic nonlinear ε-SVR, Bayesian optimization method is integrated 526 
in the proposed meta-model for automatically selecting the suitable learning parameters. In the 527 
presented work, the Bayesian optimization is conducted by using the MATLAB Statistical and 528 
Machine Leaning toolbox [69]. The searching range for the hyperparameters are summarized in 529 
Table 1. 530 
4. Structural dynamic reliability analysis by using X-SVR 531 
 This paper offers a metamodel-based Monte Carlo Simulation method for structural dynamic 532 
reliability analysis by adopting the proposed X-SVR with the generalized Gegenbauer kernel. In this 533 
proposed reliability analysis strategy, the true structural limit state function is approximated by using 534 
the X-SVR metamodel to replace the precise FEM model. Then, the probability of failure is 535 
evaluated by conducting the Monte Carlo simulation based on the constructed surrogate model. Thus, 536 
the performance of the proposed method is significantly affected by the quality of the trained X-SVR 537 
model. In practice, metamodels are trained by limit number of running the original models based on 538 
the Design of Experiments (DoEs) and expected to have good predictions over the entire domain of 539 
input variables, which is commonly achieved by employing uniform sampling techniques [70, 71]. In 540 
this study, the training samples are generated by quasi-Monte Carlo sampling method with Sobol’s 541 
sequence [72]. Such low-discrepancy sampling technique can generate samples evenly distributed 542 
over the design space. Then, the X-SVR surrogate model will be trained by using the DoE and 543 
subsequently used for analyzing the probability of failure ( fp ).  544 
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 In the presented study, the first passage problem with equal barriers ( 1 2b b b= − = ) is 545 
investigated for demonstrating the capability of the proposed metamodel-based reliability analysis 546 
approach. The procedure for this reliability analysis is summarized as follows: 547 
1. Generate MCSm  Monte Carlo samples MCS
m n
MCS
×∈ℜx  for input variables using the quasi-MCS 548 
scheme. The generated samples will be used as the input samples for the trained metamodel 549 
for reliability analysis using metamodel. MCSm is expected to be large (i.e. 
5 610 10− ). 550 
2. Define the DoE with trainm  ( train MCSm m ) training samples trainx  and trainy  using the quasi-551 
MCS (Sobol’s sequence). Here , max ( , )train i iy u t= x  for 1,..., traini m= , which is obtained by 552 
high-fidelity numerical analysis (i.e. FEM) in this study. 553 
3. Train the X-SVR model based on the samples { , }train trainx y  obtained in step 2. The limit state 554 
function of the investigated structure can be approximately expressed as ˆ ( )g x  by employing 555 
the trained X-SVR surrogate model.  556 
4. Input the MCS samples into the metamodel-based limit state function ˆ( )g x  to analysis the 557 
dynamic response. Compute the number of failure samples fm which are indicated by 558 
ˆ ( ) 0g ≤x . 559 
5. The probability of failure for the investigated structure is approximated calculated as560 
ˆ /f f MCSp m m= . 561 
The flowchart of the computational procedures is shown in Fig. 4.  562 
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 563 
Fig. 4. Flowchart for the X-SVR based structural dynamic reliability analysis 564 
5. Numerical examples 565 
 To demonstrate the capability and accuracy of the proposed approach, four numerical examples 566 
are presented in this study. The first two analytical examples are benchmark functions which are 567 
adopted here for illustrating the performance of the proposed approach. Then, the proposed approach 568 
is further tested by one structural dynamic problem and one acoustic problem for demonstrating its 569 
reliability and versatility. The results are compared with the classical ε – support vector regression 570 
(ε-SVR) model with widely used Gaussian kernel. Moreover, the direct Monte-Carlo simulation 571 
(MCS) is conducted for each example as a reference for comparing the accuracy of the two methods. 572 
In all the considered examples, both the proposed method and ε-SVR model are trained by samples 573 
generated by Quasi MCS with Sobol sequence [72]. In this work, the ε-SVR integrated in the 574 
MATLAB Statistical and Machine Leaning toolbox [69] is adopted. The presented numerical results 575 
are obtained by using a workstation with CPU of Intel Core i7-4770, 32 GB of memory, and 1 TB of 576 
hard drive. 577 
5.1 First analytical example: Borehole function 578 
 The first example employed for demonstrating the performance of the proposed method is called 579 
the Borehole function which is commonly used as a benchmark example for emulation and 580 
prediction tests [73]. This function, as expressed in Eq. (58), was originally derived for modelling the 581 
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water flow through a borehole. There are totally 8 input parameters which are all modeled as 582 
independent and uniformly distributed variables. The details of the variation range are presented in 583 
Table 2.  584 
  3 4 6
7 3 3
2 1 2
2 1 1 8 5
2 ( )( ) 2ln( / )(1 )
ln( / )
x x xf x x xx x
x x x x x
π −
=
+ +
x  (55) 585 
Table 2 Details of the input parameters for the Borehole function 586 
Input parameters Range 
1x  [0.05,0.15]   
2x  [100,50000] 
3x  [63070,115600] 
4x  [990,1110] 
5x  [63.1,116]  
6x  [700,820]  
7x  [1120,1680] 
8x  [9855,12045]  
 587 
 The performance of the proposed model is tested with a variety number of training samples 588 
( trainN ). In this example, the initial design of experiment (DoE) consists 25 sampling points and then 589 
augmented to 50, 100 until 200 samples. Moreover, the classical ε-SVR model with Gaussian kernel 590 
is applied with the same DoEs for comparison purpose. The accuracy of the metamodels is assessed 591 
by evaluating two types of relative error: the root mean squared error (RMSE) and the coefficient of 592 
determination ( 2R ) which are described as in Table 3, where ( )if x  denotes the output of the actual 593 
model at the sampling point ix ; ˆ ( )if x denotes the output of the constructed surrogate model at the 594 
sampling point ix ; and fµ denotes the estimated mean of the outputs of all the MCSN sampling points 595 
for the actual model. The RMSE is scale-dependent to the magnitude of data to be predicted and a 596 
lower RMSE value indicates a higher accuracy of the surrogate model. The 2R  offers a statistical 597 
measure of the goodness of regression predictions in approximating the real data points. Surrogate 598 
models are indicated to have better capability in prediction if 2R is closer to 1. The two validation 599 
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errors are computed for each surrogate model with different numbers of training samples by using 600 
the MCS with 45 10MCSN = ×  samples in this example. 601 
Table 3 The expressions of RMSE and 2R  602 
Error metrics Expression 
Root mean square error 
(RMSE) 
2
1
1 ˆ( ( ) ( ))
MCSN
i i
iMCS
RMSE f f
N =
= −∑ x x   
Coefficient of determination 
( 2R  ) 
2
2 1
2
1
ˆ( ( ) ( ))
1
( ( ) )
MCS
MCS
N
i i
i
N
i f
i
f f
R
f µ
=
=
−
= −
−
∑
∑
x x
x
  
 603 
 To statistically assess the predicting performance of the surrogate models, the analysis is 604 
replicated 50 times at each DoE for both methods and boxplots of the RMSE and 2R  of predicted 605 
results are shown in Figs. 5 and 6, respectively. In the figures, the median error, the quantile error 606 
values and the extreme error values of the 50 independently repeated simulations are demonstrated. 607 
As shown in Fig. 5, the proposed X-SVR method has a better predicting performance than the 608 
conventional ε-SVR in terms of median value. It is also noticed from Fig. 5 that, for 25trainN = , 609 
more outliers are shown in the boxplot of RMSE of the simulation results obtained by ε-SVR than 610 
the proposed approach. Additionally, both the median value and variation range for the RMSE of the 611 
X-SVR prediction decrease with the increase of training sample size. This phenomenon is not clearly 612 
demonstrated from Fig. 5 for the ε-SVR. Similarly, it is shown in Fig.6 that the proposed surrogate 613 
model has the less scattered 2R  value than the conventional SVR method. Thus, it can be concluded 614 
that the proposed model has a better performance in this example. 615 
    616 
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                                         (a)                                                                              (b) 617 
Fig. 5. The boxplots of RMSE for 50 independent simulations of (a) X-SVR and (b) ε-SVR trained 618 
by different DoEs 619 
    620 
                                         (a)                                                                              (b) 621 
Fig. 6. The boxplots of 2R for 50 independent simulations of (a) X-SVR and (b) ε-SVR trained by 622 
different DoEs 623 
5.2 Second analytical example: 50-D function 624 
 For testing the capability of the proposed X-SVR method for high-dimensional problems, an 625 
analytical example with 50 input parameters is utilized. Such 50-D function [74] has been widely 626 
used in evaluating the performance of optimization algorithm in high dimensional space. The 627 
considered function is expressed in Eq. (56). In this example, the input variables are assumed to be 628 
independent and uniformly distributed within the range[0,1] . 629 
  
50
2
1
( ) 1 exp( 0.01 ); [0,1]i i
i
f x x
=
= − − ∈∑x   (56) 630 
 Similar as in the Example 1, the performance of the proposed X-SVR with generalized 631 
Gegenbauer kernel is investigated by comparing the ε-SVR with widely used Gaussian kernel against 632 
various numbers of training samples ( trainN ). Considering of the relatively large number of input 633 
variables, the initial DOE is selected as 50 and increased gradually to 400. The validation errors 634 
RMSE and 2R  for both surrogate models trained with different trainN  are computed using 635 
45 10MCSN = ×  MCS samples and are plotted in Fig. 7. It can be observed from simulation results that, 636 
the RMSE for X-SVR is less than that for ε-SVR while the 2R  for X-SVR is larger than that for ε-637 
SVR with any adopted trainN , which indicates that the X-SVR with generalized Gegenbauer kernel 638 
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outperforms the ε-SVR with Gaussian kernel in this example. Despite of that the validation errors 639 
reduce with the increase of trainN  for both methods, the RMSE and 2R for the proposed ε-SVR 640 
converge faster than that for the classic ε-SVR. Under the circumstance of small number of training 641 
samples ( 150trainN ≤ ), it is shown in Fig. 7(a) that the X-SVR has much less RMSE than the ε-SVR.  642 
 In order to offer a visible demonstration, the scatter plots of prediction results (predicted 643 
response in Fig. 8) obtained by both X-SVR and ε-SVR trained with relatively small number of 644 
DOEs are shown in Fig. 8. It can be visualized that, with 50trainN =  and 75 , the prediction obtained 645 
by X-SVR is less variant from the true value (actual response in Fig. 8) of the 50D function obtained 646 
by direct MCS. In the context that 100trainN =  and 150 , the function value predicted by X-SVR is 647 
almost identical to the MCS results by observation. Thus, the proposed X-SVR with generalized 648 
Gegenbauer kernel has superior capability in approximating the 50D function than the ε-SVR with 649 
Gaussian kernel. 650 
   651 
                                        (a)                                                                              (b) 652 
Fig. 7. The (a) RMSE and (b) 2R  of X-SVR and ε-SVR trained with various DOEs 653 
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  656 
                                        (c)                                                                             (d) 657 
Fig. 8. Comparative assessment of by X-SVR and ε-SVR utilizing various number of training 658 
samples: (a) 50trainN = , (b) 75trainN = , (c) 100trainN =  and (d) 150trainN =  659 
5.3 Spring-mass-damper system with three degrees of freedom 660 
 In this example, a spring-mass-damper system with three degrees of freedom (DOFs) modified 661 
from [75] is used for testing the capability of the proposed X-SVR based structural dynamic 662 
reliability analysis. The detailed configuration of the adopted vibration system is shown in Fig. 9. 663 
The dynamic equations of this spring-mass-damper system can be expressed as Eq. (57): 664 
  
1 1 1 2 1 2 2 1 2 1 2 2
2 2 2 1 2 3 2 3 3 2 1 2 3 2 3 3
3 3 3 2 3 4 3 3 4 3 3 2
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) 0
( ) ( ) ( ) ( ) ( ) ( ) ( ) 0
m u t c c u t c u t k k u t k u t F t
m u t c u t c c u t c u t k u t k k u t k u t
m u t c u t c c u t k k u t k u t
+ + − + + − =
 − + + − − + + − =
 − + + + + − =
  
   
  
 (57)  665 
where 1m , 2m and 3m denote the masses of the system, respectively; 1k , 2k , 3k and 4k denote the 666 
stiffness of the springs in the system, respectively; 1c , 2c , 3c and 4c denote the dampers of the system; 667 
)(1 tu , )(2 tu and )(3 tu denote the displacements of the three lumped masses in this system. A time-668 
dependent harmonic excitation 0.50( ) cos(4 )
tF t F e t−= is applied to the mass 1m . The initial conditions 669 
of this system are set as ]0,0,0,0,0,0[)]0(),0(),0(),0(),0(),0([ 321321 =uuuuuu  . 670 
 671 
Fig 9. The spring-mass-damper system with three degrees of freedom (DOFs) 672 
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Table 4 The statistical information for uncertain parameters of Example 3 673 
Parameter 0
F  
(N) 
1m , 2m , 3m  
(kg) 
1c , 2c , 3c , 4c  
(N/(m/s)) 
1k , 2k , 3k , 4k  
(N/m) 
Mean ( µ  ) 5 3 0.475 95 
Distribution (σ  ) Normal Lognormal Lognormal Lognormal 
 Case 1 2.5% 
COV Case 2 5% 
 Case 3 10% 
 674 
 The amplitude 0F of the harmonic excitation is considered as a random variable with normal 675 
distribution while the masses, stiffness and dampers of the system are considered as random 676 
variables with lognormal distribution. Moreover, three different coefficients of variation (COVs) 677 
ranging from 2.5% to 10% are studied in this example. The details of the statistical information of 678 
the considered 12 random variables are listed in Table 4. For the investigation, the displacement of 679 
1m is assumed to be critical for the safety of the system. According to the first-passage failure theory, 680 
the limit state function of the spring-mass-damper system is defined by 681 
  
1 1
( ) max( ( ) )m tg u u t= −x  (58) 682 
where 1 2 3 4 1 2 3 4 1 2 3 0[ , , , , , , , , , , , ]k k k k c c c c m m m F=x  and 1mu  denotes the allowable displacement at 1m  683 
and is set to be 8.5 cm. The COV is defined as Eq. (59): 684 
  input
input
COV
σ
µ
=  (59) 685 
where inputµ and inputσ  denote the mean and standard deviation of the input random variable, 686 
respectively.  687 
 The “exact” probability of failure ( fp ) for the considered three cases is obtained by using direct 688 
Monte Carlo simulation with 610MCSN =  samplings. For demonstrating the capability of the 689 
proposed surrogate model, the X-SVR models are respectively constructed with various training 690 
samples ( 25,50,100trainN = ) and the predicted probability of failure ( ˆ fp ) is then calculated 691 
accordingly. Meanwhile, the conventional ε-SVR model with Gaussian kernel is trained and tested 692 
with the same datasets. The accuracy of the proposed surrogate model is measured by calculating the 693 
relative difference 
fp
ε  between ˆ fp and fp  as the Eq. (60).  694 
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ˆ
100
ˆf
f f
p
f
p p
p
ε
−
= ×

 (60)  695 
Table 4 The probability of failure – Case 1, Example 3 696 
Method 
Case 1 
ˆ fp  
( 25trainN = ) 
fp
ε  
ˆ fp  
( 50trainN = ) 
fp
ε  
ˆ fp  
( 100trainN = ) 
fp
ε  
X-SVR 0.1006 12.25% 0.0808 9.86% 0.0861 3.90% 
ε-SVR 0.1224 36.51% 0.0570 36.46% 0.1138 26.97% 
MCS 0.0896fp =  
 697 
Table 5 The probability of failure – Case 2, Example 3 698 
Method 
Case 2 
ˆ fp  
( 25trainN = ) 
fp
ε  
ˆ fp  
( 50trainN = ) 
fp
ε  
ˆ fp  
( 100trainN = ) 
fp
ε  
X-SVR 0.3160 12.39% 0.2924 3.99% 0.2903 3.25% 
ε-SVR  0.2123 24.49% 0.3017 7.29% 0.2961 5.31% 
MCS 0.2812fp =  
 699 
 The simulated probability of failure by using the proposed method and ε-SVR model for Cases 700 
1-3 are summarised in Table 4-6, respectively. By reviewing the simulation results, the proposed 701 
method surpasses the classical support vector regression model by offering less relative difference in 702 
predicting the probability of failure of the investigated spring-mass-damping system under various 703 
uncertainty levels. Additionally, it is indicated by the results that the probability of failure estimated 704 
by the proposed X-SVR approaches to ˆ fp with increasing number of samples for training, while 705 
such trend is not obvious based on the simulation results obtained from ε-SVR.  706 
Table 6 The probability of failure – Case 3, Example 3 707 
Method 
Case 3 
ˆ fp  
( 25trainN = ) 
fp
ε  
ˆ fp  
( 50trainN = ) 
fp
ε  
ˆ fp  
( 100trainN = ) 
fp
ε  
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X-SVR 0.3569 7.48% 0.3641 5.58% 0.3978 3.15% 
ε-SVR 0.2458 36.28% 0.2728 29.28% 0.1827 52.62% 
MCS 0.3857fp =  
 708 
5.4 Acoustic wave radiation from a 3D open structure   709 
 The effectiveness and capability of the proposed X-SVR based reliability analysis approach is 710 
further applied to acoustic problem in this section. The 3D acoustic analysis of an open structure 711 
submerged in an infinite acoustic space is investigated. As shown in Fig. 10, the open structure is 712 
assumed to be a rigid hollow sphere with one quarter cut-off, where 0r  and 1r  ( 1 01.2r r= ) denote the 713 
inner and outer radii of the open hollow sphere, respectively. The inner surface of the open sphere is 714 
uniformly subjected to a transient acoustic flux ( )sf t , which is defined in a dimensionless manner in 715 
Fig. 11. In Fig. 11(a), the applied transient flux is normalized by its peak magnitude stF  and plotted 716 
against the dimensionless time 
0
ˆ
d
ct t
r
= , where cˆ  denotes the nominal value of sound speed c . The 717 
Fourier transform of the flux ( )sf t  is also shown in Fig. 11(b) with the dimensionless amplitude 718 
( ) /s stF Fω  and the dimensionless frequency 0 ˆ/d r cω ω= . The corresponding highest frequency of 719 
interest is estimated to be ,max 6dω ≈ . 720 
 In this example, the time-dependent acoustic pressure ( )Op t  at point (0,0,0)O  marked in Fig. 721 
10 is considered for reliability analysis. The commercial software ANSYS is employed for the 722 
acoustic analysis. Due to the infinitely large acoustic field, the acoustic field is firstly truncated to a 723 
bounded and an unbounded acoustic domain by the translucent spherical shell in Fig. 10 with the 724 
radius of 𝑟𝑟2. In the ANSYS model, the bounded acoustic domain is modelled by FLUID30 elements 725 
(4-node tetrahedral elements). The unbounded acoustic domain is represented by the FLUID130 726 
elements (3-node triangular elements) attached to the outer surface (spherical surface) of the 727 
bounded domain. According to Fig. 11(b), the minimum wavelength can be calculated as 728 
min 0 0
,max
2 1.05
d
r rπλ
ω
= ≈ . In order to guarantee the accuracy, the element edge length is set to be 00.1r  729 
in ANSYS. This can provide approximately 11 nodes per minimum wavelength. From the ANSYS 730 
manual [76], the FLUID130 element is recommended to be placed at 0 0
0
20.2 1.88r rπ
ω
≈  away from 731 
the source of excitation. Therefore, the radius if the truncated spherical boundary 𝑟𝑟2 is set to be 3𝑟𝑟1 in 732 
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this model for accuracy.The total number of elements and nodes in this acoustic model are 1566852 733 
and 271172, respectively. The mesh of this acoustic model is also illustrated in Fig. 12. The global 734 
equations of motion for this acoustic model can be formulated as: 735 
  ( ) ( ) ( ) ( )a a aG G G G G G Gt t t t+ + =M z C z K z r   (61) 736 
where aGM , 
a
GC and 
a
GK  denote the global mass, damping and stiffness matrices of acoustics, 737 
respectively; ( )G tz  is the vector containing all nodal pressures ( )tp ; and ( )G tr denotes the global flux 738 
vector which relates to ( )sf t . It should be noticed that the existence of damping matrix in Eq.(61) is 739 
due to the unbounded acoustic domain. The initial condition of the system is [ (0), (0)] [ , ]G G =z z 0 0 . 740 
 741 
Fig. 10. Problem setup of a 3D open-sphere structure submerged in infinite acoustic domain. 742 
 743 
(a)                                                                               (b) 744 
Fig. 11.  Time variation of transient flux 𝑓𝑓𝑠𝑠(𝑡𝑡) applied on the inner spherical boundary: (a) time 745 
history and (b) Fourier transform. 746 
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 747 
Fig. 12. The mesh used in ANSYS for modelling the acoustic field of the 3D open-structure model. 748 
 749 
 The sound speed c  and the peak flux magnitude stF are considered as random variables 750 
following Gaussian distribution with 10%COV = . For the purpose of demonstrating the 751 
effectiveness of the proposed method, the input parameters are considered as dimensionless [77] 752 
while cˆ  and the nominal value of stF  are both defined as unitary such that 1cµ =  and 1stFµ = . The 753 
uncertainties in c and stF  results in the fluctuation in the pressure response, which can be 754 
demonstrated in Fig. 13. The limit state of the acoustic system is defined as the dimensionless 755 
pressure 
0
( )O
st
p t
r F
 at point (0,0,0)O  shall not exceed the ultimate capacity which is assumed as 756 
ˆ 8.5Op =  in this example. Thus, the limit state function for this example can be expressed as in Eq. 757 
(62). 758 
  
0
( )ˆ( , ) max( )Ost O
st
p tg c F p
r F
= −  (62) 759 
Table 7. The probability of that the acoustic pressure at Point O exceeds ˆOp  760 
Method 
Probability of failure 
ˆ fp  ( 20trainN = ) fpε  comt  (sec) ˆ fp  ( 40trainN = ) fpε  comt  (sec) 
X-SVR 0.1030 2.83% 5.34 0.1040 1.89% 4.53 
ε-SVR 0.1140 7.55% 6.87 0.1000 5.66% 7.05 
MCS 0.1060fp =  
 761 
34 
 
 The X-SVR is employed for approximating the relationship between the input variables and 762 
extremum of the dimensionless pressure at point O . The probability of failure will be computed by 763 
using the constructed X-SVR surrogate model, which requires significantly less computational 764 
efforts than using the original ANSYS model. Similar to Example 3, the results obtained by the X-765 
SVR model are comparing with the results obtained using ε-SVR with Gaussian kernel and the 766 
conventional MCS. Due to the excessive complexity of the model, the MCS is conducted with 1000 767 
samples ( 1000trainN = ), which takes approximately 
61.34 10×  seconds. The predicted probability of 768 
failure ( ˆ fp ) estimated by both X-SVR and ε-SVR and the ‘exact’ probability of failure ( fp ) 769 
obtained by the MCS ( 1000trainN = ) are summarized in Table 7. Moreover, the training time ( comt ) 770 
for constructing both the ε-SVR and X-SVR surrogate models is shown in Table 7, which indicates 771 
that the two methods require similar computational time. For the given numbers of training samples, 772 
the ˆ fp  obtained by X-SVR has less relative difference with fp  in comparison with the ε-SVR. 773 
Furthermore, the probability density functions (PDFs) and cumulative distribution functions (CDFs) 774 
predicted by both X-SVR and ε-SVR are shown in Fig. 14 with the PDFs and CDFs obtained by the 775 
MCS. The kernel density estimation (KDE) which is a non-parametric approach to represent the 776 
PDFs and CDFs of random variables based on the available samples. Similar as the predicted 777 
probability of failure, the PDFs and CDFs obtained by the proposed X-SVR have relatively less 778 
variation to the ones obtained by the MCS, which is more visible in the PDF plots in Figs. 14(a) and 779 
14(c). This study indicates that the proposed X-SVR model shows high efficiency and curacy for the 780 
reliability analysis of 3D acoustic application with unbounded domain. 781 
 782 
Fig.13. Uncertain acoustic pressure response (dimensionless) at point O  of the 3D open-structure 783 
model. 784 
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  785 
                                        (a)                                                                             (b) 786 
  787 
                                        (c)                                                                             (d) 788 
Fig. 14. The estimated PDFs and CDFs of 0max( ( ) / )O stp t r F  obtained by X-SVR and ε-SVR with 789 
different trainN  and comparing with MCS 790 
6. Conclusion 791 
 In this paper, a metamodel-based MCS strategy is proposed for the dynamic analysis with 792 
random input variables by evaluating the first-passage failure probability of systems. Within the 793 
proposed framework, the extended support vector regression (X-SVR) is introduced based on the 794 
theory of doubly regularized support vector machine. Since the proposed model can be formulated as 795 
convex quadratic programming problem, the global optimal solution for the given training dataset is 796 
promised. The suitable X-SVR parameters can be automatically selected by adopting the Bayesian 797 
optimization method. To enhance the capability of the introduced X-SVR approach, a new 798 
orthogonal polynomial kernel function satisfying the Mercer’s condition is proposed by vectorizing 799 
the Gegenbauer polynomial. By implementing the proposed approach, an explicit function is 800 
constructed by training the X-SVR model to approximate the relationship between the input 801 
uncertain parameters and the extremum dynamic response of the system within a given time interval. 802 
Subsequently, the limit state function of the system can be efficiently evaluated such that the 803 
computational efficiency for obtaining the probability of failure using the MCS can be increased. 804 
The feasibility, efficiency and capability of the proposed method are systematically investigated by 805 
utilizing two benchmark examples and two engineering problems. by Comparing the results obtained 806 
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by proposed X-SVR model, the ε-SVR with Gaussian kernel and conventional MCS, the superior 807 
performance of the proposed method is evidently demonstrated. 808 
 A further extension of the proposed X-SVR based dynamic reliability analysis approach is to 809 
combine it with the advanced sample methods. Therefore, an adaptive X-SVR model can be 810 
constructed. Additionally, increasing the efficiency in solving the optimization problem will also be 811 
included in the future work.  812 
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Appendix A. Proof of the Proposition 1 818 
The proof of the Proposition 1 is demonstrated in detail as following. 819 
Proof: 820 
 For quadratic programming expressed in Eq. (32), the prove of convexity is equivalent to 821 
proving that 0Q  . Moreover, considering that Cˆ  is a positive and diagonal matrix by definition, 822 
then ˆ 0C  and also 1ˆ 0−C  . Let 2 2m n+∈ℜv  be a non-zero column vector, then: 823 
  
1
(2 2 ) (2 2 ) (2 2 ) (2 2 )
1 2
(2 2 ) (2 2 ) (2 2 ) (2 2 )
ˆ ˆ ˆ ˆ ˆˆ ˆ(( ) ( ) )
ˆ ˆ ˆ ˆˆ(( ) ) (( ) ) ( )
0
T T T T
m n m n m n m n
T T T
m n m n m n m n
−
+ × + + × +
−
+ × + + × +
= + + +
= + + +
≥
v Qv v A I C A I Gee G v
A I v C A I v e Gv   (A1) 824 
Therefore, the dual problem defined in Eq. (32) is convex quadratic programming problem. 825 
This concludes the proof.                                                                                                                       □ 826 
Appendix B. Proof of the Proposition 2 827 
The proof of the Proposition 2 is demonstrated in detail as following. 828 
Proof: 829 
 Firstly, the proposed GGK can be alternatively expressed as the product of two kernel functions 830 
2
1 2
( , ) exp( )i j i jK σ= − −x x x x and 2
0
( , ) ( ) ( )k k
d
T
i j l i l j
l
K P Pα α
=
=∑x x x x  such that: 831 
  1 2( , ) ( , ) ( , )GGK i j i j i jK K K=x x x x x x  (B1) 832 
According to [41, 64], the multiplication of two valid Mercer kernels is also a valid kernel function. 833 
Since that 1( , )i jK x x is the Gaussian kernel ( 0σ > ) which satisfied the Mercer Theorem, 834 
37 
 
( , )GGK i jK x x can be proved as a valid kernel by verifying that 2 ( , )i jK x x  satisfies the Mercer 835 
Theorem.  836 
 Given an arbitrary squared integrable function ( )g x  defined as : ng ℜ →ℜ  and assuming each 837 
element in ix and jx is independent with each other, then 838 
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  (B2) 839 
Thus, 2 ( , )i jK x x is a valid Mercer kernel. Therefore, the proposed GGK ( , )GGK i jK x x  is an 840 
admissible Mercer kernel function. 841 
This concludes the proof.          □ 842 
 843 
  844 
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