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Abstract
A connection between creation of toroidal mo-
ments and breaking of the relativistic crystalline
group associated to a given crystal, is presented
in this paper. Indeed, if magnetoelectric effects
exist, the interaction between electrons and el-
ementary magnetic cells appears in such a way
that the resulting local polarization and mag-
netization break the local relativistic crystalline
symmetry. Therefore, Goldstone bosons, also
associated to toroidal moments, are created and,
as a consequence, corresponding toroidal phases
in crystals. The list of the Shubnikov groups
compatible with this kind of phases is given and
possible consequences in superconductor theory
in magnetoelectric crystals are examined.
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crystalline symmetries, symmetry breaking,
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1 - Introduction
The aim of this paper is to present a possible link
betweenmagnetoelectric effects and toroidal mo-
ments via the concept of relativistic crystalline
groups [1, 2, 3, 4, 5] and to see how this link can
be applied to derive a possible origin of super-
conductivity in electric and magnetic crystals.
These crystals are characterized by their mag-
netic groups which are subgroups of the Shub-
nikov group O(3)1′. Among the 122 magnetic
groups, only 106 are compatible with the exis-
tence of a linear or quadratic magnetoelectric
effect [6]. Let us recall that, in these groups,
the time inversion 1′ appears in addition to or
in combination with orthogonal transformations
of the Euclidean space.
In the present paper, we will consider rel-
ativistic symmetry group theory in crystals.
Therefore, we need an extension from the Shub-
nikov group O(3)1′ to the group O(1, 3) in the
Minkowski space. More particularly, our at-
tention will be devoted to transformations of
O(1, 3) leaving invariant polarization and mag-
netization vectors and generating a subgroup
of the relativistic point group associated to the
magnetic group G of a given crystal, namely the
normalizer N(G) of G in O(1, 3).
This subgroup may not be identified to the
magnetic group if G leaves invariant a particular
non-zero velocity vector, i.e., if G′ and G ⊆ G′
are isotropy groups of O(1, 3). If such a vec-
1
tor exists and G′ 6= G, one strictly speaks about
the relativistic crystalline symmetry G′. We can
represent, as in figure 1, the list of the magnetic
groups for which one can have in a crystal a
spontaneous magnetization, a spontaneous po-
larization or an invariant non-zero velocity vec-
tor [15]. Thus, as it can be seen in the figure
1, only 31 magnetic groups are compatible with
the existence of a relativistic crystalline sym-
metry (see the groups contained into the low-
est circle). The invariant non-zero velocity vec-
tors can be linked with toroidal moments from
the point of view of magnetic symmetries as
it has been already shown in previous papers
[7, 8]. In that one, we will explain how toroidal
moments might be generated from broken rel-
ativistic crystalline symmetries and give a few
assumptions in order to construct a supercon-
ductivity model.
2 - Preliminaries
The toroidal moments T(ℓ) are polar tensors
which change sign under time inversion, like
velocity vectors ~v or current vectors ~j of elec-
tric charges. There are referred in toroidal
phase transitions as the order parameter and
in particularly, in the superdiamagnetism of su-
perconductors or dielectric diamagnetic bodies
containing densely packed atoms (“agregates”)
[7, 8, 9, 10, 11]. In such systems, in presence of
spontaneous currents, there may exist states for
which the configuration of the associated cur-
rents has a tore-shaped solenoid with a winding
and so a dipolar toroidal moment (see figure 2).
More generally, the toroidal moments appear
as form factors in the multipolar Taylor expan-
sion of the current vectors satisfying the four-
dimensional conservation law
∂µj
µ(~x, t) = 0 .
For a system with a dipolar toroidal moment ~T ,
the current density equals
~j = curl(curl(~T )) .
The vector ~T is equal itself to ~x ξ (~x, t), where
ξ(~x, t) is the second Helmotz potential. In case
of static multipolar electric moments, this latter
can be expanded up to a constant factor as [12,
13]
ξ ≡
∑
k,ℓ,m
k2Fℓk,m(~x)T
ℓ
m(−k
2, t) ,
where the Fℓk,m(~x) functions are the basis func-
tions of the Helmotz equation. The toroidal mo-
ments components Tℓm(−k
2 = 0, t) are defined
by
Tℓm(0, t) = −
√
ℓπ
(2ℓ+1)
∫
rℓ+1
[{
Y(ℓ−1)∗
+ 2
√
ℓ
(2ℓ+3)
√
ℓ+1
Y(ℓ+1)∗
]
⊗ j1(~x, t)
}ℓ
m
d3x ,
where r = ‖~x‖, Y(ℓ) is the well-known spherical
harmonic of order ℓ, j1 ≡ ~j is the current vector
expressed in the spherical basis and ⊗ indicates
the tensor product of two irreducible tensor op-
erators. For ℓ = 1, we obtain the toroidal dipole
moment of a given configuration of currents, and
T1m can be expressed in a cartesian basis as fol-
lows
T1 ≡ ~T =
1
10
∫ {
~x (~x .~j)− r2~j
}
d3x .
It has been shown [7, 8, 9, 10, 11] that, without
any other modifications, one can formally sub-
stitute ~T for ~v in figure 1. We can remark that
this kind of configuration of currents can be cre-
ated from a solenoidal configuration of currents.
The closure of the latter one can be obtain ap-
plying an external magnetic field, but we will
present another possibility.
Hence, the problem is especially to determine
the origin of, from one hand, the permanent
solenoidal currents and, on the other, the per-
manent closure of these latter. The occurence
of such phenomena is precisely discussed in con-
nection with the breaking of the relativistic crys-
talline symmetries.
3 - Magnetoelectric Effects and Relativis-
tic Symmetries
The state of a crystal is described with a one-
valued function f depending on the electric,
magnetic or/and constraint fields. Generally, f
is taken to be the free enthalpy. The various
properties of the crystal manifest themselves in
the appearance of various tensors as coefficients,
in the Taylor expansion of the function f , in
terms of the different fields [2, 6]:
f = oPiE
i + oMiH
i
+ 12
(
ǫo ǫik E
i Ek + µo µikH
iHk
)
+ 1
c
αo αik E
iHk + · · · ,
where oP and oM are respectively the electric
and magnetic spontaneous polarizations, ǫik and
2
µik, the electric permitivity and magnetic per-
meability, and αik, the magnetoelectric succep-
tibility. Let us define the electric polarization
component Pi and the magnetic polarization
component Mi via
Pi ≡
∂f
∂Ei
= oPi + ǫoǫik E
k +
1
c
αoαikH
k + · · · ,
and
Mi ≡
∂f
∂Hi
= oMi+µoµikH
k+
1
c
αoαik E
k+· · · .
A tensor is different from zero if it remains in-
variant under all the symmetry transformations
of the magnetic group of the crystal. The rel-
ativistic invariance of the non-zero permitted
tensors of the Taylor expension has to be im-
posed because of the relativistic covariance of
the Maxwell equations determining the dynam-
ics of the electric and magnetic fields. Hence,
a supplementary invariance is considered in ad-
dition to all the previous ones. Consequently,
one applies the relativistic invariance to the sec-
ond order term of the expension of f . It can be
written [4] in the following form
f (2) =
1
8c
χ(αβ)(γδ)Fαβ Fγδ ,
where F is the Faraday tensor of the applied
electromagnetic field and χ the relativistic suc-
ceptibility tensor.
We can represent the pairs of indices (α, β)
and (γ, δ) by a single index

(0, 1) −→ 1 ,
(0, 2) −→ 2 ,
(0, 3) −→ 3 ,
(2, 3) −→ 4 ,
(3, 1) −→ 5 ,
(1, 2) −→ 6 .
Then, χ can be represented by a 6× 6 matrix:
χ(αβ)(γδ) ≡
√
ǫo
µo
(
−ǫB αµ−1
t(αµ−1) −ξ µ−1
)
,
with ǫB = ǫ − αµ−1 tα (t as transposition) and
where ǫ, µ, α and ξ are respectively the electric
succeptibility tensor, the magnetic permeability
tensor, the magnetoelectric succeptibility tensor
and the magnetic succeptibility tensor.
The relativistic invariance imposes con-
straints (i.e. algebraic expressions) between the
components of the tensors ǫ, µ, α and ξ. But be-
fore establishing these expressions, the relativis-
tic crystalline group G′ has to be determined.
The definition of G′ is the following: G′ is the
maximal group satisfying the relations [4]
G′ ⊆ N(G) ∩K(Pe.m.)
and
G = G′ ∩O(3)1′ ,
where G is the magnetic group of the crystal,
K(Pe.m.) the relativistic point group leaving in-
variant the polarization tensor Pe.m. of the crys-
tal:
Pe.m. ≡ P
αβ
e.m. =
1
2
χ(αβ)(γδ)Fγδ ,
and N(G) (i.e. the relativistic point group as-
sociated to G) the normalizer of G in O(1, 3),
i.e.:
N(G) =
{
g ∈ O(1, 3) / g Gg−1 ⊆ G
}
.
In fact in these kinds of definitions, one can
also consider the polarization tensor Pe.m. not
only defined as the polarization tensor of the
whole crystal, but also from a more locally view-
point, as the polarization tensor of an “elemen-
tary magnetic cell” of the crystal. We will con-
sider this definition in all the further sections.
There are two cases of groupsK(Pe.m.) which
are particularly interesting for the following dis-
cussion, viz., KM and K∠(a, b), when using
Asher notations [4]. These groups leave invari-
ant the following polarization vector ~P and mag-
netization vector ~M :
KM : ~M(6= ~0)//Oz and ~P = ~0 ,
K∠(a, b) :


~M. ~P 6= 0 and ~M. ~P 6= ‖ ~M‖.‖ ~P‖ ,
~P//Oz and ~M ⊥ Oy ,
with a = c |Mx|/‖ ~P‖ ,
b = c |Mz|/‖ ~P‖ ,
and a b 6= 0 .
The generators of KM and K∠(a, b) are
KM ≡
{
m′y , 1¯ , Rz(φ) , Lz(χ) / ∀φ , χ ∈ R
}
,
K∠(a, b) ≡
{
m′y , L(φ; a, b) , L(χ; a, b)
/ ∀ φ, χ ∈ R
}
,
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where Rz(φ) is a rotation of angle φ around the
z axis, Lz(χ) is a special transformation with
velocity βc in the z direction1 and
L(φ; a, b) = S−1(a, b)Rz (φ)S(a, b) , (1)
L(χ; a, b) = S−1(a, b)Lz(χ)S(a, b) ,
where
S(a, b) =


C 0 −S 0
0 c 0 −s
−S 0 C 0
0 s 0 c

 ,
with S(a, b) ∈ SOy(1, 1)× SOy(2),
C = cosh(ξ) , S = sinh(ξ) ,
c = cos(ω) , s = sin(ω) ,
and ξ, ω are functions of a and b. Then, the
procedure for establishing the constraints on the
components of the tensor χ is the following: con-
sidering that G = m′y for example, then the nor-
malizer N(G) of m′y in O(1, 3) is [4]
N(G) = Oy(1, 1)×Oy(2) .
We deduce that if K(Pe.m.) = KM then the
generators of the relativistic crystalline group
G′M are
G′M ≡
{
m′y , Rz(π)
}
,
whereas if K(Pe.m.) = K∠(a, b):
G′
∠
(a, b) ≡
{
m′y , L(π; a, b)
}
.
The constraints on the tensor χ obviously derive
from the relations (∀h ∈ G′)
χ(αβ)(γδ) = hαµ h
β
ν h
γ
η h
δ
ρ χ
(µν)(ηρ) .
Clearly, these constraints change in function of
G′ itself, absolutly depending on the polariza-
tion and magnetization vectors. Thus, if for ex-
ample the system passes from ~P = ~0 to ~P 6= ~0, it
involves naturally a “breaking of the relativistic
crystalline symmetry”. We must pay attention
to this definition of the breaking of a symmetry,
since usually a breaking involves a reduction to
a proper subgroup of a given one, whereas in
this case G′M and G
′
∠
(a, b) are conjugate groups
in O(1, 3) (see relation (1)). But nevertheless
it can be considered as a breaking because the
conjugate group is not a subgroup and the inter-
section of the two is a proper one of the broken
group.
1 χ = cosh−1([1/(1 − β2)]
1
2 ) = cosh−1(γ) .
4 - Relativistic broken symmetries and
toroidal moments
We can summarize the previous results as fol-
lows.
By defining:
1¯Ly(a, b) = S
−1(a, b) 1¯S(a, b) ,
we have

S(a, b) ∈ N(G) ,
KSM = S(a, b)
−1KM S(a, b)
= K∠(a, b) 1¯Ly(a, b) ,
N(G) ∩ {1¯Ly(a, b)} = {1} ,
K∠(a, b) ⊳ K
S
M ,
and
G′M = S(a, b)G
′
∠
(a, b)S−1(a, b) . (2)
These results can be generalized in the case of
a group KM corresponding to a magnetization
vector ~M in the perpendicular plane of the z-
axis and not necessary parallel to Oz.
Then, we would have (OM : ~M -axis)
G′M (θ) = {m
′
y , ROM (π)} = Ry(θ)G
′
M R
−1
y (θ) ,
where θ is the angle between ~M and Oz.
Obviously, the relation (2) would be anal-
ogous, replacing S(a, b) by Ry(θ)S(a, b) =
S(a, b, θ) = S(a′, b′). It follows also from this
relation (2) that the broken symmetry we gen-
erate, is again associated to the concept of con-
jugaison in the group O(1, 3) with respect to
the connected component of the N(G) group.
Then, we consider the following classical physi-
cal system: G′M (θ) is the relativistic crystalline
group of an elementary polarized cell of the crys-
tal, with an electron not in interaction with this
cell in the initial state. We also assume that
this electron has initially (before intraction) a
Galilean motion with a velocity ~v parallel to Oy
and that the axis of motion is at the distance
xo 6= 0 of the y-axis. Then, the electron inter-
acts with the cell, inducing (by a “local magneto-
electric effect”), an electric polarization, break-
ing the initial relativistic crystalline symmetry
group G′M (θ).
During the interaction, the resulting symme-
try group isG′
∠
(a′, b′). The transformation from
one symmetry to the other is realized with the
4
matrix S(a′, b′) ∈ SOy(1, 1)×SOy(2). It means
that we pass with S(a′, b′), from one frame to
another in which the motion of the electron is
kept, i.e., Galilean. In some way, we can speak
of a kind of “inverse kinetomagnetoelectric ef-
fect” [15]. Thus, the motion of the electron in
the laboratory frame is determined by S(a′, b′),
i.e., a rotation around the y-axis and a boost
along the same axis. From the latter character-
istics of the motion of the electron and those of
S(a′, b′), the electron will possess a solenoidal
motion around the y-axis.
Then, considering similarly another cell and
an electron moving with a fast solenoidal mo-
tion along an axis parallel to the y-axis, the in-
teraction with the cell might provide a closure of
the solenoidal configuration into a toroidal con-
figuration in case of an adiabatic process. Let
us precise this dynamic from a more mathemat-
ical viewpoint in the case of a “classical mo-
tion” only, since this latter is phenomenologi-
cally closed to the quantum one.
5 - The evolution equation
We have precised the meaning of the transfor-
mation S: it equivalently defines a change of
Galilean frame during the electron-cell interac-
tion. We will use this “equivalence principle”
(*) to obtain the type of motion or trajecto-
ries of the interacting electrons. We consider
that passing from a non-interacting electron-cell
system to an interacting one, is equivalent to
pass from a Galilean frame Rt to another R
′
t′ ,
with the transformation S keeping in these two
frames, the direction of a velocity vector ~v in-
variant, irrespectively of its module.
The coordinates of the position vector of the
electron will be X˜ = (t, x, y, z) in Rt, and X˜
′ =
(t′, x′, y′, z′) in R′t′ .
It follows that
X˜ ′ = S X˜ , (3)
where S ∈ N(G) and S function of t′ (or t).
At this stage, if X˜ and X˜ ′ have a variation
due to an infinitesimal change of theRt andR
′
t′
frames, then in order to keep the relativistic co-
variance of the relation (3), this transformation
has to be an infinitesimal Lorentz transforma-
tion in N(G). Hence
X˜ ′ + dX˜ ′ = (1− dn′)X˜ ′ ,
X˜ + dX˜ = (1− dn)X˜ , (4)
where dn and dn′ are elements of the Lie algebra
of N(G). Then, from equation (3), we deduce
that
dX˜ ′ = (dS)X˜ + S dX˜ = ((dS)S−1)X˜ ′+S dX˜ ,
and from equation (4)
dX˜ ′ = ((dS)S−1)X˜ ′ − (S dnS−1)X˜ ′ ,
dX˜ ′ = ((dS)S−1 − S dnS−1)X˜ ′ = −dn′X˜ ′ .
(5)
Now, if we ascribe the variations of X˜ and X˜ ′
to the determination of these two 4-vectors in a
third frame R′′t′′ ≡ R′t′+dt′ obtained from R′t′
by an infinitesimal evolution in time: dt′, of this
latter frame, then equation (5) can be written
as
dX˜ ′
dt′
=
((
dS
dt′
)
S−1 − S
(
dn
dt′
)
S−1
)
X˜ ′ .
Of course, we recognize a gauge transformation
with respect to the N(G) group of an affine
connexion dn/dt′ of the frames bundle of the
Minkowski space, since we have the well-known
relation in gauge theory
dn′ = S dnS−1 − (dS)S−1 .
More, we recognize particularly a kind of
Thomas precession equation [17, 18] which ex-
plains the solenoidal motion of the electron dur-
ing the interaction with the magnetic cell. Let
us add that in accordance with the equivalence
principle (*) we gave, the R′′t′′ frame can be
associated to an evolution of the electron-cell
interaction (or of the breaking of the relativisic
crystalline symmetry of the cell). If for instance,
S is of the form
S =

cosh(ξt′) 0 − sinh(ξt′) 0
0 cos(ωt′) 0 − sin(ωt′)
− sinh(ξt′) 0 cosh(ξt′) 0
0 sin(ωt′) 0 cos(ωt′)


and X˜ = (ct, xo, vt, 0), where v = ‖~v‖ is the
module of the invariant velocity vector ~v, we
obtain

ct′ = ct cosh(ξt′)− vt sinh(ξt′) ,
x′(t′) = xo cos(ωt′) ,
y′(t′) = vt cosh(ξt′)− ct sinh(ξt′) ,
z′(t′) = xo sin(ωt′) .
Now, because of the equivalence principle (*),
the relations above must be satisfied whatever
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is the module v. Then, we have necessarily ξ = 0
and the time t′ has to be equaling to the time
t of the laboratory frame. Then y′(t) = vt
and x′(t)2 + z′(t)2 = 1. Hence, the electron
has a solenoidal motion as expected. In con-
clusion, only SO(2) acts on the dynamic of the
electron because of the equivalence between t
and t′, whereas N(G) is the gauge group of the
electron-cell system. To conclude, the motion
of the electron is invariant with respect to the
maximal group contained in N(G) ∩ O(3). Let
us remark that the inclusion in O(3) is a well-
known result of the precession theory.
In the case of a polarized electron, the
Thomas precession of its spin along the trajec-
tory would lead to a toroidal configuration of
spin currents [16]. On the other hand, if the
electron has a fast solenoidal motion before the
interaction with the cell, then with the condi-
tion that the interaction is adiabatic, one will
obtain, by the latter process, a slow solenoidal
motion of the mean position of the electron, and
so a toroidal motion during the interaction.
6 - The compatible Shubnikov groups
In the case of the m′y symmetry, such toroidal
motions cannot be completly compatible with
this symmetry because they produce a non-
vanishing orbital moment along the y-axis.
Then, in order to have a non-zero toroidal mo-
ment, it is necessary to assume the existence of
a second electron coupled with the first one with
the same toroidal moment but with an opposed
orbital moment. In this case the crystal will be
in a kind of “ferro-toroidal” phase (T 2) (the ex-
ponent 2 for two electrons).
One can generalize the latter procedure to
other magnetic groups. The groups G for which
toroidal moments may exist, must possess a nor-
malizer N(G) containing the group O(2). From
the classification of the normalizers given by
E. Asher, one can state that the only (fifteen
groups plus the group 1) compatible magnetic
groups are [4]
1, 1¯′, 2, 2′, 3, 3′, 4, 4′,
6, 6′, m, m′, 2/m′, 2′/m, 4/m′, 6/m′.
Then, applying the latter tools, we can work
out the toroidal phases for each magnetic group,
knowing the possible orientations of the mag-
netic, electric and kinetic polarization and the
permitted K(Pe.m.) groups. The results are
given in Table I, following the H. Schmid classi-
fication and notations [6].
In order to illustrate how to construct the Ta-
ble I, one can give two examples: the group m,
and a AA-type one. In the case of m, the orien-
tations of ~P , ~M and ~v are represented in figure
3. The normalizer N(m) is: Oxz(1, 2)×˙my. The
possible basic continuous transformations from
one polarization state to another one are (S(a):
boost, Ry(θ): rotation around the y-axis with
an angle θ. The null polarization and magneti-
zation vectors are not indicated):

~P −→ ~P ′ and ̂(~P , ~P ′) = θ ,
KP −→ K⊥(a, θ) =
R−1y (θ)S
−1(a)KPS(a)Ry(θ) ,

~M −→ ~P and ~M ′// ~M ,
KM −→ K⊥(a) = S−1(a)KMS(a) ,

~M −→ ~M ′// ~M ,
KM −→ KM ′ = KM ,

~P −→ ~P ′ and ̂(~P , ~P ′) = θ ,
KP −→ KP ′(θ) = R
−1
y (θ)KPRy(θ) .
All the other transformations can be deduced
from these four. The computation of the groups
G′ in each case shows that no conjugaisons are
possible between two groups G′ with a rotation
around an axis contained in the plane m. It
follows that no broken symmetry appears and
consequently no toroidal moments contained in
the plane m. Only conjugaisons with Ry(θ) can
be taken, which may suggest the existence of
kind of “antiferro-toroidal phases” along the y-
axis (T y) (Two opposite toroidal moments per
magnetic cell along the y-axis). In the case of
G groups of type AA, any orientations in each
sublattices of the crystal are permitted so that
toroidal moments may appear if oblique fields
exist since in this case, it is always possible to
conjugate by a rotation two K(Pe.m.) groups.
As a result, making the same kind of compu-
tation as above, we find that only 12 groups
among the 16 ones tabulated in Table I are as-
sociated to a non-trivial SO(2) action, and then
can induced a creation of a solenoidal motion,
i.e. anyons.
From these results, one can do few hypothesis
as conclusion about a model of superconductiv-
ity in magnetoelectric crystals.
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7 - Conclusion
We have seen in the previous sections that the
breaking of relativistic symmetry can produce
a toroidal moment. But in the same time, the
electron, interacting with the cell, acquires an
orbital moment, whereas, in the initial state,
the orbital moment of the electron-cell system
was zero. As a result, a quasi-particle is pro-
duced during the interaction with a non-zero
orbital moment in order to keep the total or-
bital moment. This quasi-particle is associated
with a broken symmetry. Strictly speaking, it is
a Goldstone boson. The latter one is connected
with the propagation in the crystal of the bro-
ken symmetry, i.e., the variation of the local
polarization and magnetization resulting from
a magnetoelectric interaction between cells and
electrons. Consequently, it will carried an elec-
tric and magnetic moment and a non-vanishing
orbital moment.
Then, one can consider a superconductivity
model fitting the B.C.S. theory where the Gold-
stone bosons, and not the phonons, will couple
the electrons of the Cooper pairs. Models of
the electron-hole pairing involving toroidal mo-
ments have been already studied in the case
of excitonic-insulators [13]. Let us mention
that the Goldstone bosons will interact between
themselves via their electric and magnetic mo-
ments, i.e., via segnetomagnon modes. Obvi-
ously, such bosons can be directly responsible
for the coupling of two toroidal moments in the
T 2 phase for example.
We can precise the characteristics of the Gold-
stone bosons considering the cyon theory [19, 20,
23]. Indeed, the cyons are types of atoms with
one electron and no nucleus in which the elec-
tron is constrained to move in a toroidal domain
of the space. The cyon theory has been linked
with another one: the dyon theory [19, 20, 23].
The dyons are made of one electron and a Dirac
monopole as nucleus of the atom. In the model
described in this paper, in order to explain the
origin of toroidal moments, we considered an
electron with a solenoidal motion in the initial
state.
Bearing in mind that the potential vector A˜
of a Dirac monopole can be generated by a
semi-infinite solenoid of electrical currents along
the semi-infinite singularity axis of the potential
vector, we can consider that the interaction of
the electron with the cell will produce a dyon in
which the single electron would have an orbital
with a toroidal configuration. Hence, we would
obtain a cyon and a Dirac monopole. Let us
note that a link exists between toroidal moments
and magnetic charges, as it has been already
shown [13]. The toroidal configuration will be
associated with an invariance of the electron-
cell system with respect to the group N(G) only
(containing SO(2) as a gauge group of the dyon
and of the potential vector of the monopole).
Then, it follows that we may consider the Gold-
stone bosons associated with the breaking of
the relativistic symmetry as an effective Dirac
monopole. We can also precise that we assumed
an adiabatic electron-cell interaction so that a
Berry phase appears from a Yang-Mills gauge
field in the equivalent quantum system. It has
been shown that this gauge field can be asso-
ciated to an anomaly such as a monopole for
example.
If we turn out to Lagrangian formalism, the
latter remark means that beginning with a La-
grangian describing the electrons and invariant
with respect to the space group of the crystal,
we will consider the interaction with the cell in
the crystal via magnetoelectric effects, adding
perturbative Lagrangians coming from a gauge
interaction associated to the gauge groupN(G).
This group will break the relativistic crystalline
symmetry of the cell during the interaction.
The resulting electromagnetic gauge field will
be associated to the effective Dirac monopole
in such a way that the total Lagrangian be in-
variant only with respect to the group N(G)
(the connected component of N(G) being the
gauge group). Furthermore, the question arises
to know if two electrons with a toroidal configu-
ration of currents, and consequently producing a
toroidal moment, may described anyons and the
breakdown of time-reversal (T) and parity (P)
symmetries [21, 22]. Indeed, toroidal moments
break these two symmetries but not the PT one
as expected in anyon theory. More, cyons are
anyons, and the flux tube of anyons can be gen-
erated by a monopole [23].
From an experimental viewpoint, it would be
necessary to characterize the toroidal moments
by interaction with light or hyperfrequency elec-
tric or/and magnetic fields. Absorption of far
infra-red light under static magnetic fields have
been applied and measurements of the circular
dichroism are now available [9, 13]. To close, let
us note that under highfrequency fields the crys-
tal would present a diamagnetic-paramagnetic
transition [13].
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Figure captions
Table I:
⊙ : “Weak ferromagnetism” permitted (I. F.
Dzyaloshinskii, (1957) [14]).
† : “Weak ferroelectricity” permitted.
Type of ordering:
• M = pyro-, ferro- or ferrimagnetic;
P = pyro-, ferro- or ferrielectric.
• M = antiferromagnetic;
P = antiferroelectric or orthoelectric.
• T = pyro-, ferro-, or ferritoroidal;
T 2 = same phases as T but with two elec-
trons per toroidal moment.
• T = antiferrotoroidal phase;
T
2
= same phases as T but with two elec-
trons per toroidal moment.
• T y = antiferrotoroidal phase along the y-
axis.
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• H: spontaneous magnetization permitted;
E: spontaneous polarization permitted.
• EH: linear magnetoelectric effect permit-
ted.
• EEH and HEE: second-order magnetoelec-
tric effect.
• PS : invariant electric polarization vector;
MS : invariant magnetization vector;
T S: invariant toroidal vector;
v: velocity vector.
• +: meaning all directions permitted.
• ×˙: semi-direct product.
• (y): perpendicular to the y-axis, y: along
the y-axis.
• mv: symmetry with respect to the v-plane.
Figure 2:
Configuration of a current having a toroidal
dipole moment. The arrows on the torus in-
dicate the current direction, and the moment is
directed along the symmetry axis of the torus.
Figure 3:
Orientations of the polarization vectors P and
M , and the velocity vector v in case of a m
symmetry.
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