The simple rainfall-runoff conceptual KIDS (Kielstau Discharge Simulation) model using PCRaster is applied to simulate continuously daily discharge of the Kielstau and XitaoXi basins. This work focuses on parameter calibration procedure and, in particular, assessment of model prediction uncertainty.
INTRODUCTION
In the last few decades, there has been an increasing use of dynamic simulation in hydrological models. In order to improve the accuracy of model simulations, many calibration methodologies have been developed intending to locate the values of unknown parameters and to verify the usefulness and power of models. The laborious nature of conventional manual calibration in the 'trial and error' adjustment style has motivated the development of automatic calibration techniques, including gradient-based methods like the Gauss-LevenbergMarquardt method (Doherty & Johnston ) , population-evolution-based algorithms like the shuffled complex evolution method (Duan et al. ) , and regionalization or spatial generalization (Lamb & Kay ) .
The main difficulties preventing the determination of the best parameter set by any automatic calibration schemes are the presence of non-uniqueness in parameter optimization, nonlinear parameter interaction and the complex shape of the response surface defined by the objective function (Feyen et al. ) . Moreover, since processbased hydrological models consist, at least partially, of an empirical combination of mathematical relationships describing some observable features of idealized hydrological processes (Kuczera & Parent ) , parameter estimates are subject to uncertainty, which leads to uncertainty in model predictions. To overcome these problems, Montanari & Brath ). These methods contributed to the development of more complex or sophisticated uncertainty analysis tools, but some weaknesses may be inevitable at the same time, such as the fact that global algorithms are mostly complex and computationally expensive (Li et al. ) , and other approaches such as GLUE also requires a large sample of model runs and adequate reliable data describing watershed characteristics (Choi & Beven ) .
In practice, however, the complex approaches do not always provide more accurate results relative to simpler and low-dimensional estimation problems, depending on the watershed scale, the number of parameters to calibrate, or the quantity and quality of calibration data. A simple approach may be adequate and efficient in the cases of ungauged basins, or lumped models with less parameters. Abbaspour et al. () proposed a simple inverse modeling routine SUFI-2 (Sequential Uncertainty Fitting, version 2) for an uncertainty estimation of the SWAT (Soil and Water Assessment Tool) model (Arnold et al. ) . Another application in Schuol & Abbaspour () showed that SUFI-2 is an efficient parameter optimization-uncertainty analysis procedure for a multi-site large-scale water quantity investigation. The sequential fitting scheme in SUFI-2 helps to maintain an appropriate sampling density in the Monte Carlo based sampling method. The easy-to-setup approach is attractive for low-dimensional uncertainty estimation problems, such as modeling with restricted data availability, a relatively simple model structure, or less parameters. The calibration procedure we have applied in this paper belongs to this group, but with adjustments adapted to the PCRaster modeling environment (Van Deursen ; Wesseling et al.
). The current study has two objectives. First, we test the SUFI-2 method with a simple rainfall-runoff conceptual model, KIDS (Kielstau Discharge Simulation) (Hörmann et al. ; Zhang et al. ) . The KIDS model is raster based using a dynamic modeling language PCRaster, which has more flexibility in input data requirements and less complexity in model structure than the SWAT model applied in Abbaspour et al. () . Second, we assess the parameter uncertainty for the KIDS model and quantify its effects on model simulations for daily discharge of two river basins. One is a small lowland Kielstau catchment in Germany, and the other is a mesoscale mountainous XitaoXi basin in China. We hypothesize that the approach in this two-site comparison would do better to examine the influence pattern of each parameter on model performance, and yield better results in uncertainty assessment than one could get from extrapolating parameters from a single site. To evaluate our hypothesis, we selected six main parameters for each basin, compared their distribution patterns and correlations, and applied the adapted SUFI-2 methodology to map and quantify simulation uncertainty in the modeling process onto the parameter space.
SITES DESCRIPTION AND DATA PROCESSING
The study sites include two basins with remarkable differences in hydrologic features -Kielstau in Germany and XitaoXi in China.
Kielstau is a lowland watershed in Northern Germany, with a drainage area of 51.5 km 2 (see Figure 1 providing diverse data sets to test the adapted SUFI-2 method used in this study. 
KIDS HYDROLOGIC MODEL
The KIDS model ( Runoff is calculated on each grid cell based on the water balance equation (Equation (1)), taking into account interception, precipitation, evapotranspiration, and the flows to other compartments. We use 'mm' as unit of measure for all the water amount expressions included in equations of this paper, and calculate with a daily time step.
where S is the soil water content, t is the modeling time step (daily), P is precipitation and ET is evapotranspiration, I is interception, Qo is surface runoff (overland flow), Sp is percolation or seepage.
Precipitation and potential evapotranspiration are input forcing data. Interception is calculated with the parameter 'Im' (Equation (2)), such that
where Im is the maximum interception amount of vegetation cover.
Surface runoff 'Qo' (Equation (3)) describes soil percolation and storage calculation on the basis of derived soil parameters like field capacity and infiltration rate of soil water deficit,
where Qo represents the surface runoff, K c is the infiltration parameter, and S fk is the wetness at field capacity.
The whole river basin is assumed to have one soil type with unified water storage capacity in the basic model structure. Sub-surface flow is modeled as 1 D bucket flow with a lateral flow rate parameter 'K s ', as shown in Equation (4).
The value of parameter K s is set equal to zero in the basic model for both basins, so
where Qs is subsurface flow, and K s is lateral flow rate.
The groundwater layer is represented as linear storage and its discharge is set with a groundwater outflow rate 'K g '. Combining Equations (5), (6) and (7) yields the daily groundwater dynamics,
Ig t ¼ ρS t ð6Þ
where G is groundwater storage, Ig the inflow to groundwater aquifer, Qg the groundwater discharge to runoff, ρ the water seepage rate from soil to groundwater, K g the groundwater outflow rate.
The flow path is then derived from topography through a flow accumulation grid calculated in PCRaster. The routing of the runoff is modeled with the fully dynamic kinematic wave function (Chow et al. ) .
Considering the greatly differing hydrology of the two basins, the appropriate model structure for each basin is selected from the KIDS model ensembles (Zhang et al.
with drainage (Equation (8)) and integration of wetland (Equation (9)); Model 'LTG' for XitaoXi -basic KIDS model with landuse-coefficient adjusted ET distribution, additional subsurface flow with K s > 0 and groundwater outflow threshold (Equation (10)).
where D is the drained water volume, K d is drainage factor, S is available soil water storage, L d is the lateral inflow volume (lateral seepage from irrigation canals and drainage channels),
where W is wetland water storage; Iw the incoming water volume influenced by precipitation, interception and soil moisture; Ew the water loss from wetland, mainly evapotranspiration; Qw the wetland water seepage contributing to runoff, and
where Gm is the maximum daily groundwater outflow or groundwater outflow threshold.
Owing to the general nature and flexible structure of the KIDS model, its application to any study area requires that certain parameters be identified for the particular basin.
In the current model version, six main parameters need to be determined by calibration using daily discharge observations. Table 1 lists an overview of the calibration parameters with their upper and lower value ranges.
CALIBRATION SCHEME SUFI-2 revised with random sampling strategy the objective function at randomly spaced points in the defined parameter space. This random sampling scheme is easy to install and requires two assumptions when used in practical applications: low-parameterized models and the uniform prior distributions for the tested parameters. Our conjecture is that the random sampling scheme adopted here can provide a sufficiently large sample of solutions for the simple KIDS models with relative low-dimensional parameter estimation problems.
Analysis procedure
The process of parameter calibration and uncertainty analysis of the SUFI-2 algorithm is depicted graphically in Figure 3 . Starting from models with the initially large parameter sampling range, each iteration run generates 2,000 model simulations (s ¼ 2,000). With the purpose of identifying a group of behavioral parameter sets within the resulting possible model parameter combinations from the first iteration, we derived a subjective method to differentiate between behavioral and non-behavioral simulations. The term 'behavioral' is used here to characterize those parameter sets that are judged to be 'acceptable' on the basis of available data and knowledge (Tang et al. ) . As each parameter set is assigned with a NS value, we sorted the sample population in order of decreasing NS value, and chose half the results (s/2 ¼ 1,000) with higher NS values as behavioral parameter combinations. From the chosen 1,000 simulations result, the parameter distribution pattern, parameter correlation and identifiability can be inferred. In SUFI-2, parameter uncertainty is depicted as uniform distributions. We construct the probability distributions for each parameter by dividing its sampling range into ten equivalents. When a further iteration is required, we narrow the parameter sampling range by neglecting those parameter value ranges that has low probability (it is defined here <5%). The resettled parameter value range is used as the new sampling range in the next SUFI-2 iteration.
Two measures are defined in SUFI-2 to quantify the model uncertainty and to decide the calibration target: P factor and R factor (Equations (11) and (12)). The percentage of measured data bracketed by the 90% simulation uncertainty bound is referred as the P factor. From the simulation results of each sampling run, the 90% uncertainty bound can be derived by calculating the 0.05 and 0.95 quantiles of the simulated discharge values. We defined the associated parametric uncertainty R factor as the ratio of the average distance of the 90% uncertainty intervals and the standard deviation of the measured data. The ideal situation is to have an R factor value close to zero, while at the same time to cover all the observation data within the 90% prediction uncertainty bounds (P factor ¼ 100%).
where m is the number of model time steps counted when the observed river discharge value is within the modeled simulation uncertainty bounds, n is the time steps of the selected flow period, and
where S 95 and S 5 denote the 95 and 5% percentiles for each simulated variables, n is the time steps of the selected flow period, and stdev is standard deviation of the observed flows within the selected period.
The values of the P and R factors reflect the uncertainty about the model parameters after taking into account the discharge observations. These two measures also specify the stopping rules of SUFI iterations. When the calculated R factor value reaches a small ratiousually less than 1, and most of the observations (>50%) can be bracketed inside the uncertainty bound, we defined it as a state of being sufficiently calibrated.
The sampling run will be iterated several times by resettling, usually narrowing the parameter space though the posterior parameter distribution, until the calibration target is achieved.
RESULTS AND DISCUSSION
The SUFI-2 scheme is implemented for the Kielstau and XitaoXi basin. Starting from an initially large parameter sampling space, the calibration procedure was iterated three times until the desired target was reached. This section presents analyses for the last iteration that reaches the desired calibration targets.
Parameter uncertainty and correlation
The result of the last iteration is plotted in Figure 4 (Figure 4 (P factor > 50%) with acceptable R factor values (R factor < 1). The plot reveals that there is a tendency for small discharges to be underestimated in Kielstau during the summer time, but overestimated in XitaoXi at its spring seasons. For example at the beginning of calibration period in Kielstau, the low runoff is underestimated during the months of July and August. This can be partly a result of the recorded dry season, and partly because of the relatively low water storage modeled in wetland or groundwater aquifers accumulated from previous calibration years, which are supposed to be important baseflow sources in low-rain seasons. Meanwhile in XitaoXi, the river discharges are A strong negative correlation was found between soil parameters S fk and K c due to their effect on model perform-
ance. The validated hydrograph shows an acceptable simulation uncertainty range (R factor < 1) for both catchments, which can bracket the observations most of the time (P factor > 50%). Despite the fact that some simulations are less accurate during low-flow periods, the global shape of the hydrograph is reasonably well approximated for both basins, and the 90% uncertainty bounds are always narrow. However, the parameter uncertainty bounds do not always cover the measured data during the validation periods. This indicates that further improvements in the model structure may be required for more accurate predictions in future research.
