




Metode penelitian merupakan suatu teknik yang digunakan untuk mencari, 
memperoleh, mengumpulkan atau mencatat data, baik berupa data primer maupun 
data sekunder yang dapat digunakan untuk menyusun karaya ilmiah. Menganalisis 
faktor-faktor yang berhubungan dengan pokok-pokok permasalahan sehingga 
didapat suatu kebenaran atas data yang diperoleh peneliti. 
 
A. Jenis Penelitian  
Penelitian ini menggunakan jenis penelitian diskriptif. Penelitian diskriptif 
adalah penelitian yang dilakukan untuk mengetahui nilai variabel mandiri, baik 
satu variabel atau lebih (independen) tanpa membuat perbandingan, atau 
menghubungkan dengan variabel yang lain. Penelitian kuantitatif, adalah 
penelitian dengan memperoleh data yang berbentuk angka atau data kualitatif 
yang diangkakan (Sugiyono, 2003:13-14). 
 
B. Jenis dan Sumber Data Penelitian 
Adapun jenis data yang digunakan dalam penelitian ini adalah data 
kuantitatif. Data kuantitatif adalah jenis data yang dapat diukur tau dihitung secara 
langsung, yang berupa informasi atau penjelasan yang dinyatakan dengan 
bilangan atau bentuk angka-angka. Dalam hal ini data kuantitatif yang diperlukan 
adalah tingkat penjualan, utang, lembar saham. 
Sumber data yang digunakan dalam penelitian ini adalah data sekunder 
yang diperoleh secara tidak langsung melalui laporan keuangan yang di dapatkan 
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dari Indonesia Stock Exchange (IDX). Dari situs resmi BEI ini lebih mudah untuk 
memperoleh informasi mengenai laporan keuangannya. Data sekunder adalah data 
sekunder merupakan sumber data penelitian yang diperoleh maupun dicatat oleh 
pihak lain (Indrianto dan Supono, 2002:147). 
 
C. Populasi dan Sampel  
1. Populasi  
Populasi adalah wilayah generalisasi yang terdiri atas obyek atau 
subyek yang mempunyai kualitas dan karakteristik tertentu yang ditetapkan 
oleh peneliti untuk dipelajari dan kemudian ditarik kesimpulannya (Sugiyono, 
2009:115). Jadi pengertian populasi bukan hanya orang, tetapi juga obyek dan 
benda-benda alam yang lain, tetapi juga meliputi seluruh karakteristik yang 
dimiliki oleh subyek atau obyek itu. Populasi dalam penelitian adalah 
perusahaan Food and Beverages yang terdaftar di Bursa Efek Indonesia (BEI). 
2. Sampel  
Sampel adalah bagian dari jumlah dan karakteristik yang dimiliki 
oleh populasi tersebut (Sugiyono, 2009:116). Teknik pengambilan sampel 
yang digunakan dalam penelitian ini adalah purposive sampling. 
Purposive sampling adalah Teknik untuk menentukan sampel penelitian 
dengan beberapa pertimbangan tertentu yang bertujuan agar data yang 
diperoleh nantinya bias lebih representintatif (Sugiyono,2010).  
Teknik purposive sampling pada dasarnya dilakukan sebagai sebuah 
teknik yang secara sengaja mengambil sampel tertentu yang telah sesuai dan 
memenuhi segala persyartan yang dibutuhkan yang meliputi: sifat-sifat, 
karakteristik, ciri, dan kriteria sampel tertentu. Adapun kriteria tersebut yaitu: 
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a. Perusahaan makanan dan minuman yang tercatat selama periode 
2014-2016 
b. Menerbitkan laporan tahunan (annual report)/ laporan keuangan 
dan ringkasan kinerja perusahaan selama tahun 2014-2016. 
c. Perusahaan melaporkan laporannya dalam mata uang rupiah. 
d. Perusahaan harus bernilai positif pada ROE, DER, dan EPS. 
 
D. Variabel Penelitian  
Variabel penelitan adalah atribut atau sifat atau nilai dari orang, obyek atau 
kegiatan yang mempunyai variasi tertentu yang ditetapkan oleh peneliti untuk 
dipelajari dan ditariknya kesimpulan (Sugiyono, 2009:59). Berdasarkan penelitian, 
terdapat dua macam variabel yang digunakan yaitu variabel terikat dan variabel bebas. 
1. Variabel Terikat (Y) 
Variabel terikat merupakan variabel yang dipengaruuhi atau yang menjadi 
akibat, karena adanya variabel bebas (Sugiyono,2009:59), Variabel terikat 
(Y) dalam penelitian ini adalah harga saham penutupan (closing price) 
masing-masing perusahaan. 
2. Variabel Bebas (X) 
Variabel bebas merupakan variabel yang mempengaruhi atau yang 
menjadi sebab perubahannya atau timbulnya variabel dependen (terikat) 
(Sugiyono, 2009:59). Variabel bebas dalam penelitian ini adalah Return 






E. Definisi Operasional Variabel 
Definisi operasional yang dimaksudkan untuk menjelaskan makna-makna 
variabel yang diteliti. Definisi operasional adalah suatu definisi yang diberikan 
kepada suatu variabel atau konstrak dengan caramemberikan arti atau 
menspesifikasi kegiatan ataupun memberikan suatu operasional yang diperlukan 
untuk mengukur konstrak atau variabel tersebut (Nazir, 2005:126). Berikut 
definisi operasional variabel penelitian yang digunakan:  
1. Return on Equity (ROE) (X1) 
                 
                         
             
      
 (Syamsuddin, 2007:74) 
Return On Equity (ROE) merupakan kemampuan perusahaan dalam 
menghasilkan laba bersih berdasarkan modal tertentu. ROE merupakan ukuran 
profitabilitas dilihat dari sudut pandang pemegang saham (Hanafi,2004:42). 
Melalui ROE investor dapat melihat seberapa jauh kemampuan perusahaan 
dalam mengelola modal sendiri untuk menghasilkan laba bersih.  
ROE yang tinggi merupakan daya tarik bagi investor untuk 
menginvestasikan dananya pada perusahaan tersebut (Hanafi,2004:42). 
Indikator dalam variabel ini adalah perbandingan antara laba bersih sesudah 
pajak dengan total modal sendiri (equity) yang dinyatakan dalam persentase. 
2. Earning Per Share (X2) 
                  
                        





Earning Per Share (EPS) menggambarkan jumlah rupiah yang 
diperoleh untuk setiap lembar saham biasa (Syamsuddin, 2007:66). EPS 
merupakan salah satu indikator keberhasilan perusahaan. Indikator dalam 
variabel ini adalah perbandingan antara laba bersih sesudah pajak dengan 
jumlah lembar saham biasa yang beredar yang dinyatakan dalam rupiah.  
3. Debt to Equity Ratio 
Debt equity ratio merupakan rasio yang digunakan untuk menilai 
hutang dengan ekuitas. Angka hutang yang dihitung merupakan  total 
hutang baik hutang  jangka panjang maupun hutang  jangka pendek 
sedangkan  angka  equity menunjukkan total modal  sendiri  yang  berasal  
dari pemilik/pemegang saham perusahaan dan  laba ditahan. 
                     
            
             
 
4. Harga Saham 
Menurut Fakhrudin (2012:102) harga sebuah saham dapat berubah 
naik atau turun dalam hitungan waktu, hal tersebut terjadi karena 
banyaknya pesanan yang masuk. 
 
F. Teknik Pengumpulan Data 
Teknik pengumpulan data yang digunakan dalam penelitian ini adalah metode 
dokumentasi. Metode dokumentasi adalah metode pengumpulan data dengan cara 
menelaah dokumen-dokumen yang berhubungan dengan penelitian yang dilakukan 
(Sugiyono, 2009:422). Peneliti menggunakan data sekunder yang diperoleh dari Bursa 




G. Teknik Analisis Data 
Metode analisis yang digunakan dalam penelitian ini antara lain: 
1. Uji Normalitas Data  
Uji normalitas untuk mengetahui apakah sebaran data dalam suatu 
model regresi mengikuti atau mendekati distribusi normal. Model regresi 
yang baik adalah model regresi yang memiliki sebaran data yang 
mempunyai pola seperti distribusi normal, yakni data tersebut tidak 
melenceng kekiri atau kekanan. Menurut Santoso (2004: 212), Uji 
normalitas data menggunakan Kolmogorov Smirnov Test, dengan 
membandingkan asymptotic significance dengan alpha 0,05. Dasar 
penarikan kesimpulan adalah data dikatakan berdistribusi normal apabila 
nilai asymptotic significance-nya > 0,05. 
2. Analisis Regresi Linier Berganda  
Metode analisis linier berganda. Analisis regresi linier berganda 
digunakan bila bermaksud meramalkan keadaan (naik turunnya) variabel 
dependen, bila dua atau lebih variabel independen dimanipulasi (dinaik 
turunkan nilainya). Sugiyono, (2008:250).  
Analisis regresi linear berganda dalam penelitian ini digunakan untuk 
mengetahui adanya pengaruh variabel bebas (independent variabel) terhadap 
variabel terikat (dependent variabel). Variabel bebas dalam penelitian ini 
adalah ROE, DER, dan EPS. Variabel terikat dalam penelitian ini adalah 
harga saham. Bentuk persamaan umum regresi linier berganda adalah: 





Dimana dalam penelitian ini: 
Y       = Variabel terikat (Harga Saham) 
a       = Titik intercept atau constant, yaitu nilai perkiraan y jika x = 0 
           b1,b2,….. 
b1, b2, bn  = Koefisien regresi 
X1 = ROE  
X2 =  EPS 
X3 =  DER 
Interprestasi dari analisis regresi pada penelitian ini menggunakan 
standardizied beta Coefficients. Keuntungan memakai standardizied beta adalah 
mampu mengeliminasi perbedaaan unit ukuran pada variabel independen 
3. Uji Asumsi Klasik 
Pengujian regresi dengan menggunakan metode kuadrat terkecil 
biasa (Ordinary Least Squares/OLS), maka dibutuhkan sifat penduga 
linier terbaik (Best Linier Unbiased Estimator/BLUE) dari penaksir. Uji 
pendahuluan dilakukan agar persamaan regresi yang terbentuk dapat 
memenuhi persyaratan BLUE ini, yaitu uji gejala heteroskedastisitas, uji 
gejala auto korelasi, uji gejala multikolinieritas. Uji asumsi klasik 
digunakan untuk menentukan bahwa nilai koefisien regresi yang 
dihasilkan baik dalam arti tidak biasa (Gujarati, 2006:153). Maka dalam 
menganalisa harus memenuhi asumsi-asumsi klasik sebagai berikut: 
a. Uji Multikolonieritas 
Menurut Ghozali (2016:103), Uji multikolonieritas bertujuan untuk 
menguji apakah model regresi ditemukan adanya korelasi antara 
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variabel bebas (independen). Model regresi yang baik seharusnya tidak 
terjadi korelasi diantara variabel independen. 
Identifikasi secara statistik atau ada tidaknya multikolonieritas 
dapat dilakukan dengan menghitung Variance Inflation Factor 
(VIF) dengan rumus sebagai berikut. 
     
 
    
     R
2
 = Koefisien Determinasi  
 (Ghozali, 2006:95)  
Pendeteksian terhadap multikolonieritas dapat dilakukan dengan 
melihat nilai VIF dari hasil analisis regresi, jika nilai VIF < 10 dan 
besarnya nilai toleransi > 0,1 maka dapat disimpulkan tidak terjadi 
gejala multikolinieritas (Ghozali, 2006:95) 
b. Uji Heteroskedastisitas 
Heteroskedastisitas muncul apabila kesalahan atau residual dari 
model yang diamati tidak memiliki varians yang konstan dari suatu 
observasi ke observasi lainnnya. Setiap observasi mempunyai reliabilitas 
yang berbeda akibat perubahan dalam kondisi yang melatarbelakangi 
tidak terangkum dalam spesifikasi model. Model regresi yang baik adalah 
yang tidak mengandung unsure heteroskedasitas (Scott, 2002:177). 
Uji heteroskadastisitas bertujuan menguji apakah dalam 
model regresi terjadi ketidaksamaan varians dari residual satu 
pengamatan ke pengamatan yang lain (Ghozali, 2016:134). 
1) Bila berpola maka terjadi heteroskedastisitas. 




c. Uji Autokorelasi 
Uji autokorelasi bertujuan untuk mengetahui apakah ada 
korelasi antara kesalahan pengganggu pada periode t (periode 
analisis) dengan kesalahan pengganggu pada periode t-1 (periode 
sebelumnya) Indrawati (2015 : 19). Untuk mengetahui ada atau 
tidaknya autokorelasi dalam suatu model regresi dilakukan 
pengujian dengan menggunakan Uji Durbin-Waston (Uji Dw). 
Pengambilan keputusan ada tidaknya autokorelasi, sebagai berikut  
a) Angka Durbin – Watson dibawah -2 maka ada autokolerasi positif. 
b) Angka Durbin – Watson diantara -2 sampai dengan 2 maka tidak 
ada autokolerasi. 
c) Angka Durbin – Watson diatas 2 berarti ada autokolerasi negative. 
4. Koefisien Determinasi (R2) 
Koefisien determinasi merupakan suatu ukuran yang digunkan untuk 
mengetahui besarnya pengaruh variabel bebas terhadap variabel terikat. 
Terdapat 2 nilai ekstrim dari koefisien determinasi, yaitu : 
a. Jika koefisien determinasi (R2) = 0; artinya variabel bebas tidak 
mempunyai pengaruh sama sekali (0%) terhadap variabel terikat. 
b. Jika koefisien determinasi (R2) = 1; artinya variabel bebas 
mempunyai pengaruh (100%) terhadap variabel terikat atau variabel 
terikat 100% dipengaruhi oleh variabel bebas. 
5. Uji F ( Uji Signifikan Simultan) 
Menurut Sanusi (2003:124), Uji F digunakan untuk mengetahui 
pengaruh secara serentak dari variabel bebas terhadap variabel terikat. Uji F 
digunakan dalam menguji pengaruh Return On Equity, Earning Per Share, 
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Debt Equity Ratio terhadap harga saham. Dalam penelitian ini tingkat 
signifikansi yaitu sebesar 0.05 (α = 0,05). Kriteria Uji F sebagai berikut : 
a. Bila F hitung < F tabel, variabel independen secara bersama-sama
tidak berpengaruh terhadap variabel dependen.
b. Bila F hitung > F tabel, variabel independen secara bersama-sama
berpengaruh terhadap variabel dependen.
c. Dengan menggunakan nilai probabilitas, Ha akan diterima jika
probabilitas kurang dari 0,05.
6. Uji T (Uji Parsial)
Uji t digunakan untuk menguji suatu hipotesis mengenai setiap koefisien 
regresi parsial individual yang mana pun (Gujarati, 2006:116). Uji t pada 
penelitian ini digunakan untuk mengetahui pengaruh secara parsial atau 
dominan masing-masing variabel independen (ROE, DER dan EPS) terhadap 
variabel dependen yaitu harga saham. Menentukan tingkat signifikansi, taraf 
signifikansi adalah 95% atau α = 5%. Kriteria Uji-t sebagai berikut : 
1) Jika nilai t hitung > t tabel, artinya variabel bebas berpengaruh
signifikan terhadap variabel terikat.
2) Jika nilai t hitung < t tabel, artinya variabel bebas tidak berpengaruh
secara signifikan terhadap variabel terikat
3) Berdasarkan probabilitas, yaitu Ho ditolak apabila P < 0,05 dan Ho
diterima apabila P > 0,05.
7. Uji Dominan
Uji dominan dilakukan untuk mencari variabel bebas yang paling 
berpengaruh terhadap variabel terikat, jika dibandingkan dengan beberapa 
variabel bebabs lainnya. Mengetahui variabel dominan dapat diketahui 
dengan meihat nilai koefisien beta dari nilai t hitung yang paling besar. 
