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Abstract. The aim of this paper is to formulate a quantitative integrated model
of how quality and productivity performances of a production system are
interrelated. Indeed, productivity and quality, some of most important objectives
of a production system have been studied separately since decades whereas
studies are demonstrating a close interaction between them nowadays. Such an
integrated model will be beneﬁcial to engineers during design and/or operation
stages of the system because it can be used to set up or to assess overall
performance measures such as: total production rate, effective production rate,
machines availability, inspection policies performance, etc. Dynamic Bayesian
network will be used as the underlying mathematical tool to describe the
dynamics of the state of the system as they are well suited for the representation
of stochastic processes (machine failures, quality failures, etc.).
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1 Introduction and Statement of the Problem
1.1 General Consideration and Literature Review
Designing and operating production (or manufacturing) systems is a subject of constant
evolution due to issues such as technology changes, social and societal concerns
(ergonomic and no danger working environment for employees, labor law changes,
sustainable development issues, etc.) as well as business considerations (optimization
of production resources capabilities and satisfaction of high quality performance for the
products). In general, for industrial engineers in charge of designing and operating such
systems, business concerns are the privileged issues though they are, more and more,
required to understand the impact of a wide range of processes from row material
extraction to disassembly of the obsolete manufacturing resources such as machines. In
what concerns business issues, manufacturers must satisfy high productivity and high
quality at the same time to maintain their competitiveness, see [4]. Notice that by
ensuring high quality and high productivity, manufacturers are participating at the same
time to societal and social concerns of manufacturing processes as they minimize waste
and energy consumption. If the productivity has been for a long time the principal
objective of all manufacturing industries, practices in what concerns quality have been
spurred by success in automotive industry; but there is little studies that relate pro-
ductivity and quality [4]. Practices such as jidoka (stop production automatically or
manually as soon as something abnormal has been detected, see [13], are argued to
improve quality and increase productivity; but this is not true if defects are due to
common quality failures as observed in [4]. There are two main kinds of quality
failures: common failures and assignable failures [8]. For common quality, failures are
independent and are not due to a permanent change in a machine; they can be due to
defective row material for instance; as stated in [4], for these failures there is no reason
to stop a machine that produces a defective part because the subsequent parts will not
necessarily be defective. Most of quantitative literature on inspection allocation
assumes these kinds of failures [12]. Assignable quality failures depend on a change in
machine so that once a bad part is produced, there is a great chance for subsequent parts
to be bad until the machine is repaired, so stopping the machine as soon as a defective
part is detected will be proﬁtable. Here, quantitative models for statistical quality
control are concerned by ﬁnding efﬁcient inspection policies (sampling interval, sample
size, control limits, etc. see [16]). A similar problem has been considered in [4] for a
two machines production line through a complex mathematical model using Markov
chains; here we are more interested by the simplicity and the compactness of the model.
In this paper we will be concerned with these kinds of failures and mostly with their
impact on the effective production rate of the system. In the following paragraph, we
will describe the problem under consideration and its performance measures we will
deal with.
1.2 Problem Statement
A manufacturing system transforms row material to products or semi products (that
may constitute row material for downstream manufacturing systems in a production
line for instance) by using some resources (machines, energy, information, human
operators, etc.). A typically manufacturing system (or a production unit) that we will
consider in this paper is shown by Fig. 1.
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Fig. 1. A typical production unit
The meaning of the components BiðtÞ, MHiðtÞ, MðtÞ, MHoðtÞ, and BoðtÞ of this
ﬁgure that are functions of a discrete time t are given in the following items.
• BiðtÞ represents the state of the upstream buffer (buffer where row materials are
stocked); it has an influence on the system productivity because the lack of row
material will starve the machines and on the quality because defective row material
will lead to defective products.
• MHiðtÞ is the state of the upstream material handling system (system used to supply
machines with row material); the unavailability of this component will block the
machine even if this one is ready to operate and there is enough row material.
• MðtÞ is the state of the machine(s); this is the main component of the system; it has
an influence on the productivity and on the quality of products because a possible
change in its operation conditions and/or capabilities may lead to defective
products.
• MHoðtÞ represents the state of downstream handling material system (system used
to evacuate manufactured products from the machines); it has the same role and can,
most of the time, be the same physical entity as MHiðtÞ.
• BoðtÞ represents the state of the downstream buffer (buffer where manufactured
products are stocked); it can block the machine when it is full and so have an
influence on the productivity; it is shown also that it has an influence on the quality
as it acts as a row material buffer when engaged in a line production system, see for
instance [4].
The overall performance of such a system will depend on each of the components
described above as well as on what may happen around the system that is its envi-
ronment and logistic. In this paper, we will focus our attention on the role of main
physical resources, namely machines, buffers, material handling systems and inspection
process, on the performance of the system. The main component widely studied in the
literature in terms of performances of a manufacturing system is the machine (its
reliability, its availability, its maintainability and its safety) associated some time with
its buffers (see [4]). The principal performance measure considered in this paper is the
so called effective production rate (EPR) that is the fraction of non defective produced
parts and its relationship with former presented components of a production line.
In this paper, adopting a similar description of the machine state as in [4] we will
develop a less complex quantitative model based on dynamic Bayesian network that
integrate also material handling systems and inspection operation.
The remainder of this paper is organized as following: in the second section we will
present dynamic Bayesian networks (only the concepts that are relevant to our purpose
will be presented; for more formal presentation, the reader is invited to consult spe-
cialized literature such as [9]); the third section presents the main contribution of this
paper in terms of a quantitative integrated model of the problem described previously
with an illustrative application in the last paragraph; ﬁnally section four concludes the
paper.
2 Dynamic Bayesian Networks
Dynamic Bayesian networks [9] derive from an extension of Bayesian networks (see
[3, 11] and references therein) that describe probabilistic relationships between vari-
ables of a knowledge domain in order to take into account time behavior. Dynamic
Bayesian networks (DBNs) are directed graphical models of stochastic processes, see
[9], and they generalize Hidden Markov Models (HMMs) and Linear Dynamical
Systems (LDSs) by representing the hidden and observed state in terms of state vari-
ables, which can have complex interdependencies. The graphical structure provides an
easy way to specify these conditional interdependencies, and hence to provide a
compact parameterization of the model. A dynamic Bayesian networks is completely
deﬁned by two components: its structure that is a directed acyclic graph (DAG) where
nodes represent variables and directed arcs represents influential relationships between
these variables and its parameters that represent conditional probability density
(CPD) functions in the case of a continuous variable (the allowed values of the variable
belong to a continuous set) or conditional probability table (CPT) in the case of a
discrete variable (the allowed values of the variable belong to a discrete set that will be
in general a ﬁnite set). A dynamic Bayesian network structure consists of an intra slices
directed acyclic graph and an inter slices directed graph; slices represent time instants
to describe dynamic behavior of the system. Intra slice graph models the instantaneous
relationships of nodes (a Bayesian network) and the inter slice graph represents the
dynamics of the nodes. Intra slice parameters are conditional probability density
functions and/or conditional probability tables of the corresponding Bayesian network
and inter slice parameters represent the dynamics of variables on one hand and their
relationships with the variables that influence their behavior on the other hand. The
advantage of the Bayesian network model over the Markov chain representation for
instance, besides the fact that the model is more compact and/or the possibility to
consider the influence of the history up to some complexity, is that the transition matrix
P can be learnt (estimated) from the expert knowledge and/or experimental data. BN
and DBN have been widely used to assist decision making processes in domains such
as: dependability, product heath management and maintenance, see for instance [5–7,
14, 15] and references therein.
In the following section, we will use dynamic Bayesian networks to establish an
integrated model of a manufacturing system to be used to assess and to analyze its
performance measures or to be used as a support for (reactive) decision making.
3 Production Unit Performance Model Formulation
The purpose of this section is to use dynamic Bayesian networks as underlying
modeling tool to establish an integrated productivity and quality model of the manu-
facturing system described in the introduction section for supporting design and
operation decision making. To this end, the components (BiðtÞ,MHiðtÞ,MðtÞ,
MHoðtÞ,BoðtÞ) of Fig. 1. as functions of time t must be more precisely described; we
consider discrete time with constant interval t  1; tð Þ so that the meanings of these
variables are given by the following items.
• MðtÞ is the state of the machine at the end of period t  1; tð Þ or the beginning of
period t; tþ 1ð Þ;
• BiðtÞ and BoðtÞ are the upstream buffer and downstream buffer levels at the end of
period t  1; tð Þ or the beginning of period t; tþ 1ð Þ respectively;
• MHiðtÞ and MHoðtÞ are the states of the material handling systems at the time
instant t.
Each of these components will be considered separately and a model of its behavior
in terms of dynamic Bayesian networks established progressively in the subsequent
paragraphs until the global model is obtained.
3.1 Model of the Machine
We will consider, as in [4], that the machine at each instant will be either producing
good parts, producing defective parts or will be not operating so that its state M(t) can
take only (exclusively) one of the following modalities.
GP (Good Production): the machine is producing non-defective part.
DP (Defective Production): the machine is producing defective parts but the
operator is not aware of that.
NO (Not Operating): the machine is not operating, it is being repaired, waiting for
row material or waiting for evacuation of ﬁnished product.
The transition to the state NO from states GP and DP has a number of causes: the
operational failure of the machine; the starvation of the machine because there is no
sufﬁcient material in the upstream buffer or/and the upstream material handling system
fails to supply material; the blocking of the machine because the downstream buffer is
full or that the downstream material handling system fails to evacuate ﬁnished prod-
ucts; the machine is stopped by the operator because defective products have been
detected. The transition to GP from NO is due to the reparation of any faults (defective
production or/and operational failure) and the transition from GP to DP is due to the
loss of quality because of a persistent or assignable quality failures. The dynamics are
transitions between time slices, of the machine are then functions of the states of other
components: buffers and material handling system (starvation or blocking) and
inspection process. The structure of its behavior model over time in terms of dynamic
Bayesian network, with Markovian assumption (two time slices), is given by Fig. 2.
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Fig. 2. Dynamic Bayesian network structure of machine dynamics
To completely deﬁne the model, we must specify its parameters, namely, the
conditional probability table that is the following transition matrix (1)
PM ¼ Pr Mðtþ 1Þ=MðtÞ; Biðtþ 1Þ; B0ðtþ 1Þ; MHiðtþ 1Þ; MHoðtþ 1Þf g ð1Þ
Given the states of variables BiðtÞ, MHiðtÞ,MðtÞ, MHoðtÞ, and BoðtÞ this matrix will
depend on the following parameters:
• k transition rate of operational failures, the rate of the transition from GP to NO
where 1
k
¼ MTBF is the mean time between operational failures in the case of
constant rate;
• l transition rate of reparation, the rate of the transition from NO to GP where
1
l
¼ MTTR is the mean time to repair if the transition rate is constant;
• / ¼ kþ g transitions rate from DP to NO where 1
g
¼ MTTD is the mean time to get
to defective production state;
• c transition rate from GP to DP where 1
c
¼ MTQF is the mean time to quality failure.
We will also consider that the machine produces at the rate q. The behavior of the
machine is completely characterized when these parameters are supplied by experts
or/and by a learning process if one disposes of enough experimental data.
3.2 Model of the Buffers
For the sake of simplicity, we will consider that the sizes of buffers are commensurate
to a discrete value so that the upstream buffer level BiðtÞ belongs to a discrete set (2)
BiðtÞ 2 0; b; 2b; . . .; nibf g ð2Þ
where b is the required material quantity in order for the machine to operate and the
level of the downstream buffer is given by (3)
BoðtÞ 2 0; q; 2q; . . .; noqf g ð3Þ
where noq corresponds to its capacity. Buffers’ dynamics depend on the state of the
machine, the state of material handling systems and the logistics. The model of these
dynamics in terms of dynamic Bayesian network is given by Fig. 3 where qðtÞ
represents either the quantity of material supplied (qiðtÞ) or the quantity of ﬁnished
products demanded (qoðtÞ) during time period t; tþ 1ð Þ; qiðtÞ and qoðtÞ are considered
to be commensurate to b and q respectively.
The conditional probability tables of these networks are determined by Eq. (4)
where  stands for i or o.
Pr Bðtþ 1Þ=BðtÞ; MðtÞ; qðtÞ; MHðtþ 1Þf g ð4Þ
3.3 Models of the Material Handling Systems
We consider that at each time instant t the material handling systems are either oper-
ational (ON) or not operational (OFF), see Eq. (5)
MHiðtÞ; MHoðtÞ 2 ON; OFFf g ð5Þ
with the failure rate and reparation rate given by kMH and lMH respectively
where  stands for i or o. Notice that we do not consider the unavailability of material
handling systems due to sharing with other manufacturing systems for instance. In
terms of dynamic Bayesian networks, the behavior of a material handling system is
given by Fig. 4 and its parameter (the transition matrix) given by Eq. (6)
PMH ¼ exp AMHð Þ AMH ¼
kMH kMH
lMH lMH
 
ð6Þ
in the case of constant rates. We are now ready to establish, the overall integrated
model, this is done in the following paragraph.
3.4 Model of the Production Unit and Performance Measures
To establish the overall model structure, we just aggregate models established previ-
ously for each component; this structure is given by Fig. 5.
Its parameters are those established individually for each component. The main
interest of this model is to be used to support activities such as the following ones.
Bx(t) Bx(t+1)
M(t)
MHx(t+1)
qx(t)
Fig. 3. Dynamic Bayesian network model of buffers dynamics
MHx(t)
MHx(t+1)
Fig. 4. Dynamic Bayesian network representation of material handling systems behavior
• Operational management: the model can be used to propagate a change in the
system operations conditions (a problem with the row material supply or demand
for instance) so to prognostic what will happen in the future in order to react
appropriately.
• Design of manufacturing system: by simulating the model some performances
measures can be calculated and then be used as performance indicators to choose
the appropriate inspection policy, the optimal maintenance policy or the buffers
size.
As stated in the introduction section, we will be concerned mainly with the effective
production rate (EPR) that is the fraction of good parts that are produced, and the
availability of the machine, that is the fraction of the time it will be producing. To
calculate these measures, let us denote by (7)
pMi ðtÞ ¼ Pr MðtÞ ¼ if g and p
M
i 1ð Þ ¼ lim
t!1
pMi tð Þ
 
ð7Þ
the probability for the machine state M(t) to take its modality i at time t and the
asymptotic value of this probability respectively. Performance indicators namely, total
production rate (TPR), non defective production rate (NDPR) on one hand and
effective production rate (EPR), and the machine availability (A1) on other hand in
steady state are therefore given by Eqs. (8) and (9) respectively
TPR ¼ q pMGP 1ð Þþ p
M
DP 1ð Þ
 
and NDPR ¼ qpMGP 1ð Þ ð8Þ
EPR ¼
NDPR
TPR
¼
pMGP 1ð Þ
pMGP 1ð Þþ p
M
DP 1ð Þ
and A1 ¼ p
M
GP 1ð Þþ p
M
DP 1ð Þ ð9Þ
By simulating the established model, one can relate these performance measures to
operational and design parameters of the manufacturing system such as buffers
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Fig. 5. Dynamic Bayesian network model of the manufacturing system behavior
capacities, operational failures rate, quality failures rate, inspection process, the effect
of material handling systems availability, the effect of logistics,…etc. In the following
section, we will consider an example to show the application potentialities of the
approach derived in this paper.
3.5 Discussion About the Model and Modeling Tool
States of components considered to take their modalities in a discrete set may be not
realistic in practice; for instance a machine may be functioning in a continuously
degraded mode instead of being down at once. In terms of size and in theory, modeling
process presented in this paper is not limited in the number of components; but in
practice and for simulation purpose, one can be confronted to some limitations. In this
perspective, authors of this paper and their colleagues are actually developing a
framework to deal with large scale systems based on object oriented paradigm and
mainly on the object oriented Bayesian paradigm [5–7]. Roughly, in this paradigm,
each component (input buffer, machine, output buffer, material handling system)
described in the production unit, may constitute a class that can be instantiated to
represent a particular corresponding component in a large scale system in practice.
In terms of drawbacks related to modeling tool, obviously Dynamic Bayesian
networks convey those common to any modeling tool that necessitate learning and/or
expertise. Indeed, in general registered data are not enough nor expert knowledgeable
enough to perform model and/or parameters derivation with sufﬁcient conﬁdence.
Nevertheless, dynamic Bayesian networks, because of their capacity to represent
compactly a large scale system constitute a very interesting modeling when one is
confronted to deal with large scale and uncertain system; uncertainty which is perva-
sive in practical situations. The modeling approach adopted in this paper at a pro-
duction unit level, is to clearly consider main components and to establish their
behavior models in terms of dynamic Bayesian networks with the underlying idea that
if one component not considered is added at any time in the production unit, this will
not change drastically the established model. In such situation, modeling task is
reduced to modeling separately each component of a system and establishing the
interface or interactions among components; in terms of dynamic Bayesian networks
this task of interactions is mainly related to parameters or conditional probability tables
or probability density functions speciﬁcation. In terms of possible implementation into
an intelligent system supporting the manufacturing company, different possibilities can
be envisaged: developing one’s own intelligent decision support software based on the
developed model; implementation of the model in an existing platform; Implementing
the developed model using existing software such as Netica [10], Hugin Expert [2], or
Bayesia Lab [1] to name few and interfacing them with one own intelligent decision or
design platform.
3.6 Illustrative Application
To illustrate the modeling approach considered in this paper, let us consider a manu-
facturing system that is constituted by a machine, a material handling robot that supply
material to the machine and evacuate the ﬁnished parts from the machine to convey it
to the inspection post. Because of the lack of space, we will not enter into details and
give results only in the case of inﬁnite buffer size that is the machine is never stopped
because of lack of row material or because of lack of place for a ﬁnished product. The
key indicators EPR and A1 are presented on Fig. 6. for some conﬁgurations of
parameters.
Figure 6 shows the behavior of the effective production rate and machine avail-
ability with regard to the parameters g and c. We notice that the effective production
rate increases when g increases meaning that when the detection rate is high, almost all
what is produced will be non defective as the machine will be stopped as soon as it
undergoes defective production; given a detection rate, the effective production rate
decreases when the quality failure rate c increases, which is normal because the
machine will be transiting to defective production state without detection. Conversely
the availability rate of the machine A1 decreases when g increases because when the
detection rate is high, the machine will be stopped frequently reducing by the way its
availability. This Fig. 6. can be used to design a manufacturing system to ensure some
effective production rate and some availability by making a trade-off between the
qualiﬁcation of the inspection operator whose skills will influence the detection rate g
and the features of the manufacturing system that impact the quality failure rate c. This
model can also be used to derive some operating policies in the case where there is no
continuously inspection, that is g ¼ 0; knowing that the machine will inevitably
undergoes the defective production state, one can decide to periodically stop the
machine for inspection and the question will be how long should one let the machine
operate before stopping it. This time period can be determined by simulation by
considering that the machine must be stopped whenever the probability pMDPðtÞ for the
machine to be in the state DP exceeds some threshold.
Fig. 6. Effective production rate (EPR) and machine availability (A1) versus g and c for the
considered application with k ¼ 0:03, l ¼ 1, kR ¼ 0:01 (robot failure rate) and lR ¼ 0:2 (robot
reparation rate).
4 Conclusion
An integrated model that relates quality and productivity performance measures of a
manufacturing system was presented in this paper. The novelty is that, by using
dynamic Bayesian networks as the underlying mathematical tool, the interactions
between different components and processes (material handling system, machines and
inspection process) of a manufacturing system are compactly and graphically repre-
sented. Furthermore, the use of dynamic Bayesian networks facilitates the inference
process that permits to calculate steady state performance measures such as the
effective production rate, the availability of the machine. The established model can be
used as a decision support tool for the purpose of design and/or operations management
for a production unit because it relates attributes related to the quality (detection rate of
defective part, quality failure rate, etc.) and those related to the productivity (operating
failure rate of the machine and material handling system). The established model can
also be used to support reactive decision process by simulating and analyzing the
transient response of the system with regard to a change in its operating environment.
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