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partial order plans and multiplicative exponential linear logic proofs is established. This is
performedbyextractingpartial orderplans fromsoundandcompleteencodingsofplanning
problems inmultiplicative exponential linear logic. These partial order plans exhibit a non-
interleaving behavioural concurrency semantics, i.e., labelled event structures. Relying on
this fact, we argue that this work is a crucial step for establishing a common language for
concurrency and planning that will allow to carry techniques and methods between these
two ﬁelds.
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1. Introduction
Planning and concurrency are two ﬁelds of computer science that evolved independently, aiming at solving tasks that
are similar in nature but different in perspective: while planning formalisms focus on ﬁnding a plan, if there exists such a
plan, that solves a given planning problem; the focus in concurrency theory is on the global behaviour of a given concurrent
system, resulting in universally quantiﬁed queries, e.g., deadlock freeness, veriﬁcation of a security protocol. In contrast to
approaches to planning, in order to be able to handle such queries, languages for concurrency are equipped with a rich
arsenal of mathematical methods that allow for an analysis of equivalence of processes.
In concurrency theory, parallel and sequential composition are expressed at the same level of representation, since they
are equivalently important notions for expressing concurrent processes. However, in planning, although parallel behaviour
between actions have been studied in partial order planners, e.g., UCPOP [52], Graphplan [7], these investigations focused
on increasing the efﬁciency of the planners. In these approaches, the independence and causality between partially ordered
actions, which is crucial from a concurrency theoretic point of view, is often speciﬁed bymeans of linguistic constraints (see,
e.g., [37,8]). Another line of research, which aims at capturing the concurrent behaviour of actions in the logical AI literature,
e.g., in [54], deﬁnes concurrency over the parameterised time spans shared by the actions.1
In concurrency theory, the universal quantiﬁcation on the queries imposes a global view of the concurrent systems being
studied.When carried to planning, such a viewhas the potential to provide the theoretical insight for a deeper understanding
of the problems being attacked in planning. By studying the speciﬁcation of a planning problem, one can observe the global
behaviour of such a speciﬁcation, similar to the speciﬁcation of a concurrent system, and, for instance, compare different
plans solving the problem. Let us consider a simple planning scenario which is helpful to demonstrate these ideas. In this
scenario there are two tables. On Table 1, there are four blocks which are stacked on top of each other as shown on the
left-hand side of the Fig. 1. The only available action takes a block from Table 1 and puts it on Table 2. The goal of the problem
is moving strictly three of the blocks from Table 1 to Table 2. Because block a is stacked on blocks c and d,blocks c and d
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1 For a survey on reasoning about actions, planning and concurrency, see [30].
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Fig. 1. A simple planning problem.
cannot be moved before block a. Moreover, block d cannot be moved before both of the blocks a and b are moved. There are
ﬁve different sequences of actions which solve this planning problem, namely the plans below. We denote the sequential
composition of actions with 〈_; _〉, and a denotes the action of moving block a from Table 1 to Table 2, similarly for blocks b,
c and d.
〈a; c; b〉 〈b; a; c〉 〈a; b; c〉 〈a; b; d〉 〈b; a; d〉
Each one of these plans is a typical output of a planning algorithm. Although they all bring the agent to the desired goal
state, the relationship between these ﬁve different plans is difﬁcult to observe. In contrast to such a view of this planning
problem, let us consider a different view, represented by the graph below. In this graph, # is read as a conﬂict relation in the
sense that nodes connected with this relation cannot co-occur in a plan because the actions that they represent require the
same resource such as a free place on Table 2. The partial order of the nodes determine in which order these nodes can occur,
that is, a node appearing below another one must occur strictly after the one above.
This graphical representation allows us to observe all the actions which can be executed in the planning scenario above.
All of the ﬁve plans above can be easily read from this graph. In fact, this is a graphical representation of a model for
concurrency, namely a labelled event structure [50,55,60]. Labelled event structures (LES) is a behavioural non-interleaving
model of concurrency. In a LES the independence and causality between events is expressed as a partial order, and the
nondeterminism is expressed by a conﬂict relation.
Linear logic iswidely recognised as a logic of concurrency (see, e.g., [47]) also because of its resource conscious features. In
this paper, with the aim of bringing the two ﬁelds of planning and concurrency closer, we propose the linear logic approach
to planning (see, e.g., [46,45,34,36]) as a platform for a common language for these ﬁelds that should allow the techniques
and tools in both ﬁelds to be interchanged. We establish a strict correspondence between partial order plans and the proofs
of multiplicative exponential linear logic encoding of planning problems. The partial order plans which we extract from the
proofs exhibit labelled event structure semantics. Our result also contributes to the ﬁeld of Petri nets because of the strict
correspondence between the reachability problem in Petri nets and linear logic planning problems (see, e.g., [12,50]).
As the underlying formalism, we employ the proof theoretical formalism of the calculus of structures (see, e.g., [22,57])
instead of the sequent calculus. The distinguishing feature of the calculus of structures, in contrast to the sequent calculus,
is deep inference: the inference rules can be applied at arbitrary depths inside logical expressions.2 This makes it possible
to apply the inference rules on the subformulae to reason locally while building derivations and proofs.
Deep inference brings about theoretical properties of proofs and deductive systems that are also interesting from the
point of view of computer science applications (see, e.g., [30]). In particular, deep inference provides reﬁned presentations
of proofs that are not available in the sequent calculus presentation of linear logic: more possibilities in the permutability
of the inference rules in the calculus of structures yield optimised presentations (decompositions) of proofs [57]. These
presentations also serve as theoretical tools in proving our results. Moreover, although deep inference in general brings
about a larger search space for arbitrary formulae [31], the operational semantics that we derive from the inference rules
prevents redundant inﬂation of the search space. However, our results do not rely on the deep inference presentation of the
proofs and they can be easily carried over to a sequent calculus setting.
Furthermore, in the complementary work in [32,30], aiming to bridge planning and concurrency, we present an encoding
of planning problems in a deductive system that extends multiplicative exponential linear logic with a self-dual non-
commutative operator [23,24] (see Section 5). This deductive system cannot be expressed as a sequent calculus system,
2 The web-site http://alessio.guglielmi.name/res/cos/ provides an up-to-date overview on the research on deep inference and the calculus of
structures.
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as it was shown by Tiu [59]. We believe that the labelled event structure semantics of the planning problems that we obtain
here is applicable to the language that we present in [32,30]. By using the formalism of calculus of structures instead of
the sequent calculus, it becomes possible to proﬁt from these properties and also combine the results of this paper and the
results of [32] for a common language for planning and concurrency, e.g., in [33].3
The paper is structured as follows: in the next section, we give an overview of linear logic planning and present our
encoding of theplanningproblems. In the following section,wediscuss the labelled event structure semantics of theplanning
problems and present an algorithm for extracting partial order plans from the proofs of the planning problems that exhibit a
labelled event structure semantics. We conclude the paper with a discussion on relation to other work and future directions
of research.
2. Linear logic planning
The inference rule modus ponens of classical logic infers q from p and p ⇒ q. Similar to the way people reason, after the
conclusion q is reached, the premises p and p ⇒ q are remembered (preserved) to be used in a later inference. Such a process
of acquiring knowledge, as it is modeled in classical logic, is cumulative. This cumulative behavior is an essential feature of
mathematical language. When people are gaining new knowledge, with the help of books and taking notes, they ideally do
not forget the previous knowledge on which the new knowledge is built.
Linear logic interprets this syntactical inference quite differently. Viewing p and q as resources being consumed and
produced, once the linear implication p −◦ q and p is used in an inference, they are used up, hence become unavailable
for another inference. For instance, in the context of messages, which are sent and received by processes, the implication
p −◦ qmodels that upon receiving the message p, message q is sent out, but there is no remembering of p, which is a typical
situation, e.g., in a communication protocol where the information is not archived.
In the linear logic approach toplanning, the formulap −◦ q is interpretedasanaction. In this case its application transforms
a state p into a state q. These states are treated as resources, that is, when action p −◦ q is applied to the state p, p is consumed
(annihilated) and state q is produced. This results in a representation of change that solves the frame problem [46].
2.1. Planning problems
Weﬁrst revise the basic deﬁnitions of linear logic planning in terms of propositionalmultiset rewriting, following [18,46].
It is important to note that this representation is also commonly used in Petri nets (see Section 4.1).
Notation 1. Multisets are denoted by the curly brackets “ {˙” and “ }˙”. The empty multiset is denoted by ∅˙ . ∪˙ , −˙, and ⊆˙
denote the multiset operations corresponding to the usual set operations ∪ , − , and ⊆ , respectively.
Deﬁnition 2. A planning domain is given by:
(i) a ﬁnite set R of constants, which represent atomic properties of the world and are called resources. Resources are
denoted by a, b, c, . . .;
(ii) a ﬁnite setA of actions (transition rules) of the form
a : {˙ c1, . . . , cp }˙ → {˙ e1, . . . , eq }˙,
where a is the name of the action and {˙ c1, . . . , cp }˙ and {˙ e1, . . . , eq }˙ aremultisets of resources,which are called condition
and effect, respectively.
Deﬁnition 3. Given a setR of resources, a world state, denoted by Z , I, or G, is a multiset of resources fromR. We use the
word ‘state’ instead of ‘world state’ where no confusion is possible.
Deﬁnition 4. Given a planning domain withR andA, a planning problemP is given by 〈R,A, I, G〉 where I and G are
two distinguished states, which are called the initial state and the goal state, respectively.
Now, to illustrate the deﬁnitions above, let us see the following simple example, which is motivated by the application of
multiset rewriting in modelling of biological systems as Petri nets (see, e.g., [26]).
Example 5. A protein has two phosphorylation sites (a and b). These sites can be phosphorylated after receiving a signal
(s) which causes the protein to change its conformation to expose these two sites for two phosphate units (p). When these
two sites are phosphorylated, the protein can transmit (t) the incoming signal further to its effectors. The question we are
3 Prototype implementations of planners based on this approach, mainly in Maude language, are available at http://www.doc.ic.ac.uk/~ozank/
maude_cos.html.
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interested in is the following: ‘is there a plan of events this system can perform when it receives a signal (s) that results in
further transmission (t) of the signal to the effectors?’ This scenario canbedescribed as aplanningproblemP = 〈R,A, I, G〉
with
R = {a, b, s, p, t},
and the setA of actions that contains
rsgnl : {˙ s }˙ → {˙ p, p }˙ ,
pa : {˙ p }˙ → {˙ a }˙ ,
pb : {˙ p }˙ → {˙ b }˙ ,
tsgnl : {˙ a, b }˙ → {˙ t }˙ .
The action rsgnl represents the receival of the signal whichmakes the two phosphosphate units (p) available. The two actions
pa and pb represent the phosphorylation of these two sites. The action tsgnl represents the transmission of the signal further
to the effectors. The initial and goal states are given with the multisets I = {˙ s }˙ and G = {˙ t }˙.
Deﬁnition 6. An action a of the form
{˙ c1, . . . , cp }˙ → {˙ e1, . . . , eq }˙,
is applicable in a stateZ if and only if {˙ c1, . . . , cp }˙ ⊆˙ Z . The application of an action a to a stateZ is deﬁned by the function
, where it is applicable, as
(a,Z) = (Z −˙ {˙ c1, . . . , cp }˙ ) ∪˙ {˙ e1, . . . , eq }˙ .
Deﬁnition 7. A plan, denoted by P, is a structure of the form 〈a1; . . . ; ak〉 where a1, . . . , ak are actions. The application of a
plan P = 〈a1; . . . ; ak〉 to a state Z0 is deﬁned as
(ak , . . . ,(a1,Z0) . . .) = Z ,
where each action in the plan is applicable in the state it is considered to be applied and Z is the state resulting from
applying the plan. Where it is more convenient, we abbreviate (ak , . . . ,(a1,Z0) . . .) with (P,Z0). For a planning
problemP = 〈R,A, I, G〉, a plan P solvesP if (P, I) = G.
Example 8. Consider the planning problem of Example 5. Clearly, two solutions of this planning problem are the following
two plans.
〈rsgnl ; pa ; pb ; tsgnl〉 〈rsgnl ; pb ; pa ; tsgnl〉.
These two plans differ in the order of execution of the actions pa and pb. Thus, when all the plans solving this problem are
considered, these two actions are partially ordered in the sense that they can be executed in either order. In fact, due to
the explicit representation of resources by means of multisets, without committing to a totally ordered plan, such partially
ordered actions can also be executed simultaneously without causing any resource conﬂicts.
The two propositions below state certain properties of planning problems that we use in the following. In particular,
Proposition 10 states that the solvability of a planning problem is monotonic with respect to weakening of the initial state.
Proposition 9. For every planning problem P given with the initial state I, the goal state G, the setA of actions, and a plan
〈a1; . . . ; ak〉 that solvesP, for any s ≤ k, there is a planning problemP′ givenwith the initial state I′ = (as, . . . ,(a1, I) . . .),
goal G, andA that is solved by 〈as+1; . . . ; ak〉.
Proof. Given that 〈a1; . . . ; as; as+1; . . . ; ak〉 solves P, it follows that there is a state I′ = (as, . . . ,(a1, I) . . .) and
(ak , . . . ,(as+1, I′) . . .) = G. 
Proposition 10. For any states I, Z1, Z2, and plan P, if (P, I) = Z1 then (P , I ∪˙Z2) = Z1 ∪˙Z2 .
Proof. With induction on the length of the plan P. If P is the empty plan then we have (◦ , I ∪˙Z2) = I ∪˙Z2. Turning
to the inductive step, assume that the proposition holds for a plan of length k. Let 〈P; a〉 be a plan of length k + 1, where
C and E are the condition and effect of the action a, respectively. Assume that (a , (P, I ) ) = Z1 and (P, I ) = Z . It
follows that Z1 = (Z −˙ C ) ∪˙ E . From the induction hypothesis, we have (a , (P, I ∪˙Z2 ) ) = (a , Z ∪˙Z2 ). Because
a is applicable in Z it is also applicable in Z ∪˙ Z2. Thus, (a,Z ∪˙Z2 ) = ((Z ∪˙Z2 ) −˙ C ) ∪˙ E = Z1 ∪˙Z2. 
2.2. Linear logic approach to planning
The multiset rewriting representations of planning problems enjoys encodings in different fragments of linear logic (see,
e.g., [46,29,9,19,14,45,28,34]). In Section 2.4, we give an encoding in multiplicative exponential linear logic in its calculus of
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Fig. 2. The sequent calculus system that is used for planning in [46].
structures presentation (Section 2.3). In order to compare and contrast these different presentations and encodings, let us
ﬁrst revise the mapping of planning problems in a sequent calculus presentation of multiplicative fragment of linear logic,
as it can be found in [46].
Formulae in the multiplicative fragment of linear logic that are used in [46] are either atoms or of the form R ⊗ T , where
R and T are formulae. ,, . . . denote multisets of formulae.
Deﬁnition 11. A linear theory consists of the axioms and rules in Fig. 2 together with the proper axioms
a
c1, . . . , cp  e1 ⊗ . . . ⊗ eq ,
for each action of the forma : {˙ c1, . . . , cp }˙ → {˙ e1, . . . , eq }˙ . Sequents are limited to only one formula on the right-hand-side,
in the spirit of intuitionistic logic.
A proof of a planning problem   T is a solution for a planning problem if and only if  is the multiset that represents
the initial state, and T is themultiplicative conjunction of the atoms representing resources that are available in the goal state.
Example 12. To illustrate these ideas, let us consider the planning problem in Example 5. We represent these actions as the
following proper axioms
rsgnl
s  p ⊗ p pa p  a pb p  b tsgnl a, b  t ,
and the planning problem as s  t . Then we get the following proof.
rsgnl
s  p ⊗ p
pa
p  a
pb
p  b tsgnl a , b  t
cut
a , p  t
cut
p , p  t⊗l
p ⊗ p  t
cut
s  t
.
In this approach, the plan is extracted by reading the leaves of the proof tree from left to right. For instance, the proof
above reads as the plan
〈rsgnl ; pa ; pb ; tsgnl〉,
which is one of the solutions of this planning problem. For this reason, while constructing the proof, we must keep track
of the premises. In an application of a cut rule, the sequents   R and , R  T must occur, respectively, on the left and
right side of the premise. Furthermore, in an application of the ⊗r rule, one has to decide which premise is written to the
left and which one to the right nondeterministically. These decisions disregard the other plans that solve the same planning
problem, and in particular any possible partial order between the actions remains hidden.
It is also possible to give cut-free encodings of the planning problems in the sequent calculus by resorting to exponentials
of linear logic, see, e.g., [19]. In the following, we present a different encoding of the planning problems in the multiplicative
exponential linear logic. This encoding allows to construct cut-free proofs and extract partial order plans from proofs that
have a non-interleaving concurrency semantics.
The derivations on this encoding can be given in the sequent calculus presentation of multiplicative exponential linear
logic. However, we employ the calculus of structures presentation of multiplicative exponential linear logic, namely system
ELS. There are two reasons for this:
1. In the complementary work in [32,30,33], we present an encoding of planning problems in a deductive system that
extends multiplicative exponential linear logic with a self-dual non-commutative operator [23,24]. This system, called
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NEL, cannot be expressed in the sequent calculus. However, the formulae and inference rules of systems NEL and ELS
are similar. Using the same formalism, i.e., the calculus of structures, for both encodings is helpful to carry the results in
both directions.
2. We use proof theoretical properties of system ELS such as decomposition of ELS proofs [57]. These properties are not
available in the sequent calculus presentation of multiplicative exponential linear logic.
2.3. Multiplicative exponential linear logic in the calculus of structures
In the following, we review multiplicative exponential linear logic in its calculus of structures presentation, i.e., system
ELS, following [57].
There are countably many atoms, denoted by a, b, c, . . . The formulae P, Q , R, S,… of multiplicative exponential linear logic
are generated by
R ::= a | 1 | ⊥ | ( R R ) | ( R ⊗ R ) | !R | ?R | R¯,
where a stands for any atom, 1 and⊥, called one and bottom. A formula (R R) is a par formula, (R ⊗ R) is a times formula,
!R is an of-course formula, and ?R is a why-not formula; R¯ is the negation of the formula R. Formulae are considered to be
equivalent modulo the relation ≈, which is the smallest congruence relation induced by the equations given in Fig. 3.
A formula context, denoted as in S{ }, is a formula with a hole that does not appear in the scope of negation. The formula
R is a subformula of S{R} and S{ } is its context. Context braces are omitted if no ambiguity is possible, for example, we write
S(a b) instead of S{(a b)}.
A deep inference rule in multiplicative exponential linear logic has the shape
S{T}
ρ
S{R}
and speciﬁes a step of rewriting by the implication T −◦ R inside a generic context S{ }. Here, ρ is the name of the rule, S{T}
is its premise and S{R} is its conclusion. Rules with empty contexts resemble the rules of the sequent calculus, where the
inference rules can be applied only at the top-level connective of the formulae.
The rules in Fig. 4 give the multiplicative exponential linear logic system in the calculus of structures [57], or system ELS.
The rules of system ELS are called atomic interaction (ai↓), switch (s), promotion (p↓), weakening (w↓), and absorption (b↓),
respectively. For an in-depth exposure to the proof theory of system ELS, we refer to [57,56].
A derivation  is a ﬁnite chain of instances of these inference rules. A derivation can consist of just one formula. The
top-most formula in a derivation, if present, is called the premise, and the bottom-most formula is called its conclusion. A
derivation  whose premise is T , conclusion is R, and inference rules are inS is written as
T
R
S . A rule
T
ρ
R
is derivable
if for every instance of ρ there is a derivation in system ELS with the premise T and the conclusion R. A proof  is a ﬁnite
derivation whose premise is the unit 1.
Associativity
(R (T U)) ≈ ((R T) U)
(R ⊗ (T ⊗ U)) ≈ ((R ⊗ T) ⊗ U)
Exponentials
??R ≈ ?R ?⊥ ≈ ⊥
!!R ≈ !R ! 1 ≈ 1
Commutativity
(R T) ≈ (T R)
(R ⊗ T) ≈ (T ⊗ R)
Units
(⊥ R) ≈ R
(1 ⊗ R) ≈ R
Negation
⊥¯ ≈ 1 1¯ ≈ ⊥
(R T) ≈ (R ⊗ T)
(R ⊗ T) ≈ (R T)
?R ≈ ! R
!R ≈ ? R
R ≈ R
Fig. 3. The equational system underlying ELS formulae.
S{1}
ai↓
S(a a¯)
S((R T) ⊗ U)
s
S((R ⊗ U) T)
S{!(R T)}
p↓
S(!R ?T)
S{⊥}
w↓
S{?R}
S(?R R)
b↓
S{?R}
Fig. 4. System ELS.
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2.4. Planning problems in system ELS
We give an encoding of the planning problems in multiplicative exponential linear logic. Instead of using proper axioms
for actions, we embed the actions into formulae. This way, we obtain cut-free proofs. Besides the nondeterminism due to the
choice of the competing actions, the availability of the cut rule brings an extra nondeterminism in proof search: in bottom-
up proof search, applying a cut rule means guessing a formula to be appropriate to be the cut formula such that a proof
can be constructed. By having a cut-free proof system, we reduce this nondeterminism in proof search to the choice of the
application of the inference rules. We then reduce the nondeterminism in proof search further by composing the inference
rules of system ELS in a way that delivers the operational semantics of a planner.
Consider an action of the form {˙ c1, . . . , cp }˙ → {˙ e1, . . . , eq }˙ .Wemap each such action to an implication of the following
form.
(c1 ⊗ . . . ⊗ cp) −◦ (e1 ⊗ . . . ⊗ eq).
Because linear implication −◦ is deﬁned as R −◦ T = R⊥ T , we obtain the formula
(c¯1 . . . c¯p (e1 ⊗ . . . ⊗ eq))
for each action as a linear logic formula, similar to the proper axioms representing actions in Section 2.2. However, because
our encoding is in a one-sided calculus, we take the De Morgan dual of this formula, while negating the atoms. This results
in the deﬁnition below.
Deﬁnition 13. Given an action a : {˙ c1, . . . , cp }˙ → {˙ e1, . . . , eq }˙ , the action formula for a, denoted by A (possibly indexed),
is a formula of the form
(c¯1 ⊗ . . . ⊗ c¯p ⊗ (e1 . . . eq)).
The initial and goal states of a planning problem are encoded similarly.
Deﬁnition 14. Given an initial state I = {˙ r1, . . . , rm }˙ and a goal state G = {˙ g1, . . . , gn }˙, the problem formula for I and G,
denoted by K, is a formula of the form
(r1 . . . rm (g¯1 ⊗ . . . ⊗ g¯n)).
This way, in an abstract logic programming setting, this encoding allows to observe an explicit logical duality between
the problem and action formulae.
(c¯1 ⊗ . . . ⊗ c¯p ⊗ (e1 . . . eq)) = (c1 . . . cp (e¯1 ⊗ . . . ⊗ e¯q)).
We are now ready to deﬁne a planning problem in the language of ELS.
Deﬁnition 15. GivenaplanningproblemP = 〈R,A, I, G〉, letA1, . . . ,As be the action formulae for all the actionsa1, . . . , as∈A and K be the problem formula for I and G. The planning problem formula (ppf) forP, denoted byP , is deﬁned as follows.
(?A1 . . . ?As !K).
In the encoding above, because an action can be executed arbitrarily many times, we employ ‘ ? ’ of linear logic, which
retains controlled contraction and weakening on the action formulae. This way, an action formula can be duplicated, when
needed, by applying the b↓ rule, or annihilated by applying the rulew↓ during proof search. Tomake the interaction between
the problem formulae and actions explicit, we preﬁx problem formulae with ‘ ! ’. This allows an action formula to interact
with a problem formula by an application of the rule p↓. Because of the duality between ‘ ? ’ and ‘ ! ’, the duality between
action and the problem formulae remains preserved.
Example 16. The ppf for the planning problem of Example 5 is as follows.
(? (s¯ ⊗ (p p)) ? (p¯ ⊗ a) ? (p¯ ⊗ b) ? (a¯ ⊗ b¯ ⊗ t) ! (s t¯) )
The formulae (s¯ ⊗ (p p)), (p¯ ⊗ a), (p¯ ⊗ b), and (a¯ ⊗ b¯ ⊗ t), respectively, are the action formulae for the actions rsgnl, pa,
pb, and tsgnl, respectively. The atom s denotes the initial state and the atom t¯ denotes the goal state.
We now show that proving a ppf in ELS is equivalent to showing that the corresponding planning problem has a solution.
We ﬁrst need some deﬁnitions and lemmas.
Remark 17. We use the rule i↓ below as an abbreviation for the derivation scheme delivered by consecutive applications of
the rules s and ai↓.
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S{1}
i↓
S(a1 . . . an (a¯1 ⊗ . . . ⊗ a¯n)) .
Deﬁnition 18. The following rule is called action.
S( ?(c¯1 . . . c¯p E) ! (E R))
action
S( ?(c¯1 ⊗ . . . ⊗ c¯p ⊗ E) ! (c1 . . . cp R)) .
Lemma 19. The rule action is derivable for system ELS.
Proof. Take the following derivation with Remark 17.
S( ?(c¯1 ⊗ . . . ⊗ c¯p ⊗ E) ! (E R) )i↓
S( ?(c¯1 ⊗ . . . ⊗ c¯p ⊗ E) !((((c¯1 ⊗ . . . ⊗ c¯p) c1 . . . cp) ⊗ E) R))
s
S( ?(c¯1 ⊗ . . . ⊗ c¯p ⊗ E) !((c¯1 ⊗ . . . ⊗ c¯p ⊗ E) c1 . . . cp R))p↓
S( ?(c¯1 ⊗ . . . ⊗ c¯p ⊗ E) ?(c¯1 ⊗ . . . ⊗ c¯p ⊗ E) ! (c1 . . . cp R))b↓
S( ?(c¯1 ⊗ . . . ⊗ c¯p ⊗ E) ! (c1 . . . cp R))

Deﬁnition 20. The following rule is called termination.
1
termination
(?A1 . . . ?As ! (g1 . . . gm (g¯1 ⊗ . . . ⊗ g¯m))) .
Lemma 21. The rule termination is derivable for system ELS.
Proof. Take the following derivation with Remark 17.
1
i↓ ! (g1 . . . gm (g¯1 ⊗ . . . ⊗ g¯m))
w↓
...
w↓
(?A1 . . . ?As ! (g1 . . . gm (g¯1 ⊗ . . . ⊗ g¯m)))

It is important to observe that the inference rules action and termination provide the operational semantics of a planner,
that is, these inference rules can be used as machine instructions in an implementation of this approach. Let us see these
rules on our example:
Example 22. We construct a proof of the ppf for the planning problem of Example 5.
1
termination
(? (s¯ ⊗ (p p)) ? (p¯ ⊗ a) ? (p¯ ⊗ b) ? (a¯ ⊗ b¯ ⊗ t) ! (t t¯) )
action
(? (s¯ ⊗ (p p)) ? (p¯ ⊗ a) ? (p¯ ⊗ b) ? (a¯ ⊗ b¯ ⊗ t) ! (a b t¯) )
action
(? (s¯ ⊗ (p p)) ? (p¯ ⊗ a) ? (p¯ ⊗ b) ? (a¯ ⊗ b¯ ⊗ t) ! (a p t¯) )
action
(? (s¯ ⊗ (p p)) ? (p¯ ⊗ a) ? (p¯ ⊗ b) ? (a¯ ⊗ b¯ ⊗ t) ! (p p t¯) )
action
(? (s¯ ⊗ (p p)) ? (p¯ ⊗ a) ? (p¯ ⊗ b) ? (a¯ ⊗ b¯ ⊗ t) ! (s t¯) ) .
Letus statea theorem,whichStraßburgerproved in [57].Weuse this theoremasaproof theoretical tool in somestatements
below. It is important to note that it is impossible to state this result in the sequent calculus presentation of multiplicative
exponential linear logic: because the sequent calculus restricts the applicability of the inference rules to themain connective
of the formulae, applicability of the rules are constrained by the structure of the formulae. In contrast, deep inference lifts this
restriction by providing access to subformulae, and this way allows the construction of the proofs in phases, where in each
phase only certain rules are applied. Along these lines, Andreoli’s focussing technique [1,2] provides insights on structuring
proof construction within the limits of the sequent calculus.
Theorem 23 (decomposition). For every proof
1
R
in system ELS, there are derivations 1, . . . ,4, such that
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for some formulae R1,R2, and R3.
By using this result and resorting to the structure of the planning problem formulae, we can achieve a ﬁner decomposition of
the proofs of these formulae compared to Theorem 23. This decomposition of the proofs of the ppf become useful in proving
some properties of the ppf.
Corollary 24. LetP = (?A1 . . . ?As !K)beappf. For everyproofofP in systemELS, there arederivations1, . . . ,5,
such that
where for all A ∈ {˙ A1, . . . ,As,As+1, . . . ,An }˙, it holds that A ∈ {A1, . . . ,As} and there are k number of instances of the rule p↓.
Proposition 25. Let R = (S{a¯} a) be an ELS formula that consists of pairwise distinct atoms. R has a proof in system {ai↓, s}
if and only if S{1} has a proof.
Proof. (⇒:) Construct a proof of S{1} from the proof of R by induction on the structure of R, by replacing awith⊥ and a¯with
1.
(⇐:) By induction on the structure of S{ }: if S{ } is the empty context, then apply the rule ai↓. Otherwise, the proof follows
from the derivation
S{1}
ai↓
S(a¯ a)
(S{a¯} a)
{s}
. 
With the theorem below, we show that proving a ppf is equivalent to showing that the corresponding planning problem
has a solution.
Theorem 26. LetP be a planning problem and P be the ppf forP. There is a plan P with length k that solvesP if and only if
there is a proof of P with k number of instances of the rule p↓.
Proof. Proof by induction on k.
(⇒:) For the base case, if P is the empty plan then it must be that
I = {˙ g1, . . . , gm }˙ = G.
Together with Lemma 21, take the proof
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1
termination .
(?A1 . . . ?As ! (g1 . . . gm (g¯1 ⊗ . . . ⊗ g¯m)))
For the induction step we assume that the result holds for a plan with k actions. Suppose there is a planning problem
P = 〈R,A, I, G〉 where
I = {˙ r1, . . . , rm }˙ , G = {˙ g1, . . . , gn }˙.
Assume that 〈a1; . . . ; ak; ak+1〉 solves the planning problemP. Then we ﬁnd an action a1 ∈A and a planning problem
P′ = 〈R,A, I′, G〉 such that
a1 : {˙ c1, . . . , cp }˙ → {˙ e1, . . . , eq }˙,
I′ = {˙ r′1, . . . , r′m′ }˙ = ( {˙ r1, . . . , rm }˙ −˙ {˙ c1, . . . , cp }˙ ) ∪˙ {˙ e1, . . . , eq }˙,
and plan 〈a2; . . . ; ak; ak+1〉 solvesP′. With the induction hypothesis, we ﬁnd
for P = (?A1 . . . ?As !(r1′ . . . r′m′ (g¯1 ⊗ . . . ⊗ g¯q))) the proof
1
P
ELS .
Together with Lemma 19, take the following proof.
1
(?A1 . . . ?As ! (r′1 . . . r′m′ (g¯1 ⊗ . . . ⊗ g¯n)))action
(?A1 . . . ?As ! (r1 . . . rm (g¯1 ⊗ . . . ⊗ g¯n)))
ELS
.
(⇐:) For the base case, if there are no applications of the rule p↓ in, then fromCorollary 24, theremust be a decomposition
of  as follows.
1
!(r1 . . . rm (g¯1 ⊗ . . . ⊗ g¯n))
{s,ai↓}′
(?A1 . . . ?As !(r1 . . . rm (g¯1 ⊗ . . . ⊗ g¯n)))
{w↓}
.
In order for a proof ′ to exist, it must be that {˙ r1, . . . , rm }˙ = {˙ g1, . . . , gn }˙. Thus, there is a plan with length 0 that solves
the planning problemP.
For the induction step we assume that the result holds for a proof with k number of instances of the rule p↓. Suppose
that there is a planning problemP = 〈R,A, I, G〉 where
I = {˙ r1, . . . , rm }˙ , G = {˙ g1, . . . , gn }˙,
P is its encoding and there is a proof of P with k + 1 number of instances of the rule p↓. From Corollary 24, there must be a
decomposition of , with k + 1 instances of the rule p↓, as follows.
Let ′′ be the following proof obtained from ′ by renaming the atoms in ′ in a way such that there are only formula that
consist of pairwise distinct atoms at the premise and conclusion of each instance of the inference rules.
1
(A1 . . . Ak Ak+1 r1 . . . rm (g¯1 ⊗ . . . ⊗ g¯n))
{ai↓,s}′′
Thus, for every r ∈ {˙ r1, . . . , rm }˙, there must be an action formula
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A = (c¯1 ⊗ . . . ⊗ c¯p ⊗ (e1 . . . eq)) ∈ {˙ A1, . . . ,Ak ,Ak+1 }˙,
such that r ∈ {˙ c1, . . . , cp }˙. (without loss of generality we can assume that r /∈ {˙ g1, . . . , gn }˙). Because proof ′′ is in system
{s, ai↓}, that is, multiplicative linear logic, there must be an action formula A ∈ {˙ A1, . . . ,Ak ,Ak+1 }˙ such that
A = (c¯1 ⊗ . . . ⊗ c¯p ⊗ (e1 . . . eq)) and {˙ c1, . . . , cp }˙ ⊆˙ {˙ r1, . . . , rm }˙.
This is because, from Proposition 25, it follows that there must be a proof of
(A′1 . . . A′k A′k+1 (g¯1 ⊗ . . . ⊗ g¯n)),
where A′1, . . . ,A′k ,A′k+1 is obtained from A1, . . . ,Ak ,Ak+1 by replacing the instances of r¯1, . . . , r¯m with 1. This is possible if
and only if there is such an A, and there is an action a ∈A such that
a : {˙ c1, . . . , cp }˙ → {˙ e1, . . . , eq }˙. (1)
Let {˙ r′1, . . . , r′m′ }˙ = ( {˙ r1, . . . , rm }˙ −˙ {˙ c1, . . . , cp }˙ ) ∪˙ {˙ e1, . . . , eq }˙. (2)
Because of associativity and commutativity we can assume that A = Ak+1. By applying Proposition 25 we get the proof
below.
With Corollary 24 and proof 1 above, we can construct a proof, with k number of applications of the rule p↓, of the ppf P ′
for the planning problemP′ = 〈R,A, I′, G〉, where I′ = {˙ r′1, . . . , r′m′ }˙ as follows.
From the induction hypothesis we get a plan P with length k that solvesP′. From (1) and (2), it follows that 〈 a ; P 〉, with
length k + 1, solvesP. 
Corollary 27. LetP be a planning problem and P be the ppf forP. The following are equivalent:
(i) There is a plan P that solvesP.
(ii) There is a proof of P in system ELS of the form given in Corollary 24.
(iii) There is a proof of P that is constructed by applying the rule action inductively bottom-up for the action formulae for the
actions in P with respect to their order in P; and then ﬁnally by applying the rule termination when the plan is empty.
Remark 28. In the deﬁnition of ppf, where a planning problem is encoded as anELS formulae, the exponential ‘ !’ preceding
the problem formulae can be safely removed. However, in this case proofs of such formulae are constructed without any
instance of the rule p↓.
Remark 29. The deﬁnition of a plan that solves a planning problem, which was used so far in this section, is too restrictive:
the condition of this deﬁnition imposes the state that is reached by the plan, to be exactly the same as the goal state. However
it is also possible to replace the equality in the condition with multiset inclusion. In other words, the states that contain
the resources of the goal state together with other resources can be considered as accepting states. Such a view of planning
problems can be easily accommodated by means of additional actions for consuming the excessive resources at the end of
the execution of the plan. For each resource r ∈ R, one can deﬁne an action that has only this resource as the condition and
an empty effect.
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Let us see this on the following example.
Example 30. Consider the planning problem which is a modiﬁcation of the Example 5. The inital and goal states are
respectively I = {˙ s }˙ and G = {˙ a }˙. We have an action {˙ p }˙ → ∅˙ for getting rid of the excessive p. We get the ppf
(? (s¯ ⊗ (p p)) ? (p¯ ⊗ a) ? (p¯ ⊗ ⊥) ! (s a¯) ),
for this planning problem, which can be proved as follows.
1
termination
(? (s¯ ⊗ (p p)) ? (p¯ ⊗ a) ? (p¯ ⊗ ⊥) ! (a a¯) )
action
(? (s¯ ⊗ (p p)) ? (p¯ ⊗ a) ? (p¯ ⊗ ⊥) ! (a p a¯) )
action
(? (s¯ ⊗ (p p)) ? (p¯ ⊗ a) ? (p¯ ⊗ ⊥) ! (p p a¯) )
action
(? (s¯ ⊗ (p p)) ? (p¯ ⊗ a) ? (p¯ ⊗ ⊥) ! (s a¯) ) .
With Theorem 26, we provided a constructive proof of the equivalence of existence of a plan solving a planning problem
and existence of a proof of the encoding of the planning problem in ELS. As we have seen in Corollary 27, the rules action
and termination provide an algorithm for reading a plan from a proof that is constructed by using only these rules. However,
because of the possible permutation of the inference rules, a proof of a ppf can be constructed in many different ways, and
these instances do not provide an explicit reading of a plan from these different proofs.
In the following, we give an algorithm for extracting partial order plans from the proofs of planning problem formulae.
This way, we establish an explicit correspondence between partial order plans and proofs of the ppf. Because of the explicit
treatmentof resources inplanning, thesepartial orderplans respect a concurrency semantics, namely labelledevent structure
semantics.
3. Labelled event structure semantics
Labelled event structures (LES) [55,60] is a non-interleaving branching-time behavioural model of concurrency. An inter-
leavingmodel of concurrency is equippedwith an expansion law that identiﬁes parallel composition bymeans of choice and
sequential composition. In an interleaving model, parallel composition of two events indicates that these events can take
place in either order. A model for concurrency without such an expansion law is said to be a non-interleaving model. When
two events are composed in parallel they can take place simultaneously or in either order. In such a view of the systems, the
independence and causality between the events of the system is central. In a LES the causality between actions is captured
in terms of their dependencies in a partial order.
In concurrency theory another discussion is centered around linear-time semantics versus branching-time semantics.
In a linear-time semantics, two processes that agree on the ordering of actions are considered equivalent. However, such
processes may differ in their branching structure. In this respect, the branching structure of a process is determined by
the moments that choices between alternative branches of behaviour are made. A branching-time semantics distinguishes
processes with the same ordering of actions but different branching structures.
Labelled event structures provide a branching-time semantics of the systems being modelled. Apart from the causality
which is expressed in a partial order, in a LES, the nondeterminism in the computation is captured by a conﬂict rela-
tion, which is a symmetric irreﬂexive relation of events. In a planning perspective, this corresponds to actions that are
applicable in the same state, but are in conﬂict. When two actions are in conﬂict with each other, execution of one of
them instead of the other determines a different state space ahead. This provides a branching-time model of the possible
computations.
In this section, we associate to every planning problem a LES that represents the independence and causality of all
the actions performable in different states of a search for a plan. By resorting to the inference rule action, which gives
the operational semantics of the planning problems, we associate a transition system to each proof of a planning prob-
lem. We then adapt ideas from [21] where LES semantics for a class of linear logic proofs has been studied. We apply
the techniques presented in [21] to planning problems to obtain LES from the transition systems. Following this, by re-
lying on the notion of independence among actions provided by the explicit handling of the resources, we provide an
algorithm to extract partial order plans that respects the LES semantics of the plans from the proofs of the planning
problems.
3.1. From proofs to transition systems
In order to obtain a characterisation of the planning problems that takes into account all the possible computations, we
ﬁrst associate to each ppf a transition system. Such an explicit representation of the states is called a systemmodel in [55,60],
in contrast to behavioural models, which abstract away from such information, and focus instead on the behaviour in terms
O. Kahramanog˘ulları / Information and Computation 207 (2009) 1229–1258 1241
of patterns of occurrences of actions over time. LES is such a behavioural model. Let us ﬁrst recall the notion of a transition
system.
Deﬁnition 31. A transition system is a 4-tuple 〈S , sI ,L,→〉 where
1. S is a set of states;
2. sI ∈ S is the initial state;
3. L is a set of labels;
4. → ⊆ S2 × L is the labelled transition relation.
If (s, s′, a) ∈→ we write s a→ s′. If s0 a1→ . . . ah→ sh, h ≥ 1, we write s0 P sh, where P = 〈a1; . . . ; ah〉 or P = ◦. Let s ◦→ s
denote the empty composition of transitions. A state s is reachable, if sI
P s for some P. A transition system is reachable, if
every state in S is reachable. A transition system is acyclic if s
P s implies P = ◦. Transitions are denoted by t. A sequence
〈t1; t2; . . .〉 of transitions such that ti = (si−1, si, ai) for i = 1, 2, . . . and s0 = sI is called a path. A ﬁnite path τ = 〈t1; . . . ; th〉
yields sh, if th = (sh−1, sh, ah). A path can also be denoted as s0 a1→ . . . ah→ sh. The length of a path is the number of transitions
in it.
With the deﬁnitions below, we carry the notion of a transition system to the derivations where the notion of a derivation
uniﬁes with the notion of a state. States are derivations. The premises and conclusions of derivations are ppf. Because a ppf P
is a derivation, it is a state. The computation consists of moving from one state to another state. This allows us to distinguish
the world states of the planning problems that have the same available resources, but arrived at in different ways. We thus
adopt labels to keep track of the actions that are selected and used at the application of the rule action.
Deﬁnition 32. Given a planning problem P, let P be the ppf for P. TS[[P ]] = (S , sI ,A,→) is the reachable transition
system such that (,′, a) ∈ → where ,′ ∈ S if and only if
(i) sI = P ;
(ii) for some P ′,  has the shape
P ′
P
{ action } ;
(iii) for some P ′′, there exists a derivation
P ′′
action P ′ where the action formula for the action a ∈A is used;
(iv) ′ is the derivation
P ′′
action P ′
P
{ action }
.
We then write 
a→ ′.
Example 33. Let us consider the ppf P for the planning problem of Example 5. Let S{ } denote the formula context
(? (s¯ ⊗ [p p]) ? (p¯ ⊗ a) ? (p¯ ⊗ b) ? (a¯ ⊗ b¯ ⊗ t) !{ }).
The transition system TS[[P ]] is depicted in Fig. 5.
Proposition 34. Given a ppf P , TS[[P ]] is acyclic.
Proof. Every transition transforms a derivation into a syntactically bigger derivation. 
Deﬁnition 35. Let P be a ppf and τ = 〈t1; . . . ; th〉 be a ﬁnite path in TS[[P ]]. τ is a path yielding h, if, for 1 ≤ i ≤ h, we
have that ti = (i−1,i, ai). If the premise ofh is P ′ and the rule termination is applicable to P ′, then τ is a successful path.
If the rule termination is not applicable to P ′ and there is no  in TS[[P ]] such that for any a ∈A, h a→ , then τ is called
a failed path.
Example 36. Consider the transition system TS[[P ]] of Example 33. The following is a successful path because the rule
termination can be applied to the last derivation of the path.
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S(s t¯)
rsgnl

S(p p t¯)
S(s t¯)
pa

pb






S(a p t¯)
S(p p t¯)
S(s t¯)
pa





pb

S(b p t¯)
S(p p t¯)
S(s t¯)
pa

pb





S(a a t¯)
S(a p t¯)
S(p p t¯)
S(s t¯)
S(a b h¯)
S(p a t¯)
S(p p t¯)
S(s t¯)
tsgnl

S(a b t¯)
S(p b t¯)
S(p p t¯)
S(s t¯)
tsgnl

S(b b t¯)
S(p b t¯)
S(p p t¯)
S(s t¯)
S(t t¯)
S(a b t¯)
S(p a t¯)
S(p p t¯)
S(s t¯)
S(t t¯)
S(a b t¯)
S(p b t¯)
S(p p t¯)
S(s t¯)
Fig. 5. Transition system for the planning problem given in Example 5.
S(s t¯) rsgnl→ S(p p t¯)
S(s t¯)
pa→
S(a p t¯)
S(p p t¯)
S(s t¯)
pb→
S(a b t¯)
S(a p t¯)
S(p p t¯)
S(s t¯)
tsgnl→
S(t t¯)
S(a b t¯)
S(a p t¯)
S(p p t¯)
S(s t¯)
.
The following is a failed path because neither the rule termination can be applied to the last derivation of the path, nor is
there a possible transition from this derivation.
S(s t¯)
rsgnl→ S(p p t¯)
S(s t¯)
pa→
S(a p t¯)
S(p p t¯)
S(s t¯)
pa→
S(a a t¯)
S(p a t¯)
S(p p t¯)
S(s t¯)
.
Proposition 37. There is a proof of a ppf P in ELSwith k number of applications of the rule p↓ if and only if there is a successful
path in TS[[P ]] with length k.
Proof. From Corollary 27, it follows that a plan P with length k solves a planning problem if and only if there is a successful
path in TS[[P ]] with length k. The result follows from Theorem 26, because there is a plan with length k that solves the
planning problem if and only if there is a proof of a ppf P with k number of applications of the rule p↓. 
The transition system of Example 33 is a transition systemwith ﬁnite number of states. Because in planning one is usually
interested in ﬁnite computations, we used this example so far. However from the point of view of concurrency theory,
O. Kahramanog˘ulları / Information and Computation 207 (2009) 1229–1258 1243
Fig. 6. The transition system TS[[P ′ ]].
often inﬁnite computations need to be modelled. Let us now extend Example 5 in a way such that it accommodates inﬁnite
computations.
Example 38. Consider the planning problem P = 〈R,A, I, G〉 of Example 5. We extend the planning problem P with
an action, which represents the dephosphorylation of the two sites to initialise the system. Thus, the planning problem
P′ = 〈R,A′, I, G〉 is obtained from the planning problemP by extending the setAwith the action dpho such that
A′ =A ∪ { dpho : {˙ a, b }˙ → {˙ s }˙ }.
Let P ′ be the ppf forP′. With the inclusion of this action inP′, the transition system TS[[P ′ ]] admits inﬁnite computations.
We depict this transition system in Fig. 6,where each black arrowdenotes a transition inTS[[P ′ ]] as those in Fig. 5. The hallow
dashed arrows represent the repetition of the structure depicted with the black arrows, which can be unfolded inﬁnitely
often.
In a ﬁrst step towards observing the independence and the causality in the derivations, we now consider two derivations
equivalent if they have the same premise and conclusion. The following deﬁnition serves this purpose.
Deﬁnition 39. LetD be the set of derivations, andP andP ′ be ppf.≈⊂ D2 is the least equivalence relation such that ≈ ′
if and only if
P ′
P
ELS and
P ′
P
ELS′ .
[]≈ denotes the equivalence class of the derivation  under ≈. The set D/≈ , the set of equivalence classes of derivations
under ≈ , is called the set of abstract derivations. The elements of D/≈ are denoted by δ.
Example 40. Let us consider the ppf of Example 33. We have the following syntactically different derivations that are
equivalent under ≈.
S(a b t¯)
S(p b t¯)
S(p p t¯)
S(s t¯)
≈
S(a b t¯)
S(a p t¯)
S(p p t¯)
S(s t¯)
.
Proposition 41. If two states of TS[[P ]],  and ′, are equivalent under ≈, then for all  a→ ′′ in TS[[P ]], there exists a
transition ′ a→ ′′′ in TS[[P ]] such that ′′ ≈ ′′′.
Proof. Because ′′ and ′′′ have the same premises, same inference rules can be applied to the premises of these two
derivations. 
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Fig. 7. A transition system TS≈[[P]].
We now redeﬁne transition systems that are associatedwith the ppf such that they respect the equivalence of derivations
induced by the relation ≈.
Deﬁnition 42. Given a ppf P and a TS[[P ]] = (S , sI ,A,→), let TS≈[[P]] = (S≈ , sI≈, A, →≈) be the transition system
such that
(i) sI≈ = P ;
(ii) S≈ = S/≈ ;
(iii) []≈ a→ [′]≈ if and only if  a→ ′ where a ∈A.
As a result of this deﬁnition, transition systems are not trees anymore.
Example 43. Let S{ } denote the formula context
(? (s¯ ⊗ (p p)) ? (p¯ ⊗ a) ? (p¯ ⊗ b) ? (a¯ ⊗ b¯ ⊗ t) ? (a¯ ⊗ b¯ ⊗ s) !{ }).
The transition system TS≈[[P ′]] for the ppf P ′ of Example 38 is in Fig. 7.
Deﬁnition 44. Let P be a ppf and τ = 〈t1; . . . ; th〉 be a ﬁnite path in TS≈[[P]]. τ is called an abstract path yielding δh, if, for
all 1 ≤ i ≤ h, ti = (δi−1, δi, ai). We then write (δ0, δh, 〈a0; . . . ; ah〉). If P ′ is the premise of (all the elements of) δh and the
rule termination is applicable to P ′, then τ is a successful abstract path. If the rule termination is not applicable to P ′ and there
is no δ in TS≈[[P]] such that, for any a, δh a→ δ then τ is a failed abstract path.
Proposition 45. Given a ppf P , TS≈[[P]] is reachable.
Proof. Because TS[[P ]] is by deﬁnition reachable, TS≈[[P]] is also reachable. 
The intuition behind the deﬁnition below is to capture the independence and causality between actions: informally,
actions are independent if they do not compete for resources, and their ordering does not inﬂuence the reachability of a
certain state that is common to their paths.
Deﬁnition 46. LetP be a ppf. For some atoms c1, . . . , cp, c′1, . . . , c′q, g1, . . . , gk , g′1, . . . , g′	, consider in TS[[P ]] the derivations
, ′ and ′′ of the form
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′ =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
S( ! (g1 . . . gk c′1 . . . c′q R))
S( ! (c1 . . . cp c′1 . . . c′q R))
P
{ action }
{ action }a
′′ =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
S( ! (c1 . . . cp g′1 . . . g′l R))
S( ! (c1 . . . cp c′1 . . . c′q R))
P
{ action }
{ action }b
,
and the derivation ′′′
S( ! (g1 . . . gk g′1 . . . g′l R))
S( ! (c1 . . . cp g′1 . . . g′l R))
S( ! (c1 . . . cp c′1 . . . c′q R))
{ action }b
{ action }a
P
{ action }
.
Let []≈ = δ, [′]≈ = δ′, [′′]≈ = δ′′ and [′′′]≈ = δ′′′. We deﬁne the diamond relation of TS≈[[P]] such that for all ,
′, ′′ and ′′′ in TS[[P ]] of the above form, (P,P′, δ, δ′, δ′′, δ′′′) ∈ ♦ if and only if we have
where P and P′ are the plans given by the derivations a and b with respect to Corollary 27(iii).
In the deﬁnition above, it is important to observe that the derivation a delivers a solution for the planning problem
given withA, I = {˙ c1, . . . , cq }˙ and G = {˙ g1, . . . , gk }˙, and the derivation b delivers a solution for the planning problem
given withA, I = {˙ c′1, . . . , c′q }˙ and G = {˙ g′1, . . . , g′l }˙.
Example 47. Considering the ppf P of our running example, let
δ =
⎡
⎣ S[p p t¯]
P
⎤
⎦
≈
,
δ′ =
⎡
⎣ S[a p h¯]
P
⎤
⎦
≈
δ′′ =
⎡
⎣ S[p b t¯]
P
⎤
⎦
≈
,
δ′′′ =
⎡
⎣ S(a b t¯)
P
⎤
⎦
≈
;
and let P = pa and P′ = pb. Then we have (P,P′, δ, δ′, δ′′, δ′′′) ∈ ♦.
It is important to note that the deﬁnition of the diamond relation in [21] is different from the one above, where we deﬁne
it to capture the true concurrency semantics of actions: the diamond relation provides a means to observe true concurrency
in paths by excluding the actions that can be ordered arbitrarily in a path, but cannot be performed in parallel. As an
example for such actions, consider the two actions a : {˙ a }˙ → {˙ a, b }˙ and a′ : {˙ a }˙ → {˙ a, c }˙, which cannot be performed
true concurrently at the state {˙ a }˙, because they both require the same resource.
With the deﬁnition below, we propagate the diamond relation to arbitrary paths.
Deﬁnition 48. Given TS≈[[P]] = (S≈,P ,A,→≈) and its diamond relation ♦, the relation  is the least equivalence
relation on its paths such that, for any two paths
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Fig. 8. The transition system TS[[P ′]].
τ1 = 〈 t; (δ, δ′, a); t′; (δ′, δ′′′, a′); t′′〉 and τ2 = 〈t; (δ, δ′′, a′); t′; (δ′′, δ′′′, a); t′′〉,
if, for some plans P, P′, P′′, and P′′′, (〈P; a;P′〉, 〈P′′; a′;P′′′〉, δ, δ′, δ′′, δ′′′) ∈ ♦, then τ1τ2.
The following proposition captures the intuition of the deﬁnitions above with respect to equivalent paths in a TS≈[[P]].
Proposition 49. Given ﬁnite paths τ1 and τ2 in TS≈[[P]], if τ1τ2, then they both yield the same state in TS≈[[P]].
Proof. Follows immediately from Deﬁnitions 46 and 48. 
3.2. Labelled event structures of planning problems
In this section, we associate to every ppf a labelled event structure. Events correspond to certain instances of actions. In
a LES events are partially ordered and there is a conﬂict relation amongst the events. This conﬂict relation represents the
nondeterminism in the system. Events that are not in a conﬂict can be freely executed in a way which respects the order
determined by the partial order. Labelled event structures provide a computational model which captures the concurrent
behaviour of events while respecting their independence and causality.
In the following, the labelled event structure for a ppf P are obtained from the transition system TS≈[[P]] and the
equivalence relation  on its paths. For this purpose, we ﬁrst deﬁne a new transition system where all paths reaching a
certain state belong to the same equivalence class induced by . A general exposure of these results for a class of linear logic
proofs can be found in [21]. For an exposure of the relationship between transition systems, labelled event structures, and
some other models for concurrency the reader is referred to [55,60].
Deﬁnition 50. Given a ppf P and TS≈[[P]] = (S≈ , sI≈, A, →≈), let TS[[P]] = (S , sI, A, →) be the transition
system such that
(i) S = T /, where T is the set of ﬁnite paths in TS≈[[P]] and is the equivalence relation on its paths induced by the
diamond relation ♦ of TS≈[[P]]. Elements of S are denoted by π ;
(ii) sI = [◦] ;
(iii) [τ ] a→ [τ ′] if and only if τ ′  〈 τ ; (δ, δ′, a) 〉 where (δ, δ′, a) ∈ →≈.
Example 51. The transition system TS[[P ′]] for the running example is shown in Fig. 8.
Proposition 52. For every ppf P , TS[[P]] is reachable and acyclic.
Proof. TS[[P]] is obtained from TS≈[[P]] which is reachable. Because each transition transforms an abstract path to a
syntactically bigger abstract path, TS[[P]] is acyclic. 
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Deﬁnition 53. A labelled event structure is a structure (E,≤, #,L, 	) , where
(i) E is a set of events;
(ii) ≤ ⊆ E2 is a partial order such that for every e ∈ E the set {e′ ∈ E | e′ ≤ e } is ﬁnite;
(iii) the conﬂict relation# ⊆ E2 is a symmetric and irreﬂexive relation such that if e# e′ and e′ ≤ e′′ , then e# e′′, for every
e, e′, e′′ ∈ E ;
(iv) L is a set of labels;
(v) 	 : E → L is a labeling function.
A LES of a ppfP is obtained fromTS[[P]] . For this purpose let us ﬁrst lift the diamond relation fromTS≈[[P]] toTS[[P]] ,
that is, from the equivalence classes of derivations to the equivalence classes of paths.
Deﬁnition 54. Given P and the diamond relation ♦ of TS≈[[P]] , we deﬁne ♦ ⊂A2 × S4 for TS[[P]] as the relation
such that, for some abstract paths τ , τ ′, τ ′′ and τ ′′′, (a, a′, [τ ], [τ ′], [τ ′′], [τ ′′′]) ∈ ♦ if and only if
τ ′  〈 τ ; (δ, δ′, a) 〉 , τ ′′  〈 τ ; (δ, δ′′, a′) 〉 , τ ′′′  〈 τ ′ ; (δ′, δ′′′, a′) 〉 , τ ′′′  〈 τ ′′ ; (δ′′, δ′′′, a) 〉 ,
and (〈P; a;P′〉, 〈P′′; a′;P′′′〉, δ, δ′, δ′′, δ′′′) ∈ ♦ for some plans P, P′, P′′ and P′′′, and states δ, δ′, δ′′ and δ′′′ of TS≈[[P]] .
Example 55. Consider the a, a′, δ, δ′, δ′′ and δ′′′ of Example 47. Let τ be an abstract path that leads to a derivation  with
the formula S(p p t¯) at the premise. Then we have
τ ′ 
〈
τ ;
⎛
⎜⎝
⎡
⎣ S(p p t¯)
P
⎤
⎦
≈
,
⎡
⎣ S(a p t¯)
P
⎤
⎦
≈
, pa
⎞
⎟⎠
〉
,
τ ′′ 
〈
τ ;
⎛
⎜⎝
⎡
⎣ S(p p t¯)
P
⎤
⎦
≈
,
⎡
⎣ S(p b t¯)
P
⎤
⎦
≈
, pb
⎞
⎟⎠
〉
,
τ ′′′ 
〈
τ ′ ;
⎛
⎜⎝
⎡
⎣ S(a p t¯)
P
⎤
⎦
≈
,
⎡
⎣ S(a b t¯)
P
⎤
⎦
≈
, pb
⎞
⎟⎠
〉
,
τ ′′′ 
〈
τ ′′ ;
⎛
⎜⎝
⎡
⎣ S(p b t¯)
P
⎤
⎦
≈
,
⎡
⎣ S(a b t¯)
P
⎤
⎦
≈
, pa
⎞
⎟⎠
〉
.
Thus, we have (pa, pb, [τ ], [τ ′], [τ ′′], [τ ′′′]) ∈ ♦.
Deﬁnition 56. Given TS[[P]] = (S,P ,A,→) and its diamond relation♦ , let ∼ be the least equivalence relation
on t, t′ ∈ → such that
t ∼ t′ if and only if t = (π ,π ′, a) , t′ = (π ′′,π ′′′, a),
and there exists a′ ∈A such that (a, a′,π ,π ′,π ′′,π ′′′) ∈ ♦ .
Intuitively, two transitions are in ∼ if they represent the same event. Let us see this on an example.
Example 57. Consider the relation ♦ of Example 55 where we have
(pa, pb, [τ ], [τ ′], [τ ′′], [τ ′′′]) ∈ ♦.
If π = [τ ], π ′ = [τ ′], π ′′ = [τ ′′] and π ′′′ = [τ ′′′], as in Deﬁnition 56, then we have t ∼ t′ where
t =
⎛
⎜⎝
⎡
⎣ S(p p t¯)
P
⎤
⎦
≈
,
⎡
⎣ S(a p t¯)
P
⎤
⎦
≈
, pa
⎞
⎟⎠ and t′ =
⎛
⎜⎝
⎡
⎣ S(p b t¯)
P
⎤
⎦
≈
,
⎡
⎣ S(a b t¯)
P
⎤
⎦
≈
, pa
⎞
⎟⎠ .
Deﬁnition 58. Given a ppf P and TS[[P]] = (S,P ,A, 	), let LES[[P]] = (E,≤, #,A, 	) be the labelled event structure
such that
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Fig. 9. The labelled event structure LES[[P ′]].
(i) E = → /∼ ;
(ii) ≤ is the reﬂexive closure of<, which is deﬁned as follows: for all e, e′ ∈ E, e < e′ if and only if e = [t]∼ and e′ = [t′]∼,
and for every path τ in TS[[P]] and for every t′′′ ∈ → such that 〈 τ ; t′′′ 〉 is a path and t′′′ ∼ t′, there exists t′′ ∼ t
such that τ = 〈 τ ′; t′′; τ ′′ 〉 for some τ ′, τ ′′ ;
(iii) [t]∼ # [t′]∼ if and only if for every path τ in TS[[P]] and for every t′′, t′′′ ∈→ such that t ∼ t′′ and t′ ∼ t′′′, if t′′
appears in τ , then t′′′ does not appear in τ ;
(iv) 	([(π ,π ′, a)]∼) = a .
Example 59. The labelled event structure LES[[P ′]] for the ppf P ′ of Example 38 is as in Fig. 9. The nodes of the graph are
delivered by the function 	.
The relation≤ of Deﬁnition 58 is a partial order relation which provides a representation of independence and causality
between different events. The events that are not ordered with respect to ≤ are independent, thus they can co-occur. The
events that are ordered follow a chain of causality, that is, for an event e, all events e′ < e, the execution of e is impossible
without the prior execution of e′. The relation # is an irreﬂexive relation on events for expressing conﬂict in execution. If
e# e′, then event e and e′ are competing for resources, thus execution of e conﬂicts with the execution of e′, and vice versa.
A labelled event structure of a planning problem gives a concurrent model of all the possible executions of plans. With
the deﬁnition below, we give a formal characterisation of these executions.
Deﬁnition 60. Given a LES (E,≤, #,A, 	), for an event e ∈ E, e denotes the set {e′ ∈ E | e′ < e } of causes of event e.
In other words, the causes of an event e is the set that collects those events on which event e depends in order to take
place. Conﬁgurations, that we deﬁne below, collect such causally related events that are not in conﬂict.
Deﬁnition 61. Given a LES (E,≤, #, L, 	),C ⊆ E is a conﬁguration if and only if
(i) for all e ∈ Cwe have that  e  ⊂ C;
(ii) for all e, e′ ∈ C, it is not the case that e# e′.
Deﬁnition 62. Given a LES (E,≤, #, L, 	), and one of its conﬁgurations C, we say that event e is enabled at C (denoted by
Ce) if and only if
(i) e /∈ C ;
(ii) e ⊆ C ;
(iii) e′ # e implies e′ /∈ C .
Informally, an event e is enabled at a conﬁguration C if it is not in C, all the events on which it depends are in C and it
does not conﬂict with any event inC. Let us now deﬁne securings, which are serialisations of events in conﬁgurations.
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Deﬁnition 63. Given a LES (E,≤, #, L, 	) and a ﬁnite sequence of events S = 〈e1; . . . ; eh〉 , S is a securing forC if and only
ifC = {e1, . . . , eh} is a conﬁguration and, for all 1 ≤ i ≤ h, {e1, . . . , ei−1}ei .
Example 64. Consider LES[[P ′]] of Example 59 that is depicted in Fig. 9. From the fragment of LES[[P ′]] which is depicted
on the right-hand side of Fig. 10, we obtain a conﬁgurationC = { ersgnl , epa , epb }, where the subscript of each event denotes
its label. We observe thatC enables the event etsgnl , i.e.,Cetsgnl . We obtain the securing
〈 ersgnl; epa; epb; etsgnl 〉,
as it is depicted in Fig. 10.
The following results are special cases of more general results in [21], following the discussions above with respect to the
ideas presented in [55,60]. They demonstrate the formal correspondence between the transition systems TS[[P ]], obtained
from the proofs of ppf P in system ELS, and the LES[[P]].
Theorem 65. Given a ppf P , LES[[P]] = (E,≤, #,A, 	) and a securing S in LES[[P]], there is a path P 	(S)  in TS[[P ]].
Theorem 66. Given a ppf P and a path P a1→ 1 a2→ · · · ah→ h in TS[[P ]], there is a securing S in LES[[P]] = (E,≤, #,A, 	)
such that 	(S) = 〈a1; . . . ; ah〉 .
3.3. Partial order plans, plans, and securings
A partial order planwith a LES semantics can be extracted from the proof of a planning problem formula. This can be done
bywriting down constraints for the atoms that get annihilated at the instances of the rule ai↓ during proof construction. This
is possible because the instances of this rule carries the information about the interactions, thus the dependencies, between
actions. In the following, we present an algorithm, i.e., a recursive function that extracts this information. The intuition
behind this algorithm is as follows. We mark each atom in each action formula with the name of that action. We also mark
the atoms in the problem formula, i.e., the positive atoms in the par formulawith the label init and the negative atoms in the
times formula with the label goal. Furthermore, with each bottom-up application of the rule b↓, we extend the label of the
produced action with a natural number that is not used elsewhere. This way, wemake sure that each bottom-up application
of the rule b↓ to an action formula results in atoms with distinct labels, also in the case when the rule b↓ is applied to the
same action formulamore than once.We then read the constraints, containing the desired information, as follows:whenever
the rule ai↓ is applied bottom-up to a par formula, this results in a constraint that states that the label of the positive atom is
ordered less than the label of the negative atom with respect to an ordering relation. Putting all these constraints together,
we get a partial order. Now, let us state these ideas formally.
Deﬁnition 67. Let <⊆A×A be a binary relation on a setA. < is a strict partial order if and only if it is irreﬂexive and
transitive (which implies asymmetry). A partially ordered set is also called a poset. The transitive reﬂexive reduction of a
(strict) partial order is called the cover relation. An element z of a poset covers another element x provided that there is no y
in the poset for which x < y < z. In this case, z is called an upper cover of x and x a lower cover of z.
Deﬁnition 68. Let  be the proof
1
S{T}
ρ
S{R}
ELS′
of a ppf where the atoms in every action formula are labelled with the name of that action. Furthermore, whenever there is
an instance of the rule b↓, the labels of the atoms in the premise, that are copied, are extended with a natural number that
does not occurwith the same action name elsewhere in the conclusion of the b↓ instance. Similarly, in a problem formula, all
the positive and negative atoms are labelledwith init and goal, respectively. Let Label denote the set of all the labels occurring
in . The function μ on  is deﬁned as follows. If  = 1 then μ() = ∅. Otherwise,
• if ρ is an instance of a rule other than ai↓, then μ() = μ(′) ;
• if ρ is an instance of the rule ai↓ where R is the formula (al a¯k) for an atom a such that l, k ∈ Label, then
μ() = { (l, k) } ∪ μ
⎛
⎝ 1
S{1}
ELS′
⎞
⎠ .
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Fig. 10. A securing obtained from LES[[P ′]].
Given a proof  of P , a constraint set of  for P , denoted by CP ,, is given with μ(). We will drop the subscripts when it
is obvious from the context which ppf and proof we mean.
Let us see this deﬁnition on an example.
Example 69. Consider the planning problemP of Example 5. The ppf P forP has a proof, which can be decomposed, by
Corollary 24, as the following proof.
1
ai↓ ! (ttsgnl t¯goal)
ai↓ ! ((bpb b¯tsgnl) ⊗ (ttsgnl t¯goal))
ai↓ ! ((apa a¯tsgnl) ⊗ (bpb b¯tsgnl) ⊗ (ttsgnl t¯goal))
ai↓ ! ((prsgnl p¯pb) ⊗ (apa a¯tsgnl) ⊗ (bpb b¯tsgnl) ⊗ (ttsgnl t¯goal))
ai↓ ! ((prsgnl p¯pa) ⊗ (prsgnl p¯pb) ⊗ (apa a¯tsgnl) ⊗ (bpb b¯tsgnl) ⊗ (ttsgnl t¯goal))
ai↓ ! ((sinit s¯rsgnl) ⊗ (prsgnl p¯pa) ⊗ (prsgnl p¯pb) ⊗ (apa a¯tsgnl) ⊗ (bpb b¯tsgnl) ⊗ (ttsgnl t¯goal))
P
{s,p↓,b↓,w↓}
.
After plugging this proof into the function μ, we get the following constraint set.
{(init, rsgnl) , (rsgnl, pa) , (rsgnl, pb) , (pa, tsgnl) , (pb, tsgnl) , (tsgnl, goal)} .
Observe that this constraint set gives the cover relation of a partial order of actions. This relation can be depicted as the
following diagram, which overlaps with the diagram in the middle of Fig. 10 when the nodes init and goal are disregarded.
Proposition 70. For any proof  of a ppf, μ() terminates in linear time in the number of atoms in .
Remark 71. It is important to note that although we used a decomposed proof of a ppf to extract a plan in the example
above, this is not necessary to extract a constraint set. Thus, any proof of a ppf can be plugged into the function μ. Different
proofs with the same instances of the rule ai↓ deliver the same constraint set.
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A constraint set C is not necessarily a cover relation.
Example 72. Consider the planning problem given withA = { a1 : {˙ a }˙ → {˙ c }˙ , a2 : {˙ b, c }˙ → {˙ d }˙ }, initial state I =
{˙ a, b }˙ and the goal world state G = {˙ d }˙. The ppf for this planning problem results in the constraint set
C = { (init, a1), (a1, a2), (a2, goal), (init, a2) }
which is not a cover relation. The cover relation of C is the set C′ ⊂ C given by
C′ = { (init, a1), (a1, a2), (a2, goal) }.
Let us now state some properties of constraint sets.
Proposition 73. Let CP , be a constraint set of a proof  for a ppf P.
(i) There is no label x ∈ Label, such that (goal, x) ∈ C.
(ii) There is no label x ∈ Label, such that (x, init) ∈ C.
Proof. The result follows from the observation that (i) all the atoms that are labelled with goal are negative atoms, and (ii)
all the atoms that are labelled with init are positive atoms. 
Proposition 74. Let P be a ppf and CP , be the constraint set of a proof  of P.
(i) CP , is antisymmetric.
(ii) CP , is irreﬂexive.
Proof. (i) Assume that C is not antisymmetric, that is, for some p, q ∈A, (p, q) ∈ C and (q, p) ∈ C. From Corollary 24, we
have that  decomposes to the proof below, where R is a formula that gets annihilated by instances of ai↓.
1
ai↓
(bq b¯p)
ai↓
((ap a¯q) ⊗ (bq b¯p))
ai↓
...
ai↓
((ap a¯q) ⊗ (bq b¯p) ⊗ R)
s
((ap (a¯q ⊗ (bq b¯p))) ⊗ R)
s
(((ap b¯p) (a¯q ⊗ bq)) ⊗ R)
P
ELS
.
This can be the case only if the formula (ap b¯p) is obtained from an action formula corresponding to an action p, while
going up in the proof, which contradicts with the deﬁnition of action formula.
(ii) Assume that there is a pair (p, p) ∈ C. Because two atoms can have the same label only if they are produced by the same
action formula by an application of the b↓ rule, where R = (c¯1 ⊗ . . . ⊗ c¯m) and T = (e1 . . . en), theremust be an action
formula (a¯p ⊗ R ⊗ (ap T)), such that
1
ai↓
(ap a¯p)
((a¯p ⊗ R ⊗ (ap T)) R¯ T¯)

which is the case when
there is a derivation ′
such that
(ap a¯p)
(ap ⊗ a¯p).
′
Because there cannot be such a derivation ′, there cannot be a pair (p, p) ∈ C. 
Remark 75. Because a ppfP may have proofs that differ in the instances of the rule ai↓, it does not necessarily have a unique
constraint set.
Example 76. Consider the ppf P1 for the planning problem given with
A = { a1 : {˙ a }˙ → {˙ c }˙ ,
a2 : {˙ b }˙ → {˙ c }˙ ,
a3 : {˙ c }˙ → {˙ d }˙ ,
a4 : {˙ c }˙ → {˙ e }˙ },
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initial state I = {˙ a, b }˙ and the goal world state G = {˙ d, e }˙. Then the ppf P1 of this planning problem results in the two
distinct constraint sets, which can be depicted as the two following diagrams.
However, as a consequence of Corollary 24, it is easy to observe that two different proofs of a ppf P have the same
constraint set if they decompose to the same proof by permuting the rules, because they have the same instances of the ai↓
rule.
Deﬁnition 77. Let P be a ppf and CP , be a constraint set of a proof  for P .
(i) The concurrent plan order of  for P , denoted by ConP ,, is the transitive reduction of CP ,.
(ii) The securing order of  for P , denoted by SecP ,, is the transitive closure of CP ,.
Proposition 78. ConP , is a cover relation.
Proof. By Proposition 74, CP , is an antisymmetric irreﬂexive relation, thus the transitive reduction of CP , delivers a cover
relation. 
Proposition 79. SecP , is a strict partial order.
Proof. By Proposition 74, CP , is an antisymmetric irreﬂexive relation, thus the transitive closure of CP , delivers a strict
partial order. 
Deﬁnition 80. A linearisation Lin of a securing order Sec is a strict total order deﬁned on Label, such that Sec ⊆ Lin. Then a
plan P induced by Lin is the sequence of actions that obeys the order deﬁned by a linearisation Lin of Sec so that, from left
to right, the actions are sequenced from init to goal, excluding these two labels.
Example 81. Returning to our running example, the concurrent plan order isCon = C , given in Example 69, and the securing
order Sec is the set
C ∪ { (init, goal), (init, pb), (pb, goal), (init, tsgnl), (pb, goal), (pb, tsgnl), (init, pa), (pa, goal) }.
Then we get the two plans P1 = 〈 rsgnl; pa; pb; tsgnl 〉 and P2 = 〈 rsgnl; pb; pa; tsgnl 〉 .
Lemma 82. Let C be the constraint set of a proof  for a ppf P and Lin be a linearisation of the securing order SecP ,. For
an action a ∈ Label, if (init, a) ∈ Lin and a is the upper cover of init in Lin, then (init, a) ∈ C and a is the upper cover of init
in C.
Proof. Observe that C ⊆ Sec ⊆ Lin. Assume that (init, a) ∈ Lin and (init, a) /∈ Sec. This would imply that in Sec a and init
are partially ordered, that is, there must be an action a′ ∈ Label such that (a′, a) ∈ Sec and (a′, init) ∈ Sec. This contradicts
with Proposition 73, so we have that (init, a) ∈ Sec. Because a is the upper cover of init in Lin, it follows that a is an upper
cover of init also in Sec. Because Sec is the transitive closure of C, it follows that (init, a) ∈ C and a is the upper cover of init
in C, because otherwise a would not be the upper cover of init in Sec. 
Theorem 83. Let P be a ppf for a planning problemP such that there is a proof
1
P
ELS . A plan P solvesP if and only if plan P
is induced by a linearisation Lin of SecP ,.
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Proof. Proof by induction on the length k of P.
(⇒:) If k = 0 then it must be that I = {˙ r1, . . . , rm }˙ = G. Thus, the proof  consists of an instance of the rule termination
and C is {(init, goal)}.
Turning to the induction step, for an action a : {˙ c1, . . . , cp }˙ → {˙ e1, . . . , eq }˙, let P = 〈 a ;P′ 〉. With Corollary 27, we can
assume the proof  to be of the form
where P ′ is the ppf for the planning problem that is solved by P′. It follows that
CP ′ ,′ =
(
CP , ∪ {(init, x) | (a, x) ∈ CP , }
)
\
(
{(init, a)} ∪ {(a, x) | (a, x) ∈ CP , }
)
.
Because SecP , and Sec′P ′ ,′ are transitive closures of CP , and CP ′ ,′ , respectively, we have that
SecP ′ ,′ = SecP , \
(
{(init, a)} ∪ {(a, x) | (a, x) ∈ SecP , }
)
.
From the induction hypothesis, we have that P′ is induced by a linearisation Lin′ of SecP ′ ,′ . Lin is obtained by adding pairs
(x, y) to SecP , such that partially ordered nodes in SecP , become totally ordered in Lin. Thus, we can take
Lin = Lin′ ∪ {(init, a)} ∪ {(a, x) | (x, y) ∈ Lin′},
that induces 〈 a ;P′ 〉.
(⇐:) If k = 0, then the constraint set C must be of the form {(init, goal)}. This implies that P is of the form
(?A1 . . . ?As !(r1 . . . rm (r¯1 ⊗ . . . ⊗ r¯m))),
where I = {˙ r1, . . . rm }˙ = G. Thus, the empty plan ◦ with length 0 solvesP.
Turning to the induction step, let P = 〈 a ;P′ 〉 and Label denote the actions in P and Label′ denote the actions in P′. That
is, Label = Label′ ∪ {a} and a /∈ Label′. If P is induced by Lin, it must be that
Lin = {(init, a), (a, goal)} ∪ {(a, x) | x ∈ Label′} ∪ Lin′,
where Lin′ is a total order on Label′ ∪ {init, goal} such that P′ is the plan induced by Lin′. This implies that there are two
partitions L1, L2 of Label′ such that L1 ∪ L2 = Label′ and L1 ∩ L2 = ∅ so that the following holds:
SecP , = {(init, a), (a, goal)} ∪ {(a, x) | x ∈ L2} ∪ Sec′,
where Sec′ is a strict partial order such that
{(init, x) | x ∈ L1} ⊆ Sec′ ⊆ Lin′.
With Lemma 82we have that (init, a) ∈ C and a is the upper cover of init in C. Thus, theremust be instances of the rule ai↓
in  from which (init, a) is extracted. This can only be the case when, for the action a : {˙ c1, . . . , cp }˙ → {˙ e1, . . . , eq }˙, there
is an action formula A in P that interacts with the problem formula and for the initial state I we have that {˙ c1, . . . , cp }˙ ⊆˙ I.
Assume that I = {˙ c1, . . . , cp, r1, . . . , rm }˙. It follows from Proposition 9 that we can construct a planning problemP′ given
with the same action set and goal state asP and the initial state I′ = {˙ r1, . . . , rm }˙. Let P ′ be the ppf forP′. Observe that
the proof ′ of P ′ can be obtained from proof , by Corollary 27, as follows:
Because all the instance of the rule ai↓ in′ are also instances of this rule in, it follows that SecP , ⊃ SecP ′ ,′ = Sec′ ⊆
Lin′, and, with induction hypothesis, P′ induced by Lin′ solvesP′. Thus, P = 〈 a ;P′ 〉 solvesP. 
With the following statements, we address the correspondence between the plans generated by the proofs of the ppf of
planning problems and the labelled event structures associated to these ppf.
Corollary 84. Given a securing order SecP , of for the ppf P , if P is a plan induced by a linearisation Lin of SecP ,, then there
is a securing S in LES[[P ]] such that P = 	(S).
Proof. It follows from Theorem 83 that P solves P. From Corollary 27, there is a proof where the rule action for those
actions that appear in the plan are applied in the same order and there is a successful path in TS[[P ]] where exactly these
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actions are applied in order. It follows from Theorem 66 that this successful path provides a securing S in LES[[P]] such that
P = 	(S). 
Corollary 85. Let S be a securing in LES[[P]] such that P 	(S)  in TS[[P ]] is a successful path. Then there is a proof of P with
the instances of the rule b↓ as in  and there is a linearisation Lin of SecP , that induces 	(S).
Proof. From Corollary 27 we have that every successful path in TS[[P ]] corresponds to a plan P that solves the planning
problem. It follows from Theorem 83 that there is a linearisation Lin of SecP , that induces 	(S) = P. 
Corollary 86. Given a securing order SecP , of a proof for a ppf P , there is a conﬁgurationC in LES[[P]], such that the events
inC are ordered in LES[[P]] with respect to the order on their labels given in SecP , and vice versa.
Remark 87. We have deﬁned the notion of a securing order for a ppf P on proofs that correspond to successful paths in
TS[[P ]]. However, it is possible to generalise the notion of securing order to other derivations that correspond to arbitrary
paths in TS[[P ]]. This can be done by modifying the premise of a derivation , that is, by replacing the problem formula
in the premise of  with a pseudo problem formula on which the rule termination can be applied. Applying the function μ
of Deﬁnition 68 to this modiﬁed derivation delivers a securing order that is analogous to the securing order for successful
paths.
4. Relation to other work
Reasoning about actions and planning, also froma resource consciousness point of view as in linear logic, has been studied
by various authors. In this section, we discuss the approach presented here in comparison to related work.
4.1. Expressive power
In resource conscious planning, states are deﬁned over the data structure multiset. Actions are considered as multiset
rewriting rules. Also in the context of linear logic, it was previously shown that the multiset rewriting approach is complete
for representing computations of place/transition Petri nets [53] (see, e.g., [3,25,44,15,12,28,26]). In such an encoding, the
multiset rewrite rules represent the possible ﬁrings of the transitions of a Petri net. The places of the net are represented
by elements of multisets. Such a view allows to consider a linear logic planning problem as the reachability problem of the
corresponding Petri net and vice versa.
Example 88. The planning problem of Example 38 is depicted as the following Petri net. The token • represents the initial
state and the token • represents the goal state.
Example 89. Similarly, the planning problem in the introduction can be depicted as the following Petri net.
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The reachability problem inPetri nets is known tobeEXPSPACE-hard [43]. Thus, the encodingof Petri nets inmultiplicative
exponential linear logic delivers the lower bound of this logic to be EXPSPACE-hard [44]. When the complexity of a language
is seen as a measure of expressive power, this also sets the scene for the expressive power of the propositional languages
based on multiset rewriting in comparison to propositional languages based on STRIPS: given that planning in STRIPS is
PSPACE-complete [11], because PSPACE is a strict subset of EXPSPACE, multiset rewriting is strictly more expressive than
propositional languages based on STRIPS. In order to achieve the same expressive power, the STRIPS language must be
enriched with a constant-only ﬁrst order language, i.e., DATALOG-STRIPS. The reason for this can be seen as follows. In
the STRIPS language, the so called pre-condition-lists, add-lists, and delete-lists of an action are sets. However, in linear logic
planning, conditions andeffects of an action aremultisets.Multisets allowmultiple occurrences of resources in the conditions
and effects of the actions. In a propositional setting, such a representation cannot be achieved by sets over a ﬁnite set of
constant symbols. For instance, consider the action rsgnl of Example 38.
rsgnl : {˙ s }˙ → {˙ p, p }˙.
Such an action cannot be represented in STRIPS unless we deﬁne a constant for one p, a constant for two p, another for three
p, and so on.
However, a characterisation of STRIPS in multiset rewriting is possible. In [39], Küngas gives an encoding of the STRIPS
planning problems within linear logic planning domains: a STRIPS action with the pre-condition-list PRE, delete-list DEL,
and add-list ADD is translated into a multiset rewriting rule of the following form.
PRE → ADD ∪ ( PRE \ DEL ).
Because STRIPS lacks a clear logical semantics (see, e.g., [42]), this translation assumes that for all the actions it holds that
DEL ⊆ PRE.
If we consider the planning languages based on the situation calculus semantics, where worlds are described by means
of properties, we see that any planning problem expressed in these languages can be expressed as a linear logic planning
problem. In [58], Thielscher shows that multiset rewriting languages can be employed to encode the domain descriptions of
the actiondescription languageA [16]. In this language, because the representation scheme is basedonproperties rather than
resources, states are given by sets instead of multisets. Atomic properties of the world are represented by ﬂuents. Because
linear logic planningdomains donot support explicit negation, the translationof thedomaindescriptions is achievedbyusing
two different resources for each ﬂuent name, once representing the ﬂuent afﬁrmatively and once negatively. Consistency of
the states and actions is guaranteed by disallowing the resources for a ﬂuent to occur both negatively and afﬁrmatively in a
multiset. In these multisets, a resource is not allowed to occur more than once.
As it is stated in [17], because the action description language is equivalent to the propositional fragment of the planning
language ADL [51], the result of [58] also implies that multiset rewriting can be used for ADL domains.
When planning problems are considered from the point of view of concurrent computations, due to the explicit repre-
sentation of resources, multiset rewriting allows to observe true concurrency in the computations. In a language with true
concurrency, when two actions are partially ordered, the outcome of their execution in parallel is same as the outcome of
their execution in either order. As we have seen in Section 3, the explicit treatment of resources provides a representation
of independence and causality. When two actions are partially ordered in a LES, in an execution that involves both of these
actions, they are independent in terms of the resources that they require to be executed. Thus, their parallel execution,
synchronised by their common predecessors and successors, results in an action that has the same effect as their execution
in any order. However, when planning problems are modeled by means of properties as in STRIPS or ADL, it is not always
possible to observe true concurrency in the partial order plans computed by the planners for these languages, e.g., UCPOP
[52], andGraphplan [7]. A simplemodiﬁcation of the famous dining philosophers problem is helpful to see the reason for this:
Example 90. There are two hungry philosophers, a and b, sitting at a dinner table. In order for a philosopher to eat, shemust
have a fork. However, there is only one fork on the table. The problem consists in ﬁnding a planwhere both philosophers have
eaten. The solution of this problem is a plan inwhich a and b eat in either order. A planwhere a and b eat concurrently cannot
be a solution for this problem, because a and b cannot have the fork at the same time. Because the fork is a resource, which
cannot be shared, eating of one is dependent on the other’s ﬁnishing eating and leaving the fork. Hence, these two actions
can be executed in either order but not in parallel. A simple encoding of this scenario as a linear logic planning problem
allows to observe such a semantics.
I = {˙ ha, hb, f }˙ , G = {˙ ea, eb, f }˙ , A = { a : {˙ ha, f }˙ → {˙ ea, f }˙ , b : {˙ hb, f }˙ → {˙ eb, f }˙ }.
In the encoding above, for a philosopher x, the resource hx denotes that x is hungry and ex denotes that x has eaten. f denotes
the resource fork. The actions a and b can be executed in either order. However, their parallel composition results in the
action
[a, b] : {˙ ha, hb, f , f }˙ → {˙ ea, eb, f , f }˙,
which requires two instances of the resource f in order to be executed. Thus the parallel composition of these two actions
cannot be executed in the initial state I. An encoding of this problem by means of properties, in a propositional language, in
a way which delivers such a semantics is not straight-forward, if not impossible.
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For an indepth exposure and related references on the relationship between the partial order characterization of process
expressions, process algebras, and Petri nets, the reader is referred to [5], i.e., Chapter 13 of [6].4
4.2. Other approaches to resource conscious planning
Resource conscious deductive planning, based onmultisets, has been studied by various authors. In [9,19,20,10], Bruscoli
and Guglielmi present an approach tomultiset rewriting based languages within linear logic which is closely related to ours.
In [9,19], the authors discuss multiset rewriting also from the point of view of planning and concurrency within the context
of the sequent calculus abstract logic programming language Forum, which implements uniform proofs [48].5 There, they
point out the lack of a logical notion of sequential composition within linear logic that would allow to treat parallel and
sequential composition at the same level.
Along these lines, in [22],Guglielmi introducesanextensionofmultiplicative linear logicwithaself-dualnon-commutative
logical operator. This logic enjoys the cut-eliminationpropertywhich serves as a certiﬁcate ofmathematical rigour. In [24,23],
Guglielmi and Straßburger show that this logic can be extended with the exponentials of linear logic without breaking the
cut-elimination property. In [59], Tiu proves that availability of deep inference is essential for designing deductive systems
for these logics without breaking the cut-elimination property. In the complementary work [32,30,33], we use this logic to
obtain a language that aims at bridging planning and concurrency (see Section 5).
Theapproach in [45]offers rewriting logic and its implementation languageMaude [13]asaplatformformultiset rewriting
planning problems. Planning problems have been studied also from the point of view of linear logic. In [29], Jacopin presents
an implementation of proof search in multiplicative linear logic with respect to multiset rewriting planning problems.
Ref. [38] presents the linear logic programming language ACL, and applies it to multiset rewriting planning problems. In
[12], Cervesato gives implementations of Petri nets seen as multiset rewriting systems in Forum. Ref. [14] extends the linear
logic approach to cover complex and recursive plans. In [34], Kanovich et al. study the complexity of planningproblemswithin
Horn linear logic and show that complexity of multiset rewriting planning problems can be reduced to PSPACE. Refs. [35,36]
discuss techniques for contracting the exponential search space in multiset rewriting planning problems to a polynomial
one by means of abstractions and by resorting to constrained structures of planning problems.
The relationship between multiset rewriting and Petri nets has been studied by various authors: in his Ph.D. thesis
[41], Heiko Lehmann establishes a relationship between the resource conscious version of the ﬂuent calculus [27] and the
Petri nets in order to address decidability issues related to ﬂuent calculus. By resorting to the correspondence between
the Petri net reachability problem and the linear logic planning problems, in [39], Küngas presents an implementation for
linear logic planning. He compares the performance of his planner, called RAPS, on STRIPS planning domains with several
state-of-the-art domain-independent planners, provides experimental results, and gives references to related work. In [40],
Küngas uses the linear logic planning to carry the abstraction techniques from planning to Petri nets. He shows that the
upper computational complexity bound for Petri net reachability checking can be made polynomial by using abstraction
hierarchies.
5. Discussion
As well as in planning, multiset rewriting ﬁnds broad applications in other ﬁelds of computer science, e.g., in modelling
biological systems as complex reactive systems by means of Petri nets [26] and in veriﬁcation of security protocols [49]. In
[32,30], we have introduced a deductive language for multiset rewriting within an extension of multiplicative exponential
linear logicwith a non-commutative self-dual operator [22,24,23]. In this language, the sequential composition of the actions
is represented by means of the non-commutative self-dual logical operator, whereas the parallel composition of the actions
is naturally mapped to the commutative par operator of linear logic. Thus, by means of this language parallel and sequential
composition of actions and plans can be represented at the same logical level as in process algebra and logical reasoning can
be performed on these plan expressions.
Ongoing work includes using the ideas of this paper to provide an event structure semantics to this deductive language
with a proof theoretical operational semantics. This language should then beneﬁt from a rich arsenal of tools and techniques
that are imported fromthebothﬁelds of planning and concurrency, andﬁndapplications, e.g., inmodellingbiological systems
as complex reactive systems [33].
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