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Osrednji problem in podrocje raziskovanja tega dela je strojno ucenje kot pripomocek
za ugotavljanje napak na strojnih elementih. V prvem delu je obravnavana raziskava,
iz katere so pridobljeni surovi podatki in njihova pred-obdelava v ustrezno obliko. V
omenjeni raziskavi se opazuje 5 razlicnih napak na lezajih: aksialna in radialna pre-
obremenitev, preobremenitev upogibnega momenta, kontaminacija in napaka kletke.
V naslednjih sklopih so predstavljene teoreticne osnove strojnega ucenja, algoritmi
za uspesno analizo ter primeri uporabe na konkretnih podatkih. Kot pomemben del
raziscemo tudi optimizacijo parametrov pri razlicnih modelih in obravnavamo korek-
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The main focus and research eld of this work is machine learning as a tool for cla-
ssifying faults of machine elements. In the rst part, we address the research, from
which we take the raw data and the preprocessing of the gathered data set. The
research takes a look at 5 dierent bearing faults: axial and radial overload, bending
moment, contamination and shield defect. Next, we take a look at the theoretical
background of machine learning, algorithms for analysis and examples of practical use.
As an important aspect we research the possibilities of optimizing model parameters
and evaluate the success of our predictions.
xi
xii
Kazalo
Kazalo slik . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xvi
Kazalo preglednic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xvii
Seznam uporabljenih simbolov . . . . . . . . . . . . . . . . . . . . . . . . . . xix
Seznam uporabljenih okrajsav . . . . . . . . . . . . . . . . . . . . . . . . . . xxi
1. Uvod 1
1.1. Ozadje problema . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2. Cilji naloge . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.3. Povzetek raziskave . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.4. Opis eksperimenta . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.4.1. Priprava vzorcev . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.4.2. Predstavitev rezultatov meritev . . . . . . . . . . . . . . . . . . 3
1.5. Predprocesiranje podatkov . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.5.1. Okarakteriziranje vzorcev . . . . . . . . . . . . . . . . . . . . . 5
1.5.2. Deljenje vzorcev . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2. Teoreticne osnove strojnega ucenja 9
2.1. Zgodovina in uporaba . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2. Primeri uporabe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3. Nadzorovano ucenje . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3.1. Klasikacija in regresija . . . . . . . . . . . . . . . . . . . . . . 10
2.3.2. Pre-dolocanje in pod-dolocanje . . . . . . . . . . . . . . . . . . 11
3. Algoritmi strojnega ucenja in njihova uporaba 13
3.1. k-bliznjih sosedov . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.1.1. Klasikacija . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.1.2. Uporaba . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.2. Linearni modeli . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.2.1. L1 in L2 regularizacija . . . . . . . . . . . . . . . . . . . . . . . 16
3.2.2. Regresija . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
xiii
3.2.3. Binarna klasikacija . . . . . . . . . . . . . . . . . . . . . . . . 19
3.2.4. Vecrazredna klasikacija . . . . . . . . . . . . . . . . . . . . . . 20
3.2.5. Prednosti, slabosti in parametri . . . . . . . . . . . . . . . . . . 21
3.2.6. Uporaba . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.3. Odlocitvena drevesa . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.3.1. Gradnja odlocitvenih dreves . . . . . . . . . . . . . . . . . . . . 22
3.3.2. Kontroliranje kompleksnosti . . . . . . . . . . . . . . . . . . . . 24
3.3.3. Pomembnost atributov v drevesih . . . . . . . . . . . . . . . . . 24
3.3.4. Regresija pri odlocitvenih drevesih . . . . . . . . . . . . . . . . 25
3.3.5. Prednosti, slabosti in optimizacija . . . . . . . . . . . . . . . . . 26
3.3.6. Uporaba . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.4. Ansambli odlocitvenih dreves . . . . . . . . . . . . . . . . . . . . . . . 28
3.4.1. Nakljucni gozdovi . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.4.2. Gradnja nakljucnih gozdov . . . . . . . . . . . . . . . . . . . . . 28
3.4.3. Uporaba . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.5. Jedrne metode podpornih vektorjev . . . . . . . . . . . . . . . . . . . . 30
3.5.1. Linearni modeli in nelinearni atributi . . . . . . . . . . . . . . . 30
3.5.2. Razumevanje MPV . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.5.3. Optimizacija MPV parametrov . . . . . . . . . . . . . . . . . . 32
3.5.4. Prednosti, slabosti in parametri . . . . . . . . . . . . . . . . . . 33
3.5.5. Uporaba . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4. Rezultati in diskusija 37
4.1. Uspesnost napovedi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.2. Drugacno klasiciranje . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
5. Zakljucki 39
Literatura 41
xiv
Kazalo slik
Slika 1.1: Merilno mesto za testiranje lezajev. [1] . . . . . . . . . . . . . . . . 2
Slika 1.2: Vrste napak na lezajih: a) aksialna, b) radialna, c) upogibni moment,
d) kontaminacija, e) napaka kletke. [1] . . . . . . . . . . . . . . . . 3
Slika 1.3: (a) Sila Fx v odvisnosti od casa t in (b) sila Fy v odvisnosti od casa t. 4
Slika 1.4: Primerjava signala Fx med dobrim in slabim lezajem. . . . . . . . . 4
Slika 1.5: Deljenje signala na 10 enakih delov. . . . . . . . . . . . . . . . . . . 5
Slika 1.6: Odvisnost standardnega odklona s od povprecja sile F za meritve
skupne sile. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
Slika 2.1: Potek nadzorovanega strojnega ucenja. [2] . . . . . . . . . . . . . . 10
Slika 2.2: Uspesnost napovedi glede na kompleksnost modela. [3] . . . . . . . 11
Slika 3.1: Napoved kNN z upostevanjem najblizjega soseda. [3] . . . . . . . . 14
Slika 3.2: Napoved kNN z upostevanjem 3 bliznjim sosedom. [3] . . . . . . . . 14
Slika 3.3: Meja odlocanja glede na izbrano stevilo sosedov k. [3] . . . . . . . . 14
Slika 3.4: Natancnost glede na stevilo sosedov k. [3] . . . . . . . . . . . . . . . 15
Slika 3.5: Napoved linearnega modela. [3] . . . . . . . . . . . . . . . . . . . . 17
Slika 3.6: Vpliv posameznega atributa v odvisnosti od parametra alpha pri
grebenski regresiji. [3] . . . . . . . . . . . . . . . . . . . . . . . . . . 18
Slika 3.7: Vpliv posameznega atributa v odvisnosti od parametra alpha pri
metodi Lasso. [3] . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
Slika 3.8: Odlocitvene meje pri linearnih podpornih vektorjih in logisticni re-
gresiji. [3] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
Slika 3.9: Vpliv parametra C pri linearnih podpornih vektorjih na odlocitvene
meje. [3] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
Slika 3.10: Primer vecrazredne klasikacije z linearnimi modeli. [3] . . . . . . . 21
Slika 3.11: Odlocitveno drevo za razlocevanje stirih zivali. [3] . . . . . . . . . . 23
Slika 3.12: Podatkovni nabor dveh razredov in pripadajoce odlocitveno drevo
globine 2. [3] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
Slika 3.13: Odlocitvena meja in drevo globine 9. [3] . . . . . . . . . . . . . . . . 24
Slika 3.14: Pomembnost atributov, izracunana iz prejsnjega odlocitvenega dre-
vesa. [3] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
xv
Slika 3.15: Atribut y popolno loci vzorce. [3] . . . . . . . . . . . . . . . . . . . 25
Slika 3.16: Odlocitvena drevesa nimajo sposobnosti ekstrapoliranja. [3] . . . . . 26
Slika 3.17: Odlocitveno drevo z globino 3. . . . . . . . . . . . . . . . . . . . . . 27
Slika 3.18: Vpliv posamezne znacilke pri drevesu globine 3. . . . . . . . . . . . 28
Slika 3.19: Vpliv posamezne znacilke pri gozdu s 100 drevesi. . . . . . . . . . . 30
Slika 3.20: Dvorazredni podatkovni nabor z dvema atributoma, ki jih ni mogoce
lociti z eno premico. [3] . . . . . . . . . . . . . . . . . . . . . . . . . 31
Slika 3.21: Razsiritev dvodimenzionalnih podatkov. [3] . . . . . . . . . . . . . . 31
Slika 3.22: Odlocitvena meja iz slike 3.21 kot funkcija zacetnih dveh atributov. [3] 32
Slika 3.23: Odlocitvena meja in podporni vektorji, doloceni z algoritmom MPV
in jedrom RBF. [3] . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
Slika 3.24: Spreminjanje odlocitvene meje s optimiziranjem parametrov C in . [3] 34
Slika 3.25: Natancnost modela v odvisnosti od faktorja . . . . . . . . . . . . . 35
xvi
Kazalo preglednic
Preglednica 1.1: Dimenzije testiranih lezajev. . . . . . . . . . . . . . . . . . 3
Preglednica 1.2: Denirane vrednosti za razlicne stopnje poskodbe. . . . . . 3
Preglednica 1.3: Prvih pet meritev dobrega lezaja. . . . . . . . . . . . . . . . 4
Preglednica 1.4: Vseh 36 znacilk, s katerimi okarakteriziramo signal dobrega
lezaja. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
Preglednica 4.1: Rezultati k-bliznjih sosedov. . . . . . . . . . . . . . . . . . . 37
Preglednica 4.2: Rezultati logisticne regresije. . . . . . . . . . . . . . . . . . 37
Preglednica 4.3: Rezultati odlocitvenih dreves. . . . . . . . . . . . . . . . . . 37
Preglednica 4.4: Rezultati nakljucnih gozdov. . . . . . . . . . . . . . . . . . 38
Preglednica 4.5: Rezultati podpornih vektorjev. . . . . . . . . . . . . . . . . 38
xvii
xviii
Seznam uporabljenih simbolov
Oznaka Enota Pomen
F N sila
F^ N fourierjeva transformacija sile
Me N mediana
s N standardni odklon
g1 / asimetrija
g2 / sploscenost
f^ Hz frekvenca po fourierjevi transformaciji
t s cas
k / stevilo obravnavanih sosedov pri odlocitvenih drevesih
Indeksi
max maksimalna vrednost
min minimalna vrednost
amp amplituda
i tekoci indeks
xix
xx
Seznam uporabljenih okrajsav
Okrajsava Pomen
MPV metode podpornih vektorjev
RBF radialna bazna funkcija
kNN k-bliznjih sosedov (ang. k-Nearest Neighbors)
xxi
xxii
1. Uvod
1.1. Ozadje problema
Strojno ucenje (ang. machine learning) je raziskovalno podrocje, ki je sestavljeno iz
statistike, analize podatkov, umetne inteligence in racunalniske znanosti. Aplikacija
strojnega ucenja je danes najbolj vidna na vseh vecjih kompleksnejsih spletnih stra-
neh, kot so Facebook, Amazon in Netix. Poleg komercialne uporabe ima strojno
ucenje pomemben vpliv na nacin obdelave velike kolicine podatkov v znanosti. Zaradi
te sposobnosti obdelave informacij, je logicno sklepati da bi metodologijo strojnega
ucenja lahko s sorazmerno velikim uspehom uporabili tudi pri testiranju in kontrolira-
nju strojnih elementov in ostalih mehanskih gradnikov.
1.2. Cilji naloge
Osrednji cilj dela je raziskati moznost uporabe strojnega ucenja pri klasikaciji napak
na lezajih.
V zacetnem delu prestavimo studijo, iz katere vlecemo surove podatke za analizo. Te
podatke nato pred-obdelamo v obliko, primerno za nadaljnjo analizo. V naslednjih
sklopih obravnavamo teoreticno ozadje strojnega ucenja. Dolocimo vrste strojnega
ucenja in mozne, ze uveljavljene algoritme. Pogledamo tudi razlicne parametre za op-
timizacijo algoritmov in kriterije za uspesnost modela. Nato pokazemo implementacijo
na realnih podatkih v programskem jeziku Python in knjiznico sklearn. Obravnavamo
uspesnost napovedi in poskusamo optimizirati modele.
1.3. Povzetek raziskave
Podatki, na katerih je narejena celotna analiza, so vzeti iz raziskave Typical Bearing-
Fault Rating Using Force Measurements { Application to Real Data [1].
V nasprotju s siroko uporabljeno metodo merjenja pospeskov ta raziskava obravnava
uporabo merjenja sil v namen ugotavljanja napak na lezajih. Silomer je vpet med
ksno okolico in lezaj ter tako meri vse reaktivne sile, ki so posledica vibracijskega
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vzbujanja.
Obravnava se pripravljene vzorce s petimi razlicnimi napakami, ki se lahko pojavijo
med proizvodnim procesom: aksialni, radialni in upogibni moment ter kontaminacija
in napaka kletke. Vzorci so pripravljeni s tremi stopnjami verjetnosti napake: nizka,
srednja in visoka.
V studiji se rezultati teh meritev analizirajo in mozen je sklep, da je ta vrsta meritev
uspesna pri dolocanju tako vrste napake kot tudi stopnje poskodbe. V tem delu pa nas
ta analiza ne zanima, saj zelimo ugotoviti, ce lahko na surovih podatkih, z minimalno
pred-obdelavo, sklepamo o napaki lezajev.
1.4. Opis eksperimenta
Slika 1.1 prikazuje testirno mesto. Aksialni lezaj je na eni strani vpet na 3-osni silomer,
na drugi strani pa na rotirajoco se utez z maso 115 g. Zaradi sile teze utezi je lezaj
prednapet in rotirajoce lezajne kroglice so v kontaktu tako z notranjim kot zunanjim
obrocem.
S piezo-elektricnim merilnikom sile Kistler 9317B se v treh oseh (x, y in z) merijo di-
namicne sile od nekaj mN do enega N. Za vrtenje mase in drzanje konstantne hitrosti
je uporabljen pasivno krmiljen elektromotor.
Vsi lezaji so vzbujani s krozno frekvenco 4 Hz. Frekvenca zajemanja podatkov je
5000 Hz, pri vsaki meritvi pa je narejenih 50000 izmerkov.
Slika 1.1: Merilno mesto za testiranje lezajev. [1]
1.4.1. Priprava vzorcev
Testirani so bili majhni radialni lezaji, katerih dimenzije so prikazane v preglednici
1.1. Ko lezaj zapusti proizvodnjo, ga testirajo in dolocijo napake, tako da do koncnega
kupca pride brezhiben. Problem je, da je med vgradnjo lezaja ta lahko preobremenjen
ali izpostavljen grobemu okolju, kar lahko privede do poskodbe.
V namen raziskave so bili sicer brezhibni lezaji namerno poskodovani s petimi razlicnimi
tipi mehanskih poskodb, prikazanimi na sliki 1.2. Vsaka napaka je bila narejena v treh
stopnjah napake: majhna, srednja in visoka. Tako je bil, na primer, lezaj izpostavljen
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upogibnemu momentu velikosti 0;8 do 1;0 Nm, ki ga proizvajalec denira kot nizko
stopnjo napake (dober lezaj), 1;5 do 2;0 Nm, ki ga denira kot mejno stopnjo, ter nad
3 Nm, kar se kvalicira kot visoka stopnja (lezaj zagotovo poskodovan). Vse denicije
stopenj poskodovanosti so prikazane v preglednici 1.2.
Preglednica 1.1: Dimenzije testiranih lezajev.
Notranji premer Zunanji premer Sirina Db Dm  Nb
4 mm 12 mm 4 mm 2 mm 7;805 mm 0 deg 7
Slika 1.2: Vrste napak na lezajih: a) aksialna, b) radialna, c) upogibni moment, d)
kontaminacija, e) napaka kletke. [1]
Preglednica 1.2: Denirane vrednosti za razlicne stopnje poskodbe.
Vrsta napake Nizka Srednja Visoka
Aksialna obremenitev 640  700 N 1000  1200 N > 1600 N
Radialna obremenitev 600  650 N 850  1000 N > 1400 N
Upogibni moment 0;8  1 Nm 1;5  2;0 Nm > 3 Nm
Za vsako stopnjo verjetnosti poskodbe sta bila pripravljena in testirana dva lezaja.
Sledi, da so za vsako izmed petih vrst poskodbe denirane tri stopnje, vsak lezaj
pa testiramo z obeh strani. Poleg tega sta testirana tudi dva neposkodovana lezaja.
Skupno imamo torej 64 meritev.
nposkodovani = nstopenj  nnapak  nlezajevnanapako  nsmeri = 3  5  2  2 = 60 (1.1)
nkoncno = nposkodovani + ndobri  nsmeri = 60 + 2  2 = 64 (1.2)
1.4.2. Predstavitev rezultatov meritev
Rezultati meritev, narejenih v sklopu te raziskave, predstavljajo osnovo za naso na-
daljnjo analizo. Obravnavamo torej 64 razlicnih meritev oziroma signalov. Te signale
poskusamo s pomocjo razlicnih algoritmov strojnega ucenja ustrezno klasicirati med
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dobre ali slabe. V preglednici 1.3 je prikazanih prvih 5 meritev dobrega lezaja, ki je
bil aksialno obremenjen s silo, ki predstavlja nizko stopnjo poskodovanosti.
Ta preglednica nam ne pove veliko, meritve pa lahko prikazemo na sliki 1.3.
Na sliki 1.4 sta prikazana signala Fx za dober in poskodovan lezaj. Ze iz tega vidimo,
da se signali dobrih in slabih lezajev med seboj precej razlikujejo v amplitudah sil, kar
je dobra iztocnica za nadaljnje procesiranje in analizo podatkov.
Preglednica 1.3: Prvih pet meritev dobrega lezaja.
t [ms] Fx [N] Fy [N] Fz [N]
0  0;016459 0;000944 0;001692
0;2  0;016733  0;000267 0;003536
0;4 0;013207 0;000256 0;004594
0;6  0;012266 0;000201 0;007539
0;8  0;015986  0;000961 0;006319
1.0 1.1 1.2 1.3 1.4 1.5
t[s]
−0.15
−0.10
−0.05
0.00
0.05
0.10
0.15
0.20
F
x
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]
(a)
1.0 1.1 1.2 1.3 1.4 1.5
t[s]
−0.100
−0.075
−0.050
−0.025
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0.025
0.050
0.075
0.100
F
y
[N
]
(b)
Slika 1.3: (a) Sila Fx v odvisnosti od casa t in (b) sila Fy v odvisnosti od casa t.
1.0 1.1 1.2 1.3 1.4 1.5
t[s]
−0.10
−0.05
0.00
0.05
0.10
0.15
F
x
[N
]
Dober lezˇaj
Posˇkodovan lezˇaj
Slika 1.4: Primerjava signala Fx med dobrim in slabim lezajem.
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1.5. Predprocesiranje podatkov
Casovna dolzina dobljenega signala je velika (10 s) in vsebuje veliko stevilo izmerkov
(50.000). Vsak signal zato razdelimo na 10 sklopov enake dolzine, od katerih vsak sedaj
predstavlja svoj vzorec. Stevilo vzorcev smo tako povecali za faktor 10, iz 64 na 640.
Vsak novo dobljeni vzorec se vedno predstavlja meritev za isti lezaj (vsak lezaj torej
predstavlja 10 vzorcev). Primer delitve signala je prikazan na sliki 1.5.
0 2 4 6 8 10
t[s]
−0.06
−0.04
−0.02
0.00
0.02
0.04
0.06
F
x
[N
]
Slika 1.5: Deljenje signala na 10 enakih delov.
Izmerki nam predstavljajo velikost sil v x, y in z smereh, zelimo pa obravnavati tudi
skupno velikost sile. Iz vseh treh komponent lahko preprosto izracunamo dolzino skup-
nega vektorja po enacbi (1.3).
F =
q
(Fx)2 + (Fy)2 + (Fz)2 (1.3)
1.5.1. Okarakteriziranje vzorcev
Vsi algoritmi strojnega ucenja v knjiznici sklearn, ki je uporabljena v tem delu, vhodne
podatke zahtevajo v obliki seznama razlicnih znacilk. Zato je potrebno vse signale,
ki smo jih dobili pri meritvah, najprej ustrezno okarakterizirati z dolocenimi atributi.
Ena izmed znacilk, ki bo potencialno dala dobre rezultate, je amplituda vsake sile, kot
to lahko vidimo na sliki 1.4.
Za znacilke, s katerim bomo popisali signal, dolocimo naslednje karakteristike:
Aritmeticna srednja vrednost F
F =
1
n

X
i
Fi (1.4)
Kjer n predstavlja stevilo meritev, Fi pa vrednost posamezne meritve neke sile.
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Mediana Me
Vrednost, od katere je stevilo manjsih in vecjih vrednosti enako.
Standardni odklon s
Statisticni kazalec, ki pove, kako razprsene so vrednosti znotraj serije meritev.
s =
sPN
i=1(Fi   F )2
N   1 (1.5)
Maksimalna vrednost Fmax
Maksimalna vrednost posamezne sile.
Amplituda Famp
Amplituda posamezne sile.
Famp = Fmax   Fmin (1.6)
Maksimalna vrednost po Fourierjevi transformaciji F^max
Uporabimo Fourierjevo transformacijo in tako preidemo iz casovne v frekvencno
domeno. S tem postopkom lahko dolocimo lastne frekvence signala. Za znacilko
vzamemo maksimalno vrednost novo dobljenega signala. Bolj detajlno Fourier-
jeva transformacija v tem delu ne bo obravnavana.
Frekvenca pri maksimalni vrednosti Fourierjeve transformacije f^max
Po Fourierjevi transformaciji za znacilko vzamemo tudi frekvenco pri maksimalni
vrednosti novega signala.
Sploscenost (ang. kurtosis) g2
V statistiki predstavlja vrednost, ki meri konicastost oziroma ostrost vrha ver-
jetnostne porazdelitve. [4]
g2 =
1
n
Pni=1(Fi   F )4
s4
(1.7)
Asimetrija (ang. skewness) g1
Vrednost, ki predstavlja asimetrijo verjetnostne porazdelitve glede na srednjo
vrednost. [4]
g1 =
1
n
Pni=1(Fi   F )3
s3
(1.8)
Nastete karakteristike izracunamo za vsako serijo vrednosti vsakega vzorca. Tako za
vsak vzorec dobimo skupno 36 znacilk, s katerimi ga poskusimo klasicirati. Primer
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Preglednica 1.4: Vseh 36 znacilk, s katerimi okarakteriziramo signal dobrega lezaja.
Karakteristika Fx Fy Fz F
F 0;0110 0;0054 0;0069 0;0158
Me 0;0077 0;0043 0;0057 0;0130
s 0;0151 0;0070 0;0087 0;0101
Fmax 0;0651 0;0287 0;0452 0;0695
Famp 0;1250 0;0564 0;0798 0;0693
F^max 2;4 3;0 43;9 9;4
f^max 1090 1126 389 389
g2 1;48 0;62 0;41 2;22
g1 0;34 0;14  0;29 1;51
vseh 36 atributov za lezaj, katerega del meritev je prikazan v preglednici 1.3, lahko
vidimo v preglednici 1.4.
Ker je stevilo znacilk veliko, jih je tezko vizualno prikazati (potrebovali bi namrec 36-
dimenzionalni graf). Lahko pa prikazemo odvisnost dveh atributov in opazujemo, ce
so vrednosti odvisne od tega, ali je vzorec slab ali dober. Na sliki 1.6 je prikazana
odvisnost standardnega odklona s od povprecja sile F za meritve skupne sile (enacba
(1.3)). Slabi oziroma poskodovani vzorci so oznaceni z rdeco piko, dobri pa z zeleno.
0.00 0.05 0.10 0.15 0.20
F¯ [N ]
0
1
2
3
4
s[
N
]
Dobri vzorci
Slabi vzorci
Slika 1.6: Odvisnost standardnega odklona s od povprecja sile F za meritve skupne
sile.
Hitro lahko opazimo, da imajo slabi vzorci v povprecju tako vecji standardni odklon kot
vecje sile. To samo po sebi seveda se ni dovolj, da uspesno locimo dobre in slabe lezaje,
je pa dober pokazatelj, da lahko s pomocjo preostalih 36 znacilk s pridom uporabimo
princip strojnega ucenja, da dolocimo poskodovanost posameznega lezaja.
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1.5.2. Deljenje vzorcev
V kolikor zelimo analizirati uspesnost modela in ugotoviti, kako uspesen je pri napo-
vedih na vzorcih, ki jih vidi prvic, moramo podatke razdeliti na ucne in testne vzorce.
V pomoc nam je prikladna funkcija iz knjiznice sklearn. To funkcijo uvozimo, nato pa
ji podamo seznam vseh 640 vzorcev X ter pripadajoco klasikacijo vsakega vzorca y.
Spremenljivka X torej vsebuje seznam vseh vzorcev, pri cemer je vsak vzorec popisan
s 36 znacilkami.
Funkcija nam vrne razdeljene vzorce v razmerju 75 % : 25 % v prid ucnih vzorcev.
from sklearn.model_selection import train_test_split
X_ucni , X_testni , y_ucni , y_testni = \
train_test_split(X, y, random_state =0)
Novi spremenljivki X ucni in y ucni vsebujeta 480 vzorcev z znacilkami in pripadajoco
klasikacijo, ki jih uporabimo za izgradnjo modela. Preostalih 160 vzorcev je shranjenih
v spremenljivkah X testni in y testni, s katerimi preverjamo natancnost tega modela.
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2.1. Zgodovina in uporaba
V preteklosti so \pametne" aplikacije in programi za odlocanje uporabljali predvsem
trdo kodirane algoritme, predvsem vejitvene \if - else" stavke. Velika podjetja, katera
so prejela velik stevilo prijav na delovno mesto, so na primer uporabljala rocno pisane
programe za izlocanje nezazelenih kandidatov s premalo delovnimi izkusnjami. E-
postni lter lahko modiciramo s crno listo, kamor napisemo nezazelene vsebine in
vsako sporocilo s temi besedami bo avtomatsko blokirano.
Strojno ucenje, kot ga poznamo danes, je leta 1959 deniral Arthur Samuel, ki je
zapisal, da je strojno ucenje \podrocje studija, ki daje racunalnikom zmoznost ucenja
brez za to eksplicitnega programiranja" [5]. S prihodom strojnega ucenja je mozno
programu kot vhod podati veliko kolicino podatkov { vzorcev (ang. sample) { in
za te podatke zelene izhode, program pa nato sam naredi model, ki vhode pripelje do
zelenega izhoda. Programu lahko nato predstavimo vhodni podatek, ki ga se ni videl, in
model ga na podlagi prejsnjega nabora informacij klasicira. Takemu pristopu pravimo
nadzorovano strojno ucenje.
Velik problem, ki ga rocno pisani algoritmi niso mogli resiti, je prepoznavanje obrazov
na slikah. Nemogoce je bilo napisati model, ki bi univerzalno prepoznal obraze. Ta
problem je bil resen sele leta 2001 s pomocjo strojnega ucenja [6]. Algoritmu je bilo
potrebno le podati veliko kolicino slik obrazov, ta pa je sam zgradil model za njihovo
prepoznavo.
2.2. Primeri uporabe
Prepoznavanje rocne pisanih stevilk
V tem primeru programu podamo slike rocne pisave, kot zelen izhod pa, kaj na
njih dejansko pise. Algoritem je nato sposoben na podlagi teh informacij razbrati
sliko, ki je se ni videl. [3]
Nezelene transakcije
Uporablja se kot varnostni mehanizem za zascito pred krajo iz brezsticnih placilnih
kartic. Kot vhod programu podamo celotno zgodovino transakcij bancnih racunov
ter povemo, katere transakcije so namerne in katere ne. S tem algoritmom lahko
prepoznamo in preprecimo nezelene ali nelegalne transakcije. [3]
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Klasikacija kupcev
Algoritmu podamo zgodovino nakupov neke stranke, model pa kupca nato sor-
tira v posamezne sklope (npr. knjige, sport, glasba . . . ). Tukaj je pomembno
poudariti, da programu ne podamo podatka, koliko oziroma kateri sklopi kupcev
obstajajo, zato niti mi ne poznamo moznih izhodov! Taki vrsti strojnega ucenja
pravimo nenadzorovano strojno ucenje. [3]
2.3. Nadzorovano ucenje
Nadzorovano strojno ucenje je najbolj razsirjen in tudi najuspesnejsi tip strojnega
ucenja. Ta tip ucenja uporabimo, ko imamo vzorce in za njih zelene izhode. Tem
znanim podatkom recemo ucni podatki (ang. training data). Kot rezultat zelimo mo-
del, ki na podlagi nekega novega vzorca, ki ga se ni videl, napove pravilen izhod. Ta
metodologija je prikazana na sliki 2.1.
Nadzorovano strojno ucenje na zacetku zahteva vec rocnega dela. Predvsem zato, da
ustvarimo bazo podatkov za ucni nabor.
Slika 2.1: Potek nadzorovanega strojnega ucenja. [2]
2.3.1. Klasikacija in regresija
Pri nadzorovanem strojnem ucenju v splosnem locimo dva tipa problemov: problem
klasikacije in problem regresije.
Pri klasikaciji so skupine, ki predstavljajo mozne izhode, tocno dolocene, diskretne.
Pri ltriranju e-poste gre za binarno klasikacijo, saj sta mozna le 2 rezultata: sporocilo
je zeleno ali nezeleno. Mozno je tudi, da je izhodov vec, vendar so le-ti vedno diskretno
doloceni. Pri prepoznavanju rocne pisave ima vsaka crka 25 moznih razredov (ang.
class), kamor jo algoritem lahko uvrsti.
Rezultat problema regresije pa ni tocno dolocen. Ce zelimo napovedati dohodek osebe
(npr. glede na njegovo starost, spol, kraj bivanja in izobrazbo), bo rezultat po vsej
verjetnosti neko realno stevilo. Tukaj ima lahko rezultat tudi doloceno odstopanje: ce
model za osebo doloci dohodek 20:000e ali 20:001e letno, ta razlika ne igra bistvene
vloge.
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2.3.2. Pre-dolocanje in pod-dolocanje
Ko zelimo zgraditi model, ki je za velikost nasega ucnega nabora prevec kompleksen,
pride do problema pre-dolocanja (ang. overtting). To pomeni, da model lahko tocno
popise ucni nabor in tako kaze na 100 % uspesnost, vendar pa ob predstavitvi novih
podatkov naredi napacno napoved.
Nasprotje predolocanja je pod-dolocanje (ang. undertting), kjer pa je napaka obr-
njena. Za nas velik ucni nabor podatkov smo torej ustvarili prevec preprost model, ki
ne zajame vseh aspektov in moznosti vhodnih podatkov.
Na sliki 2.2 je prikazana odvisnost natancnostni napovedi od kompleksnosti modela.
Prevec kompleksen model pogosto privede do predolocanja.
Slika 2.2: Uspesnost napovedi glede na kompleksnost modela. [3]
Nasa naloga je, da glede na velikost nase baze podatkov in stevila atributov ustrezno
dolocimo parametre algoritma in s tem prilagodimo kompleksnost modela.
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3. Algoritmi strojnega ucenja in nji-
hova uporaba
V naslednjih podpoglavjih bodo predstavljeni algoritmi nadzorovanega strojnega ucenja.
Obravnavano bo osnovno teoreticno ozadje, prednosti in slabosti ter optimizacija, na
koncu pa njihova uporaba na nasih podatkih.
3.1. k-bliznjih sosedov
K-bliznjih sosedov (ang. k-Nearest Neighbors, krajse kNN ) je najpreprostejsi algoritem
strojnega ucenja. Izdelava modela zahteva le, da podamo podatke za ucenje. Model
nato glede na izbrano stevilo sosedov k naredi napoved.
3.1.1. Klasikacija
V svoji najpreprostejsi obliki, ko je k = 1, algoritem v obzir vzame le najblizjega soseda
nasega testnega podatka in ga klasicira v skupino, kamor sodi ta sosed. Primer je
prikazan na sliki 3.1. Za ucni nabor torej za vsako podatkovno tocko vemo, v katero
skupino spada. Ko algoritmu predstavimo tri nove podatke, jih ta klasicira glede na
najblizjega soseda.
Na sliki 3.1 pike in trikotniki predstavljajo ucne podatke, na katerih je zgrajen model.
Zvezde ponazarjajo testne oziroma nove vzorce. Kot lahko vidimo, je napoved za
podatek levo zgoraj najbrz napacna.
Na sliki 3.2 je prikazan isti algoritem, ki pa uposteva 3 najblizje sosede (k = 3). Tako
dobimo boljso oceno, kam spada novi podatek. Opazno je, da se napoved za podatek
levo zgoraj razlikuje.
Za 2-dimenzionalne baze podatkov, kjer ima vsak vzorec dve znacilki, lahko gracno
prikazemo mejo napovedi glede na izbrano stevilo k. Tako lahko opazujemo mejo
odlocanja (ang. decision boundary).
Pri prvi sliki, kjer je upostevan le najblizji sosed, opazimo, da napoved tesno sledi
ucnim podatkom, z upostevanjem vec sosedov pa se meja gladi. Ker bolj gladka meja
pomeni preprostejsi model, lahko ugotovimo, da upostevanje vecjega stevila sosedov
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Slika 3.1: Napoved kNN z upostevanjem najblizjega soseda. [3]
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Slika 3.2: Napoved kNN z upostevanjem 3 bliznjim sosedom. [3]
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Slika 3.3: Meja odlocanja glede na izbrano stevilo sosedov k. [3]
torej privede do preprostejsega modela. Nasprotno velja za upostevanje majhnega
stevila sosedov, kar generira kompleksen model. Na sliki 3.4 spremljamo natancnost
14
3.1. k-bliznjih sosedov
napovedi glede na izbrano stevilo sosedov. Ugotovimo, da je slika 3.4 sorodna sliki 2.2.
Ker je manjse stevilo sosedov analogno vecji kompleksnosti, pa sta grafa zrcalna. Ce
upostevamo le enega soseda, to popolnoma ustreza ucnim podatkom, vendar pa pri
novih vzorcih napovedi niso dobre. Natancnost napovedi v tem primeru je najboljsa
pri k = 6.
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Slika 3.4: Natancnost glede na stevilo sosedov k. [3]
3.1.2. Uporaba
Algoritem k-bliznjih sosedov lahko s pridom uporabimo na nasih podatkov. V spodnji
kodi najprej iz knjiznice uvozimo razred KNeighborsClassier, nato ustvarimo primerek
(ang. instance) tega klasikatorja, ki uposteva 4 sosede. Ucne podatke in njihove
pripadajoce napovedi podamo temu algoritmu, ki iz njih naredi model.
from sklearn.neighbors import KNeighborsClassifier
knn = KNeighborsClassifier(n_neighbors =4)
knn.fit(X_ucni , y_ucni)
Modelu lahko nato podamo nove, testne podatke (del tistih, ki smo jih prej razdelili),
ta pa nam vrne napoved, ali je lezaj dober ali slab.
knn.predict(X_testni)
Uspesnost modela oziroma njegovo natancnost ugotovimo s spodnjima ukazoma. Funk-
ciji podamo znacilke posameznega vzorca in njihov pripadajoci razred (dober ali slab),
ta pa nam vrne odstotek uspesnosti.
knn.score(X_ucni , y_ucni)
knn.score(X_testni , y_testni)
Ko algoritem uposteva 4 sosede, model ucne podatke popise s 89 % natancnostjo, testne
podatke pa napove s 80 % uspesnostjo. To je seveda slab rezultat, saj je prislo do
poddolocanja. Model je torej prevec splosen. V prejsnjem poglavju smo obravnavali,
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da lahko model naredimo bolj kompleksen tako, da zmanjsamo stevilo sosedov, ki jih
algoritem uposteva. Zopet naredimo primerek k-bliznjih sosedov razreda, toda tokrat
z upostevanjem le enega soseda.
knn = KNeighborsClassifier(n_neighbors =1)
knn.fit(X_ucni , y_ucni)
Tokrat je uspesnost precej boljsa, saj model ucne podatke popise s 100 % natancnostjo,
testne podatke pa napove s 80 % uspesnostjo.
S to preprosto optimizacijo smo naredili model bolj kompleksen, se tako izognili pod-
dolocanju in dobili uspesnejsi model z boljso natancnostjo.
3.2. Linearni modeli
Linearni modeli, kot je to razvidno ze iz samega imena, napoved naredijo s pomocjo
linearne aproksimacije vhodnih podatkov.
3.2.1. L1 in L2 regularizacija
Regularizacija predstavlja nacin, kako preprecimo predolocanje modelov s pomocjo pe-
naliziranja koecientov z visokimi vrednostmi [7]. V preprostih besedah, regularizacija
naredi zgrajeni model bolj preprost.
L1 regularizacija doda L1 kazen, ki je enaka absolutni vrednosti velikosti koecientov,
kar posledicno omeji njihovo velikost. L1 doprinese k preprostejsemu modelu z manj
koecienti, saj se vrednost nekaterih postavi na 0 in tako postanejo nepomembni.
L2 regularizacija doda L2 kazen, ki je enaka kvadratu velikosti koecientov. Ta
tip regularizacije ne bo povzrocil zmanjsanja stevila koecientov, saj so vsi koecienti
zmanjsani za enak faktor, noben pa ni iznicen.
3.2.2. Regresija
Ceprav regresije za obravnavo nasih podatkov ne uporabimo, je za celotno razumevanje
linearnih modelov potrebno obravnavati tudi njihovo regresijsko uporabo.
Splosna enacba za napoved pri regresiji:
y = w[0]  x[0] + w[1]  x[0] + :::+ w[p]  x[p] + b (3.1)
V enacbi (3.1) x[0] do x[p] predstavljajo atribute, pri cemer je p stevilo atributov posa-
meznega ucnega podatka, w in b sta parametra, ki se jih model nauci, y pa predstavlja
napoved, ki jo model naredi. Za ucne podatke, kjer ima vsak podatek le en atribut,
enacba izgleda tako:
y = w[0]  x[0] + b (3.2)
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Enacba (3.2) seveda predstavlja enacbo premice, kjer w[0] predstavlja naklon, b pa
zacetno vrednost. Pri vhodnih podatkih z vec atributi w vsebuje naklon funkcije glede
na vsako os. Napoved si lahko predstavljamo kot obtezeno vsoto vhodnih podatkov,
pri cemer utezi doloca parameter w.
Na sliki 3.5 je prikazan primer napovedi za nek nabor podatkov z dvema atributoma.
Napoved oziroma rezultat linearnih modelov za probleme regresije si lahko predstavlja-
mo kot premico za podatke z enim atributom, ravnino za podatke z dvema atributoma
in hiperravnino za podatke z vecjim stevilom atributov.
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Slika 3.5: Napoved linearnega modela. [3]
Ko uporabimo linearne modele, predpostavimo, da je odvisnost rezultata in atributov
linearna, kar nas na prvi pogled zelo omeji. Izkaze pa se, da pri podatkih z velikim
stevilom atributov lahko vseeno precej natancno podamo napoved. V primeru, ko je
stevilo atributov posameznega podatka vecje od samega stevila podatkov, lahko na-
redimo tocen model, ki tocno popise vsako podatkovno tocko (vsaj v sklopu ucnih
podatkov).
Za probleme regresije obstaja veliko stevilo algoritmov za linearne modele. V nadalje-
vanju bodo prestavljeni najbolj pogosti.
Metoda najmanjse kvadraticne napake 1
Metoda najmanjse kvadraticne napake (ang. ordinary least squares) je najpreprostejsa
linearna metoda za regresijo. Algoritem doloci parametra w in b tako, da minimizira
srednjo kvadraticno napako med napovedjo in pravo vrednostjo ucnega nabora podat-
kov. Ta metoda nima nobenih parametrov za optimizacijo, kar je lahko prednost, a
obenem ne nudi moznosti za dolocevanje kompleksnosti modela.
Metoda je naceloma dokaj uspesna pri ucnih podatkih, vendar pa je napoved na testnih
podatkih slabsa. To kaze na preveliko kompleksnost modela in posledicno predolocanje.
Grebenska regresija
Grebenska regresija (ang. ridge regression) prav tako predstavlja linearni algoritem
za regresijo. Od metode najmanjse kvadraticne napake pa se razlikuje v tem, da je
koecient w dolocen tako, da poleg dobre napovedi ustreza se dodatni omejitvi. Cilj
je, da je velikost koecienta cim manjsa, kar pomeni, da ima vsak parameter kar se da
1oziroma preprosto linearna regresija
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majhen vpliv na napoved. Ob tem mora model seveda se vedno podati dobro napoved.
To dosezemo s pomocjo L2 regularizacije.
Uspesnost grebenske regresije je naceloma na ucnih podatkih slabsa kot pri najmanjsih
kvadraticnih napakah, vendar pa model bolje generalizira. S parametrom alpha lahko
kompleksnost modela spreminjamo tako, da dobimo boljso uspesnost napovedi.
Na sliki 3.6 je prikazano, kako se spreminja vpliv atributov enega vzorca s spreminja-
njem parametra alpha. Prav tako so prikazani vplivi atributov pri metodi najmanjse
kvadraticne napake. Vidimo lahko, da z vecanjem alpha zmanjsujemo vpliv posamez-
nega atributa in s tem manjsamo kompleksnost modela (na sliki 2.2 se pomikamo v
levo). Iz tega sledi, da se z zmanjsevanjem alphe blizamo metodi najmanjse kvadraticne
napake (alpha = 0), kjer je vpliv vsakega atributa zelo velik in model posledicno pre-
doloca.
0 20 40 60 80 100
Atribut
−20
−10
0
10
20
V
el
ik
os
t
v
p
li
va
at
ri
b
u
ta
alpha=1
alpha=10
alpha=0.1
Linearna regresija
Slika 3.6: Vpliv posameznega atributa v odvisnosti od parametra alpha pri grebenski
regresiji. [3]
Lasso regresija
Lasso regresija je alternativa algoritmu grebenske regresije, saj prav tako regularizira
podatke. Razlika je v tem, da Lasso regresija uporablja L1 regularizacijo. Posledica
tega je, da so nekateri koecienti w v tem primeru tocno 0, kar pomeni, da model
nekatere atribute popolnoma ignorira. Ker imamo posledicno manjse stevilo atributov,
je model lazje razumeti, hitreje pa lahko vidimo tudi pomembnejse atribute. [8]
Prav tako imamo pri Lasso regresiji moznost spreminjanja parametra alpha, s katerim
model naredimo bolj ali manj kompleksen.
Na sliki 3.7 vidimo, da je pri alpha = 0 vecina atributov zanemarjenih, preostali pa so
blizu 0. Z zmanjsevanjem alphe v upostev pride vecje stevilo atributov, ki pa postanejo
tudi vplivnejsi. Opazimo tudi, da vpliv atributov pri grebenski regresiji z alpha = 0,1
ustreza vplivu atributov pri Lasso regresiji z alpha = 0,01, le da so pri slednji nekateri
zanemarjeni.
V praksi je grebenska regresija pogosto prva izbira. V kolikor pa imamo veliko stevilo
atributov in vemo, da je le malo pomembnih, je Lasso najbrz boljsi algoritem. Prav
tako izberemo Lasso, ko zelimo model, ki ga je lazje razumeti, saj v obzir vzame manjse
stevilo atributov. Znotraj paketa scikit-learn obstaja tudi algoritem ElasticNet, ki je
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Slika 3.7: Vpliv posameznega atributa v odvisnosti od parametra alpha pri metodi
Lasso. [3]
skupek grebenske in Lasso regresije. Ta kombinacija deluje najbolje, vendar pa moramo
dolocati dva parametra: enega za L1, drugega za L2 regularizacijo.
3.2.3. Binarna klasikacija
Linearni modeli so prav tako siroko uporabljeni za klasikacijo.
Enacba, po kateri model naredi napoved, je podobna tisti pri regresiji:
y = w[0]  x[0] + w[1]  x[0] + :::+ w[p]  x[p] + b > 0 (3.3)
Enacba v tem primeru dobljeno napoved y klasicira v skupino -1, ce je dobljena vre-
dnost manjsa od nic, in v skupino 1, ce je vrednost vecja od nic.
Tako kot pri regresiji tudi tukaj modeli podatke klasicirajo glede na premico (za po-
datke z dvema atributoma), ravnino (za podatke s tremi atributi) in hiperravnino (za
podatke z vec atributi). Obstaja velik spekter razlicnih algoritmov, ki pa se med seboj
razlikujejo po tem, kako dolocijo parameter w in zacetno vrednost b, kar je odvisno od
njihovega merila ustreznosti napovedi in vrste regulacije.
Dva najpogostejsa algoritma za linearno klasikacijo sta logisticna regresija (ang. lo-
gistic regression) in metoda linearnih podpornih vektorjev (ang. linear support vector
machines).
Na sliki 3.8 je prikazan primer klasikacije z omenjenima metodama. Opazujemo
odlocitvene meje, prva je ustvarjena z linearnimi podpornimi vektorji, druga z logisticno
regresijo. Vsak nov vzorec, ki bi se nahajal nad premico, bi model torej klasiciral v
skupino 1, pod mejo pa v skupino 0.
Oba algoritma, tako kot grebenska regresija, uporabljata L2 regularizacijo. V obeh
primerih je parameter, ki doloca jakost regulacije, oznacen z C (kot je pri grebenski
19
3. Algoritmi strojnega ucenja in njihova uporaba
Atribut 1
A
tr
b
iu
t
2
Linearni podporni vektorji
0
1
Atribut 1
A
tr
b
iu
t
2
Logisticˇna Regresija
Slika 3.8: Odlocitvene meje pri linearnih podpornih vektorjih in logisticni regresiji. [3]
oznaka alpha). Z visanjem tega parametra nizamo stopnjo regularizacije in s tem
vecamo kompleksnost modela. Visok C torej pomeni, da bo model poskusal vsako
tocko iz ucnega nabora tocno klasicirati (kar seveda ni vedno mozno). To privede do
velikega naklona odlocitvene premice in posledicno predolocanja.
Na sliki 3.9 torej vidimo, da smo pri nizkem C narobe klasicirali dva podatka iz
ucnega nabora. Z nizanjem regulacije naklon premice raste in pri C = 1000 je napacno
klasiciran le se en podatek. Ker pa je kompleksnost modela tukaj velika in model
slabo generalizira, najverjetneje predolocamo.
C = 0.010000
0
1
C = 10.000000 C = 1000.000000
Slika 3.9: Vpliv parametra C pri linearnih podpornih vektorjih na odlocitvene
meje. [3]
3.2.4. Vecrazredna klasikacija
Veliko linearnih algoritmov je uporabnih le za binarno klasikacijo in se ne prenesejo
neposredno na klasikacijo z vec razredi (z izjemo logisticne regresije). Pogosta tehnika,
s katero lahko klasiciramo tudi vec-razredne probleme, je tako imenovani pristop en-
proti-ostalim. Pri tej metodi algoritem naredi toliko modelov, kolikor je v podatkovnem
naboru razredov. Ob tem so uporabljene enake metode kot pri binarnih problemih, le
da eno skupino podatkov postavi v prvi razred, vse ostale pa v drugega. Nove testne
tocke so nato klasicirane v razred, cigar modelu najbolje ustrezajo. [3]
Primer je prikazan na sliki 3.10.
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Slika 3.10: Primer vecrazredne klasikacije z linearnimi modeli. [3]
3.2.5. Prednosti, slabosti in parametri
Glavni in najpomembnejsi parameter za optimizacijo linearnih algoritmov je parame-
ter regularizacije: alpha v regresijskih modelih in C pri metodi podpornih vektorjev
in logisticni regresiji. Velika vrednost alphe in majhna vrednost C pomenita preproste
modele. Drugi parameter je, ce zelimo uporabiti L1 ali L2 regularizacijo. Ob pred-
postavki, da je pomembnih le majhen del atributov, uporabimo L1, drugace pa L2
regularizacijo. L1 je uporabna tudi, ko zelimo dobiti model, ki si ga lazje razlagamo.
Linearni modeli delujejo zelo hitro in se dobro obnesejo tudi na velikih podatkovnih
naborih. Druga prednost je, da je ponavadi relativno preprosto razumeti, kako nare-
dijo napoved. Na zalost pa ni vedno popolnoma jasno, kako so izbrani koecienti w,
se posebej, ce so atributi med seboj tesno povezani.
3.2.6. Uporaba
Oba predstavljena algoritma za klasikacijo lahko uporabimo na nasih podatkih. V
spodnji kodi najprej iz knjiznice uvozimo LogisticRegression, ki predstavlja algoritem za
logisticno regresijo, in LinearSVC za linearne podporne vektorje. Ustvarimo primerek
obeh razredov, nato pa algoritmoma podamo ucne podatke in tako ustvarimo modela.
from sklearn.linear_model import LogisticRegression
from sklearn.svm import LinearSVC
log_reg = LogisticRegression(C=1)
log_reg.fit(X_ucni , y_ucni)
lin_SVC = LinearSVC(c=1)
lin_SVC.fit(X_ucni , y_ucni)
S spodnjo kodo preverimo ustrezanje obeh modelov ucnim podatkom in njihovo uspesnost
napovedi.
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log_reg.score(X_ucni , y_ucni)
log_reg.score(X_testni , y_testni)
lin_SVC.score(X_ucni , y_ucni)
lin_SVC.score(X_testni , y_testni)
Izkaze se, da so privzete vrednosti, kjer je C = 1, precej slabe, saj so rezultati nasled-
nji. Model logisticne regresije 77 % ustreza ucnim podatkom, napoved pa naredi s 78%
natancnostjo. Linearni podporni vektorji so se slabsi s 62 % prileganjem ucnem naboru
in 67 % uspesnostjo napovedi. Oba rezultata sta zelo slaba, zaradi cesar poskusimo
modela optimizirati.
Na voljo nam je spreminjanje faktorja C, cigar vecanje vrne kompleksnejsi model, in
vrste regularizacije. Poskusimo model logisticne regresije narediti kompleksnejsi.
log_reg = LogisticRegression(c=1000000)
log_reg.fit(X_ucni , y_ucni)
log_reg.score(X_ucni , y_ucni)
log_reg.score(X_testni , y_testni)
S tem dobimo boljsi rezultat, ki pa se vedno ni zadovoljiv. Model tokrat ucnim podat-
kov ustreza v 83 % primerih, napoved pa naredi s 86 % natancnostjo. Jasno je, da vseh
algoritmov strojnega ucenja ne moremo uporabiti za vse naloge. Ena moznost je, da
poskusamo poiskati druge znacilke, ki bi bolje okarakterizirale signale.
3.3. Odlocitvena drevesa
Odlocitvena drevesa (ang. decision trees) so algoritmi za strojno ucenje, ki se naucijo
hierarhije ce/drugace vprasanj, s pomocjo njih ustvarijo odlocitveno mejo in naredijo
napoved.
Na sliki 3.11 je prikazan preprost problem, kjer algoritem ustvari drevo za klasiciranje
stirih zivalskih vrst.
3.3.1. Gradnja odlocitvenih dreves
Ucenje odlocitvenih dreves torej pomeni ucenje ce/drugace vprasanj, ki nas v naj-
krajsem casu oziroma po najkrajsi poti pripeljejo do pravilne napovedi. V strojnem
ucenju takim vprasanjem pravimo testi. Vsak test vejo drevesa razdeli v dve novi in
tako predstavlja vozlisce. Ta vprasanja pa ponavadi niso binarne da/ne narave, ampak
\Ali je atribut i vecji od vrednosti a?".
Za izgradnjo drevesa algoritem znotraj podatkovnega nabora poisce test, ki najbolje
loci vzorce in je najbolj reprezentativno. Za primer na sliki 3.12 je to vprasanje \Ali je
y atribut vzorca manjsi od 0;0596?". Ce je odgovor na to vprasanje da, ga klasicira
v levo vejo, drugace v desno. Ker pa vsi vzorci niso v pravilnih skupinah, algoritem
ta postopek ponovi za vsako vozlisce, dokler v vsakem niso le vzorci istega razreda.
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Slika 3.11: Odlocitveno drevo za razlocevanje stirih zivali. [3]
globina = 2
Slika 3.12: Podatkovni nabor dveh razredov in pripadajoce odlocitveno drevo globine
2. [3]
Takrat pravimo, da so vsi listi cisti. Stevilo postavljenih vprasanj in s tem vozlisc
imenujemo globina drevesa.
Da dobimo drevo s samimi cistimi listi za podatkovni nabor na sliki 3.12, potrebujemo
minimalno 9 vprasanj. Odlocitvene meje in pripadajoce drevo so prikazani na sliki
3.13.
Model naredi napoved tako, da nov vzorec klasicira glede na to, v kateri razred spada
vecina vzorcev v dodeljenem obmocju. Kateremu obmocju pripada vzorec, je doloceno
s sprehajanjem po drevesu. Z zacetkom v najvisjem vozliscu se za naslednjo vejo odloci
glede na odgovor na pripadajoc test.
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globina = 9
Slika 3.13: Odlocitvena meja in drevo globine 9. [3]
3.3.2. Kontroliranje kompleksnosti
Ce model gradimo, kot je to opisano v prejsnjem poglavju (torej da so vsi ucni vzorci
v pravilnih razredih), je dobljeni model v vecini primerov zelo kompleksen in zato pre-
doloca.
Obstajata dve strategiji za preprecevanje opisanega problema. Prva preprecuje na-
stajanje nepotrebnih vej ze med samim nastajanjem drevesa (pred-obrezovanje, ang.
pre-prunning), druga pa jih izbrise po nastanku drevesa (po-obrezovanje, ang. prun-
ning). Pri pred-obrezovanju lahko omejimo najvecje dovoljeno stevilo listov, globino
drevesa ali stevilo vzorcev v vozliscu, da ga algoritem se razdeli. S temi postopki
zmanjsamo kompleksnost in posledicno model bolje generalizira.
3.3.3. Pomembnost atributov v drevesih
Analiziranje celotnega drevesa je se posebej pri podatkovnih naborih z velikim stevilom
atributov zelo zahtevno in dolgotrajno. V ta namen obstaja vec uporabnih metod (na
primer locljivost skupne vrednosti, ang. separability of split value), s katerimi lahko
preprosto pojasnimo logiko odlocitvenega drevesa oziroma kako ta deluje. Najpogo-
steje opazujemo pomembnost ali vpliv posameznega atributa. Vsakemu atributu je
dodeljena vrednost med 0 in 1, pri cemer 0 predstavlja \atribut je neuporaben", 1 pa
\atribut popolno popise vse vzorce".
Primer izracunanih vplivov posameznih atributov je prikazan na sliki 3.14. Opazimo,
da je atribut st. 20 najvplivnejsi. Vredno je omeniti, da ni nujno, da ta atribut sam po
sebi dobro loci vzorce, saj njegova visoka vrednost torej ne pomeni, da vzorec spada v
en ali drugi razred. Predstavlja le mejo, ki najbolj reprezentativno loci vzorce. Prav
tako atribut z nizko izracunano pomembnostjo ni nujno neuporaben. Algoritem je
lahko le izbral drug atribut, ki vzorce loci na podoben ali enak nacin.
Primer opisanega pojava je prikazan na sliki 3.15, kjer opazimo da atribut na osi y
najbolje loci vzorce in bi imel zato izracunano pomembnost 1. Sama velikost njegove
vrednosti pa ne pove, ali vzorec spada v prvi ali drugi razred.
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Slika 3.14: Pomembnost atributov, izracunana iz prejsnjega odlocitvenega drevesa. [3]
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Slika 3.15: Atribut y popolno loci vzorce. [3]
3.3.4. Regresija pri odlocitvenih drevesih
V prejsnjem sklopu smo se osredotocili na sposobnost odlocitvenih dreves za klasika-
cijo. Vse povedano pa velja tudi za regresijo, katera je implementirana v DecisionTree-
Regressor. Uporaba in analiza regresijskih odlocitvenih dreves je zelo podobna tisti pri
klasikaciji. Vendar pa imajo ti algoritmi eno glavno pomankljivost v primerjavi z dru-
gimi regresijskimi metodami. Odlocitvena drevesa namrec niso sposobna ekstrapolirati
oziroma narediti napovedi izven obsega ucnih podatkov.
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Slika 3.16: Odlocitvena drevesa nimajo sposobnosti ekstrapoliranja. [3]
Ceprav bi pricakovali, kot to prikazuje modra crta, da je napoved preprosto linearna,
odlocitveno drevo pri tem ni uspesno. Kot opazimo, odlocitveno drevo popolno popise
ucne podatke, ob predstavitvi novih, ki imajo atributa izven obsega ucnih podatkov,
pa model ni sposoben generirati napovedi.
3.3.5. Prednosti, slabosti in optimizacija
Parametri, ki kontrolirajo kompleksnost odlocitvenih dreves, se imenujejo pred-obrezo-
vanje in gradnjo drevesa ustavijo, preden je ta dokoncan. Ponavadi je izbira enega
izmed razpolozljivih parametrov (max depth, max leaf nodes, min samples) dovolj, da
preprecimo predolocanje.
Odlocitvena drevesa imajo dve prednosti pred mnogimi algoritmi, ki smo jih ze obrav-
navali: dobljen model brez tezav vizualiziramo in predstavimo laikom, drevesa pa so
neobcutljiva na skaliranje velikosti podatkov. Gradnja modela zato ne zahteva nobene
naprednejse pred-obdelave podatkov, kot so normalizacija ali standardizacija.
Glavna slabost odlocitvenih dreves pa je, da cetudi uporabimo metode, kot je pred-
obrezovanje, so se vedno nagnjena k predolocanju in zato slabo generalizirajo.
3.3.6. Uporaba
Ker ze s prostim ocesom lahko dokaj uspesno locimo dobre in slabe vzorce glede na mak-
simalno silo, kot je to razvidno iz slike 1.6, lahko sklepamo, da bo uporaba odlocitvenih
dreves uspesna.
Ponovno uvozimo potreben razred, ustvarimo njegov primerek ter zgradimo model.
from sklearn import tree
drevo = tree.DecisionTreeClassifier ()
drevo = clf.fit(X_ucni , y_ucni)
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Ta algoritem odlocitvenih dreves privzeto ne omeji gradnje drevesa, zato je model precej
kompleksen
drevo.score(X_ucni , y_ucni)
drevo.score(X_testni , y_testni)
Odlocitveno drevo ucnim podatkom popolnoma ustreza, kar je pricakovano, saj se deli,
dokler niso vse veje ciste. To zahteva veliko kompleksnost in posledicno privede do
slabse generalizacije. Natancnost napovedi je zato le 91 %. V namen gradnje prepro-
stejsega modela omejimo maksimalno globino drevesa in tako drevo pred-obrezemo.
drevo = tree.DecisionTreeClassifier(max_depth =3)
drevo = clf.fit(X_ucni , y_ucni)
drevo.score(X_ucni , y_ucni)
drevo.score(X_testni , y_testni)
Model tokrat ucne podatke popise s 96 % natancnostjo, uspesnost napovedi pa je 88 %.
Ceprav smo model poenostavili, se izkaze, da kompleksnostni tega modela ne moremo
zmanjsati do te mere, da bi bolje generaliziral.
Knjiznica sklearn omogoca tudi vizualno reprezentacijo drevesa, vidno na sliki 3.17.
Ker smo omejili globino drevesa, vsi koncni listi niso cisti.
Slika 3.17: Odlocitveno drevo z globino 3.
Na sliki 3.18 je prikazano, kaksen vpliv ima posamezna znacilka pri drevesu globine
3. Opazimo, da je algoritem za najbolj reprezentativno znacilko izbral maksimalno
vrednost skupne sile po Fourierjeve transformaciji. Pomembnih je le malo atributov,
veliko pa jih sploh nima vpliva na napoved.
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Slika 3.18: Vpliv posamezne znacilke pri drevesu globine 3.
3.4. Ansambli odlocitvenih dreves
Ansambli (ang. ensembles of decision trees) so metode, ki kombinirajo razlicne algo-
ritme strojnega ucenja z namenom, da ustvarijo ucinkovitejse in kompleksnejse modele.
Obstaja veliko stevilo moznosti, ki pripadajo tej kategoriji. V tem delu se osredotocimo
na algoritem nakljucni gozdovi (ang. random forests).
3.4.1. Nakljucni gozdovi
Kot ze receno, je najvecja pomankljivost odlocitvenih dreves njihova tendenca, da
predolocajo. Nakljucni gozdovi so en izmed pristopov k resitvi te tezave. Nakljucni
gozd je v bistvu skupek odlocitvenih dreves, kjer se vsako drevo malenkost razlikuje
od drugih. Ce vsako drevo relativno dobro performira, a predoloca, lahko zgradimo
veliko takih modelov, ki predolocajo na drugacen nacin (na drugih znacilkah), potem pa
povprecimo rezultate in tako zmanjsamo skupno predolocanje. Zgradimo torej skupek
razlicnih odlocitvenih dreves, vsakega z drugacnimi karakteristikami, nato pa vzamemo
njihovo povprecje.
3.4.2. Gradnja nakljucnih gozdov
Za gradnjo nakljucnega gozda moramo dolociti stevilo dreves, iz katerih bo gozd zgra-
jen (n estimators). Nato se naredi toliko tako imenovanih zagonskih vzorcev, kolikor
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smo dolocili dreves. Zagonski vzorec predstavlja celoten ucni nabor podatkov, le da
doloceno stevilo vzorcev manjka (v splosnem ena tretjina). Pri tem se vzorci lahko
ponavljajo. Ce so ucni podatki sestavljeni iz vzorcev [a, b, c, d], je zagonski vzorec
lahko na primer [b, d, d, c] ali pa [d, a, d, a].
Iz teh novo zgrajenih ucnih podatkov zgradimo odlocitvena drevesa. Pri tem je posto-
pek malo drugacen, sej se ne doloci najbolj reprezentativna znacilka, ampak se izbere
nakljucna, nato pa se znotraj nje doloci vrednost, ki vzorce najbolje loci. Taka gra-
dnja odlocitvenih dreves, kjer naredimo nove ucne podatke in nakljucno izberemo prvo
znacilko, zagotavlja, da so vse instance med seboj razlicne.
Pomemben parameter, ki ga moramo dolociti, je max features, ki pove, koliko znacilk
lahko agoritem pogleda, preden doloci najbolj reprezentativno. Ce to vrednost po-
stavimo na 1, se izbere prva nakljucna, ce pa je enaka stevilu znacilk, to nakljucnost
popolnoma odpravimo. Visoka vrednost max features privede do dreves, ki so med
seboj precej podobna, nizka pa generira zelo razlicna drevesa.
Nakljucni gozd ob predstavitvi novega vzorca naredi napoved iz vsakega drevesa, nato
pa doloci povprecje in vrne klasikacijo, ki ustreza napovedi vecini dreves.
3.4.3. Uporaba
Uvozimo potreben razred, naredimo primerek gozda s 5 drevesi ter ustvarimo model.
from sklearn.ensemble import RandomForestClassifier
forest = RandomForestClassifier(n_estimators =5)
forest.fit(X_ucni , y_ucni)
forest.score(X_ucni , y_ucni)
forest.score(X_testni , y_testni)
Dobljeni model ucne podatke popise s 99 % natancnostjo, napoved pa naredi s 89 %
gotovostjo. Imamo moznost povecanja stevila dreves.
forest = RandomForestClassifier(n_estimators =100)
forest.fit(X_ucni , y_ucni)
forest.score(X_ucni , y_ucni)
forest.score(X_testni , y_testni)
V tem primeru, ko je model sestavljen iz 100 posameznih dreves, je pricakovano tudi
performanca mnogo boljsa. Tak model podatke v celoti popise, napoved pa naredi s
96 % uspesnostjo. Podobno kot pri odlocitvenih drevesih tudi tukaj lahko analiziramo
vpliv posameznih znacilk.
Na sliki 3.19 opazimo, da za razliko od odlocitvenih dreves tukaj pomembno vlogo
igra vecje stevilo znacilk. Najpomembnejsa je lastna frekvenca pri z komponenti sile,
atributov brez vpliva pa sploh ni.
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Slika 3.19: Vpliv posamezne znacilke pri gozdu s 100 drevesi.
3.5. Jedrne metode podpornih vektorjev
Naslednji tip modelov nadzorovanega strojnega ucenja so jedrne metode podpornih
vektorjev, krajse MPV (ang. kernelized support vector machines). Uporabo linearnih
MPV za probleme klasikacije smo ze obravnavali v poglavju 3.2.3.. Jedrne MPV
so razsiritev prej omenjenih metod, ki omogocajo gradnjo zahtevnejsih modelov, pri
katerih vhodi niso nujno linearni podatki. Obstajajo MPV za klasikacijo in regresijo,
vendar se tukaj omejimo le na probleme klasikacije.
3.5.1. Linearni modeli in nelinearni atributi
Linearni modeli so dokaj omejeni v svojem delovanju, se posebej v nizko dimenzi-
onalnem prostoru, kjer imajo podatki majhno stevilo atributov. Napovedi modelov
(premice in hiperravnine) imajo omejeno eksibilnost in v veliko primerih niso spo-
sobne popisati nabora podatkov. En izmed nacinov za gradnjo eksibilnejsih modelov
je dodajanje vecih atributov, na primer korelacije med obstojecimi atributi.
Na sliki 3.20 je prikazan nabor podatkov iz prejsnjega poglavja, kjer je klasikacija
ocitno binarna, vendar dveh razredov ni mogoce lociti preprosto s premico. Linearni
modeli v tem primeru niso primerni.
Temu podatkovnemu naboru lahko umetno povecamo stevilo atributov tako, da do-
damo se en atribut, ki ima vrednost atribut3 = atribut
2
1. Podatke z dvema atributoma
smo torej razsirili na tri atribute, ki jih lahko predstavimo v 3-D grafu na sliki 3.21.
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Slika 3.20: Dvorazredni podatkovni nabor z dvema atributoma, ki jih ni mogoce lociti
z eno premico. [3]
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Slika 3.21: Razsiritev dvodimenzionalnih podatkov. [3]
V tej novi predstavitvi je ocitno, da podatke sedaj lahko locimo z ravnino. Kot funk-
cija prvotnih atributov pa odlocitvena meja linearnega MVP dejansko ni vec linearna.
Namesto preproste premice postane bolj podobna elipsi, kot je to vidno na sliki 3.22.
Iz predstavljenega primera vidimo, da dodajanje nelinearnih atributov nekemu podat-
kovnem naboru lahko naredi linearne modele mnogo mocnejse. Problem je v tem, da
pogosto ne vemo, katere atribute moramo dodati, se posebej v vec dimenzionalnih
naborih. Pomagamo si z matematicno metodo, ki izracuna razdalje med vzorci brez
dejanskega izracuna same razsiritve. Temu postopku pravimo jedrni trik (ang. kernel
trick).
Uporabljata se dva glavna nacina za resitev tega problema, torej dolocanje atributov,
katerih razsiritev privede do najboljsega rezultata:
Polinomsko jedro (ang. polynomial kernel)
Izracunajo se vse mozne kombinacije polinoma do neke stopnje, ki jo dolocimo.
Primer: atribut3 = atribut
2
1  atribut52.
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Slika 3.22: Odlocitvena meja iz slike 3.21 kot funkcija zacetnih dveh atributov. [3]
Radialna bazna funkcija, RBF (ang. radial basis function)
V obzir vzame vse mozne polinome vsej stopenj, vendar se utezi (pomembnost)
atributov s visanje stopnje nizajo. Sopomenka je Gaussovo jedro.
Kako MPV z Gaussovim jedrom naredi napoved, je opisano v naslednjem poglavju.
3.5.2. Razumevanje MPV
Med treningom se MPV nauci, kako pomemben je vsak vzorec za vzpostavitev odlocitvene
meje. Izkaze se, da je le majhno stevilo vzorcev dejansko pomembnih: tisti, ki lezijo
blizu same odlocitvene meje. Ti vzorci so tako imenovani podporni vektorji, po katerih
se sam algoritem tudi imenuje. Za vsak dolocen podporni vektor se doloci tudi utez,
ki predstavlja njegovo pomembnost.
Da model naredi napoved, se izracuna razdalja podanega vzorca do vsakega podpor-
nega vektorja po enacbi 3.4.
krbf (x1;x2) = exp((jjx1   x2jj2)) (3.4)
x1 in x1 vzorec sta podporna vektorja,  je parameter, ki kontrolira sirino Gaussovega
jedra, jjx1 x2jj2 pa je evklidska razdalja med tockama. Odlocitev je narejena na pod-
lagi same razdalje in prej dolocene utezi vektorja.
Na sliki 3.23 je prikazan rezultat gradnje MPV-ja z Gaussovim jedrom na dvodimenzio-
nalnem podatkovnem naboru. Odlocitvena meja je oznacena s crno crto, podporni vek-
torji pa so odebeljeni. Rezultat je, za razliko od linearnih MPV, nelinearna odlocitvena
meja.
3.5.3. Optimizacija MPV parametrov
Pri gradnji jedrnih MPV modelov imamo moznost optimiziranja dveh parametrov:
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Slika 3.23: Odlocitvena meja in podporni vektorji, doloceni z algoritmom MPV in
jedrom RBF. [3]
 (gamma)
Kontrolira sirino Gaussovega jedra. Doloci, kaj pomeni da sta dva vzorca blizu
skupaj.
C
Regulacijski parameter, podobno kot pri linearnih modelih. Omeji utez oziroma
vpliv posameznega vzorca.
Na sliki 3.24 je prikazano, kako se dobljena odlocitvena meja spreminja i variiranjem
parametrov C in . Od leve proti desni povecujemo  od 0,1 do 10. Nizka vrednost
pomeni velik obseg Gausovega jedra, kar se prevede na veliko obmocje, znotraj katerega
se vzorci obravnavajo, kot da so blizu skupaj. Posledicno je zato odlocitvena meja na
levi gladka, na desni pa bolj poudari vsako tocko posebej. Nizek  torej model naredi
bolj preprost, visok pa bolj kompleksen.
Od zgoraj dol povecujemo vrednost parametra C od 0,1 do 1000. Tako kot pri linearnih
modelih, majhen C pomeni, da ima vsaka tocka manjsi vpliv. Zgoraj je zato meja skoraj
linearna, proti dnu pa vsaka tocka dobi visjo utez, meja jo zeli bolje popisati in zato
postaja kompleksnejsa.
Pomembno je omeniti, da so algoritmi MPV izredno obcutljivi na podatkovne nabore,
pri katerih imajo vrednosti atributov razlicne velikostne razrede. Za resitev tega pro-
blema je potrebna pozorna pred-obdelava podatkov, najlazje tako, da vse vrednosti
skaliramo na obmocje med 0 in 1.
3.5.4. Prednosti, slabosti in parametri
Jedrni MPV so mocni modeli, ki dobro performirajo na sirokem spektru podatkovnih
naborov. Omogocajo kompleksne odlocitvene meje tudi pri podatkih z malo atributi.
Dobro se obnesejo tako pri nizko- kot visoko-dimenzionalnih podatkih, vendar zaosta-
jajo pri bazah z veliko vzorci.
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Slika 3.24: Spreminjanje odlocitvene meje s optimiziranjem parametrov C in . [3]
Njihova slabost je, da zahtevajo previdno pred-obdelavo podatkov in optimiziranje pa-
rametrov. Zato se danes v veliko primerih raje uporabljajo odlocitvena drevesa ali
njihovi ansambli, kateri ne zahtevajo kompleksne pred-obdelave. Se ena pomanjklji-
vost je ta, da je pogosto tezko razumeti in vizualizirati dobljene MPV modele, saj
velikokrat ni jasno, kako je bila odlocitev narejena.
Pomembni parametri jedrnih MPV so regulacijski parameter C, izbira kernela in pa-
rametri samega izbranega kernela. Obravnavano je bilo Gaussovo jedro, pri katerem
 doloca sirino obsega. Oba parametra, C in , nadzirata kompleksnost modela, pri
cemer njune visoke vrednosti predstavljata kompleksnejsi model. Zato ponavadi oba
parametra spreminjamo socasno.
3.5.5. Uporaba
Uporaba linearnih podpornih vektorjev za klasikacijo nasih vzorcev je malenkost zah-
tevnejsa od prejsnjih algoritmov, saj zahteva vec optimizacije.
Uvozimo potreben razred, inicializiramo objekt ter ustvarimo model.
from sklearn.svm import SVC
svc = SVC()
svc.fit(X_ucni , y_ucni)
svc.score(X_ucni , y_ucni)
svc.score(X_testni , y_testni)
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Privzete vrednosti MPV klasikatorja so C = 1 in  = 1. Tako zgrajen model ima
izredno slabo performanco, saj ucne podatke popise s 100 % natancnostjo, napoved pa
naredi s 61 % gotovostjo. To kaze na veliko predolocanje. Njegovo kompleksnost lahko
zmanjsamo z nizanjem parametrov C in .
svc = SVC(C=0.6, gamma =0.0001)
svc.fit(X_ucni , y_ucni)
svc.score(X_ucni , y_ucni)
svc.score(X_testni , y_testni)
Tak model je precej boljsi, saj so ucni podatki tokrat popisani 84 %, uspesnost napovedi
pa je 82 %. Na sliki 3.25 je prikazana sposobnost modela na tako ucnih kot testnih
podatkih, pri spreminjanju faktorja . Faktor C je konstantno 0;6.
10−5 10−4 10−3 10−2 10−1 100
γ
0.60
0.65
0.70
0.75
0.80
0.85
0.90
0.95
1.00
N
at
an
cˇn
os
t
m
o
d
el
a
Ucˇni vzorci
Testni vzorci
Slika 3.25: Natancnost modela v odvisnosti od faktorja .
Vidno je, da se sposobnost na testnih podatkih do neke tocke povecuje, nato pa se
zacne zmanjsevati. To je tipicen primer predolocanja.
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4. Rezultati in diskusija
4.1. Uspesnost napovedi
Algoritem k-bliznjih sosedov se, ceprav je njegovo delovanje izredno preprosto, izkaze
za dokaj natancnega.
Preglednica 4.1: Rezultati k-bliznjih sosedov.
Parametri Ucni podatki[%] Napoved[%]
n sosedov = 4 89 80
n sosedov = 1 100 84
Naslednji obravnavani algoritmi so linearni modeli, katerih gradnja je sicer zahtev-
nejsa, a za nase podatke niso najuspesnejsi. Za neucinkovite se izkazeta tako logisticna
regresija kot metoda linearnih podpornih vektorjev.
Preglednica 4.2: Rezultati logisticne regresije.
Parametri Ucni podatki[%] Napoved[%]
C = 1 77 78
C = 10000 83 86
Odlocitvena drevesa se izkazejo kot dober nacin, saj so pri napovedih precej uspesna.
Preglednica 4.3: Rezultati odlocitvenih dreves.
Parametri Ucni podatki[%] Napoved[%]
/ 100 91
maks. globina = 3 87 80
Ansambli odlocitvenih dreves so kot nadgradnja odlocitvenih dreves se boljsa opcija.
Zadnji algoritmi, ki so obravnavani v tem delu, so podporni vektorji. Njihova struktura,
gradnja in nacin napovedi so bolj zapleteni od prejsnjih metod, zahtevajo pa tudi vec
pred-obdelave podatkov. So boljsi od linearnih modelov, se vedno pa ne dosegajo
uspeha odlocitvenih dreves.
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Preglednica 4.4: Rezultati nakljucnih gozdov.
Parametri Ucni podatki[%] Napoved[%]
st. dreves = 5 99 89
st. dreves = 100 100 96
Preglednica 4.5: Rezultati podpornih vektorjev.
Parametri Ucni podatki[%] Napoved[%]
C=1, =1 100 61
C = 0;6,  = 0;0001 84 82
Izmed vseh obravnavanih algoritmov se za najuspesnejse izkazeta k-bliznjih sosedov in
ansambli odlocitvenih dreves { nakljucni gozdovi. Metoda podpornih vektorjev in vsi
linearni modeli se izkazejo za neucinkovite. Prav tako odlocitvena drevesa sama po
sebi niso najboljsa izbira.
4.2. Drugacno klasiciranje
V kolikor bi na zacetku vzorce klasicirali tako, da bi za brezhibne (razred 1) dolocili
le nove lezaje, za slabe (razred 0) pa le lezaje z visoko stopnjo poskodbe, bi bili do-
bljeni rezultati precej drugacni. Sposobnost napovedi vseh modelov se povisa, saj v
obzir vzamemo le vzorce, ki so bolje denirani in imajo bolj znacilne karakteristike.
Sposobnost napovedi npr. ansamblov odlocitvenih dreves se v tem primeru povisa na
100 %, kar pomeni, da je model vse vzorce pravilno klasiciral. Prav tako se povisajo
uspesnosti napovedi ostalih modelov. K-bliznjih sosedov je uspesen v 94 % primerih,
linearni modeli in odlocitvena drevesa v 98 %, metode podpornih vektorjev pa v 88 %
primerih.
V kolikor dodamo se lezaje s srednjo stopnjo poskodbe sposobno nekoliko pade. Enako
se zgodi, ce obravnavamo tudi lezaje z nizko stopnjo poskodbe.
V primeru, ko obravnavamo tudi srednjo stopnjo poskodbe, se za najucinkovitejse mo-
dele prav tako izkazejo ansambli odlocitvenih dreves, ki tudi tukaj s 100 % uspesnostjo
podajo napoved. Sledijo jim odlocitvena drevesa s 97 % tocnostjo, linearni modeli s
96 %, k-bliznjih sosedov s 93 % in metode podpornih vektorjev s 87 %.
Prav tako smo pri analizi lezaje z nizko stopnjo poskodbe obravnavali kot brezhibne
(razred 1), ceprav so le-ti poskodovani. Ce jih tretiramo kot poskodovane, sposobnost
napovedi vseh modelov naraste.
Mozen je torej sklep, da uspesnost napovedi najbolj znizujejo mejni primeri, pri katerih
so lezaji rahlo poskodovani. Ceprav jih klasiciramo kot dobre, saj so se vedno pri-
merni za uporabo, pa so njihove karakteristike drugacne od tistih pri neposkodovanih
lezajih. Meja med obema razredoma se zabrise in klasikacija postane tezja.
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1. Pokazali smo, da lahko z dokaj visoko stopnjo uspesnosti na podlagi meritev sile
klasiciramo lezaje na dobre in slabe.
2. Najvisja natancnost, s katero nam je uspelo klascirati lezaje, je 95 %.
3. Za najuspesnejse algoritme se izkazejo preprosti nacin k-bliznjih sosedov in an-
sambli odlocitvenih dreves.
4. Tako vsi linearni modeli kot metoda podpornih vektorjev se izkazejo kot neucinkovite,
z nizko sposobnostjo klasiciranja.
Dobljeni rezultati nakazujejo, da bi se nekateri principi strojnega ucenja denitvno
lahko s pridom uporabljali za klasikacijo oziroma dolocanje sposobnosti razlicnih stroj-
nih elementov.
Da bi se obravnavane metode lahko, kot alternativa ze obstojecim metodam, upora-
bljale v industrijskem okolju, bi bilo potrebno izboljsati njihovo natancnost napovedi.
To lahko dosezemo ali z dodatnim optimiziranjem modelov ali z boljso pred-obdelavo
podatkov.
Predlogi za nadaljnje delo
Logicno nadaljevanje dela bi bilo, poleg optimiziranja modelov, tudi iskanje najbolj
reprezentivnih karakteristik vhodnega signala. Morda tudi ze obstajajo algoritmi, ki
bi bili na teh specicnih podatkih uspesnejsi od tukaj predstavljenih. Zanimivo bi bilo
raziskati, kako bi tukaj ustvarjeni modeli performirali na meritvah za druge lezaje.
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