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Abstract— We consider the estimation of a signal from the
knowledge of its noisy linear random Gaussian projections, a
problem relevant in compressed sensing, sparse superposition
codes or code division multiple access just to cite few. There has
been a number of works considering the mutual information for
this problem using the heuristic replica method from statistical
physics. Here we put these considerations on a firm rigorous
basis. First, we show, using a Guerra-type interpolation, that
the replica formula yields an upper bound to the exact mutual
information. Secondly, for many relevant practical cases, we
present a converse lower bound via a method that uses spatial
coupling, state evolution analysis and the I-MMSE theorem.
This yields, in particular, a single letter formula for the mutual
information and the minimal-mean-square error for random
Gaussian linear estimation of all discrete bounded signals.
Random linear projections and random matrices are ubiq-
uitous in computer science, playing an important role in
machine learning [1], statistics [2] and communication [3].
In particular, the task of estimating a signal from its linear
random projections has a myriad of applications such as
compressed sensing (CS) [4], code division multiple access
(CDMA) in communication [5], error correction via sparse
superposition codes [6], or Boolean group testing [7]. It is
thus natural to ask what are the information theoretic limits
for the estimation of a signal via the knowledge of few of
its (noisy) random linear projections.
A particularly influential approach to this question has
been through the use of the heuristic replica method of sta-
tistical physics [8], which allows to compute non rigorously
the mutual information (MI) and the associated theoretically
achievable minimal-mean-square error (MMSE). The replica
method typically predicts the optimal performance through
the solution of non-linear equations, which interestingly co-
incide in many cases with the predictions for the performance
of a message-passing belief-propagation type algorithm. In
this context the algorithm is usually called approximate
message-passing (AMP) [9–11].
In this contribution we prove rigorously that the replica
formula for the MI is asymptotically exact for discrete
bounded prior distributions of the signal, in the case of
random Gaussian linear projections. In particular, our re-
sults put on a firm rigorous basis the Tanaka formula for
CDMA [12], and allow to rigorously obtain the Bayesian
“measurement” MMSE in CS. In addition, our analysis
strongly suggests that AMP is reaching the MMSE for a
large class of such problems in polynomial time, except for
a region called the hard phase. In the hard phase the MMSE
can be reached only through the use of a technique called
spatial coupling [10, 11, 13] (SC), originally developed in the
context of communication as a practical code construction
that allows to reach the Shannon capacity [14]. Finally, we
stress that our proof technique has an interest of its own as
it is probably transposable to various inference problems.
The paper is organized as follows. In sec. I, we introduce
the problem and our notations, discuss the related previous
works, introduce AMP and state evolution, present our main
results and elaborate on the possible scenarios covered by
our proof. Sec. II presents our proof strategy and sec. III
sketches the proofs of the main technical propositions.
I. SETTING, RESULTS AND RELATED WORKS
A. Linear estimation: setting and summary of results
In Gaussian random linear estimation, one is interested
in reconstructing a signal s ∈ RN from few measurements
y∈RM obtained from a random i.i.d Gaussian measurement
matrix φ∈RM×N ,
y = φs + z
√
∆ ⇔ yµ =
N∑
i=1
φµisi + zµ
√
∆, (1)
where the additive white Gaussian noise (AWGN) of variance
∆ is i.i.d with Zµ ∼ N (0, 1), µ ∈ {1, . . . ,M}. The signal
s to be reconstructed is made of L i.i.d sections sl ∈
RB , l∈{1, . . . , L}, distributed according to a discrete prior
P0(sl) =
∑
i piδ(sl−ai) with a finite number of terms and
all ai’s bounded. We will refer to such priors simply as
discrete priors. Thus the total number of signal components
is N =LB. The case of priors that are mixtures of discrete
and absolutely continuous parts can presumably be treated
in the present framework but this leads to extra technical
complications. The matrix φ has i.i.d Gaussian entries φµi∼
N (0, 1/L). The measurement rate is α :=M/N . Equation
(1) is referred as the CS model despite being more general
than CS, and we borrow vocabulary of this field.
Define x¯ := x−s, [φx¯]µ :=
∑N
i=1 φµix¯i. In the Bayesian
setting, the posterior associated with the CS model is
P cs(x|y) =
exp
(
− 12∆
M∑
µ=1
([φx¯]µ − zµ
√
∆)2
)
Zcs(y)
L∏
l=1
P0(xl),
where y depends on the quenched random variables φ, s, z
through (1). The denominator Zcs(y) is the normalization,
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or partition function, given by the integral of the numerator
over all x components. The Gibbs averages with respect to
(w.r.t) this posterior are denoted by 〈−〉. For example the
usual MMSE estimator is simply E[X|y]=〈X〉. The MI (per
section) is then
ics :=
1
L
E
[
ln
( P cs(S,Y)
P0(S)P cs(Y)
)]
=−αB
2
−E[lnZ
cs(Y)]
L
, (2)
where E is the expectation w.r.t all the quenched random
variables, P cs(y) =Zcs(y)(2pi∆)−M/2 and P cs(s, y) is the
joint distribution of the signal and the measurement. Note
that −E[lnZcs(Y)]/L is refered as the free energy in the
statistical physics literature.
The MMSE per section is mmse := E[‖S− 〈X〉‖22]/L.
Unfortunately, this quantity is rather difficult to access di-
rectly from the MI. For this reason, it is more convenient
to consider the measurement MMSE defined as ymmse :=
E[‖Φ(S− 〈X〉)‖22]/M which is related to the MI by the
following I-MMSE relation [15]
dics
d∆−1
=
αB
2
ymmse. (3)
Thus if we can compute the MI, we can compute the
measurement MMSE and conversely. The measurement and
usual MMSE’s are formally related by
ymmse =
mmse
1 + mmse/∆
+ OL(1), (4)
where limL→∞ OL(1) = 0. As we will see we can prove
and use a slightly weaker form of such a relation for a
“perturbed” model defined in sec. II.
The replica method yields the replica symmetric (RS)
formula for the MI of model (1). Let v := E[SᵀS]/L =∑
i pi‖ai‖22, ψ(E; ∆):=αB[ln(1+E/∆)−E/(E+∆)]/2. The
RS formula is limL→∞ ics =minE∈[0,v] iRS(E; ∆) where
iRS(E; ∆) := ψ(E; ∆) + i(S˜; S˜ + Z˜Σ(E; ∆)). (5)
The second term on the r.h.s is the MI for a B-dimensional
denoising model y˜= s˜+z˜ Σ with Σ(E; ∆)−2 :=αB/(∆+E),
i(S˜; Y˜) := −ES˜,Z˜
[
ln
(
EX˜
[
e
−
B∑
i=1
(X˜i−(S˜i+Z˜iΣ))2
2Σ2
])]
− B
2
, (6)
Z˜ ∼ N (0, IB) (IB the B-dimensional identity matrix) and
S˜, X˜∼P0. iRS(E; ∆) is often called the RS potential. In the
following we set E˜ :=argminE∈[0,v]i
RS(E; ∆).
Most interesting models have a P0 such that (s.t) (5) has at
most three stationary points (see the discussion in sec. I-E).
Then one may show that iRS(E˜; ∆) has at most one non-
analyticity point denoted ∆RS. When iRS(E˜; ∆) is analytic
over R+ we simply set ∆RS =∞. The most common non-
analyticity in this context is a non-differentiability point of
iRS(E˜; ∆). By virtue of (3) (and (4)) this corresponds to a
jump discontinuity of the MMSE’s, and one speaks of a first
order phase transition. Another possibility is a discontinuity
in higher derivatives of the MI, in which case the MMSE’s
are continuous (but non differentiable) and one speaks of
higher order phase transitions.
The main result of this paper is a complete proof of the
RS formula for B= 1, P0 discrete and s.t the RS potential
(5) has at most three stationary points. As a consequence, we
also get the large L asymptotic formula for the measurement
MMSE ymmse. For general B and general P0 we show that
iRS(E˜; ∆) is an upper bound to limL→∞ ics (in the process
we also prove the existence of the limit). We believe that
with more work our method can be extended to prove the
equality for this more general case.
B. Relation to previous works
Plenty of papers about structured linear problems make
use of the replica formula. In statistical physics, these date
back to the late 80’s with the study of the perceptron and
neural networks [16–18]. Of particular influence has been
the work of Tanaka on CDMA [12] which has opened the
way to a large set of contributions in information theory [19,
20]. In particular, the MI (or the free energy) in CS has been
considered in a number of publications, e.g. [10, 11, 21–26].
In a very interesting line of work, the replica formula has
emerged following the study of AMP. Again, the story of
this algorithm is deeply rooted in statistical physics, with
the work of Thouless, Anderson and Palmer [27] (thus the
name “TAP” sometimes given to this approach). The earlier
version, to the best of our knowledge, appeared in the late
80’s in the context of the perceptron problem [18]. For linear
estimation, it was again developed initially in the context
of CDMA [28]. It is, however, only after the application
of this approach to CS [9] that the method has gained its
current popularity. Of particular importance has been the
development of the rigorous proof of state evolution (SE) that
allows to track the performance of AMP, using techniques
developed by [29] and [30]. Such techniques are deeply
connected to the analysis of iterative forms of the TAP
equations by Bolthausen [31]. Interestingly, the SE fixed
points correspond to the extrema of the RS formula, strongly
hinting that AMP achieves the MMSE for many problems
where it reaches the global minimum.
While our proof technique uses SE, it is based on two
important additional ingredients. The first is Guerra’s in-
terpolation method [32], that allows in particular to show
that the RS formula yields an upper bound to the MI. This
was already done for the CDMA problem in [33, 34] (for
binary signals) and here we extend this work to any B and
discrete P0. The converse requires more work and the use of
spatial coupling and threshold saturation, that follows recent
analysis of capacity-achieving spatially coupled codes [35–
38]. Using SC in compressed sensing was proposed in [39],
but it is only with the joint use of AMP that it was shown to
be so powerful [10, 11, 13]. Similar ideas have been proposed
for CDMA [40], group testing [41] and sparse superposition
codes [42–44].
The authors have recently applied a similar strategy to the
factorization of low rank matrices [45, 46]. This, we believe,
shows that the developed techniques and results proved in
this paper are not only relevant for random linear estimation,
but also in a broader context, opening the way to prove many
results on estimation problems previously obtained with the
heuristic replica method.
Finally we wish to point out that we have received a
private communication from [47] who reached at the same
time similar results using a very different approach.
C. Approximate message-passing and state evolution
AMP is deeply linked to (5). Its asymptotic performance
for the CS model can be rigorously tracked by SE in the
scalar B = 1 case [13, 29]. The vectorial B ≥ 2 case
requires extending the SE analysis rigorously, which at the
moment has not been done to the best of our knowledge.1
Nevertheless, we conjecture that SE (see (7) below) tracks
AMP for any B. This is numerically confirmed in [43] and
proven for power allocated sparse superposition codes [48].
Denote E(t) := limL→∞E[‖S− Ŝ(t)‖22]/L the asymptotic
average MSE obtained by AMP at iteration t, ŝ(t) being the
AMP estimate at t. Denote the MMSE associated with the
denoising model (introduced in sec I-A) by mmse(Σ−2) :=
E[‖S˜−E[X|S˜+Z˜Σ]‖22]. The SE recursion tracking AMP is
E(t+1) = mmse(Σ(E(t); ∆)−2), (7)
with the initialisation E(0) = v. Monotonicity properties of
mmse(Σ−2) imply that E(t) is a decreasing sequence s.t
limt→∞E(t) =E(∞) exists. Let us give a natural definition
for the AMP threshold.
Definition 1.1 (AMP algorithmic threshold): ∆AMP is
the supremum of all ∆ s.t the fixed point equation associated
with (7) has a unique solution for all noise values in [0,∆].
Remark 1.2 (SE and iRS link): The extrema of (5) corre-
spond to the fixed points of the SE recursion (7). Thus ∆AMP
is also the smallest solution of ∂iRS/∂E=∂2iRS/∂E2 =0;
in other words it is the “first” horizontal inflexion point
appearing in iRS(E; ∆) when ∆ increases.
D. Results: mutual information and measurement MMSE
Our first result states that the minimum of (5) upper
bounds the asymptotic MI.
Theorem 1.3 (Upper Bound): Assume model (1) with
any B and discrete prior P0. Then
lim
L→∞
ics ≤ min
E∈[0,v]
iRS(E; ∆).
This result generalizes the one already obtained for CDMA
in [33, 34], and we note that a further generalization to more
general priors that are mixtures of discrete and absolutely
continuous parts (as long as the support is bounded) can also
be achieved without any major change in our proof. The next
result yields the equality in the scalar case.
Theorem 1.4 (One letter formula for ics): Take B = 1
and assume P0 is a discrete prior s.t iRS(E; ∆) in (5) has at
most three stationary points (as a function of E). Then for
any ∆ the RS formula is true, that is
lim
L→∞
ics = min
E∈[0,v]
iRS(E; ∆). (8)
It is conceptually useful to define the following threshold.
1We thank Marc Lelarge and Andrea Montanari for clarifications on this.
Definition 1.5 (Information theoretic threshold): Define
∆Opt :=sup{∆ s.t limL→∞ ics is analytic in ]0,∆[}.
Theorem 1.4 gives us an explicit formula to compute the
information theoretical threshold ∆Opt =∆RS.
Using (3) and the theorem 1.4, we obtain the following.
Corollary 1.6 (measurement MMSE): Under the same as-
sumptions as in theorem 1.4 and for any ∆ 6= ∆RS the
measurement MMSE for model (1) satisfies
lim
L→∞
ymmse =
E˜
1 + E˜/∆
,
where E˜ is the unique global minimum of iRS(E; ∆).
The proofs of theorems 1.3 and 1.4 are discussed in sec. II
and III. We conjecture that theorem 1.4 and corollary 1.6
hold for any B. Their proofs require a control of AMP by
SE, a result that (to our knowledge) is currently available in
the literature only for B = 1. Proving SE for all B would
imply these results for the vectorial case, and we believe that
this is not out of reach.
Two important and related issues that can be tackled with
our methods are the following. Firstly, corollary 1.6 should
extend to the usual MMSE instead of the measurement one
(i.e., limL→∞mmse = E˜). Secondly, as L → ∞, AMP
initialized without any knowledge other than P0 yields upon
convergence the asymptotic measurement and usual MMSE
if ∆ < ∆AMP or ∆ > ∆RS. These problems will not be
discussed further here due to lack of space and we will come
back to them in a future contribution. Another direction for
generalization is to consider P0 a mixture of discrete and
absolutely continuous parts.
E. The single first order phase transition scenario
In this contribution, we assume that P0 is discrete and s.t
(5) has at most three stationnary points. Let us briefly discuss
what this hypothesis entails.
Three scenarios are possible: ∆AMP < ∆RS (one first
order phase transition); ∆AMP =∆RS<∞ (one higher order
phase transition); ∆AMP = ∆RS =∞ (no phase transition).
In the sequel we will consider the most interesting (and chal-
lenging) first order phase transition case where a gap between
the algorithmic AMP and information theoretic performance
appears. The cases of no or higher order phase transition,
which present no algorithmic gap, follow as special cases
from our proof. It should be noted that in these two cases
spatial coupling is not really needed and the proof can be
achieved by an “area theorem” as already showed in [49].
Recall the notation E˜(∆) = argminE∈[0,v]i
RS(E; ∆). At
∆RS, when the argmin is a set with two elements, one can
think of it as a discontinuous function.
The picture for the stationary points of (5) is as follows.
For ∆<∆AMP there is a unique stationary point which is
a global minimum E˜ and we have E˜ = E(∞). At ∆AMP
iRS develops a horizontal inflexion point, and for ∆AMP<
∆<∆RS there are three stationary points: a local minimum
corresponding to E(∞), a local maximum, and the global
minimum E˜. It is not difficult to argue that E˜ < E(∞) in
the interval ∆AMP<∆<∆RS. At ∆RS the local and global
minima switch roles, so at this point the global minimum
E˜ has a jump discontinuity. For all ∆ > ∆RS there is at
least one stationary point which is the global minimum E˜
and E˜ = E(∞) (the other stationary points can merge and
annihilate each other as ∆ increases).
Finally we note that with the help of the implicit function
theorem for real analytic functions we can show that E˜(∆)
is an analytic function of ∆ except at ∆RS. Therefore
iRS(E˜,∆) is analytic in ∆ except at ∆RS.
II. PROOF STRATEGY
A. A general interpolation
We have already seen that the RS potential (5) involves
the MI of a denoising model (see above (6)). One of the
main tools that we use is an interpolation between a simple
denoising model and the original CS model (1). Consider a
set of observations [y, y˜] from the following channels (here
Z∼N (0, IM ), Z˜∼N (0, IN ))y = φs + z
1√
γ(t)
,
y˜ = s + z˜ 1√
λ(t)
,
where t∈ [0, 1] is the interpolating parameter and the signal-
to-noise (snr) functions γ(t) and λ(t) (let us call these snr
despite the signal power v may be 6=1) satisfy the constraint
αB
γ(t)−1 + E
+ λ(t) =
αB
∆ + E
= Σ(E; ∆)−2, (9)
and γ(0) = λ(1) = 0, γ(1) = 1/∆, λ(0) = Σ(E; ∆)−2. We
also require γ(t) to be strictly increasing and λ(t) strictly
decreasing.
In order to prove concentration properties that are needed
in our proofs, we will actually work with a more complicated
perturbed interpolated model where we add a set of extra ob-
servations that come from another “side channel” denoising
model ŷ=s+ẑ/
√
h, Ẑ∼N (0, IN ). Here the snr h is “small”
and one should keep in mind that it will be removed in the
process of the proof, i.e., h→0 (from above).
Define y˚ := [y, y˜, ŷ] as the concatanation of all observa-
tions. Our central object of study is the posterior of this
general perturbed interpolated model
Pt,h(x|˚y) =
exp
(
−Ht,h(x|˚y)
)
Zt,h(˚y)
L∏
l=1
P0(xl), (10)
where the Hamiltonian is
Ht,h(x|˚y) := h
2
N∑
i=1
(
x¯i− ẑi√
h
)2
(11)
+
γ(t)
2
M∑
µ=1
(
[φx¯]µ− zµ√
γ(t)
)2
+
λ(t)
2
N∑
i=1
(
x¯i− z˜i√
λ(t)
)2
,
and Zt,h(˚y) is the partition function (the integral of the
numerator over all x components). Note that the quenched
random variables φ, z, z˜ and ẑ are all independent. As before,
expectations w.r.t the Gibbs measure (10) are denoted 〈−〉t,h,
expectations w.r.t the quenched random variables by E.
The MI it,h for the perturbed interpolated model is defined
similarly as (2). Note that i1,0 = ics.
Remark 2.1 (snr conservation): Constraint (9), or snr
conservation, is essential. It expresses that as t decreases
from 1 to 0, we slowly decrease the snr of the CS mea-
surements and make up for it in the denoising model. When
t=0 the snr vanishes for the CS model, and no information
is available about s from the compressed measurements,
information comes only from the denoising model. Instead at
t=1 the noise is infinite in the denoising model and letting
also h→0 we recover the CS model.
This constraint can be interpreted as follows. Given a
CS model of snr ∆−1, by remark 1.2 and (7), the global
minimum of (5) is the MMSE of an “effective” denoising
model of snr Σ(E; ∆)−2. Therefore, the interpolated model
(11) (at h = 0) is asymptotically equivalent (in the sense
that it has the same MMSE) as two independent denoising
models: an “effective” one of snr Σ(E; γ(t)−1)−2 associated
with the CS model, and another one with snr λ(t). Proving
theorem 1.4 requires the interpolated model to be designed
s.t its MMSE equals the MMSE of the CS model (1)
for almost all t. Knowing that the estimation of s in the
interpolated model comes from independent channels, this
MMSE constraint induces (9).
Remark 2.2 (Nishimori identity): We place ourselves in
the Bayes optimal setting where P0,∆, γ(t), λ(t) and h
are known. The perturbed interpolated model is carefully
designed, that is each of the three terms in (11) corresponds
to a “physical” channel model, s.t the Nishimori identity
holds. This remarquable and general identity (from which
many convenient “sub-identities” follow) plays an important
role in our calculations. For any function g(x, s): if s is the
signal, then
E[〈g(X,S)〉t,h] = E[〈g(X,X′)〉t,h],
where X,X′ are i.i.d vectors distributed according to the
product measure of (10). We abuse notation here by denoting
the posterior measure for X and the product measure for
X,X′ with the same bracket 〈−〉t,h.
B. Various MMSE’s
We will need the following I-MMSE lemma that straight-
forwardly extends to the perturbed interpolated model the
usual I-MMSE theorem [50] for the vectorial denoising
model. Let ymmset,h :=E[‖Φ(S−〈X〉t,h)‖22]/M . Then
Lemma 2.3 (I-MMSE): di1,h/d∆−1 =ymmse1,hαB/2.
Let us give a useful link between ymmset,h and the
usual MMSE Et,h :=E[‖S−〈X〉t,h‖22]/L. For the perturbed
interpolated model (φ i.i.d Gaussian), the following holds
(proof sketch in sec. III-C).
Lemma 2.4 (MMSE relation): For almost every (a.e) h,
ymmset,h=Et,h(1 + γ(t)Et,h)
−1+OL(1).
In this lemma limL→∞ OL(1) = 0. However in our proof
OL(1) is not uniform in h and diverges as h−1/2 as h→0.
For this reason we cannot interchange the limits L→∞ and
h→0. This is not only a technicality, because in the presence
of a first order phase transition one has to somehow deal with
the discontinuity at ∆RS.
C. The integration argument
We first remark that AMP is sub-optimal. Thus when used
for inference over the CS model (1) (with t= 1, h= 0) one
gets lim supL→∞E1,0 ≤ E(∞). Adding new measurements
can only improve optimal inference thus E1,h ≤ E1,0 and
lim supL→∞E1,h ≤ E(∞). Combining this with lemma 2.4
and using that E(1+E/∆)−1 is an increasing function of
E, one gets that for a.e h
lim sup
L→∞
αB
2
ymmse1,h ≤
αB
2
E(∞)
1 + E(∞)/∆
. (12)
Now let us look at the case ∆ < ∆AMP first. In this
noise regime E(∞) = E˜ the global minimum of iRS (see
remark 1.2) so we replace E(∞) by E˜ in the r.h.s of (12).
Furthermore by a rather explicit differentiation one checks
that diRS(E˜; ∆)/d∆−1 = (αB/2)E˜(1 + E˜/∆)−1. Then,
using also lemma 2.3 the inequality (12) becomes
lim sup
L→∞
di1,h
d∆−1
≤ di
RS(E˜; ∆)
d∆−1
or
diRS(E˜; ∆)
d∆
≤ lim inf
L→∞
di1,h
d∆
.
Integrating the last inequality over [0,∆] ⊂ [0,∆AMP] and
using Fatou’s lemma we get
iRS(E˜; ∆)−iRS(E˜; 0) ≤ lim inf
L→∞
(i1,h|∆−i1,h|0). (13)
It is easy to see that it,h is concave, and thus continuous,
in h. Our interpolation proofs show superadditivity of this
sequence so that by Fekete’s lemma the limit L → ∞ of
it,h exists, and is thus also concave and continuous in h.
As a consequence we can take the limit h→ 0 in the last
inequality and permute the limits h→ 0 and L→∞. Fur-
thermore, for discrete priors, one can show that iRS(E˜; 0)=
limL→∞ ics|∆=0 = H(S) the Shannon entropy of S ∼ P0.
So we obtain from (13) that iRS(E˜; ∆) ≤ limL→∞ ics|∆,
which combined with theorem 1.3, yields theorem 1.4 for
all ∆∈ [0,∆AMP].
Notice that ∆AMP≤∆Opt. While this might seem clear,
it follows from ∆RS ≥ ∆AMP (by their definitions) which
together with ∆AMP>∆Opt would imply from theorem 1.4
that limL→∞ ics is analytic at ∆Opt, a contradiction.
Assume for a moment that ∆Opt = ∆RS. Thus both
limL→∞ ics and iRS(E˜; ∆) are analytic until ∆RS which,
since they are equal on [0,∆AMP] ⊂ [0,∆RS], implies by
unicity of the analytic continuation that they are equal for all
∆<∆RS. Concavity in ∆ implies continuity of limL→∞ ics
which allows to conclude that theorem 1.4 holds at ∆RS too.
Now consider ∆≥∆RS. Then again E(∞) = E˜ the global
minimum of iRS. We can start again from (12) with E(∞)
replaced by E˜ and apply a similar integration argument with
the integral now running from ∆RS to ∆. The validity of the
replica formula at ∆RS that we just proved above is crucial
to complete this argument.
It remains to show ∆Opt = ∆RS. This is where SC and
threshold saturation come as new crucial ingredients.
0
N/ 
↵N/ 
0
Fig. 1. Spatially coupled measurement matrices ∈RM×N with a “band
diagonal” structure. They are made of Γ×Γ blocks indexed by (r, c) (here
Γ = 9), each with N/Γ columns and M/Γ rows. The i.i.d entries inside
block (r, c) are N (0, Jr,c/L). The coupling strength is controled by the
variance matrix J. We consider two slightly different constructions. The
periodic matrix (left): it has w forward and w backward coupling blocks
(here w=2) with Jr,c=Γ/(2w+1) if |r−c|≤w (mod Γ), 0 else (white
blocks with only zeros). The opened matrix (right): the coupling window w
remains unchanged except at the boundaries where the periodicity is broken.
Moreover the coupling strength is stronger at the boundaries (darker color).
D. Proof of ∆Opt =∆RS using spatial coupling
Spatial coupling: In order to show the equality of the
thresholds, we need the introduction of two closely related
spatially coupled CS models. Their construction is described
by fig. 1 which shows two measurement matrices replacing
the one of the CS model (1), whose structure induce a natural
block decomposition of the signal s in Γ blocks made of L/Γ
sections. On the left the matrix corresponds to taking periodic
boundary conditions. This is called the periodic SC model.
On the right the SC matrix is opened. This corresponds to
the seeded SC model because for this model, we assume
that the signal components are known at its boundary blocks
∈ B, which size |B| is of order w blocks (see [44, 51] for
precise statements). The stronger variance at the boundaries
of opened matrices help this information seed to trigger a
reconstruction wave that propagates inward the signal. This
phenomenon is what allows SC to reach such good results,
namely reconstruction by AMP at low α.
Threshold saturation: AMP performance, when SC ma-
trices are used, is tracked by an MSE profile E(t): a vector
∈ [0, v]Γ whose components are MSE’s describing the quality
of the reconstructed signal, see [44, 51] for details.
Consider the seeded SC model. The MSE profile E(t) can
be asymptotically computed by SE. The precense of the seed
is reflected by E(t)r =0 for all t if r∈B, else
E(t+1)r =
1
Γ
Γ∑
c=1
Jr,c mmse(Σc(E(t); ∆)−2) if r /∈ B, (14)
Σc(E; ∆)−2 :=
αB
Γ
Γ∑
r=1
Jr,c
∆ + Er
, (15)
with initialization E(0)r = v ∀ r ∈ {1, . . . ,Γ}\B, as re-
quired by AMP. Denote E(∞) the fixed point of this SE
recursion (14), (15) and Egood(∆) the smallest solution of
the fixed point equation associated with the SE recursion
(7). The algorithmic threshold of the seeded SC model is
∆cAMP := lim infw→∞ lim infΓ→∞ sup{∆ > 0 s.t E(∞)r ≤
Egood(∆)∀ r} where lim inf is taken along sequences where
first Γ→∞ and then w→∞. It is proved in [44, 51] by
three of us that when AMP is used for inference on seeded
SC models, threshold saturation occurs, that is:
Lemma 2.5 (Threshold saturation): ∆cAMP ≥ ∆RS.
Note that in fact the equality holds, but we shall not need it.
Invariance of the optimal threshold: Call the MI per
section for the periodic and seeded SC models, respectively,
iperΓ,w and i
seed
Γ,w . Using an interpolation we can show the
following asymptotic equivalence property, see sec. III-B.
Lemma 2.6 (Invariance of the MI): The following limit-
ing mutual informations exist and are equal for any Γ, w∈
{0, . . . , (Γ−1)/2}: limL→∞ iperΓ,w = limL→∞ ics. Moreover
for any fixed w, limΓ→∞ limL→∞ iseedΓ,w =limL→∞ i
cs too.
This implies straightforwardly that the optimal threshold
∆cOpt of the seeded SC model, defined as the first non-
analyticity point (as ∆ increases) of its asymptotic MI (with
the appropriate order of limits), is the same as the one of the
CS model, namely ∆cOpt =∆Opt.
The inequality chain: We claim the following
∆RS ≤ ∆cAMP ≤ ∆cOpt = ∆Opt ≤ ∆RS,
and therefore ∆Opt = ∆RS.
The first inequality is lemma 2.5. The second follows
from sub-optimality of AMP for the seeded SC model.
The equality follows from lemma 2.6 (together with the
discussion below it). The last inequality requires a final
argument that we now explain.
Recall that ∆Opt < ∆AMP is not possible. Let us show
that ∆RS ∈ ]∆AMP,∆Opt[ is also impossible. We proceed
by contradiction so we suppose this is true. Then each
side of (8) are analytic on ]0,∆RS[ and since they are
equal for ]0,∆AMP[⊂]0,∆RS[, they must be equal on the
whole range ]0,∆RS[ and also at ∆RS by continuity. For
∆ > ∆RS the fixed point of SE is E(∞) = E˜ the global
minimum of iRS(E; ∆), hence, the integration argument can
be used once more on an interval [∆RS,∆] which implies
that (8) holds for all ∆. But then iRS(E˜; ∆) is analytic at
∆RS∈ ]∆AMP,∆Opt[ which is a contradiction.
III. PROOFS
A. Upper bound using Guerra’s interpolation method
The goal of this section is to sketch the proof of the-
orem 1.3. First note that the denoising model has been
designed specifically so that
i0,0 = i
RS(E; ∆)− ψ(E; ∆), (16)
see (5). By the fundamental theorem of calculus, we have
i1,h= i0,h +
∫ 1
0
dt(dit,h/dt). Using (16) and a bit of algebra
this is equivalent to
i1,h = i
RS(E; ∆) + (i0,h − i0,0) +
∫ 1
0
dtRt,h , (17)
Rt,h =
dit,h
dt
− αB
2
dγ(t)
dt
γ(t)E2
(1 + γ(t)E)2
. (18)
We derive a useful expression for the remainder Rt,h which
shows that it is negative up to a negligible term. Straightfor-
ward differentiation gives dit,h/dt=(A+ B)/(2L) where
A = dγ(t)
dt
M∑
µ=1
E
[〈
[ΦX¯]2µ − γ(t)−
1
2 [ΦX¯]µZµ
〉
t,h
]
, (19)
B = dλ(t)
dt
N∑
i=1
E
[〈
X¯2i − λ(t)−
1
2 X¯iZ˜i
〉
t,h
]
.
These two quantities can be simplified using Gaussian inte-
gration by parts. For example, integrating by parts w.r.t Zµ,
γ(t)−
1
2EZ[〈[φX¯]µ〉t,hZµ] = EZ[〈[φX¯]2µ〉t,h − 〈[φX¯]µ〉2t,h],
which allows to simplify A. For B we proceed similarly with
an integration by parts w.r.t Z˜i, and find
A = dγ(t)
dt
M∑
µ=1
E[〈[ΦX¯]µ〉2t,h], B =
dλ(t)
dt
N∑
i=1
E[〈X¯i〉2t,h].
Now, recalling the definitions of Et,h and ymmset,h, using
lemma 2.4 and the snr conservation relation (9) we see that
these two formulas are equivalent, respectively, to
A
2L
=
αB
2
dγ
dt
ymmset,h=
dγ
dt
αBEt,h
2(1+γEt,h)
+OL(1), (20)
B
2L
=
dλ
dt
Et,h
2
=−dγ
dt
αBEt,h
2(1+γE)2
. (21)
Notice that the first relation is true for a.e h. Finally,
combining (18)-(21) gives for a.e h
Rt,h=−dγ(t)
dt
γ(t)(E−Et,h)2
(1+γ(t)E)2(1+γ(t)Et,h)
+OL(1). (22)
Since γ(t) is an increasing function we see that, quite remar-
quably, Rt,h is negative up to a vanishing term. A similar
interpolation technique ensures that the limit limL→∞ i1,h
exists. We therefore obtain from (17) that limL→∞ i1,h ≤
iRS(E; ∆) + i0,h− i0,0 for a.e h (note from (11) that i0,h
is independent of L for any h as the signal components are
uncorrelated for the denoising models). We can now take the
limit h→0 along a suitable subsequence. It is easy to check
limh→0 i0,h= i0,0. Also limh→0 limL→∞ i1,h=limL→∞ i1,0
because concavity and continuity of i1,h and existence of
the L→∞ limit imply that limL→∞ i1,h is also a concave
and continuous function of h. We conclude limL→∞ i1,0≤
iRS(E; ∆), that is equivalent to theorem 1.3.
B. Invariance of the mutual information: proof idea
In order to prove lemma 2.6, we compare three models: the
decoupled w=0 model, the SC 0<w<(Γ−1)/2 model and
the homogeneous w=(Γ−1)/2 model. In all cases, a periodic
matrix (fig. 1, left) is used. Comparing them directly is rather
difficult. Instead, we compare the MI change due to weak
perturbations of a “base” model where a given (periodic)
base measurement matrix is used. We start comparing the
homogeneous and coupled models by showing that weakly
modifying the base model, in a way that makes it “closer”
to the homogeneous model than to the coupled one, cannot
decrease the MI (up to vanishing terms). This allows to get
inequalities between the MI of the two models.
This idea is formalized through the introduction of the r-
ensembles that we describe now. Recall that the periodic SC
matrices are decomposed in Γ×Γ blocks (see fig. 1). Focus
only on the block-row decomposition. Consider a virtual
thinner decomposition into “sub-block-rows”: each of the Γ
block-rows is virtually decomposed in M/(ΓLu) sub-block-
rows with Lu lines. The total number of such sub-block-rows
is τ :=ML−u. Let r∈{0, . . . , τ} and define a periodic SC
matrix φr as follows: τ − r of its sub-block-rows have a
coupling window w0 = w and the remaining r ones have
a coupling w1 = (Γ−1)/2. This defines the r-ensembles.
Note that for r= 0 we get the usual periodic SC ensemble
with window w and for r = τ we get the homogeneous
ensemble with w = (Γ−1)/2. Let ir denote the MI of the
r-ensemble. Our goal is to compare ir and ir+1 through an
appropriate interpolation. This is done by conditionning on
a base matrix φ∗r obtained by selecting uniformly at random
a sub-block-row s among the τ − r sub-blocks that have
a coupling window w0 and removing it from φr. The r-
ensemble is obtained by further averaging w.r.t the matrix
elements of a sub-block which is added back with same
index s and coupling window w0. The average over s is also
carried out. Similarly, the (r+1)-ensemble is obtained by
further averaging over a sub-block of index s and coupling
window w1. With this procedure we are able to carry out the
interpolation bounds and show that for a.e h,
ir ≤ ir+1 + Lu−1OL(1) +O(Lu−1+u−1/8). (23)
The first correction in the inequality comes from concentra-
tions needed in the proof (similar to the one in paragraph
III-C below) while the second is due to the slight difference
between the mmse’s of the r and (r+1)-ensembles. Inequality
(23) implies that the MI difference iperΓ,w−iperΓ,(Γ−1)/2 = i0−iτ
is equal to
τ−1∑
r=0
(ir − ir+1) ≤ τ(Lu−1OL(1) +O(Lu−1+u−1/8)). (24)
Choosing u small enough, say u = 1/16, and since we
have that τ = ML−u = O(L1−u), we finally reach that
limL→∞ i
per
Γ,(Γ−1)/2 ≥ limL→∞ iperΓ,w.
Using the same strategy with w0 = w and w1 = 0, we
show an inequality between the MI of the SC and decoupled
models which leads with the previous one to
lim
L→∞
iperΓ,(Γ−1)/2≥ limL→∞ i
per
Γ,w≥ lim
L→∞
iperΓ,0. (25)
Since the two extreme limits are equal by construction to
limL→∞ ics, we obtain the first part of lemma 2.6. Note that
obtaining this inequality is the reason for the introduction
of the SC periodic model rather than studying directly the
SC seeded model for which threshold saturation holds; the
periodicity makes this analysis much simpler.
We conclude by the similar statement for the seeded
model. It is not hard to show that the MI difference between
those of the periodic and seeded SC models is O(w/Γ),
thus vanishing when Γ → ∞ for any fixed w. As a
consequence, for the seeded model with fixed w we have
limΓ→∞ limL→∞ iseedΓ,w = limL→∞ i
cs as well, proving the
second part of lemma 2.6.
C. Computing ymmset,h
Let us now prove lemma 2.4. A direct application of
the Nishimori identity (remark 2.2) brings 2E[〈[ΦX¯]µ〉2t,h]=
E[〈[ΦX¯]2µ〉t,h]. Using this, (19) and the first equality of (20),
we obtain that ymmset,h :=
∑
µ E[〈[ΦX¯]µ〉2t,h]/M is also
equal to
1
M
M∑
µ=1
E
[〈
[ΦX¯]2µ−
[ΦX¯]µZµ√
γ
〉
t,h
]
=
1
2M
M∑
µ=1
E[〈[ΦX¯]2µ〉t,h]
⇒ ymmset,h=
1√
γM
M∑
µ=1
E[Zµ〈[ΦX¯]µ〉t,h]. (26)
Define Uµ :=
√
γ [ΦX¯]µ−Zµ. An integration by part w.r.t
φµi∼N (0, 1/L) of (26) brings that
ymmset,h=
1
ML
M,N∑
µ,i=1
E[Zµ〈UµX¯i〉t,h〈X¯i〉t,h−Zµ〈UµX¯2i 〉t,h].
The Nishimori identity allows to write from the last expres-
sion that ymmset,h equals
1
ML
M,N∑
µ,i=1
(
−√γ E[ZµSi〈[ΦX¯]µX¯i〉t,h]−E[Zµ〈UµX¯2i 〉t,h]
+E[Z2µSi〈X¯i〉t,h]
)
=
M,N∑
µ,i=1
(
E[Z2µ〈X¯2i 〉t,h]+E[Z2µSi〈X¯i〉t,h]
−√γ E[Zµ〈[ΦX¯]µXiX¯i〉t,h]
) 1
ML
=Y1 − Y2, (27)
together with
Y1 =E
[ 1
M
M∑
µ=1
Z2µ
1
L
N∑
i=1
〈XiX¯i〉t,h
]
,
Y2 =√γ E
[ 1
M
M∑
µ=1
Zµ
〈
[ΦX¯]µ
1
L
N∑
i=1
XiX¯i
〉
t,h
]
. (28)
By the law of large numbers,
∑
µ z
2
µ/M=1+OL(1) almost
surely as L→∞ so that using the Nishimori identity, we
reach Y1 =Et,h+OL(1). Using similar concentration proofs
as [34] (and this is actually the point where the perturbation
of the interpolated model becomes fundamental), one can
show for the second term that for a.e h
Y2 =E
[ N∑
i=1
〈XiX¯i〉t,h
L
]√
γ E
[ M∑
µ=1
Zµ
M
〈[ΦX¯]µ〉t,h
]
+OL(1)
=Et,h
√
γ
1
M
M∑
µ=1
E[Zµ〈[ΦX¯]µ〉t,h]+OL(1),
where we used the Nishimori identity to identify Et,h in
the second equality. From this and (26) we recognize Y2 =
Et,hγ(t)ymmset,h+OL(1). Putting all pieces together, we get
from (27) that ymmset,h=Et,h−Et,hγ(t)ymmset,h+OL(1)
for a.e h, which leads to lemma 2.4.
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