In this work we study active learning of homogeneous s-sparse halfspaces in R d under label noise. Even in the absence of label noise this is a challenging problem and only recently have label complexity bounds of the formÕ s · polylog d, 1 been established in Zhang (2018) for computationally efficient algorithms under the broad class of isotropic log-concave distributions. In contrast, under high levels of label noise, the label complexity bounds achieved by computationally efficient algorithms are much worse. When the label noise satisfies the Massart condition (Massart and Nédélec, 2006) , i.e., each label is flipped with probability at most η for a parameter η ∈ [0, 1 2 ), the work of Awasthi et al. (2016) provides a computationally efficient active learning algorithm under isotropic log-concave distributions with label complexityÕ s poly(1/(1−2η)) poly log d, 1 . Hence the algorithm is label-efficient only when the noise rate η is a constant. In this work, we substantially improve on the state of the art by designing a polynomial time algorithm for active learning of s-sparse halfspaces under bounded noise and isotropic log-concave distributions, with a label complexity ofÕ s (1−2η) 4 polylog d, 1 . Hence, our new algorithm is label-efficient even for noise rates close to 1 2 . Prior to our work, such a result was not known even for the random classification noise model. Our algorithm builds upon existing margin-based algorithmic framework and at each iteration performs a sequence of online mirror descent updates on a carefully chosen loss sequence, and uses a novel gradient update rule that accounts for the bounded noise.
Introduction
In machine learning and statistics, linear classifiers (i.e. halfspaces) are arguably one of the most important models as witnessed by a long-standing research effort dedicated to establishing computationally efficient and provable algorithms for halfspace learning (Rosenblatt, 1958; Vapnik, 1998; Cristianini et al., 2000) . In practical applications, however, data are often corrupted by various types of noise (Sloan, 1988; Blum et al., 1996) , are expensive to annotate (Cohn et al., 1994; Dasgupta et al., 2009) , and are of high or even infinite dimensions (Blum, 1990; Candès and Tao, 2005) . These characteristics rooted in contemporary machine learning problems pose new challenges to theoretical analysis and the desgn of learning algorithms for halfspaces. As a result, there has been extensive study of noise-tolerant, label-efficient, and attribute-efficient learning algorithms in the last few decades.
Noise-tolerant learning. In the noiseless setting where there is a halfspace that has zero error rate with respect to the data distribution, it is well known that by simply finding a halfspace that fits all the training examples using linear programming, one is guaranteed vanishing generalization error (Vapnik and Chervonenkis, 2015) . In the presence of data corrpution, the success of efficient learning of halfspaces crucially depends on the underlying noise model. For instance, Blum et al. (1996) proposed a polynomial time algorithm that provably learns halfspaces when the labels are corrupted by random classification noise, that is, each label is flipped with probability exactly η ∈ [0, 1/2) and independently of the feature vector. The bounded noise model, also known as the Massart noise (Sloan, 1988 (Sloan, , 1992 Massart and Nédélec, 2006) , is a significant generalization of the random classification noise, in that the adversary is allowed to flip the label of each example x with a different probability η(x), with the only constraint that η(x) ≤ η for a certain parameter η ∈ [0, 1/2). Due to the highly asymmetric nature of the bounded label noise, it remains elusive to develop computationally efficient algorithms that are robust to it. As a matter of fact, the well-known averaging scheme (Kearns, 1998) and convex loss minimization are both unable to guarantee excess error arbitrarily close to zero even with infinite supply of training examples (Awasthi et al., 2015 (Awasthi et al., , 2016 Diakonikolas et al., 2019a) . Therefore, a large body of recent works are devoted to designing more sophisticated algorithms to tolerate bounded noise, see, for example, Awasthi et al. (2015 Awasthi et al. ( , 2016 ; ; Yan and Zhang (2017) ; Zhang (2018) ; Diakonikolas et al. (2019a) .
Label-efficient learning. Motivated by the fact that in practical applications there are often massive amounts of unlabeled data that are expensive to annotate, active learning was proposed as a paradigm to mitigate the labeling cost (Cohn et al., 1994; Dasgupta, 2011) . In contrast to traditional supervised learning (i.e. passive learning) where the learner is presented with a set of labeled training examples, in active learning the learner starts with a set of unlabeled examples, and is allowed to make label queries during the learning process (Cohn et al., 1994; Dasgupta, 2005) . By adaptively querying examples whose labels are potentially most informative, an active learning algorithm can learn a classifier of desired accuracy, while requiring substantially less label feedback than that of passive learning under broad classes of data distributions (Hanneke, 2014; Balcan and Urner, 2016) .
Attribute-efficient learning. With the unprecedented growth of high-dimensional data generated in biology, economics, climatology, and other fields of science and engineering, it has become ubiquitous to leverage extra properties of high-dimensional data into algorithmic design for more sample-efficient learning (Littlestone, 1987) . On the computational side, the goal of attributeefficient learning is to find a sparse model that identifies most useful features for prediction (Fan and Fan, 2008) . On the statistical side, the focus is on answering when and how learning of a sparse model will lead to improved performance guarantee on sample complexity, generalization error, or mistake bound. These problems have been investigated for a long term, and the sparsity assumption proves to be useful for achieving non-trivial guarantees when the data lie in an infinite feature space but with bounded number of non-zero attributes (Blum, 1990) . The idea of attribute-efficient learning was also explored in a variety of other settings, including online classification (Littlestone, 1987) , learning decision lists (Servedio, 1999; Servedio et al., 2012; Klivans and Servedio, 2004; Long and Servedio, 2006) , and learning parities and DNFs (Feldman, 2007) .
In this work, we consider computationally efficient learning of halfspaces in all three aspects above. In particular, we study active learning of sparse halfspaces under the more-realistic bounded noise model, for which there are a few recent works that are immediately related to ours but un-der different degrees of noise tolerance and distributional assumptions, as stated in the following. Awasthi et al. (2015) utilized the margin-based active learning framework (Balcan et al., 2007) and showed that by sequentially minimizing a series of localized hinge losses, the algorithm is able to tolerate bounded noise with η ≈ 2 × 10 −6 provided that the distribution of the unlabeled data distribution is isotropic log-concave 1 in R d . Awasthi et al. (2016) combined polynomial regression (Kalai et al., 2008) and margin-based sampling (Balcan et al., 2007) to handle bounded noise for any η ∈ [0, 1/2). However, their label complexity scales asÕ d poly(1/(1−2η)) · ln 1 , namely it is label-efficient only when η is bounded away from 1 2 by a constant. Yan and Zhang (2017) proposed a Perceptron-based active learning algorithm which is shown to tolerate any noise rate of η ∈ [0, 1/2) with a significantly improved label complexity ofÕ d (1−2η) 2 ln 1 that matches the information-theoretic lower bound up to logarithmic factors. However, such a strong guarantee is obtained by assuming that the unlabeled data are drawn from the uniform distribution over the unit sphere. This naturally raises our first question: can we design a computationally efficient algorithm for active learning of halfspaces, such that for any η ∈ [0, 1/2) a label complexity comparable to that of Yan and Zhang (2017) holds under the more general isotropic log-concave distributions?
Compared to the rich literature of active learning of general halfspaces, there are relatively few works on active learning of sparse halfspaces. Awasthi et al. (2016) presented an efficient algorithm that hasÕ s poly(1/(1−2η)) poly (log d, 1/ ) label complexity under the bounded noise model, where they assumed that the underlying halfspace is s-sparse and the unlabeled data distribution is isotropic log-concave. Under the same assumptions, Zhang (2018) proposed to leverage the sparsity constraint in a localized margin-based active learning framework (Balcan et al., 2007) , and showed that with a refined analysis using Rademacher complexity, the proposed algorithm bears near-optimal label complexity ofÕ s · polylog d, 1 . However, unlike the guarantee provided by Awasthi et al. (2016) , the noise rate η has to be bounded away from 1/2 by a constant, similar to Awasthi et al. (2015) in the setting of generic non-sparse halfspaces. This raises the second question: can we design an efficient halfspace learning algorithm which not only works for any noise rate η ∈ [0, 1/2), but also enjoys a label complexity linear in the sparsity and polylogarithmic in data dimension and target excess error?
Summary of our contributions
In this work, we answer both of the above questions in the affirmative. Specifically, we concentrate on the setting where the unlabeled data are drawn from an isotropic log-concave distribution, and the label noise satisfies the bounded noise condition for any noise rate η ∈ [0, 1/2). We develop an attribute-efficient learning algorithm that runs in polynomial time, and achieves a label complexity ofÕ s (1−2η) 4 · polylog d, 1 provided that the underlying Bayes classifier is an ssparse halfspace. Our results therefore substantially improve upon the best known label complexity ofÕ s poly(1/(1−2η)) polylog d, 1 in the same setting (Awasthi et al., 2016) . As a by-product, when the Bayes optimal halfspace is dense (i.e. s = d), our results imply a label complexity of O d (1−2η) 4 · polylog d, 1 , which also substantially improves upon the best label complexity of O d poly(1/(1−2η)) polylog d, 1 established in Awasthi et al. (2016) . We summarize and compare 1. In the original paper, Awasthi et al. (2015) phrased all the results with respect to the uniform distribution of the unlabeled data. However, their analysis can be straightforwardly extended to isotropic log-concave distributions, and was explicitly set out in Zhang (2018) . 
to the most relevant works in Table 1 . Due to space constraints, we discuss additional related works in Appendix A, and the implications of our work for supervised learning in Appendix B.
An overview of our techniques
In order to obtain our new results, we develop a number of new techniques for both algorithmic design and theoretical analysis. We discuss each of them below.
1) Active learning via regret minimization. The predominant technique for design and analysis of active halfspace learning algorithms is by analyzing a series of carefully designed empirical risk minimization problems, and relate a classifier's performance on these problems to its performance over the data distribution (see, e.g. Hanneke (2014) ). In the setting of bounded noise, due to the potentially high noise level (i.e. η is very close to 1/2), it is difficult to directly use this technique to guarantee a low error rate of the learned classifier. To cope with this issue, two approaches have been proposed in the literature: the first technique is performing polynomial regression (Kalai et al., 2008) to fit the noisy labels (Awasthi et al., 2016) , which results in a label complexity with an exponential dependence on 1 (1−2η) ; the second technique comes from Yan and Zhang (2017) , which analyzed a specialized parameter update rule inspired by Perceptron (Rosenblatt, 1958; Blum et al., 1996; Dasgupta et al., 2009) , and used a geometric argument to show that the updated classifier will converge to the optimal classifier with high probability.
Our algorithm approaches the active halfspace learning problem from a novel perspective using online learning. Consider v ∈ R d , a vector that has angle at most θ with the underlying Bayes optimal halfspace u; our goal is to refine v to v , such that v has angle at most θ 2 with u. To this end, we define an online linear optimization problem and apply online mirror descent with a sequence of linear loss functions {w → g t , w } T t=1 to refine the initial iterate w 1 = v. By standard results (e.g. Orabona, 2019, Theorem 6.8), we are guaranteed that after T iterations,
where R(·) is a 1-strongly convex regularizer with respect to the p norm (we will specify the value of p later), D R is its induced Bregman divergence, q is the conjugate exponent of p, and α is a parameter for step size. As can be seen from the above expression, if we are able to construct an appropriate gradient g t at each iteration, such that (a) w t , g t is small;
for some function f u,b (w) that measures the distance between the input vector w t and u, we can obtain a statement that the average of all f u,b (w t ) is upper bounded by a small quantity, provided that the q -norm of g t 's are upper bounded by some constant (with a careful choice of q). Then, we tailor the online-to-batch conversion (Cesa-Bianchi et al., 2004) , to obtain a classifier v based on all iterates {w t } T t=1 , such that v and u has angle at most θ 2 . We refer the reader to Theorem 4 for a more precise statement.
In addition to establishing angle convergence guaranteee, we also need to ensure that our learning algorithm is attribute-efficient. For this sake, we choose Φ as a regularizer widely used in the attribute-efficient online learning literature (Grove et al., 2001; Gentile, 2003) . It is worth mentioning that if common regularizers such as squared 2 norm are used, we may lose our guarantee of attribute-efficiency.
2) A new sampling and update rule that deals with bounded noise. As discussed above, a key step in the above regret minimization argument is to define g t , the loss gradient in our online linear optimization problem, such that
For each iterate w t , we choose to sample labeled example (x t , y t ) from the data distribution D conditioned on the band
x :
wt wt , x ≤ b , similar to Dasgupta et al. (2009) ; this turns out to be more suitable for our regret minimization argument than the sampling strategy in Balcan et al. (2007) , which uses a fixed sampling region for all x t 's. Based on labeled example (x t , y t ), a natural choice of g t is the negative Perceptron update, that is, g t = −1(ŷ t = y t )y t x t , whereŷ t = sign ( w t , x t ) is the current classifier's prediction. Unfortunately, due to the asymmetry of the unlabeled data distribution 2 , this g t does not have the property we desire (in fact, the induced f u,b (w t ) can be negative with such choice of g t ). To cope with this issue, we propose a novel setting of g t that takes into account the bounded noise rate η:
Observe that the above choice of g t is more aggressive than the Perceptron update, in that when η > 0, even if the current predictionŷ t matches the label returned by the oracle, we still update the model. In the extreme case that η = 0, we recover the Perceptron update. We show that, this new setting of g t , in combination with the aforementioned adaptive sampling scheme, yields a function f u,b (w) that possesses desirable properties. We refer the reader to Lemma 6 for a precise statement of this argument.
3) Averaging-based initialization that exploits sparsity. The above arguments suffice to establish a local convergence guarantee, i.e. given a vector v 0 with θ(v 0 , u) ≤ π 32 , one can repeatedly run a sequence of online mirror descent updates and online-to-batch conversions, such that for each k ≥ 0, we obtain a vector v k such that θ(v k , u) ≤ π 32·2 k . It remains to answer the question of how to obtain such a vector v 0 using active learning in an attribute-efficient manner. To this end, we design an initialization procedure that finds such v 0 withÕ s (1−2η) 4 · polylog (d) examples. It consists of two stages. The first stage performs the well known averaging algorithm (Kearns, 1998) , in combination with a novel hard-thresholding step (Blumensath and Davies, 2009 ). This stage gives a unit vector w such that w , u ≥ Ω(1 − 2η) with high probability, usingÕ s ln d
(1−2η) 2 labeled examples. The second stage performs online mirror descent update with adaptive sampling as before, but with the important constraint that w t , w ≥ Ω(1 − 2η) for all iterates w t . By a more careful analysis using the function f u,b discussed above (that accounts for the case where input w t 2. Yan and Zhang (2017) extensively utilizes the symmetry of the uniform unlabeled distribution to guarantee that the expectation is positive if the angle between wt and u is large; we cannot use this as we are dealing with a more general family of log-concave unlabeled distribution, which can be highly asymmetric.
can have a large obtuse angle with u), we obtain a vector v 0 that has the desired angle upper bound, with the aforementioned label complexity. We refer the reader to Lemma 14 and Theorem 3 for more details.
Preliminaries
Active learning in the PAC model. We consider active halfspace learning in the agnostic PAC learning model (Kearns et al., 1994; Balcan et al., 2009) . In this setting, there is an instance space X = R d where all examples' features take value from, and a label space Y = {+1, −1} where all examples' labels take value from. The data distribution D is a joint probability distribution over X × Y. We denote by D X the marginal distribution of D on X , and by D Y |X=x the conditional distribution of Y given X = x. We will also refer to D X as unlabeled data distribution. Throughout the learning process, the active learner is given access to two oracles: EX, an unlabeled example oracle that returns unlabeled examples randomly drawn from D X , and O, a labeling oracle such that given unlabeled example x as input, returns a label y drawn from D Y |X=x . A classifier is a mapping from X to Y. We consider halfspace classifiers of the form h w : x → sign ( w, x ) where sign (z) = +1 if z ≥ 0 and equals −1 otherwise. The vector w ∈ R d is the parameter of the classifier, which is also a normal vector of its decision hyperplane. For a given classifier h, we use the generalization error to measure its performance, which is given by err(h, D) := P (x,y)∼D (h(x) = y), that is, the probability that a random example drawn from D gets misclassified by h.
We are interested in developing active halfspace learning algorithms that achieves the agnostic PAC guarantee. Specifically, we would like to design an algorithm A, such that it receives as inputs excess error parameter ∈ (0, 1) and failure probability parameter δ ∈ (0, 1), and with probability 1 − δ, after making a number of queries to EX and O, A returns a halfspace h w that has err(h w , D) − min w err(h w , D) ≤ . In addition, we would like our active learner to make as few label queries as possible. We denote by n A ( , δ) the number of label queries of A given parameters and δ; this is also called the label complexity of A.
In active learning, we will sometimes focus on sampling unlabeled examples from D X conditioned on a subset B of R d ; this can be done by rejection sampling, where we repeatedly call EX until we see an unlabeled example x falling in B. Given a unit vectorŵ and b > 0, define
Vectors, norms and convexity notations. For a vector w ∈ R d , we denote by its 0 "norm" as w 0 which counts its number of nonzero elements. A vector w ∈ R d is said to be s-sparse, if w 0 ≤ s. Given s ∈ {1, . . . , d}, denote by H s the hard thresholding operator, that is, H s (w) zeros out all but s largest entries of w in absolute value. It is well known that H s (w) is a best s-sparse approximation of w under the 2 metric.
For a γ ∈ [1, ∞], denote by w γ the γ -norm of vector w in R d . In this paper we will consider a few different settings of γ, such as γ = 1, 2, ∞. If not explicitly mentioned, · denotes the 2 norm. Throughout the paper, we reserve p and q for specific real values: p = ln(8d) ln(8d)−1 , and q = ln(8d) (that is, 1 p + 1 q = 1). For a vector w, we will often normalize it to a unit vector, which is denoted byŵ = w w . For two vectors w 1 , w 2 , we write θ(w 1 , w 2 ) = arccos ( ŵ 1 ,ŵ 2 ) as the angle between them.
Given a convex and differentiable function f , we define its induced Bregman divergence as:
Note that by the convexity of f , D f (w, w ) ≥ 0 for all w and w . A function f is said to be λ-strongly convex with respect to the norm · , if D f (w, w ) ≥ λ 2 w − w 2 holds for all w and w in its domain. In our algorithm, we will frequently use the following convex function: Shalev-Shwartz and Singer, 2007, Lemma 17) . In addition, ∇Φ v is a one-to-one mapping from R d to R d , and therefore has an inverse, denoted as ∇Φ −1 v . For a set A, denote byĀ the complement set of A. For a natural number n, denote by [n] = {1, . . . , n} the set of natural numbers up to n.
Distributional assumptions. Throughout this paper, we make the following two assumptions on the data distribution D.
Assumption 1 The data distribution D satisfies the η-bounded noise condition with respect to an s-sparse unit vector u ∈ R d , where the noise rate η ∈ [0, 1/2). Namely, for all x ∈ X ,
Assumption 1 is a special case of the well-known η-bounded noise model. The assumption implies that the Bayes optimal classifier with respect to the distribution D is h u . As a consequence, the optimal halfspace is h u , namely err(h u , D) = min w err(h w , D). Note that if s = d, no sparsity property of the optimal halfspace is assumed. Assumption 2 has appeared in many prior works on active learning, for example, Balcan and Long (2013) . Using the geometric toolkit of isotropic logconcave distributions developed in Lovász and Vempala (2007) , Balcan and Long (2013) shows the following important lemma.
Lemma 1 Suppose that Assumption 2 is satisfied. Then there are absolute constants c 1 and c 2 , such that for any two vectors v 1 and v 2 ,
Without distributional assumptions, it is known that agnostically learning halfspaces is computationally hard (Feldman et al., 2006; Guruswami and Raghavendra, 2009) . We leave the question of whether our algorithm can handle broader unlabeled data distributions such as s-concave distributions (Balcan and Zhang, 2017) to future work.
Main algorithm
We present Algorithm 1, our noise-tolerant attribute-efficient active learning algorithm, in this section. It consists of two stages: an initialization stage INITIALIZE (line 2) and an iterative refinement stage (lines 3 to 6). In the initialization stage, we aim to find a vectorṽ 0 such that θ(ṽ 0 , u) ≤ π 32 ; in the iterative refinement stage, we aim to bring our iterate v k closer to u after each phase k. Specifically, suppose that θ(ṽ k−1 , u) ≤ π 32·2 k−1 at the beginning of iteration k, then after the execution of line 5, we aim to obtain a new iterate v k such that θ(ṽ k , u) ≤ π 32·2 k with high probability. The iterative refinement stage ends when k reaches k 0 , in which case we are guaranteed that
Algorithm 1 Main algorithm Require: Target error , failure probability δ, bounded noise level η, sparsity s.
be the total number of iterations, where c 1 is defined in Lemma 1 .
Algorithm 2 REFINE Require: Initial halfspace w 1 , failure probability δ , bounded noise level η, sparsity s, learning rate α, bandwidth b, convex constraint set K, regularization function R(w), number of iterations T . Ensure: Refined halfspacew. 1: for t = 1, 2, . . . , T do 2:
and query O for its label y t .
3:
Update:
Algorithm 3 INITIALIZE Require: Failure probability δ , bounded noise parameter η, sparsity parameter s.
The refinement procedure. We first describe our refinement procedure, namely Algorithm 2 in detail. When used by Algorithm 1, it requires that the input w 1 has angle θ ∈ [0, π 32 ] with u, and aims to find a neww such that it has angle θ 2 with u. It performs iterative update on w t 's (lines 1 to 4) in the following manner. Given the current iterate w t , it defines a (time-varying) sampling region Bŵ t,b , samples an example x t from D X conditioned on Bŵ t,b , and queries its label y t . This time-varying sampling strategy has appeared in many prior works on active learning of halfspaces, such as Dasgupta et al. (2009) ; Yan and Zhang (2017) , and is slightly different from Balcan et al. (2007) where all x t 's come from the same distribution. Then, given the example (x t , y t ), it performs an online mirror descent update (line 3) with regularizer R(w), along with a carefully designed update vector −αg t . The gradient vector
is a carefully-scaled version of −y t x t . Observe that if the bounded noise rate η = 0, i.e. the realizable setting, our algorithm will set g t = −1(ŷ t = y t )y t x t , which is the gradient vector widely used in online classification algorithms, such as Perceptron (Rosenblatt, 1958) , Winnow (Littlestone, 1987) and p-norm algorithms (Grove et al., 2001; Gentile, 2003) . As we shall see, this modified update is vital to the bounded noise tolerance property of our algorithm (see Lemma 6). We remark that Algorithm 2 is computationally efficient, as each step of online mirror descent update only requires solving a convex optimization problem; specifically, K is a convex set, and D R (·, ·) is convex in its first argument.
We also remark that when invoking Algorithm 2, we use regularizers
This choice of regularizer is well known to induce attribute efficiency (Grove et al., 2001; Gentile, 2003) . It is also possible to use the negative entropy regularizer along with the feature augmentation trick as in Kivinen and Warmuth (1997) to obtain attribute efficiency; we leave the details to future work. If instead we choose the squared distance function Φ v,2 (w) = 1 2 w−v 2 2 as the regularizer, the resulting algorithm may not have the attributeefficiency property as desired.
After a sequence of iterates w 1 , . . . , w T have been generated, we tailor a standard online-tobatch conversion (Cesa-Bianchi et al., 2004) to our problem: we take an average over the normalization of w t 's (i.e.ŵ t 's), and furthermore normalize, resulting in our refined estimatew.
In the calls of Algorithm 2 in Algorithm 1, we use convex constraint sets K k of the form
This is different from the choice of constraint sets in Zhang (2018) , where additional 1 -norm constraints are incorporated and are crucial to obtain near-optimal dependence on the sparsity and data dimension. We remark that 1 -norm constraints are not vital in our algorithm: so long as the premises of Lemma 8 hold (see Appendix C), we will obtain the same convergence and label complexity guarantee.
The initialization procedure. Our initialization procedure, Algorithm 3 aims to produce a vector v 0 such that θ(ṽ 0 , u) ≤ π 32 . It is comprised of two stages. At its first stage, it generates a very coarse estimate of u, namely w , as follows: first, we randomly sample m examples {x i } m i=1 from D X and query their labels {y i } m i=1 , then take the average of x i y i 's, resulting in w avg (line 2); next, it performs hard-thresholding and normalization on w avg (line 3), with parameters
At its second stage, it uses REFINE (Algorithm 2) to obtain a better estimate, with a constraint set K that incorporates the knowledge obtained at the first stage: for all w in K, w satisfies u, w ≥ Ω(1 − 2η). From the guarantees from the first stage, we know that u is in K. From a technical perspective, this additional linear constraint in K ensures that for all w in K, θ(w, u) ≤ π − Ω((1 − 2η)), which gets around technical difficulties when dealing with iterates w t that are nearly opposite to u (see the proof of Lemma 20 in Appendix D).
Performance guarantees
We now provide performance guarantees of Algorithm 1, showing that: (1) it is able to achieve any target excess error rate ∈ (0, 1); (2) it tolerates any bounded noise rate η ∈ [0, 1/2); and (3) its label complexity has near-optimal dependence on the sparsity and data dimension, and has substantially improved dependence on the noise rate.
Theorem 2 (Main result) Suppose Algorithm 1 is run under a distribution D such that Assumptions 1 and 2 are satisfied. Then with probability 1 − δ, it returns a linear classifier w such that err(h w , D) − err(h u , D) ≤ . Moreover, our algorithm tolerates any noise rate η ∈ [0, 1/2), and asks for a total ofÕ
The proof of this theorem consists of two parts: first, we show that with high probability, our initialization procedure returns a vectorṽ 0 that is close to u, in the sense that ṽ 0 = 1 and θ(ṽ 0 , u) ≤ π 32 (Theorem 3); Second, we show that given suchṽ 0 , with high probability, our refinement procedure (lines 3 to 6) will finally return a vectorṽ k 0 that has the target error rate .
(Theorem 4). In Appendix B, we discuss an extension of the theorem that establishes an upper bound on the number of unlabeled examples it encounters, and discuss its implication to supervised learning.
Initialization step. We first characterize the guarantees of INITIALIZE in the following theorem.
Theorem 3 (Initialization) Suppose Algorithm 3 is run under a distribution D such that Assumptions 1 and 2 are satisfied, with bounded noise rate η, sparsity parameter s, and failure probability δ . Then with probability 1 − δ , it returns a unit vectorṽ 0 , such that θ(ṽ 0 , u) ≤ π 32 . In addition, the total number of label queries it makes is O
We prove the theorem in two steps: first, we show that lines 2 and 3 of Algorithm 3 returns a unit vector w that has a positive inner product with u, specifically, Ω(1 − 2η). This gives a halfspace constraint on u, formally u, w ≥ Ω(1 − 2η). Next, we show that applying Algorithm 2 with the feasible set K that incorporates the halfspace constraint, and an appropriate choice of b, gives a unit vectorṽ 0 such that θ(ṽ 0 , w) ≤ π 32 . We defer the full proof of the theorem to Appendix D. Refinement step. Theorem 4 below shows that after hard thresholding and one step of REFINE (line 5), Algorithm 1 halves the angle upper bound between the current predictorṽ k and u. Therefore, by induction, repeatedly applying Algorithm 2 brings θ(ṽ k 0 , w) down to with high probability, which can be viewed as a local convergence guarantee.
Theorem 4 (Refinement) Suppose we are given a unit vectorṽ such that θ
. Then with probability 1−δ , it outputsṽ such that θ(ṽ , u) ≤ θ 2 ; moreover, the total number of label queries it makes is O
The intuition behind the theorem is as follows: we define a function f u,b (w) that measures the closeness between unit vector w and the underlying optimal classifier u. As Algorithm 2 performs online mirror descent on the linear losses {w → g t , w } T t=1 , it achieves a regret guarantee, which implies an upper bound on the average value of {f u,b (w t )} T t=1 . As f u,b (w) measures the closeness between w and u, we can conclude that there is a overwhelming portion of {w t } T t=1 that has a small angle with u. Consequently, by averaging and normalization, it can be argued that the resulting unit vectorṽ =w is such that θ(ṽ , u) ≤ θ 2 . We defer the full proof of the theorem to Appendix C. Theorem 2 is now a direct consequence of Theorems 3 and 4. Proof [Proof of Theorem 2] We define event E 0 as the event that the guarantees of Theorem 3 holds with failure probability δ = δ 2 . In addition, we define event E k as the event that the guarantees of Theorem 4 holds for inputṽ =ṽ k−1 , angle upper bound θ = π 32·2 k−1 and outputṽ =ṽ k with failure probability δ = δ 2k(k+1) . It can be easily seen that P
for all k ≥ 1.
Consider event E = k 0 k=0 E k . Using union bound, we have that
On event E, we now show inductively that θ(ṽ k , u) ≤ π 32·2 k for all k ∈ {0, 1, . . . , k 0 }.
Base case. By the definition of E 0 and the fact that E ⊂ E 0 , we have θ(ṽ 0 , u) ≤ π 32 . Inductive case. Now suppose that on event E, we have θ(ṽ k−1 , u) ≤ π 32·2 k−1 . Now by the definition of event E k , we have that after Algorithm 2, we obtain a unit vector v k such that θ(ṽ k , u) ≤ π 32·2 k . This completes the induction. Specifically, on event E, after the last phase k 0 = log 1 c 1 , we obtain a vector w =ṽ k 0 , such that θ(w, u) ≤ π 32·2 k 0 ≤ c 1 . Now applying Lemma 1, we have that P(sign ( w, x ) = sign ( u, x )) ≤ 1 c 1 θ(w, u) ≤ . By triangle inequality, we conclude that
We now upper bound the label complexity of Algorithm 1. The initialization phase uses
3 label queries. Therefore, the total number of label queries by Algorithm 1 is:
The proof is complete.
Conclusion and Discussion
In this work we substantially improve upon the state-of-the-art results on efficient active learning of sparse halfspaces under bounded noise. Furthermore, our proposed combination of online mirror descent with the margin-based analysis could have other applications in the design of learning algorithms. Our algorithm has a near-optimal label complexity ofÕ s (1−2η) 2 polylog d, ln 1 in the local convergence phase, while having a suboptimal label complexity ofÕ s (1−2η) 4 polylog (d) in the initialization phase. It is still an open question whether we can obtain an efficient algorithm that achieves an information-theoretic optimal label complexity ofÕ s (1−2η) 2 polylog d, ln 1 , possibly via suitable modifications of our initialization procedure. It would be promising to extend our results beyond isotropic log-concave unlabeled distributions. One such class of candidates is s-concave distributions that have been recently studied (Balcan and Zhang, 2017) . It would also be interesting to investigate whether our algorithmic insights can find applications for learning halfspaces under the challenging Tsybakov noise model (Hanneke, 2011) . Finally, it would be interesting to extend our ideas to actively learn more general classes such as low degree polynomials, perhaps using additional comparison queries as explored in recent works (Kane et al., 2017; Xu et al., 2017; Hopkins et al., 2020) .
Appendix A. Additional related works
There is a rich literature on learning halfspaces in the presence of noise. For instance, Blum et al. (1996) ; Dunagan and Vempala (2008) studied noise-tolerant learning of halfspaces under the random classification noise model, where each label is flipped independently with probability exactly η. Their algorithm proceeds as optimizing a sequence of modified Perceptron updates, and the analysis implies that the desired halfspace can be learned in polynomial time with respect to arbitrary unlabeled distribution. Kearns and Li (1988) considered learning halfspaces with malicious noise, where with some probability the learner is given an adversarially-generated pair of feature vector and label. Notably, their work showed that under such noise model, it is still possible to learn a good halfspace for arbitrary data distribution in polynomial time, provided that the noise rate isΩ( d ). In a series of recent work, this bound has been significantly improved by making additional assumptions on the data distribution and more sophisticated algorithmic designs (Klivans et al., 2009; Long and Servedio, 2011; Awasthi et al., 2017) . The bounded noise, also known as Massart noise (Massart and Nédélec, 2006) , was initially studied in Sloan (1988 Sloan ( , 1992 ; Rivest and Sloan (1994) . Very recently, Diakonikolas et al. (2019a) presented an efficient learning algorithm that has distributionfree guarantee (albeit with vanishing excess error guarantees only in the random classification noise setting), whereas most of the prior works are built upon distributional assumptions (Awasthi et al., 2015 (Awasthi et al., , 2016 Yan and Zhang, 2017; Zhang, 2018) . It is worth noting that other types of noise, such as malicious noise (Valiant, 1985) and adversarial noise (Kearns et al., 1994) , have also been widely studied (Kalai et al., 2008; Klivans et al., 2009; Kane et al., 2013; Daniely, 2015; Awasthi et al., 2017; Diakonikolas et al., 2019b) .
There is a large body of theoretical works on active learning for general hypothesis classes; see e.g. Dasgupta (2005) ; Balcan et al. (2009); Hanneke (2014) and the references therein. Despite their generality, many of the algorithms developed therein are not guaranteed to be computationally efficient. For efficient noise-tolerant active halfspace learning, aside from the aforementioned works in Table 1 , we also remark that the work of Balcan and Feldman (2013) provides the first computationally efficient algorithm for halfspace learning under log-concave distribution that tolerates random classification noise, with a label complexity of poly d, ln 1 , 1 1−2η . Prior to our work, it is not known how to obtain an attribute-efficient active learning algorithm with label complexity poly s, ln d, ln 1 , 1 1−2η , even under this weaker random classification noise setting. Parallel to the development of attribute-efficient learning in learning theory, there have been a large body of theoretical works developed in compressed sensing (Donoho, 2006) . In this context, the goal is twofold: 1) design an efficient data acquisition scheme to significantly compress a highdimensional but effectively sparse signal; and 2) implement an estimation algorithm that is capable of reconstructing the underlying signal from the measurements. These two phases are bind together in view of the need of low sample complexity (i.e. number of measurements), and a large volume of theoretical results have been established to meet the goal. For instance, many of the early works utilize linear measurements for the sake of its computational efficiency, and focus on the development of effective recovery procedures. For example, basis pursuit and the Lasso (Chen et al., 1998; Tibshirani, 1996) were proposed as the first estimation paradigms, which pursues a solution with minimum 1 -norm that best fits the data. Later on, Candès and Tao (2005) ; Wainwright (2009) showed that such simple convex programs essentially guarantee near-optimal sample complexity if the data satisfy the restricted isometry property. Following the seminal work of Candès and Tao (2005) , a series of works showed that carefully designed greedy algorithms provide comparable statistical guarantee while enjoying economic computational cost (Tropp and Gilbert, 2007; Blumensath and Davies, 2009; Needell and Tropp, 2009; Foucart, 2011; Zhang, 2011) . There is also a plethora of works that investigate the construction of linear mappings. Typically the Gaussian sensing matrices are of primary interest, since they account for an accurate recovery with optimal sample complexity (Candès and Tao, 2006) . In some applications, however, partial Fourier matrices or sparse matrices are utilized in view of their faster projection (Rudelson and Vershynin, 2006; Gilbert and Indyk, 2010) .
Though elegant in theory and compelling in practice, Boufounos and Baraniuk (2008) pointed out that it is not always realistic to collect such linear measurements since they entail infinite-bit precision for the hardware. Alternatively, in real-world applications the measurements are often quantized into finite bits and in the extreme case, only the sign patterns are retained. The problem of recovering a signal from its binary measurements is referred to as 1-bit compressed sensing, and it bears the potential of savings of physical storage as long as accurate estimation in the low-bit setting does not require significantly more measurements. In order to account for the new data acquisition scheme, a large body of new estimation paradigms are developed in recent years. For instance, Jacques et al. (2013) showed that exact recovery can be achieved by seeking a global optimum of a sparsity-constrained nonconvex program. Plan and Vershynin (2013a,b) ; Zhang et al. (2014) further demonstrated that 1 -norm based convex programs inherently behave as well as the nonconvex counterpart, in the sense that the sample complexity still has optimal dependence on the dimension and sparsity. Generally speaking, the difference between 1-bit compressed sensing and learning of halfspaces lies in the fact that in compress sensing one is able to control how the data are collected. Interestingly, Knudson et al. (2016) ; Baraniuk et al. (2017) showed that if we manually inject Gaussian noise before quantization and pass the variance parameter to the recovery algorithm, it is possible to estimate the magnitude of the signal.
The idea of active learning is also broadly explored in the compressed sensing community under the name of adaptive sensing (Haupt et al., 2009; Malloy and Nowak, 2014) . Though Arias-Castro et al. (2013) showed that adaptive sensing strategy does not lead to significant improvement on sample complexity, a lot of recent works illustrated that it does when there are additional constraints on the sensing matrix (Davenport et al., 2016), or when 1-bit quantization is applied during data acquisition (Baraniuk et al., 2017) . As a matter of fact, Baraniuk et al. (2017) showed that by adaptively generating the 1-bit measurements, it is possible to design an efficient recovery algorithm that has exponential decay in reconstruction error which essentially translates into O (s log(d) log(1/ )) sample complexity.
Noisy models are also studied in compressed sensing. For instance, Nguyen and Tran (2013) 
Appendix B. Implication for supervised learning
In this section we briefly outline the implication of our results to supervised learning (i.e. passive learning). As our algorithms acquire examples in a streaming fashion, it can be readily seen that, a variant of Algorithm 1 that queries all unlabeled examples it encounters can be viewed as a supervised learning algorithm. Consequently, the number of examples it encounters equals the total number of labeled examples it consumes, which corresponds to its sample complex-ity. We now show that Algorithm 1 uses at mostÕ s (1−2η) 3 1 (1−2η) 3 + 1 · polylog (d) unlabeled examples; therefore, its induced supervised learning algorithm has a sample complexity of O s (1−2η) 3 1 (1−2η) 3 + 1 · polylog (d) . We remark that prior to our work, no algorithms can provably achieve PAC learning guarantees under arbitrary bounded noise and isotropic log-concave distribution, even in the full-dimensional supervised learning setting.
Theorem 5 With probability 1−δ, Algorithm 1 makes at mostÕ
queries to the unlabeled example oracle EX.
Proof [Sketch] We first observe that if REFINE is run for T iterations with bandwidth b, then with high probability, it will encounter O T b unlabeled examples. This is because, O 1 b calls of EX suffices to obtain an example that lies in Bŵ t,b , which has probability mass Ω(b).
For the initialization step (line 2), Algorithm 1 first draws O s ln d
(
Now we discuss the number of unlabeled examples in phases 1 through k 0 . For the k-th phase, Algorithm 1 runs REFINE withÕ
Therefore, summing over k = 1, 2, . . . , k 0 , the total number of unlabeled examples queried to EX isÕ
Summing over the two parts, the total number of queries to the unlabeled example oracle EX is O
Appendix C. Analysis of local convergence: Proof of Theorem 4
Before delving into the proof of Theorem 4, we first introduce an useful definition. Define function
(1)
Note that for any l > 0 and
We will discuss the structure of f u,b in detail in Appendix E; roughly speaking, f u,b (w) provides a "distance measure" between w and u. The lemma below motivates the above definition of f u,b .
Lemma 6 Given a vector w t and an example (x t , y t ) sampled randomly from Dŵ t,b , defineŷ t = sign ( w t , x t ). Define the gradient vector induced by this example as g t = (− 1
Proof Throughout this proof, we will abbreviate E xt,yt∼Dŵ t ,b as E. By the definition of g t , we have
where the equality uses the tower property of conditional expectation, and the inequality uses Lemma 7 below. Therefore, by linearity of expectation, along with the above inequality, we have:
The lemma follows.
Lemma 7 Fix any x ∈ X . Suppose y is drawn from D Y |X=x that satisfies the η-bounded noise assumption with respect to u. Then,
Proof We do a case analysis. If u, x ≥ 0, by Assumption 1,
We have the following general lemma that provides a characterization of the iterates {w t } T t=1 in Algorithm 2.
Lemma 8 There exists an absolute constant c > 0 such that the following holds. Suppose we are given a vector w 1 in R d , convex set K, and scalars r 1 , r 2 > 0 such that:
2. Both w 1 and u are in K;
3. For all w in K, w − u 2 ≤ r 2 ; in addition, for all w in K, w 2 ≤ 1.
If Algorithm 2 is run with initialization w 1 , step size α > 0, bandwidth b ∈ [0, π 72 ], constraint set K, regularizer R(w) = Φ w 1 (w), number of iterations T , then, with probability 1 − δ,
The proof of this lemma is rather technical; we defer it to the end of this section. We now give an application of this lemma towards our proof of Theorem 4.
Corollary 9 Suppose we are given an s-sparse unit vector v such that
Proof We first check that the premises of Lemma 8 are satisfied with w 1 = v, r 1 = √ 8sθ and r 2 = 4θ. To see this, observe that:
2. Both u and v k−1 are unit vectors, and have 2 distance at most 2θ to v k−1 , therefore they are both in K;
Moreover, every w in K satisfies the constraint w 2 ≤ 1 by the definition of K.
Therefore, applying Lemma 8 with our choice of r 1 , r 2 , α, b, and T , we have that, the following four terms:
Proof [Proof of Theorem 4] First, given a unit vectorṽ such that θ(ṽ, u) ≤ θ, we have that ṽ − u 2 = 2 sin θ(ṽ,u) 2 ≤ θ. As u is s-sparse, and v = H s (ṽ), by Lemma 26, we have that v −u ≤ 2θ. Next, by the definition of K, for all t, w t − u ≤ r 2 = 4θ. By Lemma 28, this implies that θ(w t , u) ≤ π · 4θ ≤ 16θ. Moreover, by the fact that θ ≤ π 32 , for all t, θ(w t , u) ≤ π 2 . We show the following useful claim. Proof We conduct a case analysis:
1. If θ(w, u) ≤ 36b, we are done, because from our choice of b, 36b ≤ θ 5 .
2. Otherwise, θ(w, u) ∈ [36b, π 2 ]. In this case, by item 1 of Lemma 22 in Appendix E, we have that f u,b (w) ≥ θ (w,u) 3 4 ·2 21 . In conjunction with the premise that f u,b (w) ≤ θ 5·3 4 ·2 21 , we get that θ(w, u) ≤ θ 5 . In summary, in both cases, we have θ(w, u) ≤ θ 5 . Now, applying Corollary 9, we have that with probability 1 − δ , the {w t } T t=1 generated by Algorithm 2 are such that
by Claim 10 above, we have θ(w t , u) ≤ θ 5 for these t. Using the fact that for all t in A, θ(w t , u) ≤ 16θ, and the fact that for all t inĀ, θ(w t , u) ≤ θ 5 , we have:
where the second inequality uses item 2 of Lemma 23, the third inequality is by algebra, and the last inequality uses item 1 of Lemma 23. The above inequality, in combination with Lemma 24 yields the following guarantee forw =ṽ:
This implies that θ(ṽ, u) ≤ θ 2 .
C.1. Proof of Lemma 8
Throughout this section, we define a filtration {F t } T t=0 as follows: F 0 = σ(w 1 ),
for all t ∈ [T ]. As a shorthand, we write
Proof [Proof of Lemma 8] From standard analysis of online mirror descent (see e.g. Orabona, 2019, Theorem 6.8) with step size α, constraint set K and regularizer Φ(w) = 1 2(p−1) w − w 1 2 p , we have that for every u in K,
Let u = u in the above inequality, drop the negative term on the right hand side, and observe that g t q ≤ 2 g t ∞ ≤ 2 x t ∞ (see Lemma 25), we have
Moving the first term to the right hand side, and divide both sides by α, we get:
Let us look at each of the terms closely. First, we can easily upper bound D Φ (u, w 1 ) by assumption:
where the first inequality uses the observation that as
Moreover, Lemma 11 implies that there is a numerical constant c 1 > 0, such that with probability 1−δ/3:
Moreover, by Lemma 13, there exists a constant c 2 > 0, such that with probability 1 − δ/3,
Combining Equations (3), (4), (5), (6) and (7), along with union bound, we get that there exists a constant c 3 > 0, such that with probability 1 − δ:
The theorem follows by dividing both sides by (1 − 2η)T .
Lemma 11 Recall that U t = u, −g t . There is a numerical constant c such that the following holds. We have that with probability 1 − δ,
Proof By item 3 of the premise of Lemma 8, along with the fact that w t ∈ K, u − w t ≤ r 2 , we hence have u −ŵ t ≤ 2r 2 using Lemma 27. Therefore, Lemma 12 implies the existence of constants β and β such that for all a ≥ 0,
.
Observe that |M t | ≤ 1. Therefore, U t = u, g t = M t u · x t has the exact same tail probability bound, i.e.
The lemma now follows from Lemma 36 in Appendix G with the setting of Z t = U t .
Lemma 11 relies on the following useful lemma from Awasthi et al. (2017) .
Lemma 12 There exist numerical constants β and β such that: if D X is an isotropic log-concave distribution over R d ,ŵ is a unit vector in R d , and u ∈ R d is such that u 2 ≤ 1, u −ŵ ≤ r, b is a scalar in [0, 1], then for any a ≥ 0, we have
Proof Using Lemma 3.3 of Awasthi et al. (2017) with C = 1, we have that there exists numerical constants c 0 , c 0 > 0, such that for any K ≥ 4,
Therefore, for every a ≥ 4(r
In addition, for every a < 4(r + b), P x∼D w,b (|u · x| ≥ a) ≤ 1 trivially holds, in which case,
Therefore, we can find new numerical constants β = max(c 0 , exp (4c 0 )) and β = c 0 , such that
The lemma below provides a coarse bound on the last term in the regret guarantee (3).
Proof Given x ∈ R d and j ∈ [d], let x (j) be the j-th coordinate of x. As D X is isotropic logconcave, for x ∼ D X , from Lemma 39 we have that for all coordinates j in {1, . . . , d} and every a > 0,
Therefore, using union bound, we have
In addition, as b ∈ [0, π 72 ] ⊂ [0, 1 9 ], we have by Lemma 37, P x∼D X (x ∈ Rŵ ,b ) ≥ b 2 16 . Now, by the simple fact that P(A|B) ≤ P(A) P(B) , we have that
Therefore, taking a = 17 + ln T d δb in the above inequality, we get that, the above event happens with probability at most δ T . In other words, with probability 1 − δ T ,
Thus, taking a union bound, we get that with probability 1 − δ, for every t, Equation (10) Before going into the proof of Theorem 3, we introduce a few notations. Throughout this section, we use E to denote E (x,y)∼D as a shorthand. Denote byw def = E [xy], and denoteÊ as the empirical expectation over (x i , y i ) m i=1 ; with this notation, w avg =Ê [xy]. Denote by ws = Hs(w avg ); in this notation, w = ws ws .
Lemma 14 If Algorithm 3 is run with hard-thresholding parameters = 81 · 2 38 · s (1−2η) 2 , number of labeled examples m = 81 · 2 51 · s (1−2η) 2 ln 8d δ , then with probability 1 − δ /2, the unit vector w obtained at line 3 is such that
Proof First, Lemma 15 below implies that
Moreover, as u is a unit vector, and D X is isotropic log-concave, u, x comes from a onedimensional isotropic log-concave distribution. In addition, y is a random variable that takes values in {±1}. Therefore, by Lemma 34, y u, x is (32, 16)-subexponential. Lemma 31, in allusion to the choice of m, implies that with probability 1 − δ /4,
Thus,
Now, consider ws = Hs(w avg ). By Lemma 17 shown below, with the choice of m, we have that with probability 1 − δ /4, ws 2 ≤ 2. Hence, by union bound, with probability 1 − δ /2, both Equation (14) and ws 2 ≤ 2 hold.
In this event, Lemma 16 (also shown below), in combination with the fact thats = 81·2 38 s (1−2η) 2 , implies that
By the fact that w = ws ws and using again ws ≤ 2, we have
, where the first equality is by the linearity of inner product and expectation, the second equality is by the tower property of conditional expectation. The first inequality uses Lemma 7. For the last inequality, we use the fact that z = u · x can be seen as drawn from a one-dimensional isotropic log-concave distribution with density f Z , along with Lemma 37 with d = 1 with states that for every z ∈ [0, 1/9], f Z (z) ≥ 2 −16 , making E z∼f Z [|z|] bounded from below by 1 9·2 16 .
The following lemma is inspired by Lemma 12 of Yuan and Zhang (2013) .
Lemma 16 For any vector a and any s-sparse unit vector u, we have | Hs(a), u − a, u | ≤ s s Hs(a) .
Proof
Let Ω be the support of Hs(a), and Ω be the support of u. Given any vector v, denote by v 1 (resp. v 2 , v 3 ) the vector obtained by zeroing out all elements outside Ω \ Ω (resp. Ω ∩ Ω , Ω \ Ω) from v. With this notation, it can be seen that Hs(a) = a 2 + a 3 , H k (a), u = a 2 , u 2 , a, u = a 2 , u 2 + a 3 , u 3 . Thus, it suffices to prove that | a 3 , u 3 | ≤ s s Hs(a) . First, this holds in the trivial case that a 3 is a zero-vector. Now suppose that a 3 is non-zero. By the definition of Hs, this implies that all the elements of Hs(a) is non-zero, and hence Hs(a) 0 = s. In addition, every element of a 3 has absolute value smaller than that of Hs(a). Consequently, the average squared element of a 3 is larger than that of Hs(a), namely a 3 2 a 3 0 ≤ Hs(a) 2 Hs(a) 0 .
Since a 3 0 = |Ω \Ω| ≤ |Ω | = s, and Hs(a) 0 =s, we obtain a 3 ≤ s s a 1 . The result follows by observing that | a 3 , u 3 | ≤ a 3 · u 3 ≤ a 3 where the first inequality is by Cauchy-Schwarz and the second one is from the premise that u = 1.
Recall that w avg =Ê [xy] is the vector obtained by empirical average all x i y i 's. In the lemma below, we argue that the 2 norm of ws = Hs(w avg ) is small. As a matter of fact, we show a stronger result that, keeping anys elements of vector w (and zeroing out the rest) makes the resulting vector have a small norm.
Lemma 17 Supposes ∈ [d] is a natural number. With probability 1 − δ /4 over the draw of m = 81 · 2 51 s (1−2η) 2 ln 8d δ examples, the following holds: For any subset Ω ⊂ [d] of sizes, we have that (w avg ) Ω ≤ 2, where (w avg ) Ω is obtained by zeroing out all but the elements in Ω.
Proof We prove the lemma in two steps: first, we show thatw = E [xy] must have a small 2 norm -specifically, this implies that w Ω 2 is small; second, we show thatw and w avg are close to each other entrywise. Then we combine these two observations to show that (w avg ) Ω has a small 2 norm. Write the vectorw = (w (1) ,w (2) , . . . ,w (d) ) and the vector x = (x (1) , x (2) , . . . , x (d) ).
For the first step, by Lemma 18 shown below, we have
For the second step, we know that as x (j) is drawn from an isotropic log-concave and y take values in {±1}, by Lemma 34 in Appendix G, x (j) y is (32, 16)-subexponential. Therefore, by Lemma 31, along with union bound, we have that with probability 1 − δ, for any given coordinate j in [d] ,
where the last inequality is from our setting of m. The above two items together imply that,
The lemma is concluded by recognizing that the left hand side is (w avg ) Ω 2 .
Lemma 18 Given a vector x ∈ X , we write x = (x (1) , x (2) , . . . , x (d) ). We have
As y ∈ {±1}, we have that for every x, ζ(x) ∈ [−1, +1]. In this notation, by the tower property of expectation, E
Therefore,
where the equality is from the definition of f, g L 2 (D X ) , the first inequality is from Bessel's Inequality, and the second inequality uses the fact that ζ(x) 2 ∈ [0, 1] and D X is a probability measure. This completes the proof.
D.2. Obtaining a vector that has a small angle with u
One technical challenge in directly applying the same analysis of Theorem 4 to the initialization phase is that, some of the w t 's obtained may have large obtuse angles with u (e.g. θ(w t , u) is close to π), making their corresponding f u,b (w t ) value small. To prevent this undesirable behavior, Algorithm 3 add a linear constraint w, w ≥ (1−2η) 9·2 19 on the set K when applying REFINE, which ensures that all vectors in K will have angle with u bounded away from π. The lemma below formalizes this intuition.
Recall that Algorithm 3 sets K = w :
Lemma 19 For any two vectors w 1 , w 2 ∈ K, the angle between them, θ(w 1 , w 2 ), is such that
Proof First, by the definition of K, for w 1 , w 2 in K, we have w i , w ≥ (1−2η) 9·2 19 for i = 1, 2. In addition, by the definition of K, both w 1 and w 2 have norms at most 1. This implies that their normalized version,ŵ 1 andŵ 2 , satisfies, ŵ i , w ≥ (1−2η) 9·2 19 for i = 1, 2. For i = 1, 2, letŵ i =ŵ i, +ŵ i,⊥ be an orthogonal decomposition, whereŵ i, (resp.ŵ i,⊥ ) denotes the component ofŵ i parallel to (resp. orthogonal to) w . As ŵ i ≤ 1, we have that
By item 3 of Lemma 23, we get that
The above inequality, in combination with the basic fact that θ(w 1 , w 2 ) ∈ [0, π], implies that
The following lemma is the main result of this subsection, which shows that by using the new constraint set K in Algorithm 3, REFINE obtains a vector with constant angle with u with O s (1−η) 4 labels.
Lemma 20 Suppose we are given a unit vector w such that w , u ≥ (1−2η) 9·2 19 . If Algorithm 2 is run with initialization w 1 = 0, bandwidth b = Θ (1 − 2η) 2 , step size α = Θ (1 − 2η) 2 / ln
, then with probability 1 − δ 2 , it returns a vectorṽ 0 such that θ(ṽ 0 , u) ≤ π 32 .
Proof We first check the premises of Lemma 8 with the chosen w 1 ∈ K, constraint set
2. w 1 is in K by definition; for u, we have u 2 = 1 by definition; u 1 ≤ √ s by the argument above; u, w ≥ (1−2η) 9·2 19 . Therefore, u is also in K.
3. For every w in K, as w 2 ≤ 1, we have w − u ≤ w 2 + u 2 = r 2 ; in addition, by the definition of K, every w in K satisfies that w ≤ 1.
Lemma 22 Suppose w and u are two unit vectors; in addition, suppose b ≤ π 72 . We have:
Proof We prove the two items respectively.
1. For the first item, we denote by φ def = θ(u, w). Define region
It can be easily seen that R 1 is a subset of the disagreement region between w and u. In other words, 1(x ∈ R 1 ) ≤ 1(sign ( w, x ) = sign ( u, x )).
It suffices to show that, region R 1 has probability mass at least b 9·2 18 wrt D X . To see why it completes the proof, observe that
where the first inequality uses the fact that R 1 is a subset of both {x : | w, x | ≤ b} and {x : sign ( w, x ) = sign ( u, x )}; the second inequality uses the fact that for all x in R 1 , |u · x| ≥ sin φ 36 ; the third inequality uses the elementary fact that sin φ ≥ φ 2 . As P x∼D X (| w, x | ≤ b) ≤ b by Lemma 38, this implies that
Now we turn to lower bounding the probability mass of R 1 wrt D X . We first project x down to the subspace spanned by {w, u} -call the projected value z = (z 1 , z 2 ) ∈ R 2 . Observe that z can also be seen as drawn from an isotropic log-concave distribution in R 2 ; denote by f Z its probability density function.
Without loss of generality, suppose w = (0, 1) and u = (sin φ, cos φ). It can be now seen that x ∈ R 1 iff z lies in the parallelogram ABDC, denoted asR 1 , where A = ( 1 36 + b tan φ , b), B = ( 1 18 + b tan φ , b), C = ( 1 36 , 0), D = ( 1 18 , 0). See Figure 1 for an illustration. Crucially, OC = CD = 1 36 , AC = BD = b sin φ ≤ 1 18 , as b ≤ φ 36 ≤ sin φ 18 . Therefore, by triangle inequality, all four vectices, A, B, C, D have distance at most 1 9 to the origin.
Therefore, for all z ∈R 1 , z ≤ 1 9 . By Lemma 37, this implies that f Z (z) ≥ 2 −16 for all z inR 1 . Moreover, the area of parallelogramR 1 is equal to b · 1 36 = b 36 . Therefore,
This completes the proof of the claim.
2. The proof of the second item uses similar lines of reasoning as the first. We denote by φ def = π − θ(u, w). Define region
It can be easily seen that R 2 is a subset of the disagreement region between w and u. In other words, 1(x ∈ R 2 ) ≤ 1(sign ( w, x ) = sign ( u, x )).
It suffices to show that, region R 2 has probability mass at least b 9·2 18 wrt D X . To see why it completes the proof, observe that
where the first inequality uses the fact that R 2 is a subset of both {x : | w, x | ≤ b} and {x : sign ( w, x ) = sign ( u, x )}; the second inequality uses the fact that for all x in R 2 , |u · x| ≥ sin φ 36 ; the third inequality uses the elementary fact that sin φ ≥ φ 2 . As P x∼D X (| w, x | ≤ b) ≤ b by Lemma 38, this implies that
Now we lower bound the probability mass of R 2 wrt D X . We first project x down to the subspace spanned by {w, u} -call the projected value z = (z 1 , z 2 ) ∈ R 2 . Observe that z can also be seen as drawn from an isotropic log-concave distribution on R 2 ; denote by its density f Z (z).
Without loss of generality, suppose w = (0, 1) and u = (sin φ, − cos φ). It can be now seen that x ∈ R 2 iff z lies in the parallelogram CDBA, denoted asR 2 , where Crucially, OC = CD = 1 36 , AC = BD = b sin φ ≤ 1 18 , as b ≤ φ 36 ≤ sin φ 18 . Therefore, by triangle inequality, all four vertices A, B, C, D have distance at most 1 9 to the origin. Therefore, for all z ∈R 1 , z ≤ 1 9 . This implies that f Z (z) ≥ 2 −16 for all z inR 2 . Moreover, the area of parallelogramR 2 is equal to b · 1 36 = b 36 . Therefore,
This completes the proof of the claim. Lemma 25 Recall that q = ln(8d). Then for every x in R d , x q ≤ 2 x ∞ .
We need the following elementary lemmas in our proofs (See e.g. Zhang, 2018, for their proofs).
Lemma 26
If v, u are two vectors in R d , and u is s-sparse, then, H s (v) − u 2 ≤ 2 v − u 2 .
Lemma 27
Suppose v is a unit vector in R d . Then for any w in R d , ŵ − v 2 ≤ w − v 2 .
Lemma 28
If v is a unit vector in R d , and w is a vector in R d , then θ(w, v) ≤ π w − v 2 .
Appendix G. Probability tail bounds
In this section we present a few well-known results about concentrations of random variables and martingales that are instrumental in our proofs. We include the proofs of some of the results here because we would like to explicitly track dependencies on relevant parameters. We start by recalling a few facts about subexponential random variables; see e.g. Vershynin (2018) for a more thorough treatment on this topic.
Lemma 30 Suppose Z is (σ, b)-subexponential, then with probability 1 − δ, |Z − EZ| ≤ 2σ 2 ln 2 δ + 2b ln 2 δ .
Lemma 31 Suppose X 1 , . . . , X n are iid (σ, b)-subexponential random variables, then 1
We next show the following fact: if a random variable has a subexponential tail probability, then it is subexponential.
Lemma 32 Suppose Z is a random variable such that P(|Z| > a) ≤ C exp − a σ for some C ≥ 1. Then, Ee |Z| 2σ(ln C+1) ≤ 4.
Proof We bound the left hand side as follows: where the first equality is from a basic equality for nonnegative random variable Y : E [Y ] = ∞ 0 P(Y ≥ t)dt; the second equality is by rewriting the event in terms of |Z|; the first inequality is from the assumption on |Z|'s tail probability and the simple fact that the probability of an event is always at most 1; the third equality is by decomposing the integration to integration on two intervals; the second inequality uses the fact that the first integral is at most e, and the integrand in the second integral is at most Ce −2 ln C s −2 as s ≥ e; the last inequality uses the fact that C ≥ 1 and e + 1 e ≤ 4.
Lemma 33 For random variable Z and some λ 0 ∈ R + , if E exp (λ 0 |Z|) ≤ C 0 , then Z is ( 4
, where each summand is an nonnegative number, we have that for all i,
where the second inequality is by our assumption. We introduce a new random variable Z such that Z has the exact same distribution as Z, and is independent of Z. Observe that Z − Z has a symmetric distribution, and therefore E(Z − Z ) i = 0 for all odd i. We look closely at the moment generating function of Z − Z :
where the second equality uses the fact that Z −Z has a symmetric distribution. Importantly, by the conditional Jensen's Inequality and the convexity of exponential function, E exp (λ(Z − E[Z])) ≤ E exp (λ(Z − Z )). Therefore, it suffices to bound E exp (λ(Z − Z )) for all λ ∈ [− λ 0 4 , λ 0 4 ]. We have the following sequence of inequalities:
where the first inequality we separate out the first constant term, and use the basic fact that |z − z | j ≤ 2 j−1 (|z| j + |z | j ) for all j ≥ 1, and the fact that Z and Z has the same distribution; the second inequality uses Equation (24) ; the last inequality uses the simple fact that 1 + x ≤ e x for all x in R.
To conclude, we have that for all λ ∈ [− λ 0 4 , λ 0 4 ],
Importantly, based on the above two lemmas we have the following subexponential property of isotropic log-concave random variables.
Lemma 34 If X is a random variable drawn from a 1-dimensional isotropic log-concave distribution D X , then X is (32, 16)-subexponential. Moreover, for any random variable Y such that |Y | ≤ 1 almost surely, Y X is also (32, 16)-subexponential.
Proof By Lemma 39, we have that P(|X| ≥ t) ≤ e · e −t . Applying Lemma 32 with σ = 1 and C = e, we have that Ee |X| 4 ≤ 4. Now, using Lemma 33 with λ 0 = 1 4 and C 0 = 4, we have that X is (32, 16)-subexponential. The second statement follows from the exact same line of reasoning, starting from P(|Y X| ≥ t) ≤ P(|X| ≥ t) ≤ e · e −t .
We need the following standard martingale concentration lemma where the conditional distribution of each martingale difference term has a subexponential distribution. We merely include its proof for completeness.
In the two lemmas below, we use the shorthand that E t [·] def = E [· | F t ], and P t (·) def = P (· | F t ).
Lemma 35 Suppose {Z t } m t=1 is sequence of random variables adapted to filtration {F t } m t=1 . In addition, each random variable Z t is conditionally (σ, b)-subexponential, formally,
Then with probability 1 − δ,
