Abstract. Results from the Intergovernmental Panel on Climatic Change (IPCC) tropospheric photochemical model intercomparison (PhotoComp) are presented with a brief discussion of the factors that may contribute to differences in the modeled behaviors of HO x cycling and the accompanying 03 tendencies. PhotoComp was a tightly controlled model experiment in which the IPCC 1994 assessment sought to determine the consistency among models that are used to predict changes in tropospheric ozone, an important greenhouse gas. Calculated tropospheric photodissociation rates displayed significant differences, with a root-mean-square (nns) error of the reported model results ranging from about _+6-9% of the mean (for 03 and NO2) to up to +15% (H202 and CH20). Models using multistream methods in radiative transfer calculations showed distinctly higher rates for photodissociation of NO 2 and CH20 compared to models using two-stream methods, and this difference accounted for up to one third of the rms error for these two rates. In general, some small but systematic differences between models were noted for the predicted chemical tendencies in cases that did not include reactions of nonmethane hydrocarbons (NMHC). These differences in modeled 03 tendencies in some cases could be identified, for example, as being due to differences in photodissociation rates, but in others they could not and must be ascribed to unidentified errors. 03 tendencies showed nns errors of about___10% in the moist, surface level cases with NO x concentrations equal to a few tens of parts per trillion by volume. Most of these model to model differences can be traced to differences in the destruction of 03 due to reaction with HO 2. Differences in HO 2, in turn, are likely due to (1) inconsistent reaction rates used by the models for the conversion of HO 2 to H202 and (2) differences in the model-calculated photolysis of H202 and CH20. In the middle tropospheric "polluted" scenario with NO x concentrations larger than a few parts per billion by volume, 03 tendencies showed nns errors of _+10-30%. These model to model differences most likely stem from differences in the calculated rates of 03 photolysis to O(•D), which provides about 80% of the HO x source under these conditions. The introduction of hydrocarbons dramatically increased both the rate of NO x loss and its model to model differences, which, in turn, are reflected in an increased spread of predicted 03. Including NMHC in the simulation approximately doubled the rms error for 03 concentration.
Introduction
Since preindustrial times there has been a steady increase in atmospheric concentrations of radiatively important greenhouse gases such as methane (CH4) and carbon dioxide (CO2) [Keeling et al., 1982; Kahlil and Rasmussen, 1987] .
These increases are expected to be paralleled by increased emissions of nitrogen oxides (NOx= NO + NO2) [Dignon and Hameed, 1989] . Photochemical reactions of these gases may generate tropospheric ozone (03) and, indeed, recent evidence suggests that concentrations of tropospheric 0 3 have nearly doubled over the last century [Volz and Kley, 1988; Harris et al., 1995] . Such 0 3 increases will also tend to enhance the concentration of OH, which drives the removal of many major greenhouse gases. However, the concurrent growth of CH 4 has the opposite effect and will tend to suppress OH [Thompson, 1992] . The net effect on the chemical composition of the troposphere due to the increased emissions during the industrial era is a complex interaction between atmospheric constituents which is dependent on the physical state of the atmosphere (temperature and water vapor), transport and mixing, and chemical interactions.
In order to assess the ultimate chemical and radiative effects that such human-induced perturbations produce on a global scale, it is necessary to accurately model both the transport and the chemical responses of atmospheric gases to these perturbations. In 1994 the Intergovernmental Panel on Climate Change (IPCC)began intercomparisons of both tropospheric transport and photochemical models as a first step toward evaluating coupled global chemical transport models. We report here some of the results from the photochemical portion of that assessment (PhotoComp). For further information on the structure of the intercomparison the reader is referred to Prather et al. [1995] and Stordal et al. [1995] .
PhotoComp was focused on elucidating the variability of results among published models, rather than being an attempt to intercompare, for instance, chemical mechanisms.
Therefore, while the chemical mechanisms used in the various models were intentionally not standardized for this intercomparison, chemistry was limited to relatively simple, well-understood and agreed-upon gas-phase processes such as those described by DeMore et al. [1992] . Simulations including only CH 4 and carbon monoxide (CO) oxidation were examined separately from those also including nonmethane hydrocarbon (NHMC)oxidation to isolate differences that various NMHC chemistry parameterizations may introduce. There was no attempt to remove differences in model parameters such as kinetics data (rate constants), radiative transfer formulations, or chemical solvers. The goal of PhotoComp was to evaluate the consistency among models in the simulation of a simply characterized system in order to provide a necessary perspective in interpreting results from the more complicated IPCC model assessments. It should also be stressed that this intercomparison was structured to simulate only one process (i.e., gas-phase photochemistry) from the highly complex and interdependent system of processes present in the atmosphere. Dry deposition and in-cloud wet heterogeneous chemistry, for example, were neglected. In addition to the above stated goals we anticipate that the results presented in this paper should prove useful for modelers who wish to benchmark and evaluate the performance of their photochemical model in comparison with results from the several models presented here. Input atmospheric and radiative parameters and initial conditions were strictly defined. Radiative calculations were specified as for clear-sky conditions with a solar zenith angle of 23 ø (July 1, 45øN 
Summary of Results

Photolysis Rates
The mean values and 1 rms error for the four selected photolyric reactions are listed in Table 3 for four altitudes. The majority of the models used quantum yields and crosssection data from the Jet Propulsion Laboratory recommendations of DeMore et al. [1992] . Five models used data recommended by various earlier references, but any dependence of the differences in photodissociation rates between the models on the choice of photokinetics data used was apparently masked by other larger dependencies.
The effect of multiple scattering on photodissociation rates is expected to be significant for molecules whose absorption cross sections are large above about 300 nm [e.g., Meier et al., 1982] . Below this wavelength, absorption accounts for most of the radiative transfer process. For the molecules considered in PhotoComp, multiple scattering is most likely to enhance the photodissociation rates of NO 2 and CH20, which are driven by wavelengths longer than 320 nm, while it should have a lesser effect on those of 0 3 (to O(1D)) and H20 2, which emphasize the shorter wavelengths near 310 nm.
The models participating in PhotoComp may be broadly separated into two groups: those using multistream methods of radiative transfer to account for scattering and those using some form of a two-stream method. Specific types of twostream methods represented by one or more models in PhotoComp include collimated [e.g., Isaksen et al., 1977] , isotropic [e.g., Luther, 1980] , and delta or delta-Eddington [e.g., Madronich, 1987] . Of the 20 models represented in Table 3 , 16 employed one of the two-stream approximations, and four used multistream approximations. reservoir species. A cursory examination of diurnally averaged photolysis rates used by the models in subsets 2 and 3 ( Figure 7 ) suggests that with one or two exceptions there is a tendency for subset 2 models to calculate slightly slower rates than subset 3 for the photodissociations of H202 and CH20 in the boundary layer. The diurnally averaged production of HO x from each of these pathways was estimated for the last day of model integration by using the appropriate model reported concentrations and diurnally averaged photolysis rates. These are shown in Table 4 , along with calculated correlations between the photolysis rates that drive the production pathways and HO 2 concentrations. As expected, the dominant production of HO x is the pathway initiated by the photolysis of 0 3. However, the largest rms errors are calculated for the sources from H202 and CH20 photolysis, and the model to 
NO 2 +OH-> HNO 3 (R10)
The growth rate of HNO 3 (not shown) is initially 2.5 to 3 ppbv d -1 but slows to <1 ppbv d -1 toward the end of the simulation as NO x concentrations decrease. The transition from a "high-NOx" to a "low-NOx" regime is also reflected in the behavior of H20 2 (not shown). The initial net tendency of H202 is to decrease while total HO x is suppressed, but as NO x concentrations fall and HO x increases, H202 reverses trend and begins to increase as its production rate becomes larger than its photolyric destruction.
A secondary effect of the "high-NOx" regime is an increased OH:HO x ratio (Figure 8d) , because the OH:HO 2 balance is strongly controlled by the conversion of HO 2 to OH by NO (R8). After NO x concentrations fall below 2 ppbv at the end of the simulation, HO x radicals increase dramatically, and the OH:HO x ratio also begins to decrease. 03 concentrations increase consistently throughout the simulation (Figure 8a Table 5 lists the contribution to the total HO x source from the photolysis of 0 3, CH20, and H202. In this analysis the largest positive correlation between HO 2 and photolysis rates was calculated for 03 photolysis. This calculation suggests that model to model differences in the HO x sources that drive the differences in HO x also subsequently have effects on the differences in NO x and in the 03 production rate for the Plume-X case.
Hydrocarbon Cases
There is no widely accepted standard for hydrocarbon oxidation schemes, as there is for inorganic chemistry and Small but systematic differences were found between models in the simulation of the moist, lower tropospheric cases (e.g., Marine). These differences are important, because most of the global photochemical destruction of 0 3 occurs in the remote lower troposphere under conditions similar to the Marine case.
The 10% rms error for the net 0 3 tendency in this case is primarily due to model to model differences in the rate of reaction of 0 3 with HO 2. The differences in HO 2, in turn, can be traced to (1) inconsistent conversion rates for HO 2 to H20 2 due to some models leaving out the water vapor dependence for the self-reaction of HO 2 and (2) differences in the rates of While the choice of radiative transfer method had a significant impact on the rates of species that are photolyrically destroyed in the longer wavelengths (NO 2 and CH20 ), this had little or no effect on the photolysis rates calculated for those species driven by the relatively shorter wavelengths (03 and H202).
In the middle tropospheric case (Plume-X) with high initial concentrations of NO x a significant correlation was found between differences of HO x from the mean and differences of the photolytic source term initiated by photolysis of 03.
These differences in turn affect the model-calculated decay of NO x and the associated 03 production rate, which had rms errors between 10% and 30%. Models predicted 0 3 concentrations for the high-altitude Free case that were in closer agreement because of the slow chemistry under the prescribed conditions, but the rms error for 0 3 tendency was about 20% of the decay rate. The introduction of hydrocarbons to the system further exacerbates the model to model differences, since NO x then decays in less than a day to both HNO 3 and PAN, and the scatter between model results for both NO x and 0 3 increases. In both of the cases that consider hydrocarbons the rms error for 0 3 concentration approximately doubled when NMHCs were included.
One of the most significant factors contributing to differences between these models is, not surprisingly, the radiative calculations for photolysis rates, which display typical rms errors of 5-15% of the mean. While it would be useful to pinpoint photodissociation rates in future intercomparisons such as this one in order to understand differences in chemistry, this error between models is still within the general range of accuracy for photokinetics data such as those of DeMore et al. [1992] . A useful next step might include a closer examination of model-generated diurnal cycles of photodissociation rams and a comparison of these with data.
The results from this intercomparison indicate that even for the simulation of extremely simple situations, there can be discrepancies in resulting constituent concentration and tendencies among model simulations that can be significant in some cases.
Such model calculations are becoming increasingly important in assessments of future atmospheric composition and climate.
