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Abstract 
In this paper, the performance of a variety of different methods of dimensionality reduction on finger vein database is evaluated to 
determine the most appropriate one in terms of finger vein recognition. Principal Component Analysis using K-nearest neighbor (KNN) 
as a classifier, different types of Kernel Principal Component Analysis (KPCA) using KNN as a classifier, different types of Kernel 
Entropy Component Analysis (KECA) using KNN as a classifier, and finally different types of KPCA using Local mean-based k-nearest 
centroid neighbor (LMKNCN) as a classifier are implemented on finger vein database. Different types of KPCA and KECA used in this 
experiment are Linear, Polynomial, and Gaussian. Extensive comparisons are made in this paper to identify which method matches finger 
vein recognition best. 
 
Keywords: Biometrics, finger vein recognition, Principal Component Analysis (PCA), Kernel Principal Component Anlysis (KPCA), Kernel Entropy 
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1. Introduction 
    Among the variety of different methods for identification and verification such as face recognition [1], palm print [2], 
access cards, passwords, and so on, finger vein recognition [3] has gained a lot of attention recently. The popularity and 
reliability of finger vein [4] can be attributed to the fact that the finger vein pattern is totally unique and impossible to forge. 
While access cards and passwords are very easy to be stolen and used by criminals and finger print is not permanent over 
time and it is also cheatable, finger vein is not involved with any of the mentioned problems. There are some difficulties in 
face recognition that do not exist in finger vein recognition. For instance, some changes in appearance such as wearing 
makeup, glasses, sunglasses, hats and so on make it even more demanding to keep the accuracy still high. In finger vein 
recognition, however, there are no such difficulties to overcome. As the data to be analyzed in finger vein systems is 
“image”, the idea of using face recognition methods to extract the features and classify the data has come up. Principal 
Component Analysis (PCA)[5] is a very powerful and reliable method which has been used by researchers for the purpose 
of feature extraction and dimensionality reduction for a long time. 
PCA is a linear method that uses top most eigenvectors to reduce the dimension of the input data. Kernel Principal 
Component Analysis (KPCA)[6] was introduced after PCA to merit the performance of PCA. KPCA is actually a non-linear 
extension of PCA. In KPCA, data is first mapped and then PCA is applied to the mapped data. In this experiment, three 
different kinds of mapping (Linear, Polynomial, and Gaussian) are used when both KPCA and KECA are applied for the 
purpose of feature extraction and dimensionality reduction. Recently, Kernel Entropy Component Analysis (KECA)[7–9]         
was proposed; in this method, the chosen eigenvectors to reduce the dimension are not the top most ones. The eigenvectors 
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are chosen using Renyi entropy estimate. When the valuable features are extracted, it is time to classify them and calculate 
the accuracy of the algorithm. K-nearest neighbor method (KNN) is a commonly used method for classifying data sets 
which appears to be very simple and effective. To overcome the problem of KNN (not very effective in small training 
sample size dataset), local mean-based k-nearest neighbor (LMKNN)[10–13] was introduced. To merit the performance of 
the KNN and LMKNN, k-nearest centroid neighbor (KNCN) was proposed. Eventually in 2012, LMKNCN[14] was 
introduced claiming to be able to overcome the mentioned difficulties of the named classification methods. In this work, the 
performance of PCA, different types of KPCA and KECA using KNN as a classifier and KPCA using LMKNCN as a 
classifier are compared to each other in order to determine the most appropriate one in finger vein recognition systems. 
The remaining of this paper is organized as follows: 
In Section 2, finger vein recognition algorithm is introduced. In Section 3, Principal Component Analysis (PCA) and Kernel 
Principal Component Analysis are explained. In Section 4, Kernel Entropy Component Analysis (KECA) is introduced 
briefly. In Section 5, KNN and LMKNCN are explained briefly. In section 6, experimental results on the finger vein 
database are given and discussed. Finally, section 7 concludes the paper. 
2. Finger vein recognition algorithm 
In this section, finger vein recognition algorithm is explained. Fig 1.a shows the one of the captured image from finger 
vein which is stored in data base and Fig 1.b indicates the flow diagram of the finger vein recognition algorithm. First of all, 
the region of interest (the finger vein related area) is extracted to ensure that whatever information that is analyzed is related 
to the finger area. When the images are cropped, images are enhanced and the vein pattern is sharpened. Next step is to 
normalize the images; the smaller the size of images is, the easer calculating part is. On the other hand, making the size of 
images too small may affect the accuracy and even make the error higher. Hence, based on the experiments, all images are 
resized to 10×10. After normalizing, the features of the images are extracted using the chosen method for feature extraction 
and finally the extracted images are classified and the accuracy is calculated. Fig 1.a indicates the devices used to obtain the 
database. 
 
 
 
Fig.1.a Devices used to capture the images 
 
 
 
 
Fig.1.b Flow diagram of finger vein algorithm 
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1.1. Finger vein area extraction (cropping) 
After capturing the photos, images are all cropped in order to separate the finger vein area from the black background. 
 
 
(a)          (b)           (c) 
Fig 2: (a) original image, (b) finger edges, (c) cropped image 
 
First of all, the edges are detected as shown in Fig 2(b). Then, images are cropped vertically at 5%percent from the left 
border and 15% from the right border. The chosen pairs of detected points need to be between 35% and 65% of the whole 
height, and finally, the widest pairs are used to crop images horizontally. In Fig 3, cropped images from one subject are 
shown. 
 
 
Fig 3: Cropped images from one subject 
3. Principal component analysis (PCA) and kernel principal component analysis (KPCA) 
In Principal Component Analysis, first of all, all eigenvalues and eigenvectors are calculated and sorted. Then, the top 
most eigenvectors are chosen to project the input data into them. By projecting the input data into the chosen eigenvectors, 
the dimension of the input data is, practically, reduced. 
First, the mean centre of the images is calculated,݉ is the mean image. 
݉ ൌ ଵெσ ௜ࣲெ௜ୀଵ                                                                                (1) 
 Mean cantered image is represented in Eq. (2) 
ݓ௜ ൌ  ௜ࣲȂ ݉                                                                                (2) 
Then, covariance matrix isachieved by: 
                                    ܥ ൌ ்ܹܹ                                                                (3) 
ܹrepresents the composed matrix of the column vectors ݓ௜  
Solving ߣݒ ൌ ܥݒ eigenvectors and eigenvalues are achieved; assuming ߣ is eigenvector and ݒ is eigenvalue. 
்ܹܹሺܹݒሻ ൌ ߣሺܹݒሻ                                                                         (4) 
It means that the first ܯ- 1 eigenvectors (λ) and eigenvalues (ݒ) could be obtained by calculatingሺ்ܹܹሻ. 
Whenܯ eigenvectors and eigenvalues are achieved, the images will be projected onto ܮ ا ܯ dimensions using the 
following equation 
ߗ ൌ ሾݒଵݒଶ ǥ ݒ௅ሿ்                                                                            (5) 
Where, ሺߗ) represents the projected value. To determine which face provides the best description of an input image, 
finally, the Euclidean distance is obtained using equation (6). 
א௞ൌ ԡߗ െ ߗ௞ԡ                                                                               (6) 
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And at last step, the minimum א௞ assigns the unknown data into ݇ class. 
It is important to know about KPCA that it is exactly the same as PCA except for the fact that in KPCA, the input data is 
first non-linearly mapped and then PCA will be performed on the mapped data. The mapping is called Ф. 
4.  Kernel entropy component analysis (KECA) 
In this section, the mathematical part of Kernel Entropy Component Analysis and also the difference between KPCA and 
KECA are explained. It has already been explained that KPCA is an extension of PCA. KECA also is an extension of 
KPCA meaning that KECA is exactly the same as KPCA except for one part. After calculating the eigenvectors, in KPCA, 
the top most ones are chosen for the purpose of projection and dimensionality reduction. This part in KECA, however, is 
different. In KECA, the eigenvectors are chosen based on entropy estimate. Eq. (7) represents the Renyi entropy 
ܪሺ݌ሻ ൌ െ  ׬݌ଶሺሻ                                                                          (7) 
Where ݌(x) represents the probability density function generatingthe data set. 
The Eq. (8) can be considered to be used instead of Eq. (7) 
ܸሺ݌ሻ ൌ ׬ ݌ଶሺሻ                                                                              (8) 
ܸሺ݌ሻis, then,definedas follows 
݌Ƹሺݔሻ ൌ  ଵே σ ݇ఙሺݔǡ ݔ௧ሻ௫೟אௌ                                                                         (9) 
݇ఙሺݔǡ ݔ௧ሻrepresents the kernel centred 
                                 ෠ܸ ሺ݌ሻ ൌ  ଵேσ ݌Ƹሺݔ௧ሻ ൌ 
ଵ
ேσ
ଵ
ே௫೟אௌ σ ݇ఙሺݔ௧ǡ ݔ௧ሻ ൌ 
ଵ
ேమ ͳ்ܭͳ௫೟אௌ௫೟אௌ                         (10) 
ܭIncludes݇ఙሺݔǡ ݔ௧ሻ, 1 is (ܰ ൈ ͳሻ vector of all ones. 
5.Local mean-based k-nearest centroid neighbor (LMKNCN) 
KNN is known as a very simple, effective, and fast method to classify data. In this method, Euclidian distance is used as 
a criterion for classifying. To enhance the performance of KNN, a variety of methods have been proposed the latest one of 
which is called LMKNCN. The following part of this section consists of the mathematical explanation of LMKNCN. 
ܶ ൌ  ሼ ௜ܺ௝ א ܴ௠ሽ௡ୀଵே ׷a training set, ܶ݅ ൌ  ሼ ௜ܺ௝ א ܴ௠ሽ௝ୀଵே೔  indicates class training set, ܥଵǡ ǥ ǡ ܥெ, where M represents the 
number of classes in T,  ଵܰǡ ǥ ǡ ܰெ: The number of training samples in Ti,Assuming  thatܺ is equal to  query pattern , and ݇ 
is equivalent to the size of neighbourhood, 
First of all, for each class, the distances are calculatedܿ௜to x as shown in Eq. (11) 
                                 ݀ሺܺǡ ௜ܺ௝ሻ ൌ ඥሺܺ െ ௜ܺ௝ሻ்ሺܺ െ ௜ܺ௝ሻ    (11)
The first nearest centroid neighbour to x for each class ୧is achieved “୧ଵ୒େ୒” to get the set ୧୒େ୒ሺሻ ൌ ሼ୧ଵ୒େ୒ א ୫ሽ 
Then, K nearest centroid neighbours of xare calculated except for the first ones. 
Having୧୩୒େ୒ሺሻ ൌ ሼ୧୨୒େ୒ א ୫ሽ୨ୀଵ୩  that is the NCN criterion for each class (୧).  
Then Eq. (6) and Eq. (13) are calculated,  
                                                           ௜ܵሺ௑ሻ ൌ ௜ܶ െ ܴ௜ே஼ேሺܺሻ     (12) 
                                           ௜ܵሺܺሻ ൌ ሼ ௜ܺ௟ே஼ே א ୫ሽ௟ୀଵ௅೔ሺ௑ሻ                  (13) 
ܮ௜ሺܺሻrepresents the length of ௜ܵሺܺሻ 
In this step, sum of the previous  െ ͳ nearest centroid “୧୒େ୒” will be obtained. 
Centroids which are  in the set ୧ are achievedfor all samples, and for all classes as indicated in Eq. (14) and Eq.(15) 
                                            For ݈ =1 to ܮ௜ሺܺሻ                                      (14) 
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                                  ௜ܺ௟௖ ൌ ͳȀ݆ሺ ௜ܺ௟ ൅ ݏݑ݉௜ே஼ேሺܺሻሻ                                     (15) 
Next, the distances between the X (query pattern) and centroids ௜ܺ௟௖are calculated: 
                            ݀௜௟௖ ሺܺǡ ௜ܺ௟௖ ሻ ൌ ඥሺܺ െ ௜ܺ௟௖ሻ்ሺܺ െ ௜ܺ௟௖ ሻ                       (16) 
Then,݆௧௛nearest centroid neighbors to each class ܿ௜should be calculated  
                                      ௜ܺ௝ே஼ே ൌ ܺ௠௜௡̴௜௡ௗ௘௫ಿ಴ಿ          (17) 
                                  ௜ܺ௝ே஼ே Are added to ܴ௜ே஼ேሺܺሻ                       (18) 
                                         ௜ܶ௞ே஼ேሺݔሻ=ܴ௜ே஼ேሺܺሻ           (19) 
In this step, local centroid means vector are obtained forthe set of ௜ܶ௞ே஼ேሺݔሻ in all classes as indicated in Eq.(20) 
                                      ݑ௜௞ே஼ே ൌ ͳȀ݇ σ ௜ܺ௝ே஼ே௞௝ୀଵ           (20) 
In the last part,Xis assigned to thecbased on nearest local centroid mean vector 
                                     ܿ ൌ ݉݅݊௖௜ ݀ሺܺǡ ݑ௜௞ே஼ேሻ                        (21) 
6. Experimental results on finger vein database 
The extensive experiments conducted to evaluate the performance of PCA-based methods on finger vein database are 
introduced in this section. Finger vein database includes 2040 images from 204 subjects; 10 samples perindividual[15]. In 
this experiment, 5 images are used to test and the remaining 5 images are used to train. The accuracy is evaluated using 15, 
20, 25, 30, 35, and 40 features in each experiment.  Fig 2, 3, and 4 indicate the results. 
 
Table 1: Accuracies achieved using different methods on finger vein database 
     Accuracy 
% 
     
Feature 
Dimension 
PCA Linear 
KECA 
using 
KNN 
Polynomial 
KECA    
using       
KNN 
Gaussian 
KECA 
using 
KNN 
Linear 
KPCA 
using 
KNN 
Polynomial 
KPCA 
using  
KNN 
Gaussian 
KPCA 
using  
KNN 
Linear 
KPCA 
using 
LMKNCN 
Polynomial 
KPCA 
using 
LMKNCN 
Gaussian 
KPCA 
using 
LMKNCN 
15 93.5 94.31 89.31 88.4 97.45 98.24 95.88 97.55 99 96 
20 94.61 95.59 93.63 86.57 99.02 98.92 97.06 99.3 99.4 97.2 
25 95 95.98 95.29 90 99.02 99.02 98.04 99.3 99.5 98.2 
30 95.2 96.57 96.27 90.59 99.02 99.41 98.43 99.3 99.6 98.5 
35 95.2 96.57 96.37 91.67 99.02 99.02 98.82 99.3 99.5 99 
40 95.29 96.57 96.37 94.12 99,12 98.92 99.02 99.33 99.6 99.1 
 
 
As it is clear from Fig 4 and Table 1, using LMKNCN as a classifier results in superior results in comparison to using 
KNN as a classifier.All in all, using Kernel Principal Component Analysis as a feature extraction method and LMKNCN as 
a classifier results in the highest accuracy. 
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Fig.4. Comparison of accuracies obtained using all methods on finger vein database 
 
 
6. Conclusion 
The performances of Principal Component Analysis, Kernel Principal Component Analysis, and Kernel Entropy 
component Analysis when the used classifier is KNN and also Kernel Principal Component Analysis when the classifier is 
LMKNCN on finger vein database are compared and discussed in this paper. The experimental results reveal that using 
Kernel Principal Component Analysis as a feature extraction method and LMKNCN as a classifier is most appropriate one 
among the other methods in terms of finger vein recognition.  
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