A mainstay of the debates concerning the phonology-syntax interface are phenomena of external sandhi, that is, phonological alternations whose conditioning environment is across a word boundary. 1 A recurrent problem in this area is the fact that it is usually impossible to motivate a purely syntactic account of such alternations. This has led to the widespread consensus that the relation between syntax and phonology is indirect and often seemingly arbitrary (Inkelas and Zec 1995 , Nespor and Vogel 1986 , Vogel and Kenesei 1990 . In this paper, I propose a solution to the problem of predicting the sites for external sandhi, and I pose certain questions that are seldom raised in such discussions, in particular, how is it that syntactic structures can condition phonological alternations, and how is it that such alternations can develop and be maintained?
A mainstay of the debates concerning the phonology-syntax interface are phenomena of external sandhi, that is, phonological alternations whose conditioning environment is across a word boundary. 1 A recurrent problem in this area is the fact that it is usually impossible to motivate a purely syntactic account of such alternations. This has led to the widespread consensus that the relation between syntax and phonology is indirect and often seemingly arbitrary (Inkelas and Zec 1995 , Nespor and Vogel 1986 , Vogel and Kenesei 1990 . In this paper, I propose a solution to the problem of predicting the sites for external sandhi, and I pose certain questions that are seldom raised in such discussions, in particular, how is it that syntactic structures can condition phonological alternations, and how is it that such alternations can develop and be maintained?
It is important first to distinguish between phonetically conditioned processes that operate across word boundaries and those lexicalized instances that occur only within fixed phrases or constructions. 2 Phonetically-conditioned processes are observable within pause groups, wherever their conditioning environment occurs, both inside of words and across boundaries, allowing for some variation. Examples are Spanish s-aspiration at early stages of development, the spirantization of voiced stops in Spanish, vowel coalescence in Spanish, English flapping of coronal stops, French enchaînement (resyllablification), just to name a few. Phonetically-motivated processes sometimes give rise to wordlevel alternations, that is, cases of a single morpheme with two variants in two different words. I have argued in Bybee 2000a that while morphemes commonly develop alternations, words tend NOT to develop variants; rather there is a strong tendency for a single word to have a single variant or small range of variation. Yet sometimes alternations DO develop such that a single word will have more than one stable variant. In this case, we get the second type of external sandhi, which is no longer phonetically-conditioned, but rather applies across word boundaries in particular constructions. I will claim that this only happens in high frequency phrases and constructions, and that the establishment of such alternations provides evidence that, indeed, these phrases and constructions are stored in memory just as invariant words are.
In the case of French liaison, which we will discuss here, it is often claimed that liaison occurs most commonly in phrases with 'greater syntactic cohesion' and yet, there are no definitions of this cohesion that correctly predict all cases of liaison. I will demonstrate that this syntactic cohesion is a direct result of frequency of co-occurrence: words that are used together more often tend to seem more fused and also tend to have more liaison. I will argue against a mismatch between syntactic and phonological structure, and will argue instead that the phonology provides good evidence for storage and processing units. Since I do not see the need to posit any grammatical structure that is independent of processing and storage, I will argue that the phonology provides excellent evidence for the nature of the syntactic structure.
French liaison
One of the best-studied cases of alternations between versions of the same word under putative syntactic conditions is the case of French liaison. Liaison is the name for the appearance of a word-final consonant before a vowel-initial word in words that in other contexts end in a vowel. Thus, the third singular copula est is pronounced [ t] in example (1a and b) and as [ ] in example (2a and b) (the s is never pronounced). Examples from Green and Hintze 1988. (1) (a) …le climat est [t] également très différent.
'The climate is also very different' (b) C'est [t] encore un refuge de notables. 'It's still a refuge for famous people'
(2) (a) C'e(st) le meurtre. 'It's murder' (b) le Conseil Régional qui e(st) donc son assemblée délibérante… 'The Regional Council which is thus their deliberative assembly'
The phonological conditions for the appearance of the liaison is before a vowelinitial word, but only under certain syntactic conditions. In (3) and (4), the presence of the plural liaison is obligatory for the definite article les. However, in the noun phrase in (3), the plural morpheme on the noun may variably appear before a vowel-initial adjective, while in (4) the presence of [z] on this same noun is not possible, as the construction involves an NP subject and its verb. Moreover, in cases such as (1) and (3) where liaison is possible, there is currently considerable variability. In the databases studied by A gren 1973 and by Green and Hintze 1988 , speakers at times also omitted the consonant before a vowel. Such omissions are taken as evidence that liaison is disappearing in some contexts.
In the next section I will examine the evolution of liaison from its initiation as a phonetically-conditioned consonant deletion to its present state as attested in conversation, in which it is highly lexically and morphologically governed, as argued by Baxter 1975, Green and Hintze 1988 , Klausenberger 1984 , Morin and Kaye 1982 and Tranel 1981 . I will argue that the morphosyntactic and lexical contexts in which liaison became established occurred with high frequency and were thus sequences that could be stored in memory. Currently, as liaison is being lost, we see that it is maintained in the contexts that are most frequently occurring (A gren 1973 (A gren , Delattre 1966 . Please note that the treatment of liaison offered here is illustrative only and not by any means exhaustive.
Final Consonant Deletion in French
The source of the liaison alternations is the deletion of word-final consonants before another consonant. It is important to note that this was only a specific instance of the more general deletion of syllable-final consonants, which was entirely phonetically conditioned. The first wave of such deletion occurred very early in French, when consonants that had been final in Latin were lost, e.g. Latin po ntem 'bridge' and caput 'chief' lost their final consonants. A subsequent development was the loss of final post-tonic vowels, which created another full set of final consonants (giving e.g. pont, chef from the Latin words given above). The stops and fricatives in final position developed two or sometimes three alternates in the environments before a pause, a consonant or a vowel. Harris 1988:213 gives the example of dix 'ten' which is pronounced [dis] before a pause, [di] before a consonant (dix femmes 'ten women) and [diz] before a vowel (dix élèves 'ten pupils). More commonly today, where the alternations persist, the only two variants are the presence and absence of the consonant. However, it is interesting that while this consonant deletion was in progress, the preconsonantal and prepausal conditions were distinguished. The deletion occurred earlier in preconsonantal position than before pause (Klausenberger 1984) . This fact suggests that an important phonetic condition for the deletion was the masking provided by a following consonant, and that the spread of deletion to prepausal position was due to the restructuring of the lexical representations.
The result of this phonetic change was that many words, notably nouns and some adjectives, lost their final consonants completely. For instance, nouns such as haricot 'kidney bean', buffet 'sideboard', bois 'forest', goût 'taste', tabac 'tobacco' and sirop 'syrup' are pronounced without a final consonant. However, words that occurred frequently in particular grammatical or idiomatic conditions that placed them before a vowel, tended to develop an alternation. Wordinternally such conditions existed before the feminine suffix, which was vocalic and thus yielded alternations between masculine and feminine nouns and adjectives, such as found in [p 'small (masc.) ' and [p 'small (fem.)', which today, with the loss of final schwa, yields the alternation [p p t
In French of the 16 th and 17 th centuries, when final consonant deletion was being implemented, there was a strong tendency, as there is today (Green and Hintze 1988) , for forward resyllabification in case a final consonant was followed by a vowel. This process, known as enchaînement, makes a final consonant syllable-initial when a vowel follows within the same pause group. As I argued in Bybee 2000a, there is a strong tendency towards a single representation for individual words, the result of which was that many words simply lost their final consonants. However, for grammatical words and grammatical morphemes multiple representations according to the constructions they frequently occur in are possible, so that many such words or morphemes that frequently occurred in constructions that put them in prevocalic position maintained their liaison consonant in those constructions (Berkenfield, this volume, Bybee and Scheibman 1999, Jurafsky et al. this volume) . Examples are shown in (5) 
Grammatical constructions and liaison
The role of morphology, syntax and lexicon have been widely recognized in accounts of French liaison, but the relative contribution of each has been debated in the literature and very little has been said about the role of frequency in establishing and maintaining liaison consonants. Perhaps the most monolithic approach is that of Selkirk 1974 which attempts to derive liaison contexts by reference to the placement of word boundaries (#, ##) according to the principles proposed in Chomsky and Halle 1968, which place single word boundaries around members of lexical categories, but not members of grammatical categories. These principles define a phonological word as the material between instances of two word boundaries (##). Selkirk proposes that liaison occurs only within the phonological word. Because of the way #'s are placed, the effect of these principles is to say that liaison occurs when grammatical and not lexical morphemes are involved. This analysis works well for most cases, but because it treats all instances of liaison as involving grammatical morphemes, it leaves open the question of how prenominal adjectives will be treated, since they are technically lexical in generative theory. Kaisse 1985 proposes that liaison takes place in a sequence ab if b is the head of the phrase and c-commands a (that is, if a is in the phrase of which b is the head). The data we will examine in this section and the next shows that the variability of liaison is highly affected by the very specific location of the grammatical element in a construction, and that all cases of liaison do not have the same status in terms of their productivity and degree of entrenchment, indicating that a single syntactic principle is not likely to be successful in predicting liaison contexts.
The syntactic principles proposed so far are adequate for the obligatory liaison in examples (5) and (6), which involve determiners with their nouns and clitic pronouns with their verbs, but it is not possible to successfully extend either of these proposals to cases where liaison is considered variable. Indeed, any syntactic proposal referring to the head of a phrase is going to have trouble applying to both noun-adjective combinations (example [7] ) and adjective-noun combinations (examples [9] and [10]) (de Jong 1990). In fact, proposals based on traditional assumptions about constituent structure run into difficulties with the fact that liaison occurs 98.7% of the time in a sequence est [t] un + NOUN '3 rd Sg. is a NOUN' but about 47% of the time in the sequence je suis un + NOUN 'I am a NOUN', which presumably has the same constituent structure; similarly est + PAST PARTICIPLE has an extremely high rate of liaison, 98.6%, while je suis + PAST PARTICIPLE has only 57% liaison (data from A gren 1973).
Another approach is to postulate a level of prosodic organization and stipulate that liaison applies within units so organized, i.e. phonological words or phrases (Selkirk 1986 , de Jong 1990 ). Such proposals were tested in the experiments of Post 2000, but her attempts to find a correspondence between the prosodic unit of phonological word, and the occurrence of liaison failed to produce significant results.
Most other authors (Baxter 1975 , Green and Hintze 1988 , Klausenburger 1984 , Morin and Kaye 1982 and Tranel 1981 have offered an analysis that refers to both morpho-syntactic and lexical factors. Like other alternations that have become lexicalized or morphologized, what was a unitary phonological change has become associated with particular grammatical contexts and is no longer unitary (cf. Bybee 2001, Chapter 5). The account offered here is based on these previous treatments and will only mention some of the liaison environments, as the main point will be to underscore the role of frequency and phonological material situated in constructions. I will assume that frequency of use played a major role in the establishment of these alternations, and I will argue on the basis of modern data that frequency of use plays a major role in preserving liaison alternations. In particular, I will argue that the 'degree of syntactic cohesion' that is often mentioned in studies of liaison is a direct result of the frequency with which the two items surrounding the liaison consonant occur in sequence.
Evidence in support of the view that liaison is morphologized or lexicalized is the fact, pointed out in various studies, most explicitly in Encrevé 1983. Morin and Kaye 1982 and Post 2000 , but also in A gren 1973 and Green and Hintze 1988 , that liaison consonants can occur both before and after a pause, or with and without forward syllabification or enchaînement. In other words, while liaison originally depended upon forward resyllabification, it is not now restricted to occurring within a phonological word. On the other hand, enchaînement, which is still a viable process in Modern French, occurs only within pause groups and not across them.
The current approach to liaison takes the construction as the basic unit, and since constructions often contain very specific lexical and grammatical material, attributes the liaison consonant to the construction itself. Constructions are repeated sequences of morphemes or words which bear a particular semantic or functional relation to one another when used together in a construction which they do not necessarily have outside that construction. Constructions have different degrees of conventionalization, as they come to be established in a language through repeated use. The mechanisms for the establishment of constructions are (i) automation of chunks of linguistic material due to repetition, and (ii) categorization of the items occurring in particular positions in these larger chunks. Because repeated use is a major factor in the formation of constructions, it will NOT necessarily be the case that constructions have unpredictable meaning-they can simply be oft-used chunks of language. However, owing to the autonomy that accompanies repetition and frequency of use, constructions will often take on non-transparent meanings.
On one end of a continuum involving constructions are fixed phrases, such as I don't know and c'est à dire 'that is to say', nearer the middle are constructions with some grammatical material and a slot that is more open, e.g. the preposition dans with its NP object, and on the most general end, a construction such as [NOUN + PLURAL + ADJECTIVE], with two slots which take open class items. It seems useful to restrict the term 'construction' to sequences that include a more-or-less open slot and to classify phrases without open slots, such as c'est à dire as fixed phrases. The open slots in constructions are subject to categorization in terms of semantic features (such as 'motion verb') or grammatical features (such as pronoun). Since constructions arise from frequently-used stretches of speech, it is not necessary for the organization of items in a construction to correspond to traditional notions of constituency, as we will see in examining some liaison contexts. It is important to bear in mind, however, that traditional notions of constituency are also derivable from frequency of co-occurrence, since items that go together in a semantic sense tend to occur together in discourse.
One construction that is much discussed in the liaison literature involves a plural noun followed by an adjective which begins with a vowel. In some cases, a [z] occurs between the noun and adjective, a remnant of the plural marking that has been deleted when a consonant follows. The examples from (7) are repeated here as (13). (13) Morin and Kaye 1982 argue that the plural liaison does not just occur in lexicalized expressions, but also applies productively in these cases.
The data suggest two constructions for plural noun-adjective expressions. The more general one contains a plural determiner followed by an unmarked noun and adjective. A second, more restricted construction, applies only to vowel-initial adjectives:
Besides the second construction (16) being restricted to vowel-initial adjectives, there is another difference between them: the first construction (15) applies to more items, that is, it has a higher type frequency, which make it more productive than the second one. Thus it is not surprising that there is variation in the data resulting from speakers choosing the more general schema even for vowel-initial adjectives in most cases. Still the more specific schema with the [z] before vowel-initial adjectives is available and is sometimes used. Thus the loss of liaison resembles regularization of irregular verbs: if the specific schema is not easily accessed, then the more general one, which is stronger and easier to access, is used. (see section 7.4).
In addition to the schemas in (15) and (16) there might also be more specific schemas for adjectives that are frequently used with the [z], such as anglais, or américain:
The examples in (14) On the basis of examples such as those in (18), Tranel 1981 and Morin and Kaye 1982 and Klausenberger 1984 argue for an analysis which inserts the liaison consonant in certain contexts before a vowel, rather than deleting it before a consonant. The solution proposed here is neutral with regard to insertion or deletion. It simply states that a construction exists which contains the [z] after a number and before a vowel-initial noun. This construction could be formulated as in (19):
The construction in (19) is a generalization from the conservative usage, in which deux, trois, six and dix were the only numbers that had [z] before vowel-initial nouns. The forms in (18), then, provide positive evidence for the tendency to extract generalized or more schematic constructions from more specific instances of use. Such examples show that it is possible to pause or hesitate in the middle of a construction, just as it is possible to pause in the middle of a word. Since the words of a construction are usually associated with other instances of the same word, their identity as words is known, and the point between two words is a possible place to pause. The position of the pause in this and other examples reported in these works suggests that liaison consonant is more associated with the second word, where it begins the first syllable, than with the first, which was its historical source.
Another illustration of the close association of particular liaison consonants with particular constructions is in the reciprocal construction, discussed in Morin and Kaye 1982. These authors report that liaison is optional after l'un 'the one', but only when used in the reciprocal construction; elsewhere liaison is not possible. Thus in (21) This example in particular shows that grammatical morphemes are highly entrenched in the constructions in which they appear, not just in French, but in all cases. A grammatical morpheme is identified as such because of its appearance in certain well-defined grammatical constructions. The history of grammatical morphemes shows that if they occur in different constructions, they move away from one another in phonological shape, meaning and distributional properties (Heine and Reh 1984, Hopper 1991 ; see also Berkenfield, this volume, for a study of the beginnings of such a process with English that). In French there are several grammatical morphemes deriving from un, which originally was only the numeral 'one': l'un 'the one', as in example (20), where liaison is not possible; the reciprocal, as in (19), where liaison is optional; and the indefinite article, un, une, in which use liaison is considered obligatory.
Loss of liaison as regularization
Studies of optional liaison, such as A gren 1973, show a tendency for the loss of liaison in many contexts. As mentioned above, the observation is often made that liaison is maintained in cases of 'tighter syntactic cohesion' (Tranel 1981) ; however, no one has offered a definition of this syntactic cohesion that is detailed enough to make correct predictions across the numerous constructions involved in liaison. It has been noticed and amply documented in A gren 1973 that uses with higher frequency maintain a higher level of optional liaison than those that are less frequently used (see also Booij and de Jong 1987) . However, no one has yet zeroed in on frequency of use as a causal factor in the establishment, maintenance or loss of liaison.
My proposal is that French consonant liaison, though it takes place between traditional 'words' rather than word-internally, is very similar to morphologically and lexically conditioned alternations that occur word-internally: it was established with an original phonetic motivation, and the alternations gradually came to be associated with certain morpho-syntactic and lexical contexts. Like other morpho-lexical alternations it is subject to both extension to new contexts in cases of productivity, and leveling or loss of the alternations. The frequency factors affecting these ongoing changes are the same as in the cases of word-internal alternations. High type frequency of a construction spurs productivity. Unproductive alternations are gradually leveled or regularized, with low frequency forms being leveled first, and high token frequency resisting the leveling for the longest time.
What makes this case of special interest is the fact that the units in which the alternations occur are larger than traditional words. For arbitrary alternations to become established and to be maintained in such units, these units must constitute units of storage, just as words do. Thus the facts of French liaison, and other cases of external sandhi are valuable in that they provide evidence for the nature of storage units beyond the traditional word. The evidence presented so far strongly suggests that frequent fixed phrases are storage and processing units, as are constructions containing grammatical morphemes. Among the latter, more specific and more general constructions compete, leading to the gradual loss of the more specific construction, which in this case is the one with liaison.
I have already mentioned that grammatical morphemes are entrenched in constructions; to describe this situation, I have proposed that grammatical constructions contain these grammatical morphemes as explicit phonological material. Thus the same grammatical morphemes in different constructions are independent of one another. The more frequently used a construction is, the greater likelihood that its form will be maintained, rather than being replaced by some more productive construction (Bybee and Thompson 1987) . It is not surprising, then, that certain liaison contexts, in particular those involving articles and their noun (see examples [5] ) and those involving clitic pronouns and their verb (examples [6]), are obligatory by all accounts and not tending towards loss of liaison. These constructions are those that are apparently regarded as having the tightest syntactic cohesion, a cohesion that could be attributed to frequency of cooccurrence. No relative frequency counts are available to prove this point, but given the fact that almost all NPs have either a definite or indefinite article and in spoken language subject and object clitic pronouns are used redundantly (Harris 1988:231-232, 235-236) , the high frequency of these construction cannot really be in doubt.
Other reasons exist for regarding [ARTICLE + NOUN] constructions and [CLITIC + VERB] constructions as storage and processing units in Modern French. The maintenance of gender distinctions, which are overtly signaled primarily in the singular article suggest the storage of the article, both singular and plural, with the noun. Studies of spoken French usage demonstrate that the subject and object clitic pronouns are now almost obligatory accompaniments to the verb, behaving perhaps more like prefixes than clitics, again suggesting lexical status (Harris 1988:232) .
The special treatment of articles with h-aspiré words also points to lexical representation of articles with nouns. These are words which are vowel-initial but do not take a liaison consonant, even in the obligatory contexts. Thus des haricots 'the green beans' is pronounced [d hariko] in standard French. If h-aspiré words behaved as though they were consonant initial with respect to liaison from all sources and with respect to elision (vowel deletion at the end of the preceding word), then it would make sense to treat them as though they were consonantinitial. However, Tranel 1981 reports that the exceptional status of these words is maintained most strongly in those contexts in which the syntactic constituency is tighter (p. 300-301, n. 4).
If frequency of co-occurrence is the main factor governing the appearance of the liaison consonant, then we would not expect to find such consonants between any two randomly selected lexical items, whose probability of cooccurrence is extremely low. Indeed, we do not. One case that might appear to contradict this claim is the small class of prenominal adjectives that link to a following vowel-initial noun, even in the masculine. (23) The important point about the construction represented by these examples is that it is restricted to a small set of adjectives, many of which have a different meaning when used pre-nominally rather than in the more common post-nominal position. They are, in a sense, partially grammaticized and not fully lexical in this construction. Still, the frequency of such adjectives in this construction, and their resulting 'syntactic cohesion', must be less than some of the other fully grammatical morphemes exhibiting liaison. It is thus predicted that liaison in this context will be maintained less than in other contexts. A real test of the frequency hypothesis is possible with the data reported in A gren 1973, where different inflectional forms of the same word with different frequencies and the same word in different constructions with different frequencies can be compared for the maintenance of liaison. First consider the forms of the copular verb, être. A gren points out that the presence of liaison is directly related to the token frequency of these forms. He gives the data in Table  1 , which shows the number of cases of liaison (L) and non-liaison (NL) and the number of times each item was used in the data he analyzed, listed according to the percentage of cases of liaison. (Klausenberger 1984) .
The wide range of variance for liaison with the forms in Table 1 is especially interesting because these forms are all inflected forms of the same verb, and yet they behave quite differently under liaison conditions. 3 Their usage is regularizing, with the low frequency forms more likely to undergo regularization than the high frequency forms. The mechanism by which this occurs is parallel to the way in which irregular inflected forms such as weep/wept regularize. As a low frequency verb, its irregular Past may not be as easy to access as a high frequency verb would be. Thus a new Past can be made for it by using the base form and the regular Past tense construction.
All of the forms of être listed in Table 1 occur in two variants, one with and one without a final consonant. The variant without a final consonant is the more commonly occurring. Thus in any given use of these forms there is competition between a construction that is more specific-the one for a word before a vowel-initial word-and the more general construction-the one for the word before a consonant-initial word. The latter construction will apply more often, since consonant-initial words are more common than vowel initial ones (by at least two to one). The more specific construction can be preserved by frequency which increases its lexical strength, but there is always the option of using the more general construction, the one without liaison.
The token frequency of the first element alone will not predict the occurrence of liaison, nor should we expect it to; rather the important variable is how often the two elements that are linked occur together, and perhaps also the transitional probability between the first and second element. For instance, A gren counted the frequency of liaison with the auxiliaries aller 'to go', falloir 'to be necessary', pouvoir 'to be able to', devoir, 'to have to', and vouloir 'to want'. When these are compared to one another, their frequency of occurrence does not correspond neatly with their percentage liaison. Part of this lack of correspondence is due to certain high frequency forms such as je voudrais not participating in liaison because (i) final s in verb forms shows less liaison, and (ii) because as a fixed expression it has become invariable. However, much of the variation among the auxiliaries is due to different rates of occurrence in specific constructions. All of these auxiliaries occur with a following infinitive; the most frequent infinitive to follow them is être 'to be' accounting for 226 out of 604 infinitives after an auxiliary. The second most frequently-occurring infinitive was avoir 'to have', which occurred 71 times. We would thus expect the highest rates of liaison to occur with être, and indeed this is what is found, as shown in Table 2 . In fact, occurrences of être can be divided into those that comprise the passive construction and those that are more copular in function. A gren found a different percentage of liaison in the two cases. 4 A frequency effect is evident here, in that être is the most common infinitive to follow these auxiliaries, and the most common site for liaison. These findings are particularly clear with devoir and pouvoir which occur very frequently with être.
The very high percentage of liaison with devoir and pouvoir with être + Past Participle suggests very specific constructions for these modals and the passive. The differences between this and the other uses of être confirms our statement that grammatical morphemes are very much entrenched in the particular constructions in which they occur. Considerations of function also play a role. When devoir and pouvoir are used with the passive, their subjects are not the agents of the main verb, and therefore, their subjects cannot be the agents for whom obligation or ability is being predicated. Consider (25) from A gren 1973:83:
(25) Marie-Claire, est-ce que vous pensez que l'homme et la femme doivent [t] être placés sur le même plan intellectuel et social?
'Marie-Claire, do you think that man and woman should be put into the same intellectual and social level?'
This example illustrates the 'root obligation' sense, as no specific source for the obligation is expressed. It expresses only a very general sense of obligation.
Similarly (26) expresses 'root possibility'-general conditions exist for the possibility of completing the predication (A gren 1973:86) . Both root obligation and root possibility are more grammaticized functions than the obligation and ability meanings from which they arise (Bybee, Perkins and Pagliuca 1994, Nordquist 1999 In this example the modal is fulfilling an epistemic functions, which is a further development from the root obligation reading.
Another interesting difference to observe in Table 2 is the difference between the cases where être is the following infinitive and those cases, which are pooled together, in which a variety of lexical infinitives occur. While, in all, there are more of the latter, neither type frequency nor frequency of the construction as a whole are the relevant variables. Since the maintenance of liaison is comparable to the maintenance of irregularity in inflected forms, it is the token frequency of the particular sequence that is operable in resisting regularization.
On the other hand, liaison IS still used with lexical infinitives about half the time in the data analyzed. This means that forms such as 3 rd Singular doit or peut occur in constructions that supply the liaison consonant in case the next word begins with a vowel. That is, there are two constructions for doit (besides the ones mentioned above)-(28a) is the more general construction that is used with a greater variety of infinitives, while (28b) is the less general one. The more general schema is gradually taking over and replacing the less general one, except in very specific sequences with high token frequency.
Transitional probability
A possibility to consider in this case of two-word combinations is that transitional probability might be a better predictor of cohesion and thus liaison than simple string frequency (Bush, this volume, Jurafsky et al. this volume) . Transitional probability is the probability that in any occurrence of one word, a particular second word will follow. It is calculated by dividing the number of occurrence in a text of XY by the number of occurrences of X (Saffran, Newport and Aslin 1996) . Very often, string frequency and transitional probability make the same predictions, but in some cases where string frequency is high, but transitional probability is not so high due to the occurrence of a wide variety of other elements after X.
A chance to distinguish string frequency and transitional probability is afforded by the data in Table 2 , which may point to transitional probability as an important factor in cohesion. As shown in Table 3 (based on Table 2 ), the rate of liaison before être is lower after pouvoir than after devoir, especially when être is followed by a non-Past Participle word. This could be related to the fact that pouvoir is followed by other infinitives much more often than devoir is. The fact that pouvoir is used with many other infinitives lowers the transitional probability for être after pouvoir. The lower transitional probability for être + PP after pouvoir does not have much of an effect on this construction, possibly because of its grammatical status as passive. But for pouvoir with être followed by some other word, the low transitional probability relative to devoir corresponds to a lowered rate of liaison, though the differences in transitional probability are small and may not be significant given the number of instances available.
What would be the causal mechanism that is reflected in the relation between liaison and transitional probability? Two possibilities present themselves. First, the frequent co-occurrence of X+Y leads to a strong sequential connection between these units, but if X also occurs before other items frequently (thus having a lowered transitional probability before Y), the connection between X and Y often has to be suppressed, which could weaken the connection. A second possibility refers more to type frequency than transitional probability. Since an item such as peut occurs before many different infinitives, the construction used with consonant-initial infinitives will have a higher type frequency and thus be more likely to cause regularization than the construction with doit, which would have a lower type frequency. Further evidence for transitional probability must be sought in cases that would differentiate between these mechanisms.
Other evidence for the workings of transitional probability in French liaison is the fact that the coordinating conjunction et never conditions liaison. This is a very high frequency morpheme, and undoubtedly occurs in some high frequency combinations. However, the fact that virtually any word of the language can follow et gives any particular word a rather low transitional probability, possibly explaining why there is no liaison with this item.
Syntactic cohesion as frequency of co-occurrence
The data examined here concerning French liaison supports the view that what has been called 'syntactic cohesion' is frequency of co-occurrence, the factor which determines the strength of the association between the first element and the second one. These connections are stored in memory and reinforced by frequent use. The evidence for their memory storage is that the principles that we have established for morpho-lexical alternations are operable at what has been taken to be this higher level of organization as well. In particular, the higher the frequency of the phrase or construction, the more likely it is to preserve liaison; the lower its frequency, the more likely it is to lose liaison by the application of a more general construction.
Collocations of words that are used frequently have strong memory representations. Just as morphologically complex words that are high frequency are more autonomous from their own paradigms and paradigms of other words, so high frequency phrases grow more autonomous. That is, the connections between the words and morphemes of such phrases and other instances of the same words or morphemes in other constructions becomes weaker. The potential loss of association is heightened by phonetic and semantic or functional change. The extreme outcome of this process is seen in grammaticization, where parts of grammaticized constructions are no longer associated with their lexical sources, e.g. the difficulty English-speaking children have when they begin to read of identifying the form they know as gonna with the three morphemes, go, ing and to. In most liaison contexts this loss of internal structure is not so extreme, but the 'syntactic cohesion' referred to operates by this same mechanisms: frequent sequences are processed together and this unity breaks down their relations with related items.
Taking the phonology seriously
It is common practice to try to predict French liaison, English don't reduction, and other cases of words that have variants by reference to syntactic constituency and relations. However, all such attempts leave some cases unaccounted for, and many such analyses still require special mention of certain lexical items or grammatical morphemes. Many researchers have thus concluded that the relation between syntactic structure and phonological rule application is indirect (Vogel and Kenesei 1990 among others) . Interestingly, a position that is not often taken is that the relation between syntax and phonology is quite direct, but that we are not operating with the correct syntax. In other words, it is not usually argued that phonological evidence suggests different syntactic structures, except at the most surfacy level. In contrast, in determining morphological structure, phonological evidence is often taken into account. Deciding whether or not a grammatical morpheme is an affix or not often involves some consultation of the phonological fusion between the proposed affix and stem. What would be the consequences of letting the phonological tail wag the syntactic dog?
In many cases, of course, nothing would change. In French, as liaison indicates, determiners go with nouns and clitic pronouns go with verbs. The only innovation I have proposed is that [DETERMINER + NOUN] AUXILIARY] , such as I'll and I'm are not usually considered constituents. In fact, the highest-level syntactic break within a clause-that between subject NP and VP occurs within this sequence. Yet it is undeniable that auxiliaries contract and fuse with subject pronouns, not with the following verb, even though the auxiliary and verb are in the same constituent. The reason proposed Scheibman 1999, see also Krug 1998) is that specific instances of [PRONOUN + AUXILIARY] are of extremely high frequency, much higher than any particular sequences of [AUXILIARY + VERB]. The phonological and usage facts, then suggest an analysis of English much like that of Quileute, where the forms of subject pronouns are determined by modal functions (Andrade 1933:203ff) .
Another interesting case of French liaison concerns the copular verb in 3 rd Singular, est. In A gren's data, 47% of the uses of est occur in the construction [est + un + noun] 'is a noun'. In this sequence, liaison occurs 98.7% of the time, much more than with any other uses of est. This strongly suggests a construction in which est [t] un is a constituent that precedes a noun. A comparable claim about English would be to say that is a is a constituent because of the frequency of use of these two items together. Of course, to say that est un or is a is a constituent is not to say that un + noun and a + noun are not also constituents. There is no reason why two constructions cannot overlap, giving ambiguous constituent analyses in cases such as these.
If we take usage as the determinant of constituency and syntactic hierarchy such that items frequently used together are constituents, then phonology is a valid indicator of constituency, since the same property, frequent co-use, conditions the phonological alternations.
Conclusion
In a model in which memory storage includes not just individual words, but also phrases and constructions, lexicon and grammar are not strictly separated, but are integrated and subject to the same organizational principles (Langacker 1987 , Bybee 1998 . Any repeated stretch of speech can be stored in memory and placed into categories with identical and similar units. Categorization occurs at multiple levels. Exemplars of the same word or phrase are mapped onto a single representation. Tokens of the same construction are similarly mapped onto a representation, and the items in the variable positions of the construction contribute to the formation of categories based on their semantic properties. Thus in the English construction X is going to Y, the occurring tokens contribute to the formation of the categories X and Y. In the French construction [NUMBER + z + [vowel] -NOUN], the occurring tokens create the categories NUMBER and NOUN.
While this paper is superficially about phonology-syntax interactions, the main goal has been to argue that constructions have many of the same properties as morphologically-complex words. Elements (both phonemes and morphemes) within constructions frequently co-occur and can undergo phonological reduction and fusion just as material inside of words can. Then alternations can be preserved inside of constructions which are of high frequency. Alternations are also subject to leveling if some other more general construction produces a new, regularized way of saying the same thing. Alternations in lower frequency constructions and phrases are then leveled first, with the more entrenched alternations remaining. Thus constructions that encompass more than one word are more entrenched (resistant to change) if they have high token frequency, and more productive if they have high type frequency. These properties all imply that constructions are storage and processing units just as words and fixed phrases are.
