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Abstract
For the efficient compensation of fiber nonlinearity, one of the guiding principles appears to be: fewer steps are better and more
efficient. We challenge this assumption and show that carefully designed multi-step approaches can lead to better performance–
complexity trade-offs than their few-step counterparts.
1 Introduction
Mitigating fiber nonlinearity is a significant challenge in high-
speed fiber-optic communication systems. In principle, digital
backpropagation (DBP) based on the split-step Fourier method
(SSFM) offers ideal compensation of deterministic propagation
impairments including nonlinear effects. On the other hand,
several authors have highlighted the large computational bur-
den associated with a real-time digital signal processing (DSP)
implementation and proposed various techniques to reduce the
complexity [1–9]. In many of these works, the number of steps
(or compensation stages) is used not only to quantify com-
plexity but also as a general measure of the quality for the
proposed complexity-reduction method. In a nutshell, one gets
the impression that fewer steps are better and more efficient.
While previous work has indeed demonstrated that complex-
ity savings are possible by reducing steps, the main purpose
of this paper is to highlight the fact that fewer steps are not
more efficient per se. In fact, recent progress in machine learn-
ing suggests that deep computation graphs with many steps (or
layers) tend to be more parameter efficient than shallow ones
that use fewer steps. In this paper, we illustrate through various
examples how this insight can be applied in the context of fiber-
nonlinearity compensation in order to achieve low-complexity
and hardware-efficient DBP.
2 Supervised Machine Learning
We start by reviewing the standard supervised learning setting
for feed-forward neural networks (NNs). A feed-forward NN
with M layers defines a mapping y = fθ(x) where the input
vector x ∈ X is mapped to the output vector y ∈ Y by alter-
nating between affine transformations z(i) =W (i)x(i−1) +
b(i) and pointwise nonlinearities x(i) = φ(z(i)) with x(0) =
x and x(M) = y. The parameter vector θ comprises all ele-
ments of the weight matrices W (1), . . . ,W (M) and vectors
b(1), . . . , b(M). Given a training set S ⊂ X × Y that contains
a list of desired input–output pairs, training proceeds by min-
imizing the empirical loss LS(θ) , 1|S|
∑
(x,y)∈S `
(
fθ(x),y),
where `(yˆ,y) is the per-sample loss associated with returning
the output yˆ when y is correct. When the training set is large,
one typically optimizes θ using a variant of stochastic gradient
descent (SGD). In particular, mini-batch SGD uses the param-
eter update θt+1 = θt − α∇θLBt(θt), where α is the step size
and Bt ⊆ S is the mini-batch used in the t-th step.
Supervised machine learning is not restricted to NNs and
learning algorithms such as SGD can be applied to other func-
tion classes as well. In this paper, we do not further consider
NNs, but instead focus on approaches where the function fθ
results from parameterizing model-based algorithms. In fact,
prior to the current revolution in machine learning, communi-
cation engineers were quite aware that system parameters (such
as filter coefficients) could be learned using SGD. It was not at
all clear, however, that more complicated parts of the system
architecture could be learned as well. For example, in the lin-
ear operating regime, polarization mode dispersion (PMD) can
be compensated by choosing the function fθ as the convolu-
tion of the received signal with the impulse response of a linear
multiple-input multiple-output (MIMO) filter, where θ corre-
sponds to the filter coefficients. For a suitable choice of the
loss function `, applying SGD then maps into the well-known
constant modulus algorithm [10]. More details and extensions
of this approach are discussed in Sec. 3.3.
3 Multi-Step Digital Backpropagation
Signal propagation in an optical fiber is described by the non-
linear Schrödinger equation (NLSE). For efficient DBP, the
task is to approximate the solution of the NLSE using as few
computational resources as possible. The SSFM computes a
numerical solution by alternating between linear filtering steps
accounting for chromatic dispersion (CD) and nonlinear phase
rotation steps accounting for the optical Kerr effect [11, p. 40].
This is quite similar to the functional form of a deep NN [9].
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Fig. 2: Tensor representation of an L-tap S × S MIMO filter for DBP based on subband processing, where S is the number of subbands (left);
learned multi-step decomposition with sparse subfilters (right).
3.1 Short Chromatic-Dispersion Filters
Real-time DBP based on the SSFM is widely considered to be
impractical due to the complexity of the fast Fourier transforms
(FFTs) commonly used to implement frequency-domain (FD)
CD filtering. To address this issue, time-domain (TD) filtering
with finite impulse response (FIR) filters has been suggested
in, e.g., [1, 8, 12, 13]. In these works, either a single filter or
filter pair is designed and then used repeatedly in each step.
However, using the same filter multiple times is suboptimal in
general and the filter coefficients in the entire DBP algorithm
should be optimized jointly. To that end, one can use supervised
learning based on SGD by letting the function fθ be the SSFM,
where the linear steps are implemented with FIR filters and θ
corresponds to the filter coefficients used in all steps [9, 14].
As an example, consider single-channel DBP of a 10-Gbaud
signal over 25× 80 km of standard single-mode fiber using the
SSFM with one step per span. For this scenario, Ip and Kahn
have shown that 70-tap filters are required to obtain acceptable
accuracy [1]. This assumes that the filters are designed using
FD sampling and that the same filter is used in each step. The
resulting hardware complexity was estimated to be over 100
times larger than for linear equalization. On the other hand,
with jointly optimized filters, it is possible to achieve similar
accuracy by alternating between filters that are as short as 5
and 3 taps [14]. This reduces the complexity by almost two
orders of magnitude, making it comparable to linear equal-
ization. Fig. 1 shows the DSP architecture assuming a folded
implementation that takes advantage of filter symmetry.
At first glance, it may not be clear why multi-step DBP
can benefit from a joint parameter optimization. After all, the
standard SSFM applies the same CD filter many times in suc-
cession, without the need for any elaborate optimization. The
explanation is that in the presence of practical imperfections
such as finite-length filter truncation, applying the same imper-
fect filter multiple times can be detrimental because it magni-
fies any weakness. To achieve a good combined response of
neighboring filters and a good overall response, the truncation
of each filter needs to be delicately balanced.
3.2 Sparse MIMO Filters for Subband Processing
The complexity of DBP with TD filtering is largely dominated
by the total number of required CD filter taps in all steps and
this increases quadratically with bandwidth, see, e.g., [15, 16].
Thus, efficient TD-DBP of wideband signals is challenging.
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Fig. 1: Folded CD filters for efficient multi-step DBP. Triangles
represent the (memoryless) nonlinear phase rotations.
One possible solution is to employ subband processing and
split the received signal into S parallel signals using a fil-
ter bank [15–22]. A theoretical foundation for DBP based on
subband processing is obtained by inserting the split-signal
assumption u =
∑S
i=1
ui into the NLSE. This leads to a set
of coupled equations which can then be solved numerically.
We focus on the modified SSFM proposed in [23] which is
essentially equivalent to the standard SSFM for each subband,
except that all sampled intensity waveforms |u1|2, . . . , |uS|2
are jointly processed with a MIMO filter prior to each nonlinear
phase rotation step. This accounts for cross-phase modulation
between subbands but not four-wave mixing because no phase
information is exchanged.
MIMO filters can be relatively demanding in terms of hard-
ware complexity. As an example, consider the scenario in [22]
where a 96-Gbaud signal is split into S = 7 subbands. For a
filter length of 13, the MIMO filter in each SSFM step can be
represented as a 7× 7× 13 tensor with 637 real coefficients
which is shown in Fig. 2 (left). The resulting complexity per
step and subband would be almost 6 times larger than that of
the CD filters used in [22]. The situation can be improved sig-
nificantly by decomposing each MIMO filter into a cascade
of sparse filters as shown in Fig. 2 (right). For a cascade of
3 filters, it was shown that a simple L1-norm regularization
applied to the filter coefficients during SGD leads to a spar-
sity level of round 8%, i.e., 92% of the filter coefficients can
be set to zero with little performance penalty. Note that this
filter decomposition happens within each SSFM step. In other
words, complexity is reduced by further increasing the depth of
the multi-step DBP computation graph.
3.3 Distributed PMD Compensation
Besides CD and fiber nonlinearity, PMD is another propaga-
tion impairment that can be compensated using DSP. PMD is
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Fig. 3: Tensor representation of an L-tap 4× 4 MIMO filter for PMD compensation (left); multi-step decomposition where 4-D rotations are
alternated with short fractional-delay (FD) filters accounting for DGD (right). Each FD filters is applied to both the real and imaginary part.
modeled by dividing the fiber into M sections, where the i-
th section is described by a frequency-dependent Jones matrix
R(i)J(i)(ω). Here,
J(i)(ω) =
(
e−ω
τi
2 0
0 eω
τi
2
)
(1)
is a first-order PMD matrix with differential group delay
(DGD) τi and R(i) is a complex unitary rotation matrix with
determinant one. In the linear regime, the effect of PMD for the
entire link is described by the matrix J(ω) =
∏M
i=1
R(i)J(i)(ω)
for sufficiently large M . PMD compensation (and polariza-
tion demultiplexing) then amounts to finding and applying the
inverse J−1(ω) to the received signal.
Unlike CD, PMD is a time-varying effect and thus requires
adaptive compensation. In practical systems, adaptive PMD
compensation is typically performed after CD compensation,
e.g., using an L-tap MIMO filter that tries to approximate
J−1(ω). Fig. 3 (left) shows the corresponding tensor represen-
tation assuming a real-valued 4× 4 filter that is applied to the
separated real and imaginary parts of both polarizations [24].
An efficient multi-step decomposition of this filter is suggested
in Fig. 3 (right), which essentially mimics the reverse propaga-
tion model by alternating memoryless rotations and first-order
PMD. Here, the matrices (1) are approximated with two real-
valued fractional-delay (FD) filters employing symmetrically
flipped filter coefficients for different polarizations. The FD fil-
ters can be very short provided that the expected DGD per step
is sufficiently small (i.e., many steps are used).
Initial results suggest that the multi-step PMD architecture
can be effectively trained using SGD, similar to the conven-
tional MIMO equalizer. However, more research is needed to
fully characterize the training behavior, e.g., in terms of conver-
gence speed for adaptive compensation. The main advantage
of the multi-step architecture is that it can be easily integrated
into DBP allowing for distributed PMD compensation with
low hardware complexity. Combining PMD compensation with
DBP has been previously studied for example in [25–27].
3.4 Coefficient Quantization and ASIC Implementation
Fixed-point requirements and other DSP hardware implemen-
tation aspects for DBP have been investigated in [8, 28–31]. A
potential benefit of multi-step architectures is that they empir-
ically tend to have many “good” parameter configurations that
lie relatively close to each other. This implies that even if the
optimized parameters are slightly perturbed (e.g., by quantiz-
ing them) there may exist a nearby parameter configuration that
exhibits similarly good performance to mitigate the resulting
performance loss due to the perturbation.
Numerical evidence for this phenomenon can be obtained
by considering the joint optimization of CD filters in DBP
including the effect of filter coefficient quantization. This has
been studied in [28] and the approach relies on applying so-
called “fake” quantizations to the filter coefficients, where the
gradient computations and parameter updates during SGD are
still performed in floating point. Compared to other quantiza-
tion methods, this jointly optimizes the responses of quantized
filters and can lead to significantly reduced fixed-point require-
ments. For the scenario in [28], it was shown for example that
the bit resolution can be reduced from 8-9 coefficient bits to 5–
6 bits without adversely affecting performance. Furthermore,
hardware synthesis results in 28-nm CMOS show that multi-
step DBP based on TD filtering with short FIR filters is well
within the limits of current ASIC technology in terms of chip
area and power consumption [28, 29].
4 Conclusion
We have illustrated through various examples how machine
learning can be used to achieve efficient fiber-nonlinearity
compensation. Rather than reducing the number of steps, it
was highlighted that complexity can also be reduced by care-
fully designing and optimizing multi-step methods, or even by
increasing the number of steps and decomposing complex oper-
ations into simpler ones, without losing performance. We also
avoided the use of neural networks as universal (but sometimes
poorly understood) function approximators, and instead relied
on parameterizing existing model-based algorithms.
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