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RIGIDITY OF JULIA SETS OF FAMILIES OF BIHOLOMORPHIC
MAPPINGS IN HIGHER DIMENSION
SAYANI BERA, RATNA PAL
Abstract. The goal of this article is to study a rigidity property of Julia sets of certain classes
of automorphisms in Ck, k ≥ 3. First, we study the relation between two polynomial shift–like
maps in Ck, k ≥ 3, that share the same backward and forward Julia sets (or non-escaping sets).
Secondly, we study the relation between any pair of skew products of He´non maps in C3 having
the same forward and backward Julia sets.
1. Introduction
The fundamental dichotomy of a dynamical system comes from splitting the ambient space
into the Fatou set and the Julia set. The Fatou set is an open set where the dynamics is tame
and the Julia set is the complement of the Fatou set which supports the wild behavior of the
dynamical system. The simplest example of dynamical system which exhibit a rich dynamical
behaviour, comes from the class of polynomials in C of degree greater than or equal to 2. Being
the hub of chaos of the dynamical system, most of the Julia sets of polynomials in C, have
very complicated fractal structure. A little perturbation of a polynomial map can change the
structure of the corresponding Julia set drastically which gives a hint towards the fact that the
Julia sets are quite a rigid object. In fact, a result by Beardon ([2]) validates this anticipation
which states that for two polynomials P and Q (of degree greater than or equal to 2), if JP = JQ
where JP and JQ are the Julia sets of P and Q respectively, then
P ◦Q = σ ◦ P ◦Q
where σ(z) = az + b with |a| = 1 and σ(JP ) = JP . Note that it was known for long time that if
two polynomials P and Q commute, then their Julia sets coincide. The results obtained in [1],
[3], [15], [12] are also pertinent in this direction.
In dimension 2, an analogue of this kind of rigidity property of the Julia sets of He´non maps
has recently been established in [8] (Theorem 1.1) which shows that if we start with two He´non
maps H and F for which both forward and backward Julia sets coincide, i.e., J±H = J
±
F , then
F ◦H = C ◦H ◦ F
where C(x, y) = (δ−x, δ+y) with |δ±| = 1 and C(J±H) = J±H .
In this note, we study rigidity property of Julia sets of some special classes of biholomorphic
mappings in Ck, for k ≥ 3. The first class considered here is the class of shift–like polynomial
maps introduced by Bedford and Pambuccian in [4]. Recall that a shift–like map of type ν,
where 1 ≤ ν ≤ k − 1, in Ck is a map of the form:
S(z1, . . . , zk) = (z2, . . . , zk, az1 + p(zk−ν+1))
with p a polynomial in C of degree greater than or equal to 2 and with 0 6= a ∈ C. Note that
the class of shift–like polynomial maps is a generalization of He´non maps for dimensions k > 2.
Further for a polynomial ν−shift S, Sν(k−ν) or Sm is a regular map where m is a multiple of
both ν and k − ν (See [7] for a detailed proof).
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First, let us briefly recall a few terminologies associated to shift–like maps. Suppose S is a
ν−shift such that 1 ≤ ν ≤ k − 1. Recall from [4] that the filtration corresponding to maps S is
as follow:
V +R,S =
k⋃
i=k−ν+1
V iR,S and V
−
R,S =
k−ν⋃
i=1
V iR,S
where
VR,S =
{
z ∈ Ck : |zj | ≤ R for 1 ≤ j ≤ k
}
and
V iR,S =
{
z ∈ Ck \ VR,S : |zi| > max{|zj |, R} for 1 ≤ j 6= i ≤ k
}
.
We define non-escaping sets
K±S = {z ∈ Ck : the sequence
(
S±n(z)
)
is bounded},
and the escaping sets
(1.1) U±S = C
k \K±S =
∞⋃
n=0
S∓n(V ±R,S).
Further, note that K±S ⊂ VR ∪ V ∓R,S . The Green functions
G+S (z) = limn→∞
1
dn
log+ ‖Snν(z)‖
and
G−S (z) = limn→∞
1
dn
log+
∥∥∥S−n(k−ν)(z)∥∥∥
are continuous and plurisubharmonic in Ck which vanish precisely on K±S . Further,
G±S (z) = log|z|+O(1)
in V ±R,S . The rigidity theorem for shift–like polynomial maps in C
k, for k ≥ 3, can now be stated
as:
Theorem 1.1. Let S be a polynomial shift–like map of type ν, 1 ≤ ν ≤ k− 1 in Ck, k ≥ 3. Let
T be another shift–like polynomial of degree d ≥ 2, that preserves K±S , i.e., T (K±S ) = K±S , then
there exists
C(z1, z2, . . . , zk) = (δ−z1, . . . , δ−zk−ν , δ+zk−ν+1, . . . , δ+zk) with |δ±| = 1
such that
T ◦ S = C ◦ S ◦ T = S ◦ T ◦ C
where S = Sm and T = Tm with m = lcm(ν, k − ν).
Though, in spirit the proof of Theorem 1.1 in the present paper is similar to the proof of Theorem
1.1 in [8], they deviate significantly from each other. That the Green functions G±S associated
to a shift–like map S is not necessarily pluriharmonic in Ck \K±S , is the main reason for this
deviation. For a single He´non map H, the Green functions G±H are pluriharmonic in C
2 \K±H
which in turn, gives that the pluricomplex Green functions for the non-escaping sets K±H are
the Green functions G±H . Hence, if we start with a pair of He´non maps for which the non-
escaping sets coincide, then their Green functions also coincide. Since it is not clear whether
the pluricomplex Green functions for K±S are G
±
S or not, starting with two shift–like maps
with identical non-escaping sets, it is not possible to conclude directly that they have the same
Green functions. However, we succeed to show that the two shift–like maps having identical
non–escaping sets indeed have identical Green functions using different techniques from [6] and
[10].
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Another class of maps which we consider in this note, are the skew products of He´non maps in
C3 of the form:
(1.2) H(λ, x, y) = (cλ,Hλ(x, y))
for (λ, x, y) ∈ C3 with 0 6= c ∈ C. For each λ ∈ C,
(1.3) Hλ = Hm,λ ◦H(m−1),λ ◦ · · · ◦H1,λ
where Hj,λ(x, y) = (y, pj,λ(y)− δjx) with pj,λ polynomial of degree dj ≥ 2 having highest degree
coefficient cj 6= 0 and δj 6= 0 for 1 ≤ j ≤ m. Further, cj ’s, δj ’s and dj ’s are independent of
λ. Further, the coefficients of the polynomial pj,λ vary continuously with λ for 1 ≤ j ≤ m.
This class of maps first appeared in [11] in connection to classification of quadratic polynomial
automorphisms in C3 and its dynamics was studied in [9]. To address the rigidity property of
the Julia sets of these maps, we first study their dynamics generalizing the techniques developed
in [9].
For each λ ∈ C, let
Hλ(x, y) = ((Hλ)1(x, y), (Hλ)2(x, y))
where the degree of (Hλ)1 is strictly less than that of (Hλ)2 and in fact, deg (Hλ)1 is d/dm when
regarded as a polynomial in x and y. Further, let
(1.4) xλ1 = (Hλ)1(x, y) =
d/dm∑
j+k=0
Ajk(λ)x
jyk and yλ1 = (Hλ)2(x, y) =
d∑
j+k=0
Bjk(λ)x
jyk.
In particular,
(Hλ)2(x, y) = cHy
d + qλ(x, y)
where
cH =
m∏
j=1
cj
dj+1···dm
with the convention that dj+1 · · · dm = 1 when j = m, d = dm · · · d1 and qλ a polynomial in x
and y of degree strictly less than d, for each λ ∈ C. Now note that
H−1(λ, x, y) = (c−1λ,H−1
c−1λ(x, y))
and
H−1λ (x, y) = H
−1
1,λ ◦H−12,λ ◦ · · · ◦H−1m,λ(x, y)
for each λ ∈ C and for all (x, y) ∈ C2. Let
(1.5) x˜λ1 = (H
−1
λ )1(x, y) =
d∑
j+k=0
A′jk(λ)x
jyk and y˜λ1 = (H
−1
λ )2(x, y) =
d/d1∑
j+k=0
B′jk(λ)x
jyk.
In particular,
(H−1λ )1(x, y) = c
′
Hx
d + q′λ(x, y)
where
c′H =
m∏
j=1
(
cjδ
−1
j
)dj−1···d1
with the convention that dj−1 · · · d1 = 1 when j = 1 and q′λ a polynomial in x and y with degree
strictly less than d. Further, the maps λ 7→ Ajk(λ), λ 7→ Bjk(λ), λ 7→ A′jk(λ) and λ 7→ B′jk(λ)
are assumed to be continuous in C.
Let deg(Bjk) = ljk for 0 ≤ j + k ≤ d. Define
(1.6) d˜ = degH = max{(j + k) + ljk : 0 ≤ (j + k) ≤ d}.
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Consequently,
deg(Hn) = d˜dn−1
for all n ≥ 1. Further, we fix the following notation:
xλn = (Hcn−1λ ◦ · · · ◦Hλ)1(x, y) and yλn = (Hcn−1λ ◦ · · · ◦Hλ)2(x, y)
for all n ≥ 1 and for each λ ∈ C. Similarly, fix
x˜λn =
(
H−1
c−nλ ◦ · · · ◦H−1c−1λ
)
1
(x, y) and y˜λn =
(
H−1
c−nλ ◦ · · · ◦H−1c−1λ
)
2
(x, y)
for all n ≥ 1 and for each λ ∈ C.
In Section 3, we study the dynamics of the map of the form (1.2). Depending on modulus of c,
we choose the sets V +R and V
−
R for sufficiently large R. For |c| > 1, we define
V +R =
{
(λ, x, y) ∈ C3 : |y| > max{R, |x|, |λ|d˜+1
}
V −R =
{
(λ, x, y) ∈ C3 : |x| > max{R, |y|}, |λ| < 1} .
For |c| < 1, the role of V +R and V −R gets interchanged. For |c| = 1, set
V +R =
{
(λ, x, y) : |y| > max{R, |x|, |λ|d˜+1}
}
V −R =
{
(λ, x, y) : |x| > max{R, |y|, |λ|d˜+1}
}
.
The sets V ±R help to localize the dynamics of the map H. Define
(1.7) U±H =
⋃
n≥1
H∓n(V ±R ) and K
±
H = C
3 \ U±H .
Further, define the Julia sets (forward and backward) J±H = ∂K
±
H . Clearly the sets K
±
H and J
±
H
are invariant under the map H. For each n ≥ 1, define
(1.8) G±n,H(λ, x, y) =
1
d˜dn−1
log+‖H±n(λ, x, y)‖
for (λ, x, y) ∈ C3. The sequence of functions G±n,H converge to the functions G±H uniformly on
compacts. The function G±H is plurisubharmonic in C
3 and pluriharmonic in C3 \K±H satisfying
the natural functorial property. Further, G±H > 0 in C
3 \K±H and they vanish precisely on K±H .
Properties of Green functions G±H has been recorded in Theorem 3.4.
As in the case of single He´non map, the sets K±H are not necessarily the collection of the points
in C3 having bounded orbits. For example, in case |c| > 1, for (λ, x, y) ∈ K+H with λ 6= 0,
|Hn(λ, x, y)| → ∞ as n → ∞. If K+H ⊆ {λ = 0}, then since G+H is continuous in the whole C3
and G+H is pluriharmonic away from K
+
H , by removable singularity theorem G
+
H can be extended
as pluriharmonic function in whole C3. Now G+H > 0 in U
+
H . Thus G
+
H is identically constant
in C3. This shows that, in this case K+H always contain a point in C
3 with unbounded orbit. In
Lemmas 3.2 and 3.6, we give an estimate of the growth rate of a point in K±H .
We now state the rigidity theorem for skew products of He´non maps fibered over non-compact
parameter space C.
Theorem 1.2. Let H and F be two skew products of He´non maps in C3. Further, assume that
Julia sets of H and F are the same, i.e., J±H = J
±
F . Then,
F ◦H = γ ◦H ◦ F
for some γ : (λ, x, y) = (δλ, δ+x, δ−y) with 0 6= δ ∈ C and |δ±| = 1.
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In the same spirit as above, we can give a rigidity theorem for skew-products of He´non maps
fibered over a compact metric space. We conclude this note after discussing the proof of this
theorem.
2. Rigidity of Julia sets of shift–like maps
In this section, we first prove a uniqueness result for locally bounded, plurisubharmonic functions
having at most logarithmic growth. It is essentially a modification to Theorem 1 from [6]. Let
L = {u ∈ L∞loc(Ck) ∩ PSH(Ck) : u(z) ≤ log(1 + |z|) +M}
Lemma 2.1. Let u, v ∈ L such that
(2.1) (ddcu)k−p = (ddcv)k−p
for some 1 ≤ p ≤ (k − 1), then u and v differ by a constant in Ck.
Proof. Let
ρ = u− v
and let L be any strongly plurisubharmonic function in Ck. We will show that
dρ ∧ dcρ ∧ (ddcL)k−1 = 0
which in turn gives that dρ = 0 almost everywhere and hence ρ is a constant.
We prove by induction that for q = 0, . . . , (k − p− 1)
(2.2) dρ ∧ dcρ ∧ (ddcL)q+p ∧ (ddcu)i ∧ (ddcv)j = 0
on Ck where i+ j = k − q − p− 1.
We prove (2.2) for q = 0 first i.e., we prove that
(2.3) dρ ∧ dcρ ∧ (ddcL)p ∧ (ddcu)i ∧ (ddcv)j = 0
for i+ j = k − p− 1. Let
Θ = (ddcu)k−p−1 + (ddcu)k−p−2 ∧ ddcv + · · ·+ (ddcv)k−p−1.
Using (2.1), we have that
(2.4) ddcρ ∧Θ = 0.
Let
T = ρdcρ ∧Θ ∧ (ddcL)p,
then
dT = dρ ∧ dcρ ∧Θ ∧ (ddcL)p.
is an exact positive (k, k)−current and thus dT = 0 which in turn gives (2.3).
Suppose inductively, we have
(2.5) dρ ∧ dcρ ∧ (ddcL)p+q ∧ (ddcu)i ∧ (ddcv)j = 0
with i+ j = k − p− q − 1. We will be done if we prove that
(2.6) dρ ∧ dcρ ∧ (ddcL)p+q+1 ∧ (ddcu)i ∧ (ddcv)j = 0
with i+ j = k − p− q − 2. Using Schwarz inequality (2.5) gives that
(2.7) dρ ∧ (ddcL)p+q ∧ (ddcu)i ∧ (ddcv)j = 0
and
dcρ ∧ (ddcL)p+q ∧ (ddcu)i ∧ (ddcv)j = 0.
Let
T = dρ ∧ dcρ ∧ (ddcL)p+q ∧ (ddcu)i ∧ (ddcv)j
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with i+ j = k − p− q − 2. Let
U = dcL ∧ T.
Note that by using (2.7), it follows that
dT = dρ ∧ ddcρ ∧ (ddcL)p+q ∧ (ddcu)i ∧ (ddcv)j = 0
Hence,
dU = ddcL ∧ T.
As before, dU is an exact, positive, (k, k)-current and thus
dU = 0.
This proves (2.6). Thus we get that u and v differ by a constant in Ck. 
2.1. Proof of Theorem 1.1. Recall that a shift–like map S of type ν ( 1 ≤ ν ≤ k − 1) is a
map of the form:
S(z1, . . . , zk) = (z2, . . . , zk, az1 + p(zk−ν+1)(2.8)
where a ∈ C∗ and p is a polynomial of degree d ≥ 2. From Proposition 2.4 in [7] the ν(k−ν)−th
iterate of a shift–like map S is regular. The positive and negative Green functions of S are
defined as:
G+S (z) = limn→∞
log+ ‖Sνn(z)‖
dn
and G−S (z) = limn→∞
log+ ‖S−(k−ν)n(z)‖
dn
.
Further from Theorem 8.7 in [10],
µ+S =
( 1
2pi
ddcG+S
)ν
and µ−S =
( 1
2pi
ddcG−S
)k−ν
are unique currents of mass 1 supported in K+S and K
−
S respectively.
Step 1: T is a ν−shift. Also G±S = G±T and K±S = K±T .
Let T be a ν1−shift such that 1 ≤ ν1 6= ν ≤ k − 1. Recall from [4], the filtration properties of
the maps S and T . For R > 0 we define the sets
V +R,S =
k⋃
i=k−ν+1
V iR and V
−
R,S =
k−ν⋃
i=1
V iR
and
V +R,T =
k⋃
i=k−ν1+1
V iR and V
−
R,T =
k−ν1⋃
i=1
V iR.
Also,
K±S ⊂ VR ∪ V ∓R,S , and K±T ⊂ VR ∪ V ∓R,T
for a sufficiently large R > 0.
Let ν1 < ν. Then V
+
R,T ⊂ V +R,S and V −R,S ⊂ V −R,T . Pick a z ∈ K+S . By assumption
Tn(z) ∈ K+S ⊂ VR ∪ V −R,S ⊂ VR ∪ V −R,T ,
i.e., z ∈ K+T . Thus K+S ⊂ K+T .
Let K±T = K
±
T ∪I±T ⊂ Pk and K±S = K±S ∪I±S ⊂ Pk where I±S and I±T are indeterminacy sets of S
and T respectively. Since ν1 < ν, by Proposition 2.1 in [7] it follows that I
+
S ⊂ I+T and I−T ⊂ I−S .
Now from Theorem 8.7 in [10] µ+T is the unique (ν1, ν1)−closed current supported in K+T and
µ+S is the unique (ν, ν)−closed current of mass 1 supported in K+S . Further from Corollary 8.5
RIGIDITY OF JULIA SETS OF FAMILIES OF BIHOLOMORPHIC MAPPINGS IN HIGHER DIMENSION 7
in [10] µ˜S = (
1
2pidd
cG+S )
ν1 is a (ν1, ν1)−closed current of mass 1 supported in K+S , hence in K+T .
Since (ν1, ν1)−closed current of mass 1 supported in K+T is unique,
µ˜S = µ
+
T , i.e.,
( 1
2pi
ddcG+S
)ν1
=
( 1
2pi
ddcG+T
)ν1
.
Applying Lemma 2.1, we have that G+S = G
+
T which in turn gives K
+
S = K
+
T . As K
+
T ⊂ VR∪V −R,S
it follows that K+T ∩ V k−ν1R = ∅. But from Proposition 2.1 in [7] and Proposition 8.3 in [10], it
follows that
P0 = [0 : · · · : 0 : 1 : 0 · · · : 0︸ ︷︷ ︸
k−ν1−th position
] ∈ I+T ⊂ K+T , i.e., K+T ∩ V k−ν1R 6= ∅.
Hence ν1 6≤ ν. A similar argument applied for T−1 on K−S and K−T gives ν 6≤ ν1. Thus ν1 = ν.
Assuming ν1 = ν, exactly the same arguments as above gives K
+
S ⊂ K+T and K−S ⊂ K−T . Since
µ±T and µ
±
S are unique currents of mass 1 supported in K
±
T and K
±
S respectively,
µ+S = µ
+
T and µ
−
S = µ
−
T ,
i.e.,
(ddcG+S )
ν = (ddcG+T )
ν and (ddcG−S )
k−ν = (ddcG−T )
k−ν .
Hence by Lemma 2.1, G±S = G
±
T and K
±
S = K
±
T .
Similar to the form of S in (2.8) let the form of T be
T (z1, . . . , zk) = (z2, . . . , zk, bz1 + q(zk−ν+1))
where b ∈ C∗ and q a polynomial of degree dq ≥ 2. Let
p(z) =
dp∑
i=0
ciz
i and q(z) =
dq∑
i=0
c′iz
i.
For  > 0 we define the modified sectors V Ri (), 1 ≤ i ≤ k as:
V Ri () =
{
z ∈ Ck \ VR : |zi| > max{|zj |+ , R : 1 ≤ j 6= i ≤ k}
}
.
Step 2: There exist modified sectors such that they are invariant under appropriate iterates of
Figure 1. The sets V R1 () and V
R
2 () in C2
S and T or S−1 and T−1.
Lemma 2.2. Corresponding to the shift–like maps S and T (of type ν) there exist R0 > 0 and
0 > 0 (0  R0) such that
(i) For every k − ν + 1 ≤ i ≤ k,
Sν
(
V Ri (0)
) ⊂ V Ri (0) and T ν(V Ri (0)) ⊂ V Ri (0),
whenever R > R0.
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(ii) For every 1 ≤ j ≤ k − ν,
S−(k−ν)
(
V Rj (0)
) ⊂ V Rj (0) and T−(k−ν)(V Rj (0)) ⊂ V Rj (0),
whenever R > R0.
Proof. Note that
Sν(z1, . . . , zk) = (zν+1, . . . , zk, az1 + p(zk−ν+1), . . . , azν + p(zk)),
S−(k−ν)(z1, z2, . . . , zk) =
(
a−1{zν+1 − p(z1)}, . . . , a−1{zk − p(zk−ν)}, z1, . . . , zν
)
,
and
T ν(z1, . . . , zk) = (zν+1, . . . , zk, bz1 + q(zk−ν+1), . . . , bzν + q(zk)),
T−(k−ν)(z1, z2, . . . , zk) =
(
b−1{zν+1 − q(z1)}, . . . , b−1{zk − q(zk−ν)}, z1, . . . , zν
)
.
Claim: There exists R0  1 and 0 > 0 (sufficiently smaller than R0) such that if z ∈ D(0;R)
and w ∈ D(0;R+ 0)c for R ≥ R0 then
|p(w)| − |p(z)| > 2R+ 0 and |q(w)| − |q(z)| > 2R+ 0.
Recall that p(z) = cdpz
dp + · · ·+ c0 and q(z) = c′dqzdq + · · ·+ c′0. For a given  > 0, there exists
R() 1 such that
(|cdp | − )|z|dp ≤ |p(z)| ≤ (|cdp |+ )|z|dp ,
and
(|c′dq | − )|z|dq ≤ |q(z)| ≤ (|c′dq |+ )|z|dq ,
whenever |z| ≥ R(). Further, we modify R0 > R() and choose 0 (sufficiently large) such that
if z ∈ D(0;R) and w ∈ D(0;R+ 0)c where R ≥ R0, then
|w|d − |z|d ≥ (R+ 0)d −Rd > 2RM max
{
(|cdp | − )−1, (|c′dq | − )−1
}
where d = min(dp, dq) and M = max{|a|, |b|, 1}. Note that
|w|d1 − |z|d1 ≥ |w|d − |z|d and |w|d2 − |z|d2 ≥ |w|d − |z|d.
Further we modify the choice of R0, such that 2R
d
0 > M0. Then for z ∈ D(0;R) \ D(0;R0)
and w ∈ D(0;R+ 0)c, where R > R0, it follows that
|p(w)| − |p(z)| > (|cdp | − )|w|dp − (|cdp |+ )|z|dp
= (|cdp | − )(|w|dp − |z|dp) + 2|z|dp
> M(2R+ 0) ≥ 2R+ 0.
and
|q(w)| − |q(z)| > (|c′dq | − )|w|dq − (|c′dq |+ )|z|dq
= (|c′dq | − )(|w|dq − |z|dq) + 2|z|dq
> M(2R+ 0) ≥ 2R+ 0
Now by maximum modulus principle, for each z ∈ D(0;R) and for each w ∈ D(0;R+0)c, where
R ≥ R0, we have
|p(w)| − |p(z)| > M(2R+ 0) and |q(w)| − |q(z)| > M(2R+ 0)(2.9)
and hence the claim follows.
Now let z ∈ V Ri0 (0) where k − ν + 1 ≤ i0 ≤ k with R > R0. Let |zi0 | = R˜ + 0, then clearly
|zi| ≤ R˜ for every 1 ≤ i 6= i0 ≤ k where R˜ > R0. Observe that
piiS
ν(z) = azi−k−ν + p(zi) and piiT ν(z) = bzi−k−ν + q(zi)
for k − ν + 1 ≤ i ≤ k.
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Claim: For every z ∈ V Ri0 (0), |pii0Sν(z)| > |piiSν(z)|+ 0, for every 1 ≤ i ≤ k and i 6= i0 where
R > R0.
By (2.9) and by definition of M it follows that if k − ν + 1 ≤ i ≤ k and i 6= i0, then
|p(zi0)| − |p(zi)| > 2|a|R˜+M0 ≥ |a|(|zi−k+ν |+ |zi0−k+ν |) + 0
|p(zi0)| − |a||zi0−k+ν | > |p(zi)|+ |a||zi−k+ν |+ 0.
But
|azi0−k+ν + p(zi0 | ≥ |p(zi0)| − |a||zi0−k+ν | and |p(zi)|+ |a||zi−k+ν | ≥ |azi−k+ν + p(zi)|.
Hence
|pii0Sν(z)| > |piiSν(z)|+ 0
for k − ν + 1 ≤ i ≤ k. Thus the claim follows.
Now R0 is so chosen, such that S(V
+
R ) ⊂ V +R for every R > R0, i.e., Sν
(
V Ri (0)
) ⊂ V Ri (0) for
k − ν + 1 ≤ i ≤ k. A similar argument will work for T and this completes the proof of part (i).
Now let z ∈ V Ri0 (0) and 1 ≤ j0 ≤ k − ν where R > R0. Let |zj0 | = R˜+ 0, then clearly |zi| ≤ R˜
for every 1 ≤ i 6= j0 ≤ k and R˜ > R0. Observe that
pijS
−(k−ν)(z) = a−1(zν+i + p(zi)) and pijT−(k−ν)(z) = b−1(zν+i + q(zi))
for 1 ≤ j ≤ k − ν.
Claim: |pij0S−(k−ν)(z)| > |pijS−(k−ν)(z)|+ 0 for every 1 ≤ j ≤ k − ν and j 6= j0.
By (2.9) and definition of M it follows that if k − ν + 1 ≤ j ≤ k and j 6= j0
|p(zj0)| − |p(zj)| > 2R˜+M0 ≥ (|zν+j |+ |zν+j0 |) + |a|0
|p(zj0)| − |zν+j0 | > |p(zj)|+ |zν+j |+ |a|0.
But
|zν+j0 − p(zj0)| ≥ |p(zj0)| − |zν+j0 | and |p(zj)|+ |zj−k+ν | ≥ |zj+ν − p(zj)|.
Hence
|pij0S−(k−ν)(z)| > |pijS−(k−ν)(z)|+ 0
for k − ν + 1 ≤ j ≤ k. This proves the claim.
Now R0 is so chosen, such that S
−1(V −R ) ⊂ V −R for every R > R0, i.e., S−(k−ν)
(
V Rj (0)
) ⊂ V Rj (0)
for 1 ≤ j ≤ k−ν. A similar argument will work for T and this completes the proof of part (ii). 
Step 3: Note that Lemma 2.2 assures that appropriate modified sectors are invariant under Sν
or S−(k−ν). In this step we construct Bo¨ttcher coordinates in each of this sectors.
Proposition 2.3. Let S be a polynomial shift–like map of type ν. Then there exist RS > 0,
S > 0 (S  RS) and holomorphic functions φ+S,i on V RSi (S), k − ν + 1 ≤ i ≤ k and φ−S,j on
V RSj (S), 1 ≤ j ≤ k − ν such that
φ+S,i
(
Sν(z)
)
= cdp
(
φ+S,i(z)
)dp and φ−S,j(S−(k−ν)(z)) = a−1cdp(φ−S,j(z))dp .
Also φ+S,i(z) ∼ zi and φ−S,j(z) ∼ zj for z →∞.
Proof. From Lemma 2.2, there exists R0 and S such that for 1 ≤ i ≤ k and 1 ≤ j ≤ k − ν
Sν
(
V Ri (S)
) ⊂ V Ri (S) and S−(k−ν)(V Rj (S)) ⊂ V Rj (S)
for every R > R0. Let zi,n = pii ◦ Sνn(z) for every k − ν + 1 ≤ i ≤ k and d = dp.
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Claim: The telescoping product
zi,0.
z
1
d
i,1
zi,0
. · · · .z
1
dn+1
i,n+1
z
1
dn
i,n
converges in V Ri (S) for R sufficiently large whenever k − ν + 1 ≤ i ≤ k.
Note that
z
1
dn+1
i,n+1
z
1
dn
i,n
=
{azi−k+ν,n + p(zi,n)}
1
dn+1
z
1
dn
i,n
.(2.10)
Since p(z) = cdz
d + . . .+ c0, (2.10) can be written as
z
1
dn+1
i,n+1
z
1
dn
i,n
=
(
cdz
d
i,n + p˜(zi−k+ν,n, zi,n)
zdi,n
) 1
dn+1
= c
1
dn+1
d
(
1 +
p˜(zi−k+ν,n, zi,n)
cdz
d
i,n
) 1
dn+1
.(2.11)
Now if R is chosen sufficiently large and z ∈ V Ri (S)∣∣∣∣ p˜(zi−k+ν,n, zi,n)cdzdi,n
∣∣∣∣ < 1, i.e., (1 + p˜(zi−k+ν,n, zi,n)cdzdi,n
)
∈ D(1; 1) ⊂ C.
We take an appropriate branch of logarithm such that Log cd, Log a
−1cd and Log z are well
defined for every z ∈ D(1; 1) (the ball of radius 1 at 1). Hence, the convergence of the telescoping
product
zi,0.
z
1
d
i,1
zi,0
. · · · .z
1
dn+1
i,n+1
z
1
dn
i,n
is equivalent to convergence of the series
1
d
Log
(
zi,1
zdi,0
)
+ . . .+
1
dn+1
Log
(
zi,n+1
zdi,n
)
.(2.12)
Note that (2.12) converges for every z ∈ V Ri (s), i.e., the function
φ+S,i(z) = c
− 1
d−1
d limn→∞ z
1
dn
i,n = c
− 1
d−1
d limn→∞
(
zi,0.
z
1
d
i,1
zi,0
. · · · .z
1
dn+1
i,n+1
z
1
dn
i,n
)
is well defined in V Ri (S). Note that there exists M > 0 such that if R > 0 is sufficiently large∣∣∣∣ p˜(zi−k+ν,n, zi,n)cdzdi,n
∣∣∣∣ ≤ M|zi,n| ≤ M˜|zi,0|dn .(2.13)
Hence from (2.11) and (2.13) it follows that
φ+S,i(z) ∼ zi as z →∞ in V Ri (S).
Also
φ+S,i
(
Sν(z)
)
= c
− 1d−1
d limn→∞ z
1
dn
i,n+1 = c
− 1d−1
d
(
lim
n→∞ z
1
dn+1
i,n+1
)d
= c
− 1d−1
d
(
c
1
d−1
d φ
+
S,i(z)
)d
= cd
(
φ+S,i(z)
)d
.
Thus the proof follows.
A similar argument gives that there exist holomorphic functions φ−j,S on V
R
j (s) for 1 ≤ j ≤ k−ν
such that
φ−S,j
(
S−(k−ν)(z)
)
= a−1cd
(
φ−S,j(z)
)d
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and
φ−S,j(z) ∼ zj as z →∞ in V Rj (S).

Hence by Lemma 2.2 and Proposition 2.3 it is possible to choose R1 sufficiently large such that
the following are true:
(i) There exist holomorphic functions φ+S,i on V
R1
i (0), k−ν+1 ≤ i ≤ k and φ−S,j on V R1j (0),
1 ≤ j ≤ k − ν such that
φ+S,i
(
Sν(z)
)
= cdp
(
φ+S,i(z)
)dp and φ−S,j(S−(k−ν)(z)) = a−1cdp(φ−S,j(z))dp .
Also φ+S,i(z) ∼ zi and φ−S,j(z) ∼ zj for z →∞.
(ii) There exist holomorphic functions φ+T,i on V
R1
i (1), k−ν+1 ≤ i ≤ k and φ−T,j on V R1j (0),
1 ≤ j ≤ k − ν such that
φ+T,i
(
T ν(z)
)
= c′dq
(
φ+T,i(z)
)dq and φ−T,j(T−(k−ν)(z)) = b−1c′dq(φ−T,j(z))dq .
Also φ+T,i(z) ∼ zi and φ−T,j(z) ∼ zj for z →∞.
Step 4: The Bo¨ttcher coordinates of Sν , S−(k−ν) and T ν , T−(k−ν) are equal in appropriate
modified sectors.
Lemma 2.4. For k− ν+ 1 ≤ i ≤ k, on V R1i (0), φ+S,i = φ+T,i and for 1 ≤ j ≤ k− ν, on V R1j (0),
φ−S,j = φ
−
T,j .
Proof. Let R0 and 0 be as chosen in Lemma 2.2. Then for every R > R0:
(i) For k − ν + 1 ≤ i ≤ k and z ∈ V Ri (0)
G+S (z) = limn→∞
log |pii ◦ Sνn(z)|
dnp
and G+T (z) = limn→∞
log |pii ◦ T νn(z)|
dnq
.
(ii) For 1 ≤ j ≤ k − ν and z ∈ V Rj (0)
G−S (z) = limn→∞
log |pij ◦ S−(k−ν)n(z)|
dnp
and G−T (z) = limn→∞
log |pij ◦ T−(k−ν)n(z)|
dnq
.
Now from the proof of Proposition 2.3, for k − ν + 1 ≤ i ≤ k and z ∈ V R1i (0)
G+S (z) = log
∣∣∣c 1dp−1dp φ+S,i(z)∣∣∣ and G+T (z) = log ∣∣∣c′ 1dq−1dq φ+T,i(z)∣∣∣
and for 1 ≤ j ≤ k − ν and z ∈ V R1j (0)
G−S (z) = log
∣∣∣(a−1cdp) 1dp−1φ−S,i(z)∣∣∣ and G−T (z) = log ∣∣∣(b−1c′dq) 1dq−1φ−T,i(z)∣∣∣.
Hence
G+S (z) = log |φ+S,i(z)|+
1
dp − 1 log |cp|, G
+
T (z) = log |φ+T,i(z)|+
1
dq − 1 log |c
′
q|
and
G−S (z) = log |φ−S,j(z)|+
1
dp − 1 log |a
−1cp|, G−T (z) = log |φ−T,i(z)|+
1
dq − 1 log |b
−1c′q|.
Since G+S = G
+
T (by Step 1 ), for k − ν + 1 ≤ i ≤ k and for z ∈ V R1i (0)
log |φ+S,i(z)|+
1
dp − 1 log |cp| = log |φ
+
T,i(z)|+
1
dq − 1 log |c
′
q|.(2.14)
12 SAYANI BERA, RATNA PAL
Now by Lemma 2.3, both φ+S,i(z), φ
+
T,i(z) asymptotic to zi as z →∞ in V R1i (0), i.e.,
φ+S,i = φ
+
T,i and
1
dp − 1 log |cp| =
1
dq − 1 log |c
′
q|.(2.15)
A similar argument gives that on V R1j (1), 1 ≤ j ≤ k − ν
φ−S,j = φ
−
T,j and
1
dp − 1 log |a
−1cp| = 1
dq − 1 log |b
−1c′q|.(2.16)

From now onwards we will use φ+i , to denote φ
+
S,i = φ
+
T,i on V
R1
i (0), for k − ν + 1 ≤ i ≤ k and
φ−j , to denote φ
−
S,j = φ
−
T,j on V
R1
j (0), for 1 ≤ j ≤ k − ν.
Step 5: The coordinates S ◦ T (z) is related to the coordinates of T ◦ S(z) where S = Sm,
T = Tm and m = lcm(ν, k − ν).
Lemma 2.5.
(i) For every z ∈ Ck and for k − ν + 1 ≤ i ≤ k there exists δ+ with |δ+| = 1 such that
pii ◦ T ◦ S(z) = δ+
(
pii ◦ S ◦ T (z)
)
.(2.17)
(ii) For every z ∈ Ck and for 1 ≤ j ≤ k − ν there exist δj−’s with |δj−| = 1 such that
pij ◦ T ◦ S(z) = δj−
(
pij ◦ S ◦ T (z)
)
.(2.18)
Proof. Let m = m1ν = m2(k − ν). From Lemma 2.3, on V R1i (0), k − ν + 1 ≤ i ≤ k, we have
φ+i
(S(z)) = cm1p (φ+i (z))dpm1 and φ+i (T (z)) = c′m1q (φ+i (z))dqm1 .(2.19)
Further from (2.15) there exists δ1 ∈ C such that |δ1| = 1 and
c
dq
p c
′
q = c
′dp
q cpδ1.(2.20)
From (2.19) thus on V R1i (0), k − ν + 1 ≤ i ≤ k, we have the following:
φ+i
(S ◦ T (z)) = cm1p c′m1dpq (φ+i (z))m21dpdq and
φ+i
(T ◦ S(z)) = c′m1q cm1dqp (φ+i (z))m21dpdq .
Hence from (2.20) on V R1i (0), k − ν + 1 ≤ i ≤ k we have
φ+i
(T ◦ S(z)) = δm11 φ+i (S ◦ T (z)) = δ+φ+i (S ◦ T (z))(2.21)
where δ+ = δ
m1
1 . From Lemma 2.3, if z →∞ on V R1i (0),
φ+i
(T ◦ S(z)) ∼ pii ◦ T ◦ S(z)
and
φ+i
(S ◦ T (z)) ∼ pii ◦ S ◦ T (z).
So from (2.21),
pii ◦ T ◦ S(z)− δ+
(
pii ◦ S ◦ T (z)
) ∼ 0 as z →∞.(2.22)
Fix z0 ∈ Ck−1 and consider the line Liz0 = {(ξ, z0) ∈ Ck : pii(ξ, z0) = ξ}. Then (ξ, z0) ∈ V R1i (0)
for |ξ| sufficiently large. Also (ξ, z0)→∞ if ξ →∞. Thus from (2.22) it follows that
pii ◦ T ◦ S(ξ, z0)− δ+
(
pii ◦ S ◦ T (ξ, z0)
)→ 0(2.23)
as ξ →∞. Since (2.23) is a polynomial in ξ, it has to be identically the zero polynomial, i.e.,
pii ◦ T ◦ S(ξ, z0) = δ+(pii ◦ S ◦ T (ξ, z0)).(2.24)
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Now (2.24) is true for any z0 ∈ Ck−1, hence (2.17) is true. This completes the proof of (i).
From Proposition 2.3, on V R1j (0), 1 ≤ j ≤ k − ν we have
φ−j
(S−1(z)) = (a−1cp)m2(φ−j (z))dpm2 and φ−j (T −1(z)) = (b−1c′q)m2(φ−j (z))dqm2 .(2.25)
Therefore for z ∈ S−1(V R1j (0)), 1 ≤ j ≤ k − ν we have
φ−j (z) = (a
−1cp)m2
(
φ−j ◦ S(z)
)dpm2
and z ∈ T −1(V R1j (0)), 1 ≤ i ≤ k − ν
φ−j (z) = (b
−1c′q)
m2
(
φ−j ◦ T (z)
)dqm2 .
Let U1j = (S◦T )−1
(
V R1j (0)
)
, and U2j = (T ◦S)−1
(
V R1j (0)
)
, 1 ≤ i ≤ k−ν. Note that U1j ∩U2j 6= ∅
as both U1j and U
2
j are neighbourhood of the point
[0 : · · · : 0 : 1 : 0 · · · : 0︸ ︷︷ ︸
j−th position
] ∈ Pk.
Let Uj = U1j ∩ U2j for 1 ≤ j ≤ k − ν. Thus for z ∈ Uj
φ−j (z) = (b
−1c′q)
ν
(a−1cp)dqν
(
φ−j ◦ S ◦ T (z)
)dqdpν2(2.26)
and
φ−j (z) = (b
−1c′q)
dpm2(a−1cp)m2
(
φ−j ◦ T ◦ S(z)
)dqdpm22 .(2.27)
Further from (2.16) there exists δ2 ∈ C such that |δ2| = 1 and
(a−1cp)dq(b−1c′q) = (b
−1c′q)
dp(a−1cp)δ2.(2.28)
Combining (2.26)–(2.28), for z ∈ Uj , we have that
φ−j
(T ◦ S(z))dqdpm22 = δm22 (φ−j ◦ S ◦ T (z))dqdpm22 .(2.29)
For every 1 ≤ j ≤ k − ν we take appropriate root δm22 , say δj− (note that |δj−| = 1) on Uj we
have that
φ−j
(T ◦ S(z)) = δj−φ−j (S ◦ T (z)).(2.30)
Fix a j, 1 ≤ j ≤ k − ν and c = (c1, . . . , ck−1) ∈ Ck−1 . Further for ξ ∈ C, consider the points in
the projective space
Pξ = [c1 : · · · : cj−1 : ξ : cj · · · : ck−1 : 1︸ ︷︷ ︸
j−th position
].
Let ξn ∈ C such that |ξn| → ∞. Then
Pξn = [c1 : · · · : cj−1 : ξ : cj · · · : ck−1 : 1]→ [0 : · · · : 0 : 1 : 0 · · · : 0︸ ︷︷ ︸
j−th position
] ∈ Pk,
i.e., xn = (c1, . . . , cj−1, ξn, cj . . . , ck−1) ∈ Uj for n sufficiently large. Note
P1(ξ) = pij ◦ S ◦ T (c1, . . . , cj−1, ξ, cj . . . , ck−1)
and
P2(ξ) = pij ◦ T ◦ S(c1, . . . , cj−1, ξ, cj . . . , ck−1)
are polynomials in C. Thus P1(ξn)→∞, P2(ξn)→∞ as n→∞, i.e.,
S ◦ T (xn) ∈ V R1j (0) and pij ◦ S ◦ T (xn)→∞
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and
T ◦ S(xn) ∈ V R1j (0) and pij ◦ T ◦ S(xn)→∞
as n→∞. Therefore from Lemma 2.3 we have that
φ−j ◦ S ◦ T (xn) ∼ pij ◦ S ◦ T (xn)
and
φ−j ◦ T ◦ S(xn) ∼ pij ◦ T ◦ S(xn).
Now from (2.30), it follows that
pij
(T ◦ S(xn))− δj−pij(S ◦ T (xn))→ 0, i.e., P2(ξn)− δj−P1(ξn)→ 0
as n→∞. Since P2 − δj−P1 is polynomial in one variable, the above is not possible unless it is
the zero polynomial. Hence for every ξ ∈ C
pij ◦ T ◦ S(c1, . . . , cj−1, ξ, cj . . . , ck−1) = δj−pij ◦ S ◦ T (c1, . . . , cj−1, ξ, cj . . . , ck−1).
Now the above observation is true for any c ∈ Ck−1, thus (2.18) holds. This completes the proof
of (ii). 
Thus there exists a linear map C1(z1, . . . , zk) = (δ˜1z1, . . . , δ˜kzk) such that
T ◦ S(z) = C1 ◦ S ◦ T (z)(2.31)
where δ˜j = δ
j
− for 1 ≤ j ≤ k − ν and δ˜i = δ+ for k − ν + 1 ≤ i ≤ k.
Step 6: The coordinates of T −1 ◦ S−1 and S−1 ◦ T −1 are also related in a similar way.
Lemma 2.6. There exists a linear map
C2(z1, . . . , zk) = (δ
′
1z1, . . . , δ
′
kzk)
where δ′j = δ
′− for 1 ≤ j ≤ k − ν and δ′i = δ′+i for k − ν + 1 ≤ i ≤ k such that
T −1 ◦ S−1(z) = C2 ◦ S−1 ◦ T −1(z) i.e., T ◦ S(z) = S ◦ T ◦ C2(z).(2.32)
Proof. The proof is similar to Lemma 2.5 if the role of T and S are interchanged with the role
of T −1 and S−1 appropriately. 
Step 7: Last step is to prove that the maps C1 and C2 are equal.
From (2.31) and (2.32) it follows that
S ◦ T = C−11 ◦ S ◦ T ◦ C2(z).(2.33)
Let D1, D2 be diagonal matrices defined as follows:
D1 = Diag(δ
1
−, . . . , δ
k−ν
− , δ+, . . . , δ+) and D2 = Diag(δ
′
−, . . . , δ
′
−, δ
′k−ν+1
+ , . . . , δ
′k
+).
Now by applying chain rule to (2.33) it follows that
D1A = AD2(2.34)
where A = D(S ◦ T )(0). Note that A is invertible and A, D1, D2 has the following forms:
A =
[ Ak−ν,k−ν Bk−ν,ν
Cν,k−ν Dν,ν
]
, D1 =
[ D1 0
0 Idνδ
−1
+
]
, and D2 =
[
Idk−νδ′− 0
0 D2
]
where D1 = Diag(δ1−, . . . , δk−ν− ) and D2 = Diag(δ′k−ν+1+ , . . . , δ′k+). Thus (2.34) simplifies as:[ D1Ak−ν,k−ν D1Bk−ν,ν
δ+Cν,k−ν δ+Dν,ν
]
=
[
δ′−Ak−ν,k−ν Bk−ν,νD2
δ′−Cν,k−ν Dν,νD2
]
.(2.35)
Case 1: Suppose ν 6= k − ν, i.e., either ν < k − ν or k − ν < ν.
RIGIDITY OF JULIA SETS OF FAMILIES OF BIHOLOMORPHIC MAPPINGS IN HIGHER DIMENSION 15
Assume k − ν < ν. Since A is invertible, the possibilities are
(i) A and D should be invertible.
(ii) If A or D is not invertible, then Rank(B) = k − ν.
Subcase (i): If A and D are invertible, then D1 = δ′−Id and D2 = δ+Id, i.e., δi− = δ′− for
1 ≤ i ≤ k − ν and δ′i+ = δ+ for k − ν + 1 ≤ i ≤ k. This proves that for |δ±| = 1,
C1(z1, z2, . . . , zk) = C2(z1, z2, . . . , zk) = (δ−z1, . . . , δ−zk−ν , δ+zk−ν+1 . . . , δ+zk).
Subcase (ii): Otherwise if Rank(B) = k − ν, then any (k − ν)−columns of B are linearly
independent. From(2.35) it follows that,
δ1−b11 δ
1
−b12 . . . δ
1
−b1ν
δ2−b21 δ
2
−b22 . . . δ
2
−b2ν
...
... . . .
...
δk−ν− b(k−ν)1 δ
k−ν
− b(k−ν)2 . . . δ
k−ν
− b(k−ν)ν
 =

δ′1+b11 δ
′2
+b12 . . . δ
′ν
+b1ν
δ′1+b21 δ
′2
+b22 . . . δ
′ν
+b2ν
...
... . . .
...
δ′1+b(k−ν)1 δ
′2
+b(k−ν)2 . . . δ
′k−ν
+ b(k−ν)ν
 .
Construct B˜ by choosing any (k− ν)−columns of B. Further, choose the corresponding (k− ν)
eigenvalues of D2 and denote it by D˜2. Then
D1B˜ = B˜D˜2, i.e., eigenvalues of D1 = eigenvalues of D˜2.
Now since any (k − ν)−eigenvalues of D2 is equal to the eigenvalues of D1, we get that all the
eigenvalues of D1 and D2 should be equal. This proves that D1 = ρIdk−ν and D2 = ρIdν . Note
that since A and D are not invertible, C should have non-zero elements, i.e., δ′− = δ+ = η.
Further, A and D cannot be identically zero matrices, since that would mean Rank(A) < k.
Hence η = ρ. This proves that for |η| = 1,
C1(z1, z2, . . . , zk) = C2(z1, z2, . . . , zk) = (ηz1, . . . , ηzk)
The similar argument will work if ν < k− ν by interchanging the role of rows and columns of B.
Case 2: For ν = k − ν, i.e., lcm(ν, k − ν) = ν and S = Sν , T = T ν .
So by chain rule
A = DG(0) = DSν(T ν(0))DT ν(0).
Also
T ν(0, . . . , 0) = (0, . . . , 0, q(0), . . . , q(0)) and Sν ◦ T ν(0, . . . , 0) = (q(0), . . . , q(0), p(q(0)), . . . , p(q(0))).
Now
DT ν(0) =
[
0 Idν
bIdν q
′(0)Idν
]
and DSν(T ν(0)) =
[
0 Idν
aIdν p
′(q(0))Idν
]
.
Thus
A =
[
bIdν q
′(0)Idν
bp′(q(0))Idν (a+ q′(0)p′(q(0)))Idν
]
.
As before from (2.34) and (2.35), by analyzing all possible cases we again have
C1(z1, z2, . . . , zk) = C2(z1, z2, . . . , zk) = (δ−z1, . . . , δ−zν , δ+zν+1 . . . , δ+zk)
where |δ±| = 1. This completes the proof of Theorem 1.1.
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3. Dynamics of skew products of He´non maps
In this section, we describe dynamics of the maps of the form (1.2). We consider the following
three cases:
Case 1: |c| > 1
Fix a δ ∈ (0, 1). For R > 1, recall that
V +R =
{
(λ, x, y) ∈ C3 : |y| > max{R, |x|, |λ|d˜+1
}
.
Lemma 3.1. For any δ ∈ (0, h) where h = min{|cH |, 1}, there exists R0 = R0(δ) > 1 such that
H(V +R ) ⊆ V +R
for all R ≥ R0. Further,
(3.1) (|cH | − δ)
dn−1
d−1 |y|dn < |yλn| < (|cH |+ δ)
dn−1
d−1 |y|dn
for all (λ, x, y) ∈ V +R .
Proof. We prove (3.1) by induction. Note that
(3.2)
∣∣∣yλ1 − cHyd∣∣∣ = |qλ(x, y)| =
∣∣∣∣∣∣
d−1∑
j+k=0
cjk(λ)x
jyk
∣∣∣∣∣∣
where cjk’s are polynomials in C with degree at most d˜. Therefore, there exists M > 1 such
that
(3.3) |cjk(λ)| < M |λ|d˜+
for all j, k’s with 0 ≤ (j + k) ≤ (d− 1) where |λ|+ = max{|λ|, 1}. For (λ, x, y) ∈ V +R , combining
(3.2) and (3.3), we get that
|qλ(x, y)| ≤ M |λ|d˜+|y|d−1 +M |λ|d˜+|y|d−2 + · · ·+M |λ|d˜+|y|+M |λ|d˜+
≤ M |y|d
(
|y|− 1d˜+1 + |y|−1 + · · ·+ |y|−
d˜(d−1)+d
d˜+1
)
.(3.4)
The last inequality follows since |y| > |λ|d˜+1+ which in turn gives |λ|d˜+ < |y|
d˜
d˜+1 . Thus it follows
from (3.4) that for any given δ ∈ (0, h) with h = min{|cH |, 1}, one can choose R sufficiently
large such that ∣∣∣(Hλ)2(x, y)− cHyd∣∣∣ < δ|y|d
for all (λ, x, y) ∈ V +R , which in turn gives
(3.5) (|cH | − δ) |y|d <
∣∣∣yλ1 ∣∣∣ < (|cH |+ δ) |y|d
in V +R . Now (3.5) gives that
(3.6)
∣∣∣yλ1 ∣∣∣ > R
if |y| > R with R sufficiently large. Further, a similar calculation as in (3.4) gives that
(3.7)
∣∣∣xλ1 ∣∣∣ = |(Hλ)1(x, y)| < δ|y|d−1
for |y| sufficiently large. From (3.5) and (3.7), it follows that
(3.8) |yλ1 | > |xλ1 |
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for (λ, x, y) ∈ V +R with R sufficiently large. Further, using (3.5), we get that
|yλ1 | > (|cH | − δ) |y|d > (|cH | − δ) |y|d−1|λ|d˜+1
for (λ, x, y) ∈ V +R . Thus if we take |y| sufficiently large, then we get
(3.9)
∣∣∣yλ1 ∣∣∣ > |cλ|d˜+1.
Combining (3.6), (3.8) and (3.9), we get that
(3.10) H(V +R ) ⊆ V +R
for R sufficiently large.
Let (3.1) holds for 1 ≤ n ≤ k, i.e.,
(3.11) (|cH | − δ)
dn−1
d−1 |y|dn <
∣∣∣yλn∣∣∣ < (|cH |+ δ) dn−1d−1 |y|dn
for 1 ≤ n ≤ k. Using (3.10), it follows that
Hn(λ, x, y) = (cnλ, xn, yn) = (c
nλ, (Hnλ )1(x, y), (H
n
λ )2(x, y)) ∈ V +R
for R > 0 sufficiently large and for all n ≥ 1. Therefore, using (3.5), we get
(|cH | − δ) |yλk |
d
<
∣∣∣yλk+1∣∣∣ < (|cH |+ δ) |yλk |d
which, using induction hypothesis, gives
(|cH | − δ)
dk+1−1
d−1 |y|dk+1 <
∣∣∣yλk+1∣∣∣ < (|cH |+ δ) dk+1−1d−1 |y|dk+1 .
This finishes the proof. 
Lemma 3.2. For (λ, x, y) ∈ K+, we have
max{xλn, yλn} ≤ (LM)(n+
d
dm
)
[
max
{
R, |x|, |λ|d˜+1
}](1+ d
dm
)n
.
Proof. Let (λ, x, y) ∈ K+ which implies that Hn(λ, x, y) = (cnλ, xλn, yλn) /∈ V +R for all n ≥ 0, i.e.,
(3.12)
∣∣∣yλn∣∣∣ ≤Mλn = max{R, ∣∣∣xλn∣∣∣ , |cnλ|d˜+1} .
Now∣∣∣xλn∣∣∣ = ∣∣∣(Hcn−1λ)1(xλn−1, yλn−1)∣∣∣
=
∣∣∣∣∣∣
d/dm∑
j+k=0
Ajk(c
n−1λ)(xλn−1)
j
(yλn−1)
k
∣∣∣∣∣∣ ≤ LM |cn−1λ|d˜+(Mλn−1)d/dm ≤ LM(Mλn−1)(1+
d
dm
)
for some L,M > 1. The last inequality follows from (3.12). Further, note that
|cnλ|d˜+1 ≤ |c|d˜+1Mλn−1.
Also if
LM(Mλn−1)
(1+ d
dm
)
< |c|d˜+1Mλn−1,
then it follows that
(Mλn−1)
d
dm <
|c|d˜+1
LM
, i.e., R
d
dm <
|c|d˜+1
LM
which leads to a contradiction if R is sufficiently large. Therefore
Mλn ≤ LM(Mλn−1)
(1+ d
dm
)
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and by induction we get
Mλn ≤ (LM)(n+
d
dm
)
[
max
{
R, |x|, |λ|d˜+1
}](1+ d
dm
)n
.

Lemma 3.3. There exists a constant K > 1 depending on the coefficients of H such that for
all n ≥ 1 and for all (λ, x, y) ∈ C3, we have
max
{∣∣∣xλn∣∣∣ , ∣∣∣yλn∣∣∣} ≤ (K|λ|d˜+|c|d˜+‖(x, y)‖+)dn
where |x|+
/‖(x, y)‖+ = max{|x|/‖(x, y)‖, 1}, for x, y ∈ C.
Proof. Using (1.4), it follows that
max
{∣∣∣xλ1 ∣∣∣ , ∣∣∣yλ1 ∣∣∣} ≤ K|λ|d˜+‖(x, y)‖d+
for some K > 1. Further, inductively we get that
max
{∣∣∣xλn∣∣∣ , ∣∣∣yλn∣∣∣} ≤ K(dn−1)|λ|d˜(dn−1)+ (|c|d˜+)An‖(x, y)‖dn+
where
An =
n−1∑
j=1
dj−1 ≤ dn−2
n−1∑
j=1
n− j
dn−j−1
≤ dn−2
∞∑
j=1
j
dj−1
≤ dn.
This finishes the proof. 
Theorem 3.4. The sequence of functions G±n,H converges to G
±
H uniformly on compact sets in
C3. The function G±H is plurisubharmonic in C
3 and pluriharmonic in C3 \K±H satisfying
G±H ◦H±1 = dG±H
in C3. Further, G±H > 0 in U
±
H and it vanishes precisely in K
±
H .
Proof. It follows from Lemma 3.2 that G+n,H → 0 as n → ∞ in K+H . Further, it follows from
Lemma 3.1 that
G+n,H(λ, x, y) =
1
d˜dn−1
log+‖yλn‖
in U+H . Note that (1.8) gives∣∣∣G+(n+1),H(λ, x, y)−G+n,H(λ, x, y)∣∣∣ ≤ 1d˜dn log+
∣∣yλn+1∣∣
|yλn|d
≤ C
d˜dn
for some C > 1, which in turn gives that G+n,H converges uniformly to the function G
+
H in
U+H . Clearly, G
+
H is pluriharmonic in U
+
H and it follows from Lemma 3.1 that G
+
H > 0 in U
+
H .
Note that U+H is completely invariant under H which shows that the set K
+
H is also completely
invariant under H. It follows from (1.8) that
(3.13) G+H ◦H = dG+H
in C3. Further, it follows from Lemma 3.1 that
(3.14) G+n,H(λ, x, y) < M + d log
+|λ|+ log+‖(x, y)‖
in C3 for each n ≥ 1 where M is some constant depending on H. Now let G+H∗ is the upper
semicontinuous regularization of G+H . So, G
+
H∗ is plurisubharmonic in C
3. Further, since G+H is
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pluriharmonic in U+H ∪ int(K+H), it follows that G+H∗ = G+H in U+H ∪ int(K+H). In addition, G+H∗
enjoys the same functorial property as G+H indicated in (3.13), i.e.,
(3.15) G+H∗ ◦H = dG+H∗
in C3 and using (3.14), we get
G+H∗ ◦Hn(λ, x, y) = G+H∗(cnλ, xλn, yλn) ≤M + d log+|cnλ|+ log+‖(xλn, yλn)‖
for (λ, x, y) ∈ K+H . Now combining Lemma 3.3 and (3.15), we get that
1
dn
G+H∗ ◦Hn(λ, x, y)→ 0
as n → ∞ for all (λ, x, y) ∈ K+H . Therefore, G+H∗(λ, x, y) = 0 for (λ, x, y) ∈ K+H . Thus
G+H∗ = G
+
H in C
3 which proves that G+H is plurisubharmonic in C
3. Now using Hartog’s Lemma
we conclude that G+n,H converges uniformly to G
+
H on compact sets in C
3. Running the similar
set of arguments, we can prove the analogous result for G−H . 
Recall that
V −R = {(λ, x, y) ∈ C3 : |x| > max{R, |y|}, |λ| < 1}.
Running the similar set of arguments as in Lemma 3.1, we get the following.
Lemma 3.5. For any δ ∈ (0, h) where h = min{|c′H |, 1}, there exists R0 = R0(δ) > 1 such that
H−1(V −R ) ⊆ V −R
for all R ≥ R0. Further,
(3.16)
(|c′H | − δ) dn−1d−1 |x|dn < |x˜λn| < (|c′H |+ δ) dn−1d−1 |x|dn
for all (λ, x, y) ∈ V −R .
Lemma 3.6. For each (λ, x, y) ∈ K−H , G−n,H(λ, x, y)→ 0 as n→∞.
Proof. Let (λ, x, y) /∈ U−H which implies H−n(λ, x, y) = (c−nλ, x˜λn, y˜λn) /∈ V −R for any n ∈ N. For
a given λ ∈ C, choose n0 large enough such that |c−n0λ| < 1. Now let
(3.17) |x˜λn| ≤Mλn = max{R, |y˜λn|}
for n ≥ n0. Now using (1.5), it follows that
(3.18) y˜λn =
(
H−1
c−nλ
)
2
(x˜λn−1, y˜
λ
n−1) =
d/d1∑
i+j=0
B′jk(c
−nλ)x˜λ
j
n−1y˜
λk
n−1.
Note that Bjk’s are polynomials in C with degree at most d˜. Therefore, there exists L > 1 such
that
(3.19) |Bjk(λ)| < L|λ|d˜+
for all j, k’s with 0 ≤ (j + k) ≤ (d− 1) where |λ|+ = max{|λ|, 1}. Now using (3.17), (3.18) and
(3.19), we get that∣∣∣y˜λn∣∣∣ = ∣∣∣(H−1c−nλ)2(x˜λn−1, y˜λn−1)∣∣∣ ≤
∣∣∣∣∣∣
d/d1∑
i+j=0
B′jk(c
−nλ)x˜λ
j
n−1y˜
λk
n−1
∣∣∣∣∣∣ ≤ LMλn−1d/d1
for some L > 1 and for all n ≥ n0. Thus by induction, we get
(3.20) Mλn ≤ L
d˜(n−n0)−1
d˜−1
(
Mλn0
)dˆn−n0
where dˆ = d/d1. Using the inequality (3.20), we get that G
−
n,H(λ, x, y)→ 0 as n→∞. 
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Since G±H are pluriharmonic in C
3 \K±H and in C3 \ J±H , the following proposition holds. Note
that the similar result holds for a single He´non map (Proposition 3.8, [5]). Since, one can prove
the following proposition using the same arguments as in the case of a single He´non map, we
are omitting the proof.
Proposition 3.7. The functions G±H are the pluricomplex Green functions of the sets K
±
H and
of the sets J±H .
Proposition 3.8. For (λ, x, y) ∈ V +R ,
xλn
yλn
→ 0
as n→∞ and for (λ, x, y) ∈ V −R ,
yλn
xλn
→ 0
as n→∞.
Proof. Since H(V +R ) ⊆ V +R , using (1.4) we get that
(3.21)
∣∣∣xλn∣∣∣ =
∣∣∣∣∣∣
d/dm∑
j+k=0
Ajk(c
n−1λ)xλ
j
n−1y
λk
n−1
∣∣∣∣∣∣ ≤ LM |cn−1λ|d˜+|yλn−1|d−1
for some L > 1. Also from (3.5), it follows that for δ > 0 small enough,
(3.22) |yλn| > (|cH | − δ) |yλn−1|
d
.
Combining (3.21) and (3.22), it follows that
(3.23)
∣∣yλn∣∣
|xλn|
>
K|yλn−1|
|cn−1λ|d˜+
≥ K
|cn−1λ|d˜+
(|cH | − δ)
dn−1−1
d−1 |y|dn−1
for some K > 1. Now since |y| > R > 1, it follows from (3.23) that
xλn
yλn
→ 0
as n→∞. Using the similar arguments, one can show that for (λ, x, y) ∈ V −R
y˜λn
x˜λn
→ 0
as n→∞. 
Remark 3.9. Therefore it follows from Proposition 3.8 that if (λ, x, y) ∈ V +R , then Hn(λ, x, y)→
[0 : 0 : 1 : 0] in P3 as n → ∞. Similarly, if (λ, x, y) ∈ V −R , then H−n(λ, x, y) → [0 : 1 : 0 : 0] in
P3 as n→∞.
Case 2: |c| < 1 and Case 3: |c| = 1
The analogues of the above results can be proved for the skew products of He´non maps with
|c| ≤ 1 and to do so one needs to consider the cases |c| < 1 and |c| = 1 separately. In particular,
Remark 3.9 holds for all 0 6= c ∈ C. Recall that we need to modify the filtrations in each cases.
RIGIDITY OF JULIA SETS OF FAMILIES OF BIHOLOMORPHIC MAPPINGS IN HIGHER DIMENSION 21
4. Rigidity of skew products of He´non maps with non-comapct parameter space
Bo¨ttcher coordinates and its relation with Green functions.
Proposition 4.1. Let H : C3 → C3 be a skew products of He´non maps. Then there exist
non-vanishing holomorphic functions φ±H : V
±
R → C such that
φ+H ◦H(λ, x, y) = (cH)
d
d˜ (φH(λ, x, y))
d
in V +R and
φ−H ◦H−1(λ, x, y) = (c′H)
d
d˜ (φ−H(λ, x, y))
d
in V −R . Further,
φ+H(λ, x, y) ∼ y as ‖(λ, x, y)‖ → ∞ in V +R
and
φ−H(λ, x, y) ∼ x as ‖(λ, x, y)‖ → ∞ in V −R .
Proof. Consider the following telescoping product
(4.1) y.
(yλ1 )
1
d˜
y
. · · · .(y
λ
n+1)
1
d˜dn
(yλn)
1
d˜dn−1
. · · · .
Now by (1.4),
yλn+1 = (H
n+1
λ )2(x, y) = cH(y
λ
n)
d
+ qcnλ(x
λ
n, y
λ
n).
Hence,
(yλn+1)
1
d˜dn
(yλn)
1
d˜dn−1
=
(
cH(y
λ
n)
d
+ qcnλ(x
λ
n, y
λ
n)
) 1
d˜dn
(yλn)
1
d˜dn−1
=
(
cH +
qcnλ(x
λ
n, y
λ
n)
(yλn)
d
) 1
d˜dn
= cH
1
d˜dn
(
1 +
qcnλ(x
λ
n, y
λ
n)
cH(yλn)
d
) 1
d˜dn
.
Now
(4.2)
∣∣∣∣∣qcnλ(xλn, yλn)cH(yλn)d
∣∣∣∣∣ ≤ 1∣∣∣cH(yλn)d∣∣∣
d−1∑
j+k=0
∣∣∣Bjk(cnλ)xλjn yλkn ∣∣∣ ≤ L|cnλ|d˜+|cHyλn| < 12
for |y| > R >> 1 and for all n ≥ 1. The second last inequality follows from (1.4) and from the
fact that H(V +R ) ⊆ V +R . The last inequality follows from (3.1).
Let
(
1 + qc
nλ(x
λ
n,y
λ
n)
cH(yλn)
d
) 1
d˜dn be the principal branch of d˜dn-th root of
(
1 + qc
nλ(x
λ
n,y
λ
n)
cH(yλn)
d
)
. Now note
that the convergence of the product in (4.1) is equivalent to the convergence of the series
(4.3) Log y + Log
(
yλ1
y
)
+ · · ·+ Log
(yλn+1) 1d˜dn
(yλn)
1
d˜dn−1
+ · · · .
Since, (4.2) holds, the above series in (4.3) is absolutely convergent which shows that the product
in (4.1) is convergent.
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Since the infinite product in (4.1) is convergent, we can define the function φ+H : V
+
R → C as
follows:
φ+H(λ, x, y) = (cH)
− d
d˜(d−1) lim
n→∞ (y
λ
n)
1
d˜dn−1 = (cH)
− d
d˜(d−1)
y.(yλ1 ) 1d˜
y
. · · · .(y
λ
n+1)
1
d˜dn
(yλn)
1
d˜dn−1
. · · ·
 .
Since ∣∣∣∣∣qcnλ(xλn, yλn)cH(yλn)d
∣∣∣∣∣ ≤ L|cnλ|
d˜
+
|cHyλn|
≤ L|c
nλ|d˜+
|cH |(|cH | − δ)
dn−1
d−1 |y|dn
,
which we get combining (3.1) and (3.4), it follows that
φ+H(λ, x, y) ∼ y
as ‖(λ, x, y)‖ → ∞ in V +R .
Note that
Hn+1(λ, x, y) = H(cnλ, xλn, y
λ
n)
= (cn+1λ, xλn+1, cH(y
λ
n)
d
+ qcnλ(x
λ
n, y
λ
n)).
Hence,
(Hncλ)2(H(λ, x, y)) = cH(H
n
λ )
d
2(λ, x, y)(1 + L(λ, x, y))
where L(λ, x, y)→ 0 as ‖(λ, x, y)‖ → ∞ in V +R . Thus
φ+H(H(λ, x, y)) = c
− d
d˜(d−1)
H limn→∞ (H
n
cλ)
1
d˜dn−1
2 (H(λ, x, y))
= c
− d
d˜(d−1)
H limn→∞
(
cH(H
n
λ )
d
2(λ, x, y)(1 + L(λ, x, y))
) 1
d˜dn−1
= c
d
d˜
H limn→∞ c
1
d˜dn−1
H
(
c
− d
d˜(d−1)
H (H
n
λ )
1
d˜dn−1
2 (λ, x, y)(1 + L(λ, x, y))
1
d˜dn
)d
= c
d
d˜
H(φ
+
H(λ, x, y))
d
.
Now H−n(λ, x, y) = (c−nλ, x˜λn, y˜λn) where x˜λn is a polynomial in x and y of degree d˜dn−1 which
is precisely the degree of H−n. Consider the following telescoping product
(4.4) x.
(x˜λ1)
1
d˜
x
. · · · .(x˜
λ
n+1)
1
d˜dn
(x˜λn)
1
d˜dn−1
. · · ·
which can be shown to be convergent as before. We define
φ−H(λ, x, y) = (c
′
H)
− d
d˜(d−1) lim
n→∞ (x˜
λ
n)
1
d˜dn−1 .
That
φ−H(λ, x, y) ∼ x
as ‖(λ, x, y)‖ → ∞ in V −R and
φ−H(H
−1(λ, x, y)) = (c′H)
d
d˜ (φ−H(λ, x, y))
d
in V −R , can be shown in the similar fashion as in the case of φ
+
H . 
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Further, it follows from (1.8) that
(4.5) G+H(λ, x, y) = log|φ+H |+
d
d˜(d− 1) log|cH |
in V +R and
(4.6) G−H(λ, x, y) = log|φ−H |+
d
d˜(d− 1) log|c
′
H |
in V −R .
Proof of the Theorem 1.2: Since J±H = J
±
F , it follows from Proposition 3.7 that the pluri-
complex Green functions of these sets coincide, i.e.,
G±H = G
±
F .
At this point, we refer the readers to the proof of Theorem 1.1 in [8] (or Theorem 1.1 in the
present paper) which can be adapted to show that
(4.7) (F ◦H)1 = δ+(H ◦ F )1 and (F ◦H)2 = δ−(H ◦ F )2
in C3 for some δ+, δ− ∈ C with |δ±| = 1. Note that Proposition 5.6 along with the relations
(4.5) and (4.6) play a crucial role to establish (4.7). This finishes the proof.
5. Rigidity of skew products of He´non maps with compact parameter space
In this section, we consider skew products of He´non maps fibered over a compact metric space
M , i.e., the maps of the form
(5.1) H(λ, x, y) = (σH(λ), Hλ(x, y))
for (λ, x, y) ∈ M × C2 where σH acts as an homeomorphism on M . Recently, the dynamics of
these maps has been studied in [13] and [14]. For each λ ∈M and for each n ≥ 1, let
Hnλ = Hσn−1H (λ)
◦Hσn−2H (λ) ◦ · · · ◦Hλ
and
H−nλ = H
−1
σ−nH (λ)
◦H−1
σ
−(n−1)
H (λ)
◦ · · · ◦H−1
σ−1H (λ)
.
We define the non-escaping sets and escaping sets as follow:
I±H,λ =
{
(x, y) ∈ C2 : ‖H±nλ (x, y)‖ → ∞ as n→∞
}
and
K±H,λ =
{
(x, y) ∈ C2 : the orbit (H±nλ (x, y))n≥0 is bounded in C2}
respectively. Further, for each λ ∈M , we define J±H,λ = ∂K±H,λ. Further, define
(5.2) G±n,H,λ(x, y) =
1
dn
log+
∥∥H±nλ (x, y)∥∥
for each n ≥ 1 and for all (x, y) ∈ C2. Recall form [14] that the sequence of functions defined
in (5.2) converge uniformly in compact to the plurisubharmonic functions G±H,λ in C
2. Further,
note that (see [14]) a uniform filtration defined as follow:
V +R = {(x, y) ∈ C2 : |x| < |y|, |y| > R},
V −R = {(x, y) ∈ C2 : |y| < |x|, |x| > R},
VR = {(x, y) ∈ C2 : |x|, |y| ≤ R}.
with R > 0 sufficiently large works uniformly for all Hλ’s.
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5.1. Fibered Bo¨ttcher coordinates. For each λ ∈M , let
Hλ(x, y) = ((Hλ)1(x, y), (Hλ)2(x, y))
be a composition of generalized He´non maps as described before. Clearly, the degree of (Hλ)1
is strictly less than that of (Hλ)2 when considered as polynomials in y. Further, let, for each
λ ∈M
(5.3) (Hλ)2(x, y) = cHy
d + qλ(x, y)
where cH = Π
m
j=1c
d(j+1)···dm
j with dj+1 · · · dm = 1 when j = m, d = dn · · · d1 and qλ a polynomial
in x, y of degree strictly less than d.
Similarly, let
(Hλ)
−1(x, y) = ((Hλ)′1(x, y), (Hλ)
′
2(x, y))
where degree of (H2λ)
′ is strictly less than that of (H1λ)
′ considering as polynomials in x. As
before, one can write
(5.4) (Hλ)
′
1(x, y) = c
′
Hx
d + q′λ(x, y)
where c′H = Π
m
j=1(cjδ
−1
j )
d(j−1)···d1 where dj−1 · · · d1 = 1 when j = 1 and q′λ a polynomial in x, y
of degree strictly less than d.
Proposition 5.1. Let H be a skew products of He´non maps of the form (5.1), then for each
λ ∈M , there exist non-vanishing analytic functions φ±H,λ : V ±R → C such that
φ+H,σH(λ)(Hλ(x, y)) = cH(φ
+
H,λ(x, y))
d
in V +R and
φ−H,λ ◦H−1λ = c′H
(
φ−H,σH(λ)(x, y)
)d
in V −R . Further,
φ+H,λ(x, y) ∼ y as ‖(x, y)‖ → ∞ in V +R
and
φ−H,λ(x, y) ∼ x as ‖(x, y)‖ → ∞ in V −R .
Proof. Let,
Hnλ (x, y) = ((H
n
λ )1(x, y), (H
n
λ )2(x, y))
for (x, y) ∈ C2 and
yn,λ = (H
n
λ )2 and xn,λ = (H
n
λ )1
are polynomials in x and y in C2. Further, note that the degree of yn,λ is dn.
Now consider the following telescoping series
(5.5) y.
y
1
d
1,λ
y
. · · · .y
1
dn+1
n+1,λ
y
1
dn
n,λ
. · · · .
Note that form (5.3), we get the followings:
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y
1
dn+1
n+1,λ
y
1
dn
n,λ
=
(
cHy
d
n,λ + qσnH(λ)(xn,λ, yn,λ)
) 1
dn+1
y
1
dn
n,λ
=
(
cH +
qσnH(λ)(xn,λ, yn,λ)
ydn,λ
) 1
dn+1
= cH
1
dn+1
(
1 +
qσnH(λ)(xn,λ, yn,λ)
cHydn,λ
) 1
dn+1
.(5.6)
Since the parameter space M is compact and and the coefficients of qλ’s vary continuously in λ,
we can choose an R > 0 sufficiently large such that∣∣∣∣∣qσnH(λ)(xn,λ, yn,λ)cHydn,λ
∣∣∣∣∣ < 1
for all |y| > R and for all n ≥ 1. Hence,
(
1 +
qσn
H
(λ)(xn,λ,yn,λ)
cHy
d
n,λ
) 1
dn+1
, the principal branch of the
dn+1-th root of
(
1 +
qσn
H
(λ)(xn,λ,yn,λ)
cHy
d
n,λ
)
is well-defined for all λ ∈M and for all n ≥ 1.
Note that, for a fixed λ ∈M , there exist L, L˜ > 0 such that
(5.7)
∣∣∣∣∣qσnH(λ)(xn,λ, yn,λ)ydn,λ
∣∣∣∣∣ ≤ L|yn,λ| ≤ L˜|y|dn
for R > 0 large enough. Now since, convergence of the series
(5.8) y.
y
1
d
1,λ
y
. · · · .y
1
dn+1
n+1,λ
y
1
dn
n,λ
. · · ·
implies the convergence of the series
(5.9) Log y +
1
d
Log
(
y1,λ
1
d
y
)
+ · · ·+ Log
y 1dn+1n+1,λ
y
1
dn
n,λ
+ · · ·
using (5.7), we conclude that the series (5.9) converges and consequently the series (5.8) also
converges.
Therefore,
lim
n→∞ y
1
dn
n,λ
exists.
Now for each λ ∈M , define φ+H,λ : V +R → C as follows:
(5.10) φ+H,λ(x, y) = cH
− 1
d−1 lim
n→∞ y
1
dn
n,λ.
Since
Hn+1λ (x, y) = HσnH(λ) ((H
n
λ )1(x, y), (H
n
λ )2(x, y))
=
((
Hn+1λ
)
1
(x, y), cH(H
n
λ )
d
2(x, y) + qσnH(λ) ((H
n
λ )1(x, y), (H
n
λ )2(x, y))
)
,
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it follows that (
HnσH(λ)
)
2
(Hλ(x, y)) = cH(H
n
λ )
d
2(x, y)(1 + Lλ(x, y))
where Lλ(x, y)→ 0 as ‖(x, y)‖ → ∞ in V +R .
Now
φ+H,σH(λ)(Hλ(x, y)) = c
− 1
d−1
H limn→∞
(
HnσH(λ)
) 1
dn
2
(Hλ(x, y))
= cH lim
n→∞ c
1
dn
H
(
c
− 1
d−1
H (H
n
λ )
1
dn
2 (x, y)(1 + Lλ(x, y))
1
dn+1
)d
.(5.11)
Since Lλ(x, y)→ 0 as |y| → ∞ in V +R and c
1
dn
H → 1 as n→∞, we get
φ+H,σH(λ)(Hλ(x, y)) = cH(φ
+
H,λ(x, y))
d
in V +R .
As before, we define
x˜n,λ = (H
−n
λ )1,
a polynomial in x and y of degree dn with leading term c′H . Next, define
φ−H,λ(x, y) = c
′
H
− 1
d−1 lim
n→∞ (x˜n,λ)
1
dn ,
which makes sense for the same reason explained in the previous case.
Using a same sort of arguments as in (5.11), we get that
φ−H,λ ◦H−1λ (x, y) = c′H
(
φ−H,σH(λ)(x, y)
)d
for all (x, y) ∈ V −R and for all λ ∈M . 
5.2. Rigidity of skew products of He´non maps with the same fibered Julia sets.
Proposition 5.2. Let H and F be skew products of He´non maps fibered over a compact metric
space M and let for each λ ∈M , the fibered Julia sets of H and F are the same, i.e., J±H,λ = J±F,λ
for all λ ∈M . Then for each λ ∈M ,
FσH(λ) ◦Hλ = γ ◦HσF (λ) ◦ Fλ
for some γ : (x, y) 7→ (δ+x, δ−y) with |δ±| = 1. Consequently, there exists a skew map Γ :
(λ, x, y) = (µ(λ), δ+x, δ−y) such that F ◦H = Γ ◦H ◦ F in M × C2, where
µ =
(
σF ◦ σH ◦ σ−1F ◦ σ−1H
)
and |δ±| = 1.
Proof. Let
F : (λ, x, y) = (σF (λ), Fλ(x, y))
and
H : (λ, x, y) = (σH(λ), Hλ(x, y)).
Since for each λ ∈ M , the functions G+H,λ and G+F,λ are the pluricomplex Green functions for
the sets J+H,λ and J
+
F,λ respectively (see Proposition 1.2 in [13]), we have
G+H,λ = G
+
F,λ
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for all λ ∈M . Thus combining (5.10) and (5.2), we get that
G+H,λ = log|φ+H,λ|+
1
dH − 1 log|cH |
and
G+F,λ = log|φ+F,λ|+
1
dF − 1 log|cF |
in V +R for all λ ∈ M . The rest of the proof follows by using fibered Bo¨ttcher coordinates
constructed in the Proposition 5.1 and pursuing the same techniques as in the proof of Theorem
1.1 in [8].

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