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Abstract
In the recent papers of Gerlach (SIAM Rev. 36 (1994) 272{276) and Ford and Pennline (SIAM Rev. 38 (1996)
658{659) a class of iterative methods for solving a single equation f(x)=0, with arbitrary rate of convergence, has been
presented. In this paper we show that this class is equivalent to ve other classes of iterative methods, derived earlier in
various ways and expressed in dierent forms. The proofs of equivalence of all considered iteration formulas are given.
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1. Introduction
Rediscovering some old result is not a unusual case in mathematics. Sometimes, same results
appear independently almost at the same time. In other situations, there are results which have been
rediscovered after one, two or even six decades, the most frequently derived results are those using
dierent approaches.
For illustration, as a typical example of iteration methods for solving equation f(x) = 0, which
have been rediscovered several times, we present the basic sequence
En = x +
nX
=1
(f−1)()(f(x))(−f(z))
!
; (1)
where f−1 is the inverse of f. Techniques for generating basic sequences En (with the order of
convergence n + 1), some of which are equivalent, are due to Schroder (1870), Wittaker (1927),
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Bodewig (1949), Curry (1951), Ehrmann (1959), Schwerdtfeger (1959), etc. For the references
see the book [13] by Traub. But in the Russian literature the above sequence En is attributed to
Chebyshev (1837 or 1838). However, some authors (e.g., Bodewig [1] and Shub and Smale [12])
ascribes Ek to Euler quoting his Opera Omnia, Ser. I, Vol. X, pp. 422{455.
In this note our attention is restricted to the iteration methods for solving equations. Our discussion
is initiated by the recent iteration formulas presented by Gerlach [4], and by Ford and Pennline [3].
Apart from the references cited in this paper, the reader interested in the families of iteration
formulas can also consult the papers [9,10].
Recently, Gerlach [4] has introduced the following class of functions:
Denition. A function f will be said to be in class Dm(a) i it is suciently many times dieren-
tiable and
f(a) = 0; f0(a) 6= 0; f00(a) =   = f(m−1)(a) = 0; f(m)(a) 6= 0:
In terms of this denition Gerlach proved that, if f is in class Dm(a), then each function Fn
dened for n>m by
Fn(x) = f(x); n= m
Fn+1 =
Fn(x)
n
p
F 0n (x)
; n>m
(2)
is in class Dn(a). Besides, using a particular Fn+1(x) generated by (2) for m = 2, Gerlach has
constructed the iteration method
xk+1 = xk − Fn+1(xk)F 0n+1(xk)
(k = 0; 1; : : :) (3)
which has the order of convergence n+ 1, i.e.,
jxk+1 − aj6Cjxk − ajn+1;
for some positive constant C.
The direct use of the iteration formula (3) is somewhat cumbersome. To remove this shortcoming,
Ford and Pennline [3] proposed the following alternative formula:
xk+1 = xk − f(xk)Qn+1(xk)Qn+2(xk) (k = 0; 1; : : :); (4)
where the function Qn is recursively dened by
Q2(x) = 1;
Qn+1 = f0(x)Qn(x)− 1nf(x)Q
0
n(x) (n= 2; 3; : : :):
(5)
Formula (4) is equivalent to (3) but it is easier for implementation. The order of convergence of
the iteration method (4) is also n+ 1.
M. Petkovic, D. Herceg / Journal of Computational and Applied Mathematics 107 (1999) 275{284 277
Let us introduce the abbreviations
u(x) =
f(x)
f0(x)
; A(x) =
f()(x)
!f(x)
(= 1; 2; : : :):
Formulas (3) and (4) for n= 1 give Newton’s method
xk+1 = xk − f(xk)f0(xk) = xk − u(xk) (k = 0; 1; : : :);
and then, taking n= 2; 3; 4; : : : ; they generate the following iteration schemes:
Halley’s method [5], order 3:
xk+1 = xk − u(xk)1− A2(xk)u(xk) ;
Kiss’ method [11], order 4:
xk+1 = xk − u(xk)[1− A2(xk)u(xk)]1− 2A2(xk)u(xk) + A3(xk)u(xk)2 ;
Kiss’ method [4], order 5:
xk+1 = xk − u(xk)[1− 2A2(xk)u(xk) + A3(xk)u(xk)
2]
1− 3A2(xk)u(xk) + [2A3(xk) + A2(xk)2]u(xk)2 − A4(xk)u(xk)3 ;
and so on.
Thus, we see that the rst members of iteration sequences produced by the iteration formulas (3)
and (4) coincide with the already known formulas. For this reason, the following natural question
arises: Are the iteration schemes (3) and (4) new ones or are they equivalent to some other,
already known, iteration schemes?
In our investigation we found that the accelerated methods (3) and (4) are equivalent to some
other classes of methods, derived previously by several authors and given in various forms. Our
goal is to present the previous equivalent classes of methods, together with their short history notes,
regarding that a wider circle of readers interested in the theory and practice of iteration processes
can benet from this review. These classes, listed in a chronological order in Section 2, produce
the same iteration formulas, as shown in Section 3.
2. Another classes of iteration formulas
In what follows we will always assume that a function f, whose zero is sought, is suciently
many times dierentiable.
Wang’s class [15] (1966): Using the abbreviation A (=1; 2; : : :) introduced above, let us dene
0(x) = 0[f; x] = 1;
n(x) = n[f; x] =

A1 1 0    0
A2 A1 1    0
A3 A2 A1    0
...
...
...
. . .
...
An An−1 An−2    A1

:
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Expanding the determinant in the rst column, one obtains the following recursive relation:
0 = 1; n(x) =
nX
=1
(−1)+1A(x)n−(x) (n>1): (6)
To nd a zero of equation f(x)=0, Wang [15] (see, also [16]) has proposed in 1966 the following
family of iteration methods:
xk+1 = xk − n−1[f; xk]n[f; xk] (k = 0; 1; : : :): (7)
The family (7) has the order of convergence n+ 1 if the zero is simple.
Varjuhin{Kasjanjuk’s class [14] (1969): Let f (x)gn−10 be the sequence of linearly independent
functions, and let us dene the iteration function n by
n(x; f g) = x − Gn(x)Hn(x) ;
where
Gn(x) =

f 0 f 1    f n−1
(f 0)00 (f 1)00    (f n−1)00
...
...
. . .
...
(f 0)(n) (f 1)(n)    (f n−1)(n)

and
Hn(x) =

(f 0)0 (f 1)0    (f n−1)0
(f 0)00 (f 1)00    (f n−1)00
...
...
. . .
...
(f 0)(n) (f 1)(n)    (f n−1)(n)

:
Assuming that f (x)gjx=xk = f 0(xk);  1(xk); : : : ;  n−1(xk)g, Varjuhin and Kasjanjuk [14] have con-
structed the following iteration method:
xk+1 = n(xk ; f (x)gjx=xk ) (k = 0; 1; : : :) (8)
and proved that (8) has the order of convergence n+ 1.
In a special case, taking  (x)  x (= 0; 1; : : : ; n− 1), the iteration formula (8) reduces to
xk+1 = n(xk ; f1; x; : : : ; xn−1gjx=xk ) (k = 0; 1; : : :): (9)
This method also possesses the order n+ 1.
Jovanovic’s class [8] (1972): Let gn(x) be the iteration function such that the sequence
xk+1 = gn(xk) (k = 0; 1; : : :)
denes the iteration method of the order n>2, and assume that gn(x) is dierentiable in the neighbor
of the xed point a of gn(x). Assume that g0n(a) 6= n and dene
gn+1(x) = x − x − gn(x)1− (1=n)g0n(x)
: (10)
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Then
xk+1 = gn+1(xk) (k = 0; 1; : : :) (11)
generates the iteration process with the order of at least n+ 1. For the proof see, e.g. [8], where a
more general case in Banach space was considered. Starting with
g2(x) = x − f(x)=f0(x) (Newton0s iteration);
by (10) and (11) one obtains iteration formulas which are the same with those produced by (3),
(4), (7), (9), (13) and (15) (see Section 3). It is possible that the accelerating procedure (10){(11)
was derived before 1972, but we have not found the source.
Farmer{Loizou’s class [2] (1975): Let
u(x) =
f(x)
f0(x)
; T(x) =
f()
!f0(x)
(= 1; 2; : : :);
and dene n recursively in the following way:
1(x) = u(x);
j(x) =
u(x)
1−Pji=2(−1)iTi(x)Qj−1p=j−i+1 p(x) (j = 2; 3; : : : ; n):
(12)
Then the iteration method
xk+1 = xk − n(xk) (k = 0; 1; : : :) (13)
is of order n+ 1 and, in fact, it presents rational approximation to the basic sequence (1).
Igarashi{Nagasaka’s class [6] (1991), (see also [7]): Let T be dened as above. Let h1(x) =
−f(x)=f0(x) and dene hn recursively by
b1(x) = Tn(x);
bj(x) = bj−1(x)hj−1(x) + Tn+1−j(x) (j = 2; : : : ; n);
hn(x) =
h1(x)
bn(x)
:
(14)
Assume that a is a simple zero of f and let x0 be an initial approximation to a. Igarashi and
Nagasaka [6] have constructed the iteration method
xk+1 = xk + hn(xk) (k = 0; 1; : : :) (15)
which converges to a with the order n + 1. Complete derivation and convergence analysis of the
iterative method (14){(15) have also been presented in the recent paper [7] by Igarashi and Ypma.
3. The proofs of equivalence
Regarding the presented classes of iteration formulas, the question of nding the connections
between them arises. The outlines of the proofs of the equivalence of the presented iteration formulas
are given in this section.
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We will prove that the iteration formulas (3), (4), (7), (9), (11), (13), and (15) are equivalent,
that is, they produce the same iteration sequences for a xed n. The proofs will be performed
by comparing the considered classes of methods with one of the presented iteration classes, say
Wang’s class (7). Then the equivalence of each pair of iteration formulas follows according to the
transitivity property. We choose Wang’s method as a comparative model since the structure and the
form of Wang’s formula is convenient.
All considered iteration formulas are of the form xk+1 = xk − sn(xk), where sn(x) will be called
the correction term, or CT for brevity. The denotation CT(m) points to the correction term of the
iteration formula (m); m 2 f4; 7; 9; 11; 13; 15g; for instance, CT(7) = n−1=n is Wang’s correction.
Our aim is to show that CT of all presented families of iteration methods are mutually the same.
Since the iteration formula (4) is, actually, an alternative form of Gerlach’s cumbersome formula
(3) (see [3]), we will not consider Gerlach’s family (3).
Let n(x) be dened as in Wang’s family. First, we give the three relations necessary for our
purpose. With the notations used previously, we state
n(x) =
(−1)nf(x)
n!

1
f(x)
(n)
(n= 1; 2; : : :): (16)
The proof of (16) is elementary and goes by induction where the recursive relation (6) is used.
From (16) we nd
n(x)
f(x)
=
(−1)n
n!

1
f(x)
(n)
;
wherefrom, by dierentiating, we obtain

n(x)
f(x)
0
=
(−1)n
n!

1
f(x)
(n+1)
=−n+ 1
f(x)
n+1(x): (17)
Hence
n+1(x) =− f(x)n+ 1

n(x)
f(x)
0
=
1
n+ 1

n(x)
f0(x)
f(x)
− 0n(x)

(n= 0; 1; : : :): (18)
For Qn(x) dened by (5) we derive the following relation:
Qn+2(x) = f(x)nn(x) (n= 0; 1; 2; : : :): (19)
The above formula is easy to prove by induction and by the help of (18).
Now we are going to prove that CT of the considered families (4), (9), (11) and (13) are equal
to Wang’s CT(7), and, in particular, we will show that CT(15)=C(13) (=C(7)). In our proofs we
will omit elementary manipulations, transformations and simple technical details.
Ford{Pennline’s class (4): Using (19) we nd
CT(4) = f(x)
Qn+1(x)
Qn+2(x)
= f(x)
f(x)n−1n−1(x)
f(x)nn(x)
=
n−1(x)
n(x)
= CT(7):
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Varjuhin{Kasjanjuk’s class (9): Starting from the determinants Gn(x) and Hn(x) for the particular
case  (x) = x (= 0; 1; : : : ; n− 1), after some elementary transformations we obtain
Gn(x) = f(x)n

1 0 0    0 0
A2 A1 1    0 0
A3 A2 A1    0 0
...
...
. . .
...
...
An−1 An−2 An−3    A1 1
An An−1 An−2    A2 A1

n−1Y
m=0
(n− m)! = f(x)n n−1(x)
n−1Y
m=0
(n− m)!
and
Hn(x) = f(x)n

A1 1 0    0 0
A2 A1 1    0 0
A3 A2 A1    0 0
...
...
. . .
...
...
An−1 An−2 An−3    A1 1
An An−1 An−2    A2 A1

n−1Y
m=0
(n− m)! = f(x)nn(x)
n−1Y
m=0
(n− m)!:
According to this we immediately nd
CT(9) =
Gn(x)
Fn(x)
=
n−1(x)
n(x)
= CT(7):
Jovanovic’s class (11): From (10) and (11) we obtain
CT(11) = x − gn+1(x) = n(x − gn(x))n− g0n(x)
: (20)
Let us prove the relation
x − gn(x) = n−2(x)n−1(x) (n= 2; 3; : : :): (21)
To prove (21) we use induction and, rst, for n= 2 (Newton’s iteration), we nd
x − g2(x) = f(x)f0(x) =
0(x)
1(x)
;
which means that (21) is true for this particular case.
Assume that (21) is true for some n>2. Starting from (21) and using (17), we nd
1− g0n(x) = (x − gn(x))0 =
d
dx

n−2(x)
n−1(x)

=
d
dx

n−2(x)=f(x)
n−1(x)=f(x)

=
(n−2(x)=f(x))0n−1(x)=f(x)− n−2(x)=f(x)([n−1(x)=f(x)])0
(n−1(x)=f(x))2
=
−[(n− 1)n−1(x)=f(x)][n−1(x)=f(x)] + [nn(x)=f(x)][n−2(x)=f(x)]
(n−1(x)=f(x))2
= 1− n+ nn(x)n−2(x)
(n−1(x))2
:
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According to this we get
n− g0n(x) = n− 1 + 1− g0n(x) = n
n(x)n−2(x)
(n−1(x))
2 :
Putting this expression in (20) and using (21), we obtain
x − gn+1(x) = n(x − gn(x))n− g0n(x)
=
nn−2(x)=n−1(x)
nn(x)n−2(x)=(n−1(x))2
=
n−1(x)
n(x)
:
Thus, (21) is true for the index n + 1, which completes the proof by induction. Hence, we have
CT(11) = CT(7).
Farmer{Loizou’s class (13): With the denotation as in (12) (omitting the argument x for sim-
plicity), from (12) we nd
1
j
=
f0(x)
f(x)
0
@1−
jX
i=2
(−1)iTi
j−1Y
p=j−i+1
p
1
A= A1 +
jX
i=2
(−1)i+1Ti f
0(x)
f(x)
j−1Y
p=j−i+1
p
=A1 +
jX
i=2
(−1)i+1Ai
j−1Y
p=j−i+1
p = A1 +
jX
i=2
(−1)i+1Aij−1j−2    j−i+1:
Using induction let us prove the relation
n =
n−1(x)
n(x)
(n= 1; 2; : : :): (22)
Since 1(x) = 0(x)=1(x) = f(x)=f0(x), we conclude that (22) holds for n = 1. Assume that (22)
is true for some n>1. Then by (22) we nd
nn−1n−2    n−i+2 = n−1n
n−2
n−1
n−3
n−2
   n−i+1
n−i+2
=
n−i+1
n
:
According to this and the above formula for 1=j, for the index n+ 1 we obtain
1
n+1
=A1 +
n+1X
i=2
(−1)i+1Ainn−1n−2    n−i+2 = A1 + 1n
n+1X
i=2
(−1)i+1Ain−i+1
=
A1n +
Pn+1
i=2 (−1)i+1Ain−i+1
n
=
n+1
n
;
where we used the recursive relation (6). Hence, n+1 = n=n+1 and the proof of (22) follows by
induction. Therefore,
CT(13) = n(x) =
n−1(x)
n(x)
= CT(7)
for each n= 1; 2; : : : .
Igarashi{Nagasaka’s class (15): Since we have already proved that CT(13) = CT(7), if we
prove the identity CT(13) = CT(15) then obviously CT(15) = CT(7). Thus, we have to prove that
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the relation
CT(15) =−hn = n = CT(13) (23)
holds for each n= 1; 2; : : : .
We again use complete induction. Since h1(x) = −f(x)=f0(x) = −1(x) = −u(x), (23) holds for
n= 1. It is easy to see from (14) (omitting again the argument x for simplicity) that
bn = T1 +
nX
m=2
Tm
n−1Y
p=n−m+1
hp (n= 1; 2; : : :): (24)
Assume that −hp = p ((23) for n= p) holds for all p= 1; 2; : : : up to n− 1. Then from (23) and
(24) we nd
bn = T1 +
nX
m=2
(−1)m+1Tm
n−1Y
p=n−m+1
p :
With regard to this and (14), we obtain (taking into account that T1 = 1)
−hn =−h1bn =
u(x)
1−Pnm=2(−1)mTmQn−1p=n−m+1 p = n;
which completes the proof by induction giving C(15) = CT(13).
We conclude this paper with the remark that the presented review of equivalent families of
iteration methods is perhaps incomplete. Some results presented in a ‘hidden’ form or published in
some unreachable publications could be added to our review.
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