The paper introduces a semantics for definite logic programs expressed in term of SLD-derivations and studies various properties of SLD-derivations by using the above semantics.
Introduction
Lack of compositionality of conventional logic programming semantics has been a serious limitation, since by they very nature PROLOG program fragments are written to be used in an extensible, modular fashion. It has often been noted, in particular, that traditional bottom-up or top-down semantics fails to be sufficiently operational, identify too many computationally distinct programs, and are blind to many interesting observables.
The paper introduces a semantics for definite logic programs expressed in term of SLD-derivations and studies various properties of SLD-derivations by using the above semantics. The semantics is defined according to the approach in [2] , which was already used for some abstractions of SLD-derivations, such as computed answers [9] , call patterns and partial answers [10] and resultants [11] . The basic idea underlying the approach is the goal independent program denotation, which can equivalently be specified by top-down and bottom-up constructions. The top-down definition is the set of SLD-derivations for pure atomic goals, while the bottom-up definition is the least fixpoint of a suitable T P operator. The denotation is proved to be correct and fully abstract w.r.t. the observational equivalence induced on programs by SLD-derivations. Moreover, it is proved to enjoy two important compositionality properties, i.e., AND-compositionality and OR-compositionality. AND-compositionality means that the SLD-derivations of any goal can be reconstructed from the goal independent denotation. OR-compositionality means that the denotation of P 1 ∪ P 2 can be reconstructed from the denotations of P 1 and P 2 .
The above results simply extend to SLD-derivations similar results obtained for other (more abstract) observables. The main novelty of this paper is the semantics definition methodology and the structure of the resulting semantics. We start by defining a denotational semantics on domains consisting of sets of SLD-derivations. It is a rather standard denotational definition with two peculiarities. First it deals with low-level operational details, while the usual denotational semantics operates on the domain of computed answers, and are therefore much more abstract. Moreover, the typical compositional style of denotational semantics allows us to identify a small set of primitive semantic operators, which are the semantic counterpart of the language syntactic operators. The same primitive semantic operators are then used to define the operational semantics, by means of a transition system.
The proof of all the main theorems, such as
• equivalence between denotational and operational semantics, • equivalence between bottom-up and top-down (goal independent) denotations, • correctness and minimality of the denotation, • AND-compositionality and OR-compositionality of the denotation, heavily rely on some lemmata, which express properties of the primitive semantic operators. This is even more important, because the SLD-derivations semantics has been conceived as the collecting semantics for a hierarchy of semantics [3] , systematically derived by using abstract interpretation theory [6] . Since abstraction is essentially abstraction of the primitive semantic operators, the abstract semantics will inherit all those properties of the collecting semantics for which the suitable lemmata on the semantic operators hold. This provides the basis for the definition of a taxonomy of abstractions [3, 4] . It is worth noting that the SLD-derivations semantics is the most natural choice for a collecting semantics. It is essentially a traces semantics and it contains all the relevant information of SLD-trees. A more abstract semantics, such as the resultant semantics, would not allow to derive properties such as proof trees (used in the Heyting's semantics in [15, 14] ) or derivation lengths.
The paper is organized as follows. Section 2 contains background definitions and terminology. Section 3 defines the semantic domain. Section 4 introduces the denotational semantics and the primitive semantic operators. Section 5 defines the transition system. Section 6 defines the goal independent denotations. Finally Section 7 contains the main equivalence and compositionality theorems.
Preliminaries
In the following sections, we assume familiarity with the standard notions of logic programming as introduced in [1] and [17] .
Throughout the paper we assume programs and goals being defined on a first order language given by a signature Σ consisting of a finite set F of function symbols, a finite set Π of predicate symbols and a denumerable set V of variable symbols. T denotes the set of terms built on F and V .
A substitution is a mapping ϑ : V → T such that the set dom(ϑ) := {x | ϑ(x) = x} (domain of ϑ) is finite. ε is the empty substitution. range(ϑ) denotes the range of ϑ i.e., the set {y | x = ϑ(x), y ∈ var (ϑ(x))}. If ϑ is a substitution and E is a syntactic expression, ϑ| E is the restriction of ϑ to the variables var (E) of E. The composition ϑσ of the substitutions ϑ and σ is defined as the functional composition. A substitution ϑ is called idempotent if ϑϑ = ϑ or, equivalently, if dom(ϑ) ∩ range(ϑ) = ∅. A renaming is a (non idempotent) substitution ρ for which there exists the inverse ρ −1 such that ρρ −1 = ρ −1 ρ = ε.
The preordering ≤ (more general than) on substitutions is such that ϑ ≤ σ if and only if there exists ϑ such that ϑϑ = σ. The result of the application of a substitution ϑ to a term t is an instance of t and is denoted by tϑ. We define t ≤ t (t is more general than t ) if and only if there exists ϑ such that tϑ = t . The relation ≤ is a preorder (called subsumption) and by ≡ we denote the associated equivalence relation (variance). A substitution ϑ is a unifier of terms t and t if tϑ = t ϑ (where = denotes syntactic equality). If two terms are unifiable then they have an idempotent most general unifier which is unique up to renaming. Therefore mgu(t 1 , t 2 ) denotes such an idempotent most general unifier of t 1 and t 2 . All the above definitions can be extended to other syntactic expressions in the obvious way.
We restrict our attention to idempotent substitutions, unless explicitly stated otherwise. The set of all idempotent substitutions is denoted by Subst.
An atom is an object of the form p(t 1 , . . . , t n ) where p ∈ Π, t 1 , . . . , t n ∈ T . A goal is a sequence of atoms A 1 , . . . , A m . The empty goal is denoted by 2.
The set of all atoms is denoted by Atoms and the set of all goals is denoted by Goals. We denote by G and B possibly empty sequences of atoms, by t, x tuples of, respectively, terms and distinct variables. Moreover we denote by t both the tuple and the set of corresponding syntactic objects. B, B denotes the concatenation of B and B . An atomic goal is called pure if it is in the form p(x).
A (definite) clause is a formula of the form H ← A 1 , . . . , A n with n ≥ 0, where H (the head ) and A 1 , . . . , A n (the body) are atoms. "←" and "," denote logical implication and conjunction respectively, and all variables are universally quantified. If the body is empty the clause is called a unit clause. A program is a set of (definite) clauses. Given a goal G and a program P , the formula G in P (or P ∪ {G}) is a query.
Definite clauses have a natural computational reading based on the resolution procedure. The specific resolution strategy called SLD can be described as follows. Let G := A 1 , . . . , A k be a goal and c := H ← B be a (definite) clause. G is derived from G and c by using ϑ if and only if there exists an atom
An SLD-derivation (or simply a derivation) of the query G in P consists of a (possibly infinite) sequence of goals
. . called resolvents, together with a sequence c 1 , c 2 , . . . of variants of clauses in P which are renamed apart 1 and a sequence ϑ 1 , ϑ 2 , . . . of idempotent mgus such that G 0 = G and, for i ≥ 1, each G i is derived from G i−1 and c i by using ϑ i . An SLD-refutation of G in P is a finite SLD-derivation of G in P which has the empty goal 2 as the last goal in the derivation. An SLD-tree of G in P is the prefix tree of all SLD-derivations of G in P .
A selection rule R is a function which, when applied to a "history" containing the goal, all the clauses and the mgus used in the derivation G 0 , G 1 , . . . , G i , returns an atom in G i . Such an atom is the selected atom in G i . In the following for the sake of simplicity we consider the PROLOG leftmost selection rule. All our results can be generalized to skeleton rules [11] .
In the following G
, denotes a (partial and finite) SLD-derivation of goal G via the leftmost selection rule. The derivation uses the renamed apart clauses c 1 , . . . , c n and ϑ := (ϑ 1 · · · ϑ n )| G is the computed answer substitution of G. We also denote by G ϑ − → P * B a finite SLD-derivation of G in P via the leftmost selection rule, where ϑ is the computed answer substitution and B is the last resolvent. In the paper we use standard results on the ordinal powers ↑n of continuous functions on the complete lattices. Namely, given any monotonic operator T on (C, ≤), T ↑ω := n<ω T ↑n, T ↑n + 1 := T (T ↑n) for n < ω, and T ↑0 := ⊥ C , where ⊥ C is the least element of C. Moreover if T is continuous its least fixpoint is T ↑ω.
We use lambda notation to denote partial functions by allowing expressions in lambda-terms that are not always defined. Hence a lambda expression λx.E denotes a partial function which on input x assumes the value E[x] if the expression E[x] is defined, otherwise it is undefined. g := f [ v / x ] denotes the function g such that g(x) = v and ∀y = x. g(y) = f (y). Furthermore ⊥ denotes the undefined element. For each set S we define ⊥ ⊆ S and ⊥ ∪ S = S. Note that ∅ ⊆ ⊥.
Semantic domains
We assume the reader to be familiar with the notions of SLD-resolution and SLD-tree [17, 1] . We represent here, for notational convenience, SLD-trees as sets of derivations.
(1) A set of derivations S is well-formed if and only if for any d ∈ S we have prefix (d) ⊆ S. Each well-formed set where all the clauses used in derivations are in P is a representation of a family of partial SLD-trees of P . (2) We denote by WFS the complete lattice of well-formed sets of derivations, partially ordered by ⊆. The maximal well-formed set of derivations of G in P is a representation of the SLD-tree of G in P .
Hence a collection is a function which associates to any goal G a (representation of) a partial SLD-tree of G in P . A pure collection is a collection defined only for pure atomic goals. (4) C is the domain of all the collections ordered by , where D D if and only if ∀G. D(G) ⊆ D (G). The partial order on C formalizes the evolution of the computation process. It is easy to prove that (C, ) is a complete lattice. PC is the sub-lattice of all pure collections.
The goal we want to achieve is to develop a denotation modeling partial SLDtrees. We follow the approach in [2] , by defining a "syntactic" semantic domain (interpretation). Our modeling of partial SLD-trees is similar to the basic denotation defined in terms of clauses in [10] .
In order for the semantics not to depend upon variable names and on the specific unification algorithm, we define the equivalence modulo enhanced variance ≡ C on collections. Namely Definition 1 An interpretation I (C-interpretation) is a pure collection modulo enhanced variance. We denote by I C the set of interpretations. (I C , ) is a complete lattice with the induced quotient order.
Note that in interpretations the enhanced variance relation allows us to abstract w.r.t. the variables occurring in the initial goals of any collection.
Denotational semantics of SLD-derivations
We start with some notation. We denote the equivalence class (modulo enhanced variance) of a collection σ by σ itself. Moreover, any interpretation I of I C is implicitly considered also as an arbitrary collection obtained by choosing an arbitrary representative of I. All the semantic operators that we use on interpretations are independent of the choice of the representative. Therefore we can define any operator on I C in terms of its counterpart defined on C, independently from the choice of the representative. All the definitions are independent from the choice of the syntactic object. To simplify the notation, we denote the corresponding operators on I C and C by the same name.
Several denotational semantics have been defined for logic programs (see, for example, [12, 13, 7] ). The main differences w.r.t. the above definitions are that we do not consider the PROLOG search rule and that our denotations model SLD-derivations rather than just computed answers.
We define the denotational semantics inductively on the following syntax of logic programs (the syntactic structure of atoms is not defined).
The semantic functions are
and are defined in terms of the semantic operators ·, ×, 1, defined in Section 4.2. The choice of the semantic operators is induced by syntactic operations, due to the compositional nature of definitions in the denotational style. The informal meaning of the operators is the following. The operator · "solves" an atomic goal A into an interpretation I. The operator × computes the conjunction of two interpretations. The operator 1 computes the interpretation obtained by replacement. The operator computes the nondeterministic union of a class of interpretations. Note that when the class is finite we use the infix notation +. Finally the function φ 2 is the collection of the empty goal and tree maps clauses to collections.
(1)
where
The last definition (5) evaluates to the (collection mapping the pure version of the head of the clause to the) one step derivation using the clause p(t) ← B followed by all (suitably renamed) derivations starting with B obtained by composition from I.
Example 2 Consider the (well-known append) program P of Figure 1 and
Then, since 2, . . . , the following hold.
2 .
Basic operators on derivations
In order to define the semantic operators we first need to define three auxiliary operations on derivations. Such operators will be used later to define the semantics operations on interpretations. The first operation formalizes the concatenation of two derivations, the second computes the instantiation of a derivation, and finally the third defines the AND-compositional conjunction of two derivations. These are the formal definitions.
(
is the derivation obtained by applying the substitution γ to first(d) and attempting to build as long a derivation as possible (until failure to find mgu impedes it) using the same clauses as in d. Thus, in particular h ≤ k. The constraints on the variables of derivations are used to avoid variable name clashes in the clauses. Moreover note that for any choice of the mgu used in the construction of the derivations, the results are equivalent modulo variance.
The following lemma states that the above operations are well defined.
Lemma 3 Let d 1 , d 2 be derivations and γ be an idempotent substitution. Then the following properties hold.
3 be derivations and γ be an idempotent substitution. Then the following holds.
Basic operators on collections
Let D, D 1 , D 2 be collections in C, G be a goal and A be an atom.
The void collection φ is the collection λG.⊥, i.e., the undefined function.
The identity collection Id C is the collection of zero-length derivations for each goal, i.e., λG.{G}, while the pure identity collection Id I is the collection
The instantiation of D with A is
The product of D 1 and D 2 is
The 1 operator is extensive on the first argument, i.e.,
The sum of a class {D j } j∈J is
and that the lub operation on (C, ) coincides with .
The tree operation maps clauses to collections. Indeed every clause c := p(t) ← B can be viewed as the "one step" interpretation (collection)
where x is a tuple of new distinct variables. Moreover tree can be extended to programs simply as tree(P ) := {tree(c)} c∈P .
Note that ≡ C is a congruence w.r.t. ·, ×, 1 and because of the renaming apart property and the "collecting" nature of these operations. Furthermore,
Operational semantics
The operational semantics of queries in the program P can be described in terms of the following transition system T := (C, P −→ ). Since we want the rules of T do depend on properties of well-formed sets, rather than on the structure of a single derivation step, we can use the rule (7) where, for any pure collection D,
Note that su (D) can be viewed as the sequential unfolding of the pure collection D and it is closed under renaming and under instantiation, since we consider all the possible evaluations of D. Note that we use the construction · × Id C to allow the construction · 1 su (tree(P )) to extend all derivations in the range of D whose last goal leftmost atom matches the head of a clause in P .
The initial states of T are all the collections of SLD-derivations of length zero, while the final states are the collections of SLD-refutations and finite failures.
As the intuition suggests, the transition system T defines the usual notion of SLD-derivation. The formal statement is given in Theorem 5. The specificity of this transition system is due to the fact that we have defined it using the same semantic operators used in the denotational definition.
Since we are interested in all the SLD-derivations of a query G in P , we define its behavior as
where P −→ * is the reflexive and transitive closure of P −→. The behavior (modulo variance) of a query is the operational semantics of the query. As we will see in the following (Corollary 23) every query has equivalent operational and denotational semantics.
Theorem 5 Let P be a program and G be a goal. Then
PROOF. To prove the thesis it is sufficient to show that, for any collection D and any goal G, such that
, by definition of derivation and by a straightforward inductive argument. We prove the two implications separately.
Only if By definition of su , 1 and since su (D) is closed under renaming,
By definition of ×, there exists
Moreover, by definition of · and tree,
by (10) and (11), var (d) ∩ var (cρ) = ∅. Then, by (11) and by definition of ∧,
Now, to complete it is sufficient to observe that cρ is a renamed apart (w.r.t.
, where x is a tuple of new distinct variables and γ is an idempotent substitution such that A = p(x)γ.
Moreover, by definition of tree and ·, d 1 ∈ (A · tree(c))(A). Therefore, since c ∈ P , by definition of tree and since · is monotonic,
Then to prove the thesis it is sufficient to observe that, by definition of 1,
The program denotation
From the notion of query behavior, we can define the behavior of a program as the collection {B [[G in P ]]} G∈Goals . This collection can be viewed as a program denotation but we can define a better top-down program denotation. This can be obtained 4 by collecting only the behaviors for all pure atomic goals, i.e., the behaviors of the procedures with no constraints on the inputs. This yields a compact denotation which is a finite-domain function (that may give infinite results).
The top-down SLD-derivations denotation of a program P is the interpretation
This can be viewed as a program denotation, since it is the semantics of the program as a set of definite clauses (or a set of procedure definitions).
Using standard techniques it can be proved that P Program denotations are strictly related to program equivalences. We define the equivalence ≈ of two programs P 1 , P 2 as the equivalence of the behaviors of the two programs, i.e.,
Now we give two definitions to relate program equivalences to denotations. Let S[[P ]] be a program denotation and ∼ be a program equivalence. Then
In 
Semantic properties of SLD-derivations
We show that the program denotation O [[P ]] has several interesting properties, which can all be viewed as compositionality properties. The first compositionality result is Theorem 11 which shows that the semantic function B is compositional w.r.t. procedure calls (atomic goals) and composition (conjunction) inside goals (AND-compositionality).
PROOF. The proof of Point 1 follows by Point 2 of Lemma 4 and by definition of ×. To prove Point 2, first of all observe that, by definition of 1, for
By Lemma 6 and by a straightforward inductive argument, we have that, for any n ≥ 2 and D ∈ C,
Therefore we can omit the parentheses in such formulas. Given a pure collection D, we denote by su n (D) the collection
Lemma 7 ·, × and 1 distributes over sums in (C, ).
PROOF. We have to prove that, for any {D j } j∈J ⊆ C and D ∈ C, {D j 1
Analogously for · and ×. The proof is straightforward by observing that 1, · and × are defined by collecting the results of operations defined on single derivations. 2
Since the lub operation on (C, ) coincides with , a straightforward consequence is that ·, × and 1 are continuous (and monotonic) on (C, ).
Lemma 8 Let A be an atom, D ∈ PC, D , D ∈ C and G be a goal. Then
Corollary 9 Let P be a program and G a goal. Then
PROOF. We prove the points separately. 
We prove (by induction on n) that {D | D
For n > 0 the following facts hold.
(D 1 su n−1 (tree(P ))) 1 su (tree(P )) = [ by Point 2 of Lemma 6 ] D 1 su n (tree(P )).
{φ G 1 su n (tree(P ))} n≥0 = [ by Lemma 7 ] φ G 1 {su n (tree(P ))} n≥0 .
Point 2
The following facts hold.
The following (technical) corollary follows by Lemma 8, Lemma 6 and a straightforward inductive argument.
Corollary 10 Let A be an atom, G be a goal, D ∈ PC and D , D ∈ C. Then, for any n ≥ 0,
Essentially because of previous Corollary 10 we can always reconstruct an SLD-tree for a generic (non-pure and non-atomic) goal from the SLD-trees of pure atoms.
Theorem 11 Let A be an atom, G 1 , G 2 be goals and P be a program. Then
PROOF. We prove the points separately. A · (Id I 1 {su n (tree(P ))} n≥0 ).
Finally, since, by (6), ≡ C is a congruence w.r.t. ·, by Corollary 9 we have that
Point 2 First of all note that, for any goal G and any n ≥ 0,
(φ G 1 {su k (tree(P ))} k≥0 ) 1 su n (tree(P )) = [ by Lemmata 6 and 7 ] φ G 1 {su k (tree(P )) 1 su n (tree(P ))} k≥0 = [ by (13) ]
Now we prove the two inclusions of the thesis separately.
In this case the following facts hold.
[ by Point 1 of Corollary 9 and by definition of × ]
[ since × and 1 are monotonic and
[ by prev. observ., by Point 3 of Corollary 10 and by Lemma 7 ]
[ by repeating previous steps ]
[ by Point 2 of Corollary 10 and by Lemma 7 ] (
[ by definition of × and by Point 1 of Corollary 9 ]
[ by Lemma 7 and by previous observation ]
2
From Theorem 11 we can immediately derive that, for any atom A, goal G and program P ,
The above closure property of O w.r.t. B allows us to show that the denotation O is correct and minimal w.r.t. ≈.
Corollary 12 Let P 1 , P 2 be two programs. Then
PROOF. The proof of the implication =⇒ is straightforward by definition of ≈ and of O. The proof of the other implication is by contradiction. Assume that
. Now the proof is by structural induction on G. 
PROOF. The following facts hold.
[ by Point 1 of Lemma 8 and by definition of Id C ]
2 
First of all note that, by definition of su
. This result trivially holds also for k = 1. To conclude
[ by Lemma 13 ] 
PROOF. (D 1 su (D) ). First of all, we prove by induction that, for any n ≥ 1,
n > 1 The following hold.
Now, to prove the thesis, we have to prove that {su n (tree(
We prove the two inclusions separately.
First of all observe that, since (for any program P ) tree(P ) is a pure collection, tree(P ) Id I 1 su (tree(P )) O [[P ]]. Then, by definition of tree, tree(P 1 ∪ P 2 ) = tree(P 1 ) + tree(
and therefore, since · and × are monotonic, su (tree(
). Then, since 1 is also monotonic, for any n ≥ 0, su n (tree(
We prove (by induction on h) that, for any derivation d, if there exists
)(G) then there exists k ≥ 0 such that d ∈ su k (tree(P 1 ∪ P 2 ))(G). If h = 0 simply choose k = 0. Otherwise let h > 0 and observe that, by definition of su h and by Lemma 6,
)(G) then, by inductive hypothesis, there exists k ≥ 0 such that d ∈ su k (tree(P 1 ∪ P 2 ))(G) and then the thesis follows.
Otherwise, by definition of 1, by (17) and since
By inductive hypothesis, there exists m ≥ 0 such that by Lemma 7 and since tree(P 1 ) tree(P 1 ∪ P 2 ), there exists l ≥ 0 such that d 2 ∈ su (Id I 1 su l (tree(P 1 )))(B) ⊆ su (Id I 1 su l (tree(P 1 ∪ P 2 )))(B). (20) Moreover, by Corollary 14 and since su (Id I ) Id C , su (Id I 1 su l (tree(P 1 ∪ P 2 ))) su (Id I ) 1 su l (tree(P 1 ∪ P 2 )) Id C 1 su l (tree(P 1 ∪ P 2 )).
By previous result and by (20) , d 2 ∈ (Id C 1 su l (tree(P 1 ∪ P 2 )))(B) and therefore, by (19) and since d = d 1 :: d 2 , d ∈ (su m (tree(P 1 ∪ P 2 )) 1 (Id C 1 su l (tree(P 1 ∪ P 2 ))))(G). Finally note that, by definition of 1, for any D ∈ C, Id C 1 D = Id C + D and D 1 Id C = D. Then, by (13) and since 1 is additive and extensive, d ∈ (su m (tree(P 1 ∪ P 2 )) 1 su l (tree(P 1 ∪ P 2 )))(G) = su m+l (tree(P 1 ∪ P 2 ))(G). 2
In Theorem 21 we will prove that the top-down and the bottom-up denotations are indeed equivalent, which implies (by Theorem 11) the equivalence between the denotational and the operational semantics.
In the following, to simplify the notation, given a pure collection D, we denote by pu (D), pu n (D) and pu n (D) respectively the collections
Note that pu (D) can be viewed as the parallel unfolding of the pure collection D and (analogously to su (D)) it is closed under renaming and under instantiation, since we consider all the possible evaluations of D. It is interesting to note that the operators su and pu enjoy some closure properties. Namely, given a pure collection D the following properties hold.
• If d is a renamed version of an element d ∈ su (D)(G), by using a renaming ρ, then d ∈ su (D)(Gρ). The same holds for pu .
• Using Lemma 4, it is easy to check that, for any idempotent substitution γ, The proof of the equivalence between the denotational and the operational semantics is mainly achieved by proving that the parallel unfolding can be simulated by the sequential one. Corollary 17 proves a form of associativity of the parallel unfolding which reverses from bottom-up to top-down. Lemma 18 states than that a step of sequential unfolding can be safely replaced by a step of parallel unfolding and that the parallel unfolding of a (finite) goal can be simulated by (a finite number of steps of) the sequential unfolding.
PROOF. The inclusion is straightforward by Lemma 16. For the other inclusion we prove (by induction on n) that, for any n ≥ 0,
Otherwise the following holds. 
Corollary 19 Let D ∈ PC. Then
PROOF. Otherwise, by definition of 1, we can assume that
By inductive hypothesis, d 1 ∈ (Id C + {su k (D)} k≥0 )(G) and then there exists n ≥ 0 such that
Moreover, by Point 2 of Lemma 18 and by (25),
and therefore there exists m ≥ 0 such that
Now observe that, by Lemma 7 and since Id C = su 
[ by Lemma 7 and since 1 is extensive ]
Note that, by (21), by (8) and by definition of 1, + and Id I , for any D ∈ PC,
Corollary 20 For any program P , F [[P ]] = (Id I + tree(P )) 1 {pu n (Id I + tree(P ))} n≥0 .
PROOF. First of all note that P [[P ]
] is continuous and φ is the bottom of C. We will prove (by induction on n) that, for any n > 0, P [[P ]]↑n = (Id I + tree(P )) 1 pu n−1 (Id I + tree(P )). Then, by definition of
]↑n} n≥0 = {(Id I + tree(P )) 1 pu n (Id I + tree(P ))} n≥0 and then the thesis follows by Lemma 7. n = 1 By (24), P [[P ]]↑1 = Id I + (tree(P ) 1 pu (φ)) = Id I + tree(P ) = (Id I + tree(P )) 1 pu 0 (Id I + tree(P )).
n > 1 The following holds.
[ by definition of ↑n and (24) ]
[ by inductive hypothesis ] (Id I + tree(P )) 1 pu ((Id I + tree(P )) 1 pu n−2 (Id I + tree(P ))) =
[ by definition of pu n ]
(Id I + tree(P )) 1 pu n−1 (Id I + tree(P )). 2
PROOF. By Corollaries 20 and 19, and since D 1 Id C = D,
= (Id I + tree(P )) 1 {su n (tree(P ))} n≥0 .
Now, since tree(P ) is a pure collection and by (28), Id I + tree(P ) = Id I 1 su (tree(P )). Finally by Lemma 6, by (29), by Point 2 of Corollary 9, and by a straightforward inductive argument,
Now we can show the OR-compositionality of the fixpoint denotation and the equivalence between the denotational and the operational semantics. The following corollary follows immediately from Theorems 21 and 15.
Corollary 22 Let P 1 , P 2 be programs. Then
Corollary 23 For any goal G and program
PROOF. The proof is by structural induction on G. G = 2 By definition of Q, F and G and by (15) 
The following equalities hold
[ by Theorem 21 and by (16) 
Conclusions and Future Work
As already mentioned in the introduction, our SLD-derivation semantics was defined as the collecting semantics of a framework for the systematic derivation of more abstract semantics, using the formal tools of abstract interpretation. The abstraction framework is described in [3] and, in more detail, in [4] . Due to the relation between the properties of the primitive semantic operators and the properties of the semantics, we can define a taxonomy of observables (abstractions). Each class in the taxonomy is characterized by a set of properties relating the primitive semantics operators and the Galois insertion which defines the observable. For each class we have
• a methodology to automatically derive the "best" abstract semantics (transition system, denotational semantics or both), • the validity for the abstract semantics of some of the theorems which hold for the collecting semantics (equivalence between operational and denotational semantics, equivalence between top-down and bottom -up denotation, correctness, minimality and AND and OR compositionality).
The new relevant issue which can be discussed in the abstraction framework is precision, i.e., how good is the abstract semantics w.r.t. the abstraction of the collecting semantics. We have therefore classes of precise observables, where we can reconstruct all the semantics discussed in [2] , and classes of approximate observables, where we can reconstruct several domains proposed for program analysis (groundness, types, . . . ). The abstraction framework has also been used as the semantic foundation of abstract diagnosis [5] .
Let us finally note that, since our framework is based on standard operational and denotational semantic definitions, it can be adapted to other programming languages (especially extensions of logic programming).
A Technical Proofs
Throughout the appendix we need some technical results about properties of substitutions. Given a set of equations E := {s 1 = t 1 , . . . , s n = t n }, a (most general) unifier of E is a (most general) unifier of (s 1 , . . . , s n ) and (t 1 , . . . , t n ). An unifiable set of equations (terms) has an idempotent mgu. Well known results on idempotent mgus state that, if ϑ is an idempotent mgu of a set of equations E, then ϑ is a relevant unifier of E, i.e., var (ϑ) ⊆ var (E).
The lattice structure on idempotent substitutions [8] is isomorphic to the lattice structure on equations introduced in [16] . Therefore we can indifferently use equations or idempotent mgus. The following results show the connections between the two notions that we will use in the following. Given a substitution ϑ := {x 1 /t 1 , . . . , x n /t n } we define E (ϑ) := {x 1 = t 1 , . . . , x n = t n }. Observe that, for any substitution ϑ, ϑ = mgu( E (ϑ)).
Lemma 24 [2] Let E 1 , E 2 be sets of equations. There exists β := mgu(E 1 ∪E 2 ) if and only if there exist ϑ := mgu(E 1 ) and γ := mgu(E 2 ϑ) where β = ϑγ.
Lemma 25 Let d 1 , d 2 be derivations and γ, δ be idempotent substitutions. Then the following holds.
(1) If γδ is idempotent and
PROOF. The proof of Point 1 is straightforward by definition of ∂. To prove Point 2 observe that if length(∂ γ (d 1 )) < length(d 1 ) then the proof is straight-forward by definition of ∂ operation. Otherwise, let G := (A, G ), c := H ← B and γ be an idempotent substitution such that var (c) ∩ var (γ) = ∅. Moreover assume that ϑ = mgu(A, H) and ϑ = mgu(Aγ, H). We prove that there exists an idempotent substitution γ such that (B, G )ϑ γ = (B, G )γϑ. Then the proof follows by definition of derivation and by a straightforward inductive argument.
First of all observe that, since var (c) ∩ var (γ) = ∅, then ϑ = mgu(Aγ, Hγ) and therefore, by Lemma 24,
Then, by Lemma 24, there exist ϑ = mgu(A, H) and γ = mgu( E (γ)ϑ ) such that γϑ = ϑ γ . Moreover, by definition of mgu and since ϑ = mgu(A, H), there exists a renaming ρ such that ϑ = ϑ ρ and therefore, by (A.1), γϑ = ϑ ργ . Now let γ :
Finally to prove the thesis we have only to prove that γ is idempotent. First of all observe that, since ϑ is idempotent, dom(ϑ )∩var ((B, G )ϑ ) = ∅. Then, by definition of composition and since dom(γ ) ⊆ var ((B, G )ϑ ), for any x/t ∈ γ , x/t ∈ ϑ γ and therefore, since γ = (ργ )| (B,G )ϑ , x/t ∈ ϑ ργ = γϑ. Then, the thesis follows since by construction γϑ is an idempotent substitution. 2
Now we can give the proof of all technical lemmata.
Proof of Lemma 3
The proof of Points 1 and 2 is straightforward by definition of :: and ∂ operation. To prove Point 3 assume that
is defined and the thesis follows by Point 1. 2
Proof of Lemma 4
We prove the points separately.
Point 1 Let
First of all observe that by definition of ∧ it is easy to check that
Then in the following we can assume, without loss of generality, that given a derivation
. We distinguish the following three cases.
Moreover, by previous hypothesis, length(∂ γ (d 1 )) < length(d 1 ) and therefore
and therefore
last(∂ (d 1 )) = 2 In this case last(d 1 ) = 2 and then there exists k ≥ 0
Now observe that, since
Since length(∂ γ (d 1 )) = length(d 1 ), by Point 2 of Lemma 25,
and, since γσ is idempotent, (ϑβ)| G 2 is also idempotent and, by (A.5),
[ by (A.9) and (A.
3) ]
By definition of ∧, .10) and then, by definition of ∧ and Point 1,
Now two cases arise.
Then, by definition of ∧,
Moreover observe that, by definition of ∧,
and ϑσ is an idempotent substitution. Furthermore, analogously to the previous case, ∂ ϑσ (d 3 ) is defined. Finally
[ by (A.10) and (A.
Proof of Lemma 8
Point 1 We prove the two inclusions separately.
Otherwise, by definition of 1 and since su (D) is closed under renaming, there exist two derivations
By definition of · there exists a derivation d 3 , which is a renamed apart (w.r.t. A) version of an element in D (A ), for some atom A ≤ A, and there exists an idempotent substitution γ such that first(d 3 )γ = A and
Without loss of generality, we can assume that
Moreover, since D (A ) is a well-formed set of derivations, we can assume that 
Otherwise, by definition of 1 and of ·, there exists a renamed apart (w.r.t. A) version d of an element in (D 1 su (D))(A ), for some atom A ≤ A, and there exists an idempotent substitution γ such that A = first(d )γ and 
where γ is an idempotent substitution such that last(
Therefore, by definition of 1, by (A.21) and (A.22), 
Point 2 By definition of , we have to prove that for any G ∈ Goals 
Otherwise, by definition of 1 and since su (D) is closed under renaming,
, by definition of su and since B = 2,
Point 3
Otherwise, by definition of 1 and since su (D) is closed under renaming, there exist two
Then, by definition of ×, there exist two goals G 0 , G 0 and two derivations 
which are renamed versions of elements in
We can assume that length( 
