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We propose an approach for low-dimensional visualisation and classification of complex topo-
logical magnetic structures formed in magnetic materials. Within the approach one converts a
three-dimensional magnetic configuration to a vector containing the only components of the spins
that are parallel to the z axis. The next crucial step is to sort the vector elements in ascending or
descending order. Having visualized profiles of the sorted spin vectors one can distinguish configura-
tions belonging to different phases even with the same total magnetization. For instance, spin spiral
and paramagnetic states with zero total magnetic moment can be easily identified. Being combined
with a simplest neural network our profile approach provides a very accurate phase classification
for three-dimensional magnets characterized by complex multispiral states even in the critical areas
close to phases transitions. By the example of the skyrmionic configurations we show that profile
approach can be used to separate the states belonging to the same phase.
Introduction. Amazing progress in computer recogni-
tion and classification of two-dimensional images related
to recent development of machine learning techniques [1–
4] and growth of the computer power has revolutionized
the field of computer vision technologies [5, 6]. It also fa-
cilitates the solution of the new wave of challenges, such
as recognition of a three-dimensional (3D) object, the
problem that arises in different fields of research from
modelling and decoding of the human brain [7] to self-
driving cars [8]. This challenge is related to a number
of fundamental problems in computer vision: represen-
tation of a 3D object, identification of the object from
its image, estimation of its position and orientation, and
registration of multiple views of the object for automatic
model construction. There are different approaches to
present 3D shapes, such as voxel grid [9] and view-based
descriptors [10]. The situation becomes more compli-
cated when 3D objects form a system.
In physics the image recognition problem can be re-
formulated as a phase recognition one. For instance,
we need to classify a set of experimental or theoretical
magnetic structures with respect to different ordered or
disordered phases. From the experimental side the tech-
niques for observation of the three-dimensional spin con-
figurations are actively developed [11, 12] and the main
focus in these studies is on the systems revealing the
topologically-protected skyrmion excitations. The main
challenges to be addressed before the skyrmion can be
used in actual devices are the fabrication of thin films
containing skyrmions at room temperature and clarifica-
tion of their 3D magnetic structure [11].
From the theory side there is an arsenal of methods
of supervised [13, 14] and unsupervised [15, 16] learning
that can be potentially used for classification of the three-
dimensional spin structures and identification of hidden
patterns in unstructured spin configurations data. How-
ever, it was not done up to date. The main complex-
ity is related to high dimensionality of the data sets for
FIG. 1. Idea of the profile transformation. Complete mag-
netic structure (A) of a 3D system is reduced to unsorted
vector (B) containing Sz components of spins. (C) Sorted
spin vector, red and blue circles correspond to the spins with
z projections of 1 and -1, respectively. (D) Visualization of
the magnetization profiles of the Monte Carlo-sampled con-
figurations obtained for spin spiral (red lines), skyrmion (blue
lines) and ferromagnetic (green lines) phases. Different phases
can be identified by their magnetization profile.
3D magnets. For instance, for realistic simulations of
the skyrmion systems various magnetization meshes from
100×100×3 (30000 spins in total) [17] to 256×256×280
(18350080 spins in total) [18] were used. Here each spin
has three components, which significantly increases the
dimension of the problem. At the same time, advanced
techniques of unsupervised learning and visualisation of
high-dimensional data such as t-distributed stochastic
neighbor embedding (t-SNE) [15] give reliable results for
data of a few thousand dimensions.
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2Here we report on the approach for classification of the
magnetic structures formed in the three-dimensional fer-
romagnets with Dzyaloshinskii-Moriya interaction. We
show that in the case of the magnetic systems a com-
plex dimensional reduction that is a standard procedure
of the unsupervised techniques [15, 19] can be partially
performed manually, by simply neglecting the in-plane
components of the magnetization. The rest, out-of-plane
components of spins is represented as one-dimensional
vector (Fig.1 B) that is to be sorted (Fig.1 C) and visu-
alized (Fig.1 D). These are the main steps of our profile
approach to distinguish different magnetic phases and
patterns in three-dimensional magnets. Fig.1 D gives an
example of the profile transformation of the magnetic
structures belonging to the skyrmion, ferromagnetic and
spin spiral phases. One can immediately realize that
magnetization profile has a specific shape and features
for each phase, which facilitates the recognition. For in-
stance, ferromagnetic systems are characterized by con-
stant profile with maximal magnetization. In the case of
the spin spirals the z components of spins reveal nearly
uniform distribution between -1 and 1. In combination
with feed-forward network the profile transformation pro-
vides a very accurate description of the transitional ar-
eas between different phases. We also demonstrate the
capacities and scalability of the profile approach by the
example of the recognition of different skyrmionic species
in 3D magnets.
Model and Methods. The approach we propose is of
general nature and allows one to perform the classifica-
tion of magnetic structures obtained from experiments
[11, 12, 20, 21] and simulations [17, 18, 22, 23]. In this
work we concentrate on Monte Carlo simulations [24] of
the following Hamiltonian
H = −
∑
i<j
JijSiSj −
∑
i<j
Dij [Si × Sj ]−
∑
i
BSzi (1)
on the 48×48×48 cubic lattice. Here Jij and Dij are
the isotropic exchange interaction and Dzyaloshinskii-
Moriya vector, respectively. Si is a unit vector along the
direction of the ith spin and B denotes the z-oriented
magnetic field. We take into account the only interac-
tions between nearest neighbours. In our simulations the
isotropic exchange interaction, J = 1 is positive, which
corresponds to the ferromagnetic case. All the parame-
ters in this work are defined in units of J . DMI is par-
allel to the corresponding inter-site radius vector. Such
a Hamiltonian was previously used in Ref.17 to simulate
the magnetic phase diagram of the Fe0.5Co0.5Si thin films
demonstrating topologically-protected magnetic states,
skyrmions at finite temperatures and magnetic fields.
Profile transformation. In contrast to the previous
studies [13, 14, 27–31] applying various techniques of
the unsupervised learning to spin systems we do not use
all the components of spin for profile transformation.
It is found that the only information on the z compo-
FIG. 2. Comparison of the magnetization profiles of the spin
spiral and paramagnetic configurations obtained with Monte
Carlo simulations.
nents of the spins is enough for robust classification and
recognition of the magnetic structures belonging to dif-
ferent ordered and disordered phases in two- and three-
dimensional magnets. Fig.2 gives comparison of the para-
magnetic and spin spiral configurations which have zero
total magnetization within the profile approach. The ob-
tained profiles are indeed close to each other, but they
still have distinct features. The disordered states are
characterized by a pure linear dependence of the mag-
netization profile. At the same time, spin spiral pro-
file demonstrates oscillations around paramagnetic one,
which is related to periodic modulations of the spin struc-
ture in the real space. The fact that the oscillations are
non-uniform can be explained as follows. While the spi-
rals can be formed along different diagonals of the cubic
supercell, the magnetization vector for profile transfor-
mation is collected from the only z components of spins.
Our approach is numerically and conceptually simpler
than the previous ones, since it does not require the
calculation of different correlation functions or perform-
ing iterative minimization that are needed to be done
in standard methods of machine learning. For instance,
the principal component analysis (PCA) based on the
singular value decomposition projects the high dimen-
sional data (magnetization density) into a low dimen-
FIG. 3. Skyrmion tubes of different sizes obtained with |D|
= 1, B = 0.4, T=0.02 (left structure, red profile) and |D| =
0.6, B = 0.14, T=0.02 (right structure, gray profile).
3sional space of principal components. Then one needs
to perform a dimensional reduction by considering a few
principal components [32]. PCA is used as an initial step
in other unsupervised techniques, for instance in t-SNE
[15]. At the same time the profile approach requires sort-
ing of the z-component magnetization vector elements in
ascending or descending order. We discuss the perfor-
mance of the t-SNE technique for our problem in the
Supplementary Materials [24]. Since we operate only
Sz components the profile transformation is computer
memory efficient method, which allows to substantially
increase the number of spins in a simulated system or set
a more fine grid for experimentally measured magnetiza-
tion.
Scalability. Importantly, by the construction our ap-
proach can capture magnetic structures of different scales
but of the same origin. To confirm this we consider
two skyrmionic states (Fig.3) stabilized with different
Dzyaloshinskii-Moriya interactions. They differ in size
and number of the skyrmions. However, the resulting
profiles are approximately the same. It ensures the iden-
tification of the magnetic objects, regardless of their vari-
ations in scale.
Neural network. Profile transformation we propose is
aimed to distinguish different phases and pattern in un-
labelled sets of data on magnetic structures. Practically,
to describe critical areas between different phases, mixed
phases and structures one can use a neural network that,
as we will show below, can be the simplest one. The feed-
forward network scheme we used is presented in Fig.4. It
consists of three layers: input, hidden and output neu-
rons. The values of the input layer neurons are the Sz
components of a 3D magnetic configuration. The hidden
layer neurons activate by means of sigmoid function. In
turn, for output neurons we use the softmax function.
FIG. 4. Schematic representation of the machine learning
process. (A) Example of the skyrmion magnetic structure
as obtained from the classical Monte Carlo simulations for
a 3D ferromagnet with Dzyaloshinskii-Moriya interaction at
finite temperature and magnetic fields. Arrows indicate the
spins of individual atoms. (B) Raw vector of z components
of lattice spins. (C) Neural network with single hidden layer
of sigmoid neurons we used. The input neurons are equal to
the z components of spins sorted by value.
The corresponding technical details on machine learning
are presented in the Supplementary Materials [24].
For training we used 4600 configurations belonging to
pure ferromagnetic, skyrmion, spin spiral and paramag-
netic phases. To define the particular magnetic phase for
labelling configurations in the training set we calculated
skyrmion numbers and spin structure factors. The de-
tailed information on these calculations is presented in
the Supplementary Materials [24]. To give an accurate
description of the magnetic system of 110592 spins we
need only 64 neurons in the hidden layer.
FIG. 5. Effect of the profile transformation on the results
of the supervised learning magnetic phases. FM, Sk and Sp
denote ferromagnetic, skyrmion and spin spiral phases, re-
spectively. Left and right panels demonstrate the results ob-
tained without and with preprocessing procedure, sorting of
the magnetization vector. Blue, gray, red and black lines cor-
respond to output neuron values for ferromagnetic, skyrmion,
spin spiral and paramagnetic phases, respectively. The calcu-
lations were performed with (A) B = 0.5 and T = 0.02. (B)
B = 0.75 and T = 0.1. (C) |D| = 1 and T = 0.02.
4Previously, we have shown that the simplest feed-
forward network used for classification of the skyrmionic
phases in two-dimensional materials learns the magneti-
zation [33]. It is due to the construction of the input
layer of the network that operates only z components
of spins. As a result, the network cannot distinguish
the different configurations with similar magnetization,
for instance, belonging to spin spiral and paramagnetic
phases. If we sort the input vector (profile approach), the
network can learn not only magnetization, but also its
profile, which solves the problem described above and fa-
cilitates the description of the transitional areas between
different phases.
Fig.5 demonstrates the performance of the proposed
profile approach. For that we compare the supervised
learning results obtained with and without sorting of the
input magnetization vector. One can see that the net-
work (left panels) that learns the only total magnetiza-
tion value of the system without magnetization profile in-
formation reveals strong fluctuations of the output values
in the critical region. The amplitude of these fluctuations
increase at increasing the temperature (Fig.5 B). Such
a problem is solved by sorting the input spin values in
the magnetization vector on the level of the training and
recognition. The phases presented in right panels of Figs.
5 A and B have very clear boundaries. From Fig.5 C one
can see that profile transformation (right panel) solves
the problem of the misinterpretation of the spin spiral
and paramagnetic phases at low magnetic fields. Thus,
we provide a more accurate description of the transitional
areas than those obtained with convolutional neural net-
works in Ref.[28] for two-dimensional magnets and char-
acterized by strong fluctuations.
Detection of the skyrmionic patterns. Having classi-
fied magnetic phases by means of the profile transforma-
tion we are going to demonstrate that our approach can
unveil different patterns in data on spin structures be-
longing to the same phase. Previous theoretical studies
[18, 22, 23, 34] on topologically-protected structures have
revealed the formation of different skyrmion states in
3D magnets. They are spherical skyrmions and tubular
skyrmions formed at high and low magnetic fields, respec-
tively. Alternatively, one can change the Dzyaloshinskii-
Moriya interaction on the level of the spin Hamiltonian to
switch between skyrmionic structures of different types.
The examples are presented in Fig.6. The calculated
skyrmion numbers as a function of the layer number z
shows an oscillating behaviour in all the cases and thus
can not be used as indicator for particular skyrmionic
state.
Our approach provides an elegant solution of this prob-
lem, the profiles corresponding to skyrmion tubes and
spheres are different. In the case of the skyrmion sphere-
like structures we observe plateaus in the profile for the
negative z components of spins. These plateaus are re-
lated to the fact that skyrmionic spheres have almost the
FIG. 6. (A) Examples of the skyrmion tube and sphere lat-
tices obtained with B = 0.6, |D| = 1, T = 0.02 (spheres) and
B = 0.4, |D| = 1, T = 0.02 (tubes). (B) The corresponding
skyrmion numbers with the resolution on the xy planes along
z direction. (C) Comparison of the profiles of skyrmion tube
and sphere structures sets.
same spin texture with similar values of Sz on each par-
ticular distance from the centre. The mixed sphere-tube
skyrmionic configurations are in the gap between these
two extreems and to recognize them it is better to use
neural network approach as it was done in the case of
the phase classification.
Conclusion. We show that operating z components of
spins of a three-dimensional magnet one can distinguish
different magnetic phases formed at finite temperatures
and magnetic fields. Importantly, the same approach
can be applied to recognize various patterns in mag-
netic structure data corresponding to the same phase. In
comparison with other methods of unsupervised learning
(PCA, t-SNE) assuming a high level of abstraction, in the
profile approach the principal quantity is magnetization
that has a direct physical meaning.
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1Supplemental Material: Profile approach for recognition of three-dimensional
magnetic structures
MODEL AND METHODS
The spin Hamiltonian, Eq.(1) in the main text was solved by using the classical Monte Carlo approach. The spin
update scheme is based on the Metropolis algorithm. The systems in question are gradually (200 temperature steps)
cooled down from high temperatures (T ∼ 3J) to the required temperature. Each temperature step run consists of
1.5× 106 Monte Carlo steps.
To define the particular magnetic phase for labelling configurations in the training set we calculated some observ-
ables. They are spin structural factors and skyrmion numbers. The expressions for spin structure factors are given
by
χ‖(q) =
1
N
〈∣∣∣∣∣∑
i
Szi e
−iqri
∣∣∣∣∣
2〉
, (S1)
χ⊥(q) =
1
N
〈∣∣∣∣∣∑
i
Sxi e
−iqri
∣∣∣∣∣
2
+
∣∣∣∣∣∑
i
Syi e
−iqri
∣∣∣∣∣
2〉
, (S2)
where q is the reciprocal space vector, Sαi (α = {x, y, z}) is the projection of the ith spin and ri is the radius vector
for the ith site.
Following Ref. S1 we define the topological charge for each xy-plane along z direction
Q(z) =
1
4pi
∑
l
Al, (S3)
FIG. S1. Simulated skyrmion (A and B) and spin spiral (C and D) configurations (top panels) and the corresponding spin
structure factors (bottom panels). The configurations were obtained with the following parameters: |D| = 0.93, B = 0.56 (A),
|D| = 1.15, B = 0.55 (B), |D| = 1.35, B = 0.2 (C), |D| = 1, B = 0.01 (D). All configurations were obtained at T = 0.02.
Corresponding values are given in units of J .
2where Al is the solid angle subtended by three spins located at the vertices of an elementary triangle l [S2],
Al = 2 arccos
(
1 + Si · Sj + Sj · Sk + Sk · Si√
2(1 + Si · Sj)(1 + Sj · Sk)(1 + Sk · Si)
)
. (S4)
The sign of Al in Eq. (S3) is determined as sign(Al) = sign(Si · [Sj × Sk]). Importantly, we do not consider the
exceptional configurations for which
Si · [Sj × Sk] = 0, (S5)
1 + Si · Sj + Sj · Sk + Sk · Si ≤ 0.
By the example of the configurations plotted in Fig.S1 we demonstrate the complexity of the problem of the three-
dimensional magnetic structure classification. One can see that existence of broken spiral structures leads to multiple
maximum intensities in the spin structure factors, which complicates the classification.
NEURAL NETWORK DETAILS
As an input for our feed-forward network (Fig.S2) we used the Sz components of a three-dimensional magnetic
configuration. The hidden layer neurons activate by means of sigmoid function,
hj = sigmoid(xj) =
1
1 + e−xj
, (S6)
xj =
1
N
N∑
i=1
SziW
h
ij , (S7)
where Szi is the value of ith input neuron, W
h
ij — weight between the ith input neuron and jth hidden neuron,
N = L×L×L — number of the input neurons. The normalization factor in the second equation is required in order
to shift the input value into the range where sigmoid(xj) ∈ [0; 1]. It is very important especially at the beginning of
the learning process when we randomly initialize all weights in range [−1; 1]. Without normalization we would obtain
hj that are equal to 1 or 0 because of the huge dimensionality of the input vector. It leads to the situation when
weights between the hidden and output neurons become the only parameters that affect the result.
In turn, for output neurons we use the softmax function that is given by
ok = softmax(yk) =
eyk∑No
n=1 e
yn
, (S8)
yk =
Nh∑
j=1
hjW
o
jk, (S9)
where No is the number of the output neurons, Nh — number of the hidden neurons, W
o
jk — weight between the jth
hidden neuron and kth output neuron.
During the learning process, we randomly chose 10% of training set for cross-validation to avoid overfitting and
define the stopping point where error is less than the required value. To evaluate the error we used cross entropy loss
function is given by
L(oideal, oactual) = −
No∑
k=1
oidealk log o
actual
k , (S10)
where oideal represents the training labels and oactual is the calculated values of the output neurons.
The network optimization was fulfilled through back-propagation method [S3] by means of the stochastic gradient
descent with momentum. We used the following expressions for new weights in order to avoid getting stuck in a local
minima
W (l) = W (l−1) + ∆W (l), (S11)
3FIG. S2. Schematic representation of the neural network with single hidden layer. We used sigmoid as an activation function
of the hidden neurons and softmax for the output ones. All the notations are described in the text.
∆W
o(l)
jk = αδokh
out
j + µ∆W
o(l−1)
jk , (S12)
∆W
h(l)
ij = αδh
out
j S
z
i + µ∆W
h(l−1)
ij , (S13)
where µ is the momentum and α is the learning rate. These parameters can be chosen by trial and error (in our work
we used µ = 0.3, α = 0.8). δok and δh
out
j are given by
δok = (o
ideal
k − ok), (S14)
δhoutj = h
out
j (1− houtj )
No∑
k=1
W ojkδok. (S15)
TWO-DIMENSIONAL LATTICES
In order to verify the universality of the proposed profile approach with respect to the dimensionality of the system
in question and lattice structure we have analyzed the Monte Carlo results obtained for spin Hamiltonian on the
two-dimensional triangular lattice. They are presented in Fig. S3. Similar to the results presented in the main text
there are clearly seen patterns in magnetization profiles, which facilitates the classification of the magnetic structure.
Importantly, the behaviour of the magnetic profiles is almost the same as in the case of the three-dimensional magnets
with cubic lattice (Fig.1, main text). It means that profile is an universal property of a particular phase that does
not depend on the dimensionality and lattice structure.
FIG. S3. Magnetization profiles of configurations belonging to paramagnetic (yellow lines), spin spiral (red lines), skyrmion
(blue lines) and ferromagnetic (green lines) phases obtained with the spin Hamiltonian on the two-dimensional triangular
lattice.
4T-SNE RESULTS
Previous works [S4–S9] on the classification of the magnetic phases in two-dimensional magnets have demonstrated
that unsupervised machine learning technique such as PCA, t-SNE and autoencoder can capture phase transitions
and critical points of the two-dimensional Ising and XY models as well their different extensions.
To demonstrate the complexity of the classification problem in the case of the spin Hamiltonian containing
Dzyaloshinskii-Moriya interaction favoring stabilization of topological multispiral states we use t-SNE technique to
visualize magnetic configurations which belong to pure ferromagnetic, skyrmion, paramagnetic and spin spiral phases.
Here we concentrate on the two-dimensional square and triangular lattices [S10]. From Fig.S4 one can see that there
is a large overlap between two phases in the case of the triangular lattice (Fig.S4 A) and separation of the manifolds
of the configurations belonging to the same phase of the spin Hamiltonian on the square lattice denoted with green
color (Fig.S4 B).
The situation can be improved by sorting the magnetization vectors as a preconditioning procedure for t-SNE
technique (Fig.S4 C and D). In this case there is a clear separation of different classes. In all the cases the number
of the classes in the low-dimensional representation of the data is much larger than number of magnetic phases. It
means that t-SNE can not be used to generate the labels for supervised learning in our case.
FIG. S4. (Left) Two-dimensional t-SNE representation of the 3524 Monte Carlo configurations on the triangular L = 48
lattice. (Right) Two-dimensional t-SNE representation of the 3000 Monte Carlo configurations on the square L = 48 lattice.
(A and B) raw input vector, (C and D) sorted input vector. Color labels different types of magnetic configurations: skyrmions,
ferromagnetic, spin spirals and paramagnetic.
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