Traditional methods for quantifying and modelling compartment fires for structural engineering analysis assume spatially homogeneous temperature conditions. The accuracy and range of validity of this assumption is examined here using the previously conducted fire tests of Cardington (1999) and Dalmarnock (2006). Statistical analyses of the test measurements provide insights into the temperature field in the compartments. The temperature distributions are statistically examined in terms of dispersion from the spatial compartment average. The results clearly show that uniform temperature conditions are not present and variation from the compartment average exists. Peak local temperatures range from 23% to 75% higher than the compartment average, with a mean peak increase of 38%. Local minimum temperatures range from 29% to 99% below the spatial average, with a mean local minimum temperature of 49%. The experimental data are then applied to typical structural elements as a case study to examine the potential impact of the gas temperature dispersion above the compartment average on the element heating. Compared to calculations using the compartment average, this analysis results in increased element temperature rises of up to 25% and reductions of the time to attain a pre-defined critical temperature of up to 31% for the 80 th percentile temperature increase. The results show that the homogeneous temperature assumption does not hold well in post-flashover compartment fires. Instead, a rational statistical approach to fire behaviour could be used in fire safety and structural engineering applications.
INTRODUCTION
Post-flashover compartment fires are of particular relevance to the analysis of structural fire performance because of their high severity. Traditional methods for quantifying and modelling post-flashover fires for structural engineering analysis assume homogeneous temperature conditions, i.e. the gas phase temperature distribution is taken to be spatially uniform and does not have considerable gradients. For example, the methodologies for structural fire analysis that use the standard and parametric temperature-time curves assume this uniform temperature regardless of the compartment size or fire power. This assumption has been necessary to develop simple analytical solutions to the temperature evolution and further the understanding of postflashover compartment fires and subsequent structural responses [1] .
However, the accuracy and range of validity of the homogeneous temperature assumption has not been thoroughly examined before. This is generally due to the limited number of post-flashover fire experiments available and especially to the low spatial resolution of temperature measurements used in such tests. This paper reviews the validity of this assumption using previously conducted fire tests. The tests chosen for these analyses are the Cardington (1999) and Dalmarnock (2006) tests. The choices are based on the detailed instrumentation and the large geometry of the tests. The paper also examines the impact of the departure from the homogeneous temperature assumption on typical thermal analyses that represent the basis behind structural fire calculations. The consequences of these differences on structural behaviour are beyond the scope of this work and thus are not discussed.
THE HOMOGENEOUS TEMPERATURE ASSUMPTION

Origins of the Assumption
Most theoretical models for quantifying the temperature evolution in postflashover fires are based on the assumption of uniform compartment temperatures [2] , which is also referred to as the well stirred reactor assumption. This is the case for both analytical models and zone models. Karlsson and Quintiere [1] note that this assumption, among others, is required for an analytical solution of the energy balance for the compartment. In particular they note that the methods of Magnusson and Thelanderson in 1970 [3] and Babrauskas and Williamson in 1978 [4] adopted this approach. The former is the basis for the Eurocode parametric temperature time curve [1] . Drysdale [5] notes that a justification of this assumption often used is that there is supposedly a small gradient in the vertical temperature distribution during a postflashover fire and even smaller horizontal gradients. For example, a single test from 1975 is cited showing a nearly uniform vertical temperature distribution at one moment at the onset of flashover [5] . However, this justification has not been evaluated any further. Furthermore, due to the limited number of thermocouple trees in most fire tests (typically one or two), the presence of horizontal gradients cannot be investigated and is rarely reported.
Franssen proposed modifications to the Eurocode parametric temperature-time curve to better correlate the predicted peak temperatures with those from 48 experiments [6] . However, dispersions of the temperature data about the compartment averages for the experiments are not given, presumably because the assumption of temperature uniformity was automatically invoked.
The uniform temperature assumption is fundamentally inherent in the test methods used for classifying structural fire resistance. The fire rating system adopted by most building codes and standards worldwide is based on single elements of construction being subjected to furnace tests in which the gas temperature evolution follows that of a uniform standard fire. It is a key aim of these tests to produce as uniform a temperature field as possible throughout the furnace. Typical furnace tests include about four to nine thermocouple or plate thermometer measurements in different locations. ISO 834 [7] specifies the compartment temperature as the spatial average from all of the thermocouples monitoring the gas phase. The test requires that each individual thermocouple be within 100°C of the standard fire temperature-time curve specified at all times after the initial 10 min. The test also requires that the percentage difference between the areas under the measured compartment average and the standard temperature-time curves be within 15% of each other after the first 10 min, 10% after 30 min, 5% after 60 min, and 2.5% thereafter. BS 476: Part 20 [8] and ASTM E119 [9] have similar tolerances.
The tight tolerances required in standard fire tests are specifically set to ensure that the temperature field in the compartment is uniform. While standard fire curves have been criticised before on many counts for not representing natural fires [5, 6, 10] , the spatially homogenous temperature assumption has not typically been one of them.
Critiques of the Assumption
Harmathy [11] presents a qualitative critique of the homogenous temperature assumption, also referred to as the well stirred reactor assumption. The critique states that external flaming close to a vent invalidates the well stirred reactor model. Harmathy suggests division of the compartment into three zones to allow mathematical treatment: a zone of primarily fresh incoming air, a zone dominated by the presence of the flame, and a zone behind the flame with mixed pyrolyzates and combustion products. According to this classification, the homogenous temperature distribution would only be valid in this last zone. However, this critique does not provide any quantification of the non-homogeneity or its effects.
Bøhm and Hadvig [12] reported differences in experimental temperature measurements of 200°C to 500°C within a single post-flashover fire, with the hottest temperatures in the centre of the compartment. Their test compartment was 4.6 m x 4.6 m x 2.5 m, and temperature measurements were made at eight different locations. The temperature differences led to difficulties in predicting the heat fluxes to both the fuel surface and the exposed structure, but no further analysis was made of the effect of the non-uniformity.
Welch et al [13] and Abecassis et al [14] reviewed the experimental data of the Cardington Tests and the Dalmarnock Fire Tests, respectively, in terms of temperature and heat flux fields and concluded they did not support the conventional assumption of uniformity. These tests are described in Section 3.3.
EXPERIMENTAL REVIEW
The presence of considerable temperature gradients during post-flashover fires has previously been observed, although not systematically examined. Tests in large or irregularly shaped compartments and real fires can provide insight into the potential dispersion of temperatures and are reviewed here. Thomas and Bennetts [16] conducted a test series of ethanol pool fires in a small rectangular enclosure (1.5 m x 0.6 m x 0.6 m) to determine the influences of ventilation size and location on the burning rate. They found that there were significant differences in burning rates between having the opening on the short end (long enclosure) or the long side (wide enclosure). They observed temperature differences at different locations up to 500°C, generally with greater temperatures nearer the vents, as this is where the flames resided more often. This work was continued further [17] with another experimental series of pool fires in a larger, long enclosure (8 m x 2 m x 0.6 m), in which the opening size on the short end was varied. The results obtained were similar to both their earlier work [16] and that of Kirby et al [15] . They conclude that a structural element near the vent would be exposed to more severe conditions than one further inside the compartment. Time (min) [21] were all observed to travel across floor plates. Due to the travelling nature of the fires, it is likely that temperature distributions during these events were highly non-uniform. While no data exist to validate this, extensive numerical simulations conducted for the World Trade Center investigations by NIST clearly show temperature variations within single compartments of several hundred degrees Celsius [18, 19] .
Fire Tests with High Spatial Resolution
Traditionally, most fire tests have only limited spatial resolution in temperature measurements. For example, the series of well ventilated fire tests conducted by Steckler et al [22] , which are often cited in fire model validation studies, monitored the vertical distribution of gas temperatures at only two locations; at the vent and at one internal corner of the compartment. This low spatial resolution cannot provide the necessary insight into the degree of temperature homogeneity and leaves the uniformity assumption unchallenged.
More recent tests, such as the Dalmarnock Fire Tests [23, 14] in 2006 and the Natural Fire Safety Concept 2 test series at Cardington [24, 13] in 1999, have included a much greater spatial resolution of instrumentation. General overviews of these experimental setups are provided here. The Dalmarnock Fire Tests, which provide the greatest instrumentation density to date, were conducted in a real high-rise apartment building in Glasgow, UK [23, 14] . The two tests conducted had a realistic fuel load of typical residential/office furnishings. Figure 2 . Ignition occurred in the waste-paper basket adjacent to the sofa. Two tests were conducted, however only Test One is examined as the fire in the second test was manually suppressed before flashover.
The eight Cardington tests were conducted in a room 12 m x 12 m x 3 m with uniformly spaced fuel load packages distributed across the floor [24, 13] . Sixteen thermocouple trees containing four thermocouples each were placed on a uniform grid in the compartment to record the gas temperatures, shown in Figure 3 . The tests were conducted with various combinations of fuel type, ventilation distribution, and interior lining material. The tests had liquid fuel channels connecting the fuel packages so that ignition and the subsequent burning could be as uniform as possible. The Cardington experiments intended to test two types of compartment insulation; "insulating" (I) and "highly insulating" (HI). However, after Test 1, the "highly insulating" material was placed on the ceiling for all remaining tests, creating an intermediate level of insulation (I+). The fuel packages were either just wood cribs (W) or a combination of wood and plastic cribs (W+P). The ventilation openings were either fully open on the front (F) of the enclosure or on the front and back (F+B). A summary of these parameters for all eight tests is given in Table 1 [24, 13] .
Both data sets have a sufficient number of data points to allow for a representative statistical analysis. Dalmarnock had 240 points and the Cardington tests each had 64. The Dalmarnock tests have both well distributed measurement points and a high density of instrumentation (5.9 thermocouples/m 3 ). The Cardington tests had well distributed measurement points, but not a high density of instrumentation (0.15 thermocouples/m 3 ).
The Dalmarnock test data were corrected for thermocouple radiation errors using the method of Welch et al [13] . The Cardington data have not been corrected. However, Welch et al [13] , using Cardington test data, report that typically corrections fall in the range of 10-40°C, with occasional values as high as 100°C for flame temperatures. Additional calculations were performed using the thermocouple corrections for one of the Cardington Tests to confirm that similar results were obtained to those presented in this study. [23, 14] showing the compartment average, maximum and minimum temperatures, and the standard deviation. Flashover occurred at 5 min, window breakage at 13.5 min, and the fully developed fire lasted until suppression at 19 min. The results from Dalmarnock Test One are given in Figure 4 . The results are shown with the average compartment temperature and standard deviation in the shaded region, plus the maximum and minimum temperature measurements in the compartment at any given time. Two distinct post-flashover periods can be observed in the Dalmarnock data. The change between the first and second period is caused by window breakage at approximately 13.5 minutes after ignition. The spatial location of the hot and cold spots can be investigated tracking the maximum and minimum temperature curves. Through the test, the maximum temperature was registered at different times in 52 thermocouple locations, distributed over 16 out of the 20 thermocouple trees and all but one of the 12 heights. No particular pattern of where the peak temperatures were located is observed. The minimum temperature was registered at only three different thermocouple locations (thermocouple trees 4, 6, and 18 shown in Figure 2 ) all at the lowest thermocouple (0.45m above the floor). All three locations are near pathways for make-up air to the fire compartment.
The results for all eight of the Cardington tests are shown in Figure 5 . Note that there was a period between 16 and 22 min of Cardington Test 1 where data collection was temporally lost (interpolation is provided).
The general results are summarised in Table 2 which provides the minimum, mean, and maximum standard deviations, as well as the maximum average compartment temperature reached for each test. The standard deviations are only included for portions of the tests where the average compartment temperatures are above 500°C, as the interest of this examination lay in the post-flashover portion of the experiments. Table 2 also presents averaged values for two different furnace tests conducted on the same wall assembly to the ASTM E119 standard fire in April 2009 [25] . The tests, carried out at a commercial laboratory to provide a rating for a bespoke wall assembly, included nine gas phase thermocouples. One  105  132  233  733  Cardington 1  38  84  136  857  Cardington 2  31  83  153  1075  Cardington 3  31  100  208  1103  Cardington 4  31  52  93  1199  Cardington 5  18  56  135  1147  Cardington 6  25  44  129  1218  Cardington 7  20  51  159  1200  Cardington 8  32  83  213  1107  Standard Fire Tests  8  12  39 N/A [24, 13] showing compartment average, maximum and minimum temperatures, and the standard deviation for each test. See Table 1 for a summary of conditions for each test. Time (min) In addition to the values shown in the Table 2 , peak local temperatures range from 23% (Cardington Test 6) to 75% (Dalmarnock Test One) higher than the compartment average, with a mean peak increase of 38% across all tests. Local minimum temperatures range from 29% (Cardington Test 4) to 99% (Dalmarnock Test One) below the compartment average, with a mean local minimum temperature of 49% across all tests.
Higher mean standard deviations are observed in Dalmarnock Test One (132°C) than all of the Cardington tests (mean of 70°C). This is to be expected for several reasons:
• Dalmarnock Test One had a much higher density of instrumentation than the Cardington tests, making it more likely that the full range of temperature conditions was recorded.
• The thermocouple layout in Dalmarnock Test One covered regions with fuel packages and regions remote from fuel packages. In Cardington, all thermocouples were located above fuel packages and thus the data have a bias towards flame temperatures.
• There were only four different thermocouple heights in the spacing of the Cardington tests, all relatively high, compared to the twelve in Dalmarnock, which were evenly distributed. Thus the Cardington data are biased towards temperatures in the upper portion of the compartment.
• The Dalmarnock Test had a realistic fire scenario where real-world furnishings were arranged in a non-uniform manner and one ignition point was used. In contrast, the Cardington tests had well distributed fuel packages ignited simultaneously.
A clear trend can be seen in the results from Cardington. Tests 4 through 7 all have lower standard deviations (mean of 51°C) than Tests 1, 2, 3, and 8 (mean of 88°C). The key difference between the two groups of tests is the ventilation position. Tests 1, 2, 3, and 8 had ventilation only on one side of the compartment, while Tests 4 through 7 had ventilation at two opposing sides. This fact is in line with the results obtained by the studies previously highlighted with long enclosures [15, 16, 17] . Thus there is heterogeneity in the temperature field due to the depth of the compartment relative to the position of the vents. This effect is less obvious for the tests with ventilation on opposing sides.
These results confirm that there is considerable heterogeneity in the temperature field of post-flashover fires. Real world fires are likely to have a level of dispersion in the temperature field closer to that measured in Dalmarnock Test One than those of the Cardington tests. This is because the high density of instrumentation in Dalmarnock recorded more of the temperature field than those in the Cardington tests, thus a more complete depiction of the variation was established. Furthermore, the fuel types and distributions of real world fires that can cause heterogeneity are more likely to match those of Dalmarnock than the uniformly spaced cribs of Cardington.
It is also worth noting that the tests examined were conducted in compartments of dimensions that are consistent with the homogenous temperature assumption. Thus other compartments with larger or more complex geometries will show broader temperature dispersions.
Data Distributions
Examination of the statistical distributions of the data from each test provides more insight into the level of uniformity of the temperature field. Figure 6 presents the data distributions for four different times of Dalmarnock Test One with the corresponding normal distribution overlaid. The distributions are shown at four times, evenly spaced between flashover and suppression. The temperature measurements are grouped into 40°C bands, as to encompass the experimental uncertainty. If the homogeneous temperature assumption held, there would only be one bar at any given time. Appendix A provides details for the data distributions of the Cardington Tests.
The test data have been presented with standard deviations as a measure of the departure from uniform temperature conditions. For a simplified estimation of the meaning of the standard deviation, it is noted that approximately 65% of all data fall within the span between one standard deviation on either side of the average and approximately 95% fall within the same span of two standard deviations.
While the data distributions shown in Figure 6 and Appendix A do not always fit normal distributions, at most times for most tests they are sufficiently close to treat the data as normally distributed for the purposes of this analysis. . The Cardington tests have been divided into the two ventilation groups previously noted. Cardington F is the group with ventilation in the front only and Cardington F+B is the group with ventilation from both the front and back.
These results indicate that there are significant heterogeneities in the gas field across the whole range of temperatures. Furthermore, the scatter shows a clear trend; the higher the temperature, the lower the normalised standard deviation. The maximum temperature rise, just above 1200ºC, marks the peak flame temperature rise above ambient, which is at the upper end of temperature rises possible in a typical postflashover fire. More intense fires lead to hotter and more uniform conditions in their enclosures, whereas in less intense fires the flame and smoke regions dominate less of the gas field and less uniformity is observed. A clear difference can be seen in the ventilation effect between the two groups from the Cardington tests, with the tests in Cardington F having less homogeneity than Cardington F+B. Also the greater degree of heterogeneity from the Dalmarnock test can be seen. temperature rise in the spatially resolved fire tests available. The shaded region represents an approximate envelope for all of the data points. The best fit equation for the curve that runs through the middle of this envelope is given in Eq. 1.
This curve could be used as a nominal expression of the standard deviation for any temperature-time curve. The shaded envelope could be expected to apply to fires in compartments of similar sizes as those assessed in this paper. For fires in compartments of a much larger size, such as the real ones previously cited [18, 19, 20, 21] , the temperature field will likely be much more non-uniform and a travelling fire should be expected. A general discussion of the temperature fields in travelling fires is available in the literature [26, 27] .
The middle of the envelope has been used in lieu of a regression analysis because the data are biased towards the Cardington tests due to the large number of data points for each test. There were eight Cardington tests and each lasted longer than Dalmarnock Test One. Therefore the shaded envelope was used to eliminate any bias towards the Cardington data. For the reasons already discussed, the Cardington data are deemed inappropriate to express standard deviations for a general, real fire scenario.
EFFECT OF TEMPERATURE HETEROGENEITY ON THE STRUCTURE
Structural fire resistance calculations are routinely based on averaged temperature values determined on the basis of standard fire tests conducted in test furnaces which are explicitly intended to ensure uniform gas phase temperatures. However, recent studies have shown that the behaviour of certain structural elements are affected by temperature gradients [28, 29] , thus there is a motivation to revisit the homogeneous temperature assumption. Moreover, the experimental results analysed above are at odds with the traditional assumption of temperature uniformity, thus the effect of this heterogeneity on the heating of structural elements is reviewed here.
A simplistic method for assessing the impact of non-uniform temperature distributions on single structural elements has been adopted. These calculations are intended to provide insight into the performance of simple structures and are not proposed to be a design methodology or calculation guideline. Further research is required to determine true structural response to non-uniform heating as the analysis of the fire test data indicates that the use of a uniform temperature distribution does not capture the true thermal environment of a real fire. Therefore these simplistic calculations have only been adopted for illustrative purposes, to examine trends for structures heated to temperatures above the compartment average.
It is important to clarify that the impact of non-uniform temperature distributions on full structural behaviour is not being assessed here, nor issues associated with details of heat transfer such as soot concentrations or velocities. While these details will have an impact on the heating of structural elements, they are not usually part of standard thermal calculations for the purposes of structural fire analysis. For illustrative purposes, three simplified examples of structural elements are used: (1) an unprotected steel I-beam, (2) a protected steel I-beam fire rated to 60 min using a generic insulation, and (3) a concrete beam with a 60 min fire rating. All three beams, with dimensions given in Figure 8 , nominally have the same design bending moment capacity under ambient temperature. The beams selected for the analysis are representative of typical beams covering the most common construction types and range of thermal inertias found in real buildings. The unprotected and protected steel beams have the same dimensions, except that an additional layer of fire protection is applied to the protected beam (12 mm of high density perlite insulation). It is assumed that a concrete floor slab is present above the beams such that the beams are only heated on three sides.
The thermal response of each beam was calculated for a variety of temperaturetime curves above the mean. This information was used in conjunction with thermal definitions of fire resistance based on assumed critical temperatures for each material. Each curve was generated from each experimental data set, starting with the average compartment temperature-time curve, and then adding a fraction of the standard deviation to it, in units of one quarter of the standard deviation. Thus, the first curve analysed for each beam from a given experiment was the average compartment temperature-time curve.
The next curve used was the average compartment temperature-time curve plus one quarter of the standard deviation, then the average compartment temperature-time curve plus one half of the standard deviation, and so on until the average compartment temperature-time curve plus two times the standard deviation. Figure 9 illustrates this by showing every second curve used for Cardington 2. This approach allows the results to be viewed continuously from the average compartment temperature-time curve through to the average compartment temperaturetime curve plus two standard deviations. This span, if viewed cumulatively, covers the range between the 50 th percentile and the 97 th percentile.
Only values above the mean have been analysed here. This is to focus on the possibility of current design practices underestimating the effect of fire on structures by use of the average compartment temperature only. The non-uniformity will also result in some elements of structure exposed to less severe conditions than currently assumed using the compartment average. This is not considered here, as a common aim of structural fire engineering is to err on the side of conservatism.
From the percentile temperature-time ranges developed, the peak temperature rise and time to failure, based on an assumed critical temperature, were calculated for each beam and each fire test as a function of the temperature percentile. The unprotected steel beam temperature was calculated by lumped mass heat transfer, as given by Buchanan [30] . The protected steel beam temperatures were also calculated by the lumped mass method given by Buchanan. For the concrete beam, the temperature calculated was that of the internal steel reinforcing bars, assumed to be at the same temperature as the concrete adjacent to it, i.e. the temperature at the extreme underside of the bars. This in-depth temperature of the concrete was calculated with a one-dimensional finite-difference method in explicit form, as given by Incropera et al [31] . Avg + 2σ (97th Percentile)
The time to failure is taken as the time for the steel to heat to 550°C, as this is normally considered an approximate temperature above which steel loses sufficient strength such that failure of a typical simply-supported beam could occur under the loads assumed to be applied during a fire [5] . Higher temperatures are sometimes used; however 550°C is selected here for the purpose of these calculations.
A full description of the calculation methods used is given in Appendix B. It is acknowledged that the calculations and failure criterion are simplistic, and it is important to note that the illustrative approach taken herein does not account for several important issues related to the heating and ultimate response of the structure.
Normalised results for the maximum temperature rise reached against the temperature percentile are shown in Figure 10 for all three beam types. The normalised temperature rise, T ′ ∆ , is defined as the steel temperature rise when exposed to the given temperature percentile curve divided by the steel temperature rise when exposed to the average temperature-time curve. In other words, this can be thought to be similar to the steel temperature of an element that is located in a hotter region of the test compartment. This hotter steel temperature would not be calculated if only the average compartment temperature were used. The standard fire is included using the normalised standard deviation in Eq. (1) to generate the full range of temperature-time curves. For guiding purposes, note that if the gas phase were completely homogeneous, a horizontal line at abscissa 1 would be shown.
The results show that the increased temperatures associated with the nonuniformity have a potentially important impact on the structural performance of the beams analysed. Tables 3 through 5 show the results for temperature rise and time to failure for the 80 th percentile temperature-time curves (equivalent to the average compartment temperature-time curve plus 0.85 times the standard deviation) for each experiment and the standard fire when compared to the average compartment temperature-time curve. Note that 80
th percentile values are often recommended in fire safety engineering for design. For example, in the UK PD7974 recommends fire loads for structural fire analysis to be the 80 th percentile values [32] .
Compared to the calculations using the average compartment temperature measurements, the results at the 80 th percentile show that a higher temperature region in a compartment could result in a steel temperature rise up to 25% higher (15% for the unprotected steel beam, 18% for the protected steel beam, and 25% for a concrete beam) or reach the time to failure, i.e. the fire resistance time, up to 31% faster (31 % for the unprotected steel beam, 15% for the protected steel beam, and 22% for the concrete beam). For the 95 th percentile, temperature rises can be up to 60% higher and fire resistance times 55% shorter. With respect to the heat transfer analysis, the methods used are analogous to those employed for uniform temperature fields, but because they are applied to a range of temperature-time curves above the compartment average, the cumulative results provide insight into the possible heating from heterogeneous temperature fields. It is noted that fully spatially resolved heat transfer analyses, as described by Jowsey [28] , were not conducted. That type of analysis could be applied to calculate the non-uniform heating from a heterogeneous temperature field, but requires spatially resolved optical properties and velocities of the combustions gases, which were not available for all of the tests reviewed in this paper.
In terms of the structural behaviour, only a single element has been considered with a fixed temperature representing the failure criterion, thus the method ignores a range of possible structural behaviours including axial restraint, membrane actions, and flexural continuity over multiple spans in a real building. Many more detailed methods and criteria exist to determine the impact of fire on structures for defining their fire resistance [30] . However, given that generic structural elements are being assessed for illustrative purposes only, the current analysis provides useful insights.
Although not assessed here, the location of the thermal non-homogeneities along a structural member is potentially important, since localised heating in regions of lower applied stresses may be less critical for structural performance than in regions of high applied stress. A more detailed structural analysis accounting for thermal nonhomogeneities would be required to investigate the potential impacts of non-uniform heating on full-structure response to fire.
CONCLUSIONS
The statistical analysis of the fire tests examined shows that there is considerable non-uniformity in the temperature field of real post-flashover fires. Peak local temperatures range from 23% to 75% higher than the compartment average, with a mean peak increase of 38%. Local minimum temperatures range from 29% to 99% below the spatial average, with a mean local minimum temperature of 49% below the compartment average. This is in contrast to the common assumption of a homogenous temperature field often used in quantification and modelling of post-flashover compartment fires.
The contradictions between the assumption of homogeneity and measured heterogeneity means that fire tests with limited spatial instrumentation, which are often only reported as average temperature measurements, may lead to erroneous conclusions. If fire tests are not well instrumented, it may be difficult to determine which portion of the temperature distribution has been measured and which parts were not recorded. It has been shown here with the data from the most densely instrumented experiments to date, that this range is on the order of hundreds of degrees Celsius.
This heterogeneity can have a potentially non-negligible impact on the structural fire resistance of steel or concrete beams. This is noticeable in increased structural temperatures (up to 25% higher) and shorter times to failure (up to 31% faster) at the 80 th percentile values compared to those that would be calculated assuming the average compartment temperature. These results along with the recent studies showing some 
