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ABSTRACT
Since manually constructing domain-specific sentiment lexi-
cons is extremely time consuming and it may not even be fea-
sible for domains where linguistic expertise is not available.
Research on the automatic construction of domain-specific
sentiment lexicons has become a hot topic in recent years.
The main contribution of this paper is the illustration of a
novel semi-supervised learning method which exploits both
term-to-term and document-to-term relations hidden in a
corpus for the construction of domain-specific sentiment lex-
icons. More specifically, the proposed two-pass pseudo label-
ing method combines shallow linguistic parsing and corpus-
base statistical learning to make domain-specific sentiment
extraction scalable with respect to the sheer volume of opin-
ionated documents archived on the Internet these days. An-
other novelty of the proposed method is that it can uti-
lize the readily available user-contributed labels of opinion-
ated documents (e.g., the user ratings of product reviews)
to bootstrap the performance of sentiment lexicon construc-
tion. Our experiments show that the proposed method can
generate high quality domain-specific sentiment lexicons as
directly assessed by human experts. Moreover, the system
generated domain-specific sentiment lexicons can improve
polarity prediction tasks at the document level by 2.18%
when compared to other well-known baseline methods. Our
research opens the door to the development of practical and
scalable methods for domain-specific sentiment analysis.
Categories and Subject Descriptors
H.3.3 [Information Search and Retrieval]: Text Mining;
I.2.6 [Artificial Intelligence]: Learning; I.2.7 [Artificial
Intelligence]: Natural Language Processing
General Terms
Algorithms, Performance, Experimentation
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1. INTRODUCTION
In the era of Web 2.0, there is a sheer volume of user-
contributed opinionated expressions posted to the Internet
everyday. These opinionated expressions indicate users’ view-
points about products, organizations, political issues, finan-
cial trends, social events, etc. Analyzing the sentiment of the
opinionated expressions posted to e-Commerce Web sites,
Blogs, social networks, or online forums could generate use-
ful business intelligence for organizations [2, 3]. Researchers
have explored various methods to conduct sentiment anal-
ysis (i.e., opinion mining) in recent years [25, 28, 36, 38,
39, 41]. Utilizing sentiment lexicons, also called polarity
lexicons or opinion lexicons, to identify the sentiments em-
bedded in opinionated documents and predicting the polari-
ties (i.e., orientations) of these sentiments has been a widely
used [3, 6, 30, 41]. Nevertheless, manually constructing sen-
timent lexicons for various domains is extremely labor in-
tensive and it may not even be feasible for certain domains
where linguistic expertise is not available. Commercial sen-
timent analysis systems such as Reuters’ NewsScope Senti-
ment Engine 1 is available for analyzing sentiments embed-
ded in financial news. However, this kind of sentiment anal-
ysis system is developed based on a hand-crafted sentiment
lexicon which may only be effective for sentiment analysis
of a particular domain (e.g., financial investment).
More recently, researchers have examined various meth-
ods such as linguistic-based method [12, 27], lexical graph-
based propagation method [29], and corpus-based statistical
learning method [1, 7] to automatically construct sentiment
lexicons. In addition, supervised machine learning meth-
ods have also been examined to transfer learned sentiment
knowledge across different domain (i.e., the domain transfer
problem) [34, 35]. Nevertheless, solely based on linguistic
rules to identify sentiments and predict their polarities may
lead to the low recall problem, i.e., many sentiment words
may be missed out due to the extreme flexibility of language
usages in most natural languages. On the other hand, su-
pervised machine learning methods suffer from the problem
of low autonomy i.e., large human effort is often involved in
labeling training examples [25, 38, 39]. Semi-supervised sen-
timent lexicon construction methods seem promising since
they strives for optimizing two probably contradictory re-
1http://www.reuters.se/productinfo/newsscopesentiment/
quirements, that is, high recall and high learning autonomy.
In particular, we believe that combining linguistic-based ap-
proach and corpus-based statistical learning method could
lead to a good balance of recall and learning autonomy.
Corpus-based statistical learning method can address the
low recall problem by extracting sufficient candidate senti-
ments from a large corpus. Meanwhile, shallow linguistic
parsing is computationally friendly and it can help prune
the initial noisy outputs generated by statistical learning.
In general, the objective of any sentiment analysis tasks is
to extract the quintuple 〈ei, fij , sij , pij , t〉 [21], where ei is
the opinion target, fij being the j feature of the target i,
sij being the sentiment for the j feature, pij being the po-
larity of the j sentiment, and t being the time when the
sentiment is applied. For the proposed sentiment lexicon
construction method, we aim at building a light weight sen-
timent lexicon which is formally represented by a quadruple
〈si, pi, di, domi〉, where pi is the polarity label, and di is the
degree (i.e., strength) of the polarity; domi is the domain
where the sentiment si is applied.
One novelty of the proposed domain-specific sentiment
lexicon construction method, called pseudo labeling, is that
we exploit both term-to-term relations and document-to-
term relations to build domain-specific sentiment lexicons.
First, initial domain-specific sentiments are extracted by
applying a general linguistic rule (both domain and lan-
guage independent) and a corpus-based statistical learning
method (both domain and language independent) to find
terms associated with the domain-independent sentiments
extracted from widely available generic sentiment lexicons.
Second, both the domain-independent sentiments and the
initially extracted domain-specific sentiments are used to
assign “pseudo” polarity labels to the documents of a train-
ing corpus. By exploiting the distributional characteris-
tic of the candidate sentiments in positively and negatively
(pseudo) labeled documents (i.e., utilizing the document-to-
term relations), sufficient domain-specific sentiments can be
extracted.
Figure 1: Labeled Amazon Product Reviews
Another novelty of the proposed domain-specific senti-
ment lexicon construction methodology is that it can lever-
age the tremendous Web 2.0 data (e.g., the user-labeled
product reviews) to bootstrap the lexicon construction pro-
cess. Figure 1 shows examples of user labeled product re-
views at amazon.com. For example, if we take the user star
rating of 4 − 5 as positive, and a user star rating of 1 as
negative, it is straightforward to attach polarity labels to
opinionated documents. In fact, given the sheer volume of
user-labeled opinionated documents on the Internet these
days, the user labels instead of the system generated pseudo
labels can be applied to learn domain-specific sentiments
more effectively and efficiently.
The remainder of the paper is organized as follows. The
next section highlights previous research in the related area.
The computational details of the novel pseudo labeling based
domain-specific sentiment lexicon construction method are
illustrated in Section 3. Section 4 describes the intrinsic
and extrinsic evaluation of the proposed semi-supervised
domain-specific sentiment lexicon construction method. Fi-
nally, we offer concluding remarks and describe future direc-
tions of our research work.
2. RELATED RESEARCH
Research related to the automated methods for the con-
struction or expansion of domain-specific sentiment lexicons
has received a lot of attention recently. In general, these
methods can be broadly classified under three categories,
namely, linguistic rules based approach [9, 27, 28], corpora-
based statistical learning approach [4, 5, 36], and iterative
lexical graph-based approach [10, 29, 37].
2.1 Linguistic Rules-based Approach
Kanayama and Nasukawa [12] proposed an unsupervised
sentiment lexicon expansion method based on the general
rule of“context coherency”which stated that sentiment words
with the same polarities tend to appear in successive textual
contexts such as clauses or sentences. They verified such an
assumption based on Japanese reviews written for different
domains such as digital cameras, movies, mobile phones, and
cars. The empirical finding was that over 70% of the senti-
ment words appearing in successive sentences did carry the
same polarity. Based on a generic sentiment lexicon and the
concept of context coherency, sentiments (e.g., adjective and
verbs) and their polarities of an arbitrary domain could then
be identified.
A linguistic-based doubled propagation method was ap-
plied to extract sentiments of various consumer product do-
mains based on a seeding sentiment lexicon [27, 28]. The
basic intuition is that sentiment words are often associated
with product features (i.e., the opinion targets). In addition,
there are also natural syntactic relations among sentiment
words, or product features. Accordingly, a set of linguistic
rules developed based on the dependency grammar was pro-
posed to expand a small set of seeding sentiment words ac-
cording to the aforementioned syntactic relations. Initially,
a set of product features was extracted using the seeding
sentiment words, and then more product features were iden-
tified based on the extracted features. Armed with a set of
expanded product features, additional opinion words were
discovered, and more opinion words could be extracted ac-
cording to their relations with the seeding and the newly
extracted opinion words. The product feature and opinion
word propagation process could be conducted repeatedly to
generate a new sentiment lexicon for the desired product do-
main. To extract the relations between candidate product
features and sentiment words, a dependency parser was ap-
plied. The polarities of the newly extracted sentiment words
were determined according to “context coherency”, that is
sentiments of the same clause or sentence should have the
same polarities unless contrary words such as “but”, “how-
ever”, “except”, etc. appeared.
A linguistic-based approach approach was proposed to
build topic-specific sentiment lexicon [9]. More specifically,
sentiment clues (words) were extracted based on a lexical-
ized parser, and then the syntactic contexts of these sen-
timent clues were selected according to their entropy com-
puted over a set of relevant documents of a specific topic.
Based on a set of relevant documents of a topic and a set of
background documents, the sentiment targets (e.g., nouns)
were extracted according to a standard χ2 metric. For ex-
ample, the targets (e.g., product features) with high occur-
rence frequency in the set of relevant documents and low
occurrence frequency in the set of background documents
(i.e., high χ2 score) would be selected. Finally, a topic-
specific sentiment lexicon was built by extracting the pairs
of sentiment clues and targets frequently co-occurring in the
set of relevant documents. This method cannot predict the
polarities associated with the sentiment clues. The topic-
specific sentiment lexicon construction method was evalu-
ated based on the TREC Blog Track (2006-2008) opinion
retrieval tasks [22].
The sentiment lexicon construction method proposed in
this paper differs from the double propagation method and
the topic-specific sentiment lexicon construction method in
that only shallow parsing (e.g., POS tagging) is used. As
a result, the proposed method is more scalable to process
the huge volume of opinionated documents (e.g, product re-
views) on the Web. Since natural languages are very flexible,
rigid linguistic rules may not be applied to many variations
of language usages. The proposed method does not make
any rigid assumption about the language usages, and so it
can lead to better recall for the extraction of domain-specific
sentiments.
2.2 Corpus-based Learning Approach
The information bottleneck (IB) method, an information
theoretic measure, was adapted to explore three kinds of
document-word relationships in order to automatically build
an out-of-domain sentiment lexicon based on the in-domain
sentiments [4, 5]. Unlike traditional methods which only
examined the relationships between sentiment words among
the in-domain or out-of-domain documents, the information
bottleneck method also explored the relationships between
out-of-domain documents and out-of-domain words, and the
relationships between in-domain documents and out-of-domain
words to identify sentiment words for a new domain. The
lexicon expansion algorithm would iteratively estimate the
strengths of the aforementioned relationships based on the
adapted information bottleneck measure, and assign the sen-
timent polarities to the clusters of out-of-domain data (e.g.,
documents and words) according to the polarities of the in-
domain words.
An attempt was made to build a domain-specific senti-
ment lexicon based on a statistical learning method called
divergence from randomness (DFR) [7]. The DFR approach
measures the divergence between a term’s probability distri-
bution in a set of relevant and opinionated documents and
its probability distribution in a set of relevant documents. If
the DFR of a term is high, it would be considered as a sen-
timent and included in the sentiment lexicon. The Average
Opinionated Entropy (AOE) function was designed to facil-
itate the automatic construction of a sentiment lexicon for
a particular topic [1]. The AOE function measures the di-
vergence between the appearance frequency of a term in the
set of opinionated relevant documents and its appearance
frequency in the set of relevant documents. The computa-
tional mechanism for the AOE function is underpinned by
Kullback-Leibler (KL) divergence [14]. However, both the
DFR method and the AOE method were used to extract
sentiment words only; the polarities of these sentiments were
not extracted.
Semantic orientation (SO) analysis was proposed to ex-
pand a list of seeding sentiments [36]. The orientation (i.e.,
polarity) of an arbitrary term was estimated based on the
strength of association between the term and fourteen seed-
ing sentiments such as good, nice, bad, poor, and so on.
Point-wise mutual information (PMI) was proposed to esti-
mate the strengths of associations among any pair of words
based on a Web corpus. The PMI method was also used to
expand a list of seeding sentiment indicators based on the
training corpus (2006-2008) of the TREC Blog Track [19].
A mutual reinforcement approach underpinned by PMI was
also applied to extract the hidden associations between en-
tity feature groups and sentiment indicator groups from a
Chinese review corpus [33].
The problem of generating a list of sentiment indicators
across different domains was referred as the domain-transfer
problem [34, 35]. The relative similarity ranking (RSR)
method was developed to select the most informative and
opinionated documents from a training set to retrain a classi-
fier [34]. A constrained non-negative matrix tri-factorization
method was applied to extract latent sentiment terms from
a domain, after which these terms were used to conduct sen-
timent polarity prediction for another domain [20].
The sentiment lexicon construction method proposed in
this paper also adopts a corpus-based statistical learning
approach. However, our method can utilize the abundant
Web 2.0 data (e.g., the label of an opinionated expression)
to bootstrap the performance of sentiment lexicon learning.
Also, unlike some divergence based methods, our approach
can learn both the domain-specific sentiments and their po-
larities.
2.3 Lexical Graph-based Approach
Based on some seeding sentiment words extracted from
General Inquirer (GI) [32] and the semantic relations cap-
tured in WordNet [23], a label propagation algorithm was
proposed to iteratively assign the polarity labels to words
without polarity labels [29]. For example, all the synonyms
of a seeding sentiment words would be assigned the same po-
larity label, whereas the antonyms of the seeding sentiment
would be assigned the opposite polarity label. The label
propagation method was also evaluated in other languages
where comprehensive thesaurus were available. Based on
some sentiment words extracted from a seeding lexicon such
as OpinionFinder [30], polarity labels were assigned to the
lexical units (words) of the Dutch WordNet by using a vari-
ant of the PageRank algorithm [10]. The principle of the
label propagation algorithm was that semantically related
synsets would be assigned the same polarity [10].
To acquire the sentiment words (e.g., slang, phrases, non-
standard spelling words) not captured in generic lexicons
such as WordNet, a graph-based propagation method was
proposed [37]. A network (i.e., a graph) of some frequently
occurring phrases of a web corpus was constructed by com-
puting the cosine similarities among the context vectors (i.e.,
the set of terms often co-occurring with a phrase) of the
corresponding phrases. A set of seeding sentiment words
was incorporated into the web graph as well. The polar-
ity of a phrase (i.e., a node of the web graph) was deter-
mined according to the sum of polarity scores of the maximal
weighted paths to all the seeding sentiment words. Once the
polarities of some phrases were determined, the graph prop-
agation algorithm could be iteratively executed to identify
the polarities of other phrases encoded in the web graph.
A lexical graph-based method was also applied to infer the
polarities of arbitrary words according to a list of seeding
sentiments, and the synonym and antonym relations cap-
tured in WordNet [8].
The sentiment lexicon construction method illustrated in
this paper employs a more computationally friendly statisti-
cal learning approach rather than using an iterative graph-
based propagation algorithm so that our proposed method
can scale up to process the huge number of opinionated
documents on the Web. Moreover, WordNet-based lexical
graph cannot help extracting non-standard sentiments (e.g.,
‘cooool”) whereas the proposed approach can acquire any
domain-specific sentiments.
3. PSEUDO LABELING FOR SENTIMENT
LEXICON CONSTRUCTION
The main intuition behind the proposed computational
method for domain-specific sentiment lexicon learning is de-
picted in Figure 2. The observable layer represent the re-
ality (e.g., labeled or unlabeled opinionated documents and
the terms contained within them) that the proposed compu-
tational method can inspect to extract the domain-specific
sentiments which are captured by the hidden layer. Fig-
ure 2 also highlights the “distributional characteristic” of
sentiments in positively and negatively opinionated docu-
ments, respectively. Basically, a positively opinionated doc-
ument tends to contain more positive sentiments than nega-
tive sentiments; this is also the reason why the document is
regarded as positive in the first place. The same concept is
applied to negatively opinionated documents. When a sheer
volume of opinionated documents is readily available (the
reality in the era of Web 2.0), an effective lexicon learning
mechanism can exploit the distributional characteristics of
a term in positively and negatively opinionated documents
(the observable layer) to estimate the probability of the term
having a specific polarity (the hidden layer). Also note that
term relationships exist among sentiments since they may be
semantically related (e.g., “love” and “like”) although these
relationships may not be explicit in a corpus. An effective
lexicon learning mechanism should also explore term rela-
tionships to discover new sentiments based on the seeding
sentiments. In addition, Figure 2 pinpoints the domain-
specific nature of sentiments. A sentiment deemed negative
in one domain (e.g., “small” hotel room) may well be re-
garded as positive in another domain (e.g., “small” physical
size of a netbook). It is true that not all opinionated docu-
ments are labeled (e.g., financial news). The proposed sen-
timent lexicon construction method can exploit the hidden
term relationships between seeding sentiments and candi-
date sentiments of a corpus to discover the initial domain-
specific sentiments. These sentiments can then be use to
tentatively label (i.e., pseudo labeling) opinionated docu-
ments in order to extract more domain-specific sentiments.
Figure 2: The Intuition of the Pseudo Labeling
Method
The proposed semi-supervised computational method for
two-pass domain-specific sentiment lexicon construction can
be summarized with the following steps:
1. Extract domain-independent sentiments based on ex-
isting linguistic resources such as OpinionFinder [30];
2. Apply the principle of “context coherence” to extract
initial domain-specific sentiments from a corpus;
3. Apply the proposed SMI measure to identify statisti-
cally associated terms with the initial domain-specific
sentiments and the domain-independent sentiments;
4. Pseudo label the opinionated documents of a corpus;
5. Apply the proposed statistical learning method SE to
extract more domain-specific sentiments;
One can use the manual labels such as “strong subjective”
in OpinionFinder [30] or a high sentiment score in Senti-
WordNet [6] to extract the domain-independent sentiments.
To promote language independency of the proposed method,
we do not rely on fragile language specific rules nor sentence
dependency parsing method to extract domain-specific sen-
timents; instead only the general principle of “contextual co-
herence”is applied. In particular, we assume that sentiments
appearing within the same sentence should have the same
polarity unless contrary indicators such as“not”, “no”, “but”,
“except”, etc. appear around the candidate sentiment. For
this research, we only make use of 9 common contrary indica-
tors. As a result, it is handy to apply the proposed system to
any other languages by translating the small number of nega-
tion indicators into the target languages. Both the domain-
independent sentiments extracted from a generic sentiment
lexicon and the contextually inferred domain-specific senti-
ments from a specific review corpus are used to construct an
initial domain-specific sentiment lexicon.
PMI has been applied to extract sentiments statistically
correlated with the seeding sentiments from a Web corpus [36].
In general, PMI can be used to measure the association be-
tween two entities, and it is defined by [31]:
PMI(ti, tj) = log2
Pr(ti, tj)
Pr(ti)Pr(tj)
(1)
where PMI(ti, tj) is the point-wise mutual information be-
tween term ti and term tj . Pr(ti, tj) is the joint probability
that both terms appear in a text window, and Pr(ti) is the
probability that a term ti appears in a text window. The
probability Pr(ti) is estimated based on
|wt|
|w| where |wt| is
the number of windows containing the term t and |w| is the
total number of windows constructed from a corpus. Sim-
ilarly, Pr(ti, tj) is the fraction of the number of windows
containing both terms out of the total number of windows.
An improved point-wise mutual information measure, called
balanced mutual information (BMI) has been successfully
applied to concept extraction in ontology discovery [18, 15].
The main difference between the BMI and the basic PMI
is that both term association frequency and term dissoci-
ation frequency are taken into account by the BMI mea-
sure. When the overall statistical association between a pair
of terms is estimated, a balanced account of both positive
and negative association evidence is taken. When statisti-
cal term association is estimated, a virtual text window is
moved from left to right within each document. Within a
text window, the terms co-occurring frequencies are recorded
to compute the BMI score.
To extract candidate sentiments statistically associated
with the sentiments captured in the initial domain-specific
sentiment lexicon, we extend the BMI measure to develop
the sentiment mutual information estimator (SMI). The SMI
measure is defined as follows:
SMI(ti, tj) = α× [Pr(ti, tj) log2( Pr(ti,tj)Pr(ti)Pr(tj)+γ )+
Pr(¬ti,¬tj) log2( Pr(¬ti,¬tj)Pr(¬ti)Pr(¬tj)+γ )] −
(1− α)× [Pr(ti,¬tj) log2( Pr(ti,¬tj)Pr(ti)Pr(¬tj)+γ )+
Pr(¬ti, tj) log2( Pr(¬ti,tj)Pr(¬ti)Pr(tj)+γ )]
(2)
where Pr(ti, tj) is the joint probability that both terms ap-
pear in a text window, and Pr(ti) is the probability that
a term ti appears in a text window. However, when the
co-occurring frequency of ti and tj is counted, a negation
indicator within a text window will be taken into account
as well. For instance, for a sentence such as “it’s not an at-
tractive movie, very boring”, the sentiment boring is consid-
ered associated with ¬attractive instead of attractive be-
cause of the appearance of “not” adjacent to “attractive”.
According to a basic flipping principle, an odd number of
negation indicators found within a text window signify the
negation of one of the terms. To reduce the number of noisy
associations, our virtual text windowing processes are not
conducted across sentence boundary. Moreover, only terms
with certain POS are considered candidate sentiments. Ac-
cording to previous studies, a virtual text window of size
ϕwin ∈ [5, 10] is effective [17, 18]. The parameter α is em-
pirically established based on a subset of review collection,
and it is set to α = 0.65 for this research. The variable
γ = 0.001 is a Laplace smoothing parameter.
Through contextual inference and statistical inference, ini-
tial domain-specific sentiments are discovered. These ini-
tial domain-specific sentiments and the domain-independent
sentiments extract from a generic sentiment lexicon are ap-
plied to assign pseudo polarity labels to opinionated docu-
ments of a corpus (e.g., online financial reviews). The in-
tuition behind the pseudo labeling sentiment lexicon con-
struction method is that domain-specific sentiments are dis-
covered based on their distributional characteristics in pos-
itively and negatively opinionated documents, respectively.
The readily available document labels in the world of Web
2.0 may also be applied to bootstrap the performance of sen-
timent lexicon construction. However, the proposed com-
putational method does not rely on the manually labeled
opinionated documents. In the field of information retrieval
(IR), the distributional characteristic of terms in relevant
and non-relevant documents have been explored to induce
an information seeker’s real interests [13, 16, 17]. The ba-
sic assumption is that terms occur more often in the set of
relevant documents are likely representing the information
seeker’s need. Accordingly, the measure of Keyword Classi-
fier (KC) has been developed to extract positive, negative,
and neutral terms representing the information seeker’s pos-
itive, negative, or neutral information needs [13]. The KC
measure has been successfully applied to induced the beliefs
for adaptive information filtering later on [16, 17]. The origi-
nal KC measure can be seen as a variant of Kullback-Leibler
(KL) divergence [14] which measures the distance between
two probability distributions.
For our research, we develop a new statistical learning
mechanism called sentiment extractor (SE) by extending the
KC measure. Although it is quite possible that a positively
rated document may contain negative sentiments, these neg-
ative sentiments may not frequently occur in many posi-
tively rated documents. Accordingly, when a large number
of labeled (or pseudo-labeled) documents are available, the
proposed statistical learning method, SE, can still correctly
identify the positive and the negative sentiment terms. The
formulations of our SE method are shown as follows:
SE(t) = [ df(t)
$pos
× Pr(pos|t)× log2 Pr(pos|t)Pr(pos) ]−
[ df(t)
$neg
× Pr(neg|t)× log2 Pr(neg|t)Pr(neg) ]
(3)
polarity(t) =

1
1+e−|SE(t)| if SE(t) > φ
−
(
1
1+e−|SE(t)|
)
if SE(t) < −φ
0 otherwise
(4)
where SE(t) indicates how likely the term t is a sentiment;
the higher the sentiment estimation score, the more likely
the term is a sentiment. The term t carries a specific POS
such as Adjective; this is one of the ways to prune noisy
sentiments. The parameters $pos = pipos × |D| and $neg =
pineg × |D| control the learning rates for positive and neg-
ative sentiments, respectively. The set D = D+ ∪ D− rep-
resents the corpus of opinionated documents, whereas D+
(D−) is the set of positively (negatively) rated documents;
the document label can be generated though pseudo la-
beling or directly retrieved from Web 2.0 sites. The term
Pr(Pos|t) = df(D
+
t )
df(t)
is the estimated conditional probabil-
ity that a document is rated positive given that it contains
a candidate sentiment term t. It is expressed as the frac-
tion of the number of positive documents (i.e., document
frequency df) which contain the term t (i.e., df(D+t )) over
the total number of documents which contain t (i.e., df(t)).
Similarly, Pr(Neg|t) = df(D
−
t )
df(t)
is the estimated conditional
probability that a document is rated negative when it con-
tains the term t. In addition, Pr(Pos) = |D
+|
|D+|+|D−| is
the estimated priori probability that a document is positive,
whereas Pr(Neg) = |D
−|
|D+|+|D−| is the estimated priori prob-
ability that a document is negative in the collection. Eq. 4
is applied to prune noisy sentiments. In particular, only
the candidate terms with the |SE(t)| score greater than a
threshold φ will be identified as positive or negative sen-
timents. The parameters pipos, pipos, and φ are empirically
established based on the training corpus of a specific domain.
For the experiments reported in this paper, we adopted the
following values: pipos = 0.02%, pipos = 0.01%, and φ = 0.05.
The computational complexity of the proposed Pseudo La-
beling method can be characterized by O(LsLd|D|), where
Ls is the number of seeding sentiments, and Ld is the average
document length of a corpus; |D| is the size of the corpus.
It has a linear time complexity with respect to the size of
the input document collection and the number of seeding
sentiments.
To predict the polarity of an unseen opinionated docu-
ment (e.g., an online financial news), the automatically con-
structed domain-specific sentiment lexicon is referred to. We
apply the unigram language model originally developed in
the field of IR to develop a probabilistic measure to estimate
the strength of polarity of an opinionated document [26, 40].
The sentiment language model is defined by:
Pr(SL|d) ∝ Pr(SL|Md) =
∏
t∈SL
Pr(t|Md) (5)
Pr(t|Md) = (1− λ)[(1− µ)PrML(t|Md) + µPrML(t|MASL)]
+λPrML(t|MD)
(6)
PrML(t|Md) = tf(t, d)|d| (7)
strength(d) = Pr(SL
+|d)−Pr(SL−|d)
Pr(SL+|d)+Pr(SL−|d) (8)
where the probability that a document d contains the senti-
ments captured by the system generated sentiment lexicon
(SL) is approximated by the unigram document language
model Pr(SL|Md). Basically, the unigram language model
Pr(SL|Md) equals the product of the individual probabil-
ity that document model Md generates a sentiment term
t captured in SL. λ and µ are the Jelinek-Mercer smooth-
ing parameters which may take values in the range of [0.1,
0.7] [40]. The smoothing process (Eq.6) is used to alleviate
the problem of over-estimating the probabilities of sentiment
terms found in a document and under-estimating the proba-
bilities for sentiment terms not found in the document. We
use the auxiliary sentiment lexicons (ASL) such as Opinion-
Finder and SentiWordNet to smooth the sentiment genera-
tion probability. In addition, the collection D is also used to
smooth the sentiment term generation probability for sen-
timent terms not found in the document. PrML(t|Md) is
the maximum likelihood model of the document d. tf(t, d)
represents the sentiment term frequency of t in the docu-
ment d, and |d| is the document length by words. Finally,
Eq.8 estimate the polarity strength of a document d. The
term Pr(SL+|d) (Pr(SL−|d)) represents the probability of
d containing the set of positive (negative) sentiments of SL.
4. SYSTEM EVALUATION
Similar to previous studies [2, 27], we retrieved real-world
opinionated documents from the Web to build our evalua-
tion data set. More specifically, we downloaded online re-
views from amazon.com, tripadvisor.com, mldb.com, and re-
suters.com using the provided APIs (e.g., amazon.com and
tripadvisor.com) or invoking our crawler programs (e.g., for
mldb.com and reuters.com). The characteristic of our eval-
uation data set is depicted in Table 1. A total of 993, 324
positive reviews and 358, 144 negative reviews were used in
our experiment. For amazon.com and tripadvisor.com, the
reviews with user rating 4 and 5 were treated as positive
documents, and the reviews with user rating 1 were taken
as negative documents. The products reviews of books, au-
tomotive gears, computers (PC hardware), digital cameras,
music, and health care products extracted from amazon.com
represent six different application domains. For movie re-
views extracted from mldb.com, a review with user ratings
8 to 10 was considered positive, and a review with user rat-
ings 1 to 3 was considered negative. Nevertheless, user-
contributed label was not available for the financial news
retrieved from reuters.com.
Table 1: The Evaluation Data Set
Domain # Reviews # Pos. # Neg.
Automotive 108,423 58,548 18,432
Book 481,291 250,271 86,632
Camera 126,238 63,119 26,510
Computer 515,182 262,743 97,885
Health Care 311,575 165,135 46,736
Music 229,154 123,743 36,665
Movie 61,524 24,301 15,381
Hotel 103,115 45,464 29,903
Finance 215,219 - -
Total 2,151,721 993,324 358,144
Accordingly, the number of positive (negative) reviews of
the finance domain is not shown in Table 1. The aver-
age length of these opinionated documents was 103.2 words.
There were two stages of system evaluation, that is, intrin-
sic evaluation and extrinsic evaluation. Intrinsic evaluation
allowed users to directly evaluate the quality of the system
generated sentiment lexicons, whereas extrinsic evaluation
allowed us to conduct a much larger scale indirect evaluation
of the application of the system generated sentiment lexicons
to polarity prediction tasks at the document level. For our
experiments, it was a two-class classification problem since
only positive or negative sentiments (or documents) were
identified; the neutral sentiments (or documents) were ex-
cluded from our experiments. The proposed Pseudo Label
method was implemented using Java JDK 6.0, and all the
experimenting systems were executed under a server com-
puter with Quad-Core Xeon 2.33GHz Processor, 16GB main
memory, and 6TB hard disk.
For the first experiment, we examined the intrinsic qual-
ity of the system generated domain-specific lexicons. More
specifically, we applied the P@100 (precision at 100 docu-
ments) measure to evaluate the quality of the system gen-
erated sentiments when compared to the ground truths pro-
vided by three human annotators. A similar approach was
adopted to evaluate a topic-specific sentiment lexicon con-
struction method before [9]; a similar measure i.e., P@10
(precision at 10 documents ) has been used to assess the
performance of opinion retrieval systems in the TREC Blog
Track [24]. The 513 positive and 527 negative seeding sen-
timents were manually extracted from OpinionFinder [30]
by three human annotators. These sentiments were con-
sidered generic and applicable to different domains. The
human annotators were postgraduate research students who
had more than 3 years’ experience in browsing and writ-
ing online reviews of various domains. The same annotators
also assessed the quality of our system generated sentiment
lexicons. Each human annotator examined the positive and
the negative lists of sentiments generated by the proposed
Pseudo Labeling (PL) method individually. If there was a
disagreement about the polarity of a system generated sen-
timent, the third annotator’s judgment would be used to de-
termine the final ground truth. The inter-rater agreement of
these annotators was κ = 0.81 according to Cohen’s Kappa
statistic. The high inter-rater agreement of our annotators
shows that their judgment is reliable, and our κ value is close
to that obtained in a previous study [12].
Table 2: The Intrinsic Evaluation of Sentiment Lex-
icons
Application P@100 Lexicon P@100
Domain PL UL Size Diff.
Automotive 0.830 0.840 4,165 −1.2%
Book 0.825 0.845 4,687 −2.4%
Camera 0.825 0.825 3,712 0.0%
Computer 0.840 0.845 4,789 −0.6%
Health Care 0.815 0.830 4,019 −1.8%
Music 0.855 0.860 4,228 −0.6%
Movie 0.800 0.820 3,481 −2.5%
Hotel 0.825 0.840 3,804 −1.8%
Finance 0.835 - 4,514 -
Average 0.828 0.838 4,155 −1.4%
The results of the intrinsic assessment of the system gen-
erated domain-specific lexicons are listed in Table 2. The
figures represent the average precision for the system gener-
ated positive and negative sentiments. The results achieved
by using user labeled (UL) opinionated documents for do-
mains such as books, computers, cameras, etc. are listed un-
der the third column; such results can be seen as the upper
bound precision of the system generated sentiment lexicons.
For the financial news downloaded from reuters.com, user-
contributed polarity labels of of documents were not avail-
able. As can be seen in Table 2, the proposed PL method
achieves average precisions (listed under the second column)
close to the supper bound performance in various domains.
The average P@100 precision achieved by the PL method is
0.828. The upper bound of the P@100 precision achieved
by using user-labeled documents is 0.838. On average, the
result produced by the PL method is only 1.4% inferior to
that produced by using user-contributed labels of opinion-
ated document to extract the domain-specific sentiments.
However, the distinct advantage of the proposed PL method
is that labor-intensive human labeling of opinionated docu-
ments is not required. The proposed PL method has high
practical value, and it is readily applied to support real-
world applications. Table 3 and Table 4 show the top 20
positive and negative domain-specific sentiments extracted
from the finance domain and the computer domain, respec-
tively. The domain-specific sentiments were discovered using
the proposed PL sentiment lexicon construction method.
Table 3: Top 20 System Discovered Domain-specific
Sentiments (Finance)
Positive Negative
Sentiment Strength Sentiment Strength
lifted 0.831 weakened 0.843
supported 0.829 red 0.843
backed 0.825 suspended 0.842
aggressive 0.824 alleged 0.842
earned 0.824 incurable 0.835
completed 0.821 overgrown 0.834
tony 0.821 blocked 0.832
winning 0.819 fighting 0.829
cheaper 0.817 slashed 0.828
encourage 0.816 stuck 0.825
topped 0.814 harder 0.821
advancing 0.811 tighter 0.819
pushy 0.808 dropping 0.817
grown 0.807 demanding 0.816
stabilised 0.806 riskier 0.816
dominated 0.801 damaged 0.815
recovered 0.801 antitrust 0.811
strongest 0.795 exacerbating 0.807
expanded 0.794 misused 0.807
firmer 0.791 overlooked 0.806
eased 0.791 conservative 0.805
For the second experiment, a larger scale indirect eval-
uation was conducted to examine the quality of the sys-
tem generated domain-specific sentiment lexicons when they
were applied to polarity prediction tasks at the document
level. Ten-fold cross validation was adopted. The data from
each domain (except the finance domain) was randomly di-
vided into ten folds. The data of the finance domain was
excluded from this experiment because the user-contributed
document labels (i.e., the ground truth) were not available.
Nine folds of the data in each domain were used by the
proposed PL system (the experimenting system) or a base-
line system to generate a domain-specific sentiment lexicon,
and the remaining one fold was used as the test set. The
process was repeated ten times to obtain the average perfor-
mance figure for a system under testing. User-contributed
labels were not use in this experiment. The baseline systems
included OpinionFinder (OF) and a corpus-based statisti-
cal learning method called semantic orientation (SO) [36].
For the SO method, we used the corpus depicted in Ta-
ble 1 instead of using the Web corpus. In addition, the
PMI measure depicted in Eq.1 was applied instead of us-
ing the Internet search engine counts. A window size of 10
was adopted as the proximity factor when the co-occurring
frequency between a candidate sentiment and any one of
the 14 seeding sentiments was calculated [36]. After the
sentiment lexicons were generated by the experimenting or
the baseline systems, Eq.5 to Eq.8 were applied to com-
pute the polarity score of a document. If strength(d) > 0
was true, the document was treated as a positive document;
otherwise its polarity was negative. Moreover, a supervised
machine learning method, namely support vector machines
(SVM),. was also adopted as one of the baseline systems.
We applied Joachim’s SVM package2 for classifier training
2http://svmlight.joachims.org/
and testing [11]; all the default parameter values (e.g., a
linear kernel function for the reason of computational effi-
ciency) of the SVM package was adopted. The unigrams of
a document and the corresponding POS tags were used as
the features [25]. The common performance measures such
as precision, recall, and F-score (with β = 1) used in the
field of IR were applied to this experiment.
Table 4: Top 20 System Discovered Domain-specific
Sentiments (Computer)
Positive Negative
Sentiment Strength Sentiment Strength
working 0.902 crappy 0.917
wireless 0.902 rugged 0.916
operating 0.899 heavy 0.915
snug 0.896 clunky 0.912
smoothly 0.895 incurable 0.912
connected 0.895 surprised 0.907
cool 0.891 unusable 0.906
cheaper 0.888 ended 0.903
satisfied 0.887 returning 0.902
impressed 0.995 stuck 0.901
faster 0.882 missing 0.901
loved 0.881 broken 0.895
waterproof 0.878 discounted 0.894
newer 0.878 manually 0.893
lightweight 0.874 shut 0.892
cordless 0.871 loose 0.891
thrilled 0.871 slower 0.891
supported 0.869 missed 0.887
rechargeable 0.869 shocked 0.881
ergonomic 0.864 falling 0.879
The performance of the experimenting system and the
baseline systems is depicted in Table 5. The columns la-
beled “Experimenting” depict the recall, precision, and F-
score values of the experimenting system. The column with
labeled “time” list the sentiment lexicon learning time and
the document polarity prediction time of the experimenting
system. The most computational costly process is applying
the SMI measure (Eq.2) to identify initial domain-specific
sentiments that are statistically associated with the seed-
ing sentiments. According our execution log, almost 80%
of the computational time spent on applying the SMI mea-
sure. As a whole, the proposed system is quite efficient to
process a large number of opinionated documents. The aver-
age improvement (in terms of F-score) over the best baseline
system for each domain is listed in the second last column.
The last column of Table 5 shows the confidence level of the
paired one-tail t-test of the difference of F-score between the
experimenting system and the best performing baseline sys-
tem. The average improvement achieved by the proposed
PL method over the best baseline system across different
domains is +2.18% in terms of F-score. Such an improve-
ment is statistically significant. The PL system generated
high quality domain-specific sentiment lexicons which en-
abled more effective polarity prediction of opinionated doc-
uments. The recall of the PL system is consistently higher
than that of the OF systems since a generic sentiment lex-
icon cannot provide sufficient domain-specific sentiment in-
dicators for domain-specific polarity detection.
The SO method achieved slightly higher recall than the PL
system did. However, the SO method also produced many
noisy sentiment indicators; these noisy sentiments eventu-
ally led to a low precision in document polarity detection.
For example, an inspection of the sentiments generated by
the SO method showed that the term “share” was extracted
as a domain-specific sentiment for the finance domain. How-
ever, such a term may not actually help correctly predict the
polarity of a financial document even though it is a domain-
specific term. In contrast, by using POS pruning, the pro-
posed PL system could reduce the chance of extracting noisy
sentiments. In fact, the proposed SE measure (i.e., Eq.3) can
be seen as an extra filter to prune noisy sentiments according
to the document-term relations of a domain-specific corpus.
Although the performance of the SVM system is close to that
of the PL system in some domains (e.g., movie), it is diffi-
cult to apply the SVM method to domain-specific sentiment
lexicon construction because of the lack of a large number
of labeled training examples for some domains. The pro-
posed PL method is practical and scalable because it does
not rely on any labeled opinionated document. Neverthe-
less, the presence of user-contributed document labels in the
world of Web 2.0 can bootstrap the performance of the PL
method as suggested by the result of the first experiment.
Figure 3: The Sensitivity of the PL Method w.r.t.
Seeding Sentiments and Sentiment Sources
For the third experiment, we tried to test the sensitivity
of the performance of the PL system with respect to the
number of seeding sentiments used and the sources of the
seeding sentiments. First, we tried to use OpinionFinder [30]
and applied various percentages of the 1, 040 seeding senti-
ments to generate domain-specific sentiment lexicons using
the PL method. When we reduced the number of seeding
sentiments, the ratio of positive and negative seeding senti-
ments was maintained. In addition, we also tried a different
sentiment source by using SentiWordNet [6]. For positive
(negative) seeding sentiments, we only selected those with
polarity strength ≥ 0.7 and the negative (positive) polar-
ity strength equals zero, that is, strong positive (negative)
sentiments. These strong positive or negative sentiments
usually represent domain-independent sentiments. A total
of 516 positive sentiments and 1, 434 negative sentiments
were selected. Again, different percentages of these seeding
sentiments were fed to the PL method for domain-specific
sentiment lexicon learning. After a domain-specific senti-
ment lexicon was generated by the PL system, it was used
Table 5: Comparative Performance of Domain-specific Polarity Detection
App. PL OF SO SVM F-score Conf.
Domain R P F Time R P F R P F R P F Diff. Level
Automotive 0.8210 0.8137 0.8173 1:18 0.7378 0.7551 0.7463 0.8222 0.7620 0.7910 0.8181 0.7737 0.7953 +2.78% p < .01
Book 0.8347 0.8040 0.8191 3:43 0.7592 0.7601 0.7596 0.8395 0.7549 0.7949 0.7996 0.8120 0.8058 +1.65% p < .01
Camera 0.7908 0.7850 0.7879 1:20 0.7433 0.7660 0.7545 0.7972 0.7260 0.7599 0.7815 0.7753 0.7784 +1.22% p = .03
Computer 0.8330 0.8075 0.8201 4:11 0.7544 0.7614 0.7579 0.8344 0.7613 0.7962 0.8310 0.7590 0.7934 +3.00% p < .01
Health Care 0.8121 0.8078 0.8100 2:22 0.7467 0.7451 0.7459 0.8310 0.7529 0.7901 0.7928 0.7838 0.7882 +2.52% p < .01
Music 0.8253 0.8149 0.8201 1:55 0.7486 0.7368 0.7427 0.8333 0.7652 0.7978 0.8090 0.8000 0.8045 +1.93% p = .01
Movie 0.7841 0.7838 0.7840 0:48 0.7042 0.7185 0.7113 0.7989 0.7191 0.7569 0.7735 0.7762 0.7749 +1.17% p = .04
Hotel 0.8335 0.8193 0.8263 1:15 0.7454 0.7519 0.7486 0.8463 0.7603 0.8010 0.8009 0.7964 0.7986 +3.16% p < .01
Average 0.8168 0.8045 0.8106 2:07 0.7425 0.7493 0.7458 0.8253 0.7502 0.7860 0.8008 0.7846 0.7924 +2.18%
to predict the polarity of opinionated documents using the
same procedure of the second experiment. The average F-
scores achieved by the PL system with respect to various
percentages of seeding sentiments and different seeding sen-
timent sources are shown in Figure 3. It is easy to observe
that the performance of the PL system becomes stable when
40% or more of the seeding sentiments are applied. In fact,
the different of F-score is small after a fair number of seeding
sentiments are used. These results suggest that the proposed
PL method is robust, and the quality of the domain-specific
sentiment lexicons generated by the PL method can be main-
tained irrespect to the size of the seeding sentiment set and
the source of the seeding sentiments.
5. CONCLUSIONS AND FUTUREWORK
Manually constructing sentiment lexicons (i.e., opinion
lexicons) for different application domains is extremely la-
bor intensive, and it may not even be feasible for certain
domains where linguistic expertise is not available. Accord-
ingly, researchers have examined various computational ap-
proaches to construct or extend sentiment lexicons across
different domains. The main contribution of this paper is
the illustration of a scalable semi-supervised method for the
automatic construction of domain-specific sentiment lexi-
cons across different application domains. In the first pass,
contextual inference and statistical inference are applied to
identify initial domain-specific sentiments based on some
seeding sentiments extracted from a generic sentiment lex-
icon. Based on the initial sentiments extracted from a do-
main and the domain-independent sentiments, pseudo la-
bels are assigned to the documents of a corpus. In the
second pass, the distributional characteristics of domain-
specific sentiments in positively and negatively labeled doc-
uments of the corpus are exploited to discover more sen-
timents. The intrinsic evaluation of the system generated
domain-specific sentiment lexicons reveals that the proposed
computational method can discover sentiments with good
quality; the average P@100 achieved is 0.828. The extrin-
sic evaluation of the proposed method also suggests that the
system generated domain-specific sentiment lexicons can im-
prove polarity prediction tasks by +2.18% on average. Fu-
ture work will conduct more experiments to examine the
effectiveness of the proposed pseudo labeling method across
more diversified application domains. Moreover, the appli-
cation of the automatically generated domain-specific senti-
ment lexicons to other context-sensitive sentiment analysis
tasks will be explored.
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