A novel method for enhancing the performance of elastic graph matching in frontal face authentication is proposed. The starting point i s t o w eigh the local similarity v alues at the nodes of an elastic graph according to their discriminatory power. Powerful and well-established optimization techniques are used to derive the weights of the linear combination. More speci cally, w e propose a novel approach that reformulates Fisher's discriminant ratio to a quadratic optimization problem subject to a set of inequality constraints by c o m bining statistical pattern recognition and Support Vector Machines. Both linear and nonlinear Support Vector Machines are then constructed to yield the optimal separating hyperplanes and the optimal polynomial decision surfaces, respectively. The method has been applied to frontal face authentication on the M2VTS database. Experimental results indicate that the performance of morphological elastic graph matching, is highly improved by using the proposed weighting technique.
I. Introduction
Many techniques for face recognition have beendeveloped whose principles span several disciplines, such as image processing, pattern recognition, computer vision and neural networks 1]. The increasing interest in face recognition is mainly driven by application demands, such as nonintrusive identi cation and veri cation for credit cards and automatic teller machine transactions, nonintrusive access-control to buildings, identi cation for law enforcement, etc. Machine recognition of faces yields problems that belong to the following categories whose objectives are brie y outlined:
Face recognition. Given a test face and a set of reference faces in a database nd the N most similar reference faces to the test face.
Face authentication. Given a test face and a reference one, decide if the test face is identical to the reference face.
Face recognition has been studied more extensively than face authentication. The two problems are conceptually di erent. On the one hand, a face recognition system usually assists a human expert to determine the identity of a test face by computing all similarity scores between the test face and each human face stored in the system database and by ranking them. On the other hand, a face authentication system should decide itself if a test face is assigned to a client (i.e., one who claims his/her own identity) or to an impostor (i.e., one who pretends to besomeone else). The evaluation criteria for face recognition and face authentication systems are di erent. The performance of face recognition systems is quanti ed in terms of the percentage of correctly identi ed faces within the N best matches 2]. The performance of face authentication systems is measured in terms of the false rejection rate (FRR) achieved at a xed false acceptance rate (FAR) or vice versa. By varying FAR, the receiver operating characteristic (ROC) curve is obtained. If a scalar gure of merit is used to judge the performance of an authentication algorithm, then we usually choose the operating point having FAR=FRR, the so called equal error rate (EER). A third di erence is in the requirements needed when face recognition/authentication systems are trained. Face authentication systems need more than one training images perperson while face recognition systems are usually trained on sets having one frontal image per person.
A well-known approach to face recognition/authentication is the so-called dynamic link architecture, a general object recognition technique, that represents an object by projecting its image onto a rectangular elastic grid where a Gabor wavelet bank response is measured at each node. A simpli ed implementation of dynamic link architecture, the so-called elastic graph matching (EGM), is often preferred for locating objects in a scene with a known reference 3, 4, 5] . It was found that elastic graph matching achieves a better performance than the eigenfaces 6, 7] , auto-association and classi cation neural networks 8, 9] due to its robustness to lighting, varying face position and facial expression variations. The research on elastic graph matching and its applications has been an active research topic since its invention. A di erent topology cost for a particular pair of nodes, that was based on the radius of the Apollonius sphere de ned by the Euclidean distances between the nodes beingmatched, was proposed in 10]. Three major extensions to elastic graph matching that allowed for handling larger galleries, tolerated larger variations in pose and increased its matching accuracy were introduced in 11]. Procedures that increase the robustness of elastic graph matching in translations, deformations and changes in background were proposed in 12] . Recently, a variant of elastic graph matching based on multiscale dilation-erosion, the so-called morphological elastic graph matching (MEGM) 1 , was proposed and tested for face authentication 13, 14] . This paper addresses the derivation of optimal coe cients that weigh the local similarity v alues determined by the elastic graph matching procedure at each grid node. The starting point is the observation that the distance measure between two persons in elastic graph matching is simply the sum of local similarity values. However, this observation contradicts the fact that some facial features (e.g., the eyes, the nose, etc.) are more distinctive for one person than other features. Therefore, it is reasonable to assume that the response of local image descriptors attempting to capture the image properties in the region of these features should be weighted heavier than the other responses. To alleviate the just described weakness of the elastic graph matching, we propose to weigh the local similarity v alues at the grid nodes by a n o vel approach that combines statistical pattern recognition (i.e., discriminant analysis) 15, 16] and Support Vector Machines 17, 18, 19] .
Our approach reformulates Fisher's discriminant ratio to a quadratic optimization problem subject to a set of inequality constraints. Both linear and nonlinear Support Vector Machines are then constructed to yield the optimal separating hyperplanes and the optimal polynomial decision surfaces, respectively. The proposed method has been applied to frontal face authentication on the M2VTS database 20]. Experimental results indicate that the performance of morphological elastic graph matching, a variant of elastic graph matching, is highly improved by using the proposed weighting technique reaching an EER of 2.4 %. It is worth noting that the objective of our approach di ers signi cantly from that of:
Linear Discriminant Analysis (LDA) to face r ecognition 21, 22, 23] , because there Fisher Discriminant Analysis is applied to the entire face image as a linear projection algorithm, i.e., a parametric projection pursuit, or LDA for feature s e l e ction 24, 13] , because there Fisher Discriminant Analysis is applied to feature vectors for selecting the most discriminating features, that is, to reduce the dimensionality o f feature vectors by throwing away the local image descriptor responses that are not signi cant t o t h e authentication task.
On the contrary, our objective is closely related to the Bayesian approach that yields the most reliable nodes for gender identi cation, beard and glass detection in bunch graphs 4, 11] or the algorithm for learning the weights in discrimination functions using a priori constraints 25]. The latter algorithm uses the Simplex method to nd the local minima of a multidimensional function in order to optimize the weights on the local similarity values.
The outline of the paper is as follows. A brief description of elastic graph matching and the problem treated throughout the paper is given in Section II. Local discriminatory power coe cients are derived in Section IIIthrough the formulation of the problem as a constrained Least Squares optimization problem. The extension of constrained Least Squares formulation to the construction of a class of Support Vector Machines (both linear and nonlinear ones) is described in Section IV. The weights derived by the approaches described in Sections III and IV are incorporated to the morphological elastic graph matching and the combined scheme is tested for frontal face authentication. The performance of the weighted morphological elastic graph matching is assessed in Section V and conclusions are drawn in Section VI.
II. Problem Statement
A widely known face recognition algorithm is the elastic graph matching 3,11]. The method is based on the analysis of a facial image region and its representation by a set of local descriptors extracted at the nodes of a sparse grid. The grid nodes are either evenly distributed over a rectangular image region or they are placed on certain facial features (e.g., nose, eyes, etc.) called ducial points. In both cases, the elastic graph matching algorithm consists of the following steps:
Step 1: Build an information pyramid by using scale-space image analysis techniques. For example, the responses of a set of 2D Gabor lters tuned to di erent orientations and scales 3, 4, 5, 11, 24] or the output of multiscale morphological dilation-erosion at several scales can beemployed to form a local descriptor (i.e., a feature vector) 13]: j(x) = f 1 (x) : : : f M (x) (1) wheref i (x) denotes the output of a local operator applied to image f at the i-th scale or at the i-th pair (scale, orientation), x de nes the pixel coordinates and M is feature vector dimensionality.
Step 2: Detect the face or the ducial points on the reference image and place the grid nodes over the facial image region or the ducial points, respectively. Many face detection algorithms were proposed in the literature. In this paper, we mainly resort to a variant o f the approach proposed by Yang and Huang 26] that is based on multiresolution images (the so-called mosaic images) 27]. The method that represents the face as a labeled graph whose nodes are placed at di erent ducial points is more di cult to beapplied automatically, since the detection module has to nd the precise coordinates of facial features. The detection of a rectangular facial region that encloses the face is generally an easier task.
Step 3: Translate and deform an elastic graph comprised of local descriptors measured at variable pixel coordinates on the test image so that a cost function is minimized. The cost function is based on boththe norm of the di erence between the reference and test local descriptors and the distortion between the reference grid and the variable test graph.
Let the superscripts t and r denote a test and a reference person (or grid), respectively.
The L 2 norm between the feature vectors at the l-th grid node is used as a (signal) similarity measure, i.e., C v (j(x In this paper, we rely on the morphological elastic graph matching 13, 14] . However, the developed methods are applicable to any elastic graph matching algorithm, e.g., 3, 4, 5, 11] . c t = 2 6 6 6 6 6 6 6 6 6 6 6 6 4 7 7 7 7 7 7 7 7 7 7 7 7 5 (4) where L is the cardinality o f V. Hereafter, c t is referred as the similarity vector between the test persont and the reference person r. Using matrix notation, (3) is rewritten as
where 1 is an L 1 vector of ones. That is, the classical elastic graph matching treats uniformly all local similarity v alues C v (j(x t l ) j(x r l )). Each of them can beconsidered as the noisy output of the local similarity detector due to either localization errors inherent i n the face detection module or errors attributed to the limited number of iterations allowed in the simulated annealing during the elastic graph matching procedure. Moreover, it is well known that some facial features (e.g., the eyes, the nose, etc.) are more crucial in the authentication procedure of a certain person than other features. Therefore, it sounds reasonable to weigh the local similarity v ector c t by a coe cient vector w r that quanti es its discriminatory power at each grid node, i.e.: D 0 (t r) = w T r c t : (6) Let us denote by S C the set that includes all similarity vectors between two images of the same reference person. Let also S I denote the set that includes all similarity v ectors between the reference person and any other person in the training set. Throughout the paper we study a two-class problem, namely, t o separate e ciently all similarity v ectors that are attributed to a client (i.e., the reference person r) from the similarity vectors that belongto anybody else (i.e., the class of c t 2 S I , i.e., the set of impostors for client r). That is, we demand the weighting coe cient of the l-th grid node w r (l) for reference person r to quantify how well the within-class similarity v ectors are separated from the 
where is a proportionality constant given by:
It is seen that the coe cient vector given by (13) , which is optimal with respect to the criterion (11)- (12), is still in the direction of the coe cient v ector that minimizes Fisher's discriminant ratio. The nice property of the optimality criterion (11) is that it rewrites
Fisher's discriminant ratio as a quadratic optimization criterion subject to an equality constraint (e.g., a constraint least-squares criterion), thus enabling the use of Lagrange multipliers which is a more straightforward optimization procedure than the solution of a generalized eigenvalue problem. However, the equality constraint (12) 
The new optimization problem minimizes the within-class variance while the di erence between class centers (i.e., the average distance measure over client claims E fD 0 (t r) j c t 2 S C g and the average distance measure over impostor claims E fD 0 (t r) j c t 2 S I g) i s not reduced after linear weighting, i.e.: E fD 0 (t r) j c t 2 S I g ; E fD 0 (t r) j c t 2 S C g E fD(t r) j c t 2 S I g ; E fD(t r) j c t 2 S C g (17) where D(t r) a n d D 0 (t r) are the scalars given by (5) and (6) 
The inequality constraint (18) (20) where is the Lagrange multiplier. To nd the stationary point (w r o , o ) of (20), we solve the set of equations:
The rst-order necessary conditions or Kuhn-Tucker (KT) conditions 28] imply that, if w r o is a local minimum of the problem (15) and (18) (22) (27) which is maximized for o given by: o = 2 P N t=1 k t 1 T c t 1 T H1 (28) provided that 1 T H1 > 0. The numerator in (28) is always non-negative by construction (i.e., the average distance measure over client claims is always less than the average distance measure over impostor claims). By substituting o given by (28) into (23), we obtain the optimal coe cient vector for the criterion (15) and (18) (29) It is obvious that, except the scaling factor given by the term inside brackets, the direction of w r o given by (29) coincides with that of (10) which maximizes Fisher's discriminant ratio as well as with that of (13) which maximizes the criterion (11) and (12) . That is, the optimal hyperplane separates the data so that the within-class variance is minimized, i.e., the objective function (15) . The optimization is subject to the constraint functions (33) . By comparing (16) 
The solution of the minimization of (15) 
The optimization problem (42) can be solved by using any optimization software package (e.g. 33]). For a review of optimization algorithms the interested reader is referred to 32].
Having found the non-zero Lagrange multipliers t o , the optimal separating hyperplane is given by: 
The larger the Q is, the higher penalty to the errors is assigned. The minimization of (48) subject to (47) and (49) 
The comparison of (50)-(52) and (42) reveals that the objective function (50) and the equality constraint (52) remain unchanged, while the Lagrange multipliers are now upperbounded by Q. As in the separable case, only some of the Lagrange multipliers t are nonzero. These multipliers are used to determine the support vectors. Having determined the support vectors, w r o is found by the rst equation in (38) and the weighted distance measure is computed by ( 6 ) . The equations derived for the optimal separating hyperplane and the bias term in the separable case are valid for the non-separable case as well.
C. Nonlinear Support Vector Machines
Thus far, we have described the case of linear decision surfaces. By examining the training procedure (50)- (52) 
In the latter case, the inner product between the optimal weighting vector, found in the training phase, and the test similarity v ector su ces. This is not the case in (55), where a sum of N s terms has to becomputed. Thus, the test phase of nonlinear SVMs is N s times slower than that of the linear SVMs.
V. Experimental results
The optimal coe cient v ectors derived by the procedures described in Sections III and Obviously, similar comparisons are made by rotating among the available shots.
Next, we describe the training procedure. The training procedure is analogous to the test procedure described above. It is applied to the training set of the 36 clients. For each client w e had three frontal face images at our disposal. We implemented six training client claims by considering all permutations of the three frontal images of the same person taken two at a time. It is evident that each training client claim yields a raw similarity vector. Moreover, we implemented 35 6 = 210 training impostor claims when each of the other 35 persons attempted to access the system with the identity of the person under consideration. That is, another six raw similarity v ectors corresponding to all pairwise comparisons between the frontal images of any t wo di erent persons taken from di erent shots were computed. Accordingly, 6 i n tra-class similarity v ectors and 210
inter-class similarity v ectors were computed for each of the 36 trained classes.
Morphological elastic graph matching was used to yield all the raw similarity vectors required. In each client or impostor claim during either the training or the test procedure, the reference grids built for each person (i.e., class) were matched and adapted to the feature vectors computed at every image pixel of the frontal face image of a test person who could be either a client o r an impostor using MEGM.
Let us assume that person B P using his frontal face image from shot 4, denoted by B P 4 , pretends to be person B S during the test procedure. To test such a claim, we develop a training procedure aiming at the derivation of:
1. the optimal weighting vector to weigh the raw similarity v ectors so that the within-class variance of the weighted distance measures D 0 (t r) is minimized, and 2. the threshold on the weighted distance measures that should ideally enable the distinction between the distance measures that correspond to client claims within the trained class under study, and the distance measures that correspond to impostor claims for impostors that belong to any other class.
In the example being discussed, the training procedure determines the following 36 pairs of weighting vectors and thresholds: (w B S (4 B P ) T B S (4 B P )), (w C C (4 B P ) T C C (4 B P )),
: : : , (w X M (4 B P ) T X M (4 B P )). The weighting vector w B S (4 B P ) and the threshold T B S (4 B P ) are derived so that they discriminate the distance measures between frontal face images of person B Sthat originate from shots 1, 2, and 3 against all other possible distance measures between frontal face images of the remaining 35 persons (e.g., C C ; X M ) and person B Staken from di erent shots having excluded any frontal face image of person B P .
The aforementioned optimal weighting vectors were derived by the procedures of Section IIIand IV. Obviously, the 6 intra-class similarity vectors were very few for applying discriminating techniques. In order to increase the number of intra-class similarity vectors, additional client images were extracted from the database and included in the training set. Furthermore, the number of frontal face images for each c l i e n t w as increased by augmenting one's original frontal images with others produced by adding slightly 
where we explicitly note that the frontal face image of person B P from shot 4 was excluded.
Let us now explain how test claims are assessed. To bespeci c, we consider the case of person B P being an impostor and persons B S : : : X M being clients. We assume that personBPuses his frontal face image B P 4 to pretend to bepersonBS. First, the raw similarity vectors (4) produced by MEGM were derived using the three reference grids for personBSthat were available in the training set. Next, the weighted distance measures (6) were computed by using w B S (4 B P ) derived during the training procedure, 
By repeating the procedure four times, 4 37 36 = 5328 client claims and 5328 impostor claims were realized in total.
For a particular choice of parameter Q, a collection of thresholds was determined that de ned an operating state of the test procedure. For each operating state, a false acceptance rate (FAR) and a false rejection rate (FRR) were computed. By varying the parameter Q, the Receiver Operating Characteristic (ROC) was created.
The EER, i.e., the operating point in the ROC having FAR=FRR, of the MEGM without weighting coe cients according to the described experimental protocol was found to be 9. 2% 14] . By using the constrained least squares solution described in Section III,
we achieved an EER of 8.2%. Further improvements (i.e., an EER equal to 6.4 %) were obtained, when the coe cient vector derived by the standard SVM (36) extended to handle the nonseparable case was used to weigh the raw similarity vectors. A better authentication performance was obtained when the proposed variant of linear support vector machine that minimizes (48) was applied. In this case, we achieved an EER of 5.6%. The weighting coe cients derived by using the proposed variant of SVMs that minimizes (48) for several persons in the database are shown pictorially in Figure 4 .
We also applied the standard and the proposed variant of nonlinear SVMs to weigh the raw similarity values. The polynomial kernel (54) was used for p = 4. The use of nonlinear decision surfaces yields a higher computational complexity than using separating hyperplanes in the test phase, as is explained in Section IV-C. However, the performance of MEGM was considerably improved by reaching an EER of 4.5% for the standard SVMs, and 2.4% for the proposed non-linear SVMs. The EERs achieved by employing the weighting methods described in the paper are summarized in Table II . The ROC curve of MEGM for each weighting algorithm is plotted in Figure 5 . In the same gure, the ROC curve of the original MEGM is also depicted for comparison purposes. We can see that the area under the ROC curve for the proposed methods is much smaller than the initial one. Furthermore, the minimum and the maximum numberofsupportvectors found by considering all persons in the training sets that are constructed according to the experimental protocol is given in Table III Table IV . It can be seen that the weighted MEGM algorithm by the proposed nonlinear SVM variant attains the best performance.
It is worth noting that all methods were tested on the same database according to the protocol described in this Section. 
