The fast expanding of social media fuels the spreading of misinformation which disrupts people's normal lives. It is urgent to achieve goals of misinformation identification and early detection in social media. In dynamic and complicated social media scenarios, some conventional methods mainly concentrate on feature engineering which fail to cover potential features in new scenarios and have difficulty in shaping elaborate high-level interactions among significant features. Moreover, a recent Recurrent Neural Network (RNN) based method suffers from deficiencies that it is not qualified for practical early detection of misinformation and poses a bias to the latest input. In this paper, we propose a novel method, Convolutional Approach for Misinformation Identification (CAMI) based on Convolutional Neural Network (CNN). CAMI can flexibly extract key features scattered among an input sequence and shape high-level interactions among significant features, which help effectively identify misinformation and achieve practical early detection. Experiment results on two large-scale datasets validate the effectiveness of CAMI model on both misinformation identification and early detection tasks.
Introduction
Nowadays, the increasingly easy access and extensive application of social media provide fertile breeding ground for misinformation dissemination, which will mislead public opinion, impact political election 1 and further pose huge threat to public security and social stability. Moreover, a feasible solution to prevent the spread of misinformation is early detection of misinformation and launch of directed and effective counter campaigns [Kumar and Geethakumari, 2014] . Therefore, it is more and more urgent to identify misinformation from a massive of social media information and detect misinformation as early as possible.
Conventional misinformation identification models leverage handcrafted features from user credibility and microblog post 2 content at post level [Castillo et al., 2011; Qazvinian et al., 2011; Gupta et al., 2013] , at event 3 level [Kwon et al., 2013; Ma et al., 2015; Zhao et al., 2015] or aggregating from post level to event level . Some other works adopt more effective handcrafted features, such as conflict viewpoints [Jin et al., 2016] , temporal properties [Kwon et al., 2013; Ma et al., 2015] , users' replies [Giudice, 2010; Rieh et al., 2014] and signals tweets containing skepticism [Zhao et al., 2015] . However, handcrafted features may not cover potential features in dynamic and complicated social media scenarios. What's more, a rough mergence of different handcrafted features cannot shape high-level interactions among significant features. Last, these feature engineering methods is labor-intensive for so much designs.
In order to mine key features in dynamic and complicated social media sceneries, deep neural network is a good choice. Without any handcrafted features, a 2-layer Gated Recurrent Unit model (termed GRU-2) is adopted for misinformation identification [Ma et al., 2016] . GRU-2 treats text content of microblog posts in an event as a variable-length time series, which can capture the dynamic temporal signals characteristic during the diffusion process. But GRU-2 has the following limitations. First, GRU-2 is not qualified for practical early detection tasks with limited input sequence of misinformation. The limited input sequence may not be long enough to embody the dynamic temporal sequential signals, so GRU-2 will not capture the dynamic temporal signals characteristic in some cases. Second, a trained RNN model possesses a constant recurrent transition matrix and induces unchangeable propagations of sequence signals between every two consecutive inputs, which is inadequate for dynamic and complicated scenarios. Third, the above GRU-2 model has a bias towards the latest elements of input sequence [Mikolov et al., 2011] . But key features do not necessarily appear at the rear part of an input sequence.
As mentioned above, feature engineering based methods fail to shape elaborate high-level interactions among significant features to model real-world social media scenarios, while CNN can not only automatically extract local-global significant features from an input instance but reveal those high-level interactions. Moreover, RNN based methods are not qualified for the task of early detection. Besides these methods involve a bias towards the latest input elements and attempt to obtain unchangeably propagating sequential characteristics, while the convolutional architecture and k-max pooling operation in CNN can flexibly extract key features scattered among one input sequence.
On the other hand, CNN based approaches to speech recognition [Abdel-Hamid et al., 2012] , semantic analysis [Kalchbrenner et al., 2014] , click-through rate prediction , semantic segmentation [Zhao et al., 2016] and reinforcement learning tasks [Tamar et al., 2016] have achieved much improvement in respective fields.
We propose a CAMI model for misinformation identification and early detection tasks. First, we investigated the data distribution in adopted datasets (detailed in Section 3) and observe the long-tailed distribution of misinformation and truth information. Then, we put forward a proper method to split every event into several phases based on the above observation. Subsequently, all events are split into several groups of microblog posts. And representation of each group is learnt though paragraph vector [Le and Mikolov, 2014] . So an input sequence of CAMI is composed by groups of an event. CAMI cannot only automatically extract local-global significant features from an input instance, reveal those high-level interactions but flexibly extract key features scattered among one input sequence. Finally, we obtain some observations from visualization experiments of the CAMI model, which contribute to better understand human behaviors in cyberspace and more exactly shape real-world social media scenarios.
The main contributions of this work are as follows:
• We use an unsupervised method, paragraph vector, to learn representation of input microblog posts and a supervised method, CNN, to automatically obtain key features of both misinformation and truth information.
• We visualize what the proposed model has captured, which will help us comprehend the inherent properties possessed by information on social media.
• Experiments conducted on two real-world datasets show that CAMI is much more effective and clearly outperforms the state-of-the-art methods in both misinformation identification and early detection tasks.
Related Work
In this section, we review some related works on misinformation identification, early detection and convolutional neural network.
Misinformation Identification and Early Detection
Recently, many methods have been put forward for misinformation automatic identification on wiki websites [Kumar et al., 2016] and social media. Some works treat a microblog post [Castillo et al., 2011; Qazvinian et al., 2011] or an image [Gupta et al., 2013] as object to be identified. Some identify whether an event belongs to misinformation or truth information and extract handcrafted features from the event level [Kwon et al., 2013; Ma et al., 2015; Zhao et al., 2015] . Another work obtain credibility of a microblog post and then aggregate credibility to the event level . Moreover, some other works extract more effective handcrafted features, including conflict viewpoints [Jin et al., 2016] , temporal properties [Kwon et al., 2013; Ma et al., 2015] , users' replies [Giudice, 2010; Rieh et al., 2014] and signals tweets containing skepticism [Zhao et al., 2015] . All above feature engineering based methods fail to cover potential features in dynamic and complicated social media scenarios and shape elaborate high-level interactions among significant features. For the sake of overcome these deficiencies, a RNN based model attempt to capture the dynamic temporal signals in the misinformation diffusion process and incrementally learn both the temporal and textual representations of an event not relying on any handcrafted features [Ma et al., 2016] .
Convolutional Neural Network
CNN is made up of stacked convolutional and pooling layers, the architectures of which help model significant semantic features and achieve much improvement in respective fields. For instance, CNN has been successfully applied in speech recognition [Abdel-Hamid et al., 2012] , sentence semantic analysis [Kalchbrenner et al., 2014] , click-through rate prediction , image semantic segmentation [Zhao et al., 2016] and reinforcement learning tasks [Tamar et al., 2016] . CNN is usually trained through stochastic gradient descent (SGD), with backpropagation to compute gradients.
Dataset Analysis
We evaluate models on two large microblog datasets: Weibo and Twitter dataset, which is developed and used by [Castillo et al., 2011; Kwon et al., 2013; Ma et al., 2016] . The numbers of events respectively belonging to misinformation and truth information are 498 and 494 in the Twitter dataset and 2,313 and 2,351 in the Weibo dataset.
We investigated the data distribution of misinformation and truth information in datasets. Take Weibo dataset as an example, the data distribution is illustrated in Figure 1 . Each point represents percentage of microblog posts during a time window of 0.1 hours at the corresponding time point. The long-tailed distribution of both misinformation and truth information can be shown even in the semi logarithmic coordinate (otherwise the curves almost coincide with the general coordinates).
Proposed CAMI Model
In this section, we introduce the proposed CAMI model. We first present the problem definition. Then we detail the proposed model.
Problem Definition
Given a set of events, each event comprises a sequence of correlative microblog posts and each microblog post is associated with a timestamp. The task here is to identify whether an event is misinformation or not at the event-level, namely, detect whether an event is misinformation or not by analyzing a sequence of correlative microblog posts of the event.
Proposed Model
As illustrated in Figure 2 , we will introduce the framework of proposed CAMI model. From the bottom up, there are roughly three mini modules as follows.
Misinformation may also be described in a truth-telling way, so it is difficult to identify misinformation merely from one specific microblog post. Relatively it is reasonable to detect misinformation from a sequence of correlative microblog posts of an event. Inherent properties of misinformation and truth information play a pivotal role in misinformation identification. To model these properties for an event, we need to handle all microblog posts of the event as a whole.
Splitting all correlative microblog posts of an event into several groups. We intend to group all correlative microblog posts of an event into a sequence of time windows and extract overall features through modeling microblog post groups.
Why split into several groups? First, an event generally consists of thousands of correlative microblog posts on average and there is huge difference in quantity of events. Moreover, microblog posts during some specific time windows are so relevant that we can treat these neighbor microblog posts as a group which represents a specific event phase.
How to split? There are two things should be taken into consideration. First, all events need to be split in a unified way so that extracted distinguishing features make sense. For instance, truth information tends to be posted or reposted at the beginning and vanish very fast, while misinformation usually draws comparatively sustained attention at the middle phase. So quantities of microblog posts of different information at the same time window may be different. We should compare the number of microblog posts during the same time window and the obtained diversity can make sense. Second, we make sure to keep a phase of an event unbroken as possible, i.e., those most relevant microblog posts are within one group representing the phase of an event.
Considering the long-tailed distribution of the adopted datasets, equal time intervals adopted by [Ma et al., 2016] posts, which is not a good strategy to learn appropriate representations for phases of an event. We'd better slice chronological microblog posts of all events into groups with equal amount. To be specific, we collect timestamps of all correlative microblog posts and subtract the starting timestamp of the corresponding event from all timestamps for every event.
Then these timestamps are normalized to 0-1 scale. Finally the whole set of timestamps is equally split into 20 shares in chronological order and each time window is formulated as
where t i is a end point of the i-th share. Note that there may be groups of some time windows in some events without any microblog posts. Learning representation for each group via paragraph vector. We treat microblog posts of one time window as an event phase and model overall features of the event with a sequence of phases. For convenience, paragraph vector [Le and Mikolov, 2014 ] is employed here. And an event phase of a group of microblog posts within a time window can be seen as a paragraph to learn the paragraph representation g j , arg max
The prediction is made via softmax,
Given a paragraph of N words, a word is represented by a column vector w n in W and the paragraph is represented by a column vector g j in D. Moreover θ is the softmax parameter and h is a concatenation or average operation. Context words and paragraph memory are leveraged to predict the current word.
In addition those groups without any microblog posts are represented by zero vectors. It is worthwhile to point out that input of the proposed model has a fix size of 20 and paragraph vectors of the input layer of CAMI will not be updated in following training process.
Modeling high-level interactions by CNN. A commonly used architecture of CNN comprises convolutional layers, kmax pooling layers and a fully connected layer.
For an input event instance e i with n phases, each phase is embedded as g i ∈ R d and we can get the instance matrix G ∈ R d×n . In the convolutional network, a convolutional layer is obtained by convolution operations of a weight matrix C ∈ R d×ω on the activation matrix at the layer below in a row-wise way. Followed by a nonlinearity function applied to the convolution result, an element of a feature map can be obtained as:
where G[:, i : i + ω − 1] is the i to (i + ω − 1)-th columns of G and the subscript F is the Frobenius inner product, i.e., the summation of products of corresponding elements of both matrices. At last, we take k-max pooling over the feature map f to capture the most significant features f k max , i.e., k largest values of the feature map in response to the specific kernel f and the order of the values in f k max stays the same as their original order in f . Moreover, the above convolutional and pooling operations can be repeated to yield deeper layers. Finally, there is a fully connected layer and the ultimate output p ei is obtained via softmax. Where p ei is the probability predicting whether the event e i belongs to misinformation.
Experiments
In this section, we first present compared methods and settings used in our proposed method. Then we report experiment results of misinformation identification and early detection on the datasets comparing above methods. To further demonstrate effectiveness of our model, we conduct some visualization experiments which help apparently illustrate what the proposed model has learnt.
Experiment Settings
To empirically evaluate the performance of our method on misinformation identification, we perform experiments on two large microblog datasets. Several methods are used for empirical comparison with ours:
(1) GRU-2 is equipped with two GRU hidden layers and an embedding layer following the input layer. The enhanced GRU hidden layer conduce to obtain high-level interactions of features [Ma et al., 2016] .
(2) SVM-TS is a linear SVM classifier that uses timeseries structures to model the variation of social context features and these handcrafted features are extracted based on contents, users and propagation patterns [Ma et al., 2015] .
(3) DT-Rank is a decision-tree-based ranking model to identify trending rumors through ranking the clustered disputed factual claims based on statistical features [Zhao et al., 2015] . DTC is a Decision Tree Classifier modeling information credibility [Castillo et al., 2011] .
(4) SVM-RBF is a SVM-based model with the RBF kernel [Yang et al., 2012] .
(5) RFC is a Random Forest Classifier with three parameters to fit the temporal tweets volume curve [Kwon et al., 2013] .
In all experiments, we randomly choose 10% of dataset for model tuning and the rest 90% are randomly assigned in a 3:1 ratio for training and test. Similar to [Ma et al., 2016] , we adopt accuracy, precision, recall and F-measure as the evaluation metrics to measure the performance of misinformation identification. For the proposed CAMI, we apply a CNN architecture with two layers in this work, which is implemented with 
Results of Misinformation Identification
Performance results of all methods are illustrated in Table 1, from which we can see that the performance ranking of misinformation identification methods is as follows, CAMI, GRU-2, SVM-TS, RFC, DTC, SVM-RBF and DTRank. Compared with deep neuron network (DNN) based methods, the performance of other methods is relatively poor. These methods using handcrafted features or rules may not adapt to shape dynamic and complicated scenarios in social media. In contrast, DNN based methods, either CAMI or GRU-2, can learn high-level interactions among deep latent features, which make the models closer to real-world scenarios.
Examining those conventional methods. DT-Rank uses a set of regular expressions selected from signal microblog posts containing skeptical enquiries. But not many microblog posts in both Twitter and Weibo dataset involve these skeptical enquiries and limited selected expressions are not enough to conclude the information credibility. Moreover, SVM-TS and RFC incorporate the temporal structure into conventional models, which helps outperform other compared methods like SVM-RBF and DTC. So we can see that modeling these temporal features is workable and effective.
With regard to DNN based methods, the proposed CAMI model obtain significant improvement comparing GRU-2. Despite the fact that both models learn deep latent features from a sequence of groups of microblog posts, a trained GRU model possesses a constant recurrent transition matrix, which induces unchangeable propagations of sequence signals between every two consecutive time windows. However, in real-world scenarios, social media is so much dynamic and complicated that the above constant recurrent transition matrix of GRU-2 model has its limitation to shape an adequate misinformation identification model. Furthermore, as same as the conventional RNN, the above GRU-2 model has a bias towards the latest elements that it takes as input [Mikolov et al., 2011] . While key features of both misinformation and truth information do not necessarily appear at rear part of one input sequence, which can be further demonstrated in the following visualization experiment (detailed in Section 5.4). The convolutional architecture and k-max pooling operation in the proposed CAMI model, by contrast, can flexibly extract key features scattered among one input sequence, which will also be demonstrated by the following visualization experiment.
Early Detection of Misinformation
In order to evaluate performance of early detection of compared methods, we set a series of detection deadlines and only use microblog posts from the initial broadcast to corresponding deadlines during the test process.
Several methods are selected for comparison: GRU-2 and SVM-TS are state-of-the-art methods and DT-Rank is specially designed for early detection of misinformation. Moreover, conventional early detection tasks count on official announcements. So we take as a reference the average reporting time over misinformation, which is announced by the debunking services like Snopes and Sina community management center.
Performance of the proposed CAMI model versus above methods with various deadlines are illustrated in Figure 3 . The proposed CAMI model can reach relatively high accuracy at a very early time while other methods will take longer time to perform well enough. Furthermore, accuracy of the proposed CAMI model takes a commanding leading at any phase. Only in this way can the proposed CAMI model shot misinformation at first appearance and achieve more practical early detection. Accuracy of most methods will experience a conspicuous climbing during the first few hours and then rise with different growth rate, convergence rate and convergence accuracy. For instance, accuracy curves of DT-Rank and SVM-TS both climb slowly at early phase and gradually converge to relatively low accuracy. Moreover, their accuracy curves still fluctuate after the official report time. While accuracy curve of GRU-2 climb rapidly at early phase and converge to much higher accuracy on a much earlier deadline than those of DTRank and SVM-TS as well as the mean official report time.
Most state-of-the-art methods for early detection, such as GRU-2 and SVM-TS, usually follow the intuitive paradigm to model time series features in sequences of microblog posts. But these time series based models are not qualified for practical early detection task due to the conflict between the models and the task. Take GRU-2 as an example. On the one hand, the input sequence should be long enough to embody these possibly existing dynamic temporal signals to be captured by GRU-2 [Ma et al., 2016] . On the other hand, the practical early detection means limited input sequence can be used. The limited input sequence may not cover required dynamic temporal signals. So GRU-2 may not work for early detection of misinformation in some cases. Nonetheless convolutional and max pooling operations of proposed CAMI model can flexibly extract key features even from a limited input sequence, which make the proposed CAMI model more effectively applied to early detection of misinformation.
Visualizing the CAMI Model
The visualization experiments of the CAMI model attempt to demonstrate the following two things. First, key features scatter among one input sequence but not focus on a fix part. Second, the CAMI can flexibly extract these scattered key features.
Visualizing convolutional kernels. We obtain all convolutional kernels from the first convolutional layer of a learnt CAMI model. With regard to a kernel matrix W ∈ R d×ω corresponding to a specific feature map, we sum all the rows into a row vector v i ∈ R ω . Suppose there are m feature maps, we can stack these row vectors, v 1 , v 2 , ..., v m , into a visualization matrix V ∈ R m×ω and then plot it in a checkerboard which is illustrated in Figure 4 . Taking the adopted one-dimension convolution into consideration, each row in the visualization figure illustrate general response of a corresponding kernel with respect to the input sequence.
From Figure 4 , we can see that the forepart of input usually obtains relatively stronger response than the rear part. After all, main description of misinformation and most relative replies may locate at the forepart. So GRU-2 model may not make the best of key features with a bias towards the latest elements of input. In addition, some kernels respond strongly at middle and rear part, such as ones in the third and fourth rows, which shows that the proposed CAMI model can flexibly extract key features scattered among one input sequence.
Visualizing saliency maps. Inspired by awesome visualizing work in computer vision [Simonyan et al., 2013; Vondrick et al., 2013] , we visualize key features grabbed by the CAMI model. In a feedback pass during test process, we compute the gradient of one class label value with respect to the input embedding matrix. More concretely, for a test instance, we perform a feedforward pass and obtain the output value and corresponding class label. Then we treat the class label value as loss and implement back propagation algorithm to acquire the gradient matrix of the class label value with respect to the input embedding matrix. Finally we can get the most salient part of the input instance from the gradient matrix. 
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Figure 4: Visualization of convolutional kernels from the first convolutional layer (better viewed in color and rows). Each row represents a convolution kernel of size 7 and there are kernels (termed K1, K2, · · · , K6) from 6 feature maps. Colors varying from bright blue (dashed line box) to bright red (black box) map values from low to high, representing response intensity of kernels with respect to input. 
Conclusion
In this paper, we have proposed a novel CAMI model for both misinformation identification and early detection tasks. Extensive experiments on two large real-world social media datasets have demonstrated the effectiveness of the proposed CAMI model than both conventional feature engineering based methods and a RNN based method. We also illustrate inherent properties of information in social media and visualize what the proposed model can captured, which will help comprehend human behaviors in cyberspace to shape more exact real-world social media scenarios. Then we can better accomplish the task of misinformation identification and early detection.
