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Regularization by white noise is broadly speaking the phenomenon that certain proper-
ties of (partial) differential equations get improved by adding white noise. Usual ques-
tions concerned are existence, uniqueness and stability. It is well-known, for example,
that the following ordinary differential equation
dx(t)
dt




1 if x ≥ 0,
−1 if x < 0.
does not admit a global solution. As a matter of fact, even local existence and unique-
ness are not given for bounded, measurable drifts in general. However, adding a white
noise εdW (t)/dt to the right hand side for arbitrary small ε > 0 regularizes the equation
in the sense that there exists a global, (pathwise) unique solution. This regularization
effect has been studied vastly by a broad community and we name only a few. Portenko
(cf. [25]), Veretennikov (cf. [31]) and Zvonkin (cf. [39]) have considered well-posedness
for stochastic differential equations (SDEs) with bounded, discontinuous drifts. Meyer-
Brandis and Proske have provided a direct approach for the construction of strong solu-
tions in [22] based on the Malliavin calculus. For locally unbounded drifts and additive
noise, Krylov and Röckner showed pathwise uniqueness and existence in [19]. In their
work, the drift has to fulfill an integrability assumption based on mixed norms, which
is sometimes called the Krylov-Röckner condition, see (2.2). Multiplicative noise, but
drifts with stricter integrability assumptions, have been studied by Mart́ınez and Gyōngy
in [16]. Zhang extended these results to the case of drifts fulfilling the Krylov-Röckner
condition and multiplicative noise in [37]. Path-by-path uniqueness for discontinuous,
bounded drifts and additive noise has been proven by Davie in [7] and [8]. Different
perturbing noises have been studied, for example, by Zhang (cf. [38]) or Nualart and
Ouknine (cf. [23]). Catellier and Gubinelli introduced a notion of irregularity of paths
in [4] to give a pathwise characterization of regularizing noises. Pilipenko and Proske
have addressed the selection problem for vanishing noise in [24]. Gess and Maurelli have
proven well-posedness by noise for conservation laws in [15].
We consider the regularization effect for stochastic functional differential equations and
are interested in the problem of well-posedness and the strong Feller property. Well-
posedness has been shown in [1] and [17], where the drift consists of a continuous,
functional part and a non-functional, locally unbounded part. The difficulty for the




of path segments with some
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r > 0, which makes PDE methods more or less unavailable in contrast to the non-
functional case where one considers the Euclidean space. Es-Sarhir, von Renesse and
Scheutzow established a Harnack-inequality for additive noise in [11] whereas Wang
and Yuan proved a log-Harnack inequality for multiplicative noise in [33]. Both works
rely on a coupling technique which is unavailable for discontinuous drifts. To address
these issues, we have developed a convergence concept for random variables in [2] and
applied it to functional SDEs to derive a mostly probabilistic method for proving the
strong Feller property. Additionally, it extends the probabilistic approach of Maslowski
and Seidler in [21]. In [2], the strong Feller property has been shown for discontinuous,
functional drifts with a sublinear growth condition. Well-posedness and the strong Feller
for locally unbounded, discontinuous, functional drifts have been proven in [3]. For that
integrability assumptions have been considered which are analogous to the non-functional
case.
In this work, we present our main results, the basic ideas and components to prove
well-posedness and the strong Feller property. All three papers [1], [2] and [3] are based
on that concept and are attached in the appendix.
In chapter two, we give our main results for functional SDEs from [1] and [2]. In
both papers, the drift is split up in two parts: a functional part which is assumed to
growth at most sublinear and a locally unbounded, non-functional part. For proving
well-posedness, we assume the functional part to be Lipschitz continuous and combine
Zvonkin’s transformation (cf. [39]) with a stochastic Gronwall lemma from Scheutzow
and von Renesse (cf. [32]). For the non-functional part, we assume the Krylov-Röckner
condition as in [19] or [37].
The main results from [3] for locally unbounded, discontinuous, functional drifts are
shown in chapter three. We attempt to work only with integrability conditions analo-
gously to the non-functional case such that it fits conceptually in the framework of reg-
ularization by white noise. The proof for well-posedness is a combination of Zvonkin’s
transformation to remove the non-functional part and the convergence concept to deal
with the functional part.
In chapter four, we present one of our main methods, namely the convergence con-
cept for random variables. It is mostly probabilistic and uses only a few topological
arguments. Conceptually, it can be seen as the counterpart to pointwise convergence of
probability measures if one interprets the convergence in probability as counterpart to
the weak convergence of probability measures. Here, we only present the most important
result, namely for metric spaces. In [2], a more general topological framework is consid-
ered, and a measure theoretic version is given, too. We apply it to functional SDEs, in
particular to prove the strong Feller property and well-posedness. We are confident that
it can also be applied to SPDEs in a similar fashion. Additionally, we study the uniform
version of this convergence at the end of that chapter.
In chapter five, we discuss the basic components, ideas and methods for the main
results. To avoid unnecessary technicalities and to keep it as simple as possible, we only
consider toy examples, which are accessible with little previous knowledge.
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1.1. Notation







Additionally, we write for a, b ∈ [−∞,+∞]
a ∧ b := min{a, b}, a ∨ b := max{a, b}.





equipped with the supremum norm ‖·‖∞. For a process X defined on [t−r, t] with t ≥ 0,
we write
Xt(s) := X(t+ s), s ∈ [−r, 0].
Notation 1.3. We introduce the following function spaces: define for 0 ≤ S ≤ T < ∞
and p, q ∈ (1,∞)











2,p(S, T ) := L
q
(




, Hq2,p(T ) := H
q
2,p(0, T ),







∩Hq2,p(, T ), Hq2,p(T ) := Hq2,p(0, T ),
equipped with the norm
‖u‖Hq2,p(S,T ) := ‖∂tu‖Lqp(S,T ) + ‖u‖Hq2,p(S,T ) , u ∈ H
q
2,p(S, T ).
Notation 1.4. If not stated otherwise, W will be a d-dimensional Brownian motion on
some arbitrary but fixed probability space (Ω,F ,P) and every strong solution shall be
defined on this space.
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However, weak solutions might be defined on different filtrated probability spaces.
Therefore, we use the short hand notation (Xx, W̃ x,Qx) where Xx is an adapted, con-
tinuous stochastic process, W̃ x is an adapted Brownian motion, both with respect to
some filtrated probability space (Ω̃x, F̃x,Qx, (F̃t)xt≥0), and (Xx, W̃ x) solves the according
equation with initial value x.
2. Main Results for Sublinear Functional
Drifts
In this chapter we present our main results for functional SDEs
dXx(t) = B(t,Xxt )dt+ b(t,X
x(t))dt+ σ(t,Xx(t))dW (t),
Xx0 = x ∈ C
(2.1)
where B : R≥0×C → Rd, b : R≥0×Rd → Rd and σ : R≥0×Rd → Rd×d are measurable.
In this chapter, we assume for pathwise uniqueness and stability that B is Lipschitz
continuous. It generalizes the results of Zhang’s work in [37] where pathwise uniqueness
and the strong Feller property have been established for the non-functional case. There,
mixed norms has been used to optimize previous results. In [1], we have shown pathwise
uniqueness and stability, see Theorem 2.1 and in [2], the focus was the convergence
theorem and the strong Feller property namely Theorem 4.1 and Theorem 2.2. The
following condition is sometimes called the Krylov-Röckner condition.
Condition C1. (Intb) One has for every T > 0
b ∈ Lqp(T )







Condition C2. (NonDeg) Assume that for all T > 0 there exists some Cσ = Cσ(T ) > 0
such that
C−1σ Id×d ≤ σ(t, x)σ(t, x)> ≤ CσId×d ∀t ∈ [0, T ], x ∈ Rd.
Condition C3. (Grad) For the same p, q ∈ (1,∞) as in condition (Intb), one has for








, i, j = 1, . . . , d.
Condition C4. (Lipσ) Assume that for all T > 0 there exists some C ′σ = C
′
σ(T ) > 0
with
‖σ(t, x)− σ(t, y)‖HS ≤ C ′σ |x− y| ∀t ∈ [0, T ], x, y ∈ Rd.
Condition C5. (SubLin) For t ∈ [0, r) the function x 7→ B(t, x) is continuous and for
all T > 0 there exists some monotone increasing gT : R≥0 → R≥0 with
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1. |B(t, x)| ≤ gT (‖x‖∞) ∀x ∈ C, t ∈ [0, T ],
2. lim
r→∞
gT (r)/r = 0.
Condition C6. (LipB) For all T > 0 there exists some CB = CB(T ) > 0 such that
|B(t, x)−B(t, y)| ≤ CB ‖x− y‖∞ ∀t ∈ [0, T ], x, y ∈ C.
The main results read as follows. The first one is Theorem 1.4 from appendix B.
Theorem 2.1 (Well-Posedness). Assume the conditions (Intb), (NonDeg), (Grad),
(SubLin) and (LipB). Then local pathwise uniqueness holds and there exists a global
strong solution, which has almost surely α-Hölder continuous paths on every bounded
interval for any 0 < α < 1/2. Additionally, for any γ ≥ 1, T > 0 and R > 0, one has
E ‖Xxt −Xyt ‖
γ
∞ ≤ C ‖x− y‖γ∞ , 0 ≤ t ≤ T, y ∈ BR(x)
with a constant C = C(γ, T,R, d, q, p, Cσ, CB, ‖b‖Lqp(T ) , ‖∇σ‖Lqp(T ) , g) where Xx and Xy
denote the strong solutions of equation (2.1) with initial values x and y respectively.
The convergence theorem 4.1 is crucial for the following result - Theorem 1.6 from
Appendix C.
Theorem 2.2 (Strong Feller Property). Assume the conditions (Intb), (NonDeg), (Lipσ)
and (SubLin). Then for each initial value x ∈ C, equation (2.1) has a global weak so-
lution (Xx, W̃ x,Qx), which is unique in distribution. Furthermore, one has the strong





t ) = EQxf(X
x
t ) ∀f ∈ Bb(C).




EP |f(Xyt )− f(Xxt )| = 0 ∀f ∈ Bb(C).
Now, we want to briefly discuss the necessity of the assumptions made above for the
strong Feller property. We denote by real numbers as initial values the corresponding
constant path.
The following example shows that the strong Feller property is not fulfilled in general if
the diffusion coefficient depends on the past even with “perfect” properties, i.e. uniform
non-degeneracy, boundedness and smoothness.
Example 2.3 (Functional Diffusion Coefficient). Consider
dXx(t) = (arctan (X(s− r)) + 2) dW (t),
Xx0 = x.





(arctan (Xx(s− r)) + 2)2 ds
where [X] denotes the quadratic variation of X. Thus,
∂
∂t
[Xx](t) = (arctan (Xx(t− r)) + 2)2 .
If we know the path segment XxT , we will be able to reconstruct the initial value x.
Therefore, PXxT and PX
y
T
are mutually singular if x 6= y. Thus the strong Feller property
is not given.
It might seem that the continuity assumption from condition (SubLin) is an artificial
technicality. However, the next example shows that this assumption is necessary in
general.
Example 2.4. Consider





1 if x ≥ 0,
−1 if x < 0.
Then we have
X0(r) = W (r) + r,
X−1/n(r) = W (r)− r − 1
n
.
Obviously, the strong Feller property does not hold.
3. Main Results for Locally Unbounded
Functional Drifts
The claim of this chapter and the paper [3] is to formulate assumptions for functional
drifts such that they fit into the framework of regularization by white noise. Therefore
we give integrability conditions - analogously to the non-functional case - and try to
get rid of continuity assumptions as far as possible. There, a couple of problems arises.
First, the semigroup theory for the state space C is not as well understood as for the
usual Euclidean space Rd. Thus, the trick of removing the discontinuous functional drift
by semigroup methods, see section 5.2, does not work in general. Second, since C is
not locally compact, there exists no translation invariant Borel measure such that there
are no canonical Lebesgue spaces on C in our context. Consequently, our methods rely
heavily on purely probabilistic arguments, see section 5.1. In contrast to chapter 2, we
do not use mixed norms.
dXx(t) = B(t,Xx)dt+ σ(t,Xx(t))dW (t),
X0 = x ∈ C
(3.1)
where W is a d-dimensional Brownian motion, B : R≥0 × C(R≥−r,Rd) → Rd is non-
anticipating and σ : R≥0 ×Rd → Rd×d is measurable.





|F (t, x)|d+1 dxdt <∞
and C1 = C1(T ), C2 = C2(T ) ≥ 0 with
∫ t
0
|B(s, x)|2 ds ≤
∫ t
0
|F (s, x(s))| ds+ C1 sup
s∈[−r,t]
|x(s)|2 + C2





Condition C8. (Split) Assume that there is an rB̃ ∈ (0, r) such that
B(t, x) = B̃(t, x) + b(t, x(t))








→ Rd measurable where,
for fixed t ≥ 0, B̃(t, x) depends only on x|[−r,t−rB̃ ], i.e.
B̃(t, x) = B̃(t, y) if x(s) = y(s) ∀s ∈ [−r, t− rB̃].
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Condition C9. (Unif) For t ∈ [0, r) the function x 7→ B(t, x) is continuous. Moreover,




and G,H : R≥0 → R≥0 with




























Condition C10. (BdMem) The non-anticipating function B has bounded memory, i.e.
it holds
B(t, x) = B(t, y) if x(s) = y(s) ∀s ∈ [t− r, t].
Then we use the abuse of notation




and similarly for B̃ if (Split) is satisfied.
The main results read as follows which are theorems 1.4 - 1.7 from appendix D.
Theorem 3.1 (Existence). Assume (NonDeg), (Lipσ) and (IntB). Then for each initial
value x ∈ C, equation (3.1) has a global weak solution (Xx, W̃ x,Qx), which is unique in
distribution.
Theorem 3.2 (Pathwise Uniqueness). Assume the localized versions of (NonDeg),
(Lipσ), (IntB) and (Split). Then local pathwise uniqueness holds for equation (3.1),
i.e. let (Xx,W ) and (X̂x,W ) be two weak solutions of equation (3.1) with initial value
x ∈ C on some time interval [0, τ ] for some common Brownian motion W and stopping
time τ . Then it follows Xx = X̂x on [0, τ ] almost surely.
Theorem 3.3 (Strong Feller Property). Assume (NonDeg), (Lipσ), (IntB), (Unif) and
(BdMem). Let (Xx, W̃ x,Qx) be weak solutions with initial value x ∈ C. Then one has





t ) = EQxf(X
x
t ) ∀f ∈ Bb(C).
Theorem 3.4 (Stability). Assume (NonDeg), (Lipσ), (IntB),(Split), (Unif) and
(BdMem). Let Xx be the strong solutions with initial value x ∈ C. Then one has
lim
y→x
E ‖Xyt −Xxt ‖
γ
∞ = 0
for all 0 < γ < 2 and for t > r
lim
y→x
E |f(Xyt )− f(Xxt )| = 0 ∀f ∈ Bb(C).
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The following remark shows that a rich class of functionals fulfill condition (IntB) and
condition (Unif).
Remark 3.5.
1. Conditions (IntB) and (Unif) are closed under linear combinations.





for some Borel measure µ on [−r, 0]. Then (IntB) is fulfilled if k is of at most






If x 7→ k(t, x) is additionally continuous for t ∈ [0, r) then condition (Unif) will be
satisfied. The assumption suppµ ⊂ [−r,−rB̃] for some rB̃ ∈ (0, r) implies (Split).
Example 3.6. Consider the one-dimensional, deterministic, functional equation





8t7 if t ∈ [0, 1], z ∈ R,
1|z|≤5 |z|−1/8 otherwise.
The drift B fulfills conditions (IntB), (Split) and (Unif). Computing the solution x
yields for t ∈ [0, 1]
x(t) = t8
Consequently, one has to solve
dx(t) = (t− 1)−1dt,
x(1) = 1
for t ∈ [1, 2]. Integrating both sides yields




for each t ∈ (1, 2). It follows that the equation has no global solution in contrast to its
regularized version
dX(t) = B(t,X(t− 1))dt+ dW (t)
although the conditions (IntB), (Split) and (Unif) are fulfilled.
4. Convergence Concept for Random
Variables in Topological Spaces
4.1. Main Result
In this section, we discuss our convergence concept for random variables. On the first
sight it might look rather abstract, but we have applied it directly to functional SDEs
to prove the strong Feller property and well-posedness. Here, we do not present the
convergence result in its full generality to avoid a sweeping topological framework. The
main convergence result - Theorem 1.7 from appendix C - reads as follows
Theorem 4.1. Let (Ω,F ,P) be some probability space and (E, d) be a metric space.
Furthermore, let X,Xn : Ω→ E, n ∈ N be measurable maps. Then the statement
1. a) lim
n→∞
P∗ (d (X,Xn) ≥ ε) = 0 ∀ε > 0,
b) lim
n→∞




E |f(X)− f(Xn)| = 0∀f ∈ Bb(E)
where P∗ denotes the outer measure of P. Additionally, if there exists some null set
N ⊂ Ω such that X(Ω \N) is separable, then the converse implication is also true.
Proof. See Theorem 1.7 in [2].
Corollary 4.2. Let (E, d) be a complete, separable metric space. Let P, Pn, n ∈ N be
probability measures on E equipped with its Borel σ-algebra. Assume
lim
n→∞
Pn(O) = P(O) ∀ open O ⊂ E.
Then there exist a probability space (Ω,F ,Q) and random variables X : Ω → E and
Xn : Ω→ E, n ∈ N such that




E |f(X)− f(Xn)| = 0 ∀f ∈ Bb(E).
Proof. This is a direct consequence of Theorem 4.1 and Skorokhod’s theorem, see [5].
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4.2. Examples
These examples are taken directly from [2]. The first two examples illustrate the necessity
of the conditions. Then two one-dimensional SD(D)Es has been considered to investigate
the difference between the strong Feller property and its “improved” version.
1. Consider a sequence (xn)n∈N in Rd that converges to some x0 ∈ Rd with xi 6= x0
for all i ∈ N. Then the deterministic random variables
Xn ≡ xn





On the other hand, let N be a standard Gaussian random variable and consider
instead the sequence




E |f(Yn)− f(Y )| = 0 ∀f ∈ Bb(R).
2. Let X ∼ N (0, 1) be a standard Gaussian random variable and define
Xn := −X ∼ N (0, 1).
It holds
P(X ∈ A) = P(Xn ∈ A) ∀n ∈ N, A ∈ B(R).
Obviously, Xn does not converge to X in probability and it holds
E
∣∣1R≥0(X)− 1R≥0(Xn)
∣∣ = 1 ∀n ∈ N.
3. Now, assume we have a one-dimensional SDE that has a unique strong solution
for each real initial value
dX(t) = b(t,X(t))dt+ σ(t,X(t))dW (t),
Xx(0) = x ∈ R
where W is a d-dimensional Brownian motion on some probability space, and
b : R≥0 × R → R and σ : R≥0 × R → R1,d are measurable. Assume furthermore
that X has the Feller property, i.e.
lim
y→x
Ef(Xy(t)) = Ef(Xx(t)) ∀f ∈ Cb(R).
Then for every sequence (xn)n∈N ⊂ R with xn → x and t > 0, one has
Xxn(t)→ Xx(t) a.s.
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In particular, by Theorem 4.1, the strong Feller property is equivalent to
lim
n→∞
E |f(Xxn(t))− f(Xx(t))| = 0 ∀f ∈ Bb(R).
This can be seen as follows: by uniqueness, one has monotonicity for the solutions,
i.e. for all x ≤ y holds
Xx(t) ≤ Xy(t) ∀t ≥ 0 a.s.




Xxn(t) ∀t ≥ 0 pointwise a.s.





X̃(t) ≥ Xx(t) ∀t ≥ 0 a.s.
Thus, X̃ is a modification of Xx.
4. For the sake of overview, we embed real constants in C naturally. Now, let us
consider the one-dimensional SDDE (with r = 1)
dXx(t) = sgn(Xx(t− 1))dW (t)
X0 = x ∈ C
where we use the convention
sgnx =
{
1 if x ≥ 0,
−1 if x < 0.
This SDDE can be solved uniquely by constructing the solution recursively. By
Levy’s characterization, each solution Xx is distributed on R≥0 like a shifted Brow-
nian motion, in particular
Xxt ∼Wt + x(0) ∀t > 1.
It is not difficult to show that one has for t > 1
lim
y→x
Ef(Xyt ) = limy→x
Ef(Wt + y(0)) = Ef(Wt + x(0)) = Ef(X
x
t ) ∀f ∈ Bb(C),
see for example [11]. So, X has the strong Feller property with respect to the state
space C. On the other hand, one has for all y ≥ 0, x < 0
‖Xy2 −Xx2 ‖∞ ≥ |Xy(1)−Xx(1)| = |2W (1) + y − x| a.s.
Therefore, convergence in probability is not given.
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4.3. Uniform Convergence
Finally, we want to study the case when random variables converges uniformly with





E |f(Xn)− f(X)| = 0.
for random variables X,Xn : Ω→ E, n ∈ N.
In polish spaces it turns out that this convergence is equivalent to the probability of
being different:
Theorem 4.3. Let (Ω,F ,P) be some probability space and (E, E) be a measurable space
such that ∆ := {(e, e) : e ∈ E} ∈ E ⊗ E. Furthermore, let X,Y : Ω→ E be measurable.
Then one has
P(X 6= Y ) ≤ sup
f∈Bb(E),‖f‖∞≤1
E |f(X)− f(Y )| ≤ 2P(X 6= Y ).
Proof. This theorem is a direct consequence of the discussion below.


















|ai − aj | pij =
n∑
i,j=1
|āi − āj | pij .




|ai − aj | pij , a ∈ Rn
is a convex function, thus, its maximum on {x ∈ Rn : ‖x‖∞ ≤ 1} is attained at its
extremal points a ∈ {−1, 1}n. Now, one can prove the lower bound by induction: for











|ai − aj | pij .








|ai − aj | pij .










|ai − aj | pij =
n∑
i,j=1
|āi − āj | pij





i=1 1āi=1(pi(n+1) + p(n+1)i) ≤
∑n







|ai − aj | pij ≥
n∑
i=1
|α− āi| (pi(n+1) + p(n+1)i) +
n∑
i,j=1














Lemma 4.5. Let (Ω,F ,P) be some probability space and (E, E) be a measurable space.






P(X ∈ Ai, Y /∈ Ai) ≤ sup
f∈Bb(E),‖f‖∞≤1
E |f(X)− f(Y )|
= 2 sup
A∈E


























|ai − aj |P (X ∈ Ai, Y ∈ Aj) .
Applying the lemma above closes the proof.
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Lemma 4.6. Let (Ω,F ,P) be some probability space and (E, E) be a measurable space.
Furthermore, let X,Y : Ω→ E be measurable. Then one has
sup
A∈E⊗E
P ((X,X) ∈ A, (X,Y ) /∈ A) ≤ sup
f∈Bb(E),‖f‖∞≤1
E |f(X)− f(Y )|
Proof. Let ε > 0 and A ∈ E ⊗ E . Then one can find n ∈ N, A1, . . . An, B1, . . . Bn ∈ E










































P (X ∈ Ai ∩Bi, Y /∈ Ai ∩Bi) + 2ε
≤ sup
f∈Bb(E),‖f‖∞≤1
E |f(X)− f(Y )|+ 2ε.
Lemma 4.7. Let (Ω,F ,P) be some probability space and (E, E) be a measurable space.
Furthermore, let ∆ := {(e, e) : e ∈ E} and X,Y : Ω→ E be measurable. Then one has
sup
A∈E⊗E,A⊂∆c
P((X,Y ) ∈ A) ≤ sup
f∈Bb(E),‖f‖∞≤1
E |f(X)− f(Y )|
≤ 2 sup
A∈E⊗E,A⊂∆c
P((X,Y ) ∈ A).
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Proof. By the Lemma above, one has
sup
A∈E⊗E,A⊂∆c
P((X,Y ) ∈ A) = sup
A∈E⊗E,A⊂∆c
P((X,Y ) ∈ A, (X,X) /∈ A)
≤ sup
f∈Bb(E),‖f‖∞≤1
E |f(X)− f(Y )|
=2 sup
A∈E
(P(X ∈ A, Y /∈ A) + P (X /∈ A, Y ∈ A))
=2 sup
A∈E
P((X,Y ) ∈ A×Ac ∪Ac ×A)
≤2 sup
A∈E⊗E,A⊂∆c
P((X,Y ) ∈ A).
5. Basic Methods and Application of the
Convergence Concept
5.1. Probabilistic Approach for the Strong Feller Property
In this section, we want to illustrate the strategy of proving the strong Feller property.
A comparable methodology is the one of Maslowski and Seidler, see Theorem 2.1 in [21].
However, our systematic approach directly extends the second part of their theorem
since it can deal naturally with measurable coefficients. The task of showing the first
part of their theorem may be simplified by our convergence concept in combination with
Skorokhod’s representation theorem [5]. Since we want to avoid a technical overload
and additional preliminary work, we make use of a toy example with state space Rd.
Consider the equation
dXx(t) = b(t,Xx(t))dt+ σdW (t),
Xx(0) = x ∈ Rd
where W is some d-dimensional Brownian motion, σ ∈ Rd×d is invertible, b : R≥0×Rd →
Rd is measurable and for every T > 0 there exists some CT ∈ R with
〈b(t, u)− b(t, v), u− v〉 ≤ CT |u− v|2 ∀u, v ∈ Rd, t ∈ [0, T ],
|b(t, u)| ≤ CT ∀u ∈ Rd, t ∈ [0, T ].
Additionally, we consider its drift-free equation
dMx(t) = σdW (t),
Mx(0) = x ∈ Rd.
Observe that both equations have a unique strong solution and the drift-free one depends
continuously on the initial value in the sense that
lim
n→∞
Mxn(t) = Mx(t) in probability
for each sequence (xn)n∈N ⊂ Rd converging to x and t > 0. In addition, M has the
strong Feller property, i.e.
lim
y→x
Ef(My(t)) = Ef(Mx(t)) ∀f ∈ Bb(Rd).
Also, PXx has a Girsanov density with respect to PMx , i.e.
Ef(Xx(t)) = E [Dx(t)f(Mx(t))] ∀f ∈ Bb(Rd)





















≤E[Dx(t)(f(Mx(t))− f(My(t)))] + ‖f‖∞E |Dx(t)−Dy(t)| .
By Theorem 4.1, one has
lim
y→x




Dx(t)f(Mxn(t)) = Dx(t)f(Mx(t)) in probability




E[Dx(t)(f(My(t))− f(Mx(t)))] = 0.
Consequently, it remains to show
lim
y→x
E |Dx(t)−Dy(t)| = 0.
Since one has EPD




Dxn(t) = Dx(t) in probability.
This can be seen as follows: by Fatou’s lemma,
2− lim
n→∞
EP |Dxn(t)−Dx(t)| = lim
n→∞
EP (D
x(t) +Dxn(t)− |Dxn(t)−Dx(t)|) ≥ 2
would hold and the L1-convergence would be an immediate consequence. Therefore, it






|b(s,My(s))− b(s,Mx(s))|2 ds = 0,
by the martingale isometry. However, this is a direct consequence of Theorem 4.1.
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By Itō’s formula and Gronwall’s lemma, one can easily show
lim
n→∞
Xxn(t) = Xx(t) in probability
for each sequence (xn)n∈N ⊂ Rd converging to x. Thus, it even follows
lim
y→x
E |f(Xy)(t)− f(Xx(t))| = 0
by Theorem 4.1. Now, we can summarize the strategy for showing the strong Feller
property in a few steps without specifying the details. show that
Summary 5.1. 1. the drift-free version of the original equation has a unique strong
solution Mx for each initial value x.







(without specifying the state space).
3. The equation with drift has for each initial value x a weak solution Xx that is
unique in distribution.
4. For every initial value x, PXx has a density with respect to PMx such that for any









As illustrated by the previous example, Theorem 4.1 is the key element for verifying
this step since one has to deal with discontinuous coefficients.
If, in addition, the equation with drift has for each initial value x a unique strong






then one can apply Theorem 4.1 again to deduce the “improved” version of the Feller
property.
5.2. Removing the Drift by PDE Methods
Now, we want to present the idea of another core method to handle discontinuous drift
coefficients, especially for non-functional SDEs. The following procedure is sometimes
called Zvonkin’s transformation, see [36] or [39]. It is based on a non-linear transforma-
tion of the state space to remove the drift. For the sake of simplicity, we consider the
non-functional SDE
dX(t) = b(t,X(t))dt+ dW (t) (5.1)
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where b ∈ Lqp(T ) with p and q fulfilling (2.2). Now, the transformation is given as follows.





of the coordinatewise PDE system
∂tũ(t, x;T ) + Ltũ(t, x;T ) + b(t, x) = 0,
ũ(T, x;T ) = 0













<∞, i = 1, . . . , d
and by the embedding Theorem A.2, there exists a uniform δ such that for all 0 ≤ S ≤ T
with T − S ≤ δ
|ũ(t, x;T )− ũ(t, y;T )| ≤ 1
2
|x− y|
for all t ∈ [S, T ] and x, y ∈ Rd. Furthermore, the function
u(t, x;T ) := ũ(t, x;T ) + x
satisfies coordinatewise the equation
∂tu(t, x;T ) + Ltu(t, x;T ) = 0,
u(T, x;T ) = x.
Now, choose a suitable δ > 0 like above and define
Y x(t) := u(t,Xx(t);T ), t ∈ [(T − δ) ∨ 0, T ].
Suppose one can apply the Itō-formula, then Y x solves the following SDE
dY x(t) = Du(t,Xx(t))dW (t), t ∈ [(T − δ) ∨ 0, T ]
where Du denotes the Fréchet derivative. As one can see, the transformation removes
the drift b in change of a new diffusion coefficient, which might have worse regularity
than before. Additionally, it holds
1
2
|Xx(t)−Xy(t)| ≤ |Y x(t)− Y y(t)| ≤ 3
2
|Xx(t)−Xy(t)| , t ∈ [(T − δ) ∨ 0, T ].
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Consequently, estimating differences of solutions with different initial values is more or
less equivalent to estimating the differences of the transformed ones. Therefore, in view
of well-posedness for equation (5.1), it can be extremely useful to consider the process Y
instead of X. Unfortunately, this method has its limitations for functional SDEs since
there is no such well understood semigroup theory for the state space C. Nevertheless,
we have still applied it in combination with results for functional SDEs such as the
stochastic Gronwall lemmas from [32] and [27] or the convergence concept presented
above.
5.3. Existence and Uniqueness in the Distributional Sense
In this section, we want to discuss our general procedure to show existence and unique-
ness in the distributional sense, which should be mainly based on growth conditions for
the coefficients instead of regularity assumptions. Therefore, we use a kind of localized
Novikov condition to apply the Girsanov theorem. That technique is inspired by [20]
and allows us to derive the densities
dXx|[0,T ]
dMx|[0,T ]
discussed in section 5.1. Finally, we obtain existence and uniqueness, and are able
to carry estimates for the drift-free equation over to the original equation. For that,
consider the equation
dXx(t) = f(t,Xx)dt+ g(t,Xx)dW (t)
Xx0 = x ∈ C
(5.2)
and its drift-free version
dMx(t) = g(t,Mx)dW (t)
Mx0 = x
(5.3)








→ Rd×d are measurable
and non-anticipating. Assume that the drift-free equation (5.3) has a global strong

















for every T > 0.
Theorem 5.2. Equation (5.2) has a global weak solution for every initial values x ∈ C.
Proof. The strong solution Mx is by definition (Ft)t≥0-adapted where (Ft)t≥0 is the
augmented filtration generated by W . Next, we construct a probability measure on
F∞ := σ (Ft : t ≥ 0)
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such that Mx is a global weak solution for equation (5.2). Define
ax(t) := g(t,Mx)−1f(t,Mx), t ≥ 0.










is a martingale and by Girsanov’s theorem,
W̄ (t) := W (t)−
∫ t
0
ax(t)ds, t ≥ 0











and (Mx, W̄ , P̄T ) is a weak solution of (5.2) on [−r, T ] for each T > 0. Additionally,
one has for 0 < T1 < T2
P̄T1(A) = P̄T2(A) ∀A ∈ FT1 ,
so the probability measure on F∞ uniquely defined by
P̄(A) := PT (A) ∀T > 0, A ∈ FT
is indeed well-defined and (Mx, W̄ , P̄) is a global weak solution.
Theorem 5.3. Let (Xx, W̃ x,Qx) be a weak solution of equation (5.2) on some time






















ax(t) := g(t,Mx)−1f(t,Mx), t ∈ [0, T ]
for all measurable A ⊂ C([−r, T ],Rd). In particular, uniqueness in the distributional
sense will hold if (5.4) is true for each weak solution.
Proof. Let (Xx, W̃ x,Qx) be a weak solution on some time interval [0, T ], T > 0. Define
τn(ω) := inf
{




∣∣2 ds ≥ n
}
∧ T, ω ∈ C([−r, T ],Rd), n ∈ N.
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By construction, Novikov’s condition is fulfilled. Consequently, Girsanov’s theorem is
applicable for





ax,n(t)ds+ W̃ x(t), t ≥ 0













The process Xx,n solves the equation
dXx,n(t) = g(t,Xx,n)dW̃ x,n(t), t ∈ [0, τn(Xx,n)],
Xx,n0 = x.
Such a solution is locally pathwise unique , i.e.
Xx,n(t) = Mx,n(t), t ∈ [−r, τn(Xx,n)]
where Mx,n is the unique strong solution of
dMx,n(t) = g(t,Mx,n)dW̃ x,n(t),
Mx,n0 = x.
and it holds
τn(Xx,n) = τn(Mx,n) a.s.




Qx(τn(Xx) = T,Xx ∈ A)
= lim
n→∞
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for all measurable A ⊂ C([−r, T ],Rd).
At this point, one is able to derive estimates for the equation with drift and to follow
the basic idea discussed in section 5.1. It remains to show the assumptions which were
used above. These rely on the “good” properties of the drift-free equation and on a-priori
estimates for the original equation. To obtain a-priori estimates, Krylov’s estimate (for
semimartingales) is extremely useful and was more or less used in each paper. Here, we
present it in the special case of Itō-processes.
Let X be a d-dimensional Itō-process of the form
dX(t) = b(t)dt+ σ(t)dW (t)





and let τR be the first exit time of X(t) from the ball BR.
Lemma 5.4 (Krylov’s Estimate). For every stopping time γ and nonnegative Borel



























and N(d) is a constant depending only on the dimension d.
For the concrete usage we refer to the different papers and to [16] or [37].
A. Appendix
Theorem A.1. Assume conditions (Intb), (NonDeg) and (Grad). Then for any T > 0
and f ∈ Lqp(T ), there exists a unique solution u ∈ Hq2,p(T ) of the following PDE
∂tu(t, x) + Ltu(t, x) + f(t, x) = 0,
u(T, x) = 0
with the bound
‖u‖Hq2,p(S,T ) ≤ C ‖f‖Lqp(S,T )
for any S ∈ [0, T ] and some constant C = C(T,Cσ, p, q, ‖b‖Lqp(T )) > 0.
Proof. See [37].
Theorem A.2. Let p, q ∈ (1,∞), T > 0 and u ∈ Hq2,p(T ).
1. If dp +
2
q < 2, then u is a bounded Hölder continuous function on [0, T ] × Rd and














there exists a constant N = N(p, q, ε, δ) such that

















‖u‖Hq2,p(T ) + T ‖∂tu‖Lqp(T )
)
for all s, t ∈ [0, T ] and x, y ∈ Rd, x 6= y.
2. If dp +
2
q < 1, then ∇u is a bounded Hölder continuous function on [0, T ]×Rd and








there exists a constant N = N(p, q, ε) such that



















‖u‖Hq2,p(T ) + T ‖∂tu‖Lqp(T )
)
for all s, t ∈ [0, T ] and x, y ∈ Rd, x 6= y.
Proof. See [12, p. 22, 23, 36].
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1. Introduction and Main Results
In this paper we prove well-posedness and stability results for stochastic delay differential
equations of the form
dX(t) = V (t,Xt)dt+ b(t,X(t))dt+ σ(t,X(t))dW (t) (1)
where b : R≥0 ×Rd → Rd is a Borel-function and σ : R≥0 ×Rd → Rd×d is measurable,




→ Rd is measurable and
Xt(s) := X(t+ s), s ∈ [−r, 0].
This generalizes previous results for the non-delay case
dX(t) = b(t,X(t))dt+ σ(t,X(t))dW (t). (2)
1
Krylov and Röckner showed in [6] that equation (2) has a unique strong solution,













which elaborates previous results, in particular from Zvonkin [15], Portenko [8] and
Veretennikov [10]. Gyöngy and Mart́ınez proved existence and uniqueness theorems for




in [5]. Different stochastic
flow theorems were studied by Gubinelli, Priola, Flandoli and Fedrizzi (cf. [4], [3]).
Zhang showed existence of a unique strong solution and flow theorems for |b| ∈ Lqp and






in [13]. Additionally, he considered equations with
Sobolev drifts and driven by α-stable processes (cf. [14]).
Our general approach is to remove the drift b by Zvonkin’s transformation as in [13]
and to combine it with different Girsanov techniques and a stochastic Gronwall lemma
from von Renesse and Scheutzow in [11, 9].
Throughout this paper, the following notation will be used





equipped with the supremum norm ‖·‖∞. For a process X defined on [t−r, t] with t ≥ 0,
we define
Xt(s) := X(t+ s), s ∈ [−r, 0].






and for s, t ∈ [−∞,+∞], we write
s ∧ t := min(s, t),
s ∨ t := max(s, t).








for p, q > 1 satisfying (3).
Condition C2. The diffusion coefficient σ is uniformly continuous in x ∈ Rd locally
uniformly with respect to t ∈ R≥0, and σσ> is bounded and uniformly elliptic, i.e. there
exists a κ > 0 such that
κ−1Id×d ≤ σ(t, x)σ(t, x)> ≤ κId×d ∀x ∈ Rd, t ∈ R≥0.
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Condition C3. For the same p, q ∈ (1,∞) as in condition (C1), one has for the








, i, j = 1, . . . , d.
Now, we state our conditions on the functional drift V :
Condition C4. The function V : R≥0×C → Rd is assumed to be sublinear in the sense







|V (t, x)| ≤ g(‖x‖∞)
for all t ∈ R≥0, x ∈ C.
Condition C5. There exists some K > 0 such that
|V (t, x)− V (t, y)| ≤ K ‖x− y‖∞
for all t ∈ R≥0, x, y ∈ C.
Definition 1.2. Define for 0 ≤ S ≤ T <∞ and p, q ∈ (1,∞)











2,p(S, T ) := L
q
(




, Hq2,p(T ) := H
q
2,p(0, T ),







∩Hq2,p(S, T ), Hq2,p(T ) := Hq2,p(0, T ),
equipped with the norm
‖u‖Hq2,p(S,T ) := ‖∂tu‖Lqp(S,T ) + ‖u‖Hq2,p(S,T ) , u ∈ H
q
2,p(S, T ).
Definition 1.3. Throughout this paper, we fix a standard d-dimensional Brownian
motion W = (W (t))t≥0 defined on some filtrated probability space (Ω,F ,P, (Ft)t≥0)
satisfying the usual conditions. Let X be a local (Ft)t≥0-adapted semimartingale which
solves equation (1) on [0, τ ], for some (Ft)t≥0-stopping time τ , with respect to some
initial condition X0 = ξ for a C-valued, F0-measurable random variable ξ. Then we
write X ∈ Sτ (ξ).
Our main result reads as follows.
3
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Theorem 1.4. Assume all conditions (C1), (C2), (C3), (C4) and (C5). Then (local)
pathwise uniqueness holds and there exists a global strong solution, which has almost
surely α-Hölder continuous paths on every bounded interval for any 0 < α < 1/2. Addi-
tionally, for any γ ≥ 1, T > 0, R > 0 and two solutions X ∈ ST (x), X̂ ∈ ST (x̂) where






≤ C ‖x− x̂‖γ∞ , 0 ≤ t ≤ T
with a constant C = C(γ, T,R, d, q, p, κ,K, ‖b‖Lqp(T ) , ‖∇σ‖Lqp(T ) , g).
We can also formulate a localized version of our main result as follows.
Theorem 1.5. For any n ∈ N, let Bn := {x ∈ Rd : |x| ≤ n} and assume
1. bi,
∣∣∇xσi,j
∣∣ ∈ Lqnloc (R≥0;Lpn (Bn)), i, j = 1, . . . , d where pn and qn satisfy (3),
2. there is a sequence of κn > 0 such that
κ−1n Id×d ≤ σ(t, x)σ(t, x)> ≤ κnId×d ∀x ∈ Bn, t ∈ [0, n]
and σ is uniformly continuous in x ∈ Bn uniformly with respect to t ∈ [0, n],
3. V is locally bounded on R≥0 × C and for every compact K ⊂ C and T > 0, there
exists a constant CK,T such that
|V (t, x)− V (t, y)| ≤ CK,T ‖x− y‖∞ ∀t ∈ [0, T ], x, y ∈ K.
Then pathwise uniqueness holds and for every x ∈ C, there exists a maximal local solution
until an (predictable) explosion time ζ, i.e. X solves equation (1) on [0, ζ) with X0 = x
and
inf {t ≥ 0 : Xt /∈ K} < ζ on {ζ <∞}
for all compact K ⊂ C.
Finally, if σ has no space dependence, we can relax the Lipschitz condition on V as
follows.
Theorem 1.6. Assume all conditions from Theorem 1.4. If σ has no space dependence,
i.e.
σ(t, x) = σ(t), t ∈ R≥0, x ∈ Rd,
then one can replace the Lipschitz-condition (C5) with
|V (t, x+ γt)− V (t, x)| ≤ K ‖γt‖∞ ∀t ≥ 0, γ ∈ Ht, x ∈ C





















to obtain pathwise uniqueness and global existence of a solution of equation (1).
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This kind of condition is strongly related to Malliavin-differentiable functions with
bounded Malliavin-derivative, see for example [1].
Remark 1.7. An example for a discontinuous functional V : C → Rd, which fulfills the
condition stated in Theorem 1.6, is the following:
V (x) =
{







2.1. Krylov-Type Estimates for the Non-Delay-Case
In this subsection we consider the case V ≡ 0.
Theorem 2.1. Assume condition (C2) and that b is bounded and measurable. Further-
more, let X ∈ Sτ (ξ) for some F0-measurable, C-valued random variable ξ and stopping
time τ . Let T0 > 0 and p







there exists a constant C(d, p′, q′, T0, κ, ‖b‖∞) such that for all f ∈ L
q′














Lemma 2.2. Assume conditions (C1), (C2), (C3) and let X ∈ ST (ξ) for some F0-















for all f ∈ Lq′p′(T ) with ‖f‖Lq′
p′ (T )








for some constant C > 0.
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Proof. Consider the global strong solution M of the stochastic differential equation
dM(t) = σ(t,M(t))dW (t),
M0 = ξ.
Let f ∈ Lq′p′(T ) with ‖f‖Lq′
p′ (T )
≤ R. Since the inequality for p′ and q′ is strict, one can




































ε |f(t,M(t))|δ ds+ Cε,δ,T
)
≤ 2eCε,δ,T

















In particular, the process t 7→ σ(t,M(t))−1b(t,M(t)) fulfills the Novikov condition and
(M, W̃ ,Q) is a weak solution of the equation
dM(t) = b(t,M(t))dt+ σ(t,M(t))dW̃ (t),
M0 = ξ
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and the Brownian motion




Due to Theorem 1.1 in [13], uniqueness in distribution holds for weak solutions of the
SDE
dX(t) = b(t,X(t))dt+ σ(t,X(t))dW (t),
X0 = ξ



































































for a constant CR = CR(d, p, q, p
′, q′, d, T, κ, ‖b‖Lqp(T )). By Theorem 2.1, one has
∫ T
0



















is continuous, which provides the existence of the desired constant.
7
B. Well-Posedness and Stability for a Class of Stochastic Delay Differential
Equations with Singular Drift
35
Remark 2.3. The previous lemma is a version of Theorem 2.2 in [13] but with relaxed
assumptions on f . However, the proof is based on the pathwise uniqueness, which has
been proven in [13].
2.2. Existence
From now on, we drop the assumption V ≡ 0.
Lemma 2.4. Assume condition (C2) and consider a global weak solution (M,W ) for
the equation
dM(t) = σ(t,M(t))dW (t).
















Proof. Let M be a weak solution of the equation above. By conditioning on M(0), it





From (C2) it follows that for the quadratic variation of each coordinate N i, i = 1, . . . , d
of N
〈N i〉(T ) ≤ Tκ.
By time-transformation and a simple computation using the reflection principle for Brow-
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where the following inequality was used
d
√
x1 · · ·xd + 3 ≤ d
√
(x1 + 3) · · · (xd + 3) ∀x1, . . . , xd ≥ 0.
Corollary 2.5. Assume conditions (C1), (C2), (C3) and consider a solution of (1) with


















for a constant C = C(d, p, q, κ, ‖b‖Lqp(T )).
Proof. By conditioning on X0, it is sufficient to show the estimate for constant initial
































is a Brownian motion and X solves the equation
dX(t) = σ(t,X(t))dW̃ (t)
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for a constant C = C(d, p, q, κ, ‖b‖Lqp(T )) because of condition (C2), Lemmas 2.2 and
2.5.
Theorem 2.6. Assume conditions (C1), (C2), (C3) and (C4). Then for any initial
distribution µ ∈ P(C), there exists a global weak solution (X,W ) of (1) with X0 ∼ µ.
Proof. Due to Theorem 1.1 in [13], there exists a global strong solution X of the
equation
dX(t) = b(t,X(t))dt+ σ(t,X(t))dW (t),
X0 ∼ µ




which is considered in this paper.
Without loss of generality, one can assume that F is generated by the filtration (Ft)t≥0
which is the augmented filtration generated by X0 and W .
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is a probability measure. Under QT , the process
W̃ := W (t)−
∫ t
0
σ(s,X(s))−1V (s,Xs)ds, t ≥ 0
is a Brownian motion on [0, T ] and X is a weak solution of
dX(t) = V (t,Xt)dt+ b(t,X(t))dt+ σ(t,X(t))dW̃ (t)
on [0, T ]. Additionally, it holds for any 0 < T1 < T2
QT1(A) = QT2(A) ∀A ∈ FT1 .
Now, let Q be the probability measure uniquely defined by
Q(A) := QT (A), T > 0, A ∈ FT .
Then (X, W̃ ,Q) is a global weak solution. In the general case, choose a sequence of
bounded, disjoint, measurable subsets (An)n∈I ⊂ C with
µ(An) > 0 ∀n ∈ I







By the discussion from above, there exists for each n ∈ I a probability measure Pn
and a Brownian motion Wn such that (X,Wn,Pn) is a global weak solution with initial




Pn(A)µ(An), A ∈ F
and the process
Ŵ (ω, t) := Wn(ω, t) if X0(ω) ∈ An.
Now, let f : Ω → R be measurable with finite moment with respect to P̂, s ∈ R≥0 and





















(1X0∈An1AEPn (f |Fs)) .
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1X0∈AnEPn (f |Fs) .





















































where i, j = 1, . . . d. Additionally, the process Ŵ is almost surely continuous and
by Levy’s characterization, Ŵ is a Brownian motion on
(
Ω,F , P̂, (Ft)t≥0
)
. Hence,
(X, Ŵ , P̂) is a weak solution with initial distribution X0 ∼ µ.
2.3. Exponential- and Krylov-Type Estimates for the General Case
In this section we show similar estimates like above for solutions with delay drift.
Lemma 2.7. Assume conditions (C1), (C2), (C3), (C4) and consider a local solution
X ∈ Sτ (ξ) for some F0-measurable, C-valued random variable ξ and a stopping time τ .



















for some constant C = C(d, p, q, T, κ, ‖b‖Lqp(T ) , g, ξ).
Proof. Introduce the stopping times
τn := inf {t ≥ 0 : |V (t,Xt)| ≥ n} ∧ τ ∧ T.
By the monotone convergence theorem, it suffices to show the inequality for the stopped
processes Xτn with a uniform bound. The following technique is similar to the one used
12
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in [7, p. 286-297]. For every n ∈ N, there exists a strong solution of the SDE
dY n(t) = b (t, Y n(t)) dt+ σ (t, Y n(t)) dW (t), t ≥ τn,
Y (τn) = X(τn).
Now, define processes Xn by
Xn(t) :=
{
X(t), t ≤ τn,
Y n(t), t > τn.





















is a Brownian motion and Xn is the unique strong solution of the equation
dXn(t) = b(t,Xn(t))dt+ σ(t,Xn(t))dWn(t),
Xn0 = X0.
13
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for a constant C = C(d, p, q, T, κ, ‖b‖Lqp(T ) , g, ξ) due to condition (C4) and Corollary
2.5.
Lemma 2.8. Assume conditions (C1), (C2), (C3), (C4) and let X ∈ Sτ (ξ) for some





















for all f ∈ Lq′p′(T ) and ‖f‖Lq′
p′ (T )
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with a constant C > 0.

































is a Brownian motion and X solves the equation
dX(t) = b(t,X(t))dt+ σ(t,X(t))dW̃ (t),
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where CR = CR(ξ, p, q, p
′, q′, d, T, κ, ‖b‖Lqp(T ) , g) ≥ 0 because of Lemma 2.2, condition
(C4) and Lemma 2.7. For the last statement, one can use
∫ T∧τ
0



















is continuous, which provides the existence of the desired constant.
Lemma 2.9. Assume conditions (C1), (C2), (C3), (C4) and let X ∈ Sτ (ξ) be a weak
solution for some F0-measurable, C-valued random variable ξ and a stopping time τ .
Then X has almost surely α-Hölder continuous paths on [0, T ∧ τ ] for any 0 < α < 1/2
and T > 0.
Proof. Let 0 < α < 1/2 and T > 0.
1. t 7→
∫ t∧τ








2 dt <∞ by Lemma 2.8.
3. t 7→
∫ t∧τ
0 σ(s,X(s))dW (s) has almost surely α-Hölder continuous paths on [0, T ]
since σ is bounded.
3. Pathwise Uniqueness
Theorem 3.1. Assume conditions (C1), (C2), (C3), (C4), (C5), let τ be a stopping
time and R > 0. For every two local solutions X ∈ Sτ (x) and X̂ ∈ Sτ (x̂) where x, x̂ ∈ C






≤ C ‖x− x̂‖γ∞ , 0 ≤ t ≤ T0
for some constant C depending only on γ, d, p, q, T0, κ,K, ‖b‖Lqp(T0) , ‖∇σ‖Lqp(T0) , g and
R.
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of the coordinatewise PDE system
∂tũ(t, x;T ) + Ltũ(t, x;T ) + b(t, x) = 0,
ũ(T, x;T ) = 0













<∞, i = 1, . . . , d
and by the embedding Theorem A.2, there exists a uniform δ such that for all 0 ≤ S ≤ T
with T − S ≤ δ
|ũ(t, x;T )− ũ(t, y;T )| ≤ 1
2
|x− y|
for all t ∈ [S, T ] and x, y ∈ Rd. Furthermore, the function
u(t, x;T ) := ũ(t, x;T ) + x
satisfies coordinatewise the equation
∂tu(t, x;T ) + Ltu(t, x;T ) = 0,
u(T, x;T ) = x.
Proof. Let X ∈ Sτ (x) and X̂ ∈ Sτ (x̂) for some (Ft)t≥0-stopping time τ where x, x̂ ∈ C.
Choose T0 > 0, γ ≥ 1 arbitrarily and δ > 0 like above. By induction, it suffices to prove












≤ C2 ‖x− x̂‖γ∞
for constants C1 and C2 depending only on γ, d, p, q, κ,K, T0, ‖b‖Lqp(T0) , ‖∇σ‖Lqp(T0) , g
and R. For the sake of simplicity, we write u(·) := u(·;T ). Furthermore, define
Y (t) := u(t,X(t)), S ∧ τ ≤ t ≤ T ∧ τ
Ŷ (t) := u(t, X̂(t)), S ∧ τ ≤ t ≤ T ∧ τ.
17
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By the choice of δ, one has for the difference processes Z(t) := X(t)− X̂(t) and Z̃(t) :=




∣∣∣ ≤ |Z(t)| ≤ 3
2
∣∣∣Z̃(t)
∣∣∣ , S ∧ τ ≤ t ≤ T ∧ τ.









































































































=I1 + I2 + I3 + I4
where c > 0 is a constant depending only on γ, d, p, q, κ,K, T0, ‖b‖Lqp(T0) , g and R. The
idea is to apply the stochastic Gronwall Lemma A.5. To get rid of the badly behaving
terms I2 and I4, one can use a suitable multiplier of the form e
−A(t) - like in [3] - where
18
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for S ∧ τ ≤ t ≤ T ∧ τ . To show that A is indeed well defined, it suffices to show the









Since u belongs coordinatewise to Hq2,p(T0) and by conditions (C2) and (C3), it holds



















. Hence, by Young’s inequality,
Lemmas 2.7 and 2.8, it suffices to show for all R̃ > 0 the existence of a constant CR̃ =
















































































≤ C̃C1 ‖x− x̂‖γ∞
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for a constant C̃ = C̃(γ, d, p, q, κ,K, T0, ‖b‖Lqp(T0) , ‖∇σ‖Lqp(T0) , g, R). Due to the esti-

































for some constant C2 = C2(γ, d, p, q, κ,K, T0, ‖b‖Lqp(T0) , ‖∇σ‖Lqp(T0) , g, R).
Remark 3.2. The application of the stochastic Gronwall Lemma A.5 is crucial in the
proof above, since one has to deal with the supremum norm of path segments. Another
standard ansatz might be to apply Doob’s or Burkholder’s inequality. Unfortunately, it
does not work due to the bad regularity of the quadratic variation term of the martingale
part. Thus, the inequalities used in [13] or [3] are not suitable.
Proof of Theorem 1.4. This theorem is a consequence of Theorems 2.6, 3.1, Lemma
2.9 and the Yamada-Watanabe Theorem (cf. [12]).
Proof of Theorem 1.5. Firstly, assume that V is bounded and conditions (C1), (C2)
and (C3) are fulfilled. Let X, X̂ ∈ Sτ (x) for a stopping time τ . Sets of the type
Kn :=
{















t ≤ τ : Xt /∈ Kn or X̂t /∈ Kn
}
∧ τ ∧ n.
By assumption, for each n ∈ N, there exists a CKn,n > 0 such that V is CKn,n-Lipschitz
continuous in space on Kn. So, there exists a measurable, bounded, in space CKn,n-
Lipschitz continuous extension V n : R≥0 × C → Rd of V∣∣[0,n]×Kn , i.e.
V n(t, x) = V (t, x) ∀x ∈ Kn, 0 ≤ t ≤ n.
By Theorem 1.4, for each n ∈ N, there exists a global, unique strong solution Xn for
equation (1) with coefficients V n, b and σ. Therefore, one has
X(t) = X̂(t) = Xn(t), 0 ≤ t ≤ τn,
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which provides the pathwise uniqueness.
For the general case, let again X, X̂ ∈ Sτ for some stopping time τ . Since V is bounded







t ≤ τ : |V (t,Xt)| > n, |X(t)| > n,
∣∣∣V (t, X̂t)




∧ τ ∧ n.
Define for each n ∈ N
bn(t, x) := 1t,|x|≤nb(t, x), (t, x) ∈ R≥0 ×Rd
and
σn(t, x) := σ(t, φn(x)), (t, x) ∈ R≥0 ×Rd
where φn : Rd → Bn+1 is a C1-diffeomorphism defined by
φ(x) :=
{
x, |x| ≤ n,
ρn(|x|) x|x| , |x| > n
with














V n(t, x) := (−n) ∨ V (t, x) ∧ n.
By the previous discussion, one has for each n ∈ N a global, unique strong solution Xn
of equation (1) with coefficients V n, bn and σn and it holds
X(t) = Xn(t) = X̂(t), 0 ≤ t ≤ τn
which provides the pathwise uniqueness and the stated maximal solution until the ex-
plosion time ζ.
Proof of Theorem 1.6. The Lipschitz condition (C5) is not necessary for any result
in section 2. Accordingly, one can follow the proof of Theorem 3.1 in exactly the same
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Du(s,X(s))V (s,Xs)−Du(s, X̂(s))V (s,Xs)
)
ds
where S ≤ t1 ≤ t2 ≤ T . The Lipschitz condition (C5) was only used to estimate the
first summand by using





, t ≥ 0.
If one can show that the same inequality still holds for two solutions X ∈ Sτ (x) and
X̂ ∈ Sτ (x) with the same initial value x ∈ C, the claimed pathwise uniqueness will








since σ is assumed to be space-independent. Together with Lemma 2.8, it follows that
a.s. (




V (t,Xt)− V (X̂t) = V (t,Xt)− V (t,Xt + X̂t −Xt),
one can apply the assumption and ends up with the desired estimate. The global exis-
tence is given by Theorem 2.6.
A. Appendices
Theorem A.1. Assume conditions (C1) and (C2). Then for any T > 0 and f ∈ Lqp(T ),
there exists a unique solution u ∈ Hq2,p(T ) of the following PDE
∂tu(t, x) + Ltu(t, x) + f(t, x) = 0,







σi,k(t, x)σj,k(t, x)∂i∂ju(t, x) + b(t, x) · ∇u(t, x)
with the bound
‖u‖Hq2,p(S,T ) ≤ C ‖f‖Lqp(S,T )
for any S ∈ [0, T ] and some constant C = C(T, κ, p, q, ‖b‖Lqp(T )) > 0.
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Proof. See [13].
Theorem A.2. Let p, q ∈ (1,∞), T > 0 and u ∈ Hq2,p(T ).
1. If dp +
2
q < 2, then u is a bounded Hölder continuous function on [0, T ] × Rd and














there exists a constant N = N(p, q, ε, δ) such that

















‖u‖Hq2,p(T ) + T ‖∂tu‖Lqp(T )
)
for all s, t ∈ [0, T ] and x, y ∈ Rd, x 6= y.
2. If dp +
2
q < 1, then ∇u is a bounded Hölder continuous function on [0, T ]×Rd and








there exists a constant N = N(p, q, ε) such that



















‖u‖Hq2,p(T ) + T ‖∂tu‖Lqp(T )
)
for all s, t ∈ [0, T ] and x, y ∈ Rd, x 6= y.
Proof. See [2, p. 22, 23, 36].
In the next lemma we identify every u ∈ Hq2,p with its regular version.
Lemma A.3 (Itō formula for Hq2,p-functions). Let T > 0, p > 1 and q > 1 satisfying




dX(t) = b(t)dt+ σ(t)dW (t)
where (Wt)t≥0 is a standard d-dimensional Brownian motion, b : Ω × [0, T ] → Rd and









= 1, i, j = 1, . . . , d
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for some 1 < δ ≤ ∞ where a := σσ>. Furthermore, assume that there exists a constant








for all f ∈ Lq/δ
∗
p/δ∗(T ) where δ
∗ denotes the conjugate exponent of δ. Then for any u ∈
Hq2,p(T ), the Itō formula holds, i.e.
























Lδ(Ω×[0,T ]) <∞, i, j = 1, . . . , d








‖u− un‖Hq2,p(T ) = 0.




‖un − u‖L∞(Rd+1) + ‖∇u−∇un‖L∞(Rd+1,Rd)
)
= 0.
The Itō formula gives for each n ∈ N and t ∈ [0, T ]




















The left-hand side converges to u(t,X(t))−u(0, X(0)) by the choice of un. Furthermore,
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For δ =∞, the estimates are basically the same. All these terms above converge to zero
by the choice of un, which provides the desired convergence of the right-hand side.









where Br is the Euclidean ball of radius r. The following result is cited from [13].
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Lemma A.4.




and x, y ∈ Rd,
|φ(x)− φ(y)| ≤ Cd |x− y| (M|∇φ| (x) +M|∇φ| (y)) .





‖Mφ‖Lp ≤ Cd,p ‖φ‖Lp.
Lemma A.5. Let Z be an adapted non-negative stochastic process with continuous paths







where C ≥ 0, K ≥ 0 and M is a continuous local martingale with M(0) = 0. Then for
each 0 < p < 1, there exist universal finite constants c1(p), c2(p) (not depending on K,







≤ Cpc2(p)ec1(p)KT for every T ≥ 0.
Proof. See [11, 9].
Lemma A.6 (Modified Khas’minskii lemma). Let β : Ω × [0, T ] → R≥0 be a non-
negative, measurable, adapted process with respect to some filtrated probability space(
Ω,F ,P, (Ft)0≤t≤T
)
and T > 0. Assume there exists some 0 ≤ α < 1 for all 0 ≤
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β(r1) · · ·β(rn−1)
∫ T
rn−1





































where (?) was obtained by iteration.
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[6] N. V. Krylov and M. Röckner. Strong solutions of stochastic equations with singular
time dependent drift. Probab. Theory Related Fields, 131(2):154–196, 2005.
[7] R. S. Liptser and A. N. Shiryaev. Statistics of Random Processes: I. General Theory,
pages 286–297. Springer, 2001.
27
B. Well-Posedness and Stability for a Class of Stochastic Delay Differential
Equations with Singular Drift
55
[8] N. I. Portenko. Generalized diffusion processes, volume 83 of Translations of Mathe-
matical Monographs. American Mathematical Society, Providence, RI, 1990. Trans-
lated from the Russian by H. H. McFaden.
[9] M. Scheutzow. A stochastic gronwall lemma. Infinite Dimensional Analysis, Quan-
tum Probability and Related Topics, 16(02):1350019, 2013.
[10] A. Ju. Veretennikov. Strong solutions of stochastic differential equations. Teor.
Veroyatnost. i Primenen., 24(2):348–360, 1979.
[11] M.-K. von Renesse and M. Scheutzow. Existence and uniqueness of solutions of
stochastic functional differential equations. Random Oper. Stoch. Equ., 18(3):267–
284, 2010.
[12] T. Yamada and S. Watanabe. On the uniqueness of solutions of stochastic differ-
ential equations. J. Math. Kyoto Univ., 11(1):155–167, 1971.
[13] X. Zhang. Stochastic homeomorphism flows of SDEs with singular drifts and
Sobolev diffusion coefficients. Electron. J. Probab., 16:no. 38, 1096–1116, 2011.
[14] X. Zhang. Stochastic differential equations with Sobolev drifts and driven by α-
stable processes. Ann. Inst. Henri Poincaré Probab. Stat., 49(4):1057–1079, 2013.
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Abstract
In this paper, we prove the strong Feller property for stochastic delay (or
functional) differential equations with singular drift. We extend an approach
of Maslowski and Seidler to derive the strong Feller property of those equa-
tions, see [14]. The argumentation is based on the well-posedness and the
strong Feller property of the equations’ drift-free version. To this aim, we
investigate a certain convergence of random variables in topological spaces
in order to deal with discontinuous drift coefficients.
Keywords: Stochastic delay differential equations, stochastic functional dif-
ferential equation, strong Feller property, singular drift, Zvonkin’s transfor-
mation.
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1. Introduction
In this paper, we investigate a certain convergence of random variables in topological
spaces and apply the results to prove an improved version of the strong Feller property
of the following stochastic delay (or functional) differential equation (SDDE).








→ Rd is measur-
able and strictly sublinear in the second variable, σ : R≥0 ×Rd → Rd×d is measurable,
1














The well-posedness and stability of equation (1) without a delay drift term, i.e. B ≡ 0,
has been studied thoroughly: Krylov and Röckner have shown existence and unique-
ness for the special case σ ≡ Id in [12], which had elaborated previous results, for
example of Portenko [15], Veretennikov [22] and Zvonkin [27]. In [17], Rutkowski con-
sidered pathwise uniqueness for stochastic one-dimensional equations with singular drift
involving local time conditions which were introduced by Barlow and Perkins. Mart́ınez
and Gyöngy have proven well-posedness for non-constant σ in [10], however, under the









, i, j = 1, . . . , d. Gawarecki and Man-
drekar have studied SDEs with discontinuous drift and their connection to unbounded
spin-systems in [9]. Blei and Engelbert have analyzed one-dimensional equations with
so-called generalized drifts in [2] and haven given sufficient and necessary criteria for
existence and uniqueness in distribution. A nonlinear Kolmogorov equation for stochas-
tic functional delay differential equations with jumps has been proven by Cordoni, Di
Persio and Oliva in [4]. Cordoni and Di Persio have also shown existence and uniqueness
of mild solutions for stochastic reaction-diffusion equations on networks with dynamic
time-delayed boundary conditions in [3] and have considered an application to a stochas-
tic optimal control problem. In [1], we extended the well-posedness result of Zhang [26]
to the delay case, essentially by using a combination of Zvonkin’s transformation, several
Girsanov techniques and a stochastic Gronwall lemma from von Renesse and Scheutzow
in [18, 23]. The existence of a unique strong solution for SDDEs with singular drift has
also been shown in [11].
Da Prato, Elworthy and Zabczyk have studied the strong Feller property for stochastic
semilinear equations with unbounded coefficients in [16]. The strong Feller property with
respect to the state space Rd of equation (1) with unbounded non-functional drift has
been shown by Zhang in [26]. However, in this paper we are interested in the state
space of path segments C([−r, 0],Rd). Several Harnack inequalities have been studied
for stochastic delay differential equations, which imply the strong Feller property. Es-
Sarhir, von Renesse and Scheutzow have investigated the case b ≡ 0 and σ ≡ const in [6].
Wang and Yuan have established results for non-constant and uniformly non-degenerate
diffusion coefficients, which do not depend on the past, in [24]. By remark 1.4 in [6],
the strong Feller property might not be given if the diffusion term is of real functional
nature. Both papers are based on a coupling technique.
However, we do not use a coupling technique but the probabilistic approach of Maslow-
ski and Seidler, see [14]. In order to deal with discontinuous drift coefficients, we consider
a certain convergence for topological spaces, see Theorem 1.8. As a result, we gain
a simple method to derive the strong Feller property of equation (1) from the well-
posedness and the strong Feller property of the simpler special case B ≡ 0 and b ≡ 0.
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Notation 1.1. We denote by ‖·‖OP and ‖·‖HS the operator norm and respectively the
Hilbert-Schmidt norm for matrices A ∈ Rd×d, i.e.
‖A‖op = sup
v∈Rd,|v|=1





Additionally, we write for a, b ∈ [−∞,+∞]
a ∧ b := min{a, b}, a ∨ b := max{a, b}.





equipped with the supremum norm ‖·‖∞. For a process X defined on [t−r, t] with t ≥ 0,
we write
Xt(s) := X(t+ s), s ∈ [−r, 0].
Furthermore, we introduce the following function spaces, which will be used later on:
define for 0 ≤ S ≤ T <∞ and p, q ∈ (1,∞)











2,p(S, T ) := L
q
(




, Hq2,p(T ) := H
q
2,p(0, T ),







∩Hq2,p(, T ), Hq2,p(T ) := Hq2,p(0, T ),
equipped with the norm
‖u‖Hq2,p(S,T ) := ‖∂tu‖Lqp(S,T ) + ‖u‖Hq2,p(S,T ) , u ∈ H
q
2,p(S, T ).
Notation 1.3. Let (Ω,F ,P) be some probability space. Then we denote by P∗ the
corresponding outer measure, i.e.
P∗(A) := inf {P(B) : A ⊆ B,B ∈ F} , A ⊆ Ω.
Notation 1.4. In the sequel, we always equip topological spaces with their correspond-
ing Borel σ-algebra, and subspaces with the usual subspace topology. Furthermore, if
(E, E) is some measurable space, we denote by Bb(E) the space of bounded, measurable
functions.
Notation 1.5. If not stated otherwise, W will be a d-dimensional Brownian motion on
some arbitrary but fixed probability space (Ω,F ,P) and every strong solution shall be
defined on this space.
However, weak solutions of equation (1) might be defined on different filtrated prob-
ability spaces. Therefore, we use the short hand notation (Xx, W̃ x,Qx) where Xx is
an adapted, continuous stochastic process, W̃ x is an adapted Brownian motion, both
with respect to some filtrated probability space (Ω̃, F̃ ,Qx, (F̃t)t≥0), and (Xx, W̃ x) solves
equation (1) with initial value x.
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Condition C1. Let p, q > 1 be given with (2). One has for every T > 0
b ∈ Lqp(T ).
Condition C2. Assume that for all T > 0 there exists some Cσ = Cσ(T ) > 0 such that
1. C−1σ Id×d ≤ σ(t, x)σ(t, x)> ≤ CσId×d ∀t ∈ [0, T ], x ∈ Rd,
2. ‖σ(t, x)− σ(t, y)‖HS ≤ Cσ |x− y| ∀t ∈ [0, T ], x, y ∈ Rd.
Condition C3. For t ∈ [0, r) the function x 7→ B(t, x) is continuous and for all T > 0
there exists some monotone increasing gT : R≥0 → R≥0 with
1. |B(t, x)| ≤ gT (‖x‖∞) ∀x ∈ C, t ∈ [0, T ],
2. lim
r→∞
gT (r)/r = 0.
Condition C4. For all T > 0 there exists some CB = CB(T ) > 0 such that
|B(t, x)−B(t, y)| ≤ CB ‖x− y‖∞ ∀t ∈ [0, T ], x, y ∈ C.
The main results read as follows.
Theorem 1.6. Assume conditions (C1), (C2) and (C3). Then for each initial value x ∈
C, equation (1) has a global weak solution (Xx, W̃ x,Qx), which is unique in distribution.





t ) = EQxf(X
x
t ) ∀f ∈ Bb(C).




EP |f(Xyt )− f(Xxt )| = 0 ∀f ∈ Bb(C).
The following theorem is the key element for proving Theorem 1.6.
Theorem 1.7. Let (Ω,F ,P) be some probability space and (E, d) be a metric space.
Furthermore, let X,Xn : Ω→ E, n ∈ N be measurable maps. Then the statement
1. a) lim
n→∞
P∗ (d (X,Xn) ≥ ε) = 0 ∀ε > 0,
b) lim
n→∞




E |f(X)− f(Xn)| = 0 ∀f ∈ Bb(C).
Additionally, if there exists some null set N ⊂ Ω such that X(Ω \N) is separable, then
the converse implication is also true.
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Moreover, we give a version of Theorem 1.7 in a topologically more general setup,
which reads as follows (the topological terminologies are given in subsection 2.1).
Theorem 1.8. Let (Ω,F ,P) be some probability space and (E,D) be a gauge space.
Furthermore, let X,Xn : Ω → E, n ∈ N be measurable maps and assume that PX is
outer regular and there exists some null set N ⊂ Ω such that X(Ω\N) is Lindeöf. Then
the following statements are equivalent
1. a) lim
n→∞
P∗ (d (X,Xn) ≥ ε) = 0 ∀ε > 0, d ∈ D,
b) lim
n→∞
PXn (O) = PX (O) for all open O ⊂ E.
2. lim
n→∞
E |f(X)− f(Xn)| = 0 ∀f ∈ Bb(E).
Remark 1.9. To the best of our knowledge, this kind of convergence has not been studied
systematically. In this work, it is a key element for proving the strong Feller property
together with the approach of Maslowski and Seidler, see [14]. In subsection 3.1, we
introduce the underlying strategy, which is applicable to a much more general setup.
Additionally, in subsection 2.3 we give some examples to compare the different con-
vergence concepts.
Remark 1.10. The continuity assumption in condition (C3) might look artificial. How-
ever, the following example illustrates that the strong Feller property is not given in
general if one drops this assumption. Consider the SDDE (with r = 1)





1 if x ≥ 0,
−1 if x < 0.
This equation has for each initial value a unique strong solution, which can be con-
structed recursively. Now, set yn ≡ −1/n, n ∈ N, then one has
X0(1) = W (1) + 1,
Xyn(1) = W (1)− 1− 1
n
.
Thus, the strong Feller property is not given.
Remark 1.11. In appendix B, we consider the strict topology on the space of bounded,
continuous functions as an example of a non-metrizable, locally convex space where
all assumptions of Theorem 1.8 are fulfilled. The strict topology is used for Markov
processes with a state space that is not locally compact, see [20].
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2. Convergence of Random Variables in Topological Spaces
and Examples
2.1. Preliminaries
Definition 2.1. A topological space X is called Lindelöf if every open cover of X has a
countable subcover. X is called hereditarily Lindelöf if every open set of X is Lindelöf
with respect to the subspace topology.
Definition 2.2. Let E be some nonempty set and D be a nonempty set of pseudometrics
on E. Then we call (E,D) a gauge space and its topology shall be generated by
{
Bdr (x) : x ∈ E, d ∈ D, r > 0
}
where
Bdr (x) := {y ∈ E : d(x, y) < r} , x ∈ E, d ∈ D, r > 0.
Definition 2.3. A Borel probability measure P on a topological space (E, T ) is called
outer regular if for all Borel sets A ∈ B(E) and ε > 0 there exists some open O ∈ T
with A ⊆ O such that
P(O \A) < ε.
2.2. Convergence of Random Variables in Topological Spaces
At the beginning we prove the following abstract lemma.
Lemma 2.4. Let (Ω,F ,P) be some probability space and (E,E) be a measurable space.
Furthermore, let Xn : Ω → E, n ∈ N be a sequence of measurable maps, X : Ω → E be
measurable and S ⊆ E such that
∀A ∈ E, ε > 0 ∃S ∈ S : PX(A∆S) < ε




P (X ∈ S,Xn /∈ S) = 0 for all S ∈ S,
b) lim
n→∞
PXn (A) = PX (A) for all A ∈ E.
2. lim
n→∞
E |f(X)− f(Xn)| = 0 ∀f ∈ Bb(E).
Proof. Implication 2. ⇒ 1. is trivial. Hence, we only show implication 1. ⇒ 2. Since f
is bounded, it suffices to prove for all A ∈ E
lim
n→∞
P (X ∈ A,Xn /∈ A) = 0.
Let ε > 0. By assumption, there exists some S ∈ S such that
PX(A∆S) < ε.
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Now, choose n0 ∈ N large enough such that
PXn (A∆S) < ε
for all n ≥ n0. Then one has for all n ≥ n0
P (X ∈ A,Xn /∈ A) ≤ P (X ∈ S,Xn /∈ S) + 2ε.
By assumption, one obtains
lim
n→∞
P (X ∈ A,Xn /∈ A) ≤ 2ε.
Since ε > 0 was chosen arbitrarily, the proof is complete.
Remark 2.5. Let (E, T ) be a topological space and (Pn)n∈N be a sequence of probability
measures that converges pointwise on T to some outer regular probability measure, i.e.
lim
n→∞
Pn(O) = P(O) ∀O ∈ T .
Then one has pointwise convergence on all Borel sets:
lim
n→∞
Pn(A) = P(A) ∀A ∈ B(E).
This can be seen as follows. Let A ∈ B(E) and ε > 0. Since P was assumed to be outer
regular, one can find an open set O ⊇ A and a closed set C ⊆ A such that
P(O \ C) < ε.
By assumption, it follows
P(C) = lim
n→∞
Pn(C) ≤ lim inf
n→∞






P(A)− ε ≤ lim inf
n→∞
Pn(A) ≤ lim sup
n→∞
Pn(A) ≤ P(A) + ε ∀ε > 0.
Now, one can apply the previous lemma to the topological context, which reads as
follows.
Corollary 2.6. Let (Ω,F ,P) be some probability space and (E, T ) be a topological space.
Furthermore, let Xn : Ω→ E, n ∈ N be a sequence of measurable maps and X : Ω→ E
be measurable such that the measure PX is outer regular. Then the following statements
are equivalent
1. for all open O ∈ T holds
a) lim
n→∞
P (X ∈ O,Xn /∈ O) = 0,
b) lim
n→∞
PXn (O) = PX (O).
7





E |f(X)− f(Xn)| = 0 ∀f ∈ Bb(E).
Remark 2.7. For a separable metric space (E, d), it holds
B(E × E) = B(E)⊗ B(E).
If one drops the separability assumption, this may fail. See for example E = 2R equipped
with the discrete topology. Consequently, for two measurable random variables X,Y :
Ω→ E, the map
Ω 3 ω 7→ d(X(ω), Y (ω))
could be not measurable. To overcome this problem, one can use the outer measure
P∗ (A) := inf {P(B) : A ⊂ B, B measurable}
to evaluate
P∗ (d(X,Y ) ≥ ε) , ε > 0.
This provides a natural definition of convergence in probability for non-separable metric
spaces. For a discussion in detail, see [21].
Lemma 2.8. Let (Ω,F ,P) be some probability space and (E,D) be a gauge space. Fur-
thermore, let X,Xn : Ω → E, n ∈ N be measurable maps and assume that PX is outer
regular and there exists some null set N ⊂ Ω such that X(Ω \N) is Lindelöf. Then the
following statements are equivalent
1. lim
n→∞
P∗ (d (X,Xn) ≥ ε) = 0 ∀ε > 0, d ∈ D,
2. lim
n→∞
P (X ∈ O,Xn /∈ O) = 0 for all open O ⊂ E.
Proof. 1.⇒ 2. : Without loss of generality, one can assume
max(d1, d2) ∈ D ∀d1, d2 ∈ D.
Let O ⊆ E be open and δ > 0. The probability measure PX was assumed to be outer
regular. Thus, there exists an open set V with E \O ⊆ V and
PX (V ∩O) < δ.










Bdxrx (x) ∪ V,
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X ∈ Bdiri (xi), Xn /∈ Bdiri (xi)
)
+ δ





X ∈ Bdr (x), Xn /∈ Bdr (x)
)
= 0 ∀d ∈ D, x ∈ E, r > 0.
Let d ∈ D, x ∈ E and r > 0. By assumption, one has
lim
n→∞
P∗ (d (X,Xn) ≥ ε) = 0 ∀ε > 0.
Now, we show that every subsequence of (Xn)n∈N has a subsequence that converges
pointwise to X with respect to d almost surely. This can be seen as follows. Let
(Xnk)k∈N be a subsequence of (Xn)n∈N. Now, for each l ∈ N choose kl ∈ N large







































































































Consequently, every subsequence of (Xn)n∈N has a subsequence that converges pointwise





X ∈ Bdr (x), Xn /∈ Bdr (x)
)
= 0.
2.⇒ 1. : Let ε, δ > 0 and d ∈ D. Since X(Ω \N) was assumed to be Lindelöf, one can








with suitable x1, . . . , xm ∈ E. Then one has


































X ∈ Bdε (xi), Xn /∈ Bdε (xi)
)
+ δ
By assumption, it follows
lim
n→∞
P∗ (d (X,Xn) ≥ ε) ≤ δ
for all δ > 0, which completes the proof.
Definition 2.9. In a topological space a Gδ-set is an intersection of countably many
open sets. A topological space is called a Gδ-space if every closed set is a Gδ-set.
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Lemma 2.10. Let (E, T ) be a Gδ-space. Then every Borel probability measure P on E
is outer regular.
Proof. The proof is standard and can be found for polish spaces in [5, p. 224-225].
Consider the set A
A := {A ∈ B(E) : A and E \A outer regular} .
Clearly, A is a σ-algebra. Therefore, it is sufficient to show that every closed C ⊆ E is
contained in A. By assumption, each closed set is a countable intersection of open sets,
which completes the proof.
Remark 2.11. Examples for Gδ-spaces are metric spaces and hereditarily Lindelöf gauge
spaces.
Proof of Theorem 1.7. By Corollary 2.6 and Lemma 2.8, it is sufficient to show
lim
n→∞




P∗ (d(X,Xn) ≤ ε) = 0 ∀ε > 0
implies that every subsequence of (Xn)n∈N has a subsequence that converges almost
surely. Thus, it follows
lim
n→∞
1O(X)1E\O(Xn) = 0 in probability,
which proofs the implication. Under the additional assumption, one can apply Lemma
2.8 again to conclude the reverse direction.
Proof of Theorem 1.8. This is a consequence of Corollary 2.6, Lemma 2.8 and Lemma
2.10.
2.3. Examples
In this subsection we want to give some examples for the reader’s convenience. At
first, two rather trivial examples are given to discuss the equivalence from Theorem 1.7.
Then we consider two one-dimensional SD(D)Es to investigate the difference between
the strong Feller property and its “improved” version.
1. In this simple example we show that pointwise convergence of random variables
does not imply the convergence type discussed in this section. However, if one
adds Gaussian terms, the convergence follows. Consider a sequence (xn)n∈N in Rd




C. On the Strong Feller Property of Stochastic Delay Differential Equations
with Singular Drift
67





On the other hand, let N be a standard Gaussian random variable and consider
instead the sequence




E |f(Yn)− f(Y )| = 0 ∀f ∈ Bb(R).
2. This example is rather trivial. It shows that pointwise convergence of measures
does not imply the convergence type discussed in this section. Let X ∼ N (0, 1) be
a standard Gaussian random variable and define
Xn := −X ∼ N (0, 1).
It holds
P(X ∈ A) = P(Xn ∈ A) ∀n ∈ N, A ∈ B(R).
Obviously, Xn does not converge to X in probability and it holds
E
∣∣1R≥0(X)− 1R≥0(Xn)
∣∣ = 1 ∀n ∈ N.
3. In this example we show that pathwise uniqueness and the strong Feller prop-
erty already implies almost sure convergence for solutions of one-dimensional non-
delay equations. Consequently, in this setting, there is no difference between the
strong Feller property and it’s “improved” version. Now, assume we have a one-
dimensional SDE that has a unique strong solution for each real initial value
dXx(t) = b(t,Xx(t))dt+ σ(t,Xx(t))dW (t),
Xx(0) = x ∈ R
where W is a d-dimensional Brownian motion on some probability space, and
b : R≥0 × R → R and σ : R≥0 × R → R1,d are measurable. Assume furthermore
that X has the Feller property, i.e.
lim
y→x
Ef(Xy(t)) = Ef(Xx(t)) ∀f ∈ Cb(R).
Then for every sequence (xn)n∈N ⊂ R with xn → x and t > 0, one has
Xxn(t)→ Xx(t) a.s.
In particular, by Theorem 1.7, the strong Feller property is equivalent to
lim
n→∞
E |f(Xxn(t))− f(Xx(t))| = 0 ∀f ∈ Bb(R).
12
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This can be seen as follows: by uniqueness, one has monotonicity for the solutions,
i.e. for all x ≤ y holds
Xx(t) ≤ Xy(t) ∀t ≥ 0 a.s.




Xxn(t) ∀t ≥ 0 a.s.





X̃(t) ≥ Xx(t) ∀t ≥ 0 a.s.
Thus, X̃ is a modification of Xx.
4. In this example we show that the implication from the previous example is not
given if the dispersion coefficient depends on the past. Especially, condition (C2)
is not fulfilled. For the sake of overview, we embed real constants in C naturally.
Now, let us consider the one-dimensional SDDE (with r = 1)
dXx(t) = sgn(Xx(t− 1))dW (t)
X0 = x ∈ C
where we use the convention
sgnx =
{
1 if x ≥ 0,
−1 if x < 0.
This SDDE can be solved uniquely by constructing the solution recursively. By
Levy’s characterization, each solution Xx is distributed on R≥0 like a shifted Brow-
nian motion, in particular
Xxt ∼Wt + x(0) ∀t > 1.
It is not difficult to show that one has for t > 1
lim
y→x
Ef(Xyt ) = limy→x
Ef(Wt + y(0)) = Ef(Wt + x(0)) = Ef(X
x
t ) ∀f ∈ Bb(R),
see for example [6]. So, X has the strong Feller property with respect to the state
space C. On the other hand, one has for all y ≥ 0, x < 0
‖Xy2 −Xx2 ‖∞ ≥ |Xy(1)−Xx(1)| = |2W (1) + y − x| a.s.
Therefore, convergence in probability is not given. In particular, the strong Feller
property does not coincide with it’s “improved” version.
13
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3. Application to Stochastic Delay Differential Equations
3.1. Introduction to the Method
In this subsection, we want to illustrate the strategy to prove Theorem 1.6, which is
based on an approach of Maslowski and Seidler, see [14], and the convergence discussed
in section 2. In order, we make use of a toy example with state space Rd. Consider the
equation
dXx(t) = b(t,Xx(t))dt+ σdW (t),
Xx(0) = x ∈ Rd
where W is some d-dimensional Brownian motion, σ ∈ Rd×d is invertible, b : R≥0×Rd →
Rd is measurable and for every T > 0 there exists some CT ∈ R with
〈b(t, u)− b(t, v), u− v〉 ≤ CT |u− v|2 ∀u, v ∈ Rd, t ∈ [0, T ],
|b(t, u)| ≤ CT ∀u ∈ Rd, t ∈ [0, T ].
Additionally, we consider its drift-free equation
dMx(t) = σdW (t),
Mx(0) = x ∈ Rd,
which is trivial in that case for the sake of simplicity. Observe that both equations have
a unique strong solution and the drift-free one depends continuously on the initial value
in the sense that
lim
n→∞
Mxn(t) = Mx(t) in probability
for each sequence (xn)n∈N ⊂ Rd converging to x. Now, one can observe that M has the
strong Feller property, i.e.
lim
y→x
Ef(My(t)) = Ef(Mx(t)) ∀f ∈ Bb(Rd).
Also, PXx has a Girsanov density with respect to PMx , i.e.





















≤E[Dx(t)(f(Mx(t))− f(My(t)))] + ‖f‖∞E |Dx(t)−Dy(t)| .
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By Theorem 1.7, one has
lim
y→x




Dx(t)f(Mxn(t)) = Dx(t)f(Mx(t)) in probability




E[Dx(t)(f(My(t))− f(Mx(t)))] = 0.
Consequently, it remains to show
lim
y→x
E |Dx(t)−Dy(t)| = 0.
Assume for a moment that one has
lim
n→∞
Dxn(t) = Dx(t) in probability
for each sequence (xn)n∈N ⊂ C converging to x. Since one has EPDz(t) = 1 and
Dz(t) ≥ 0 for all z ∈ C, one could apply Fatou’s lemma to conclude
2− lim
n→∞
EP |Dxn(t)−Dx(t)| = lim
n→∞
EP (D
x(t) +Dxn(t)− |Dxn(t)−Dx(t)|) ≥ 2
and the desired L1-convergence follows. Thus, it suffices to show
lim
n→∞
Dxn(t) = Dx(t) in probability






|b(s,My(s))− b(s,Mx(s))|2 ds = 0,
by the martingale isometry. However, this is a direct consequence of Theorem 1.7.




By Itō’s formula and Gronwall’s lemma, one can easily show
lim
n→∞
Xxn(t) = Xx(t) in probability
for each sequence (xn)n∈N ⊂ Rd converging to x. Thus, it even follows
lim
y→x
E |f(Xy)(t)− f(Xx(t))| = 0
15




The well-posedness and the strong Feller property of the drift-free equation, the exis-
tence of densities of Xx with respect to Mx, x ∈ Rd, and their convergence in probability
are exactly the requirements Maslowski and Seidler needed for one of their approaches to
show the strong Feller property, cf. Theorem 2.1 in [14]. Theorem 1.7 systematically ex-
tends their approach by showing the convergence of the densities even for discontinuous
drift coefficients.
Now, we can summarize the strategy for showing the strong Feller property in a few
steps without specifying the details: show that
1. the drift-free version of the original equation has a unique strong solution Mx for
each initial value x.







3. The equation with drift has for each initial value x a weak solution Xx that is
unique in distribution.
4. For every initial value x, PXx has a density with respect to PMx such that for any









As illustrated by the previous example, Theorem 1.7 is the key element for verifying
this step since one has to deal with discontinuous coefficients.
If, in addition, the equation with drift has for each initial value x a unique strong solution






then one can apply Theorem 1.7 again to deduce the “improved” version of the Feller
property.
3.2. A-priori Estimates, Uniqueness and Existence
In the sequel, denote by Mx, x ∈ C the global, unique strong solution of
dMx(t) = σ (t,Mx(t)) dW (t),
Mx0 = x.
Remark 3.1. Condition (C3) implies the following important property of the delay drift
B: for all α > 0 and T > 0 there exists a Kα,T > 0 such that
|B(t, x)| ≤ α ‖x‖+Kα,T ∀t ∈ [0, T ].
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In the sequel, this property will be exploited to show that the Novikov-condition is
fulfilled for various Girsanov densities.


























for some constant C = C(d, p′, q′, T, Cσ). In particular, the constant C is independent
of the initial value x ∈ C.
Proof. This follows directly from Theorem 2.1 in [26].







there exists a constant CR = CR(d, p







for all f ∈ Lq′p′(T ) with ‖f‖Lq′
p′ (T )
≤ R.
Proof. See Lemma 2.2 in [1].

















Proof. See Lemma 2.4 in [1].
Theorem 3.5. Assume conditions (C1), (C2) and (C3). Then for every initial val-
ues x ∈ C, equation (1) has a global weak solution. Moreover, for each weak solution














ax(t) := σ(t,Mx(t))−1 [B(t,Mxt ) + b(t,M
x(t))] , t ∈ [0, T ]
for all measurable A ⊂ C([−r, T ],Rd). In addition, if condition (C4) holds, equation (1)
admits a unique strong solution.
17
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Proof. At first, we show the existence of a weak solution. The additional statement
about the pathwise uniqueness has been shown in [1], Theorem 1.5, and the existence of
a strong solution then follows from the Theorem of Yamada and Watanabe [25].
The strong solution Mx is by definition (Ft)t≥0-adapted where (Ft)t≥0 is the aug-
mented filtration generated by W . Next, we construct a probability measure on
F∞ := σ (Ft : t ≥ 0)
such that Mx is a global weak solution for equation (1). By Lemma 3.3, Lemma 3.4,



















for all α ∈ R and T > 0. Therefore, Novikov’s condition is fulfilled and Girsanov’s
theorem is applicable, which gives that
W̄ (t) := W (t)−
∫ t
0
σ(s,Mx(s))−1ax(s)ds, t ≥ 0















and (Mx, W̄ , P̄T ) is a weak solution of (1) on [−r, T ] for each T > 0. Additionally, one
has for 0 < T1 < T2
P̄T1(A) = P̄T2(A) ∀A ∈ FT1 ,
so the probability measure on F∞ uniquely defined by
P̄(A) := PT (A) ∀T > 0, A ∈ FT
is indeed well-defined and (Mx, W̄ , P̄) is a global weak solution.
Now, let (Xx, W̃ x,Qx) be a weak solution on some time interval [0, T ], T > 0. The
following approach is inspired by the techniques used in [13]. Define
τn(ω) := inf {s ≥ 0 : |ω(s)| ≥ n} ∧ T, ω ∈ C([−r, T ],Rd), n ∈ N.
Then the stopped process Xx,n(t) := Xx(t ∧ τn(Xx)), t ∈ [−r, T ] fulfills the equation
dXx,n(t) = 1τn(Xx,n)≤t [B(t,X
x,n
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x(t), t ≥ 0



















The process Xx,n solves the equation
dXx,n(t) = b(t,Xx,n(t))dt+ σ(t,Xx,n(t))dW̃ x,n(t), t ∈ [0, τn(Xx,n)],
Xx,n0 = x.
Such a solution is unique by Theorem 1.3 in [26], i.e.
Xx,n(t) = Y x,n(t), t ∈ [−r, τn(Xx,n)]
where Y x,n is the unique strong solution of
dY x,n(t) = b(t, Y x,n(t))dt+ σ(t, Y x,n(t))dW̃ x,n(t),
Y x,n0 = x
and it holds
τn(Xx,n) = τn(Y x,n) a.s.
Consequently, the process Xx,n is distributed, with respect to Qx,n, as the stopped




Qx(τn(Xx) = T,Xx ∈ A)
= lim
n→∞
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for all measurable A ⊂ C([−r, T ],Rd). On the other hand, by Lemma 3.3, the process
Ŵ (t) := W (t)−
∫ t
0
σ(s,Mx(s))−1b(s,Mx(s))ds, t ≥ 0















and Mx solves the equation
dMx(t) = b(t,Mx(t))dt+ σ(t,Mx(t))Ŵ (t)
Mx0 = x.
Again, by uniqueness in distribution, one has P̂Mx = Q
x,n
































































B(t, Y x,nt )
>
(







(2b(t, Y x,n(t)) +B(t, Y x,nt ))
>
(
σ(t, Y x,n(t))σ(t, Y x,n(t))>
)−1






















for all measurable A ⊂ C([−r, T ],Rd).
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Lemma 3.6. Assume conditions (C1), (C2) and (C3). Let T > 0, R > 0 and p′, q′ ∈




















with a constant CR = CR(p, q, p








with a constant C > 0.
Proof. As before, let
ax(t) := σ(t,Mx(t))−1 (B(t,Mxt ) + b(t,M
x(t))) , t ∈ [0, T ].

























































The uniform bound follows from condition (C3), Lemma 3.3 and Lemma 3.4. By Lemma
3.2, one has ∫ T
0



















is continuous, which provides the existence of the desired constant.
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Lemma 3.7. Assume conditions (C1), (C2) and (C3) and let T > 0 be given. Then















‖x‖2∞ + (16dCσT )−1 ‖x‖2∞
)
for all 0 ≤ α < (4dCσT )−1 and a constant C = C(d, T, Cσ, p, q, ‖b‖Lqp(T ) , gT ).
Proof. As before, let
ax(t) := σ(t,Mx(t))−1 (B(t,Mxt ) + b(t,M
x(t))) , t ∈ [0, T ].











































for constants C1, C2 and C3 that only depend on d, T , Cσ, p, q, ‖b‖Lqp(T ) and gT . By





































































‖x‖2∞ + (16dCσT )−1 ‖x‖2∞
)
for a constant C = C(d, T, Cσ, p, q, ‖b‖Lqp(T ) , gT ).
22




The following stability result has essentially been shown in [1], where σ was supposed








, i, j = 1, . . . , d.
Formally, condition (C2) does not imply this integrability assumption and for the con-
venience of the reader, we provide the completely similar proof.
Theorem 3.8. Assume conditions (C1), (C2), (C3) and (C4). Then one has for any
T0, R > 0 and γ ≥ 1
E ‖Xxt −Xyt ‖
γ
∞ ≤ C ‖x− y‖γ∞ , 0 ≤ t ≤ T0
for all x, y ∈ C with ‖x‖∞ , ‖y‖∞ ≤ R and some constant C depending only on γ, d, p,
q, T0, Cσ, ‖b‖Lqp(T0), gT , CB and R.





of the coordinatewise PDE system
∂tũ(t, x;T ) + Ltũ(t, x;T ) + b(t, x) = 0,
ũ(T, x;T ) = 0













<∞, i = 1, . . . , d
and by the embedding Theorem A.2, there exists a uniform δ such that for all 0 ≤ S ≤ T
with T − S ≤ δ
|ũ(t, x;T )− ũ(t, y;T )| ≤ 1
2
|x− y|
for all t ∈ [S, T ] and x, y ∈ Rd. Furthermore, the function
u(t, x;T ) := ũ(t, x;T ) + x
satisfies coordinatewise the equation
∂tu(t, x;T ) + Ltu(t, x;T ) = 0,
u(T, x;T ) = x.
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Proof. Choose δ > 0 like above. By induction, it suffices to prove for every 0 ≤ S ≤ T ≤




∞ ≤ C1 ‖x− y‖
γ




∞ ≤ C2 ‖x− y‖
γ
∞ ∀x, y ∈ C, ‖x‖∞ , ‖y‖∞ ≤ R
with some constants C1 and C2 depending only on γ, d, p, q, T0, Cσ, ‖b‖Lqp(T0), gT , CB
and R. For the sake of simplicity, we write u(·) := u(·;T ). Furthermore, define
Y x(t) := u(t,Xx(t)), S ≤ t ≤ T,
Y y(t) := u(t,Xy(t)), S ≤ t ≤ T.
By the choice of δ, one has for the difference processes Z(t) := Xx(t) − Xy(t) and




∣∣∣ ≤ |Z(t)| ≤ 3
2
∣∣∣Z̃(t)
∣∣∣ , S ≤ t ≤ T.
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=I1 + I2 + I3 + I4
where c > 0 is a constant depending only on γ, d, p, q, T0, Cσ, ‖b‖Lqp(T0), gT , CB and
R. The idea is to apply the stochastic Gronwall Lemma A.5. To get rid of the badly
behaving terms I2 and I4, one can use a suitable multiplier of the form e
−A(t) - as in [8]














for S ≤ t ≤ T . To show that A is indeed well defined, it suffices to show the existence








Since u belongs coordinatewise to Hq2,p(T0) and by condition (C2), it holds



















. Hence, by Young’s inequality,
Lemma 3.6 and Lemma 3.7, it suffices to show for all R̃ > 0 the existence of a constant
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(M|∇f | (Xx(s)) +M|∇f | (Xy(s)))2 ds
)
≤CR̃




































≤ C̃C1 ‖x− y‖γ∞
for a constant C̃ = C̃(γ, d, p, q, Cσ, T0, ‖b‖Lqp(T0) , gT , CB, R). Due to the estimates from



























for some constant C2 = C2(γ, d, p, q, Cσ, T0, ‖b‖Lqp(T0) , gT , CB, R).
3.4. Strong Feller Property
The following theorem is a consequence of a log-Harnack inequality that has been shown
in [24] and requires the Lipschitz-continuity of σ in space.
Theorem 3.9. Assume condition (C2). Then one has for all t > r
lim
y→x
Ef(Myt ) = Ef(M
x
t ) ∀f ∈ Bb(C).
Although, the drift-free equation has no delay, we need the strong Feller property with
respect to the state space of path segments C. For Theorem 3.9, we do not know so far








, i, j = 1, . . . , d.
Then the following results would still hold even with that weaker assumption.
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|b(t,Mx(t))− b(t,My(t))|2 dt = 0.
Proof. By Theorems 1.7 and 3.9, one has for all t > 0
lim
y→x
E |f(Mx(t))− f(My(t))| = 0 ∀f ∈ Bb(Rd).









|f(t,Mx(t))− f(t,My(t))| dt = 0.
Consequently, b(·,Mxn(·)) converges to b(·,Mx(·)) in measure with respect to P⊗λ|[0,T ]








1|b(t,My(t))|≥α |b(t,My(t))|2 dt = 0.
Hence,
{
|b(t,My(t))|2 : y ∈ C
}
is uniformly integrable and the stated L2-convergence
follows.





t ) = EQxf(X
x
t ) ∀f ∈ Bb(C).
Let f ∈ Bb(C), then one has by Theorem 3.5
EQxf(X
x
t )− EQyf(Xyt )
=EP(D
x(t)f(Mxt ))− EP(Dy(t)f(Myt ))
=EP[D
x(t)(f(Mxt )− f(Myt ))] + EP[(Dx(t)−Dy(t))f(Myt )]
≤EP[Dx(t)(f(Mxt )− f(Myt ))] + ‖f‖∞EP |Dx(t)−Dy(t)|
where we define for every z ∈ C


















for each sequence (xn)n∈N ⊂ C converging to x. Applying Theorems 1.7 and 3.9, gives
lim
y→x
EP |f(Myt )− f(Mxt )| = 0
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Dx(t)f(Mxnt ) = D
x(t)f(Mxt ) in probability





x(t)(f(Myt )− f(Mxt ))] = 0.
Consequently, it remains to show that
lim
y→x
EP |Dy(t)−Dx(t)| = 0.
Since one has EPD




Dxn(t) = Dx(t) in probability.
This can be seen as follows: then by Fatou’s lemma,
2− lim
n→∞
EP |Dxn(t)−Dx(t)| = lim
n→∞
EP (D
x(t) +Dxn(t)− |Dxn(t)−Dx(t)|) ≥ 2







|ay(s)− ax(s)|2 ds = 0
















|B(s,Mys ) + b(s,My(s))−B(s,Mxs )− b(s,Mx(s))|2 dt.
The second term converges to zero by condition (C3), Theorem 1.7, Lemma 3.4, Theorem
3.9 and Lemma 3.10. Moreover, for each sequence (xn)n∈N ⊂ C converging to x,
lim
n→∞
∥∥∥σ (·,Mxn(·))−1 − σ (·,Mx(·))−1
∥∥∥
op
= 0 in measure w.r.t. P⊗ λ|[0,t]
holds by Theorem 3.8, the continuity of σ in space and the continuity of the inverting
map A 7→ A−1 on the space of invertible matrices. Additionally, one can bound the first
integrand by
2Cσ |B(·,Mx· ) + b(·,Mx(·))|2 ,
which is P⊗λ|[0,t]-integrable by Lemma 3.2. Consequently, one can apply the dominated
convergence theorem and the proof is complete.
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Theorem A.1. Assume conditions (C1) and (C2). Then for any T > 0 and f ∈ Lqp(T ),
there exists a unique solution u ∈ Hq2,p(T ) of the following PDE
∂tu(t, x) + Ltu(t, x) + f(t, x) = 0,
u(T, x) = 0
with the bound
‖u‖Hq2,p(S,T ) ≤ C ‖f‖Lqp(S,T )
for any S ∈ [0, T ] and some constant C = C(T,Cσ, p, q, ‖b‖Lqp(T )) > 0.
Proof. See [26].
Theorem A.2. Let p, q ∈ (1,∞), T > 0 and u ∈ Hq2,p(T ).
1. If dp +
2
q < 2, then u is a bounded Hölder continuous function on [0, T ] × Rd and














there exists a constant N = N(p, q, ε, δ) such that

















‖u‖Hq2,p(T ) + T ‖∂tu‖Lqp(T )
)
for all s, t ∈ [0, T ] and x, y ∈ Rd, x 6= y.
2. If dp +
2
q < 1, then ∇u is a bounded Hölder continuous function on [0, T ]×Rd and








there exists a constant N = N(p, q, ε) such that



















‖u‖Hq2,p(T ) + T ‖∂tu‖Lqp(T )
)
for all s, t ∈ [0, T ] and x, y ∈ Rd, x 6= y.
Proof. See [7, p. 22, 23, 36].
In the next lemma we identify every u ∈ Hq2,p with its regular version.
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Lemma A.3 (Itō formula for Hq2,p-functions). Let T > 0, p > 1 and q > 1 satisfying




dX(t) = b(t)dt+ σ(t)dW (t)
where W is a d-dimensional Brownian motion, b : Ω× [0, T ]→ Rd and σ : Ω× [0, T ]→









= 1, i, j = 1, . . . , d
for some 1 < δ ≤ ∞ where a := σσ>. Furthermore, assume that there exists a constant








for all f ∈ Lq/δ
∗
p/δ∗(T ) where δ
∗ denotes the conjugate exponent of δ. Then for any u ∈
Hq2,p(T ), the Itō formula holds, i.e.






























where Br is the Euclidean ball of radius r. The following result is cited from [26].
Lemma A.4.




and x, y ∈ Rd,
|φ(x)− φ(y)| ≤ Cd |x− y| (M|∇φ| (x) +M|∇φ| (y)) .





‖Mφ‖Lp ≤ Cd,p ‖φ‖Lp.
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Lemma A.5. Let Z be an adapted non-negative stochastic process with continuous paths







where C ≥ 0, K ≥ 0 and M is a continuous local martingale with M(0) = 0. Then for
each 0 < p < 1, there exist universal finite constants c1(p), c2(p) (not depending on K,







≤ Cpc2(p)ec1(p)KT for every T ≥ 0.
Proof. See [23].
B. The Strict Topology on Cb(E)
In this subsection we want to consider the strict topology for the function space Cb(E)
of bounded, continuous functions on a polish space E as a nontrivial example where the
results given before are applicable.
In this subsection, we assume that E is a polish space. Equipping Cb(E) with the
usual supremum norm might have some drawbacks if E is not (locally) compact. A
well-known result is the following
Proposition B.1. (Cb(E), ‖·‖∞) is separable iff E is compact.
Additionally, if E is not locally compact, the dual space of (Cb(X), ‖·‖) may not
coincide with the space of complex Borel measures on E. That might give rise to consider
different topologies on Cb(E). The strict topology on Cb(E) is defined as follows.
Definition B.2. Define
H+(E) := {u : E → R≥0 : {u ≥ α} compact for all α > 0} .
Then the strict topology β on Cb(E) shall be generated by the seminorms
ρu(f) := ‖uf‖∞ , f ∈ Cb(E).
Remark B.3. It turns out that a sequence converges with respect to the strict topology
iff the sequence converges uniformly on compact sets and is uniformly bounded (both
with respect to the supremum norm).
The strict topology has a rich structure and is discussed deeply in the context of
Markov processes and Feller semigroups in [20]. A remarkable property is the following:
the topology β is the finest locally convex topology such that the dual space coincides
with the space of complex Borel measures on E.
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Definition B.4. A collection N of subsets of E is called a network if for any x ∈ E and
open O ⊆ E with x ∈ O there exists some N ∈ N with x ∈ N ⊆ O.
Lemma B.5. The space (C(E), β) has a countable network. In particular, it is heredi-
tarily Lindelöf.
Proof. The approach is analogous to the one for the topology of pointwise convergence,
which can be found in Lemma 7.1 in [19]. Let B be a countable base for E. Then define
for B ∈ B, m ∈ N, a, b ∈ Q with a < b
[B, a, b,m] := {h ∈ Cb(E) : h(B) ⊆ (a, b), ‖h‖∞ < m}
and






Ai : A1, . . . , An ∈ Ñ , n ∈ N
}
is countable and the candidate for the claimed network. Let f ∈ Cb(E), u ∈ H+(E) and
ε > 0 be given. Then one has to show that there exists some N ∈ N such that
f ∈ N ⊆ {g ∈ Cb(E) : ‖u(g − f)‖∞ < ε} .
The first step is to use the compactness property of u: define








By construction, it holds for each B ∈ B, a, b ∈ Q with a < b
|u(x)(h(x)− f(x))| < ε ∀x ∈ E \K,h ∈ [B, (a, b),m].





So, it remains to show that there exists an N ∈ N with f ∈ N and
|h(x)− f(x)| < ε̃ ∀x ∈ K,h ∈ N.
Since f is continuous, there exists for every x ∈ K a Bx ∈ B with
f(Bx) ⊆ (f(x)− ε̃/4, f(x) + ε̃/4) .
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Now, choose suitable a1, b1, . . . , an, bn with
f(xi) < f(xi)− ε̃/2 < ai < f(xi)− ε̃/4 < f(xi) + ε̃/4 < bi < f(xi) + ε̃/2, i = 1 . . . n.
Then it holds f ∈ ⋂ni=1[Bxi , ai, bi,m] ∈ N and
|h(x)− f(x)| < ε̃ ∀x ∈ K,h ∈
n⋂
i=1
[Bxi , ai, bi,m].
In the following corollary, the space Cb(E) will be implicitly equipped with the strict
topology β.
Corollary B.6. Let (Ω,F ,P) be some probability space and X,Xn : Ω→ Cb(E), n ∈ N
be measurable maps. Then the following statements are equivalent
1. a) lim
n→∞
P (ρu(X −Xn) > ε) = 0 ∀ε > 0, u ∈ H+(E),
b) lim
n→∞
PXn (O) = PX (O) , for all open O ⊂ Cb(E).
2. lim
n→∞
E |f(X)− f(Xn)| = 0 ∀f ∈ Bb(E).
Remark B.7. The strict topology is not metrizable if E is not compact. This can be
seen as follows: assume that (C(E), β) is metrizable and E is not compact. Then the
zero function has a countable neighborhood base and there is a sequence (xn)n∈N in E
that has no cluster points with xn 6= xm if n 6= m. Thus, there exists a countable set
(ui)i∈N ⊂ H+(E) such that
∀u ∈ H+(E) ∃i ∈ N : u(xn) ≤ ui(xn) ∀n ∈ N.




Now, one can construct a û ∈ H+(E) that contradicts to the inequality above. Define
inductively
n1 := 1, ni+1 := inf {n ∈ N : n > ni, ui+1(xn) ≤ 1/(i+ 1)}
and
û (xni) := ui (xni) + 1/i,
û(y) := 0, y ∈ E with @ i ∈ N : y = xni .
Indeed, the function û is well defined and it holds û ∈ H+(E) with
û (xni) > ui (xni) , i ∈ N.
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locally unbounded, functional drift focusing on well-posedness, stability and
the strong Feller property. Following the non-functional case, we consider
integrability conditions and only need minimal continuity assumptions. Our
approach is mainly based on Zvonkin’s transformation [18] and the conver-
gence concept for random variables in topological spaces in [2], which extends
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can still deal with non-regular drifts. This allows extensions in various ways
and are applicable in different, more complex situations.
Keywords: stochastic delay differential equations, stochastic functional dif-
ferential equations, retarded differential equations, strong Feller property,
pathwise uniqueness, regularization by white noise, singular drift, unbounded
drift
MSC 2010: primary 34K50; secondary 60B10, 60B12, 60H10.
1. Introduction
In this paper, we consider stochastic functional differential equations of the following
form
dXx(t) = B(t,Xx)dt+ σ(t,Xx(t))dW (t)





where W is a d-dimensional Brownian motion, B : R≥0 × C(R≥−r,Rd) → Rd is non-
anticipating and σ : R≥0 × Rd → Rd×d is measurable, bounded, non-degenerate and
Lipschitz in space.
Non-functional stochastic differential equations (SDEs) with discontinuous drift have
been extensively studied: Portenko [13], Veretennikov [15] and Zvonkin [18] considered -
among other things - well-posedness for SDEs with bounded, discontinuous drift terms.
Krylov and Röckner have shown existence and uniqueness for locally unbounded drifts
and constant, non-degenerate diffusion coefficients in [10]. Singular SDEs with non-
constant, non-degenerate diffusion matrices have been studied by Mart́ınez, Gyōngy [7]
and Zhang [17]. Additionally, there are numerous results for the strong Feller property
for non-functional, singular SDEs with the Euclidean state space Rd (i.e. [17]).
However, we are interested in the strong Feller property for functional SDEs with the




for some r > 0. Es-Sarhir, von Renesse and
Scheutzow established a Harnack-inequality under Lipschitz conditions and constant,
non-degenerate diffusion matrices in [4], which implies the strong Feller property. Wang
and Yuan proved a log-Harnack inequality for non-constant, non-degenerate diffusion
coefficients in [16]. In [1] and [8] well-posedness has been considered for SDEs with a
drift consisting of a functional part and a non-functional, locally unbounded part. The
strong Feller property has been shown in [2].
To prove the strong Feller property for functional, locally unbounded drifts, we use
the following convergence concept for random variables which has been invented by the
author in [2].
Theorem 1.1. Let (Ω,F ,P) be some probability space and (E, d) be a metric space.
Furthermore, let X,Xn : Ω→ E, n ∈ N be measurable maps. Then the statement
1. a) lim
n→∞
P∗ (d (X,Xn) ≥ ε) = 0 ∀ε > 0,
b) lim
n→∞




E |f(X)− f(Xn)| = 0 for all bounded, measurable f : E → R
where P∗ denotes the outer measure of P. Additionally, if there exists some null set
N ⊂ Ω such that X(Ω \N) is separable, then the converse implication is also true.
Proof. See Theorem 1.7 in [2].
Although it seems to be a general probabilistic but rather abstract result, it can
be applied to the framework of stochastic differential equations. It allows us to show
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for T > r where Mx denotes the solution of equation (1) without drift, i.e.
dMx(t) = σ(t,Mx(t))dW (t)
M0 = x
Roughly speaking, this is the main step for proving the strong Feller property. For
that, Theorem 1.1 is extremely useful, especially to deal with discontinuous coefficients,
which extends the probabilistic approach of Maslowski and Seidler [12]. Remarkably,
the coefficients in the drift-free equation do not depend on the past. For proving well-
posedness and stability we combine Zvonkin’s transformation [18] and combine it with
the convergence result Theorem 1.1. In both cases, we extensively make use of Krylov’s
estimate for semimartingales [9].
Notation 1.2. If not stated otherwise, W will be a d-dimensional Brownian motion on
some arbitrary but fixed probability space (Ω,F ,P) and every strong solution shall be
defined on this space.
However, weak solutions of equation (1) might be defined on different filtrated prob-
ability spaces. Therefore, we use the short hand notation (Xx, W̃ x,Qx) where Xx is an
adapted, continuous stochastic process, W̃ x is an adapted Brownian motion, both with
respect to some filtrated probability space (Ω̃x, F̃x,Qx, (F̃t)xt≥0), and (Xx, W̃ x) solves
equation (1) with initial value x.





|F (t, x)|d+1 dxdt <∞
and C1 = C1(T ), C2 = C2(T ) ≥ 0 with
∫ t
0
|B(s, x)|2 ds ≤
∫ t
0
|F (s, x(s))| ds+ C1 sup
s∈[−r,t]
|x(s)|2 + C2





Condition C2. arleta Assume that for all T > 0 there exists some Cσ = Cσ(T ) > 0
such that
1. C−1σ Id×d ≤ σ(t, x)σ(t, x)> ≤ CσId×d ∀t ∈ [0, T ], x ∈ Rd,
2. ‖σ(t, x)− σ(t, y)‖HS ≤ Cσ |x− y| ∀t ∈ [0, T ], x, y ∈ Rd.
Condition C3. Assume that there is an rB̃ ∈ (0, r) such that
B(t, x) = B̃(t, x) + b(t, x(t))








→ Rd measurable where,
for fixed t ≥ 0, B̃(t, x) depends only on x|[−r,t−rB̃ ], i.e.
B̃(t, x) = B̃(t, y) if x(s) = y(s) ∀s ∈ [−r, t− rB̃].
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Condition C4. For t ∈ [0, r) the function x 7→ B(t, x) is continuous. Moreover, for






































equipped with the supremum norm ‖·‖∞. For a process X defined on [t−r, t] with t ≥ 0,
we write
Xt(s) := X(t+ s), s ∈ [−r, 0].
Condition C5. The non-anticipating function B has bounded memory, i.e. it holds
B(t, x) = B(t, y) if x(s) = y(s) ∀s ∈ [t− r, t].
Then we use the abuse of notation




and similarly for B̃ if (C3) is satisfied.
The main results read as follows.
Theorem 1.4 (Existence). Assume (C1) and (C2). Then for each initial value x ∈ C,
equation (1) has a global weak solution (Xx, W̃ x,Qx), which is unique in distribution.
Theorem 1.5 (Pathwise Uniqueness). Assume the localized versions of (C1), (C2)
and (C3). Then local pathwise uniqueness holds for equation (1), i.e. let (Xx,W ) and
(X̂x,W ) be two weak solutions of equation (1) with initial value x ∈ C on some time
interval [0, τ ] for some common Brownian motion W and stopping time τ . Then it
follows Xx = X̂x on [0, τ ] almost surely.
Theorem 1.6 (Strong Feller Property). Assume (C1), (C2), (C4) and (C5). Let
(Xx, W̃ x,Qx) be weak solutions with initial value x ∈ C. Then one has the strong Feller





t ) = EQxf(X
x
t ) ∀f ∈ Bb(C).
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Theorem 1.7 (Stability). Assume (C1), (C2),(C3), (C4) and (C5). Let Xx be the
strong solutions with initial value x ∈ C. Then one has
lim
y→x
E ‖Xyt −Xxt ‖
γ
∞ = 0
for all 0 < γ < 2 and for t > r
lim
y→x
E |f(Xyt )− f(Xxt )| = 0 ∀f ∈ Bb(C).
Remark 1.8.
1. Conditions (C1) and (C4) are closed under linear combinations.





for some Borel measure µ on [−r, 0]. Then (C1) is fulfilled if k is of at most linear






If x 7→ k(t, x) is additionally continuous for t ∈ [0, r) then condition (C4) will be
satisfied. The assumption suppµ ⊂ [−r,−rB̃] for some rB̃ ∈ (0, r) implies (C3).
3. The continuity assumption in (C4) is not artificial. Consider the following equation




1 if x ≥ 0,
−1 if x < 0.
Then we have for the strong solutions
X0(1) = W (1) + 1,
X−1/n(1) = W (1)− 1− 1
n
where we denoted constant paths by real numbers. All conditions are fulfilled but
the continuity assumption on the interval [0, r). However, neither the strong Feller
property nor convergence in probability hold.
4. Consider the one-dimensional, deterministic, functional equation
dx(t) = B(t, x(t− 1))dt,
x0 = 0
5






8t7 if t ∈ [0, 1], z ∈ R,
1|z|≤5 |z|−1/8 otherwise.
The drift B fulfills conditions (C1), (C3) and (C4). Computing the solution x
yields for t ∈ [0, 1]
x(t) = t8
Consequently, one has to solve
dx(t) = (t− 1)−1dt
x(1) = 1
for t ∈ [1, 2]. Integrating both sides yields




for each t ∈ (1, 2). It follows that the equation has no global solution in contrast
to its regularized version
dX(t) = B(t,X(t− 1))dt+ dW (t)
although the conditions (C1), (C3) and (C4) are fulfilled.
2. A-priori Estimates and Existence
In the sequel, denote by Mx, x ∈ C the global, unique strong solution of
dMx(t) = σ (t,Mx(t)) dW (t),
Mx0 = x.
Notation 2.1. We denote by ‖·‖op and ‖·‖HS the operator norm and respectively
theHilbert-Schmidt norm for matrices A ∈ Rd×d, i.e.
‖A‖op = sup
v∈Rd,|v|=1





Additionally, we write for a, b ∈ [−∞,+∞]
a ∧ b := min{a, b}, a ∨ b := max{a, b}.
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Lemma 2.3. Assume (C2) and let T > 0, p > d+22 be given. Then one has for all











≤ C ‖f‖Lp([S,T ]×Rd)
for some constant C = C(d, p, T, Cσ). In particular, the constant C is independent of
the initial value x ∈ C.
Proof. This follows directly from Theorem 2.1 in [17].
Lemma 2.4. Assume (C2). Then for any R, T > 0 and p > d+22 there exists a constant











with ‖f‖Lp([0,T ]×Rd) ≤ R.
Proof. See Lemma 2.1 in [17].
















Proof. See Lemma 2.4 in [1].
Let X be a d-dimensional Itō-process of the form
dX(t) = b(t)dt+ σ(t)dW (t)





and let τR be the first exit time of X(t) from the ball BR.
Lemma 2.6 (Krylov’s Estimate). For every stopping time γ and nonnegative Borel



























and N(d) is a constant depending only on the dimension d.
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Corollary 2.7. Assume (C1), (C2) and let T > 0. Furthermore, let (Xx, W̃ x,Qx) be
a solution of equation (1) on some time interval [−r, τ ] where τ is some stopping time











where C = C
(
d, T, C2, Cσ, ‖F‖Ld+1([0,T ]×Rd)
)
is some constant.
Proof. The proof is similar to the one of Corollary 3.2. in [7]. By Krylov’s estimate and

































































Corollary 2.8. Assume (C1), (C2) and let T > 0. Furthermore, let (Xx, W̃ x,Qx) be
a solution of equation (1) on some time interval [−r, τ ] where τ is some stopping time











where C = C
(
d, T, C1, C2, Cσ, ‖F‖Ld+1([0,T ]×Rd)
)
is some constant.
Proof. Applying Gronwall’s lemma and Doob’s maximal inequality.
Corollary 2.9. Assume (C1), (C2) and let T > 0. Moreover, let
(Xx, W̃ x,Qx) be a weak solution of equation (1) on [−r, τ ] for some stopping time 0 ≤




f(t,Xx(t))dt ≤ N ‖f‖Lq(T )
where N = N
(
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Proof. This follows directly from Krylov’s estimate and the Corollaries before.
Theorem 2.10. Assume (C1) and (C2). Then for every initial values x ∈ C, equation
(1) has a global weak solution. Moreover, for each weak solution (Xx, W̃ x,Qx) of equation














ax(t) := σ(t,Mx(t))−1B(t,Mx), t ∈ [0, T ]
for all measurable A ⊂ C([−r, T ],Rd).
Proof. At first, we show the existence of a weak solution. The strong solution Mx is by
definition (Ft)t≥0-adapted where (Ft)t≥0 is the augmented filtration generated by W .
Next, we construct a probability measure on
F∞ := σ (Ft : t ≥ 0)
such that Mx is a global weak solution for equation (1). By Lemma 2.4, Lemma 2.5,
conditions (C1) and (C2), there exist for each T > 0 a partition 0 = T0 ≤ T1, · · · ≤










<∞, i = 1, . . . , n.




























is a martingale and by Girsanov’s theorem,
W̄ (t) := W (t)−
∫ t
0
σ(s,Mx(s))−1B(s,Mx)ds, t ≥ 0
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and (Mx, W̄ , P̄T ) is a weak solution of (1) on [−r, T ] for each T > 0. Additionally, one
has for 0 < T1 < T2
P̄T1(A) = P̄T2(A) ∀A ∈ FT1 ,
so the probability measure on F∞ uniquely defined by
P̄(A) := PT (A) ∀T > 0, A ∈ FT
is indeed well-defined and (Mx, W̄ , P̄) is a global weak solution.
Now, let (Xx, W̃ x,Qx) be a weak solution on some time interval [0, T ], T > 0. The
following approach is inspired by the techniques used in [11]. Define
τn(ω) := inf
{
t ≥ 0 :
∫ t
0
|B(s, ω)|2 ds ≥ n
}
∧ T, ω ∈ C([−r, T ],Rd), n ∈ N.









σ(s,Xx,n(s))−1B(s,Xx,n)ds+ W̃ x(t), t ≥ 0

















The process Xx,n solves the equation
dXx,n(t) = σ(t,Xx,n(t))dW̃ x,n(t), t ∈ [0, τn(Xx,n)],
Xx,n0 = x.
Such a solution is (locally) pathwise unique , i.e.
Xx,n(t) = Mx,n(t), t ∈ [−r, τn(Xx,n)]
where Mx,n is the unique strong solution of
dMx,n(t) = σ(t,Mx,n(t))dW̃ x,n(t),
Mx,n0 = x.
and it holds
τn(Xx,n) = τn(Mx,n) a.s.
10
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Qx(τn(Xx) = T,Xx ∈ A)
= lim
n→∞











































































for all measurable A ⊂ C([−r, T ],Rd).
Lemma 2.11. Assume (C1) with C1 = 0, (C2) and let T > 0, q ≥ d+1 be given. More-
over, let (Xx, W̃ x,Qx) be a weak solution of equation (1) on [−r, τ ] for some stopping









for all R > 0.
Proof. Let
ax(t) := σ(t,Mx(t))−1B(t,Mx), t ∈ [0, T ].
11
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The uniform bound follows from condition (C1) and Lemma 2.4.
Lemma 2.12. Assume (C1) with C1 = 0, (C2) and and let T > 0 be given. Let
(Xx, W̃ x,Qx) be a weak solution of equation (1) on [−r, τ ] for some stopping time 0 ≤

















for all 0 ≤ α < (4dCσT )−1 and a constant C = C
(
d, T, C2, Cσ, ‖F‖Ld+1([0,T ]×Rd)
)
.
Proof. As before, let
ax(t) := σ(t,Mx(t))−1B(t,Mx), t ∈ [0, T ].























for constants K1, K2 and K3 that only depend on d, T , C2, Cσ, ‖F‖Ld+1([0,T ]×Rd). By
12
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for a constant C = C
(
d, T, C2, Cσ, ‖F‖Ld+1([0,T ]×Rd)
)
.
3. Strong Feller Property
The following theorem is a consequence of a log-Harnack inequality that has been shown
in [16] and requires the Lipschitz-continuity of σ in space.
Theorem 3.1. Assume (C2). Then one has for all t > r
lim
y→x
Ef(Myt ) = Ef(M
x
t ) ∀f ∈ Bb(C).










= 0 ∀ε > 0.
Proof. By Theorems 3.1 and 1.1, one has for all t > r
lim
y→x
E |f(Mxt )− f(Myt )| = 0 ∀f ∈ Bb(C).










P⊗ λ|[r,T ] (|B(·,My· )−B(·,Mx· )| > ε) = 0 ∀ε > 0.
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By condition (C4), one has also
lim
y→x




P⊗ λ|[0,T ] (|B(·,My· )−B(·,Mx· )| > ε) = 0 ∀ε > 0.
Now, define for R > 0
BR (t, x) := 1 sup
−r≤s≤t




Each BR, R > 0 fulfills condition (C1) and the suitably modified version of (C4) with










dt <∞, R > 0
by Lemma 2.3, 2.5 and condition (C4). Hence,
{∣∣BR(·,My· )
∣∣2 : y ∈ C
}
is uniformly
integrable for each R > 0. Since
lim
y→x




















= 0 ∀R̃ > 0






























|M z(t)| ≥ R
)
Now, one can let R→∞, which proofs the claim.
14
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Proof of Theorem 1.6. Let t > r and f ∈ Bb(C), then one has by Theorem 2.10
EQxf(X
x
t )− EQyf(Xyt )
=EP(D
x(t)f(Mxt ))− EP(Dy(t)f(Myt ))
=EP[D
x(t)(f(Mxt )− f(Myt ))] + EP[(Dx(t)−Dy(t))f(Myt )]
≤EP[Dx(t)(f(Mxt )− f(Myt ))] + ‖f‖∞EP |Dx(t)−Dy(t)|
where we define for every z ∈ C











By condition (C2), Itō’s formula and the stochastic Gronwall Lemma A.5, it holds
lim
y→x
P (|Myt −Mxt | > ε) = 0 ∀ε > 0. (2)
Applying Theorems 1.1 and 3.1, gives
lim
y→x




P (|Dx(t)f(Mxnt )−Dx(t)f(Mxt )| > ε) = 0 ∀ε > 0.




x(t)(f(Myt )− f(Mxt ))] = 0.
Consequently, it remains to show that
lim
y→x
EP |Dy(t)−Dx(t)| = 0.
Since one has EPD
z(t) = 1 for all z ∈ C, it suffices to show
lim
y→x
P (|Dy(t)−Dx(t)| > ε) = 0 ∀ε > 0






|ay(s)− ax(s)|2 ds > ε
)
= 0 ∀ε > 0















|B(s,Mys )−B(s,Mxs )|2 dt.
15
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= 0 ∀ε > 0
holds by (2), the continuity of σ in space and the continuity of the inverting map A 7→
A−1 on the space of invertible matrices. Additionally, one can bound the first integrand
by
2Cσ |B(·,Mx· )|2 ,
which is P⊗λ|[0,t]-integrable by Lemma 2.3. Consequently, one can apply the dominated
convergence theorem and the proof is complete.
4. Pathwise Uniqueness and Stability
Notation 4.1. We introduce - as in [17]- the following function space. For p,∈ (1,∞)




the closure of compactly supported,
smooth functions on [S, T ]×Rd with respect to the norm
‖u‖
W 1,2p ([S,T ]×Rd) := ‖∂tu‖Lp[S,T ] + ‖u‖Lp([S,T ];W 2,p) , u ∈ C
∞
c ([S, T ]×Rd).







of the coordinatewise PDE system
∂tũ(t, x;T ) + Ltũ(t, x;T ) + b(t, x) = 0,
ũ(T, x;T ) = 0
















W 1,2p ([0,T ]×Rd) <∞, i = 1, . . . , d
and by the embedding Theorem A.2, there exists a uniform δ such that for all 0 ≤ S ≤ T
with T − S ≤ δ
|ũ(t, x;T )− ũ(t, y;T )| ≤ 1
2
|x− y|
for all t ∈ [S, T ] and x, y ∈ Rd. Furthermore, the function
u(t, x;T ) := ũ(t, x;T ) + x
16
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satisfies coordinatewise the equation
∂tu(t, x;T ) + Ltu(t, x;T ) = 0,
u(T, x;T ) = x.
Proof of Theorem 1.5. Let (Xx,W ) and (X̂x,W ) be two weak solutions of equation (1)
with initial value x ∈ C for some common Brownian motion W on the time interval [0, τ ]
for some stopping time τ . By localization, we can assume that condition (C1) is fulfilled
with C1 = 0 and that τ is bounded by some T0 > 0. Choose δ > 0 like above with the
additional restraint δ < rB̃. By induction, it suffices to prove for every 0 ≤ S ≤ T ≤ T0
with T − S ≤ δ
Xx|[−r,S∧τ ] = X̂
x
|[−r,S∧τ ]
=⇒ XxT∧τ = X̂xT∧τ .
For the sake of simplicity, we write u(·) := u(·;T ). Furthermore, define
Y (t) := u(t,X(t)), S ∧ τ ≤ t ≤ T ∧ τ,
Ŷ (t) := u(t, X̂x(t)), S ∧ τ ≤ t ≤ T ∧ τ.
By the choice of δ, one has for the difference processes Z(t) := Xx(t) − X̂x(t) and




∣∣∣ ≤ |Z(t)| ≤ 3
2
∣∣∣Z̃(t)
∣∣∣ , S ∧ τ ≤ t ≤ T ∧ τ.
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where c > 0 is a constant. As in [6], one can use a suitable multiplier of the form
































and by conditions (C2), it holds



















. Hence, by Young’s inequality,
Lemma 2.11 and Lemma 2.12, it suffices to show for all R̃ > 0 the existence of a constant


















with ‖f‖Lp(T0;W 1,p(Rd)) ≤ R. By Lemmas 2.11 and A.4, one
18






















































which finishes the proof.
The following result is a rather technical one, which will be used to proof Theorem
1.7.
Proposition 4.2. Assume (C1), (C2), (C3), (C4) and (C5). Furthermore, let Xx,








= 0 ∀ε > 0, ∀x ∈ C (3)













t ≥ 0 : sup
−r≤s≤t





Proof. By condition (C3), one can write
B̃(t,Xxt ) = g(t,X
x
S) t ∈ [S, S + rB̃], x ∈ C. (4)





S) ∀f ∈ Bb(C).
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= 0 ∀ε > 0, t ∈ [S, S + rB̃]. (5)






|B(·, Xy· )−B(·, Xx· )|2 > ε
)






1τx,yR ≤· |B(·, X
y
· )−B(·, Xx· )|2 > ε
)
= 0 ∀ε > 0.
















· )|2 : y ∈ C
}
with respect
to the measure P⊗ λ|[S,S+rB̃ ].
Proof of Theorem 1.7. Choose δ > 0 like before with the additional restraint δ < rB̃.
By induction and Lemma (2.12), it suffices to prove for every 0 ≤ S ≤ T ≤ T0 with















= 0 ∀ε > 0, x ∈ C.
For the sake of simplicity, we write u(·) := u(·;T ). Furthermore, define
Y x(t) := u(t,X(t)), S ≤ t ≤ T,
Y y(t) := u(t,Xy(t)), S ≤ t ≤ T.
By the choice of δ, one has for the difference processes Z(t) := Xx(t) − Xy(t) and




∣∣∣ ≤ |Z(t)| ≤ 3
2
∣∣∣Z̃(t)
∣∣∣ , S ≤ t ≤ T.



























+ 2Z̃(t)> (Du(t,Xx(t))σ(t,Xx(t))−Du(t,Xy(t))σ(t,Xy(t))) dW (t)
+ ‖Du(t,Xx(t))σ(t,Xx(t))−Du(t,Xy(t))σ(t,Xy(t))‖2HS dt



























































where Ĉ is some constant not depending on x, y ∈ C. By the Itō formula, it holds for
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= 0 ∀ε > 0.




























with p > d + 2. Then for any










∂tu(t, x) + Ltu(t, x) + f(t, x) = 0,
u(T, x) = 0
with the bound
‖u‖
W 1,2p ([S,T ]×Rd) ≤ C ‖f‖Lp([S,T ]×Rd)
for any S ∈ [0, T ] and some constant C = C(T,Cσ, p, ‖b‖Lp([0,T ]×Rd)) > 0.
Proof. See Theorem 10.3 in [10].
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1. If p > d+22 , then u is a bounded Hölder continuous function on [0, T ]×Rd and for








there exists a constant N = N(p, ε, δ) such that














‖u‖Lp(T ;W2,p(Rd)) + T ‖∂tu‖Lp([0,T ]×Rd)
)
for all s, t ∈ [0, T ] and x, y ∈ Rd, x 6= y.
2. If p > d+ 2, then ∇u is a bounded Hölder continuous function on [0, T ]×Rd and





there exists a constant N = N(p, ε) such that
















‖u‖Lp(T ;W2,p(Rd)) + T ‖∂tu‖Lp([0,T ]×Rd)
)
for all s, t ∈ [0, T ] and x, y ∈ Rd, x 6= y.
Proof. See [5, p. 22, 23, 36].
In the next lemma we identify every u ∈W 1,2p with its regular version.
Lemma A.3 (Itō formula for W 1,2p -functions). Let T > 0, p > d+2. Let X : Ω×[0, T ]→





dX(t) = b(t)dt+ σ(t)dW (t)
where W is a d-dimensional Brownian motion, b : Ω× [0, T ]→ Rd and σ : Ω× [0, T ]→









= 1, i, j = 1, . . . , d
for some 1 < δ ≤ ∞ where a := σσ>. Furthermore, assume that there exists a constant




f(t,X(t))dt ≤ C ‖f‖Lp/δ∗([0,T ]×Rd)
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where δ∗ denotes the conjugate exponent of δ. Then for




, the Itō formula holds, i.e.






























where Br is the Euclidean ball of radius r. The following result is cited from Appendix
A in [3].
Lemma A.4.




and x, y ∈ Rd,
|φ(x)− φ(y)| ≤ Cd |x− y| (M|∇φ| (x) +M|∇φ| (y)) .





‖Mφ‖Lp ≤ Cd,p ‖φ‖Lp.
For a real-valued process denote Y ∗(t) := sup
0≤s≤t
Y (s).
Lemma A.5. Let Z and H be nonnegative, adapted processes with continuous paths and
assume that ψ is nonnegative and progressively measurable. Let M be a continuous local
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If ψ is deterministic, then
E sup
0≤s≤t
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[6] E. Fedrizzi and F. Flandoli. Pathwise uniqueness and continuous dependence of
SDEs with non-regular drift. Stochastics, 83(3):241–257, 2011.
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Hiermit erkläre ich, die vorliegende Dissertation selbständig und ohne unzulässige
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