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Abstract
We consider the Cauchy problem for first order hyperbolic systems that have characteristic
points of higher multiplicity. This means that the determinant of the principal symbol has multiple
characteristic points. In the case where, on a multiple characteristic point, the principal symbol
has corank 2, we give necessary conditions for the well posedness of the Cauchy problem. These
conditions involve a suitably defined noncommutative determinant of the full symbol of the system.
 2002 Éditions scientifiques et médicales Elsevier SAS. All rights reserved.
Résumé
On considère le problème de Cauchy pour un système hyperbolique qui admet des caractéristiques
multiples, c’est à dire un système dont le symbole principal a un déterminant admettant des racines
caractéristiques de multiplicité plus grande que 1. En supposant que, sur un point caractéristique
multiple, le symbole principal ait corank 2, on donne des conditions nécessaires pour que le problème
de Cauchy soit bien posé dans C∞. Il s’agit de conditions sur un convenable déterminant non
commutatif du symbole complet du système.  2002 Éditions scientifiques et médicales Elsevier
SAS. Tous droits réservés.
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1. Introduction
In this note we study the Cauchy problem for a first order system
L(x,D)=D0 +
n∑
j=1
Aj(x)Dj +B(x)= L1(x,D)+L0(x)
where Aj(x) and B(x) are r × r smooth matrices and
L1(x,D)=D0 +
n∑
j=1
Aj(x)Dj , L0(x)= B(x).
Our purpose is to obtain general necessary conditions at multiple characteristics in order
that the Cauchy problem for L(x,D) is C∞ well posed.
Let ρ be a characteristic of order r and assume that the rank of L1(ρ) is r−1. This case
is very close to the scalar case and a detailed study has been done in [2]. In this note we
study the simplest case among the truly vectorial cases, that is assuming
rankL1(ρ)= r − 2
we look for general necessary conditions for the C∞ well posedness. Let us denote by
h(x, ξ)= detL1(x, ξ);
we always assume that h(x, ξ) has only real roots with respect to ξ0 when x is near the
origin and ξ ′ = (ξ1, . . . , ξn) ∈Rn.
Without any restriction we may assume that ρ = (0, en). In order to obtain necessary
conditions for well posedness we make a dilation around the reference characteristic point
ρ. This procedure localizes the operator around that point. The symbol of the dilated
(localized) operator can be thought of as a formal expansion in the dilation parameter and
winds up to be in some noncommutative field. We then introduce a determinant “Det” on
this noncommutative field (the precise definition will be given in Section 2). The general
picture can be sketched as follows: the noncommutative determinant “Det” of the dilation
(localization) of the complete symbol sould be a hyperbolic scalar symbol whose principal
symbol coincides with the dilation (localization) of the usual determinant of the principal
symbol.1
In Section 2 we define Det(s), depending on s, for matrix valued symbols
A(x, ξ;λ)=
∑
j=n(A)
λ−θjAj(x, ξ),
where Aj(x, ξ) are polynomials in (x, ξ). Then Det(s) A has the form
p(A)+s−1∑
j=p(A)
λ−θj fj (x, ξ),
1 We would also like to mention that the noncommutative determinant has been used by other authors in a
different context; see e.g., [4,7,11].
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where the fj (x, ξ) are meromorphic at (0,0) and verify, among others, the relation
Det(s) C = Det(s) A ·Det(s) B if A(x, ξ;λ) and B(x, ξ;λ) are polynomials in (x, ξ) and
C
(
x,λ−sθD;λ)=A(x,λ−sθD;λ)B(x,λ−sθD;λ).
We note that
detL1
(
λ−θx, en + λ−θ ξ
)= λ−rθ [hρ(x, ξ)+O(λ−θ )] (1.1)
since (0, en) is a characteristic of order r .
Our main theorem is
Theorem 1.1. Let 2s + 2 r and put
G= L1
(
λ−θ x, en + λ−θ ξ
)+ λ−(s+2)θL0(λ−θ x).
Then in order that the Cauchy problem for L1(x,D) + L0(x) is C∞ well posed it is
necessary that
Det(s) G= O
(
λ−rθ
)
, σ (Det(s) G)= hρ (1.2)
where σ(A) denotes the principal part of the λ-expansion of A.
Assume that (1.2) holds. Let us write
Det(s) G= λ−rθ
[
g0 + λ−θ g1 + · · · + λ−(s−1)θgs−1
]
, g0 = hρ,
and define si ∈ N and g0i by
gi(εx, εξ)= εsi
[
g0i (x, ξ)+O(ε)
]
, ε→ 0.
It is clear that g0i (x, ξ) is homogeneous of degree si and g
0
0 = hρ , s0 = r . Define δ by
δ = min
i,si<r
i
r − si (1.3)
and G(x, ξ) by
G(x, ξ)=
∑
δ(r−si )=i
g0i (x, ξ). (1.4)
We put G(x, ξ)= g00 = hρ if si  r for 1 i  s − 1. Then we have
Theorem 1.2. Assume that δ < 8s/(r + 4)2 and G(x, ξ0, ξ ′)= 0 has a simple nonreal root
ξ0 for some (x, ξ ′). Then the Cauchy problem for L1(x,D)+L0(x) is not C∞ well posed.
The method of proof of the above theorems consists in constructing an asymptotic
solution uλ of the equation
L
(
λ−θ±δθ x, λen + λθ∓δθD
)
uλ
= λ{L1(λ−θ (λ±δθ x), en + λθ−1∓δθD)+ λ−1L0(λ−θ (λ±δθx))}uλ
= λ{L1(λ−θ (λ±δθ x), en + λ−θ (λ−sθ∓δθD))+ λ−1L0(λ−θ (λ±δθ x))}uλ
= λG(λ±δθ x, λ−sθ∓δθD;λ)uλ ∼ 0,
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where s verifies θ − 1 ∓ δθ = −θ − sθ ∓ δθ , that is 1 = (s + 2)θ , which contradicts an
a priori estimate (depending on λ) resulting from the C∞ well posedness of the Cauchy
problem for L1(x,D)+L0(x).
Here is an outline of the paper: in Section 2 we give the precise definition of Det(s) and
prove several properties which will be used in later sections. In Section 3 we reduce the
construction of a null asymptotic solution to the construction of a null asymptotic solution
for a 2 × 2 system of higher order (Proposition 3.1). In Section 4, we prove that, under
some additional conditions, one can construct an asymptotic solution for a 2 × 2 system
F(x,λ−sθD;λ) provided detF = λ−kθ [g(x, ξ) + O(λ−θ )] with g(x, ξ) = 0 and k < s
(Proposition 4.1). We prove Theorems 1.1 and 1.2 in Section 5 applying Proposition 4.1.
We would like to point out that, e.g., when r = 4, there are strongly hyperbolic systems
(see [8–10]) and that our conditions are verified in that case.
In what follows we put q = s + 2.
2. Definition of Det
We denote
K(θ)=
{
f (x, ξ;λ)=
∞∑
j=nf
λ−θj fj (x, ξ)
∣∣∣ fj (x, ξ) is meromorphic
in a neighborhood of (0,0)
}
where the sum is a formal sum and nf ∈ Z. We define f #g for f , g ∈K(θ) by
f #g =
∑ 1
α!λ
−θ(i+j+s|α|)f (α)i (x, ξ)gj (α)(x, ξ)
=
∑
k
[ ∑
i+j+s|α|=k
1
α!f
(α)
i (x, ξ)gj (α)(x, ξ)
]
λ−θk,
where
f
(α)
(β) (x, ξ)= ∂αξ Dβx f (x, ξ), Dxj =
1
i
∂
∂xj
.
In particular, if f (x, ξ;λ), g(x, ξ;λ) ∈ K(θ) are given by a finite sum of fj (x, ξ)
and gj (x, ξ) respectively and both fj (x, ξ) and gj (x, ξ) are polynomials in ξ , then it
is clear thatf (x,λ−sθD;λ)g(x,λ−sθD;λ) = (f #g)(x,λ−sθD;λ). It is easy to see that
K(θ) is a noncommutative field when equipped with the product #. Let us set K =
(K(θ)×/[K(θ)×,K(θ)×])∪{0}where [K(θ)×,K(θ)×] denotes the commutator subgroup
of the multiplicative group K(θ)× =K(θ) \ {0}. Recall that every f = 0 has a canonical
image f¯ in K .
Let us denote by M(m;K(θ)) the set of all m × m matrices with entries in
K(θ). Dieudonné [5] (see [1] for an exposition of the theory and [11], where the
noncommutative determinant is used in the framework of partial differential equation
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with analytic coefficients) proved that there exists a unique multiplicative morphism
Det :M(m;K(θ))→ K verifying the following properties:
1. Let A ∈ M(m;K(θ)) and let A′ be obtained from A by multiplying one row by
f ∈K(θ) then
DetA′ = f¯ ·DetA.
2. Let A′ be obtained from A by adding one row to another then
DetA′ = DetA.
3. Det I = 1¯.
Since Det depends on s, we denote it by Det(s) whenever it is necessary to make reference
to its dependence on the parameter s. We also recall that
Det(A#B)= DetA ·DetB (2.1)
and
DetA= DetA11 ·DetA22 if A=
(
A11 A12
0 A22
)
or A=
(
A11 0
A21 A22
)
. (2.2)
Denote by GL(m;K(θ)) the group of all non singular m × m matrices with entries
in K(θ) and by SL(m;K(θ)) the subgroup of GL(m;K(θ)) generated by the matrices
Bij (f ), i = j , obtained from the unit matrix by replacing the (i, j)th entry by f . The usual
Gauss’ elimination procedure shows that for any A ∈ GL(m;K(θ)) there exist f ∈ K(θ)
and B ∈ SL(m;K(θ)) such that
A= B#Dm(f ),
where Dm(f ) is the diagonal matrix obtained from the unit matrix Im by replacing
(m,m)th entry by f . Then we have
DetA= f¯ .
Lemma 2.1. Let f , g ∈K(θ). Assume f #g = 1+O(λ−sθ ) then we have fg = 1+O(λ−sθ )
and vice versa.
Proof. Let
f =
∑
j=nf
λ−θj fj (x, ξ), g =
∑
j=ng
λ−θj gj (x, ξ).
Recall that
f #g =
∑
λ−θp
∑
i+j+s|α|=p
1
α!f
(α)
i gj (α)
=
∑
p
λ−θp
∑
i+j=p, α=0
figj +
∑
p
λ−θp
∑
i+j+s|α|=p, |α|1
1
α!f
(α)
i gj (α)
= 1+O(λ−sθ ). (2.3)
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This shows that
ng =−nf , fnf gng = 1. (2.4)
Moreover since i + j  0 in the summation we have∑
i+j=p
figj = 0, 0 <p < s. (2.5)
This proves clearly that fg = 1+O(λ−sθ ). Conversely the assumption fg = 1+O(λ−sθ )
implies (2.4) and (2.5). Hence we get the desired assertion from (2.3). ✷
Lemma 2.2. Let f , g ∈K(θ) and assume that
f #g−1 = 1+O(λ−sθ ).
Then we have
nf = ng, fi = gi, nf  i < nf + s. (2.6)
Proof. From Lemma 2.1 it follows that
fg−1 = 1+O(λ−sθ ), gg−1 = 1+O(λ−sθ ).
Thus we get (f − g)g−1 = O(λ−sθ ). Since
g−1 =
∑
j=−ng
λ−θj g˜j (x, ξ), g˜−ng = g−1ng
and hence, with h= f − g, we have∑
λ−pθ
∑
i+j=p
hi g˜j = O
(
λ−sθ
)
.
This shows that nk  ng + s and hence hj = fj − gj = 0 for j < ng + s. ✷
Let us now take a look at the commutator subgroup. It is clear that
f #g = fg +O(λ(nf+ng−s)θ),
f−1#g−1 = f−1g−1 +O(λ−(nf+ng+s)θ).
This shows that
f #g#f−1#g−1 = (fg +O(λ(nf+ng−s)θ ))#(f−1g−1 +O(λ−(nf+ng+s)θ))
= (fg)#(f−1g−1)+O(λ−sθ ).
From Lemma 2.1 the right-hand side is 1 + O(λ−sθ ). This proves that the commutator
subgroup is generated by all f ∈K(θ) of the form
f = 1+O(λ−sθ ).
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Then Lemma 2.2 shows that f #g−1 ∈ [K(θ)×,K(θ)×] implies (2.6). Thus we may regard
K as the set{ nf+s−1∑
j=nf
λ−θj fj (x, ξ)
∣∣∣ fj (x, ξ) is meromorphic in a neighborhood of (0,0)
}
.
Of course for f¯ =∑nf+s−1j=nf λ−θj fj (x, ξ), g¯ =∑ng+s−1j=ng λ−θj gj (x, ξ) ∈ K we have
f¯ · g¯ =
nf+ng+s−1∑
k=nf+ng
λ−θk
( ∑
i+j=k
figj
)
.
Let us define
d :K(θ) 
∑
j=nf
λ−θj fj (x, ξ) → −nf ∈ R.
For A ∈M(m;K(θ)) we set
d(A)= max
ij
(
d(Aij )
)
, A= (Aij ).
Definition 2.1. We say that A ∈M(m;K(θ)) belongs to H(k) if A=∑λ−jθAj and Aj
is a sum of terms Aj+ which are homogeneous of degree j + k − +q  0 for some + 0.
We define δ(A) for A ∈H(k) by
δ(A)=
∑
λ−jθAj0
that is, δ(A) is the sum of the terms with the highest degree of homogeneity.
It is easy to check that if Ai ∈H(ki) then A1#A2 ∈H(k1 + k2)
Lemma 2.3. Let Ai ∈H(ki), i = 1,2. Then we have
δ(A1#A2)= δ(A1)δ(A2).
Proof. Easy. ✷
Lemma 2.4. Assume that G=∑j=0 λ−jθGj . Then we have
DetG= detG+O(λ−sθ )
where s = q − 2. In particular DetG= O(1).
Proof. We proceed by induction on the size of G. We may assume G0 = 0. For if
G= λ−+θ G˜, G˜0 = 0 then we have
DetG= λ−+mθ Det G˜, detG= λ−+mθ det G˜.
Thus Det G˜= det G˜+O(λ−sθ ) implies that
DetG= detG+O(λ−(s++m)θ).
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It is clear that one can find Bk ∈ SL(m;K(θ)), k = 1,2, such that
Bk =
∑
j=0
λ−jθBkj
and
B1#G#B2 =

g11 0 · · · 0
0
... G(1)
0
 .
Then one has
DetG= g11 ·DetG(1).
On the other hand we have
det(B1#G#B2)= detG+O
(
λ−sθ
)= g11 detG(1). (2.7)
By the induction hypothesis, we have
detG(1) = DetG(1)+O(λ−sθ ).
Plugging this into (2.7) one gets
detG= g11 detG(1) +O
(
λ−sθ
)= g11 ·DetG(1)+O(λ−sθ )= DetG+O(λ−sθ ).
This proves the assertion. ✷
Let f be holomorphic at (0,0). We say that F ∈K(θ), F =∑j λ−θjFj is holomorphic
outside {f = 0} if for every j , with Fj = fj /gj where fj and gj are relatively prime,
the irreducible factors of gj coincide with those of f . We say that F is holomorphic on
{f = 0} if for every j , gj and f have no common irreducible factor.
Assume that all Fj are holomorphic at (0,0) then F−1 is holomorphic outside
{σ(F )= 0}. To see this let
F =
∑
j=+
λ−jθFj , σ (F )= F+ = 0,
for a suitable + 0. Without loss of generality we may assume that += 0. Let H be such
that F#H = 1. Then this gives
H0 = F−10 , Hk =−F−10
∑
i+j+s|α|=k, i,j0, j =k
1
α!F
(α)
i Hj(α).
This shows that H is holomorphic outside {F0 = 0}. Let F = (Fij ) ∈M(m;K(θ)). Then
we say that F is holomorphic outside {f = 0} if every Fij is holomorphic outside {f = 0}
and we say that F is holomorphic on {f = 0} if every Fij is holomorphic on {f = 0}.
Proposition 2.1. If F is holomorphic outside {f = 0} then DetF is holomorphic outside
{f = 0}.
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Corollary 2.1. If F is holomorphic at (0,0) then DetF is also holomorphic at (0,0).
Proof of Proposition 2.1. We argue by induction on the size of F . Assume that F is
holomorphic outside {f = 0}. When m = 1 the assertion is clear. We assume that this is
true for (m−1)×(m−1) matrices. Let F ∈M(m;K(θ)) be holomorphic outside {f = 0}.
We examine the first row of F : F11, . . . ,F1m. Write
σ(F1j )= fj
gj
,
where fj and gj are relatively prime. Let
Λ=

1 −F−111 #F12 · · · −F−111 #F1m
0 1
. . .
0 1
 .
Then we have
F#Λ=

F11
... 0 · · · 0
· · · · · · · · · · · · · · ·
...
... G(1)
Fm1
...
 .
As remarked above F−111 is holomorphic outside {ff1 = 0} and hence G(1) is holo-
morphic outside {ff1 = 0}. Note that
DetF = F11 ·DetG(1).
From the induction hypothesis DetG(1) is holomorphic outside {ff1 = 0} and hence
so is DetF . Repeating this argument, replacing F11 by F1j , we conclude that DetF is
holomorphic outside
m⋂
j=1
{ffj = 0}.
Thus if fj , j = 1, . . . ,m, have no common irreducible factor then DetF is holomorphic
outside {f = 0} and hence the result.
Assume now that fj , j = 1, . . . ,m, have a common irreducible factor p. We shall show
that DetF is holomorphic on {p = 0}. Let rj be the multiplicity of p in the irreducible
factorization of fj . We may assume that r1 = minj rj by considering MF with a suitable
permutation matrix M . Denote
fj = prj f˜j , αk = λβkθ g1p
rk−r1 f˜k
f˜1gk
, k = 2, . . . ,m,
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with βk = d(F1k)− d(F11) and set
Λ(1) =

1 −α2 · · · −αm
0 1
. . .
0 1
 . (2.8)
Consider F#Λ(1) = F (1). It is clear that F (1) is holomorphic outside {f f˜1 = 0}. Moreover
we have
d
(
F
(1)
1j
)
 d(F1j )− 1, j = 2, . . . ,m. (2.9)
Denote
σ
(
F
(1)
1j
)= f (1)j
g
(1)
j
, j = 1, . . . ,m,
where f (1)j and g
(1)
j are relatively prime. If some f
(1)
j has no factor p then we conclude
that DetF (1) is holomorphic on {p = 0} and hence so is DetF because DetF = DetF (1).
Assume that f (1)j contains the factor p with multiplicity r
(1)
j  1. Recall that F
(1)
11 = F11
and r(1)1 = r1. If r(1)1  r(1)j , j = 1, . . . ,m, then we repeat the same arguments and we get
F (2) where
d
(
F
(2)
1j
)
 d
(
F
(1)
1j
)− 1, j = 2, . . . ,m. (2.10)
In this procedure we note that
d
(
F
(1)
1k
)− d(F (1)11 ) d(F1k)− d(F11) (2.11)
and this gives that d(Λ(2)) d(Λ(1)). If there is a r(1)j < r
(1)
1 = r1 then we repeat the same
argument replacing F11 by F (1)1j . If the latter case occurs r1 times then, by iteration, we
obtain a matrix F ∗ where one of the σ(F ∗1j ) has no factor p, and hence DetF ∗ = DetF is
holomorphic on {p= 0}.
Next we prove the following
Lemma 2.5. Let F =∑λ−jθFj . Assume that F = F˜ +O(λ−Nθ ). Then we have
DetF = Det F˜
provided N  2(m− 1)d(F )+ s − 2d(detF).
We first prove
Lemma 2.6. There exist Bi ∈M(m;K(θ)) with DetBi = 1 such that
B1#F#B2 =Dm(f ), d(Bi) (m− 1)d(F )− d(DetF).
Proof. Considering MFN , where M , N are suitable permutation matrices, we may
assume that
d(F11) d(Fij ).
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We write F = λ+1θF (1) where d(F (1)11 ) = 0 and d(F (1)ij )  0. It is clear that there exist
B
(1)
i ∈ SL(m;K(θ)) with d(B(1)i )= 0 such that
B
(1)
1 #F
(1)#B(1)2 =

F
(1)
11 0 · · · 0
0
... G(1)
0
 .
Repeating the same arguments for G(1), we finally can show that there exist Bi ∈
M(m;K(θ)), i = 1,2, with d(Bi) 0 and DetBi = 1 such that
B1#F#B2 = diag
(
λ+1θ , . . . , λ(+1+···++m−1)θ , λ(+1+···++m)θf
)
,
where +j  0 for j  2 and
f = f0 + λ−θ f1 + · · · , f0 = 0.
Take
Γ = diag(λ−+1θ , . . . , λ−(+1+···++m)θ )
then one has
Γ #B1#F#B2 =Dm(f ).
Note that
DetF = λ[+1+(+1++2)+···+(+1+···++m)]θ f¯ ,
d(Γ #B1)−(+1 + · · · + +m). (2.12)
Let d(DetF)= + so that
+= +1 + (+1 + +2)+ · · · + (+1 + · · · + +m). (2.13)
From (2.13) it follows that
−+=−m+1 − +2 − · · · − (+2 + · · · + +m)−(m− 1)+1 − (+1 + · · · + +m)
and hence
d(Γ #B1) (m− 1)+1 − + (m− 1)d(F )− d(DetF).
this proves the assertion. ✷
Proof of Lemma 2.5. Set d∗ = (m− 1)d(F )− d(DetF) and let us write
F = F˜ − R˜, R˜ = O(λ−Nθ ).
From Lemma 2.6 there exist Bi ∈M(m;K(θ)) such that
Dm(f )= B1#F#B2 = B1#F˜#B2 −R,
R = B1#R˜#B2 ∈O
(
λ−(N−2d∗)θ
)
. (2.14)
Thus we can write
Dm(f )+R = B1#F˜#B2.
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From (2.14) it is easy to see that there exist Ci ∈ SL(m;K(θ)) with Ci = I +
O(λ−(N−2d∗)θ ) such that
C1#[Dm(f )+R]#C2 =

1+ k11
. . .
1+ km−1,m−1
f + kmm

where kii = O(λ−(N−2d∗)θ ). This shows that
Det F˜ = (1+ k11) · · · (1+ km−1,m−1) · (f + kmm). (2.15)
Since DetF = f¯ and hence d(f )= d(DetF) if
N − 2d∗ >−d(DetF)+ s (2.16)
it is clear from (2.15) that Det F˜ = f¯ and hence the result. ✷
We return to the proof of Proposition 2.1. Assume that the former case, i.e. r(h)1 
r
(h)
j , j = 1, . . . ,m, h being the iteration index, occurs k times in a row and that we arrive
at a matrix F (k). Let
F (k) =

F11
... F
(k)
12 · · · F (k)1m· · · · · · · · · · · · · · ·
F21
...
... G(k)
Fm1
...
 ,
where
d
(
F
(k)
1j
)
−k + n1(F ), 2 j m,
by (2.9), with n1(F )= max2jm d(F1j ). Let
Λ(k) =

1 −F−111 #F (k)12 · · · −F−111 #F (k)1m
0 1
. . .
0 1
 .
Then we have
F (k)#Λ(k) =

F11
... 0 · · · 0
· · · · · · · · · · · · · · ·
...
... G(k) +R(k)
Fm1
...
 ,
where
R(k) =−
 F21...
Fm1
#(F−111 #F (k)12 , . . . ,F−111 #F (k)1m )
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and hence
d
(
R(k)
)
−k+ n1(F )+ n2(F ) (2.17)
with n2(F )=−d(F11)+maxk2 d(Fk1). Since
DetF = DetF (k) = F11 ·Det
(
G(k) +R(k)) (2.18)
we see that d[Det(G(k) +R(k))] is independent of k. Moreover we may assume that
d
(
G(k) +R(k)) Cd(F)
for any k because of (2.10) and (2.11). Assume that k has been chosen such that
k − n1(F )− n2(F ) > 2(m− 2)Cd(F )+ s + 2d(DetF)− 2d(F11). (2.19)
Then we have −d(R(k)) > (m− 2)d(G(k) +R(k))+ s − 2d[Det(G(k) +R(k))] and hence
one can apply Lemma 2.5 to get
Det
(
G(k) +R(k))= DetG(k).
Then from (2.18) it follows that DetF is holomorphic on {p = 0}, since DetG(k) is
holomorphic on {p= 0} by the induction hypothesis.
Assume that the second case, i.e., there is a j  2 such that r(h)j < r
(h)
1 , occurs before we
can reach the kth (given by (2.19)) sucessive occurence of the first case and consequently
before we arrive at F ∗. Then we restart the same argument replacing F by F ∗ and k by a
suitable k∗ which is determined by F ∗. Since this situation can occur at most r1 times we
get the assertion. ✷
3. First reduction
Let us write
G(x, ξ˜;λ)=
∑
j=0
λ−θjGj (x, ξ˜ )
where
Gj(x, ξ˜ )=
∑
|α+β|=j
1
α!β!L
(α)
1(β)(0, en)x
βξ˜α, j < s + 2,
Gj (x, ξ˜ )=
∑
|α+β|=j
1
α!β!L
(α)
1(β)(0, en)x
βξ˜α +
∑
|β|=j−s−2
1
β!L0(β)(0)x
β, j  s + 2,
so that G ∈H(0). Recall
hρ(x, ξ˜ )=
∑
|α+β|=r
1
α!β!h
(α)
(β)(0, en)x
βξ˜α.
Our purpose is to construct an asymptotic solution for G(x,λ−sθD;λ). To do so we
reduce the problem to the same problem for a 2 × 2 system. Choose M , N nonsingular
constant matrices such that
MG0(0, en)N =
(
Ir−2 0
0 0
)
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where Ir−2 is the identity matrix of order r − 2. We denote MG(x,λ−sθD;λ)N by
G(x,λ−sθD;λ) again so that
G(x, ξ˜;λ)=
∑
j=0
λ−θjGj (x, ξ˜ ), G0(x, ξ˜ )=
(
Ir−2 0
0 0
)
. (3.1)
Let us write G in block matrix notation
G=
(
G11 G12
G21 G22
)
where the blocks correspond to those in (3.1). Note that with
Gij =
∑
p=0
λ−θpGij,p(x, ξ˜ )
one has
G11 = I −
∑
k=1
λ−kθHk(x, ξ˜ )= I −H(x, ξ˜;λ).
Define
RN(x, ξ˜;λ)=
N∑
n=0
H
n︷ ︸︸ ︷
# · · ·#H =
N∑
n=0
H #n
so that
G11#RN = I −H #(N+1)
and introduce a differential operator (symbol) ΛN :
ΛN(x, ξ˜;λ)=
(
Ir−2 −(RN#G12)(x, ξ˜;λ)
0 I2
)
. (3.2)
We remark that
G#
(
Ir−2 −G−111 #G12
0 I2
)
=
(
G11 0
G21 G22 −G21#G−111 #G12
)
and hence, from (2.2), it follows that
DetG= DetG11 ·Det
(
G22 −G21#G−111 #G12
)
. (3.3)
Multiply G with ΛN on the right; we get
G#ΛN =
(
G11 G12 −G11#RN#G12
G21 G22 −G21#RN#G12
)
=
(
G11 SN
G21 FN
)
where
FN =G22 −G21#RN#G12, SN =G12 −G11#RN#G12. (3.4)
Note that
SN = G12 −G11#RN#G12 =G12 −
(
I −H #(N+1))#G12
= H #(N+1)#G12 = λ−(N+1)θK(x, ξ˜;λ)
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with some K(x, ξ˜;λ)=∑j=0 λ−θjKj (x, ξ˜ ) where Kj(x, ξ˜ ) are polynomials in (x, ξ˜ ).
If
u= exp
{
i
p∑
k=0
λσkφk(x)
}∑
j=0
λ−θj uj (x), sθ  σ0 > · · ·> σp > 0
is an asymptotic solution for FN(x,λ−sθD;λ) then it is clear that
( 0
u
)
is also an asymptotic
solution for G(x,λ−sθD;λ), (taking N large) because we have
e−i
∑p
k=0 λσk φk(x)SN
(
x,λ−sθD;λ)ei∑pk=0 λσk φk(x) = O(λ−(N+1)θ ).
We summarize what has been proved up to now:
Proposition 3.1. The construction of a null asymptotic solution for G(x,λ−sθD;λ) with
σ0  sθ is reduced to the same problem for
FN
(
x,λ−sθD;λ).
Let us fix 0 < δ < 1 and consider
G
(
λδθx,λ−δθ−sθD;λ). (3.5)
To construct an asymptotic solutions for (3.5) we note that
G
(
λδθx,λ−δθ−sθD;λ)ΛN (λδθx,λ−δθ−sθD;λ)
=
(
G11
(
λδθx,λ−δθ−sθD;λ) SN (λδθ x,λ−δθ−sθD;λ)
G21
(
λδθx,λ−δθ−sθD;λ) FN (λδθ x,λ−δθ−sθD;λ)
)
.
Since SN(x, ξ˜;λ) ∈H(0) and SN(x, ξ˜;λ)= O(λ−(N+1)θ ) it is clear that
SN
(
λδθx,λδθ ξ˜ ;λ)= O(λ−(N+1)(1−δ)θ). (3.6)
Let
u= ei
∑p
k=0 λσk φk(x)
∑
j=0
λ−θjuj (x), σ0 = sθ + 2δθ > σ1 > · · ·> σp > 0,
be an asymptotic solution for FN(λδθx,λ−δθ−sθD;λ). Then it is clear that t (0, u) is also
an asymptotic solution to G(λδθx,λ−δθ−sθD;λ) since we have
e−i
∑p
k=0 λσk φk(x)SN
(
λδθx,λ−δθ−sθD;λ)ei∑pk=0 λσk φk(x) = O(λ−(N+1)(θ−δ)).
Proposition 3.2. The construction of a null asymptotic solution with σ0 = sθ + 2δθ for the
operator G(λδθx,λ−δθ−sθD;λ) is reduced to the same problem for
FN
(
λδθx,λ−δθ−sθD;λ).
The construction of a null asymptotic solution with σ0  sθ − δθ for the operator
G(λ−δθx, λδθ−sθD;λ) is reduced to the same problem for
FN
(
λ−δθx, λδθ−sθD;λ).
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We now take a closer look at FN(x,λ−sθD;λ):
FN(x, ξ˜;λ)=
∑
j=0
λ−θjFj (x, ξ˜ ).
Note that F0 = 0 because Gij,0 = 0 if (i, j) = (1,1).
Lemma 3.1. Taking N large we have
DetFN =
[
1+O(λ−θ )] ·DetG.
Proof. As noted before, the Gauss’ elimination procedure shows that there exists B ∈
SL(r − 2;K(θ)) and f ∈K(θ) such that
B#G11 =Dr−2(f ).
Since G11 = I −H(x, ξ˜;λ), H = O(λ−θ ) we see easily that
f = 1+ λ−θ f˜ (x, ξ˜;λ)
and hence
DetG11 = 1+O
(
λ−θ
)
. (3.7)
From (3.3) it follows that
Det(G22 −G21#G−111 #G12)=
[
1+O(λ−θ )] ·DetG. (3.8)
On the other hand, from RN#G11 = I −H #(N+1) it follows that
RN =G−111 −H #(N+1)#G−111 . (3.9)
Plugging (3.9) into (3.4) we get
FN =G22 −G21#G−111 #G12 +G21#H #(N+1)#G−111 #G12
that is
G22 −G21#G−111 #G12 = FN −G21#H #(N+1)#G−111 #G12. (3.10)
Take B = (bij ) ∈ SL(2;K(θ)) so that
B#
(
G22 −G21#G−111 #G12
)=D2(f )
and hence
Det
(
G22 −G21#G−111 #G12
)= f¯ . (3.11)
Let maxi,j d(bij )= p and d(f )= p′. Here we stress that p, p′ are independent of N . Take
N large enough so that
p− (N + 3), p′ − (N + 3− p) 0.
Since
D2(f )= B#FN −B#G21#H #(N+1)#G−111 #G12 = B#FN −
(
r11 r12
r21 r22
)
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where rij = O(λ−(N+3−p)θ ). Repeating the same arguments as in the proof of Lemma 2.5
we get
DetFN = Det
(
G22 −G21#G−111 #G12
) (3.12)
which proves the assertion. ✷
Let us write
G0(x, ξ;λ)= L1
(
λ−θ x, en + λ−θ ξ
)
.
Lemma 3.2. We have
δ
(
detG011
)
δ(detFN)= δ
(
detG0
)+O(λ−Nθ ).
Proof. Recall G ∈H(0) and hence FN ∈H(0). It is easy to see that
δ[det(G22 −G21#R#G12)] = δ
[
det
(
G022 −G021R0G012
)]
where
R0 =
N∑
n=0
(H 0)n, G011 = I −H 0.
On the other hand from(
G011 G
0
12
G021 G
0
22
)(
Ir−2 −R0G012
0 I2
)
=
(
G011 (H
0)N+1G012
G021 G
0
22 −G021R0G012
)
it follows that
detG0 = detG011 det
(
G022 −G021R0G021
)+O(λ−(N+3)θ ).
This proves the assertion. ✷
Corollary 3.1. We have
δ(detFN)= λ−rθ
[
hρ +O
(
λ−θ
)]
.
4. A lemma
In this section we are interested in constructing an asymptotic null solution for an
operator whose symbol has the form
F(x, ξ˜;λ)=
∑
j=0
λ−θjFj (x, ξ˜ ), F0(x, ξ˜ ) = 0,
where Fj (x, ξ˜ ) is a 2 × 2 matrix which is a polynomial in ξ˜ . Our purpose is to prove the
following
Proposition 4.1. Assume that
detF(x, ξ˜ )= λ−kθ [g(x, ξ˜ )+O(λ−θ )]
462 A. Bove, T. Nishitani / Bull. Sci. math. 126 (2002) 445–479
with some 0  k < s where g(x,0) = 0 and ∂ξ0g(x,0) = 0. Then one can construct an
asymptotic null solution for
F
(
x,λ−sθD;λ).
Proof. We first treat the case that F0(x,0) = 0. It is easy to see that
detF0(x,0)= 0
for if k > 0 then it is obvious and if k = 0 it follows from g(x,0)= 0. Hence there are non
singular smooth matrices M(x), N(x) defined in some open set such that
M(x)F0(x,0)N(x)=
(
1 0
0 0
)
.
Writing
F˜
(
x,λ−sθD;λ)=M(x)F (x,λ−sθD;λ)N(x),
one gets F˜ (x, ξ˜;λ)=M(x)F (x, ξ˜;λ)N(x)+O(λ−sθ ) and this shows that
det F˜ (x, ξ˜;λ)= λ−kθ [c(x)g(x, ξ˜ )+O(λ−θ )],
with c(x)= detM(x)detN(x) = 0. Obviously it is enough to construct an asymptotic null
solution for F˜ (x, λ−sθD;λ). Denote F˜ (x, ξ˜;λ), c(x)g(x, ξ˜ ) by F(x, ξ˜;λ) and g(x, ξ˜ )
again. Let us set
F =
(
F11 F12
F21 F22
)
, F0(x,0)=
(
1 0
0 0
)
so that
F11(x, ξ˜;λ)= 1−B(x, ξ˜ ;λ), B(x, ξ˜ ;λ)=
∑
j=0
λ−θjBj (x, ξ˜ )
where B0(x,0)= 0.
Define a differential operator (or rather symbol) RN(x, ξ˜;λ) by
RN(x, ξ˜;λ)=
N∑
n=0
B(x, ξ˜ ;λ)
n︷ ︸︸ ︷
# · · ·#B(x, ξ˜ ;λ)=
N∑
n=0
B(x, ξ˜ ;λ)#n
and Λ(x, ξ˜;λ) by
Λ(x, ξ˜;λ)=
(
1 −RN#F12
0 1
)
.
Then it follows that
(F#Λ)(x, ξ˜;λ)=
(
F11 S
F21 K
)
where
K = F22 − F21#RN#F12, S = F12 − F11#RN#F12. (4.1)
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Lemma 4.1. Let 0 k < s and let φ(x) be a smooth function. Then we have
e−iλkθφ(x)S
(
x,λ−sθD;λ)eiλkθφ(x) = O(λ−N(s−k)θ ).
Proof. Since S(x, ξ˜;λ)= B#(N+1)#F12 it is easy to check that
S(x, ξ˜ ;λ)= O(λ−sθ + |ξ˜ |)N+1 (4.2)
and this proves the assertion. ✷
Due to Lemma 4.1 our problem is reduced to the problem of constructing an asymptotic
null solution for K(x,λ−sθD;λ) with σ0 < sθ .
Lemma 4.2. We have
F11(x, ξ˜;λ)K(x, ξ˜;λ)= detF(x, ξ˜;λ)+O
(
λ−sθ
)+O(|ξ˜ |N+1).
Proof. Recall (4.1) which implies
K(x, ξ˜;λ)= F22 − F21R∗NF12 +O
(
λ−sθ
)
where
RN =R∗N +O
(
λ−sθ
)
, R∗N =
N∑
n=0
B(x, ξ˜ ;λ)n.
Since F11R∗N = 1−B(x, ξ˜ ;λ)N+1 it follows that
F11K = F11F22 − F21F11R∗NF12 +O
(
λ−sθ
)= detF + F21BN+1F12 +O(λ−sθ ).
This proves the assertion. ✷
From Lemma 4.2, due to the fact that k < s, we obtain that
F11K = λ−kθ
[
g(x, ξ˜ )+ λ−θ r(x, ξ˜;λ)]+O(|ξ˜ |N+1) (4.3)
where r(x, ξ˜;λ) is a suitable symbol. Let us define g˜(1)(x, ξ˜ ) by
g
(
x,λ−θ ξ˜
)+ λ−θ r(x,λ−θ ξ˜ ;λ)= λ−θ [g˜(1)(x, ξ˜ )+O(λ−θ )]
so that
g˜(1)(x, ξ˜ )=
∑
|α|=1
∂αξ g(x,0)ξ˜
α + r0(x,0). (4.4)
Then from (4.3) it follows that[
1+O(λ−θ )]K(x,λ−θ ξ˜ ;λ)
= λ−kθ [g(x,λ−θ ξ˜)+ λ−θ r(x,λ−θ ξ˜;λ)]+O(λ−(N+1)θ )
and hence
K
(
x,λ−θ ξ˜;λ)= λ−(k+1)θ[g˜(1)(x, ξ˜ )+O(λ−θ )]. (4.5)
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Take ψ(x) so that
g˜(1)
(
x,ψx(x)
)= 0
and consider
e−iλ(s−1)θψ(x)K
(
x,λ−sθD;λ)eiλ(s−1)θψ(x)
=K(x,λ−θ (ψx(x)+ λ−(s−1)θD);λ)+ λ−(s+1)θR(x,λ−(s−1)θD;λ)
which follows from Lemma 4.3 below. Let us denote the right-hand side of the above
equality by F (1)(x, λ−(s−1)θD;λ) and set g(1)(x, ξ˜ )= g˜(1)(x,ψx(x)+ ξ˜ ) which is linear
in ξ˜ so that we have
F (1)(x, ξ˜;λ) = K(x,λ−θ (ψx(x)+ ξ˜ );λ)+ λ−(s+1)θR(x, ξ˜ ;λ)
= λ−(k+1)θ[g˜(1)(x,ψx(x)+ ξ˜ )+O(λ−θ )]+ λ−(s+1)θR(x, ξ˜ ;λ)
= λ−(k+1)θ[g(1)(x, ξ˜ )+O(λ−θ )]
because k + 1 < s + 1.
Now our construction of an asymptotic solution for K(x,λ−sθD;λ) is reduced to the
same problem for F (1)(x, λ−(s−1)θD;λ) or, equivalently, to the same problem for the
operator λ(k+1)θF (1)(x, λ−(s−1)θD;λ) which is
g(1)
(
x,λ−(s−1)θD
)+ λ−θ r(x,λ−(s−1)θD;λ).
Since this is a scalar operator the construction of an asymptotic null solution for the latter
is standard (see [6] or, in the actual framework, [3]).
We now turn to the other case, that is F0(x,0)= 0, where k > 0, and we show that the
problem is reduced to the case k = 0. We first need to improve slightly Lemma 3.1 in [3].
Lemma 4.3. Let G(x,D) be a differential operator with smooth coefficients, defined in a
neighborhood of the origin U , and let 0 < k < s, s, k ∈ N . Let φ(x) ∈ C∞(U). Then we
have
e−iλkθφ(x)G
(
x,λ−sθD
)
eiλ
kθφ(x)
=G(x,λ−(s−k)θ(φx(x)+ λ−kθD))+ λ−sθ−(s−k)θR(x,λ−(s−k)θλ−kθD;λ)
with R(x, ξ˜ ;λ) =∑j=0 λ−θjRj (x, ξ˜ ) where Rj (x, ξ˜ ) are polynomials in ξ˜ with coeffi-
cients in C∞(U), G is given by a finite expansion with ripect to the parameter λ and
G(x,λ−(s−k)θ (φx(x)+D)) denotes the differential operator with symbol
G
(
x,λ−(s−k)θ
(
φx(x)+ ξ
))
.
Proof. Denote ψ(x, y)= φ(y)− φ(x)− 〈y − x,φx(x)〉. Then we have
e−iλkθφ(x)G
(
x,λ−sθD
)
eiλ
kθφ(x)
=
∑
α
1
α!G
(α)
(
x,λ−(s−k)θφx(x)
)(
λ−sθDy
)α[
eiλ
kθψ(x,y)u(y)
]
y=x
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=
∑
α
1
α!G
(α)
(
x,λ−(s−k)θφx(x)
)(
λ−sθDx
)α
u(x)
+
∑
α
1
α!G
(α)
(
x,λ−(s−k)θφx(x)
)∑
βα
(
α
β
)[(
λ−sθDy
)β
eiλ
kθψ(x,y)
× (λ−sθDy)α−βu(y)]y=x. (4.6)
The first term is “by definition” what we have called
G
(
x,λ−(s−k)θ
(
φx(x)+ λ−kθD
))
.
Since ψ(x, y)|y=x = 0, ∇yψ(y, x)|y=x = 0, the quantity Dβeiλkθψ(x,y)|y=x is a polyno-
mial in λkθ of degree at most [|β|/2]. Then we have(
λ−sθDy
)β
eiλ
kθψ(x,y)|y=x = O
(
λ−sθ |β|+kθ[|β|/2]
)
. (4.7)
This proves the assertion since |β| 2 in the second sum. ✷
For later use, we consider also the case when k > s.
Lemma 4.4. Let G(x, ξ) be a polynomial in (x, ξ) of degree m. Then we have
e−iλsθ+δθ φ(x)G
(
λδθx,λ−sθD;λ)eiλsθ+δθφ(x)
=G(λδθx,λδθφx(x)+ λ−sθD;λ)+ λ(m−1)δθ−sθR(x,λ−sθD;λ).
Proof. Note that (4.7) gives[(
λ−sθDy
)β
eiλ
sθ+δθψ]
y=x = O
(
λ|β|δθ/2−|β|sθ/2
)
.
On the other hand it is clear that
G(α)
(
λδθ x,λδθφx
)= O(λ(m−|α|)δθ).
Since 2 |β| |α| we have
(m− |α|)δθ + |β|
2
δθ − |β|
2
sθ  (m− 1)δθ − sθ
which proves the assertion. ✷
We return to the construction of an asymptotic solution for F . Note that
e−iλ(s−1)θψ(x)F
(
x,λ−sθD;λ)eiλ(s−1)θψ(x)
= F (x,λ−θ (ψx(x)+ λ−(s−1)θD);λ)+ λ−(s+1)θR(x,λ−(s−1)θD;λ) (4.8)
by Lemma 4.3. Taking into account the fact F0(x,λ−θ ξ˜ )= O(λ−θ ) let us denote the right-
hand side of (4.8) by
λ−θF (1)
(
x,λ−(s−1)θD;λ), F (1)(x, ξ˜;λ)=∑
j=0
λ−θjF (1)j (x, ξ˜ )
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that is
λ−θF (1)(x, ξ˜;λ)= F (x,λ−θ (ψx(x)+ ξ˜ );λ)+ λ−(s+1)θR(x, ξ˜;λ). (4.9)
From (4.9) it follows that
λ−2θ detF (1)(x, ξ˜;λ)= detF (x,λ−θ (ψx(x)+ ξ˜ );λ)+O(λ−(s+2)θ) (4.10)
because F(x,λ−θ (ψx(x)+ ξ˜ );λ)= O(λ−θ ). On the other hand denoting
g(x, ξ)=
∑
|α|=1
∂αξ g(x,0)ξ
α +O(|ξ |2)= g˜(x, ξ)+O(|ξ |2)
one can write
detF
(
x,λ−θ (ψx + ξ);λ
)
= λ−kθ [g(x,λ−θ (ψx + ξ))+ λ−θ r(x,λ−θ (ψx + ξ);λ)]
= λ−kθ [λ−θ g˜(x,ψx + ξ)+ λ−θ r0(x,0)+O(λ−2θ )]
= λ−(k+1)θ[g(1)(x, ξ)+O(λ−θ )] (4.11)
where
g(1)(x, ξ)= g˜(x,ψx + ξ)+ r0(x,0).
We choose ψ(x) so that g˜(x,ψx)+ r0(x,0)= 0. Then we have from (4.10) and (4.11)
detF (1)(x, ξ;λ) = λ−(k−1)θ[g(1)(x, ξ)+O(λ−θ )]+O(λ−sθ )
= λ−(k−1)θ[g(1)(x, ξ)+O(λ−θ )] (4.12)
because k < s.
Summing up, the construction of an asymptotic solution for F(x,λ−sθD;λ) is reduced
to the same problem for the operator
F (1)
(
x,λ−(s−1)θD;λ),
verifying (4.12), where g(1)(x,0)= 0 and ∂ξ0g(1)(x,0) = 0.
Assume that
F
(1)
j (x, ξ)= 0, j < +, F (1)+ (x, ξ) = 0.
Then one can write
F (1)(x, ξ;λ)= λ−+θ F˜ (1)(x, ξ;λ)= λ−+θ
∑
j=0
λ−θj F˜ (1)j (x, ξ)
with F˜ (1)0 (x, ξ) = 0. Since k − + − 1 < s − 1 one can reduce the problem to the
same one with smaller indices (k − + − 1, s − 1). We apply the same arguments to
F˜ (1)(x, λ−(s−1)θD;λ). Then either we arrive at the first case – where our problem becomes
a scalar problem – or we reach the point when
F (p)(x, ξ;λ)=
∑
j=0
λ−θjF (p)j (x, ξ), F
(p)
0 (x, ξ) = 0,
detF (p)(x, ξ;λ)= g(p)(x, ξ)+O(λ−θ ),
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where g(p)(x,0)= 0 and ∂ξ0g(p)(x,0) = 0 and we have to construct an asymptotic solution
for
F (p)
(
x,λ−spθD;λ), sp > 0.
Thus our problem is reduced to the case k = 0. Since
detF (p)0 (x, ξ)= g(p)(x, ξ)
it is clear that F (p)0 (x,0) = 0 because if F (p)0 (x,0)= 0 we would have ∂ξ0detF (p)0 (x,0)=
0 which contradicts the assumption. Hence we are again in the first case and the assertion
can be easily proved. ✷
5. Proof of the theorems
First of all we recall that
F =G22 −G21#R#G12
and we assume that
DetF = λ−tθ [g0 +O(λ−θ )], g0 = 0, (5.1)
for some t  0. Let us also assume that, for some + 0,
Fj = 0, j < +, F+ = 0.
Without any loss of generality we may assume that (1,1)th entry of F+ is different from
zero. Let us set
F (0) = λ+θF, F (0) =
∑
j=0
λ−θjF (0)j
so that
DetF (0) = λ2+θ DetF, detF (0) = λ2+θ detF. (5.2)
Note that 2+ t for if 2+ > t then
DetF = λ−2+θ DetF (0) = O(λ−2+θ)
which contradicts (5.1).
Lemma 5.1. There exist w(p), 0 p  t − 2+− 1, such that with
Λ(p) =
(
1 w(p)
0 w
)
, Γ =
(
λ−θ/2 0
0 λθ/2
)
we have
F#Λ(0)#Γ # · · ·#Λ(t−2+−1)#Γ = λ−tθ/2F ∗
where
F ∗ =
∑
j=0
λ−jθF ∗j , wt−2+δ(detF)= λ−tθ δ(detF ∗).
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Proof. If t = 2+ the assertion is trivial. Let t < 2+. We prove the following statement by
induction on p (p  t − 2+).
We can find matrices Λ(0), . . . ,Λ(p−1), as above such that
F (0)#Λ(0)#Γ # · · ·#Λ(p−1)#Γ = λ−pθ/2F (p), (5.3)
where
the first and the second column of F (p) are
in H(+) and H(p+ +(p+ 1)) respectively (5.4)
and
F (p) =
∑
j=0
λ−jθF (p)j , F
(p)
0 =
(
F
(0)
0,11 ∗
F
(0)
0,21 ∗
)
wδ
(
detF (p)
)= λ−θ δ(detF (p+1)), detF (p) ∈H(p+ +(p+ 2)). (5.5)
First we show that
detF (0)0 = 0. (5.6)
To see this suppose detF (0)0 = 0. From Lemma 2.4 we have
DetF (0) = detF (0) +O(λ−sθ )= detF (0)0 +O(λ−θ ).
This contradicts DetF (0) = O(λ−(t−2+)θ) which follows from (5.1) and (5.2).
Let us write F (p)0 = (F (p)0,ij )1i,j2 and take
Λ(0) =
(
1 −F (0)0,12
0 w
)
where w = F (0)0,11, which is different from zero, and consider λ−θ/2F (1) = F (0)#Λ(0)#Γ .
Note that (5.6) implies that the second column of F (0)0 Λ(0) is zero so that d(F (1)) 0. It is
not difficult to see (5.4) with p= 1 because F (0) ∈H(+). To see (5.5) it suffices to check
λ−θ δ
(
detF (1)
)= δ[det(F (0)Λ(0)Γ )]= δ(w detF (0))=wδ(detF (0)).
Thus (5.3)–(5.5) holds for p = 1. Assume that (5.3)–(5.5) holds for p < t − 2+. We show
that
detF (p)0 = 0.
Suppose detF (p)0 = 0. From Lemma 2.4 one has
DetF (p) = detF (p) +O(λ−sθ ).
Thus one gets
wp DetF (0) = λ−pθ DetF (p) = λ−pθ{detF (p)0 +O(λ−θ )}.
This contradicts the fact that DetF (0) = O(λ−(t−2+)θ). Take Λ(p) as
Λ(p) =
(
1 w(p)
0 w
)
, w(p) =−F (p)0,12 (5.7)
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and consider
F (p)#Λ(p)#Γ = F˜ (p+1)#Γ = λ−θ/2F (p+1),
where the right-hand side defines F (p+1). This is possible because
F˜
(p+1)
0 =
(
F
(0)
0,11 0
F
(0)
0,21 0
)
.
It is easy to see that the second column of F (p+1)k is(∑
i+s|α|=k+1 1α!
(
F
(p)(α)
i,11 w
(p)
(α) + F (p)(α)i,12 w(α)
)
∑
i+s|α|=k+1 1α!
(
F
(p)(α)
i,21 w
(p)
(α) + F (p)(α)i,22 w(α)
)
)
.
From the induction hypothesis we have F (p)j1 ∈H(+) and F (p)j2 ∈H(p + +(p + 1)). Let us
check the degrees of homogeneity of the above quantities: recalling that w(p) = −F (p)0,12
and that w is of homogeneous of degree +, the degree of homogeneity of F (p)(α)i,11 w
(p)
(α) is:
i + +− |α| − jq + p+ +(p+ 1)− |α| − j ′q
= (i + s|α| + +(p+ 2)+ p)− (j + j ′ + |α|)q
= [k + (p+ 1)+ +(p+ 2)]− (j + j ′ + |α|)q,
whereas the degree of homogeneity of F (p)(α)i,12 w(α) is
i + +(p+ 1)+ p− |α| − jq + +− |α|
= (i + s|α| + +(p+ 2)+ p)− (j + |α|)q
= [k + (p+ 1)+ +(p+ 2)]− (j + |α|)q.
This shows that the second column of F (p+1)k is a sum of terms which are homogeneous
of degree k + (p+ 1)+ +(p+ 2)− jq  0 for some j ’s. This proves (5.4). From (5.4) it
can be easily seen that detF (p) ∈H(p+ +(p+ 2)).
It is also clear that
δ
(
detF (p+1)
)= λθwδ(detF (p)). (5.8)
Arguing by induction we conclude the assertion. ✷
Lemma 5.2. We have
detF ∗ = g∗0 + λ−θ g∗1 + · · · + λ−(s−1)θg∗s−1 + · · · , g∗0 = 0,
where g∗i is a sum of terms which are homogeneous polynomials of degree +(t − 2+)+ t +
i − jq  0 for some suitable j ’s. Moreover we have
wt−2+ DetF = λ−tθ DetF ∗, (5.9)
δ(detF ∗)= λ−(r−t )θwt−2+[hρ +O(λ−θ )]. (5.10)
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Proof. The assertion (5.9) follows from Lemma 5.1 immediately. Since detF ∗ ∈H(t +
+(t − 2+)) the first assertion follows. Since detF ∗ = DetF ∗ + O(λ−sθ ) we see that
detF ∗ =wt−2+g0 + · · · by (5.9) and hence g∗0 = 0. From Lemma 5.1 it follows that
wt−2+δ(detF)= λ−tθ δ(detF ∗).
On the other hand, Corollary 3.1 and the above equality imply that
δ(detF ∗)= λ−(r−t )θ[hρ +O(λ−θ )],
which is (5.10). ✷
Corollary 5.1. We have t  r .
Proof. Assume t > r . Lemma 5.2 states that δ(detF ∗) = O(λ−(r−t )θ), since both w and
hρ are not zero. Now since F ∗ =∑j=0 λ−jθF ∗j , F ∗ ∈H(t + +(t − 2+)), involves only
negative (or zero) powers of λ, it is obvious that δ(detF ∗) = O(1). Hence the inequality
t > r yields a contradiction. ✷
Proof of Theorem 1.1. We first prove that
DetF = O(λ−rθ ) (5.11)
is necessary for the C∞ well posedness of the Cauchy problem for L1(x,D)+L0(x). Let
us study
e−iλxn
[
L1(x,D)+L0(x)
]
eiλxn
which yields
λ
{
L1
(
x, en + λ−1D
)+ λ−1L0(x)}.
We perform the following dilation: x → λ−(1−δ)θ x , where 0 < δ < 1 will be determined
later. Defining s by −1+ (1− δ)θ =−θ − δθ − sθ , that is 1 = (s + 2)θ , we have
L1
(
λ−(1−δ)θx, en + λ(1−δ)θ−1D
)+ λ−1L0(λ−(1−δ)θx)
= L1
(
λ−θ
(
λδθ x
)
, en + λ−θ
(
λ−δθ−sθD
))+ λ−(s+2)θL0(λ−θ (λδθx))
=
∑
j=0
λ−θjGj
(
λδθx,λ−δθ−sθD
)=G(λδθx,λ−δθ−sθD;λ).
Let us recall here the apriori estimate
|u|C0(Wt )  CλM
∣∣G(λδθ x,λ−δθ−sθD;λ)u∣∣
Cp(Wt )
, ∀u ∈C∞0 (W), λ λ¯, (5.12)
resulting from the C∞ well posedness of the Cauchy problem for L1(x,D) + L0(x),
where Wt = {x ∈W | x0  t} and W is any given compact set in Rn+1. To prove (5.11),
supposing (5.1) with t < r , we construct an asymptotic solution for G(λδθx,λ−δθ−sθD;λ)
contradicting (5.12). By Proposition 3.2 it is enough to construct an asymptotic null
solution for F(λδθx,λ−δθ−sθD;λ) with σ0 = sθ + 2δθ . Setting
Λ=Λ(0)#Γ # · · ·#Λ(t−2+−1)#Γ
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from Lemma 5.1 it follows that
F
(
λδθx,λ−δθ−sθD;λ)Λ(λδθx,λ−δθ−sθD;λ)= λ−tθ/2F ∗(λδθx,λ−δθ−sθD;λ).
We construct an asymptotic null solution u with σ0 = sθ +2δθ for F ∗(λδθx,λ−δθ−sθD;λ)
and then verify that
Λ
(
λδθx,λ−δθ−sθD;λ)u
is non trivial in such a way that Λ(λδθ x,λ−δθ−sθD;λ)u itself is actually an asymptotic
null solution for F(λδθx,λ−δθ−sθD;λ). Recall that
detF ∗ = g∗0 + · · · + λ−(r−t )θg∗r−t + · · ·
where g∗r−t =w(x, ξ)t−2+hρ(x, ξ)+ · · · by Lemma 5.2.
Lemma 5.3. We have s + 2 t and for 0 i < r − t
g∗i (x, ξ)=w(x, ξ)t−2+hi(x, ξ)
where hi(x, ξ) are homogeneous polynomials of degree t + i − q .
Proof. From Lemma 5.2 we have detF ∗ ∈H(t + +(t − 2+)) and hence one can write
g∗i (x, ξ)=
∑
+(t−2+)+t+i−jq0
g∗ij (x, ξ) (5.13)
where g∗ij (x, ξ) are homogeneous polynomials of degree +(t − 2+)+ t + i− jq  0. Since
δ(detF ∗)= O(λ−(r−t )θ ) by Lemma 5.2 again this shows that the terms gi0 does not occur
in the sum (5.13) for i < r − t . Writing
DetF = λ−tθ [g0 + λ−θ g1 + · · · + λ−(s−1)θgs−1]
it follows from Lemma 5.2 that
gi(x, ξ)w(x, ξ)
t−2+ = g∗i (x, ξ), 0 i  s − 1. (5.14)
Since w(x, ξ) is a homogeneous polynomial of degree + and gi(x, ξ) are holomorphic at
(0,0) by Corollary 2.1, we conclude that
gi(x, ξ)=
∑
t+i−jq0,j1
gij (x, ξ) (5.15)
where gij (x, ξ) are homogeneous polynomials of degree t + i − jq  0. It follows from
g0 = 0 that t − q  0, that is s + 2  t . This is the first assertion. Since t + i − 2q < 0
for 0 i < r − t because r < 2(s + 2), no term with j  2 occurs in (5.15) and hence the
assertion follows from (5.14). ✷
Thanks to Lemma 5.3 one can write
detF ∗ =wt−2+[h0 + λ−θ h1 + · · · + λ−(r−t )θhρ]+O(λ−(r−t+1)θ)
where hj (x, ξ) are homogeneous polynomials of degree t + j − q . Let us define δ by
δ = max
hi =0, 0i<r−t
r − t − i
r − t − i + q (5.16)
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so that δ  1/2 and
−iθ + (t + i − q)δθ −(r − t)θ + rδθ
for 0 i < r − t because s + 2 t and q = s + 2. Assume that the maximum in (5.16) is
attained when i = i∗.
Lemma 5.4. There is (x¯, ξ¯ ′) such that hρ(x¯, ξ0, ξ¯ ′) + hi∗(x¯, ξ0, ξ¯ ′) = 0 has a simple
nonreal root τ verifying w(x¯, τ, ξ¯ ′) = 0.
Proof. Let us set f = hi∗ and g = hρ + f and write
f =
t+i∗−q∑
j=0
fj (x, ξ
′)ξj0 ,
where fj (x, ξ ′) are homogeneous of degree t + i∗ − q − j . Assume
fj = 0, j > k, fk = 0
and consider the equation
g(tx, ξ0, tξ
′)= ξr0 +
k∑
j=0
t t+i∗−q−j fj (x, ξ ′)ξj0 +O
(
t (t + ξ0)r−1
)= 0. (5.17)
Let us take
α = t + i
∗ − q − k
r − k
and replace ξ0 by tατ in Eq. (5.17); this yields
τ r + fk(x, ξ ′)τ k +O
(
tq/r−k
)= 0. (5.18)
Let τ (x, ξ ′, t) be a simple nonreal root of (5.18) such that
τ (x, ξ ′,0)= [−fk(x, ξ ′)]1/r−k.
Recalling that w is of homogeneous of degree + one can write
w(x, ξ)=
+∑
i=0
wi(x, ξ
′)ξ i0,
and we may assume that
wi = 0, i > i0, wi0 = 0.
Then it is clear that
w(tx, tατ, tξ ′)= t+−i0+αi0[wi0(x, ξ ′)τ i0 +O(tq/r−k)].
Thus, in order to prove the lemma, it is enough to choose (x, ξ ′) so that
fk(x, ξ
′) = 0, wi0(x, ξ ′) = 0
and t is small. ✷
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Let φ be a solution to
φx0 = τ
(
x,φx ′(x)
)
, φ(x¯ ′0, x ′)= 〈ξ¯ ′, x ′〉 + i|x ′ − x¯ ′|2
where τ is given in Lemma 5.4. Let us consider
e−iλsθ+2δθ φ(x)F ∗
(
λδθx,λ−δθ−sθD;λ)eiλsθ+2δθφ(x) =H ∗(x,λ−δθ−sθD;λ). (5.19)
Write
F ∗(x, ξ;λ)=
∑
k=0
λ−kθF ∗k (x, ξ), F ∗k = (F ∗k,ij )1i,j2
and apply Lemma 4.4. Then we get
e−iλsθ+2δθ φ(x)F ∗k,ij
(
λδθx,λ−δθ−sθD
)
eiλ
sθ+2δθ φ(x)
= F ∗k,ij
(
λδθ x,λδθφx(x)+ λ−δθ−sθD
)
+ λ(mij+k−1)δθ−sθ−δθRk,ij
(
x,λ−δθ−sθD;λ)
=H ∗k,ij
(
x,λ−δθ−sθD;λ)
where mi1 = + and mi2 = t − 2++ +(t − 2++ 1) which follows from (5.5). We then see
that the first column of H ∗k (x, ξ;λ) is
λ−kθ+(k++)δθ
[
cki1(x)+ o(1)
]+O(λ−kθ+(k++−2)δθ−sθ)
while the second column of H ∗k (x, ξ;λ) is
λ−kθ+[k++(t−2+)+t−+]δθ
[
cki2(x)+ o(1)
]+O(λ−kθ+[k++(t−2+)+t−+−2]δθ−sθ).
Taking these estimates into account we put
Γ ∗ =
(
λ−+δθ 0
0 λ−[+(t−2+)+t−+]δθ
)
and set
H ∗
(
x,λ−δθ−sθD;λ)#Γ ∗ =G∗(x,λ−δθ−sθD;λ).
Then it is clear that
G∗k,j1(x, ξ;λ) = λ−+δθF ∗k,j1
(
λδθx,λδθφx + ξ
)+ λ(k−2)δθ−sθRk,j1(x, ξ;λ),
G∗k,j2(x, ξ;λ) = λ−[+(t−2+)+t−+]δθF ∗k,j2
(
λδθ x,λδθφxξ
)
+ λ(k−2)δθ−sθRk,j2(x, ξ;λ).
Let us put
s˜κθ = δθ + sθ, κ = 1
r − t − i∗ + q .
Lemma 5.5. We have
detG∗(x, ξ;λ)= λ−t˜ κθ [g∗(x, ξ)+O(λ−κθ )]
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with some t˜ < s˜ where
g∗(x, ξ)=
n∑
i=0
ai(x)ξi + c(x), a0(x) = 0.
Proof. Recall that the first column of G∗k is
λ−kθ+kδθ
[
cki1(x)+O
(
λ−κθ
)]+O(λ−kθ+(k−2)δθ−sθ)
and the second column of G∗
k′ is
λ−k′θ+k′δθ
[
ck
′
i2(x)+O
(
λ−κθ
)]+O(λ−k′θ+(k′−2)δθ−sθ).
Thus the general term of detG∗(x, ξ;λ) in which the remainder term R falls is
O
(
λ−(k+k′)θ+[(k+k′)−2]δθ−sθ
)
and, since 0< δ < 1, the above quantity is estimated by
O
(
λ−2δθ−sθ
)
.
We next take a look at the main term in the expression of detG∗(x, ξ;λ); it comes from
det(F ∗(λδθ x,λδθφx + ξ)#Γ ∗) and can be written as
det
[
F ∗
(
λδθx,λδθφx + ξ
)
#Γ ∗
]= λ−[+(t−2+)+t ]δθ∑
j=0
λ−jθ g∗j
(
λδθx,λδθφx + ξ
)
.
We recall that λ−[+(t−2+)+t ]δθg∗j (λδθx,λδθφx + ξ) = O(λjδθ ) and point out that the
following inequalities hold
−(r − t)θ + (r − t)δθ −jθ + jδθ + δθ, j > r − t,
−(r − t)θ + (r − t)δθ −iθ + iδθ − qδθ + δθ, i < r − t, i = i∗,
because δ  1/2; this allows us to conclude that
det
[
F ∗
(
λδθx,λδθφx + ξ
)
#Γ ∗
]
= λ−(r−t )θ+(r−t−1)δθ
[
n∑
j=0
∂ξj g(x,φx)ξj + c(x)+O
(
λ−κθ
)]
= λ−(r−t )θ+(r−t−1)δθ[g∗(x, ξ)+O(λ−κθ )], (5.20)
because τ is a simple root for g(x¯, ξ0, ξ¯ ′)= 0. On the other hand it is clear that
(r − t)θ − (r − t − 1)δθ < sθ + δθ
because r  2s + 2. Then we get the desired assertion setting
t˜ κθ = (r − t)θ − (r − t − 1)δθ. ✷
We are now ready to prove (5.11). Let us take ψ so that
g∗(x,ψx)= 0
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and consider
e−iλs˜κθψ(x)G∗
(
x,λ−s˜κθD;λ)eiλs˜κθψ(x)
=G∗(x,ψx + λ−s˜κθD;λ)+ λ−s˜κθR∗(x,λ−s˜κθD;λ)
=G∗∗(x,λ−s˜κθD;λ).
Then it is clear that
detG∗∗(x, ξ;λ)= λ−t˜ κθ [g∗∗(x, ξ)+O(λ−κθ )]
where g∗∗(x,0)= 0 and ∂ξ0g∗∗(x,0) = 0. Therefore in order to construct an asymptotic
null solution for G∗∗(x,λ−s˜κθD;λ) it suffices to apply Proposition 4.1.
Furthermore let
U(x,λ)= eiλsθ+2δθ?(x,λ)
∑
j=0
λ−κθj uj (x)
be an asymptotic null solution of
F
(
λδθx,λ−δθ−sθD;λ)Λ(λδθx,λ−δθ−sθD;λ),
constructed as above, where
?(x,λ)= φ(x)+ λ−δθψ(x)+ · · · .
In order to exhibit an asymptotic null solution for F(λδθx,λ−δθ−sθD;λ) we must still
show that Λ(λδθx,λ−δθ−sθD;λ)U is nontrivial. Let us argue by contradiction: suppose
that
e−iλsθ+2δθ?(x,λ)Λ
(
λδθx,λ−δθ−sθD;λ)eiλsθ+2δθ?(x,λ)u∼ 0.
This would imply that
w
(
λδθx,λδθφx
)= λ+δθw(x,φx)= 0,
which contradicts Lemma 5.4.
Assuming that DetF = O(λ−rθ ) we next show that
σ(DetF)= hρ,
which clearly proves that σ(DetG)= hρ . We argue in way analogous, but simpler, to the
above. Let us take δ = 0 and construct an asymptotic solution for G(x,λ−sθD;λ). The
same arguments as in the proof of Lemma 5.2 and Lemma 5.3 show that
detF ∗ = g∗0 + λ−θ g∗1 + · · · , g∗0 =wr−2+(hρ + f ),
where f is a homogeneous polynomial of degree r − q . Assuming DetG = hρ we would
have f = 0. We repeat the same arguments as in the proof of Lemma 5.4 to conclude that
there is a nonreal simple root τ of hρ(x¯, τ, ξ¯ ′)+ f (x¯, τ, ξ¯ ′)= 0 verifying w(x¯, τ, ξ¯ ′) = 0.
The rest of the proof is a repetition of the preceding arguments. ✷
Proof of Theorem 1.2. We perform the dilation x→ λ−(1+δ)θ x , where 0 < δ < 1 will be
determined later. Defining s by (1+ δ)θ −1 =−θ + δθ − sθ , that is 1 = (s+2)θ , we have
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L1
(
λ−(1+δ)θx, en + λ(1+δ)θ−1D
)+ λ−1L0(λ−(1+δ)θx)
= L1
(
λ−θ
(
λ−δθ x
)
, en + λ−θ
(
λδθ−sθD
))+ λ−(s+2)θL0(λ−θ (λ−δθx))
=
∑
j=0
λ−θjGj
(
λ−δθx, λδθ−sθD
)=G(λ−δθx, λδθ−sθD;λ).
Here we recall the a priori estimate
|u|C0(Wt )  CλM
∣∣G(λ−δθ x, λδθ−sθD;λ)u∣∣
Cp(Wt )
, ∀u ∈C∞0 (W), λ λ¯, (5.21)
resulting from the C∞ well posedness of the Cauchy problem for L1(x,D)+ L0(x). To
prove the theorem we construct an asymptotic null solution for G(λ−δθx, λδθ−sθD;λ)
contradicting (5.21). Assume Fj = 0, j < +, F+ = 0 as before. First, keeping into account
that
DetF = λ−rθ [g˜0 + λ−θ g˜1 + · · · + λ−(s−1)θ g˜s−1]= λ−rθ g˜,
we have
g˜
(
λ−δθ x, λ−δθ ξ;λ)= λ−rδθ [G(x, ξ)+O(λ−νθ )], (5.22)
where ν = 1/(r − si∗), for some i∗, due to the fact that
DetF = [1+O(λ−θ )] ·DetG.
By Proposition 3.2 it is enough to construct an asymptotic solution for the operator
F(λ−δθx, λδθ−σθD;λ) with σ0  sθ − δθ . Denoting by
Λ=Λ(0)#Γ # · · ·#Λ(r−2+−1)#Γ,
it follows from Lemma 5.1 that
F
(
λ−δθx, λδθ−sθD;λ)Λ(λ−δθx, λδθ−sθD;λ)= λ−rθ/2F ∗(λ−δθ x, λδθ−sθD;λ).
Our purpose is to construct an asymptotic solution u, with σ0  sθ − δθ , for the operator
F ∗(λ−δθ x, λδθ−sθD;λ) and then check that
Λ
(
λ−δθx, λδθ−sθD;λ)u
is nontrivial, in such a way that Λ(λ−δθ x, λδθ−sθD;λ)u is actually an asymptotic solution
for F(λ−δθ x, λδθ−sθD;λ). Recall that
DetF ∗ =w(x, ξ)r−2+g˜(x, ξ;λ)
and hence
detF ∗ =w(x, ξ)r−2+g˜(x, ξ;λ)+O(λ−sθ ).
The first step is to prove the following lemma on the simple nonreal root of G.
Lemma 5.6. Assume that G(x¯, ξ0, ξ¯ ′) has a simple nonreal root ξ0. Then one can find
(x˜, ξ˜ ′) close to (x¯, ξ¯ ′) such that G(x˜, ξ0, ξ˜ ′) = 0 has a simple nonreal root τ verifying
w(x˜, τ, ξ˜ ′) = 0.
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Proof. Let W be a neighborhood of (x¯, ξ¯ ′) and δ > 0 such that G(sx, ξ0, sξ ′) = 0 has a
simple root if (x, ξ ′) ∈W and |s − 1|< δ. Denote the simple root by τ (sx, sξ ′) so that
G(sx, τ (sx, sξ ′), sξ ′)= 0, (x, ξ ′) ∈W, |s − 1|< δ. (5.23)
Denote by r∗ a positive integer such that G can be written as a sum of r∗ +1 homogeneous
polynomials and put
µ(x, ξ ′; s)= s−1τ (sx, sξ ′).
We show that for any (x, ξ ′) ∈W there is 1 r = r(x, ξ ′) r∗ such that
∂rµ
∂sr
(x, ξ ′;1) = 0.
We argue by contradiction. Suppose that
∂jµ
∂sj
(x, ξ ′;1)= 0, j = 1, . . . , r∗.
We can rewrite (5.23) as∑
δ(r−si )=i
ssi−rg0i (x,µ, ξ ′)= 0 (5.24)
and note that s0 = r and g00 = hρ . Differentiating (5.24) j times with respect to s and
evaluating the so obtained quantity at s = 1 we get, due to our assumption,∑
δ(r−si )=i, i =0
(si − r)(si − r − 1) · · · (si − r − j + 1)
× g0i
(
x,µ(x, ξ ′;1), ξ ′)= 0, (5.25)
for j = 1,2, . . . , r∗. Note that (5.25) consists of r∗ linear equations with r∗ unknowns
g0i
(
x,µ(x, ξ ′;1), ξ ′), δ(r − si )= i, i = 0.
The determinant of the system of linear equations is different from zero because the
determinant∣∣∣∣∣∣∣∣∣
p1 · · · · · · pm
p1(p1 − 1) · · · · · · pm(pm − 1)
... · · · · · · ...
p1(p1 − 1) · · · (p1 −m+ 1) · · · · · · pm(pm − 1) · · · (pm −m+ 1)
∣∣∣∣∣∣∣∣∣
is equal to p1 · · ·pm∏i<j (pi − pj ) up to the sign. This proves that
g0i
(
x,µ(x, ξ ′;1), ξ ′)= 0, δ(r − si )= i, i = 0,
and hence one gets
hρ
(
x,µ(x, ξ ′;1), ξ ′)= 0
because G(x,µ(x, ξ ′;1), ξ ′) = 0. This is impossible since hρ(x, ξ0, ξ ′) = 0 has only real
roots ξ0 for real (x, ξ ′).
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To simplify our notations let us write ν(x, ξ ′; s)= µ(x, ξ ′;1+ s). Suppose that
∂j ν
∂sj
(x, ξ ′;0)= 0, 1 j < r, ∂
rν
∂sr
(x, ξ ′;0) = 0 (5.26)
for some 1 r  r∗; then one can write
ν(x, ξ ′; s)= ν(x, ξ ′;0)+ sr ν˜(x, ξ ′; s), ν˜(x, ξ ′;0) = 0.
Recalling that w is a homogeneous polynomial of degree +, we write
w(x, ξ0, ξ
′)=
+∑
j=0
wj(x, ξ
′)ξj0
and suppose that
w
(
x, ν(x, ξ ′; s), ξ ′)= 0, ∀(x, ξ ′) ∈W. (5.27)
Differentiating (5.27) with respect to s it is easy to see that
wj(x, ξ
′)= 0.
Since (x, ξ ′) ∈W is arbitrary one has w = 0 which is a contradiction. ✷
From Lemma 5.6 there exists a simple nonreal root τ (x, ξ ′) of
G(x, ξ)= 0,
with respect to ξ0, verifying w(x˜, τ, ξ˜ ′) = 0. Let φ be a solution of the problem
φx0(x)= τ
(
x,φx ′(x)
)
, φ(x˜ ′0, x ′)= 〈ξ˜ ′, x ′〉 + i|x ′ − x˜ ′|2. (5.28)
It is clear that G(x,φx(x))= 0, ∂ξ0G(x,φx(x)) = 0. Let us now consider
e−iλsθ−2δθ φ(x)F ∗
(
λ−δθ x, λδθ−sθD;λ)eiλsθ−2δθφ(x)
= F ∗(λ−δθ x, λ−δθ (φx + λ2δθ−sθD);λ)+ λ−sθR(λ−δθ x, λ2δθ−sθD;λ)
= F ∗∗(x,λ2δθ−sθD;λ), (5.29)
where
F ∗∗(x, ξ˜;λ)= F ∗(λ−δθx, λ−δθ (φx + ξ˜ );λ)+ λ−sθR(λ−δθ x, ξ˜;λ). (5.30)
Let us take a look at the following quantity
detF ∗∗ = detF ∗(λ−δθ x, λ−δθ (φx + ξ˜ );λ)+O(λ−sθ ).
Note that the choice of δ shows that
detF ∗
(
λ−δθx, λ−δθ (φx + ξ);λ
)
=
s−1∑
j=0
λ−θjw
(
λ−δθ x, λ−δθ (φx + ξ)
)r−2+
g˜j
(
λ−δθx, λ−δθ (φx + ξ)
)+O(λ−sθ )
= λ−[(r−2+)++r]δθ[w(x,φx + ξ)r−2+G(x,φx + ξ)+O(λ−θν)]+O(λ−sθ ).
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Note that δ < 8s/(r + 4)2 implies[
r + (r − 2+)+]δ < s − 2δ. (5.31)
In view of (5.31) one has
detF ∗∗(x, ξ;λ) = λ−[(r−2+)++r]δθ[w(x,φx + ξ)r−2+G(x,φx + ξ)+O(λ−νθ )]
= λ−[(r−2+)++r]δθ[g∗∗(x, ξ)+O(λ−νθ )] (5.32)
where g∗∗(x, ξ)=w(x,φx + ξ)r−2+G(x,φx + ξ). As a consequence we obtain that
g∗∗(x,0)= 0, ∂ξ0g∗∗(x,0) = 0. (5.33)
Let us put sθ − 2δθ = s˜νθ and [(r − 2+)++ r]δθ = t˜ νθ so that
t˜ < s˜ (5.34)
because of (5.31). Noting that one can write
F ∗∗(x, ξ;λ)=
∑
j=0
λ−νθjF ∗∗j (x, ξ)
and taking (5.32), (5.33) and (5.34) into account one can apply Proposition 4.1 to construct
an asymptotic solution for
F ∗∗
(
x,λ−s˜νθD;λ)= F ∗∗(x,λ2δθ−sθD;λ).
The rest of the proof is just a repetition of that of Theorem 1.1. ✷
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