a b s t r a c t
Geometric semantic operators (GSOs) for Genetic Programming have been widely investigated in recent years, producing competitive results with respect to standard syntax based operator as well as other well-known machine learning techniques. The usage of GSOs has been facilitated by a C++ framework that implements these operators in a very efficient manner. This work presents a description of the system and focuses on a recently implemented feature that allows the user to store the information related to the best individual and to evaluate new data in a time that is linear with respect to the number of generations used to find the optimal individual. The paper presents the main features of the system and provides a step by step guide for interested users or developers. 
Motivation and significance
Recent years have seen a growing interest in the definition of semantic methods in Genetic Programming (GP) [1] . While the definition of semantics is not unique, it commonly refers to the vector of outputs produced by the evaluation of a GP individual on a set of training cases. Initial attempts to include the concept of semantics in GP focused on indirect methods (i.e., where standard syntax-based genetic operators are used and semantic criteria are considered to accept or reject newly created individuals). While these methods provide some beneficial effects on GP performance, they require a non-negligible computational effort due to the evaluation of a vast number of useless individuals (the ones that are not accepted based on the semantic criterion). This problem has been overcome with the definition of direct methods, that are able to include the concept of semantics in GP by defining particular genetic operators that, differently from the standard ones, have a direct effect on the semantics of the individuals [2] . While these operators have important properties [2] that make them particularly useful in regression and classification problems, they present important drawbacks: first of all, individuals generated by geometric semantic operators (GSOs) are characterized by a bigger size (i.e., number of nodes) with respect to the size of their parents. Individuals that grow exponentially with the number of generations (when crossover is applied) are an important limitation that must be taken into account when semantic operators are used to address complex problems, where hundreds of generations are necessary to generate a good quality solution. In fact, the evaluation of such individuals makes the GP process unbearably slow. Thanks to the software presented in this paper, GSOs gained popularity in recent years, and it was possible to use them to address complex real-world problems which imply processing a vast amount of data [3] . The software, called GSGP-C++ (Geometric Semantic Genetic Programming in C++) is nowadays a reference in the GP community.
With the new version of the software, it is now possible to save the best model returned at the end of the evolution using it in a production scenario. This paper describes the new version of the software that makes it possible to save the information needed to reconstruct the optimal individual and to apply this individual to test data, i.e., data which has not been previously used for evolving the GP population. While reconstructing the full individual is a time-consuming task, it is possible to store all the components of the best solution in such a way that evaluating new instances will require a time that is linear with respect to the number of generations used to evolve the final solution.
Description of the software
The GSGP-C++ framework implements the GSOs outlined in [2] for symbolic regression that are defined as follows:
Geometric Semantic Crossover. Given two parent functions
Geometric Semantic Mutation. Given a parent function T : R n → R, the geometric semantic mutation with mutation step ms returns the real function
T R2 are random real functions whose output values range in the
The main idea that made it possible to implement these operators is that, given the parents and the random trees to be used, there is only one possible way to apply the geometric semantic operators. Therefore, there is no reason to store the whole tree structure of the offspring. For instance, for crossover, given the parents T 1 and T 2 and the random tree T R , we can simply store a tuple (crossover, &T 1 , &T 2 , &T R ) where, for each individual π, &π is a memory reference (or pointer) to π. Analogously, there is no reason for calculating the fitness of the offspring based on its tree structure. Fitness is simply a distance between the semantic vector and the target one. So, all we need to calculate fitness is the semantic vector, which can be easily obtained from the semantic vectors of T 1 , T 2 and T R by applying the definition of geometric semantic crossover. Completely analogous reasoning can be done for geometric semantic mutation. Being able to calculate fitness simply by calculating a distance between vectors of numbers, instead of having to evaluate tree structures, is the main reason for the efficiency of the proposed implementation. The cost, in terms of time and space, for evolving a population of n individuals for g generations is O(ng) (the reader is referred to [4] for the details).
Reconstructing the best solution
In order to use the model returned by a GP run, the system stores the following information:
• the file called ''individuals.txt'' stores the individuals used in the GP run as mathematical expressions. The first part of the file contains the individuals that form the initial population, while the remaining part of the file stores the random individuals. These parameters can be specified in the configuration file of the system (the reader is referred to the documentation available at http://gsgp.sourceforge. net/.) All the individuals are stored in Infix notation, with the operators written in-between their operands (i.e., the usual way we write expressions). Brackets are used to make the precedence between operators explicit. An example, with the first lines of the file ''individuals.txt'', is reported in Fig. 1 .
• the file ''trace.txt'' contains the information needed to reconstruct the optimal individual. In detail, each line of the file stores the data related to each crossover, reproduction and mutation event as a 6−tuple that contains the following information:
if a crossover event happened, the 6 − tuple contains the index of the first parent, the index of the second parent, the index of the random tree, a 0 indicating a crossover event, the index of the offspring and, finally, a dummy value (the dummy value allows the system to use the same data structure for mutation, crossover and reproduction events).
if a mutation event happened, the 6−tuple contains the index of the first random tree, the index of the second random tree, the index of the parent (i.e., the individual that is mutated), a 1 indicating a mutation event, the index of the offspring and, finally, the mutation step. if a reproduction event happened, the 6−tuple contains the index of the parent, three dummy values, the index of the offspring and, finally, a dummy value.
This information is used to evaluate the optimal model on unseen data following the procedure depicted in Fig. 2 .
For instance, the 6 − tuple
indicates that individual 83 of the new population is obtained by performing the mutation of individual 186 of the current population. This semantic mutation must use the random trees 260 and 278 with a mutation step of 0.695687.
To optimize the performance of the system, the file ''trace.txt'' contains only the mutation, crossover and reproduction events that have been performed to build the optimal individual. This is obtained by the marking procedure depicted at the beginning of Fig. 2 . The procedure performs an exploration of a directed acyclic graph starting from the node representing the best individual (i.e., the one at the last generation). This implementation requires a time that is linear with respect to the number of nodes of the graph which is, at most, n · g, where n is the population size and g the number of generations.
Considering that the evaluation procedure has a complexity of O(ng), the global procedure (i.e., marking all the nodes reachable from the best individual and evaluating the resulting graph) retains the same complexity.
Using the system
This section briefly explains how to use the system. The first step for using the library requires the definition of the fitness function, the functional and terminal symbols, and a set of parameters. The default fitness function is the root mean squared error between target and predicted values. Additionally, the software already provides an implementation of the mathematical operator and uses all the dependent variables as terminal symbols. It is possible to specify a range of constant values to be used as terminal symbols. In the documentation of the library, the user can find what functionalities should be modified in order to adapt the library to a specific problem. A configuration file (called configuration.ini, included in the downloadable package) allows the user to specify the appropriate parameters described in the documentation.
The file ''configuration.ini'' has important parameters to be specified for reconstructing the best model: Each block represents an individual and each row is a population. Arrows represent the application of GSOs. White blocks are the ones that are not considered by the marking procedure, hence they are not involved in the process of building the optimal solution. On the other hand, orange blocks are the ones marked by the marking procedure and are the ones that must be evaluated to extract the semantics of the optimal individual. 1. random_tree: this parameter specifies the cardinality of the pool of random trees used by the system.
2. expression_file: a value of 1 for this parameter indicates to the system to use the individuals contained in the file ''individuals.txt''. A value different from 1 implies that the system will create the individual by using one of the initialization methods that can be specified by using the parameter ''init_type''.
3. USE_TEST_SET: a value of 1 indicates that the system is used to apply the optimal solution to a set of unseen instances. A value different from 1 tells the system to perform the standard evolutionary process.
A typical use of the system to tackle a user-defined problem consists of the following steps:
• use the system in learning mode (i.e., by executing the standard evolutionary process). In this phase, set the parameters USE_TEST_SET to 0 and expression_file to 1 (if you want to run the system by using the individuals contained in the file ''individuals.txt'') or to 0 (if you want to randomly initialize the GP population);
• apply the best model obtained in the previous step to unseen data. In this phase, set both the parameters USE_TEST_ SET and expression_file to 1. The output of the model is stored in the file ''evaluation_on_unseen_data.txt''
To compile the file GP.cc containing the GP algorithm that uses the proposed library, just execute the following command: g++ -Wall -O0 -g GP.cc -o GP Running the program to perform the standard learning process requires the execution of the command:
./GP -train_file train.txt -test_file test.txt while to apply a solution to a set of unseen instances the user must run the following command:
./GP -test_file test.txt
In this case, train.txt and test.txt are the files containing training and test instances.
When the system is executed with the value of USE_TEST_SET equal to 1, the file containing the test instances does not need to contain the target values. This is carefully explained in the documentation of the system. Moreover, differently from the training and test files specified in learning mode, the test file must not contain on its second line the number of instances it stores.
The C++ source code can be compiled under Linux or Windows with Cygwin. The project is self-contained and only depends on standard libraries. Documentation is provided, including a user's manual and a description of the functions and data structures used.
Impact
The system described in this paper will allow GP practitioners to use the final model in a production environment, something that represents a fundamental contribution in the field of GP and, in particular, semantics-based methods. The system is nowadays the fastest-running GP system, allowing a speedup that is at least 20 times the one that characterizes a syntax-based GP system. We believe that this new implementation will make even popular the use of the semantics-based method and genetic programming: in particular, the system is scalable, allowing to solve problems characterized by a vast amount of data.
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