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1. Introduction
The goal of this paper is to establish sub-exponential mixing and convergence rates
to equilibrium for a class of Markov chains, that is, bounds of the type
βn,x ≤ C(x)e−cnδ , c, δ, C(x) > 0, n ≥ 0. (1)
Here βn,x is a β-mixing coefficient, see definition (6) below; certain other mixing
coefficients and distances between current and limiting distributions might stand
on the left-hand side of (1) either.
Assumptions will include two standard groups of conditions: recurrence type
conditions and local mixing. The former are formulated for model (2) (see below)
in terms of “drift and diffusion”, similar to continuous time setting, cf. [39, 43, 44]
where drift and diffusion are the most natural objects for assumptions. Other
possibilities provide assumptions in terms of Lyapunov functions, as in the majority
of papers. However, they often leave an open question how to check them for a
wide class of processes. A habit to use “true” Lyapunov functions clearly delayed
studying of weak mixing bounds.
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Classical uniform exponential convergence to equilibrium for Markov processes
was established by Doeblin, Kolmogorov, Doob in the middle of the 20th century
under various conditions, one of which is now known as a “Doeblin type condition”,
the name and final formulation belongs to Doob [10]. In 70ies, an interest moved to
non-uniform convergence, see [26, 34], et al., simply because a lot of useful processes
do not satisfy any uniform convergence bounds. It became clear that this non-
uniform convergence relates to “local” Doeblin type condition and to hitting time
bounds for some “petite sets”. The latter bounds were established in [17, 26, 34]
et al.
At first, only exponential convergence rates were treated, using fairly simple
“Lyapunov functions”, see [17, 28, 39, 34], et al. Recently polynomial convergence
bounds were studied [38, 43, 44, 36, 22, 11, 5], which considerably expanded the class
of examples. The same idea of Lyapunov functions was used in most of these works,
although not straightforward. In [38] a special sequence of auxiliary functions was
constructed. In [41, 15] polynomial bounds were obtained under assumptions on
hitting times.
In [43, 44], for the same aim under weaker assumptions, “quasi-Lyapunov” func-
tions imitating their main properties up to a small controllable discrepancy were
used. In [22, 11] a simplified idea from [38] was treated. In a broader sense all cited
papers on non-uniform bounds explore extensions of the original Lyapunov idea
[31]. When we speak of “quasi-Lyapunov” functions, we do not mean that exact
Lyapunov functions do not exist: e.g., for diffusions, Exτ (τ being some hitting
time) is an example of such a function. However, it is not an explicit formula, and
“approximate” or “quasi-Lyapunov” functions may be preferable.
Other important results related to polynomial inequalities for hitting times can
be found in [30, 25, 33, 37, 3]. The first two papers in this list were pioneering,
and both were not appreciated at their time. The use of both papers could have
accelerated a lot the investigation of polynomial non-uniform convergence and mix-
ing bounds. Hitting time inequalities constitute the part of the technique used
in [43, 44], as well as in this paper. It is impossible to provide a complete list of all
related works here, they can be found in other references.
Essentially, the approach from [43, 44] was repeated in [22] and [12] in a more
abstract form using an assumption PV ≤ V −cV α+b1C . Analogous methods based
on [38] and the same assumptions on V were used in [11, 24] to get polynomial
convergence rates for the Metropolis–Hastings algorithm and for another related
Markov chain model.
There was a parallel process of exploration of the so-called mixing coefficients, a
notion more general than convergence to equilibrium, very useful in limit theorems
for “weakly dependent” random variables, cf. [20, 13], et al. Most of works em-
ployed various mixing coefficients assuming certain decreasing rate for them. Only
a few papers were devoted to verifying different mixing conditions for stationary
or Markov processes, see [18, 19, 6, 7, 1]. In [15, 39, 41, 43, 44] both mixing and
convergence rate were studied using the coupling method, see [2, 35]; its source is
attributed to Doeblin and Kolmogorov.
Our results include inequalities for β-mixing coefficient which was introduced
in [46] under the name “complete regularity coefficient” for stationary processes,
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and now in a slightly extended form (for non-stationary processes) is known as
Kolmogorov’s or β-coefficient; later this coefficient was studied in [21] et al. This is a
very useful intermediate coefficient between Rosenblatt’s α-mixing and Ibragimov’s
ϕ-mixing ones. It works in situations where there is no ϕ-mixing (cf. [20, 8]), which
is common.
Assumptions in [38] which provided polynomial convergence turned out to be
non-optimal. In [43, 44] for certain classes of Markov processes, similar polynomial
bounds for convergence in total variation and also for β-mixing were established
under much less restrictive assumptions. On the other hand, under original condi-
tions used in [38], better “sub-exponential” bounds like (1) were proved in [32]. For
rather specific diffusions and under more restrictive assumptions sub-exponential
convergence (as well as exponential and polynomial) was also established in [14].
In this paper we establish “real” sub-exponential bounds for a class of Markov
chains under recurrence type conditions similar to those in [32], and improve them
in the following sense: the power degree coefficient δ should approach 1 if recur-
rence type assumptions “approach” those implying the exponential convergence rate
(cf. [39, 34]). This natural property fails for bounds in [32].
The sub-exponential bounds may be useful in moderate deviations for various
processes, see [4, 9, 16, 27]. In more practical applications to the MCMC and
insurance theory, there is also an interest in intermediate cases between exponential
and polynomial ones, corresponding to “normal” and “catastrophic” according to
the insurance theory terminology.
2. The problem setting
Consider a homogeneous Markov process (Xn, n ≥ 0) in Rd with the usual scalar
product 〈·, ·〉, the norm | · |, and the family of Borel sets B(Rd). We define FXI =
σ (Xk, k ∈ I), and write Fn instead of FX≤n. Denote by Ex expectation of the
process (Xn) with the initial valueX0 = x, Px(·) = Ex1(·), and µn,x = L(Xn|X0 = x).
We write Eµ and Pµ, if L(X0) = µ. Symbols ∧ and ∨ denote operations of taking
minimum and maximum of real numbers, respectively.
We will use the representation of Xn in the form of non-linear autoregression,
Xn+1 = g(Xn) + Vn+1, (2)
where g is a Borel function satisfying g(Xn) = E{Xn+1|Fn} (a.s.), and Vn+1 =
Xn+1 − E{Xn+1|Fn}. The definition of Vn+1 implies that
E{Vn+1|Fn} = 0. (3)
Suppose that the following recurrence type conditions are true:
• there exist positive constants R0, C0, r, and 0 < p < 1 such that
|g(x)| ≤
{
C0, |x| ≤ R0,
|x|(1 − r/|x|1+p), |x| > R0, (4)
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• there are K > 0 and 0 < α ≤ 1− p such that
sup
n
ess sup E{ek|Vn+1|α |Fn} <∞, 0 ≤ k < K. (5)
Condition (4) provides an “attraction” to the ball {x : |x| ≤ R}; the parameter p
regulates the force of this attraction. The cases p = 0 and p = 1 were considered
in [39] and [44], respectively; p = 0 leads to an exponential β-mixing, while p = 1
provides a polynomial one (depending also on r). Condition (5) implies the existence
of certain sub-exponential moments of Xn. Additional assumptions on (Xn) will
be formulated later.





(P(B|Fm)− P(B)) , (6)
where var ν is the total variation of ν. Also, the following “average” version of this




Here µ∞ stands for the invariant measure of our Markov chain. Assumptions of
our theorems will guarantee that µ∞ exists and is unique.
Fix B ∈ B(Rd) and let τ0 = 0, τn+1 = inf{t > τn : Xt ∈ B}. Define “the process
on B”, XBn = Xτn , and denote by P
B(x, dy) its transition probability.
We say that the process (Xn) satisfies the local Doeblin condition, if for every R










PB(x′, dy) = κ(R) > 0; (8)
it provides non-singularity of the measures within the ball B, and (together with
(4)–(5)) implies irreducibility. It is also possible in terms of n-step transition prob-
abilities.
There is another equivalent and popular description of non-singularity based on
“petite sets”. It could be used in this problem as an alternative. However, for
uniformly ergodic Markov chains, this approach provides exponential convergence
rates with worse constants under the exponent. Condition (8) is an extension of
Dobrushin’s ergodic condition; it gives better constants which are in some cases
optimal. It is likely that in the sub-exponential case the local Doeblin condition
serves better, too. Cf. [12] concerning the use of this type of condition. One can
also notice that in positive operators approach to large deviations exactly this kind
of nonsingularity condition is in use, too, cf. [42]. There are other advantages of
this integral condition in comparision to the “petite sets” one, e.g., in situations
when any non-singularity type condition must be verified, the integral one may turn
to be much more simple; this work is now in progress for certain models related to
discretisation.
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3. Main result. Examples
Theorem 1. Let (Xn) satisfy conditions (4)–(5), (8), and 0 < δ < α/(1 + p).
Then there exist c0, c1, C > 0, such that for any x = X0 the following bounds hold
true,
var (µn,x − µ∞) ≤ Cec1|x|α−c0nδ , (9)
βn,x ≤ Cec1|x|α−c0nδ , (10)
β¯n ≤ Ce−c0nδ . (11)
Example 1. This is a situation when mixing is not exponential, and the power




0, x ≤ 1,
x− x−p, x > 1,
and the parameter p as in (4) and (5). Let (Vn) be a sequence of i.i.d. random
variables having distribution with just one atom on the negative side of the real
line, a sub-exponential tail on the positive side and zero mean.
It is proved in [29] that the conditions of Theorem 1 are satisfied, and for the sta-









, c1, . . . , c4 > 0.
Example 2. Consider the Metropolis algorithm on R (see, e.g. [11, 23]) with
target and proposal densities
π(x) ∝ e−|x|δ , q(x, y) = q(|x− y|) = 1
2ρ
1(|x− y| ≤ ρ),
with 0 < δ < 1, ρ > 0, which is described as follows. Suppose the chain is in
state x. A possible move from x to y is generated accordingly to the proposal density.
The move is accepted with probability
α(x, y) =
{
1 ∧ π(y)π(x) , π(x)q(|x − y|) > 0,
1, π(x)q(|x − y|) = 0.
If the move is not accepted, the chain stays in x. Under very relaxed conditions on
q and π the chain is time reversible and has π(x) as its invariant density.
To implement the algorithm on a computer one may use the identity,
Xn+1 = Xn +Wn+11(Un+1 ≤ α(Xn, Xn +Wn+1)),
where Wn+1 has conditional density q(Xn, Xn+w) given Xn and (Un) is a sequence
of independent uniformly distributed on [0, 1] random variables. Representing Xn+1
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in the form of non-linear autoregression, we get (2) with
g(x) = x+
∫
wα(x, x + w) q(|w|)dw,
Vn+1 = Wn+11(Un+1 ≤ α(Xn, Xn +Wn+1))
− E{Wn+1α(Xn, Xn +Wn+1)|Fn}.
Then E{ek|Vn+1|α |Fn} ≤ E{e2k|Wn+1|α |Fn} ≤ C < ∞. Therefore, (3) and (5) are
satisfied. For x > 0 large enough one writes,∫










Since π(x+ w)/π(x) − 1 = e−(x+w)δ+xδ ∼ −δwx−1+δ, x→∞, we get∫
wα(x, x + w)q(|w|)dw ≤ − r
x1−δ
, r > 0.
It implies (4) with p = 1− δ. The n-step version of (8) with some n is straightfor-
ward. By Theorem 1, sub-exponential β-mixing and convergence follow.
4. Preliminaries
Denote BR = {x ∈ Rd : |x| ≤ R}, r2 = supn ess sup E{|Vn+1|2|Fn}, and τ =
inf{n ≥ 0 : |Xn| ≤ R}. We establish some inequalities on (Xn) (called Lyapunov’s
drift condition) and on τ .
Lemma 1. Let conditions (4), (5) hold true (with any 0 < k < K), and
0 < α < 1 − p. Then for every 0 < r′ < r the value of R1 ≥ R0 can be chosen in






1(n < τ) ≤ −kαr′Ex e
k|Xn|α
|Xn|1+p−α 1(n < τ), (12)
Exe
k|Xn|α1(n < τ) ≤ ek|x|α , (13)
and there is C > 0 such that
Exτ ≤ Cek|x|α . (14)
If α = 1− p, k < 2r/(αr2), and 0 < r′ < r − kαr2/2, then (12) remains true.
Inequality (14) will be significantly improved in Lemma 2. However, it suffices
for the existence of a unique invariant measure (see Theorem 10.0.1 in [34]).
Lemma 2. Let hypothesis of Lemma 1 hold true, 0 < δ < α/(1 + p), and R is
chosen in accordance with Lemma 1. Then there is C > 0 such that
Exe
τδ ≤ Cek|x|α .
Consider the direct product of two identical probability spaces with two inde-
pendent copies of our Markov process (Xn) and (X ′n) with X0 = x and X ′0 = x′.
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Let γ = inf{n ≥ 1 : |Xn| ∨ |X ′n| ≤ R˜}. We study the behavior of the process
|Xn| ∨ |X ′n|, and establish some properties of γ similar to those of τ .
Lemma 3. Let conditions (4), (5) hold true, 0 < α < 1− p. Then for every
0 < r′′ < r the value of R˜1 ≥ R0 can be chosen in such a way that for any R˜ ≥ R˜1



















− kαr′′Ex,x′ek(|Xn|∨|X′n|)α(|Xn| ∨ |X ′n|)−1−p+α1(n < γ), (15)









1(n < γ) ≤ ek|x|α + ek|x′|α . (16)
If α = 1− p, k < 2r/(αr2), and 0 < r′′ < r − kαr2/2, then (15) remains true.
Lemma 4. Let hypothesis of Lemma 3 hold true, 0 < δ < α/(1 + p), and R˜ is
chosen in accordance with the same Lemma 3. Then there is C > 0 such that
Ex,x′e
γδ ≤ C(ek|x|α + ek|x′|α).
Lemma 5. Let hypothesis of Lemma 1 and condition (8) hold true. Then for







Lemma 6. Let hypothesis of Lemma 2 and condition (8) hold true. Then for






We use the scheme from [44] adapted for the sub-exponential case.
PROOF of Lemma 1. The main idea is to use Taylor’s expansion of the
second order and condition of “zero conditional mean value” (3). However, this
is hard to implement directly because of |x| under the sub-exponential, except for
rather special cases like d = 1 and g(x) = x− rx−p. We suggest inequalities in the
spirit of Taylor’s expansions instead.
0. To simplify formulas let X = Xn, V = Vn+1, g = g(Xn), then Xn+1 = g + V .
1. Due to condition (5), random variables from the sequence (Vn) have finite
conditional expectations, for every 0 ≤ k < K and m ≥ 0,
sup
n
ess sup E{ek|Vn+1|α |Vn+1|m|Fn} <∞. (17)
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This implies (with non-random oN (1)) that
sup
n
ess sup E{ek|Vn+1|α |Vn+1|m1(|Vn+1| > N)|Fn} = oN (1), N →∞. (18)
2. We will estimate Ex
(
ek|g+V |
α − ek|X|α)1(n < τ). For an arbitrary ε ∈ (0, 1]












1(n < τ)1(|V | ≤ ε|X |1−α)).
Each term will be estimated separately.
3. By (4) we have |g| ≤ |X |, if n < τ . Using inequalities (x+ y)α ≤ xα + yα for
x, y ≥ 0, 0 < α ≤ 1, and
1(|V | > ε|X |1−α) ≤ |V |
q
εq|X |q(1−α)1(|V | > ε|X |
1−α), q > 0, (19)
one writes,
I1 ≤ Exek|X|αek|V |α1(n < τ)1(|V | > ε|X |1−α)
≤ ε−qEx e
k|X|α
|X |q(1−α)1(n < τ)E{e
k|V |α |V |q1(|V | > εR1−α)|Fn}.
If we take q = (1 + p− α)/(1 − α) and use (18), then
I1 ≤ oR(1) · ε−qEx e
k|X|α
|X |1+p−α1(n < τ), R→∞. (20)
4. We start estimating I2. Assuming |X | > R and |V | ≤ ε|X |1−α, one writes,





































=: α[J1 + J2 + J3],
due to the inequality (1 + z)α/2 ≤ 1 + αz/2, z ≥ −1. Notice that
|J1| ≤ ε, 0 ≤ J3 ≤ ε
2
2|X |α ,






≤ − r˜|X |1+p−α =: J4,
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where r˜ can be taken arbitrarily close to r, if R is increased. Here, the key negative
term is J4, and J1 will be estimated using (3). We proceed,
ek|g+V |










For any δ > 0 the following inequality is true, ex − 1 ≤ x + 1+δ2 x2 for x small
enough. Applying it with x = kα(J1 + J4 + J3) together with (J1 + J4 + J3)2 ≤






3 ), we get the upper bound for e
k|g+V |α − ek|X|α ,
kαek|X|
α [
J1 + J4 + J3 + 1+δ2 kα
(









5. Using the identity 1(|V | ≤ ε|X |1−α) = 1 − 1(|V | > ε|X |1−α), relation (19)
with any q > 0 and (18), we obtain,
Exe
k|X|αJ41(n < τ)1(|V | ≤ ε|X |1−α)
= −r˜Ex e
k|X|α




|X |1+p−α1(n < τ)E{1(|V | > ε|X |
1−α)|Fn}
= (−r˜ + oR(1))Ex e
k|X|α
|X |1+p−α1(n < τ). (22)
6. Similarly, using condition (3), (19) with q = p/(1− α) and (18), we have,∣∣∣Exek|X|αJ11(n < τ)1(|V | ≤ ε|X |1−α)∣∣∣
=
∣∣∣− Exek|X|αJ11(n < τ)1(|V | > ε|X |1−α)∣∣∣
≤ Exek|X|α |V ||X |1−α ·
|V |q
εq|X |q(1−α)1(n < τ)1(|V | > ε|X |
1−α)
= oR(1) · ε−qEx e
k|X|α
|X |1+p−α1(n < τ), R→∞. (23)
7. By definition of r2, one writes,
Exe
k|X|αJ211(n < τ) ≤ Ex
ek|X|
α







|X |1+p−α1(n < τ). (24)
Similarly,
Exe
k|X|αJ31(n < τ) ≤ O(R−1+p)Ex e
k|X|α
|X |1+p−α1(n < τ), (25)
Exe
k|X|αJ231(n < τ) ≤ O(R−3+p+α)Ex
ek|X|
α
|X |1+p−α1(n < τ), (26)
Exe
k|X|αJ241(n < τ) ≤ O(R−1−p+α)Ex
ek|X|
α
|X |1+p−α1(n < τ), R →∞. (27)
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8. From upper bound (21) and estimates (22)–(27) we derive that
I2 ≤ −kα
(








|X |1+p−α1(n < τ). (28)
Estimates (20) and (28) give (12) by taking ε, δ small and R large enough.
Since {n < τ} ⊂ {n− 1 < τ} we obtain (13) from (12) by iterations,
Exe
k|Xn|α1(n < τ) ≤ Exek|Xn−1|α1(n− 1 < τ) ≤ · · · ≤ ek|x|α .
Letting c = infx>R ek|x|
α |x|−1−p+α > 0, we deduce from (12),
r′cEx1(n < τ) ≤ Exek|Xn|α1(n < τ) − Exek|Xn+1|α1(n+ 1 < τ).
Hence, inequality (14) holds with C = 1/(cr′), summing over n. ✷
Remark 1. Estimate (24) shows that in the case α > 1 − p our method
does not give bounds better than those for α = 1 − p. It is likely that for p fixed,
the “attraction force” to the origin does not suffice to provide recurrence in terms
of sub-exponential moments of order α greater than 1− p.
PROOF of Lemma 2. Defining c := kαr′ infx≥R ekx
α
/x1+p−α > 0, one writes
the following corollary of inequality (12),
c
2


























δ − e(n−1)δ ∼ δn−1+δenδ as n → ∞, we have enδ − e(n−1)δ ≤ An−1+δenδ ,
A > 0, for any n ≥ 1, hence,
Ex(en
δ − e(n−1)δ)ek|Xn|α1(n < τ) ≤ AEx e
nδ+k|Xn|α
n1−δ
1(n < τ). (30)
Let 0 < ε ≤ kαr′/(2A), D = {|Xn|1+p−α < εn1−δ}. Using (30), compare the two






















|Xn|1+p−α 1(n < τ)1(D) ≤ 0. (31)
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1(n<τ)1(Dc) ≤ enδ−εqn(1−δ)q Exek|Xn|α+|Xn|(1+p−α)q1(n<τ).
Choose the value of q such that (1− δ)q > δ, and (1+ p−α)q < α, which is always
possible when δ < α/(1 + p), then
ek|Xn|
α+|Xn|(1+p−α)q ≤ ek′|Xn|α , and enδ−εqn(1−δ)q ≤ Be−nδ
′
, B > 0,
where k′ > k but can be taken arbitrarily close to k, if we increase R (recall that




















Using inequalities (31) and (32) in (29), summing over all n ≥ 1 and applying











δ′ ≤ Cek′|x|α ,
which implies the desired inequality with a new constant C > 0, and k′ instead
of k, because of the bound, Exeτ
δ ≤ 1 + e+ e∑∞n=1 enδEx1(n < τ). 
Remark 2. The case δ = α/(1− p) can be included, too, with the help of more
accurate estimations. We do not consider it here.
PROOF of Lemma 3 is based on the lines of Lemma 1. Let R be so large
that Lemma 1 is applicable with such r′ that r′′ < r′ < r. The value of R˜ > R will
be chosen later. One writes,
1(n < γ) = 1({n < γ} ∩ {|Xn| > R, |X ′n| > R})
+ 1({n < γ} ∩ {|Xn| ≤ R, |X ′n| > R})
+ 1({n < γ} ∩ {|Xn| > R, |X ′n| ≤ R}),








1(n < γ) as a sum of three terms,
I1, I2 and I3, respectively.
Since (Xn) and (X ′n) are independent and inclusions
{n < γ} ∩ {|Xn| > R, |X ′n| > R} ⊂ {|Xn| > R},
{n < γ} ∩ {|Xn| > R, |X ′n| > R} ⊂ {|X ′n| > R}
hold true, then the calculus in the proof of Lemma 1 can be used which provides (12).














α |Xn|−1−p+α + ek|X′n|α |X ′n|−1−p+α
)









1({n < γ} ∩ {|Xn| > R, |X ′n| > R|})
− r′Ex,x′ek(|Xn|∨|X′n|)α(|Xn| ∨ |X ′n|)−1−p+α
×1({n < γ} ∩ {|Xn| > R, |X ′n| > R|})
with the same r′ as in Lemma 1.
In the case of I2 we may write,
Ex,x′e
k|Xn+1|α1({n < γ} ∩ {|Xn| ≤ R, |X ′n| > R})
≤ Ex,x′ek|Xn|α+k|Vn+1|α1({n < γ} ∩ {|Xn| ≤ R, |X ′n| > R})
≤ ekRα Ex,x′1({n < γ} ∩ {|Xn| ≤ R, |X ′n| > R})E{ek|Vn+1|
α |Fn}
≤ CREx,x′1({n < γ} ∩ {|Xn| ≤ R, |X ′n| > R}),
due to (17). Since |X ′n| > R˜, if n < γ, let us take R˜ so large that
(r′ − r′′)ek|X′n|α |X ′n|−1−p+α > CR.
Then
I2 ≤ Ex,x′ek|X′n|α1({n < γ} ∩ {|Xn| ≤ R, |X ′n| > R})









1({n < γ} ∩ {|Xn| ≤ R, |X ′n| > R})
− r′′Ex,x′ek(|Xn|∨|X′n|)α(|Xn| ∨ |X ′n|)−1−p+α
×1({n < γ} ∩ {|Xn| ≤ R, |X ′n| > R}).
The calculus for I3 is similar. Summing up the estimates for I1, I2 and I3, one
gets (15). This relation is quite similar to (12), so that the last step, obtaining (16),
is the same as the corresponding one in Lemma 1. ✷
PROOF of Lemma 4 follows the lines of the proof of Lemma 2 with some
modifications. Multiplying (15) by en
δ
, we proceed as in Lemma 2 and instead





Ex,x′1(n < γ) ≤ Ex,x′e(n−1)δ(ek|Xn|α + ek|X′n|α)1(n < γ)
− Ex,x′enδ (ek|Xn+1|α + ek|X′n+1|α)1(n < γ)
+ Ex,x′(en








(|Xn| ∨ |X ′n|)1+p−α
1(n < γ),
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where c˜ := kαr′′ infx≥R˜ e
kxα/x1+p−α > 0. Further, instead of (30) we get,
Ex,x′(en





Let 0 < ε ≤ kαr′′/(4A) and D˜ = {(|Xn| ∨ |X ′n|)1+p−α < εn1−δ}, and proceed as in
Lemma 2 with obvious changes like writing |Xn|∨|X ′n| instead of |Xn| and applying







Ex,x′1(n < γ) ≤ C˜(ek′|x|α + ek′|x′|α), C˜ > 0,
which implies the estimate required in the Lemma. ✷
Remark 3. Analyzing the proofs of Lemmas 1–4, we see that all the lines can
be rewritten in a slightly more general case, which indeed will be useful in the sequel.
E.g., let τ0 and τ be two stopping-times, 0 ≤ τ0 < τ and {τ0 ≤ n < τ} ⊂ {|Xn| > R}
for every n. Then the conclusion of Lemma 1 would be
Exe
k|Xn|α1(τ0 ≤ n < τ) ≤ Exek|Xτ0 |α1(τ0 ≤ n).
Moreover, if L(X0) = µ, then one may write a similar inequality with Eµ instead
of Ex, having integrated the last inequality with respect to the measure µ. Integration
is possible once µ has finite sub-exponential moments of the same order as in (5).
PROOF of Lemma 5. Consider the process on B = {x ∈ Rd : |x| ≤ R}.
Because of condition (8) this process has an invariant measure µB∞. Let τ = inf{n ≥
1 : Xn ∈ B}. Due to the Harris representation for the invariant measure µ∞ via














µB∞(dx)Exτ (equivalent to Proposition 10.4.8 and Theorem 10.4.9
in [34]). In our case h(x) = ek|x|
α
. Since ek|x|
α ≤ e(k+ε)|x|α |x|−1−p+α for |x| > R
















Remark 4. In the following proofs we will refer to the coupling method.
See [35, 43, 44, 45] for details.
Consider the pair of independent copies of the Markov process (Xn, X ′n) on an
appropriate probability space, with initial data L(X0) = µ and L(X ′0) = µ′. Let
m be an arbitrary non-negative integer, and moments γ1 < γ2 < . . . defined by the
formulas
γ1 = inf{n ≥ m : |Xn| ∨ |X ′n| ≤ R˜},
γj+1 = inf{n > γj : |Xn| ∨ |X ′n| ≤ R˜},
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where R˜ is chosen in Lemma 3.
If the process (Xn, X ′n) is positive recurrent with respect to the set {(x, y) :
|x| ∨ |y| ≤ R˜}, then (see e.g. [43, 45]) one can extend the probability space (with-
out changing notations for probability and expectation) and define a random vari-
able Lm ≥ m on this extension, such that, uniformly with respect to µ, µ′,
Eµ,µ′ var
B∈FX≥n+m
(Pµ(B|Fm)− Pµ′(B)) ≤ Pµ,µ′(Lm > n+m), (33)
and with the same κ = κ(R˜) as in (8),
sup
m
Pµ,µ′(Lm > γj) ≤ (1 − κ)j−1, j ≥ 1. (34)
PROOF of the inequality (9) in Theorem 1 is similar to the proof of
Theorem 1 in [44]. We will use the coupling method with µ concentrated in x ∈ Rd,
µ′ = µ∞, and m = 0, accordingly to Remark 4, to establish (9).
Due to Lemmas 4 and 5,
Eµ,µ′e
γδ1 ≤ C(x) + C(µ∞) <∞, C(x) = Cek|x|α , k < K.
Further,
Eµ,µ′e
(γj+1−γj)δ ≤ eEµ,µ′1(γj+1 = γj + 1)
+ eEµ,µ′e(γj+1−(γj+1))
δ
1(γj+1 > γj + 1).
Since |Xγj |∨|X ′γj | ≤ R˜, and due to (4)–(5), and Lemma 4, one can chooseM,C > 0








|α) ≤M, and Eµ,µ′e(γj+1−γj)δ ≤ C.
By induction and strong Markov property,
Eµ,µ′e
γδj+1 ≤ Eµ,µ′e(γj+1−γj)δe(γj−γj−1)δ . . . eγδ1 ≤ (C(x) + C(µ∞))Cj ,
so due to Bienaime´-Chebyshev’s inequality
Pµ,µ′(γj+1 > n) ≤ e−nδEµ,µ′eγδj+1 ≤ (C(x) + C(µ∞))Cje−nδ . (35)
Ho¨lder’s inequality with 1/a+ 1/b = 1, a > 1, b > 1, (35) and (34) imply
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with C(x, µ∞) ≤ Cek|x|α . Fix large b, such that (1 − κ)1/aC1/b < 1. Then
var(µn,x − µ∞) ≤ C(κ, b)ek|x|α e−nδ/b, k < K.
✷
PROOF of Lemma 6. We apply the coupling method similarly to the first
part of the proof of Theorem 1. One writes,
Exe
k|Xn|α ≤ Ex,µ∞
∣∣∣ek|Xn|α − ek|X′n|α∣∣∣+ Eµ∞ek|X′n|α .
The first term on the right-hand side which is obviously equal to
Ex,µ∞
∣∣∣ek|Xn|α − ek|X′n|α∣∣∣1(n < L0) ≤ Ex,µ∞ek|Xn|α1(n < L0) + Eµ∞ek|X′n|α .
Since L(X ′n) = µ∞, then Eµ∞ek|X
′
n|α <∞ due to Lemma 5.
Take a > 1 to provide ka < K. By virtue of Lemma 3,
Ex,µ∞e
ka|Xn|α1(γi ≤ n < γi+1) ≤M =M(x, µ∞),
and by Ho¨lder’s inequality with 1/a+ 1/b = 1, a > 1, b > 1,
Ex,µ∞e















M1/a(1 − κ)(i−1)/b <∞.
✷
PROOF of inequality (10) in Theorem 1. To prove the rate of β-mixing,
we repeat the first part of the proof with an arbitrarym ≥ 0. The only new feature
is the estimate for supm Eµ,µ′e(γ1−m)
δ
(recall that γ1 depends on m). Lemma 6




The latter probability is estimated using (34), similarly to the proof of the bound
(9). Thus, (10) holds true. Finally, (11) follows from (10) after integration, due to
Lemma 5. ✷
Remark 5. Detailed inspection of the proofs in this article shows us that the re-
sults of [44] are valid under weaker restrictions on the sequence of noise. Namely,
instead of i.i.d. random variables one can take a sequence satisfying (4) with fi-
nite moments of the order required in lemmas and theorems in [44]. Notice that
in [44, 43, 39] process (Xn) was constructed directly by defining the function g(x)
and by introducing the i.i.d. sequence (Vn).
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