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Abstract
In this paper, we study the local exact controllability to special trajectories of the micropolar fluid
systems in dimension d = 2 and d = 3. We show that controllability is possible acting only on one
velocity.
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Introduction
Let d ∈ {2, 3} and Ω ⊂ Rd be a bounded connected open set whose boundary is regular. In this paper,
we focus on the controllability properties of the so-called micropolar fluids (see the monograph [11]). In
this framework, the fluid velocity field y (= y(t, x) ∈ Rd) and the angular velocity ω (= ω(t, x) ∈ R if
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2d = 2 or R3 if d = 3) are driven by the following nonlinear system:
yt −∆y + (y · ∇)y +∇p = P1ω + 1Ou
ωt −∆ω − (d− 2)∇(∇ · ω) + (y · ∇)ω = ∇× y + 1Ov
∇ · y = 0
y = 0
ω = 0
y(0, ·) = y0
ω(0, ·) = ω0
in Q,
in Q,
in Q,
on Σ,
on Σ,
in Ω,
in Ω,
(1)
where Q := (0, T )× Ω, Σ := (0, T )× ∂Ω, y0 and ω0 are the velocity and angular velocity at time t = 0
and ∇× : Rd → R2d−3 is the usual curl operator. In this system, we have denoted
P1ω :=
{
(∂2ω,−∂1ω) if d = 2,
∇× ω if d = 3.
Moreover, O is a nonempty open subset of Ω called the control domain and u and v stand for control
functions which act over the system during the time T > 0. As usual in the context of incompressible
fluids, the following vector spaces will be used along the paper :
H =
{
w ∈ L2(Ω) : ∇ · w = 0 in Ω, w · ν = 0 on ∂Ω
}
(2)
and
V =
{
w ∈ H10 (Ω) : ∇ · w = 0 in Ω
}
.
Here, we have denoted ν the outward unit normal vector to Ω.
The main question we address in this paper is whether system (1) is locally exactly controllable to the
trajectories with the sole control v (with u = 0) or with the sole control u (with v = 0).
We will call a trajectory associated to system (1) any triplet (y, p, ω) satisfying the system without
controls, that is to say :
yt −∆y + (y.∇)y +∇p = P1ω
ωt −∆ω − (d− 2)∇(∇ · ω) + (y.∇)ω = ∇× y
∇ · y = 0
y = 0
ω = 0
y(0, ·) = y0
ω(0, ·) = ω0
in Q,
in Q,
in Q,
on Σ,
on Σ,
in Ω,
in Ω,
(3)
for some initial data (y0, ω0). In this paper, we are interested in the case where y ≡ 0 and we assume
that there exists a trajectory (0, p, ω) solution of (3) such that
ω ∈ L2(0, T ;H3(Ω)) ∩H1(0, T ;H10(Ω)) and p ∈ L
2(0, T ;H3(Ω)) ∩H1(0, T ;H1(Ω)). (4)
Remark 1 Observe that for some ω0 there exists a nontrivial solution (0, 0, ω) to (3) with y0 = 0. This
comes from the fact that there exists nonzero solutions of the spectral problem
−2∆z = µz
∂z
∂ν
= 0
in Ω,
on ∂Ω,
(5)
when Ω is a ball: indeed, one can choose a radially symmetric function z satisfying (5) (which in particular
satisfies that its tangential gradient vanishes on ∂Ω). Then (0, p, ω) = (0, 0, e−µt∇z) fulfills (3) with
(y0, ω0) = (0,∇z).
It will be said that system (1) is locally exactly controllable to the trajectory (0, p, ω) at time T if
there exists δ > 0 such that, for any initial data (y0, ω0) ∈ V ×H
1
0 (Ω) satisfying
‖(y0, ω0)− (0, ω0)‖V×H1(Ω) ≤ δ,
3there exists a control (u, v) and an associated solution (y, ω, p) such that
y(T, ·) = 0 and ω(T, ·) = ω(T ) in Ω.
We can now state the main results of this paper.
Theorem 1 Assume that d = 3 and ω satisfies (4). Then, (1) is locally exactly controllable with control
(0, v) where v ∈ L2(Q).
Theorem 2 Assume that d = 2 and ω ≡ 0. Then, (1) is locally exactly controllable with control (u, 0)
where u ∈ L2(Q).
The local exact controllability to any (sufficiently regular) trajectory (y, p, ω) of (1) has been obtained
in [4] whenever both controls u and v are active.
Our main strategy relies on the null controllability of a linearized system around (0, p, ω). It is
classical that this null controllability result is equivalent to the observability of the adjoint system. We
will consequently consider the following problem:
−ϕt −∆ϕ+∇π = P1ψ + (d− 2)(∇ψ)
Tω + g0 in Q,
−ψt −∆ψ − (d− 2)∇(∇ · ψ) = ∇× ϕ+ g1 in Q,
∇ · ϕ = 0 in Q,
ϕ = 0 on Σ,
ψ = 0 on Σ,
ϕ(T, ·) = ϕT in Ω,
ψ(T, ·) = ψT in Ω,
(6)
where ϕT ∈ H and ψT ∈ L
2(Ω).
Remark 2 Our result in dimension d = 3 deals with the control of (1) through the fluid velocity but one
could also be interested in controlling with the sole control u.
However, in the particular case of (y, p, ω) = (0, 0, 0) one can prove that the associated linearized
problem is not null-controllable when Ω is a ball. In fact, this linearized system is not even approximately
controllable since the unique continuation property for the solutions of (6) (with g0 ≡ g1 ≡ 0)
ϕ = 0 in (0, T )×O ⇒ ϕ ≡ ψ ≡ 0 in Q (7)
is not satisfied. Indeed, if (ϕ, π, ψ) := (0, 0, eµt∇z) where z is a radially symetric solution of (5), then
(ϕ, π, ψ) is a solution of (6) which does not satisfy (7).
The rest of the article is structured as follows: in the first part, we develop a strategy to prove two
Carleman estimates adapted to the linear adjoint systems. In the second part, we prove the observability
of the linear adjoint systems and deduce the local controllability of the semilinear systems.
1 Carleman estimates
1.1 Statement of the Carleman Inequalities
We first set some notations. Let Ω0 be an open set satisfying Ω0 ⊂ O and η ∈ C
2
(
Ω
)
be a function such
that
η > 0 in Ω, η = 0 on ∂Ω, |∇η| > 0 in Ω\Ω0.
The existence of such a function η is proved in [6] (see also [8, Lemma 2.1]). As usual in the context of
Carleman estimates, we also define the following weight functions
α(t, x) :=
e2λ‖η‖L∞(Ω) − eλη(x)
ℓ(t)m
ξ(t, x) :=
eλη(x)
ℓ(t)m
4where λ ≥ 1 is a large constant to be fixed later, m is an integer and ℓ : [0, T ] → [0,∞) is some C∞
function (first introduced in [6]) such that ℓ > 0 in (0, T ), ℓ is constant in [3T/8, 5T/8], reaches a maxima
at t = T/2 and
∀t ∈
[
0,
T
4
]
, ℓ(t) = t, ∀t ∈
[
3T
4
, T
]
, ℓ(t) = T − t. (8)
In the sequel, we define α∗ as the supremum of α in Ω (which is also its value on ∂Ω).
We shall now state the two main Carleman estimates of the paper:
Proposition 1.1 Let d = 3, m = 8 and ω ∈ L∞
(
0, T ;W 1,3+δ(Ω)
)
∩ H1
(
0, T ;L3(Ω)
)
for some δ > 0.
Then, for any T > 0, there exist C > 0 and s0 > 0 such that for every s ≥ s0, the following inequality is
satisfied for every g0 ∈ L
2(0, T ;V ) and every g1 ∈ L
2(0, T ;L2(Ω)),
s2
∫
Q
e−2sαξ2|ψ|2 +
∫
Q
e−2sα|ϕ|2
≤ C
(
s−3
∫
Q
e−2sαξ−3
(
|g0|
2 + |∇g0|
2
)
+
∫
Q
e−2sα|g1|
2 + s4
∫
QO
e−2sαξ4|ψ|2
)
.
(9)
where QO = (0, T )×O and (ϕ, ψ) is any solution of (6).
Proposition 1.2 Let d = 2 and m ≥ 6. For any T > 0, there exist C > 0 and s0 > 0 such that
for every s ≥ s0, the following inequality is satisfied for every g0 ∈ L
2(0, T ;H2(Ω) ∩ V ) and every
g1 ∈ L
2(0, T ;H2(Ω) ∩H10 (Ω)),
s−1
∫
Q
e−2sαξ−1|∆ϕ|2 + s−2
∫
Q
e−2sαξ−2|∆ψ|2
≤ C
(
s−2
∫
Q
e−2sαξ−2
(
|g0|
2 + |∇g0|
2 + |∇2g0|
2
)
+s−2
∫
Q
e−2sαξ−2
(
|g1|
2 + |∇g1|
2 + |∇2g1|
2
)
+ s15
∫
QO
e−2sαξ15|ϕ|2
)
.
(10)
where (ϕ, ψ) is any solution of (6).
1.2 Proof of Proposition 1.1
Our proof will rely on the Carleman estimate developped in [8] and on classical regularity estimates for
the heat and Stokes systems (see Lemmata A.1 and A.2).
More precisely, in order to avoid the pressure we will be led to apply some differential operators (such
as ∇× or ∆) to our system so the new variables will not have prescribed boundary values. We will
estimate these new variables thanks to the results of [8] and [5], where Carleman inequalities adapted to
this situation are established. Finally, the boundary terms appearing will be absorbed by the left-hand
side terms using regularity estimates for our system.
Throughout the proof, we will use the anisotropic Sobolev space
H1/2,1/4(Σ) := L2(0, T ;H1/2(∂Ω)) ∩H1/4(0, T ;L2(∂Ω)).
From its definition and standard trace estimates (see [10]), one gets that if f ∈ L2(0, T ;H1(Ω)) is such
that ∂tf ∈ L
2(0, T ;H−1(Ω)) then f ∈ H1/2,1/4(Σ) and
‖f‖H1/2,1/4(Σ) . ‖f‖L2(0,T ;H1(Ω)) + ‖∂tf‖L2(0,T ;H−1(Ω)). (11)
Here and in the sequel, we use the notation a . b to indicate the existence of a constant C > 0 depending
only on Ω, O and T such that a ≤ Cb.
51.2.1 Estimate of ψ
We first apply the divergence operator to the second equation of (6), which gives (since this operator
commutes with the usual Laplacian operator):
−∂t(∇ · ψ)− 2∆(∇ · ψ) = ∇ · g1.
For this nonhomogeneous heat equation, we apply the Carleman estimate presented in [8, Theorem 2.1]:
s−1
∫
Q
e−2sαξ−1|∇(∇ · ψ)|2 . s−1/2
∥∥∥e−sαξ−1/4∇ · ψ∥∥∥2
H1/2,1/4(Σ)
+ s−1/2
∥∥∥e−sαξ−1/8∇ · ψ∥∥∥2
L2(Σ)
+
∫
Q
e−2sα|g1|
2 + s
∫
Q1
e−2sαξ|∇ · ψ|2 (12)
for s & 1, where Q1 := (0, T )×Ω1 and Ω1 is any non empty open subset such that Ω0 ⊂ Ω1 and Ω1 ⊂ O.
Moreover, since ψ satisfies the system{
(−∂t −∆)ψ = ∇(∇ · ψ) +∇× ϕ+ g1
ψ = 0
in Q,
on Σ,
a classical Carleman estimate for the heat equation (see e.g. [6]) gives us:
s2
∫
Q
e−2sαξ2|ψ|2 +
∫
Q
e−2sα|∇ψ|2 + s−2
∫
Q
e−2sαξ−2|∇∇ψ|2 . s−1
∫
Q
e−2sαξ−1|∇(∇ · ψ)|2
+ s−1
∫
Q
e−2sαξ−1
(
|∇ × ϕ|2 + |g1|
2
)
+ s2
∫
Q1
e−2sαξ2|ψ|2 (13)
for any s & 1. Consequently, a combination of (12) and (13) yields the estimate
s2
∫
Q
e−2sαξ2|ψ|2 +
∫
Q
e−2sα|∇ψ|2 + s−2
∫
Q
e−2sαξ−2|∇∇ψ|2 + s−1
∫
Q
e−2sαξ−1|∇(∇ · ψ)|2
. s−1/2
∥∥∥e−sαξ−1/4∇ · ψ∥∥∥2
H1/2,1/4(Σ)
+ s−1/2
∥∥∥e−sαξ−1/8∇ · ψ∥∥∥2
L2(Σ)
+
∫
Q
e−2sα|g1|
2
+s−1
∫
Q
e−2sαξ−1|∇ × ϕ|2 + s
∫
Q1
e−2sαξ|∇ · ψ|2 + s2
∫
Q1
e−2sαξ2|ψ|2.
(14)
Furthermore, if Q2 is any open subset of Q of the form (0, T )× Ω2 such that Ω1 ⊂ Ω2 and Ω2 ⊂ O, an
integration by parts easily gives
s
∫
Q1
e−2sαξ|∇ · ψ|2 ≤ εs−1
∫
Q2
e−2sαξ−1|∇(∇ · ψ)|2 + Cε−1s3
∫
Q2
e−2sαξ3|ψ|2
for any ε > 0 and some C > 0.
Choosing ε sufficiently small, one consequently gets from (14),
s2
∫
Q
e−2sαξ2|ψ|2 +
∫
Q
e−2sα|∇ψ|2 + s−2
∫
Q
e−2sαξ−2|∇∇ψ|2
. B1 +
∫
Q
e−2sα|g1|
2 + s−1
∫
Q
e−2sαξ−1|∇ × ϕ|2 + s3
∫
Q2
e−2sαξ3|ψ|2
(15)
where B1 stands for the trace terms
s−1/2
∥∥∥e−sαξ−1/4∇ · ψ∥∥∥2
H1/2,1/4(Σ)
+ s−1/2
∥∥∥e−sαξ−1/8∇ · ψ∥∥∥2
L2(Σ)
.
6We shall now prove the following estimate:
B1 ≤ εs
2
∫
Q
e−2sαξ2|ψ|2 + C
(
s−1/2
∫
Q
e−2sαξ−1/4|g1|
2 + s−1/2
∫
Q
e−2sαξ−1/4|∇ × ϕ|2
)
(16)
for any ε > 0 and some C > 0 (which may depend on ε).
To do so, let us consider ξ∗ = ξ|Σ and define the weight function σ0(t) := s
−1/4(ξ∗(t))−1/4e−sα
∗(t).
Straightforward computations show that
−∂t(σ0ψ)−∆(σ0ψ)−∇(∇.(σ0ψ)) = −σ
′
0ψ + σ0∇× ϕ+ σ0g1
σ0ψ = 0
(σ0ψ)(T, ·) = 0
in Q,
on Σ,
in Ω
and consequently, thanks to (11),
s−1/2
∥∥∥e−sαξ−1/4∇ · ψ∥∥∥2
H1/2,1/4(Σ)
. ‖σ0∇ · ψ‖
2
L2(0,T ;H1(Ω)) + ‖σ0ψ‖
2
H1(0,T ;L2(Ω)).
Since |σ′0| . s
3/4(ξ∗)7/8e−sα
∗
, one deduces using Lemma A.1 (a) that for s & 1,
‖σ0ψ‖
2
L2(0,T ;H2(Ω)) + ‖σ0ψ‖
2
H1(0,T ;L2(Ω)) .
∫
Q
(
(σ′0)
2|ψ|2 + σ20 |∇ × ϕ|
2 + σ20 |g1|
2
)
≤ C
(
s−1/2
∫
Q
e−2sαξ−1/2|g1|
2 + s−1/2
∫
Q
e−2sαξ−1/2|∇ × ϕ|2
)
+ εs2
∫
Q
e−2sαξ2|ψ|2.
The estimate of the second term of B1 is simpler, so we omit its proof. This concludes the proof of (16).
Finally, one immediately deduces from the last computations and (15) the estimate
I(ψ) .
∫
Q
e−2sα|g1|
2 + s−1/2
∫
Q
e−2sαξ−1/2|∇ × ϕ|2 + s3
∫
Q2
e−2sαξ3|ψ|2. (17)
where
I(ψ) := s−1/2
∫
Q
e−2sα
∗
(ξ∗)−1/2|ψt|
2 + s2
∫
Q
e−2sαξ2|ψ|2 +
∫
Q
e−2sα|∇ψ|2 + s−2
∫
Q
e−2sαξ−2|∇∇ψ|2.
In order to get an estimate in terms of a local term of ψ only, our next goal is to get rid of the term
s−1/2
∫
Q
e−2sαξ−1/2|∇ × ϕ|2.
1.2.2 Estimate of the global term in ∇× ϕ
To do so, we first apply the curl operator then the gradient operator to the first equation of (6). One
easily gets
−∂t (∇(∇× ϕ))−∆(∇(∇× ϕ)) = ∇
(
∇×∇× ψ +∇×
[
(∇ψ)Tω
]
+∇× g0
)
.
We apply again [8, Theorem 2.1] with different powers of ξ. More precisely, we apply that Carleman
estimate to s−3/2ξ−3/2∇(∇× ϕ) and we get
s−2
∫
Q
e−2sαξ−2|∇(∇× ϕ)|2 + s−4
∫
Q
e−2sαξ−4|∇∇(∇× ϕ)|2
. s−7/2
∥∥∥e−sαξ−7/4∇(∇× ϕ)∥∥∥2
H1/2,1/4(Σ)
+ s−7/2
∥∥∥e−sαξ−13/8∇(∇× ϕ)∥∥∥2
L2(Σ)
+ s−3
∫
Q
e−2sαξ−3
(
s2ξ2|∇ψ|2 + |∇∇ψ|2
)
+ s−3
∫
Q
e−2sαξ−3|∇ × g0|
2
+ s−2
∫
Q1
e−2sαξ−2|∇(∇× ϕ)|2. (18)
7Here, we have used (75) and the fact that ω ∈ L∞(0, T ;W 1,3(Ω)).
Using Lemma A.3 for u := ∇× ϕ, one directly deduces from (18),
J(ϕ) . s−7/2
∥∥∥e−sαξ−7/4∇(∇× ϕ)∥∥∥2
H1/2,1/4(Σ)
+ s−7/2
∥∥∥e−sαξ−13/8∇(∇× ϕ)∥∥∥2
L2(Σ)
+ s−3
∫
Q
e−2sαξ−3
(
s2ξ2|∇ψ|2 + |∇∇ψ|2
)
+ s−3
∫
Q
e−2sαξ−3|∇ × g0|
2
+ s−2
∫
Q1
e−2sαξ−2|∇(∇× ϕ)2|+
∫
Q1
e−2sα|∇ × ϕ|2 (19)
where
J(ϕ) :=
∫
Q
e−2sα|∇ × ϕ|2 + s−2
∫
Q
e−2sαξ−2|∇(∇× ϕ)|2 + s−4
∫
Q
e−2sαξ−4|∇∇(∇× ϕ)|2.
Moreover, an integration by parts gives us in the same way as above
s−2
∫
Q1
e−2sαξ−2|∇(∇× ϕ)|2 ≤ εs−4
∫
Q2
e−2sαξ−4|∇∇(∇× ϕ)|2 + C
∫
Q2
e−2sα|∇ × ϕ|2
for any ε > 0 and some C > 0 depending on ε. This allows us, by an appropriate choice of ε > 0, to get
from (19)
J(ϕ) . B2 + s
−3
∫
Q
e−2sαξ−3
(
s2ξ2|∇ψ|2 + |∇∇ψ|2
)
+ s−3
∫
Q
e−2sαξ−3|∇ × g0|
2 +
∫
Q2
e−2sα|∇ × ϕ|2 (20)
where B2 stands for the trace terms
s−7/2
∥∥∥e−sαξ−7/4∇(∇× ϕ)∥∥∥2
H1/2,1/4(Σ)
+ s−7/2
∥∥∥e−sαξ−13/8∇(∇× ϕ)∥∥∥2
L2(Σ)
.
We shall now prove the following estimate:
B2 ≤ ε
(∫
Q
e−2sα|∇ × ϕ|2 + I(ψ)
)
+ Cs−7/2
∫
Q
e−2sαξ−13/4
(
|∇g0|
2 + |g0|
2
)
(21)
for any ε > 0 and some C > 0 (which may depend on ε).
To do so, we define the weight function σ1(t) := s
−7/4(ξ∗(t))−13/8e−sα
∗(t) and consider the system
satisfied by σ1ϕ:
(−∂t −∆)(σ1ϕ) + σ1∇π = −σ
′
1ϕ+ σ1g0 + σ1
(
∇× ψ + (∇ψ)Tω
)
∇ · (σ1ϕ) = 0
σ1ϕ = 0
(σ1ψ)(T, ·) = 0
in Q,
in Q,
on Σ,
in Ω.
Thanks to (11), we first get
s−7/2
∥∥∥e−sαξ−13/8∇(∇× ϕ)∥∥∥2
H1/2,1/4(Σ)
. ‖σ1ϕ‖
2
L2(0,T ;H3(Ω)) + ‖σ1ψ‖
2
H1(0,T ;H1(Ω)).
Then, we apply Lemma A.2 (b) with hV := −σ
′
1ϕ+ σ1g0 and h := σ1
(
∇× ψ + (∇ψ)Tω
)
. One obtains:
‖σ1ϕ‖
2
L2(0,T ;H3(Ω)) + ‖σ1ψ‖
2
H1(0,T ;H1(Ω))
. ‖σ′1ϕ‖
2
L2(0,T ;V ) + ‖σ1g0‖
2
L2(0,T ;V ) + ‖σ1∇∇ψ‖
2
L2(0,T ;L2(Ω)) + ‖σ1ψ‖
2
H1(0,T ;L2(Ω)),
where we have used Lemma A.4 in order to estimate the second term in the definition of h.
For s large enough, we consequently find
s−7/2
∥∥∥e−sαξ−13/8∇(∇× ϕ)∥∥∥2
H1/2,1/4(Σ)
≤ ε
(∫
Q
e−2sα|∇ × ϕ|2 + I(ψ)
)
+ Cs−7/2
∫
Q
e−2sαξ−13/4
(
|g0|
2 + |∇g0|
2
)
.
8This concludes the proof of (21).
Using (21), we now infer from (20) that, for any ε > 0 there exists C > 0 such that
J(ϕ) ≤ εI(ψ) + C
∫
Q2
e−2sα|∇ × ϕ|2
+ C
(
s−3
∫
Q
e−2sαξ−3
(
s2ξ2|∇ψ|2 + |∇∇ψ|2
)
+ s−3
∫
Q
e−2sαξ−3
(
|g0|
2 + |∇g0|
2
))
. (22)
Combining (17) and (22) and choosing an appropriate value of ε > 0, one can now conclude that
I(ψ) + J(ϕ) . s−3
∫
Q
e−2sαξ−3
(
|g0|
2 + |∇ × g0|
2
)
+
∫
Q
e−2sα|g1|
2
+
∫
Q2
e−2sα|∇ × ϕ|2 + s3
∫
Q2
e−2sαξ3|ψ|2 (23)
for s large enough.
1.2.3 Estimate of the local term in ∇× ϕ
Using the second equation of (6), one first has∫
Q2
e−2sα|∇ × ϕ|2 ≤
∫
Q
η2e
−2sα|∇ × ϕ|2 =
∫
Q
η2e
−2sα(∇× ϕ) · (−ψt −∆ψ −∇(∇ · ψ)− g1),
where η2 : Ω → [0,+∞[ is some non–negative regular function supported in O such that η2 = 1 on Ω2.
Similarly as above, integrations by parts now show that∫
Q2
e−2sα|∇ × ϕ|2 ≤
∫
Q
η2e
−2sα(∇× ϕt) · ψ + C
∫
QO
e−2sα|∇ × ϕ||g1|
+ C
(∫
QO
e−2sα|ψ| (|∇(∇× ϕ)|+ |∇∇(∇× ϕ)|) + s2
∫
QO
e−2sαξ2|∇ × ϕ||ψ|
)
≤
∫
Q
η2e
−2sα(∇× ϕt) · ψ + εJ(ϕ) + C
(
s4
∫
Q
e−2sαξ4|ψ|2 +
∫
Q
e−2sα|g1|
2
)
for some C > 0 which may depend on ε. Moreover, applying the curl operator to the first equation of
(S′) and using (75) and Young’s inequality , one has∫
Q
η2e
−2sα(∇× ϕt) · ψ = −
∫
Q
η2e
−2sα
(
∆(∇× ϕ) +∇×∇× ψ +∇× [(∇ψ)Tω] +∇× g0
)
· ψ
≤ ε
(
s−4
∫
Q
e−2sαξ−4|∇∇(∇× ϕ)|2 + s−2
∫
Q
e−2sαξ−2
(
|∇ψ|2 + |∇∇ψ|2
))
+ C
(
s−4
∫
Q
e−2sαξ−4|∇g0|
2 + s4
∫
QO
e−2sαξ4|ψ|2
)
for some C > 0 which may depend on ε.
Finally, we have proved that for any ε > 0 there exists C > 0 such that∫
Q2
e−2sα|∇×ϕ|2 ≤ ε (I(ψ) + J(ϕ))+C
(
s−4
∫
Q
e−2sαξ−4|∇g0|
2 +
∫
Q
e−2sα|g1|
2 + s4
∫
QO
e−2sαξ4|ψ|2
)
.
Using now (23), the proof of Proposition 1.1 is complete.
1.3 Proof of Proposition 1.2
We apply the Laplacian operator to the first equation of (6). Since
∆π = ∇ · g0,
9we get :
−(∆ϕ)t −∆(∆ϕ) = P1∆ψ +∆g0 −∇(∇ · g0) in Q.
We now apply [5, Theorem 1] to ∆ϕ and obtain
s−3
∫
Q
e−2sαξ−3|∇(∆ϕ)|2 + s−1
∫
Q
e−2sαξ−1|∆ϕ|2
. s−3
∫
Σ
e−2sαξ−3
∣∣∣∣∂∆ϕ∂ν
∣∣∣∣2 + s−2 ∫
Q
e−2sαξ−2(|g0|
2 + |∇g0|
2)
+s−1
∫
Q1
e−2sαξ−1|∆ϕ|2 + s−2
∫
Q
e−2sαξ−2|∆ψ|2
(24)
for s large enough.
We now apply the Laplacian operator to the second equation of (6). We get :
−(∆ψ)t −∆(∆ψ) = ∇×∆ϕ+∆g1 in Q.
We then apply [5, Theorem 1] to ∆ψ, which gives :
s−4
∫
Q
e−2sαξ−4|∇(∆ψ)|2 + s−2
∫
Q
e−2sαξ−2|∆ψ|2
. s−4
∫
Σ
e−2sαξ−4
∣∣∣∣ ∂∂ν∆ψ
∣∣∣∣2 + s−3 ∫
Q
e−2sαξ−3(|g1|
2 + |∇g1|
2)
+s−2
∫
Q1
e−2sαξ−2|∆ψ|2 + s−3
∫
Q
e−2sαξ−3|∆ϕ|2.
(25)
Combining (24) and (25), we find
s−3
∫
Q
e−2sαξ−3|∇(∆ϕ)|2 + s−1
∫
Q
e−2sαξ−1|∆ϕ|2 + s−4
∫
Q
e−2sαξ−4|∇(∆ψ)|2 + s−2
∫
Q
e−2sαξ−2|∆ψ|2
. s−1
∫
Q1
e−2sαξ−1|∆ϕ|2 + s−2
∫
Q1
e−2sαξ−2|∆ψ|2 +B3 +B4
+s−2
∫
Q
e−2sαξ−2(|g0|
2 + |∇g0|
2) + s−3
∫
Q
e−2sαξ−3(|g1|
2 + |∇g1|
2),
(26)
where
B3 := s
−3
∫
Σ
e−2sαξ−3
∣∣∣∣ ∂∂ν∆ϕ
∣∣∣∣2
and
B4 := s
−4
∫
Σ
e−2sαξ−4
∣∣∣∣ ∂∂ν∆ψ
∣∣∣∣2 .
Before estimating the local and boundary terms, let us apply the classical Carleman estimate for the
Laplace operator with homogeneous Dirichlet boundary conditions :
s−2
∫
Q
e−2sαξ−2|∇∇ϕ|2 + s2
∫
Q
e−2sαξ2|ϕ|2 . s2
∫
Q1
e−2sαξ2|ϕ|2 + s−1
∫
Q
e−2sαξ−1|∆ϕ|2.
Combining with (26), we deduce :
s−3
∫
Q
e−2sαξ−3|∇(∆ϕ)|2 + s−2
∫
Q
e−2sαξ−2|∇∇ϕ|2 + s−4
∫
Q
e−2sαξ−4|∇(∆ψ)|2 + s−2
∫
Q
e−2sαξ−2|∆ψ|2
+s−1
∫
Q
e−2sαξ−1|∆ϕ|2 . s2
∫
Q1
e−2sαξ2|ϕ|2 + s−1
∫
Q1
e−2sαξ−1|∆ϕ|2 + s−2
∫
Q1
e−2sαξ−2|∆ψ|2
+B3 +B4 + s
−2
∫
Q
e−2sαξ−2(|g0|
2 + |∇g0|
2) + s−3
∫
Q
e−2sαξ−3(|g1|
2 + |∇g1|
2).
(27)
Let us now estimate the local and boundary terms in the right-hand side of (27).
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1.3.1 Estimate of the local terms in (27)
In this paragraph, we estimate the second and third terms in the right-hand side of (27).
Regarding the term in ψ, we apply the curl operator to the equation satisfied by ϕ. This gives :
∆ψ = −(∇× ϕ)t −∆(∇× ϕ)−∇× g0 in Q1. (28)
Let η1 be a positive function satisfying
η1 ∈ C
2
c (Ω2), η1(x) = 1 ∀x ∈ Ω1.
Using (28), we get the following splitting :
s−2
∫
Q1
e−2sαξ−2|∆ψ|2 ≤ s−2
∫
Q
η1e
−2sαξ−2(∆ψ)(−(∇× ϕ)t −∆(∇× ϕ)−∇× g0) := I1 + I2 + I3.
Estimate of I1. We integrate by parts with respect to t to get
I1 = s
−2
∫
Q
η1(e
−2sαξ−2)t∆ψ∇× ϕ+ s
−2
∫
Q
η1 e
−2sαξ−2∆ψt∇× ϕ := I1,1 + I1,2.
For the first term, using Young’s inequality, we get
|I1,1| . s
−1
∫
Q2
e−2sαξ−1+1/m|∆ψ||∇ × ϕ| ≤ εs−2
∫
Q
e−2sαξ−2|∆ψ|2 + C
∫
Q2
e−2sαξ2/m|∇ × ϕ|2
For the second term, we integrate by parts in x and we obtain :
|I1,2| . s
−2
∫
Q2
|∇(e−2sαξ−2)||∇ψt||∇ × ϕ|+ s
−2
∫
Q2
e−2sαξ−2|∇ψt||∇ × ϕ|
+ s−2
∫
Q2
e−2sαξ−2|∇ψt||∇(∇× ψ)|
. s−1
∫
Q2
e−2sαξ−1|∇ψt||∇ × ϕ|+ s
−2
∫
Q2
e−2sαξ−2|∇ψt||∇(∇× ϕ)|
≤ εs−4
∫
Q
e−2sαξ−4|∇ψt|
2 + Cs2
∫
Q2
e−2sαξ2(|∇(∇× ϕ)|2 + |∇ × ϕ|2).
Consequently, this first term is estimated as follows :
|I1| ≤ ε
(
s−2
∫
Q
e−2sαξ−2|∆ψ|2 + s−4
∫
Q
e−2sαξ−4|∇ψt|
2
)
+ Cs2
∫
Q2
e−2sαξ2(|∇ × ϕ|2 + |∇(∇× ϕ)|2).
(29)
Estimate of I2. We integrate by parts with respect to x. We obtain
|I2| . s
−1
∫
Q
e−2sαξ−1|∆ψ||∆ϕ| + s−2
∫
Q
e−2sαξ−2|∇ ×∆ψ||∆ϕ|
≤ ε
(
s−2
∫
Q
e−2sαξ−2|∆ψ|2 + s−4
∫
Q
e−2sαξ−4|∇∆ψ|2
)
+ C
∫
Q
e−2sα|∆ϕ|2.
(30)
Estimate of I3. Using Young’s inequality, we get
|I3| ≤ εs
−2
∫
Q
e−2sαξ−2|∆ψ|2 + Cs−2
∫
Q
e−2sαξ−2|∇ × g0|
2.
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Putting this last inequality together with (29)-(30), we obtain
s−2
∫
Q1
e−2sαξ−2|∆ψ|2 ≤ ε
(
s−2
∫
Q
e−2sαξ−2|∆ψ|2 + s−4
∫
Q
e−2sαξ−4(|∇ψt|
2 + |∇∆ψ|2)
)
+C
(
s2
∫
Q2
e−2sαξ2(|∇ × ϕ|2 + |∇(∇× ϕ)|2) + s−2
∫
Q
e−2sαξ−2|∇g0|
2
)
.
(31)
Using now the relation
∇ψt = −∇∆ψ −∇(∇× ϕ) −∇g1 in Q,
the term s−4
∫
Q
e−2sαξ−4|∇ψt|
2 is bounded by the left-hand side of (27). This allows to deduce
s−3
∫
Q
e−2sαξ−3|∇(∆ϕ)|2 + s−2
∫
Q
e−2sαξ−2|∇∇ϕ|2 + s−4
∫
Q
e−2sαξ−4|∇(∆ψ)|2
+s−2
∫
Q
e−2sαξ−2|∆ψ|2 + s−1
∫
Q
e−2sαξ−1|∆ϕ|2 + s−4
∫
Q
e−2sαξ−4|∇ψt|
2 + s2
∫
Q
e−2αξ2|ϕ|2
. s2
∫
Q2
e−2sαξ2(|∇(∇× ϕ)|2 + |∇ × ϕ|2 + |ϕ|2) +B3 +B4
+s−2
∫
Q
e−2sαξ−2(|g0|
2 + |∇g0|
2) + s−3
∫
Q
e−2sαξ−3(|g1|
2 + |∇g1|
2).
(32)
Estimate of the local term in ϕ. Let Ω3 be an open set such that Ω3 ⊂ O and Ω2 ⊂ Ω3. After
several integrations by parts, we get
s2
∫
Q2
e−2sαξ2|∇(∇× ϕ)|2 ≤ εs−3
∫
Q
e−2sαξ−3|∇∆ϕ|2 + Cs7
∫
Q3
e−2sαξ7|∇ϕ|2
≤ ε
(
s−3
∫
Q
e−2sαξ−3|∇∆ϕ|2 + s−1
∫
Q
e−2sαξ−1|∆ϕ|2
)
+ Cs15
∫
QO
e−2sαξ15|ϕ|2.
(33)
Putting this together with (32), we deduce :
s2
∫
Q
e−2αξ2|ϕ|2 + s−1
∫
Q
e−2sαξ−1|∆ϕ|2 + s−2
∫
Q
e−2sαξ−2|∆ψ|2 + s−4
∫
Q
e−2sαξ−4|∇ψt|
2
. B3 +B4 + s
15
∫
QO
e−2sαξ15|ϕ|2 + s−2
∫
Q
e−2sαξ−2(|g0|
2 + |∇g0|
2)
+s−3
∫
Q
e−2sαξ−3(|g1|
2 + |∇g1|
2).
(34)
Let us now prove that the term
J0 := s
−1
∫
Q
e−2sα
∗
(ξ∗)−1|P1ψ|
2
is estimated by the left-hand side of (34). For this, we use the equation satisfied by ϕ:
J0 = s
−1
∫
Q
e−2sα
∗
(ξ∗)−1(P1ψ) · (−ϕt −∆ϕ+∇π − g0) := J1 + J2 + J3 + J4.
Observe that J3 = 0 since ψ = 0 on Σ. For the first term, we integrate by parts in time :
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J1 = s
−1
∫
Q
e−2sα
∗
(ξ∗)−1(P1ψt) · ϕ+ s
−1
∫
Q
(e−2sα
∗
(ξ∗)−1)′(P1ψ) · ϕ
≤
1
4
J0 + 2
(
s−4
∫
Q
e−2sαξ−4|∇ψt|
2 + s2
∫
Q
e−2αξ2|ϕ|2
)
,
for m ≥ 2 and s & 1. For the second and fourth terms, we have
J2 + J4 ≤
1
4
J0 + 2
(
s−1
∫
Q
e−2sαξ−1|∆ϕ|2 + s−1
∫
Q
e−2sαξ−1|g0|
2
)
.
Consequently, coming back to (34), we obtain
s2
∫
Q
e−2αξ2|ϕ|2 + s−1
∫
Q
e−2sαξ−1|∆ϕ|2 + s−2
∫
Q
e−2sαξ−2|∆ψ|2
+s−1
∫
Q
e−2sα
∗
(ξ∗)−1|P1ψ|
2 + s−4
∫
Q
e−2sαξ−4|∇ψt|
2 . B3 +B4
+s15
∫
QO
e−2sαξ15|ϕ|2 + s−1
∫
Q
e−2sαξ−1(|g0|
2 + |∇g0|
2) + s−2
∫
Q
e−2sαξ−2(|g1|
2 + |∇g1|
2).
(35)
1.3.2 Further estimates on ϕ and ψ
Let θ0(t) := s
−3/2−1/me−sα
∗(t)(ξ∗(t))−3/2−2/m. Then,
(ϕ∗, π∗)(t, x) = θ0(T − t)(ϕ, π)(T − t, x)
satisfies system (73) with
h(t, x) := θ0(T − t)(P1ψ)(T − t, x)
and
hV (t, x) := θ
′
0(T − t)ϕ(T − t, x) + θ0(T − t)g0(T − t, x).
Using Lemma A.2 (c), we have
‖ϕ∗‖2L2(0,T ;H4(Ω))∩H1(0,T ;H2(Ω)) . ‖h‖
2
L2(0,T ;H2(Ω))∩H1(0,T ;L2(Ω)) + ‖hV ‖
2
L2(0,T ;H2(Ω)).
Regarding the first term, one has
‖h‖2L2(0,T ;H2(Ω))∩H1(0,T ;L2(Ω)) . ‖θ0ψ‖
2
L2(0,T ;H3(Ω)) + ‖θ
′
0P1ψ‖
2
L2(Q) + ‖θ0P1ψt‖
2
L2(Q).
Regarding the second term, we deduce
‖hV ‖
2
L2(0,T ;H2(Ω)) . ‖θ
′
0∆ϕ‖
2
L2(Q) + ‖θ0∆g0‖
2
L2(Q).
Consequently, we infer
‖ϕ∗‖2L2(0,T ;H4(Ω))∩H1(0,T ;H2(Ω))
. ‖θ0ψ‖
2
L2(0,T ;H3(Ω)) + ‖θ
′
0P1ψ‖
2
L2(Q) + ‖θ0P1ψt‖
2
L2(Q) + ‖θ
′
0∆ϕ‖
2
L2(Q) + ‖θ0∆g0‖
2
L2(Q).
(36)
Let θ1(t) := s
−2−1/me−sα
∗(t)(ξ∗(t))−2−1/m. The function
ψ∗(t, x) = θ1(T − t)ψ(T − t, x)
satisfies system (71) with
h(t, x) := θ1(T − t)(∇× ϕ)(T − t, x)
and
h0(t, x) := θ
′
1(T − t)ψ(T − t, x) + θ1(T − t)g1(T − t, x).
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Using Lemma A.1 (b), we have
‖ψ∗‖2L2(0,T ;H4(Ω)) . ‖h‖
2
L2(0,T ;H2(Ω))∩H1(0,T ;L2(Ω)) + ‖h0‖
2
L2(0,T ;H2(Ω)).
Regarding the first term, one has
‖h‖2L2(0,T ;H2(Ω))∩H1(0,T ;L2(Ω)) . ‖θ1ϕ‖
2
L2(0,T ;H3(Ω)) + ‖θ
′
1∇× ϕ‖
2
L2(Q) + ‖θ1∇× ϕt‖
2
L2(Q).
Regarding the second term, we deduce
‖h0‖
2
L2(0,T ;H2(Ω)) . ‖θ
′
1∆ψ‖
2
L2(Q) + ‖θ1∆g1‖
2
L2(Q).
Consequently, we infer
‖ψ∗‖2L2(0,T ;H4(Ω)) . ‖θ1ϕ‖
2
L2(0,T ;H3(Ω))+‖θ
′
1∇×ϕ‖
2
L2(Q)+‖θ1∇×ϕt‖
2
L2(Q)+‖θ
′
1∆ψ‖
2
L2(Q)+‖θ1∆g1‖
2
L2(Q).
Putting this together with (36), we deduce
‖ϕ∗‖2L2(0,T ;H4(Ω))∩H1(0,T ;H2(Ω)) + ‖ψ
∗‖2L2(0,T ;H4(Ω))∩H1(0,T ;H2(Ω))
. ‖θ0ψ‖
2
L2(0,T ;H3(Ω)) + ‖θ
′
0P1ψ‖
2
L2(Q) + ‖θ0P1ψt‖
2
L2(Q) + ‖θ
′
0∆ϕ‖
2
L2(Q) + ‖θ0∆g0‖
2
L2(Q)
+‖θ1ϕ‖
2
L2(0,T ;H3(Ω)) + ‖θ
′
1∇× ϕ‖
2
L2(Q) + ‖θ1∇× ϕt‖
2
L2(Q) + ‖θ
′
1∆ψ‖
2
L2(Q) + ‖θ1∆g1‖
2
L2(Q).
(37)
We now estimate the terms in the right-hand side of (37) concerning ϕ and ψ with the help of (35).
• First, we observe that from the definitions of θ0 and θ1, the term ‖θ1ϕ‖
2
L2(0,T ;H3(Ω)) is absorbed by
the left-hand side of (37).
• Next, since
|θ′0| . s
−1/2−1/me−sα
∗
(ξ∗)−1/2−1/m,
the terms ‖θ′0P1ψ‖
2
L2(Q) and ‖θ
′
0∆ϕ‖
2
L2(Q) are absorbed by the fourth and second terms in the
left-hand side of estimate (35), respectively. Moreover, using that
|θ′1| . s
−1−1/me−sα
∗
(ξ∗)−1,
the terms ‖θ′1∇ × ϕ‖
2
L2(Q) and ‖θ
′
1∆ψ‖
2
L2(Q) are absorbed by the second and third terms in the
left-hand side of estimate (35) respectively, provided that s is large enough.
• Then, observe that ∫
Q
θ20|∆ϕt|
2 ≤ 2
(
‖ϕ∗t ‖
2
L2(0,T ;H2(Ω)) + ‖θ
′
0∆ϕ‖
2
L2(Q)
)
(38)
so ‖θ1∇× ϕt‖
2
L2(Q) is absorbed by the left-hand sides of (35) and (37).
• Similarly, we have ∫
Q
θ21|∆ψt|
2 ≤ 2
(
‖ψ∗t ‖
2
L2(0,T ;H2(Ω)) + ‖θ
′
1∆ψ‖
2
L2(Q)
)
. (39)
Moreover, using the equation of ψ, we get that
s−2
∫
Q
e−2sα
∗
(ξ∗)−2|ψt|
2
is estimated by the left-hand side of (35). Integrating by parts in space, we have that
s−3−2/m
∫
Q
e−2sα
∗
(ξ∗)−3−4/m|∇ψt|
2 . s−2
∫
Q
e−2sα
∗
(ξ∗)−2|ψt|
2 +
∫
Q
θ20|∆ψt|
2,
so that, from (39), we can absorb the term ‖θ0P1ψt‖
2
L2(Q) by the left-hand sides of (35) and (37).
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• Finally, from an interpolation argument, we find that
‖θ0ψ‖
2
L2(0,T ;H3(Ω)) = s
−3−2/m
∫ T
0
e−2sα
∗
(ξ∗)−3−4/m‖ψ‖2H3(Ω)
≤ ε‖θ1ψ‖
2
L2(0,T ;H4(Ω)) + Cs
−2−2/m
∫ T
0
e−2sα
∗
(ξ∗)−2−6/m‖ψ‖2H2(Ω)
for some C > 0 (which might depend on ε > 0).
We conclude that
s2
∫
Q
e−2αξ2|ϕ|2 + s−1
∫
Q
e−2sαξ−1|∆ϕ|2 + s−2
∫
Q
e−2sαξ−2|∆ψ|2
+s−1
∫
Q
e−2sα
∗
(ξ∗)−1|P1ψ|
2 + s−4
∫
Q
e−2sαξ−4|∇ψt|
2
+‖ϕ∗‖2L2(0,T ;H4(Ω))∩H1(0,T ;H2(Ω)) + ‖ψ
∗‖2L2(0,T ;H4(Ω))∩H1(0,T ;H2(Ω))
. B3 +B4 + s
15
∫
QO
e−2sαξ15|ϕ|2 + s−1
∫
Q
e−2sαξ−1(|g0|
2 + |∇g0|
2 + |∇2g0|
2)
+s−2
∫
Q
e−2sαξ−2(|g1|
2 + |∇g1|
2 + |∇2g1|
2).
(40)
1.3.3 Estimate of the boundary terms in (40)
We first establish a useful trace lemma.
Lemma 1.3 There exists C > 0 such that∫
∂Ω
∣∣∣∣∂u∂ν
∣∣∣∣2 ≤ C‖u‖3/2H2(Ω)‖u‖1/2L2(Ω),
for all u ∈ H2(Ω).
Proof. Let κ ∈ C2(Ω) be a function satisfying
∂κ
∂ν
= 1 and κ = 1 on ∂Ω.
Integrating by parts, we have∫
Ω
(∇κ · ∇u)∆u =
∫
∂Ω
∣∣∣∣∂u∂ν
∣∣∣∣2 − ∫
Ω
∇(∇κ · ∇u) · ∇u.
Using now
‖∇u‖2L2(Ω) . ‖u‖L2(Ω)‖u‖H2(Ω)
along with Cauchy-Schwarz inequality, the proof is complete. 
Using Lemma 1.3, we find that
B3 := s
−3
∫
Σ
e−2sα
∗
(ξ∗)−3
∣∣∣∣∂∆ϕ∂ν
∣∣∣∣2
≤ ε‖θ0ϕ‖
2
L2(0,T ;H4(Ω)) + Cεs
−3+6/m
∫ T
0
e−2sα
∗
(ξ∗)−3+12/m‖ϕ‖2H2(Ω)
and
B4 := s
−4
∫
Σ
e−2sα
∗
(ξ∗)−4
∣∣∣∣∂∆ψ∂ν
∣∣∣∣2
≤ ε‖θ1ψ‖
2
L2(0,T ;H4(Ω)) + Cεs
−4+6/m
∫ T
0
e−2sα
∗
(ξ∗)−4+6/m‖ψ‖2H2(Ω).
Using that m ≥ 6, these two terms are absorbed by the left-hand side of (40).
This ends the proof of Proposition 1.2.
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2 Proof of Theorems 1 and 2
2.1 Observability inequality and controllability of a linear problem
In this paragraph we prove the null controllability of the following linear system :
Ly +∇p = P1ω + f0 + (3 − d)1Ou, ∇ · y = 0 in Q,
Mω + (y · ∇)ω = ∇× y + (d− 2)1Ov + f1 in Q,
y = ω = 0 on Σ,
y(0, ·) = y0, ω(0, ·) = ω0 in Ω,
(41)
for suitable f0 and f1, y0 ∈ V and ω0 ∈ H
2(Ω) ∩H10 (Ω). Here, we have denoted
Ly := yt −∆y and Mω := ωt −∆ω − (d− 2)∇(∇ · ω). (42)
Before proving this result we need to prove a new Carleman estimate with weight functions only
vanishing at t = T . Let
β(t, x) =
e2λ‖η‖∞ − eλη(x)
ℓ˜(t)8
, γ(t, x) =
eλη(x)
ℓ˜(t)8
, (43)
where ℓ˜ is the C∞([0, T ]) function given by
ℓ˜(t) =
{
ℓ(T/2) for t ∈ [0, T/2],
ℓ(t) for t ∈ [T/2, T ].
2.1.1 Three-dimensional case
We will prove the following result :
Proposition 2.1 Under the same assumptions of Proposition 1.1, there exists C > 0 such that the
solutions of (6) satisfy∫
Q
e−2sβγ2|ψ|2 +
∫
Q
e−2sβ |ϕ|2 +
∫
Ω
|ϕ(0, ·)|2 +
∫
Ω
|ψ(0, ·)|2
≤ C
(∫
Q
e−2sβγ−3
(
|g0|
2 + |∇g0|
2
)
+
∫
Q
e−2sβ |g1|
2 +
∫
QO
e−2sβγ4|ψ|2
)
.
(44)
Proof. To prove estimate (44) we start by observing that, since β = α in (T/2, T )× Ω and β ≤ α,∫
(T/2,T )×Ω
e−2sβγ2|ψ|2 +
∫
(T/2,T )×Ω
e−2sβ |ϕ|2 ≤
∫
Q
e−2sαξ2|ψ|2 +
∫
Q
e−2sα|ϕ|2
≤ C
(
s−3
∫
Q
e−2sαξ−3
(
|g0|
2 + |∇g0|
2
)
+
∫
Q
e−2sα|g1|
2 + s4
∫
QO
e−2sαξ4|ψ|2
)
≤ C
(
s−3
∫
Q
e−2sβγ−3
(
|g0|
2 + |∇g0|
2
)
+
∫
Q
e−2sβ|g1|
2 + s4
∫
QO
e−2sβγ4|ψ|2
)
.
(45)
Here, we have also used the Carleman inequality (9) and the fact that
e−2sαξ4 . e−2sβγ4.
In order to perform an estimate on (T/2, T )× Ω, we introduce σ2 ∈ C
1([0, T ]) satisfying σ2(t) = 1 for
t ∈ [0, T/2] and σ2(t) = 0 for t ∈ [3T/4, T ]. Then, σ2(ϕ, π, ψ) satisfies
−(σ2ϕ)t −∆(σ2ϕ) +∇(σ2π) = ∇× (σ2ψ) + (∇(σ2ψ))
Tω + σ2g0 − σ
′
2ϕ in Q,
−(σ2ψ)t −∆(σ2ψ)−∇(∇ · (σ2ψ)) = ∇× (σ2ϕ) + σ2g1 − σ
′
2ψ in Q,
∇ · (σ2ϕ) = 0 in Q,
σ2ϕ = 0 on Σ,
σ2ψ = 0 on Σ,
(σ2ϕ)(T, ·) = 0 in Ω,
(σ2ψ)(T, ·) = 0 in Ω,
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(see (6)). For this system, we have (see ([11]))
∫
Q
|σ2ϕ|
2+
∫
Q
|σ2ψ|
2+
∫
Ω
|ϕ(0, ·)|2+
∫
Ω
|ψ(0, ·)|2 ≤ C
(∫
(0,3T/4)×Ω
(|g0|
2 + |g1|
2) +
∫
(T/2,3T/4)×Ω
(|ϕ|2 + |ψ|2)
)
.
Observing now that e−2sβ ≥ C in (0, 3T/4) × Ω, e−2sα ≥ C in (T/2, 3T/4) × Ω and using again the
Carleman inequality (9), we deduce in particular∫
(0,T/2)×Ω
e−2sβ|ϕ|2 +
∫
(0,T/2)×Ω
e−2sβγ2|ψ|2 +
∫
Ω
|ϕ(0, ·)|2 +
∫
Ω
|ψ(0, ·)|2
≤ C
(
s−3
∫
Q
e−2sβγ−3
(
|g0|
2 + |∇g0|
2
)
+
∫
Q
e−2sβ|g1|
2 + s4
∫
QO
e−2sβγ4|ψ|2
)
.
Combining this with (45), we deduce the desired inequality (44). 
Remark 3 If we denote
β̂(t) := min
x∈Ω
β(t, x), γ̂(t) := min
x∈Ω
γ(t, x),
then, we deduce from (44):
‖γe−sβψ‖2L2(Q) + ‖e
−sβϕ‖2L2(Q) + ‖ϕ(0, ·)‖
2
L2(Ω) + ‖ψ(0, ·)‖
2
L2(Ω)
≤ C(‖e−sβ̂ γ̂−3/2g0‖
2
L2(V ) + ‖e
−sβg1‖
2
L2(Q) + ‖e
−sβγ2ψ‖2L2(QO)).
(46)
Now, we are ready to solve the null controllability problem for the linear system (41). For simplicity,
we introduce the following weight functions:
ρ0(t, x) := e
sβ(t,x), ρ1(t, x) := e
sβ(t,x)γ(t, x)−1, ρ2(t, x) := e
sβ(t,x)γ(t, x)−2, ρ3(t) := e
sβ̂(t)γ̂(t)3/2.
The null controllability of system (41) will be established in some weighted spaces which we present
now :
E1 := {(y, p, v, ω) ∈ E0 : ρ0(Ly+∇p−∇×ω) ∈ L
2(Q), ρ1(Mω+(y ·∇)ω−∇×y−1Ov) ∈ L
2(Q)} (47)
where
E0 = {(y, p, v, ω) : (ρ3)
3/4y ∈ L2(0, T ;H2(Ω)) ∩ L∞(0, T ;V ), (ρ0)
3/4ω ∈ L2(0, T ;H2(Ω)), ρ2v ∈ L
2(Q)}.
Of course, E1 and E0 are Banach spaces for the norms
‖(y, p, v, ω)‖E0 = (‖(ρ3)
3/4y‖2L2(0,T ;H2(Ω))∩L∞(0,T ;V ) + ‖(ρ0)
3/4ω‖2L2(0,T ;H2(Ω)) + ‖ρ2v‖
2
L2(Q))
1/2
and
‖(y, p, v, ω)‖E1 = (‖(y, p, v, ω)‖
2
E0
+ ‖ρ0(Ly +∇p−∇× ω)‖
2
L2(Q)
+ ‖ρ1(Mω + (y · ∇)ω −∇× y − 1Ov)‖
2
L2(Q))
1/2.
Then, we have the following result:
Proposition 2.2 Let us assume that ω ∈ L∞(0, T ;W 1,3+δ(Ω))∩H1(0, T ;L3(Ω)) for some δ > 0, y0 ∈ V ,
ω0 ∈ H
2(Ω)∩H10 (Ω), ρ0f0 ∈ L
2(Q) and ρ1f1 ∈ L
2(Q). Then, there exists a control v ∈ L2(Q) such that,
if (y, ω) is (together with some p) the associated solution to (41), one has (y, p, v, ω) ∈ E1. In particular,
y(T ) = ω(T ) = 0 in Ω.
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Proof. Let us introduce the space
P0 = {(ϕ, π, ψ) ∈ C
3(Q) : ∇ · ϕ = 0 in Q, ϕ = ψ = 0 on Σ,
(L∗ϕ+∇π −∇× ψ − (∇ψ)Tω) = 0 on Σ, ∇ · (L∗ϕ+∇π −∇× ψ − (∇ψ)Tω) = 0 in Q}
and consider the bilinear form
a0((ϕ̂, π̂, ψ̂), (ϕ, π, ψ)) :=
∫
Q
(ρ0)
−2(M∗ψ̂ −∇× ϕ̂) · (M∗ψ −∇× ϕ) +
∫
O
(ρ2)
−2ψ̂ · ψ
+
∫
Q
(ρ3)
−2(L∗ϕ̂+∇π̂ −∇× ψ̂ − (∇ψ̂)Tω) · (L∗ϕ+∇π −∇× ψ − (∇ψ)Tω)
+
∫
Q
(ρ3)
−2∇(L∗ϕ̂+∇π̂ −∇× ψ̂ − (∇ψ̂)Tω) : ∇(L∗ϕ+∇π −∇× ψ − (∇ψ)Tω).
(48)
Here, L∗ and M∗ denote the formal adjoint operators of L and M respectively :
L∗ϕ := −ϕt −∆ϕ and M
∗ψ := −ψt −∆ψ − (d− 2)∇(∇ · ψ).
From the Carleman inequality (46), this bilinear form is an inner product in P0. We consider the
Hilbert space resulting of the completion of P0 with a(·, ·) and we call it P .
We introduce now the linear form b0 : P → R:
b0(ϕ, π, ψ) :=
∫
Q
f0 · ϕ+
∫
Q
f1 · ψ +
∫
Ω
ϕ(0, x) · y0(x) +
∫
Ω
ψ(0, x) · ω0(x).
Then, in virtue of the Carleman inequality (46) this linear form is continuous. Consequently, from the
Lax-Milgram’s Lemma there exists a unique solution (ϕ̂, π̂, ψ̂) ∈ P of
a0((ϕ̂, π̂, ψ̂), (ϕ, π, ψ)) = b0(ϕ, π, ψ) ∀(ϕ, π, ψ) ∈ P. (49)
Let us now define the following quantities :
ŷ := (ρ3)
−2[(L∗ϕ̂+∇π̂ −∇× ψ̂ − (∇ψ̂)Tω)−∆(L∗ϕ̂+∇π̂ −∇× ψ̂ − (∇ψ̂)Tω)],
ω̂ := (ρ0)
−2(M∗ψ̂ −∇× ϕ̂)
and
v̂ := −(ρ2)
−2ψ̂.
Then, from (55) we readily have
‖ρ3ŷ‖L2(V ′) + ‖ρ0ω̂‖L2(Q) + ‖ρ2v̂‖L2(Q) = a0((ϕ̂, π̂, ψ̂), (ϕ̂, π̂, ψ̂)) < +∞.
We consider now the weak solution (y˜, p˜, ω˜) of system (41) with v := v̂ and its adjoint system
L∗ϕ+∇π = ∇× ψ + (∇ψ)Tω + g0 in Q,
M∗ψ = ∇× ϕ+ g1 in Q,
∇ · ϕ = 0 in Q,
ϕ = 0 on Σ,
ψ = 0 on Σ,
ϕ(T, ·) = 0 in Ω,
ψ(T, ·) = 0 in Ω.
(50)
We multiply the equation of y˜ by ϕ, the equation of ω˜ by ψ and we integrate by parts. We obtain∫
Q
y˜ · g0 +
∫
Q
ω˜ · g1 =
∫
Q
f0 · ϕ+
∫
Q
(f1 + 1O v̂) · ψ +
∫
Ω
y0 · ϕ|t=0 +
∫
Ω
ω0 · ψ|t=0,
for all g0, g1 ∈ L
2(Q). That is to say, (y˜, p˜, ω˜) is also the solution by transposition of (41) with v = v̂.
Then, from (49), it is not difficult to see that (ŷ, p̂, ω̂) = (y˜, p˜, ω˜). Moreover, one can perform regularity
estimates for our system in order to prove that the weak solution of (41) with v = v̂ satisfies (y˜, p˜, v̂, ω˜) ∈
E1. For all the details, one can see for instance the proof of Proposition 4.3 in [2]. 
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2.1.2 Two-dimensional case
In this case, we can prove the following result :
Proposition 2.3 Let d = 2, m = 8 and T > 0. Then, under the same assumptions of Proposition 1.2
there exists C > 0 such that the solutions of (6) satisfy
‖e−sβ
∗
(γ∗)−1/2ϕ‖2L2(0,T ;H2(Ω)) + ‖e
−sβ∗(γ∗)−1ψ‖2L2(0,T ;H2(Ω)) + ‖ϕ(0, ·)‖
2
L2(Ω) + ‖ψ(0, ·)‖
2
L2(Ω)
≤ C(‖e−sβ̂ γ̂−1g0‖
2
L2(0,T ;H2(Ω)) + ‖e
−sβ̂γ̂−1g1‖
2
L2(0,T ;H2(Ω)) + ‖e
−sβγ15/2ψ‖2L2(QO)),
(51)
where we have denoted
β∗(t) := max
x∈Ω
β(t, x), γ∗(t) := max
x∈Ω
γ(t, x),
and the other weights were defined at the beginning of paragraph 2.1.
The proof follows from the Carleman estimate stated in Proposition 1.2.
Remark 4 Let us define
L∗H := −∂t − PL ◦∆,
where PL : L
2(Ω)→ H is the Leray projector (recall that the space H is defined in (2)). If, in addition to
the assumptions stated in Proposition 1.2, one assumes that ∂tg0, ∂tg1 ∈ L
2(Q), then, using the classical
regularization effect for the Stokes equation and for the heat equation, one can deduce from (51) the
following Carleman inequality
‖e−sβ
∗
(γ∗)−1/2ϕ‖2L2(0,T ;H2(Ω)) + ‖e
−sβ∗(γ∗)−1ψ‖2L2(0,T ;H2(Ω)) + ‖ϕ(0, ·)‖
2
L2(Ω) + ‖ψ(0, ·)‖
2
L2(Ω)
≤ C(‖L∗H(e
−sβ̂ γ̂−1g0)‖
2
L2(Q) + ‖M
∗(e−sβ̂ γ̂−1g1)‖
2
L2(Q) + ‖e
−sβγ15/2ψ‖2L2(QO)).
(52)
Now, we are ready to solve the null controllability problem for the linear system (41). For simplicity,
we introduce the following weight functions:
ς0(t) := e
sβ∗(t)(γ∗(t))1/2, ς1(t) := e
sβ∗(t)γ∗(t), ς2(t, x) := e
sβ(t,x)γ(t, x)−15/2, ς3(t) := e
sβ̂(t)γ̂(t). (53)
The null controllability of system (41) will be established in some weighted spaces which we present
now :
F1 := {(y, p, u, ω) ∈ F0 : ς0(Ly+∇p−P1ω−1Ou) ∈ L
2(Q), ς1(Mω−∇×y) ∈ L
2(Q), ς2u ∈ L
2(Q)} (54)
where
F0 = {(y, p, u, ω) : (ς0)
3/4y ∈ L2(0, T ;H2(Ω)) ∩ L∞(0, T ;V ), (ς1)
3/4ω ∈ L2(0, T ;H2(Ω) ∩H10 (Ω))}.
As in the three-dimensional case, these spaces are Banach spaces for the corresponding natural norms.
Then, we have the following result:
Proposition 2.4 Let y0 ∈ V , ω0 ∈ H
1
0 (Ω), ς0f0 ∈ L
2(Q) and ς1f1 ∈ L
2(Q). Then, there exists a
control u ∈ L2(Q) such that, if (y, ω) is (together with some p) the associated solution to (41), one has
(y, p, u, ω) ∈ F1. In particular, y(T, ·) = ω(T, ·) = 0 in Ω.
Proof. Let us introduce the space
B0 = {(ϕ, π, ψ) ∈ C
∞(Q) : ∇ · ϕ = 0 in Q, ϕ = ψ = 0 on Σ,
L∗ϕ+∇π − P1ψ = 0 on Σ, ∇ · (L
∗ϕ+∇π − P1ψ) = 0 in Q
(L∗ϕ+∇π − P1ψ)(0, ·) = 0 in Ω, M
∗ψ −∇× ϕ = 0 on Σ,
(M∗ψ −∇× ϕ)(0, ·) = 0 in Ω}
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and consider the bilinear form
a1((ϕ̂, π̂, ψ̂), (ϕ, π, ψ)) :=
∫
Q
M∗[(ς3)
−1(M∗ψ̂ −∇× ϕ̂)] ·M∗[(ς3)
−1(M∗ψ −∇× ϕ)]
+
∫
QO
(ς2)
−2ϕ̂ · ϕ+
∫
Q
L∗H [(ς3)
−1(L∗ϕ̂+∇π̂ − P1ψ̂)] · L
∗
H [(ς3)
−1(L∗ϕ+∇π − P1ψ)].
(55)
From the Carleman inequality (52), this bilinear form is an inner product in B0. We consider the
Hilbert space resulting of the completion of B0 with a1(·, ·) and we call it B˜0.
We introduce now the linear form b1 : B˜0 → R:
b1(ϕ, π, ψ) :=
∫
Q
f0 · ϕ+
∫
Q
f1 · ψ dxdt+
∫
Ω
ϕ(0, ·) · y0 +
∫
Ω
ψ(0, ·) · ω0.
Then, in virtue of the Carleman inequality (52) this linear form is continuous. Consequently, from the
Lax-Milgram’s Lemma there exists a unique solution (ϕ̂, π̂, ψ̂) ∈ B˜0 of
a1((ϕ̂, π̂, ψ̂), (ϕ, π, ψ)) = b1(ϕ, π, ψ) ∀(ϕ, π, ψ) ∈ B˜0. (56)
Let us now define the following quantities :
ŷ := L∗H [(ς3)
−1(L∗ϕ̂+∇π̂ − P1ψ̂)], (57)
ω̂ := M∗[(ς3)
−1(M∗ψ̂ −∇× ϕ̂)] (58)
and
û := −(ς2)
−2ψ̂. (59)
Then, from (55) and (56), we readily have
‖ŷ‖L2(Q) + ‖ω̂‖L2(Q) + ‖ς2û‖L2(QO) . ‖ς0f0‖L2(Q) + ‖ς1f1‖L2(Q) + ‖y0‖L2(Ω) + ‖ω0‖L2(Ω). (60)
We consider now the weak solution (yw, pw, ωw) of system (41) with u := û. We will show that
(ς3)
−1Mω̂ = ωw in Q,
ω̂ = 0 in Σ,
ω̂|t=0 = 0 in Ω,
(61)
and 
(ς3)
−1LH ŷ = yw, ∇ · ŷ = 0 in Q,
ŷ = 0 in Σ,
ŷ|t=0 = 0 in Ω.
(62)
From (56) and (57)-(59), we find∫
Q
ω̂M∗[(ς3)
−1(M∗ψ −∇× ϕ)]−
∫
QO
û · ϕ+
∫
Q
ŷ · L∗H [(ς3)
−1(L∗ϕ+∇π − P1ψ)]
=
∫
Q
(Lyw +∇pw − P1ωw − 1Oû) · ϕ+
∫
Q
(Mωw −∇× yw)ψ +
∫
Ω
ϕ(0, ·) · y0 +
∫
Ω
ψ(0, ·)ω0.
Integrating by parts, one consequently gets∫
Q
ω̂M∗[(ς3)
−1(M∗ψ −∇× ϕ)]−
∫
QO
û · ϕ+
∫
Q
ŷ · L∗H [(ς3)
−1(L∗ϕ+∇π − P1ψ)]
=
∫
Q
yw · (L
∗ϕ+∇π − P1ψ) +
∫
Q
ωw(M
∗ψ −∇× ϕ).
Therefore, (ŷ, ω̂) satisfies ∫
Q
ω̂g2 +
∫
Q
ŷ · g3 =
∫
Q
ωwΦ2 +
∫
Q
yw · Φ3
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for all g2 ∈ L
2(Q) and all g3 ∈ L
2(Q), where (Φ2,Φ3) is the solution of
M∗[(ς3)
−1Φ2] = g2 in Q,
L∗H [(ς3)
−1Φ3] = g3 in Q,
∇ · Φ3 = 0 in Q,
Φ2 = 0, Φ3 = 0 on Σ,
((ς3)
−1Φ2)(T, ·) = 0, ((ς3)
−1Φ3)(T, ·) = 0 in Ω
(63)
This weak formulation means exactly that (ŷ, ω̂) satisfies (61)-(62).
Let us prove now that
(ς0)
3/4yw ∈ L
2(H2) ∩ L∞(H1), (ς1)
3/4ωw ∈ L
2(H2) ∩ L∞(H1). (64)
• Let us first prove that, up to some weight functions, yw and ωw are in L
2(Q). Indeed, let us define
(y∗, p∗, ω∗) := θ2(t)(yw, pw, ωw),
where
θ2(t) := (T − t)
68ς3(t).
Then, (y∗, p∗, ω∗) satisfies
Ly∗ +∇p∗ = P1ω
∗ + θ2(1Oû+ f0) + (θ2)
′yw, ∇ · y
∗ = 0 in Q,
Mω∗ = ∇× y∗ + θ2f1 + (θ2)
′ωw in Q,
y∗ = 0, ω∗ = 0 on Σ,
y∗(0, ·) = θ2(0)y0, ω
∗(0, ·) = θ2(0)ω0 in Ω.
(65)
We use now that (y∗, p∗, ω∗) is also the solution by transposition of (70) :∫
Q
y∗ · h0 +
∫
Q
ω∗ · h1 =
∫
Q
θ2(f0 + 1Oû) · ϕ+
∫
Q
θ2f1ψ +
∫
Q
(θ2)
′yw · ϕ+
∫
Q
(θ2)
′ωwψ
+
∫
Ω
θ2(0)y0 · ϕ(0, ·) +
∫
Ω
θ2(0)ω0ψ(0, ·)
(66)
for all h0, h1 ∈ L
2(Q), where (ϕ, π, ψ) is the solution of
L∗ϕ+∇π = P1ψ + h0 in Q,
M∗ψ = ∇× ϕ+ h1 in Q,
∇ · ϕ = 0 in Q,
ϕ = 0 on Σ,
ψ = 0 on Σ,
ϕ(T, ·) = 0 in Ω,
ψ(T, ·) = 0 in Ω.
(67)
For this system, we have
‖(ϕ, ψ)‖X2 . ‖h0‖L2(Q) + ‖h1‖L2(Q). (68)
where we have used the space X2 := L
2(0, T ;H2(Ω))∩L∞(0, T ;H1(Ω)) (endowed with its natural norm).
Observe that, from the definition of θ2 and ςj (0 ≤ j ≤ 3) (see (53)), we have∣∣∣∣∫
Q
θ2(f0 + 1Oû) · ϕ+
∫
Q
θ2f1ψ +
∫
Ω
θ2(0)y0 · ϕ(0, ·) +
∫
Ω
θ2(0)ω0ψ(0, ·)
∣∣∣∣
. (‖ς0f0‖L2(Q) + ‖ς1f1‖L2(Q) + ‖ς0û‖L2(QO) + ‖(y0, ω0‖L2(Ω))‖(ϕ, ψ)‖X2 .
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Finally, using (61)-(62), we find∫
Q
(θ2)
′yw · ϕ+
∫
Q
(θ2)
′ωwψ =
∫
Q
(θ2)
′(ς3)
−1LH ŷ · ϕ+
∫
Q
(θ2)
′(ς3)
−1Mω̂ψ
=
∫
Q
L∗H((θ2)
′(ς3)
−1ϕ) · ŷ +
∫
Q
M∗((θ2)
′(ς3)
−1ψ)ω̂ −
∫
Ω
((θ2)
′(ς3)
−1)(0)(y0 · ϕ(0, ·) + ω0ψ(0, ·))
Using (60) and the fact that ‖(θ2)
′(ς3)
−1‖W 1,∞(0,T ) . 1, we obtain∣∣∣∣∫
Q
(θ2)
′yw · ϕ+
∫
Q
(θ2)
′ωwψ
∣∣∣∣ . (‖ς0f0‖L2(Q) + ‖ς1f1‖L2(Q) + ‖(y0, ω0‖L2(Ω))‖(ϕ, ψ)‖X2 .
Coming back to (66) and using (68), we deduce that (y∗, ω∗) ∈ L2(Q) and
‖(y∗, ω∗)‖L2(Q) . ‖ς0f0‖L2(Q) + ‖ς1f1‖L2(Q) + ‖(y0, ω0‖L2(Ω). (69)
• Let us finally prove (64). To do so, we define
(y˜, p˜, ω˜) := θ3(t)(yw , pw, ωw),
where
θ3(t) := (T − t)
69ς3(t).
Then, (y˜, p˜, ω˜) satisfies
Ly˜ +∇p˜ = P1ω˜ + θ3(1Oû+ f0) + (θ3)
′yw, ∇ · y˜ = 0 in Q,
Mω˜ = ∇× y˜ + θ3f1 + (θ3)
′ωw in Q,
y˜ = 0, ω˜ = 0 on Σ,
y˜(0, ·) = θ3(0)y0, ω˜(0, ·) = θ3(0)ω0 in Ω.
(70)
Using that |(θ3)
′| . θ2, (60) and (69), we deduce that (y˜, ω˜) ∈ X2 and
‖(y˜, ω˜)‖X2 . ‖ς0f0‖L2(Q) + ‖ς1f1‖L2(Q) + ‖(y0, ω0‖H1(Ω).
This concludes the proof of Proposition 2.4. 
2.2 Local controllability of the semilinear problem
In this section we only prove Theorem 1 since the proof of Theorem 2 is analog and can be derived from
what follows.
Our proof relies on the arguments presented in [7]. The result of null controllability for the linear
system (41) given by Proposition 2.2 will allow us to apply an inverse mapping theorem, which we present
now :
Theorem 3 Let D1 and D2 be two Banach spaces and let A : D1 → D2 satisfy A ∈ C
1(D1;D2). Assume
that x1 ∈ D1, A(x1) = x2 and that A
′(x1) : D1 → D2 is surjective. Then, there exists δ > 0 such that,
for every x′ ∈ D2 satisfying ‖x
′ − x2‖D2 < δ, there exists a solution of the equation
A(x) = x′, x ∈ D1.
We apply this theorem for the spaces D1 = E1 (recall that E1 is defined in (47)), D2 = ρ0L
2(Q) ×
ρ1L
2(Q)× V × (H2(Ω) ∩H10 (Ω)) and the operator
A(y, p, u, ω) = (Ly + (y · ∇)y +∇p−∇× ω,Mω + (y · ∇)ω + (y · ∇)ω −∇× y − 1Ov, y(0, ·), ω(0, ·))
for (y, p, u, ω) ∈ D1.
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In order to apply Theorem 3, it remains to check that the operator A is of class C1(D1;D2). Indeed,
notice that all the terms in A are linear, except for (y · ∇)y and (y · ∇)ω. We will prove that the bilinear
operators
((y1, p1, u1, ω1), (y2, p2, u2, ω2)) 7−→ ((y1 · ∇)y2, (y1 · ∇)ω2)
are continuous from D1 ×D1 to ρ0L
2(Q)× ρ1L
2(Q). Using the definition of E1 and the fact that
(ρ0)
1/2 ≤ (ρ1)
1/2 ≤ (ρ3)
3/4 and (ρ0)
1/2 ≤ (ρ1)
1/2 ≤ (ρ0)
3/4,
we obtain (since H1(Ω) →֒ L6(Ω))
‖ρ0(y
1 · ∇)y2‖L2(Q) + ‖ρ1(y
1 · ∇)ω2‖L2(Q)
. ‖(ρ3)
3/4y1‖L∞(0,T ;H1(Ω))
(
‖(ρ3)
3/4∇y2‖L2(0,T ;H1(Ω)) + ‖(ρ0)
3/4∇ω2‖L2(0,T ;H1(Ω))
)
. ‖(y1, p1, u1, ω1)‖D1‖(y
2, p2, u2, ω2)‖D1 .
Moreover A′(0, 0, 0, 0) : D1 → D2 is given by
A′(0, 0, 0, 0)(y, p, u, ω) = (Ly+∇p−∇×ω,Mω+(y ·∇)ω−∇×y−1Ov, y(0, ·), ω(0, ·)), ∀(y, p, u, ω) ∈ D1,
so this functional is surjective in view of the null controllability result for the linear system (41) given by
Proposition 2.2.
We are now able to apply Theorem 3 for x1 = (0, 0, 0, 0) and x2 = (0, 0). In particular, this gives the
existence of a positive number δ such that, if ‖(y0, ω0)‖H1(Ω)×H2(Ω) ≤ δ, then we can find a control v,
such that the associated solution (y, p, u, ω) to (1) satisfies y(T ) = 0 and ω(T ) = ω(T ) in Ω.
This concludes the proof of Theorem 1.
A Standard estimates
We first present some classical energy estimates for the heat equation and for the Stokes system.
Lemma A.1 Let w ∈ L2(0, T ;H1(Ω)) be the solution of the system
wt −Aw = h+ h0 in Q,
w = 0 on Σ,
w(0, ·) = 0 on Q,
(71)
where h, h0 ∈ L
2(0, T ;H−1(Ω)) and A is either ∆ or ∆+∇(∇·).
(a) Let h ∈ L2(Q) and h0 ≡ 0. Then,
w ∈ L2(0, T ;H2(Ω)) ∩H1(0, T ;L2(Ω))
and there exists some constant C > 0 independent from h such that
‖w‖L2(0,T ;H2(Ω)) + ‖w‖H1(0,T ;L2(Ω)) ≤ C‖h‖L2(Q). (72)
(b) Let h ∈ L2(0, T ;H2(Ω)) ∩H1(0, T ;L2(Ω)) and h0 ∈ L
2(0, T ;H2(Ω)∩H10 (Ω)). Then, there exists a
constant C > 0 independent from h and h0 such that
‖w‖L2(0,T ;H4(Ω))∩H1(0,T ;H2(Ω)) ≤ C(‖h‖L2(0,T ;H2(Ω))∩H1(0,T ;L2(Ω)) + ‖h0‖L2(0,T ;H2(Ω))).
Proof. We only prove (b) since the proof of (a) is classical (see for instance [9]).
For the proof of (b), we write w = w1 + w2 where w1 (respectively w2) is the solution of (71) with h
(respectively h0) as right-hand side. We observe that w
1
t is the solution of (71) with right-hand side ht
and Aw2 is the solution of (71) with right-hand side Ah0. Applying (a), we get the desired result. 
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Lemma A.2 Let u ∈ L2(0, T ;V ) (together with some p) be the solution of the system
ut −∆u+∇p = hV + h in Q,
∇ · u = 0 in Q,
u = 0 on Σ,
u(0, ·) = 0 on Q,
(73)
where h, hV ∈ L
2(0, T ;H−1(Ω)).
(a) Let h ∈ L2(Q) and hV ≡ 0. Then,
u ∈ L2(0, T ;H2(Ω)) ∩H1(0, T ;L2(Ω))
and there exists some constant C > 0 independent from h such that
‖u‖L2(0,T ;H2(Ω)) + ‖u‖H1(0,T ;L2(Ω)) ≤ C‖h‖L2(Q).
(b) Let hV ∈ L
2(0, T ;V ) and h ∈ L2(0, T ;H1(Ω)) ∩H1(0, T ;H−1(Ω)). Then,
u ∈ L2(0, T ;H3(Ω)) ∩H1(0, T ;H1(Ω))
and there exists some constant C > 0 independent from (hV , h) such that
‖u‖L2(0,T ;H3(Ω)) + ‖u‖H1(0,T ;H1(Ω)) ≤ C
(
‖hV ‖L2(0,T ;V ) + ‖h‖L2(0,T ;H1(Ω))∩H1(0,T ;H−1(Ω))
)
.
(c) Let h ∈ H1(0, T ;L2(Ω)) ∩ L2(0, T ;H2(Ω)) and hV ∈ L
2(0, T ;H2(Ω) ∩ V ) with h(·, 0) = 0 in Ω.
Then,
u ∈ H1(0, T ;H2(Ω)) ∩ L2(0, T ;H4(Ω))
and there exists a constant C > 0 independent of h and hV such that
‖u‖H1(0,T ;H2(Ω))∩L2(0,T ;H4(Ω)) ≤ C(‖h‖H1(0,T ;L2(Ω))∩L2(0,T ;H2(Ω)) + ‖hV ‖L2(0,T ;H2(Ω)))
Proof. Let us first remark that (a), (b) and (c) with hV ≡ 0 are contained in [9, Theorem 6, pages
100-101].
We now prove (b) with h ≡ 0. Without loss of generality, one may assume that hV ∈ C
∞([0, T ];V ).
In order to simplify the notations, let us denote
A(u, p) := −∆u+∇p.
Let us multiply the equation in (73) by A(ut, pt) ∈ L
2(Q), integrate in Ω and integrate by parts. This
yields ∫
Ω
|∇ut|
2 +
1
2
d
dt
∫
Ω
|Au|2 =
∫
Ω
∇ut · ∇hV .
Here, we have used that hV (t, ·) and ut(t, ·) are elements of V for almost every t ∈ (0, T ). From this
identity, using Young’s inequality and thanks to the fact that (A(u, p))|t=0 ≡ 0 in Ω, we have that
u ∈ H1(0, T ;V ) and
‖u‖H1(0,T ;H1(Ω)) ≤ C‖hV ‖L2(0,T ;H1(Ω)). (74)
Now, regarding system (73) as a stationary Stokes system with right-hand side in V (see, for instance,
[12, Proposition 2.2, page 33]), one deduces u ∈ L2(0, T ;H3(Ω)) and concludes the proof of (b).
We finally prove (c) when h ≡ 0. Using that ∆ut +∆A(u, p) = ∆hV in Q, we get
0 = −
∫
Ω
(∆ut +∆A(u, p)−∆hV )A(ut, pt).
Integrating by parts and noting that A(ut, pt)(t, ·) ∈ V for almost every t ∈ (0, T ), we deduce∫
Ω
|A(ut, pt)|
2 +
1
2
d
dt
∫
Ω
|∇A(u, p)|2 = −
∫
Ω
∆hV A(ut, pt)
From this, we directly obtain (c). 
Next, we recall a useful lemma related to the Carleman weights.
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Lemma A.3 There exists some positive constants s0 and C such that, for any u ∈ L
2(0, T ;H1(Ω)) and
any s ≥ s0, ∫
Q
e−2sα|u|2 ≤ C
(
s−2
∫
Q
e−2sαξ−2|∇u|2 +
∫
Q0
e−2sα|u|2
)
.
Proof (see also [2, Lemma 3]). Let us set v := e−sαu and f := ∇u ∈ L2(0, T ;L2(Ω)). Writing u = esαv,
one has
e−sαf = ∇v + sv∇α
so that, after an integration by parts, since ∇ξ = −∇α and for some constant C > 0,∫
Q
e−2sαξ−2|f |2 =
∫
Q
ξ−2|∇v|2 + s2
∫
Q
ξ−2|∇α|2v2 − s
∫
Q
ξ−2(∆α)v2 − 2s
∫
Q
ξ−3|∇α|2v2 +
∫
Σ
ξ−2(∂να)v
2
≥ λ2s2
∫
Q
(1− C(sξ)−1)|∇η|2v2 − Cλs2
∫
Q
(sξ)−1v2
using that ∂να ≥ 0 on Σ, ∇α = −λ∇ηξ and |∆α| . (λ
2|∇η|2ξ + λξ).
Moreover, since |∇η| > 0 on the compact set Ω\Ω0, one additionally gets that, for some c > 0,
λ2s2
∫
Q
(1− C(sξ)−1)|∇η|2v2 − Cλs2
∫
Q
(sξ)−1v2 ≥ cs2
(∫
Q\Q0
v2 −
∫
Q0
v2
)
for a choice of s such that s & T 8. This concludes the proof. 
Finally, we present some bilinear estimate used for the proof of Proposition 1.1.
Lemma A.4 There exists some C > 0 such that, for any ω ∈ L∞
(
0, T ;W 1,3(Ω)
)
∩H1
(
0, T ;L3(Ω)
)
, we
have
(a) for all u ∈ L2(0, T ;H−1(Ω)),
‖ωu‖L2(0,T ;H−1(Ω)) ≤ C‖ω‖L∞(0,T ;W 1,3(Ω))‖u‖L2(0,T ;H−1(Ω));
(b) for all u ∈ L∞(0, T ;L2(Ω)),
‖ωtu‖L2(0,T ;H−1(Ω)) ≤ C‖ω‖H1(0,T ;L3(Ω))‖u‖L∞(0,T ;L2(Ω)).
Proof. By duality, the first estimate reduces to prove that
∀u ∈ L2(0, T ;H10 (Ω)), ‖ωu‖L2(0,T ;H10 (Ω)) . ‖ω‖L∞(0,T ;W 1,3(Ω))‖u‖L2(0,T ;H10 (Ω)). (75)
Morover, one has
∀u ∈ L2(0, T ;H10(Ω)), ‖ωu‖L2(0,T ;H10 (Ω)) . ‖ω∇u‖L2(0,T ;L2(Ω)) + ‖(∇ω)u‖L2(0,T ;L2(Ω))
. ‖ω‖L∞(0,T ;L∞(Ω))‖u‖L2(0,T ;H10(Ω))
+ ‖∇ω‖L∞(0,T ;L3(Ω))‖u‖L2(0,T ;H10 (Ω))
since H1(Ω) →֒ L6(Ω). This concludes the proof of (a).
On the other hand, one has by duality L6/5(Ω) →֒ H−1(Ω) so that
∀u ∈ L∞(0, T ;L2(Ω)), ‖ωtu‖L2(0,T ;H−1(Ω)) . ‖ωtu‖L2(0,T ;L6/5(Ω)) . ‖ωt‖L2(0,T ;L3(Ω))‖u‖L∞(0,T ;L2(Ω))
using Ho¨lder inequality. The proof of (b) is complete. 
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