To assist in optimizing a mixed-physics ensemble for warm season mesoscale convective system rainfall forecasting, the impact of various physical schemes as well as their interactions on rainfall when different initializations were used has been investigated. For this purpose, high-resolution Weather Research and Forecasting (WRF) model simulations of eight International H 2 O Project events were performed. For each case, three different treatments of convection, three different microphysical schemes, and two different planetary boundary layer (PBL) schemes were used. All cases were initialized with both Local Analyses and Prediction System (LAPS) "hot" start analyses and 40-km Eta Model analyses. To evaluate the impacts of the variation of two different physical schemes and their interaction on the simulated rainfall under the two different initial conditions, the factor separation method was used. The sensitivity to the use of various physical schemes and their interactions was found to be dependent on the initialization dataset. Runs initialized with Eta analyses appeared to be influenced by the use of the Betts-Miller-Janjić scheme in that model's assimilation system, which tended to reduce the WRF's sensitivity to changes in the microphysical scheme compared with that present when LAPS analyses were used for initialization. In addition, differences in initialized thermodynamics resulted in changes in sensitivity to PBL and convective schemes. With both initialization datasets, the greatest sensitivity to the simulated rain rate was due to changes in the convective scheme. However, for rain volume, substantial sensitivity was present due to changes in both the physical parameterizations and the initial datasets.
Introduction
To assist in optimizing a mixed-physics ensemble for warm season continental mesoscale convective system (MCS) rainfall forecasting, Jankov et al. (2005) evaluated the impact that various physical schemes as well as their interactions had on rainfall forecast skill in highresolution [12-km grid spacing with the Advanced Research Weather and Research Forecasting (WRF) model (ARW) dynamic core; 34 vertical levels] simulations of eight International H 2 O Project (IHOP) events. A general description of IHOP is given in Weckwerth and Parsons (2006) . All runs were initialized with a diabatic Local Analyses and Prediction System (LAPS) "hot" start initialization (Jian et al. 2003) . Jankov et al. (2005) found that no single model configuration was clearly better than the rest. In terms of skill measures, the best configuration varied both with the prediction time and rainfall threshold. In addition, the results implied that if an ensemble designed for MCS rainfall prediction lacks sufficient spread, model runs with different convective schemes should be included as the most efficient way to increase the spread substantially. On the other hand, for hydrological purposes when rain volume is a desired quantity, model runs with Ferrier et al. (2002) and Lin et al. (1983) microphysical schemes may require different bias corrections or weightings in an ensemble compared with runs using National Centers for Environmental Prediction-5 (NCEP-5) class microphysics (Hong et al. 1998 ).
The present study further addresses issues raised in Jankov et al. (2005) . It adopts the same approach with the same matrix of 18 different model configurations but compares the sensitivity to the parameterizations in runs using 40-km NCEP Eta Model gridded binary (GRIB) data as initial and boundary conditions to the sensitivity in runs using a LAPS hot start for initialization. The main focus of the present study is to investigate if and how the impact of the physical schemes and their interaction changes when different initial conditions are used. Such an evaluation has two merits: (i) further exploring the WRF-ARW model's prediction performance and (ii) providing an additional insight relevant to the ensemble prediction of convection under varied physical schemes and initial conditions. To perform this evaluation, some of the results from Jankov et al. (2005) will be used in the present study. Methodologies used in this paper are described in section 2, results in section 3, with a concluding summary and discussion in section 4.
Methodology
As in Jankov et al. (2005) , the WRF-ARW model, version 1.3, was used for simulations of eight 2002 IHOP convective cases (initialized at 0600 UTC 16 May, 1200 UTC 23 May, 1800 UTC 24 May, 1200 UTC 2 June, 0000 UTC 4 June, 0000 UTC 13 June, 0600 UTC 15 June, and 1200 UTC 19 June) with 18 different combinations of physical schemes. The integration domain covered a roughly 1500 km ϫ 1500 km region centered over the south-central United States (see Fig. 5 for a map of the domain). For each case, three different treatments of convection were used: the Kain-Fritsch (KF) scheme (Kain and Fritsch 1993; Kain 2004) , the Betts-Miller-Janjić (BMJ) scheme (Betts 1986; Betts and Miller 1986; Janjić 1994) , and the use of a nonconvective scheme. For an elaboration on performance differences between the KF and BMJ schemes, see Jankov and Gallus (2004) . For each of these three convection treatments, three different microphysical schemes were used: Lin et al. (1983) , NCEP-5 class (Hong et al. 1998), and Ferrier et al. (2002) . Within these nine possible configurations, two different PBL schemes were used: the Medium-Range Forecast (MRF) (Troen and Mahrt 1986; Hong and Pan 1996) and the Eta (often referred to as Mellor-Yamada-Janjić model, version 2.5; Janjić 2001) schemes. For all model runs the same longwave radiative scheme (Rapid Radiative Transfer Model; Mlawer et al. 1997) , shortwave radiative scheme (Dudhia 1989) , and land surface model scheme (Chen and Dudhia 2001) were used. The "control run," as in Jankov et al. (2005) , was chosen to match the real-time model configuration adopted by the National Oceanic and Atmospheric Administration's (NOAA's) Forecast Systems Laboratory during the IHOP experiment. It used the KF convective scheme, the MRF PBL scheme, and the NCEP-5 class microphysical scheme. The abbreviations used in this study for runs with different combinations of physical schemes and the initialization datasets are found in Table 1 . A total of 288 WRF-ARW simulations were considered in the present study (see appendix A for a statement related to simulations that used the MPF scheme). For rainfall validation, observed 6-h accumulated rainfall from the NCEP stage IV analysis (Baldwin and Mitchell 1997) was used.
In the present study all runs were initialized with 40-km NCEP Eta Model GRIB data, and integrated for 24 h. Comparisons are made with the Jankov et al. (2005) results, which used the diabatic LAPS hot-start initialization (Jian et al. 2003) . The LAPS hot-start technique is based on a three-dimensional analysis of cloud attributes using radar, satellite, and surface data, combined with a method of estimating hydrometeor mixing ratios, precipitable water, and cloud vertical motions. By using a variational adjustment procedure (involving dynamic balancing and a mass conservation constraint), horizontal wind fields and the mass field are adjusted to produce divergence consistent with the assumed cloud updraft properties (depth, magnitude, and shape of the updraft profiles). Essentially, LAPS analyses include the initialization of hydrometeors, while that is not the case for the Eta Data Assimilation System (EDAS). This should result in an immediate activation of microphysical schemes and simulation of the grid-resolved precipitation component at early forecast times in the case of runs initialized with LAPS analyses. On the other hand, for runs initialized with Eta analyses the model dynamics start off with an unsaturated initial state and, therefore, a delay in the activation of the microphysics should be expected. Also, it should be pointed out that the hot-start approach was developed for grid spacings that resolve saturated updrafts and compensating subsidence, but it is still used quasi-operationally for much coarser resolutions (⌬x Ͼ 10 km). Coarser resolution requires the use of a convective parameterization, which may lead to a mismatch between the hot-start grid-resolved vertical motion and grid-scale vertical motions associated with a cumulus parameterization scheme. Nonetheless, the emphasis of the hot start is to initiate the forecast with a vertical motion field that is at least qualitatively consistent with the initial hydrometeor field. It is presumed that this vertical motion mismatch is not the cause of serious problems. As a measure of forecast accuracy, an equitable threat score (ETS; Schaefer 1990) and bias were calculated. A quantification of an impact of varying two different model physical schemes on the simulated rainfall field was performed by using the factor separation methodology formulated by Stein and Alpert (1993) . Based on this methodology,
where f 0 represents the control run simulated rainfall amount, f xy represents the rainfall amount simulated by a run with changes in both physical schemes of interest (two physical schemes changed compared to the control run), f x represents the rainfall amount produced by a run that has one of the two physical schemes of interest changed (as compared to the control run), f y represents the rainfall amounts simulated by a run with another physical scheme of interest changed (as compared to the control run), and f xy stands for a synergistic term [f xy ϭ f xy Ϫ (f x ϩ f y ) ϩ f 0 ] reflecting the rainfall amount contributed by the nonlinear interaction between the two physical schemes. This term may be thought of as the difference between the actual rainfall occurring in the run in which two schemes have been changed and the rainfall expected by adding the impacts of each individual change. When the synergistic term is equal to zero, no rainfall is attributed to the interaction of the two changed physical schemes. The factor separation method was applied for an analysis of two different rainfall measures: systemaverage rain rate (rain depth integrated for amounts exceeding a specified threshold averaged over the area where the threshold was exceeded; hereafter, rain rate), and domain-total rain volume (rain depth integrated for amounts exceeding a specified threshold, averaged over the whole simulated domain; hereafter, rain volume). The use of both measures characterizes the QPF better, because two runs could have the same total rain volume with one achieving it through light rainfall over a large area and the other through heavy rainfall in a small area. As part of the evaluation of changes in rain rate and rain volume due to variations in physical schemes, statistical significance testing was performed. For the rigorous hypothesis testing, Hamill's (1999) resampling methodology was used. The null hypotheses for the resampling tests were that differences in rain rates, rain volumes, ETSs, or biases between the two opposing forecasts were equal to zero. Based on the null hypotheses, the test statistics and resampled distributions were formed. The resampled statistics were formed by randomly choosing either one or the other forecast and then calculating differences between them (i.e., rain rate, rain volume, or contingency table elements in the case of ETS and bias calculations). This procedure was repeated 1000 times for both a separate treatment of each 6-hourly forecast period and for all 6-h periods combined. Combining all forecast periods together helped to increase the small sample size to better evaluate the statistical significance. This technique to enlarge the sample size was only valid when statistical stationarity was present and was not appropriate for cases in which variables were characterized by strong temporal variability. Also, to investigate if the statistical significance testing by combining all four 6-h forecasts together was impacted by the spinup usually associated with runs initialized with Eta analyses during the first six forecast hours, the statistical significance testing was performed with both first 6-h forecasts from runs initialized with Eta analyses included and excluded. The same trends were obtained. Finally, the hypotheses of the differences in rain rate, rain volume, ETS, or bias were tested by determining the location of the difference within the resampled distribution, or in other words, by calculating the corresponding p value.
In the present study, the discussion will be focused on the statistically significant results. The notation presented in Table 1 will be used to indicate different model configurations. The control configuration is labeled with an asterisk in Table 1 (KF-MRF-MPN).
Results

a. Sensitivity of rainfall forecast skill to physical scheme changes under different initial conditions
ETSs and bias values averaged for all eight cases for all 18 model configurations indicated that no one configuration was obviously best at all times for all thresholds with both initializations (see appendix B for more details). Figure 1 illustrates the ETS and bias averaged for the six configurations of the KF, BMJ, and NC runs for both initializations, during the 0-6-h forecast period. It can be seen that for lighter thresholds the highest ETSs (Fig. 1a) , accompanied by a slight positive bias error (Fig. 1b) , were associated with NC runs initialized with LAPS analyses. These high ETSs might be explained by the impact of the hot-start initialization. This initialization incorporates the ongoing precipitation in the model, as discussed in section 2. In this way the spinup effect and precipitation delay that are often associated with runs without convective parameterizations are minimized. For runs using convective schemes, errors related to the schemes are still present resulting in a lower skill compared with NC runs. For the heavier thresholds, NC runs tended to have the lowest ETSs. A subjective analysis showed that the low ETS values associated with NC runs were very frequently related to a displacement error. The low ETSs are also consistent with the fact that the NC runs always had lower bias values compared to runs using convective schemes.
For runs initialized with Eta analyses, the highest ETSs for lighter and moderate thresholds were found for the BMJ runs (Fig. 1c) . These high ETSs might be related to the fact that the EDAS uses the BMJ scheme. Thus, initialized thermodynamics (which are tuned for the BMJ scheme) may favor the activation of the BMJ scheme during the early forecast hours. In addition, the BMJ scheme has a tendency to generate large areas of light rainfall (Jankov and Gallus 2004) , yielding a high bias (Fig. 1d) , which is usually associated with higher ETSs (Mason 1989) .
Later in time, during the 12-18-h forecast period ( Fig. 2) , for lighter thresholds, the highest ETSs were generally associated with NC runs initialized with LAPS analyses and with BMJ runs initialized with Eta analyses. In the case of NC runs, bias values were about 1 while in the case of BMJ runs they were higher, and around 2. For heavier thresholds NC runs had the highest ETSs and biases associated with them had increased compared to earlier times and were now comparable to runs using the KF convective scheme.
Figures 3 and 4 illustrate differences in ETS and bias for (i) runs when the initial conditions were changed and the model configuration was kept the same and (ii) runs initialized with the two initial conditions when the model control configuration was also changed (i.e., KF changed to BMJ or NC, MRF changed to ETA, and MPN changed to either MPL or MPF), for two different thresholds (0.01 and 0.5 in.) , during the 0-6-and 12-18-h forecast periods. Thus, for example, the notation IC-BMJ indicates differences between ETSs and biases averaged for the six model configurations using the BMJ scheme for the two different initial conditions, while PP-BMJ indicates the differences in ETSs and biases between the averages of the six model configurations using the BMJ scheme and the model control configuration and then averaged for both initial conditions. It can be seen that differences in ETS (Figs. 3a and 4a) were more influenced by changes in initial conditions, especially for the 0.01-in. threshold during the 0-6-h forecast period. On the other hand, bias differences (Figs. 3b and 4b) due to changes in initial conditions and changes in the model configuration were generally comparable for both thresholds and for both forecast periods.
For the 0.01-in. threshold during the early forecast period, runs initialized with LAPS analyses had higher ETSs (usually statistically significant) compared with runs initialized with Eta analyses (Fig. 3a) . These higher ETSs were associated with higher biases (Fig. 3b) . For the 0.5-in. threshold, runs initialized with LAPS analyses were generally characterized with lower ETSs and much smaller biases. The only exceptions were runs using ETA and MPL that had slightly higher ETSs but opposite trends in bias. The MPL runs initialized with LAPS analyses were characterized by small bias, while the opposite was the case for the ETA runs.
For the 0-6-h forecast period with the 0.01-in. threshold, a statistically significant impact on ETS occurred only for a change from KF to NC (Fig. 3a) . With regard to changes in bias, they were generally larger with different physics configurations than with different initial conditions. For the heavier threshold the largest impacts on ETS were associated with changes from KF to both BMJ and NC.
During the 12-18-h forecast period, nearly all runs initialized with LAPS analyses were characterized by higher ETSs and biases compared with runs initialized with Eta analyses (Fig. 4) . Statistically significant changes in ETS values due to a change in the initial conditions occurred at the 0.01-in. threshold for runs using NC and MPL, and at the 0.5-in. threshold for the BMJ and MPL runs.
With regard to ETS changes due to varying model Fig. 1 but for the 12-18-h forecast period.
FIG. 2. As in
configurations, statistically significant impacts only occurred for BMJ runs at the 0.01-in. threshold. Changes in bias were comparable to those associated with changes in the initial conditions for both thresholds. The overall comparable magnitudes of the changes in ETS and bias from the changes in the physics and initial conditions imply that the ensemble spread might be effectively increased by the use of variations in both the initial conditions and physical schemes (Stensrud et al. 2000; Grimit and Mass 2002) . FIG. 3 . Differences in (a) ETS and (b) bias when the initial conditions were changed (LAPS runs Ϫ ETA runs) while the physical parameterizations are kept the same (IC), and when the physical parameterizations were changed (PP), and differences in skill scores averaged for the two different initial conditions, for the 0.01-and 0.5-in. thresholds, during the 0-6-h forecast period. Bars shaded in black, dark gray, and gray indicate results that are statistically significant at the 95%, 90%, and 80% confidence levels, respectively.
b. Sensitivity of system-average rain rate and domain-total rain volume to physical scheme changes under different initial conditions
1) QUANTITATIVE RESULTS
The factor separation methodology was used to evaluate the sensitivity of both the rain rate (Table 2) and the rain volume (Table 3) to changes in the physical schemes when two different initializations were used.
The tables show the changes in rainfall due to individual changes in the physical schemes, as expressed by ( f x Ϫ f 0 ) or (f y Ϫ f 0 ), and due to synergistic interactions between the two physical schemes, as expressed by f xy [see Eq. (1)].
Only results that are statistically significant are presented. Table 2 shows the impact on rain rate for runs initialized with both LAPS and Eta analyses for two different thresholds (0.01 and 0.5 in.) . It was found that FIG. 4 . As in Fig. 3 but for the 12-18-h forecast period.
for runs initialized with LAPS analyses, the largest positive impact on rain rate, associated with a statistically significant decrease in areal coverage, for the lighter threshold was due to a change from KF to NC (Jankov et al. 2005) . Changes in the microphysics (from MPN to both MPL and MPF) also resulted in a statistically significant increase of the rain rate but with lower levels of confidence. For the heavier threshold, only the change from MPN to MPL had a statistically significant impact (increase) on rain rate. None of the synergistic interactions between the physical schemes had a statistically significant impact on the rain rate for both thresholds. Runs initialized with the Eta analyses behaved similarly to those initialized with the LAPS analyses for the 0.01-in. threshold, with the largest impact on rain rate being due to changes in the convective treatment from KF to both BMJ (which resulted in a large decrease of rain rate due to the BMJ scheme's tendency to overpredict areal coverage and underpredict amounts compared with the control run) and NC (which resulted in a large increase of rain rate due to the NC scheme's tendency to underpredict areal coverage compared with the control run), and less of a positive impact due to changes in the microphysics. For the 0.5-in. threshold, the largest impact (negative) on rain rate, associated with a statistically significant increase in areal coverage (not shown), was due to a change from KF to BMJ. This might be expected as a consequence of the BMJ scheme tendency to underpredict heavier amounts. In addition, changes in the microphysics increased the rain rate (statistically significant with a lower level of confidence).
In contrast to runs initialized with the LAPS analyses, runs initialized with the Eta analyses differed in the magnitude of the synergistic interactions among the different schemes, with several having a statistically significant impact on the simulated rain rate. For the 0.01-in. threshold a synergistic interaction between MPL and NC resulted in a notable increase in rain rate with a 95% level of confidence. Specifically, both changes from MPN to MPL and from KF to NC increased the rain rate, and the synergistic interaction between MPL and NC had the same positive impact. On the other hand, changes from both MPN to MPF and from KF to NC increased the rain rate while the synergistic interaction between MPF and NC resulted in a significant (80%-90% confidence level) decrease of rain rate.
A similar trend occurred for the heavier 0.5-in. threshold for the interaction between ETA and MPF except that the confidence level was higher (95%). In addition, the interaction between MPL and NC was statistically significant, but in contrast to the 0.01-in. threshold, the synergy contribution was positive like those of the individual changes. If the goal is not only to increase the ensemble spread by using different physical schemes but also to improve the accuracy of the simulated rainfall, information about the synergistic effect may be used as a calibration tool. Specifically, knowing how particular physical schemes and their interactions impact the simulated rainfall quantitatively may determine the choice of physical schemes used in an ensemble. Table 3 presents the factor separation results for the rain volume. For runs initialized with LAPS analyses at both light and heavier thresholds, the largest positive impact was due to changes in the microphysics. In addition, for the 0.5-in. threshold, a change from KF to BMJ decreased the rain volume significantly. On the other hand, for runs initialized with the Eta analyses, for the 0.01-in. threshold, only a change in the PBL scheme produced a statistically significant positive impact. For the 0.5-in. threshold, both a change from KF to NC and from KF to BMJ reduced the rain volume notably. A change from MPN to MPL and from MRF to ETA resulted in an increase in the rain volume in both cases but with a lower level of statistical confidence.
In both Tables 2 and 3 , the change from KF to BMJ appeared to significantly impact the simulated rainfall when 40-km Eta analyses were used, but not when LAPS analyses were used. On the other hand, a change from KF to NC had a significant impact on the simulated rainfall for both initializations. This once again may imply that the BMJ scheme used in EDAS influences the initial conditions in such a way that when a different convective scheme is used in the model, the impact on simulated rainfall is particularly large.
Finally, using Eq. (1), but with ( f x Ϫ f 0 ) representing a change in the physical scheme and ( f y Ϫ f 0 ) representing a change in the initial conditions, synergistic terms for both rain rate and rain volume were calculated (not shown). The synergistic term magnitudes were quite small for all physics variations for both thresholds and at all times. In addition, the majority of the synergistic terms were negative. The only exceptions were in the case of rain rate, when the change from the LAPS analyses to the Eta analyses was combined with changes from KF to both BMJ (for both thresholds) and to NC (only for the lighter threshold). Due to their small magnitudes, these data were not tested for statistical significance.
2) ILLUSTRATIVE RESULTS
Results previously presented indicated a larger sensitivity to changes in the microphysics for runs initialized with the LAPS analyses compared with those initialized with the Eta analyses. This might be explained by the fact that the 40-km Eta analysis is generated by the EDAS that uses the BMJ convective scheme, which has a tendency to generate large areas of light rainfall while substantially drying the atmosphere and reducing the grid-resolved component of precipitation (e.g., Gallus 1999). Thus, runs initialized with 40-km Eta analyses may be too dry initially for microphysical schemes to activate in areas where precipitation is likely to be observed, and the role of the microphysics is restricted until later forecast times when the influence of the initial conditions has diminished. Support for this argument is provided in Fig. 5 , which shows the total and grid-resolved rainfall components for the first forecast hour on 13 June 2002 for the BMJ-ETA-MPF (the NCEP operational Eta Model physical schemes) model run initialized with both the Eta and LAPS analyses. The total rainfall field from the run initialized with the Eta analysis (Fig. 5a ) was characterized by a much lighter and broader rainfall area compared with the run initialized with the LAPS analysis (Fig. 5b) . More importantly, Fig. 5c implies that most of the rainfall simulated during the first forecast hour by the run initialized with the Eta analysis came from the parameterized convective precipitation component. In the case of the run initialized with the LAPS analysis, a notable part of the total simulated rainfall (Fig. 5b) was resolved on the grid (Fig. 5d) . Figure 6 shows the same fields as Fig. 5 but for the 17-18-h forecast period. It can be seen that later in the forecast, as the influence of the initial conditions diminished, the grid-resolved component of the rainfall for the run initialized with the Eta analysis (Fig.  6c ) became more substantial, but was still smaller than it was in the run initialized with the LAPS analysis (Fig.  6d) .
As an additional issue it was found that early in the forecast, for runs initialized with the LAPS analyses, the change in the PBL scheme did not notably affect the rainfall forecast, while for runs initialized with the Eta analyses, the rainfall was considerably altered. This might be related to the fact that the EDAS uses the BMJ scheme, whose structure favors activation in cases with significant amounts of moisture in low and midlevels and positive convective available potential energy (CAPE). In other words, favorable conditions for convective scheme activation associated with the Eta analyses result in an early triggering of convection, which then induces differences in the evolution of the thermodynamic profiles for runs using various PBL schemes. These differences are especially noticeable for runs initialized with the Eta analyses and they are illustrated in the following.
Figure 7 presents the temporal variations of the thermodynamic profiles at the grid point (34°N, 100°W) , indicated by an asterisk in Fig. 5a , for the BMJ-MRF-MPF (dashed lines) and BMJ-ETA-MPF (solid lines) model runs initialized at 0000 UTC for 13 June 2002. The two model configurations differ only in their PBL schemes (MRF versus ETA). An examination of the vertical velocity values at the location of interest indicated rather small magnitudes for both initializations. It can be seen that at this location both initializations were characterized by nearly neutral elevated mixed layers, and the Eta analysis (Fig. 7a) was slightly less stable compared with the LAPS analysis (Fig. 7b) . The Eta profile was characterized by a large value of surface CAPE (ϳ3500 J kg Ϫ1 ) and a negligible convective in-
), while in the case of the LAPS analysis, the surface CAPE was much smaller (ϳ1300 J kg Ϫ1 ) and the CIN was much larger (ϳ105 J kg
Ϫ1
). Consequently, in the run initialized with the Eta analysis the BMJ scheme activated (Fig. 7c) and produced light rainfall during the first two forecast hours. The profiles from runs that used different PBL schemes started to evolve differently. On the other hand, at this time, profiles from runs initialized with the LAPS analysis using different PBL schemes remained identical (Fig. 7d) . Two hours later, in runs initialized with the Eta analysis (Fig. 7e) , both profiles were characterized by a distinctive "onion" shape, but they differed notably in other ways. The profile from the run that used the MRF scheme (dashed lines) was characterized by a drier and more stable boundary layer. At the same time, in runs initiated with the LAPS analysis (Fig. 7f) , the convective scheme had now activated and the profiles began to differ. Even at 0600 UTC, differences between the profiles from runs that used different PBL schemes and were initialized with the Eta analysis (Fig.  7g) were larger than the difference in profiles from runs initialized with the LAPS analysis (Fig. 7h) . This type of behavior among runs using different PBL schemes initialized with different initializations was frequently observed.
c. Mixed-physics and mixed initial condition ensemble skill
Results from the factor separation method indicated that for both initializations changes in the convective treatment affected the rain rate the most. Rain volume appeared to be influenced the most by changes in the microphysics in the case of runs initialized with LAPS analyses and by changes in the convective treatment for runs initialized with the 40-km Eta analyses. This information was used in designing the four different ensembles evaluated below. Table 4 provides the areas under relative operating characteristic (ROC) curves (Mason and Graham 1999) for an 18-member ensemble, a 9-member ensemble (including three different convective treatments, ETA PBL, and three different microphysics), and two 6-member ensembles (one including three different convective treatments, two different PBL schemes, and MPF; and another including the BMJ scheme, two different PBL schemes, and three different microphysics), FIG. 6 . As in Fig. 5 but for the 17-18-h forecast period. Contours are shown for 1, 10, and 20 mm, and then every 20 mm up to 120 mm.
for the 0.01-and 0.25-in. thresholds for the two different initializations during four 6-hourly forecast periods. Areas under the ROC curves are a measure of the probabilistic forecast skill of precipitation exceeding the stated threshold, with values greater than 0.5 implying the potential for a skillful forecast and values near 0.7 implying a useful forecast (Buizza et al. 1999 ).
It should be noted that because of differences in the bias among runs initialized with different analyses, magnitudes of areas under ROC curves for ensembles using different initial conditions should be interpreted with caution. An increase in the bias has been shown to lead to an increase in the probability of detection (Baldwin and Kain 2004 ) and most likely a smaller in- Fig. 5a at (a), (b) 0000; (c), (d) 0200; (e), (f) 0400; and (g), (h) 0600 UTC.
crease in the probability of false detection, resulting in higher values of areas under ROC curves for ensembles with higher biases.
Because the trapezoidal approach was used for the calculation of the areas under the ROC curves, ensembles with more members would likely earn higher values (more probability thresholds exist). Despite this, Table 4 shows larger values for the 9-member ensemble than for the 18-member one for both initializations and both thresholds. In addition, values associated with the two 6-member ensembles were generally similar to values from the full 18-member ensemble for both initializations. These results further support findings indicated by the factor separation method (identifying the
convective and microphysical treatments as those affecting simulated MCS rainfall the most) in the design of the ensembles. Areas under ROC curves were also computed for ensembles that combined various physical schemes and different initial conditions (not shown). It was found that runs initialized with Eta analyses using different convective treatments combined with runs initialized with LAPS analyses using various microphysics tended to have the largest scores, but the scores were lower than scores from ensembles initialized with the LAPS analyses presented in Table 4 . This might be explained by the bias differences among the ensemble members.
In addition, rank histograms (see, e.g., Hamill 2001) were created based on the gridded precipitation forecast by each member of the ensembles listed in Table 4 and for both initial conditions. Because histograms related to different initial conditions showed the same general trend, only those associated with the Eta initial conditions will be presented. Figure 8 shows these for the 0-6-h forecast periods, and Fig. 9 for the 12-18-h forecast periods. During the 0-6-h forecast period, the histogram for the full 18-member ensemble (Fig. 8a) TABLE 4. Areas under ROC curves averaged for all eight cases for the 18_full ensemble (including all 18 model configurations); the nine member ensemble [9_cu_ETA_mp; including three different convective treatments (cu), ETA PBL, and three different microphysics (mp)]; and two six-member ensembles [6_cu_ pbl_MPF and 6_BMJ_pbl_mp; the first including three different convective treatments and two different PBL schemes (pbl and MPF), and the second including the BMJ scheme, two different PBL schemes, and three different microphysics], for the 0.01-and 0.2-in. thresholds, for the two different initializations, and for the four specified 6-hourly forecast periods. Table  4 caption for the notation legends), for the 0-6-h forecast period and using the Eta initial conditions.
indicates that the ensemble members were too wet compared with the observations. The same trend was present in histograms related to the two six-member ensembles (Figs. 8b and 8c) , especially in the case of the ensemble using the BMJ scheme (Fig. 8c) . More precisely, this trend was present for all ensembles involving different convective treatments combined with different PBL schemes except when NC runs were the only ones used. When only NC runs were used, the rank histogram had a U shape, indicating insufficient spread (not shown). Additionally, ranked histograms were created using physical schemes from the two six-member ensembles but combining different initial conditions (not shown). The tendency of the ensemble members to be too wet was reduced, although it was still present. This may imply that the use of a combination of diabatic hot-start and cold-start initial conditions in an ensemble designed for rainfall forecast might reduce the bias related to light rainfall at earlier times. On the other hand, the histogram for the nine-member ensemble, which combined different convective treatments and different microphysical schemes (Fig. 8d) , showed reasonable spread.
For the 12-18-h forecast period, histograms related to the full 18-member ensemble (Fig. 9a) suggest a slight underforecasting of precipitation during the 12-18-h forecast period, while a 6-member ensemble using BMJ (Fig. 9c) , and a 9-member ensemble, (Fig. 9d) indicate a generally reasonable spread. On the other hand, the histogram shape for the six-member ensemble, which included three different convective treatments, two different PBL schemes, and MPF, indicates a slight overdispersion.
Summary and discussion
General trends in the impact of various physical schemes and their interactions on warm season, continental MCS rainfall forecasts were evaluated under different initial conditions. A matrix of 18 WRF-ARW model configurations with 12-km grid spacing was created using different physical scheme combinations for eight IHOP MCS cases. For each case, three different treatments of convection were used, with three different microphysical schemes and two different PBL schemes. The runs were initialized with both a diabatic LAPS hot start initialization (Jian et al. 2003 ) and 40-km Eta GRIB files.
ETS and bias analyses of the 288 WRF-ARW model simulations considered in the present study indicated that for both initializations no single model configuration was clearly best for the entire simulation period and for all thresholds. Differences in ETS and bias for runs initialized with different initial conditions but using the same model configuration, as well as ETS and bias changes for runs initialized with the two different FIG. 9 . As in Fig. 8 but for the 12-18-h forecast period.
initial conditions but with changes in the model configuration, were often statistically significant, implying that both variations in the physics and the initial conditions may be applied to increase the spread of an ensemble used for MCS rainfall forecasting. The factor separation method (Stein and Alpert 1993) was used to quantify the impacts of the variation of two different physical schemes compared with a control run (KF-MRF-MPN) and their interaction (synergy) on the simulated rainfall. For both initializations, changes in convective treatment affected the rain rate the most. For runs initialized with the LAPS analyses, rain volume was affected the most by changes in the microphysics, while for runs initialized with the 40-km Eta analyses, the rain volume was influenced most by the choice of the convective treatment. Information about the interactions among different physical schemes obtained through the synergistic term analysis should be useful in an ensemble calibration procedure.
Rank histograms and areas under ROC curves were examined for ensembles using these various model configurations and different initial conditions. Findings supported the results from the factor separation methodology, which identified convective and microphysical treatments as those with the largest impact on the simulated MCS rainfall.
In conclusion, it appears that the sensitivity of the WRF-ARW model rainfall forecasts to the use of varied physical schemes and their interactions is dependent on the initialization dataset or procedure. If an ensemble designed for MCS rainfall prediction lacks sufficient spread, model runs with different convective schemes should be included. If rain volume is a desired quantity (e.g., hydrological purposes), and an initialization uses the LAPS analyses, runs with the MPL and MPF microphysical schemes may require different bias corrections or weightings in an ensemble compared to runs using MPN. In contrast, when the Eta analysis is used for initialization, runs with these different microphysical schemes may not need such different weightings, but runs with NC and BMJ would require different weightings as compared to KF runs. Knowledge of which physical schemes exert the greatest impact on rainfall forecasts can allow for the design of ensembles that maximize skill while minimizing the number of members needed. Late in the review process it came to the authors' attention that in the official, publicly distributed version of the WRF model code a bug related to the MPF scheme had been found (this had affected all versions of the model through that point in time). For the WRF configurations using MPF, the short-and longwave radiation codes did not consider the four condensates available from MPF (cloud water, cloud ice, rain, and "precipitating" ice). Instead, the radiative codes used only the total amount of the four condensates from MPF, treating this total condensate as cloud ice or water depending on the temperature (with 273.15 K as a threshold point). In this way an artificial microphysics dependency on radiation was introduced, distinct from that due to the difference in the mixing ratio of the various species produced by MPF itself. Effectively, a less refined cloud-radiation interaction than intended was used for simulations with the MPF configuration. Practically, it was not feasible to rerun the entire relevant simulations with a code fix when the code bug issue was pointed out. Additionally, the same code was used also in Jankov et al. (2005) whose results are used extensively for comparison purposes in the present study.
Given the above, a selective series of tests was per- formed in order to evaluate the relative impact that the code fix may have. In the evaluation two randomly selected cases from the present study, both initialized with Eta analyses at 0000 UTC, were used. Simulations of these two cases with and without the code fix were performed by using the latest version (2.1.2) of the WRF model and two different convective treatments (NC and KF). All reruns used MRF and MPF. For these runs system-average rain rates and domain-total rain volumes were recalculated. Relative changes in these two measures between runs with and without the code fix are presented in Table A1 . The results indicate that the code fix mainly affected the domain-total rain volume, especially for runs using KF. Also, in the case of the KF runs the code fix generally caused an increase in both system-average rain rate and domain-total rain volume, while in the case of the NC runs, decreases were indicated occasionally. Based on the tendencies in the original results and the general trend of the difference between runs with and without the code fix, it can be suggested that the code fix should not affect the general conclusions (i.e., for the 0.01-in. threshold, a change in rain rate due to the fix in MPF will be more pronounced; the opposite will be the case for the 0.5-in. threshold; with regard to rain volume, for both thresholds the large increase would be even more pronounced when the version of the model with the MPF code fixed is used). In addition, ETS and bias values were calculated for the two configurations and averaged over the two cases. The code fix generated only small differ- (0.5) ences in the ETS and bias (up to about 5%), and infrequently resulted in a slight improvement of their values (not shown). Finally, in the present study 288 simulations were carried out, and only 1/6 contained the MPF scheme. With this weighting for the MPF scheme, although some uncertainties are present in the MPF results due to the presence of the radiation bug, the general conclusions reached in this study are not likely to be affected.
APPENDIX B
ETS and Bias Values for 8 Cases and 18 Model Configurations
ETSs and bias values averaged for all eight cases for all 18 model configurations, for the 0-6- (Table B1 ) and 12-18-h (Table B2) forecast periods, computed for four different thresholds (0.01, 0.1, 0.5, and 1.00 in.) and for both initializations, indicate generally lower scores at later times. Scores are always higher for lighter than heavier thresholds. For the 0-6-h forecast period for the 0.01-in. threshold, the ETS is always higher for KF runs initialized with LAPS analyses than for ones using Eta input. Also, for the heavier threshold these runs are characterized with lower bias values. On the other hand, for KF runs initialized with Eta analyses the bias increases with threshold for all combinations of the other physics, while the opposite is the case when the LAPS analyses are used.
For the 12-18-h forecast period for the 0.01-in. threshold, the BMJ runs initialized with the Eta analyses are almost always characterized with higher ETSs compared to runs initialized with the LAPS analyses. In conclusion, ETS and bias analyses indicated that no one configuration was obviously best at all times for all thresholds with both initializations.
