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Abstract-This paper presents a new genetic algorithm (GA)-based discrete dynamic programming (DDP) approach for generating static schedules in a flexible manufacturing system (FMS) environment. This GA-DDP approach adopts a sequence-dependent schedule generation strategy, where a GA is employed to generate feasible job sequences and a series of discrete dynamic programs are constructed to generate legal schedules for a given sequence of jobs. In formulating the GA, different performance criteria could be easily included. The developed DDP algorithm is capable of identifying locally optimized partial schedules and shares the computation efficiency of dynamic programming. The algorithm is designed in such a way that it does not suffer from the state explosion problem inherent in pure dynamic programming approaches in FMS scheduling. Numerical examples are reported to illustrate the approach.
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I. INTRODUCTION
Development of job processing schedules in a flexible manufacturing system (FMS) environment is a complex task. The number of legal (feasible) schedules increases exponentially with the increase of the number of jobs that must be processed, the number of operations required by each job, and the number of flexible workstations that can perform more than one operation. This exponential growth makes it very difficult or even impossible to use mathematical programming or exhaustive search approaches for finding global optimal schedules in terms of any performance measure for problems of practical complexity [2] - [4] , [6] .
The applications of dynamic programming (DP) to FMS scheduling have been reported in literature in recent years, for example automated guided vehicle scheduling [3] , [10] and production sequencing [11] . For small-sized problems, optimal schedules could be generated using a pure DP approach. However, the computational requirements for a pure DP approach are impracticably demanding for a large-sized problem [11] . In such circumstances, one tends to rely on heuristic or adaptive search techniques to find good quality schedules instead of global optimal schedules.
Recent years have seen a growing research interest in applying GA-based approaches to deal with FMS scheduling problems [5] , [9] , [12] , [14] , [16] . GA-based approaches can effectively combine the prespecified problem processing knowledge with rote-learned knowledge to generate good quality schedules [9] . However, a pure GA-based approach requires specially designed GA operators and is liable to generate illegal schedules. As such it may not be directly used as a general schedule generation tool [9] .
Holsapple et al. [9] investigated a hybrid scheduler combining GA with traditional heuristics. In the hybrid scheduler, GA was used to generate job sequences, based on which heuristics were then applied to produce legal schedules. As discussed below, there are several benefits of employing such a sequence-dependent schedule generation strategy, though it suffers from not guaranteeing to generate a global optimal schedule even for a small-sized problem.
First of all, with any tree search methods for generating job sequences, sequence generation and schedule generation must proceed simultaneously and it is generally not feasible to generate all possible sequences of n jobs (n! possibilities) [6] . In this case, a schedule generation algorithm may be invoked with an incomplete sequence. With the GA approach, however, a schedule generation algorithm is always invoked with only complete job sequences and hence no additional effort is required for unnecessary algorithm invocations. Secondly, as the evaluation is based entirely on actual job sequences with no dependence on estimates, it could be expected that the quality of subsequent sequences generated based on the evaluation of existing sequences would be better as well. Third, with the GA approach, it is possible to carry out schedule generation in a parallel processing environment as a generation of job sequences can be generated simultaneously [9] . Finally, the GA approach can be readily extended to deal with multiple objective scheduling problems [2] , [5] , [7] . This paper presents a new GA-based discrete dynamic programming (GA-DDP) approach for generating static schedules in a FMS environment. This new GA-DDP approach adopts the sequence-dependent schedule generation strategy and thus shares its benefits as well as its drawbacks. It also uses GA to generate feasible job sequences but adopts a series of discrete dynamic programs (DDPs) to generate legal schedules for a given sequence of jobs. The dynamic programs are specially designed, so that they can identify locally optimized partial schedules and benefit from the computation efficiency of DP while the state explosion problem inherent in pure DP approaches in FMS scheduling is avoided.
The recent literature survey shows that little research has been conducted to combine DDP with GA for FMS scheduling. This research is intended to draw more attention to the development of hybrid scheduling approaches combining traditional algorithmic procedures with heuristic or adaptive search techniques. It is believed that this could provide an opportunity to generate a new family of promising approaches for large scale and multiple objective scheduling in FMS environments.
After a brief background discussion, a new FMS scheduling heuristic and its DP realization are investigated in detail. In Section IV, the GA-DDP approach is fully explored and a methodology for implementing the approach is also discussed. Section V is devoted to a numerical study. The paper concludes in Section VI.
II. BACKGROUND
A. Scheduling in a FMS Environment
A typical flexible manufacturing system is composed of multiple workstations (or machine centers), a material handling system, and a loading-unloading station. Such systems are aimed at facilitating the efficient processing of parts with the low-or medium-volume range. In such a system, a workstation is capable of performing one or more manufacturing operations and a given operation may be performed on more than one workstation. It is often the case that operations required by a job need to be performed in a particular order called "operation precedence requirement." The problem of interest is how to schedule the operations of jobs to workstations to best meet the organizational objectives [1] .
The scheduling problem to be discussed in this paper is defined as follows. Suppose there are n jobs, each of which may require several operations that can be processed on m workstations. The operation precedence requirement for the operations of each job and the processing time of each operation on a workstation are prescribed. The transfer time from one workstation to another and the due date for each TABLE I  PROCESSING TIMES FOR EXAMPLE FMS SCHEDULING PROBLEM   TABLE II  JOB RELATED DATA FOR EXAMPLE FMS SCHEDULING PROBLEM job are also given. It is possible that the transfer of jobs from some workstations to others is prohibited. It is assumed that all jobs are available at time zero and only one operation can be performed on a workstation at any time. It is also assumed that the processing of an operation must never be interrupted once it starts.
A schedule consists of the assignment of the operations of all jobs to workstations. A schedule is said to be legal if it satisfies the following three conditions: 1) the precedence requirement for the operations of any job is followed; 2) each workstation processes only one operation at a time and the processing is not interrupted; 3) the operations of the same job are only assigned to different workstations where the transfer as required is not prohibited. An optimal schedule is the one that can optimize certain performance objectives. Typical objectives include the optimization of total makespan (TMS), total flow time (TFT), and total tardiness cost (TTC). TMS is the actual time required to complete all jobs in question. TFT is the sum of the completion times for all jobs. TTC is the sum of tardiness costs for all jobs, where the tardiness cost for a job is the multiplication of its unit tardiness cost and the absolute difference between its completion time and its due date, given that the former is larger than the latter. Fig. 1 shows a simple FMS scheduling problem with three workstations, four different operations in total, and three jobs, each of which requires two operations. Note that in this example a job may be transferred from one workstation to any of the others. Table I shows the processing time of each operation on a workstation where 1 means that an operation cannot be performed on that workstation. Table II shows the operations required by each job with the precedence requirements, the average total processing time (ATPT) of a job, the due date (DD) of a job, and the tardiness cost per unit time.
This problem was examined in [9] . The scheduling problem is how to assign the six operations of the three jobs onto the three workstations so that certain objectives can be optimized.
B. Algorithms and Heuristics
To generate legal schedules, algorithmic methods may be used, most of which are based on tree search. In such methods, all legal schedules are explicitly or implicitly enumerated and evaluated. Such methods are useful to deal with small-sized problems. In the above example problem, for instance, there are only 5760 legal schedules in total [9] .
A legal schedule must satisfy the three conditions as discussed in Section II-A. For example, a schedule with the sequence of operations The above schedule reads that jobs 1 and 2 are processed on workstations 2 and 3, respectively. The first operation O4 of job 3 is processed on workstation 1 and finally the last operation of job 3 is processed on workstation 3 once job 2 is finished. The TMS of the above schedule is 106 time units (TU), the TFT is 78 + 68 + 106 = 252, and the TTC is 0 + 0 + 1 2 (106 0 101) = 5. A tree search algorithm may attempt to generate and evaluate all the 5760 legal schedules either explicitly or implicitly and then choose the best schedule that minimizes either TMS, TFT, or TTC.
It has been realized, however, that in an FMS environment the time required to find a globally optimized schedule using an algorithm increases exponentially as the problem size increases. This means that an algorithmic solution procedure searching for optimal solutions is impractical for problems of any realistic size [2] , [4] . Many production scheduling problems are therefore approached using heuristic methods. Instead of producing optimal schedules, heuristic methods attempt to search for legal schedules with good quality in general.
Many heuristics have been put forward and used for real-world scheduling problems. When scheduling jobs on a single machine, for example, the mean flow time is minimized by sequencing the shortest processing time (SPT) job first, where the mean flow time is the total flow time divided by the number of jobs [1] . In a FMS environment, this SPT first rule could be interpreted as the shortest average processing time (SAPT) first rule in order to sequence jobs [9] . In the above example, this SAPT rule results in the following job sequence hJ 1 ; J 2 ; J 3 i. For this sequence, different heuristics may be used to schedule the operations of each of the three jobs to the three workstations.
One intuitively simple heuristic is to allocate the best available resource to the first operation of the first job in the sequence first. Then the best of the remaining available resources is allocated to the second operation of the first job next, and so on until all operations of the first job are scheduled. The process is repeated for each of the jobs in the sequence.
The above heuristic method is easy to implement as no complex search is required to generate a schedule. Suppose the minimization of total makespan is selected as the performance measure. Given the job sequence hJ 1 ; J 2 ; J 3 i, the above heuristic requires that the first operation (O1) of job 1 (J1) should be scheduled first. From Table I (2) In the above schedule, TMS, TFT, and TTC are 117, 267, and 16, respectively.
In the next section, a new heuristic is first discussed for reducing the search space of legal schedules. This heuristic is realized by constructing a DDP for scheduling the operations of one job. A series of similar DDPs are constructed for scheduling a given sequence of jobs. The above example will be used to demonstrate the realization.
III. NEW HEURISTIC AND ITS DYNAMIC PROGRAMMING REALIZATION
A. New Heuristic for Job Sequence Dependent Scheduling
In FMS, an operation may be performed on more than one workstation and a workstation may be capable of processing more than one operation. In light of this feature, a new heuristic is put forward as follows. Given a sequence of jobs, the operations of the first job are schedules. In doing so, all the other jobs are temporarily disregarded and all the possible ways of scheduling the operations of the first job are exhaustively examined for initially available resources. The aim is to find a best partial schedule that has the minimum up-to-the-minute makespan.
If there are m 1 (m 1 1) workstations capable of performing the last operation of the first job, then for each such workstation a best partial schedule is found assuming that the last operation is performed on this workstation. Thus m 1 locally optimized partial schedules are obtained after the first job has been scheduled.
Based on each of the m 1 partial schedules obtained, the second job is scheduled by using the remaining resources. In doing so, the third and onward jobs in the sequence are not considered and the same principle for scheduling the first job is used. For every workstation capable of processing the last operation of the second job, m 1 partial schedules are thus generated with both job 1 and job 2 scheduled. From the m1 partial schedules obtained, the one with the minimum up-to-the-minute makespan is chosen as the best partial schedule for the workstation. If there are m2 (m2 1) workstations capable of processing the last operation of the second job, m 2 new partial schedules will be generated after both job 1 and job 2 have been scheduled.
From each of the m 2 new partial schedules obtained, the third job is in turn scheduled in the same way as for scheduling the second one. The procedure is repeated for the rest of the jobs in the sequence until the last job is scheduled. If there are m l workstations capable of processing the last operation of the last job, m l complete schedules will be generated, from which the schedule with the smallest makespan is picked up.
Note that in the above heuristic it is assumed that a job may be scheduled independently of others. It will be shown in Sections IV-A and B and V-D that the number of schedules directly examined using the new heuristic only increases linearly with the increase of jobs. For a given sequence, the implementation of the above heuristic can dramatically reduce search effort while many good schedules are selected and assessed. This is because all the possible ways of independently scheduling the operations of each job are examined with the attempt to find a best partial schedule.
However, the heuristic does not result in enumerating all the possible ways of scheduling all jobs in a given sequence. Rather, it only leads to the examination of a small portion of good schedules. Suppose there are k jobs in a sequence and each job has n operations that can be performed on any of m workstations. Then there are altogether (m n+1 ) k possible schedules for this sequence. Using the above heuristic, only k 2 m n+2 of these schedules are directly selected for examination although many other schedules are indirectly assessed as well. These examined and evaluated schedules are expected to represent a typical set of good schedules. Without full enumeration, however, the heuristic does not guarantee to find the best schedule for a given job sequence.
B. Discrete Dynamic Programming for Scheduling the Operations of One Job
In this section, a DDP is formulated to realize the above new heuristic. Readers not familiar with DDP may refer to [8] or any other textbooks introducing DDP. The example problem as shown in Tables I and II is The terms in DDP are defined first with regard to a scheduling problem in FMS. A state is defined as a workstation and a stage as the process of transferring a job from a workstation to a next (successor) workstation if necessary and processing an operation on the latter workstation. The precedence order for the operations of a job determines the order of stages. An action is defined as which workstation performs the next operation. A stage return is defined as the sum of the time required to transfer a job from a workstation to the next and the time used to process an operation on the latter workstation. Finally, the value of a state is defined as the minimum up-to-the-minute makespan. A state will be represented by a vector showing the latest finishing times of all workstations given that the last operation is processed on this workstation (state). This vector characterizes the remaining resources at a state and may be referred to as a characteristic vector of a state, or simply a state vector.
Suppose all workstations are available initially. Using the new heuristic, the first job of the sequence, that is job 1, is scheduled first. The first operation (O1) of job 1 (or J1 ) is scheduled first, followed by the second operation (O3). Based on the data given in Tables I and II , the above definitions can be used to construct a DDP for scheduling job 1, as shown in Fig. 2 .
In workstations is assumed to be zero in this example. Let us examine how to generate a partial schedule using the dynamic programming network in order to minimize the makespan for processing job 1. First of all, the operation precedence requirement for the operations of job 1 is catered for by defining the three stages. The three machines are all assumed to be available at time zero. This has been accounted for by defining the state vectors of the three states of stage 0 to be [0, 0, 0].
The operation O 1 of job 1 is scheduled first. From Table I [20, 0, 58] , which represent the conditions that resulted from six good legal partial schedules. Note that there are altogether 12 possible legal partial schedules for scheduling job 1, all of which were assessed in the above procedure. Since in the above scheduling procedure Bellman's optimality principle was adopted in a forward recurrence fashion [8] , the calculations required are dramatically reduced in comparison with simply enumerating all the possible partial schedules, as discussed in Section IV-A in more detail. Another feature of the procedure is that it can guarantee to generate a legal partial schedule for a job if there exists a legal schedule for the job in the FMS. Here it is assumed that a job can be scheduled independently of other jobs.
C. Sequence Dependent Job Scheduling Using DDP
Having scheduled job 1 using discrete dynamic programming (DDP), the second job (job 2 or J2 ) of the given sequence is scheduled next. Ideally, job 2 should be scheduled following every possible partial schedule resulting from scheduling job 1. However, this would lead to an exponential increase of calculations with the increase of problem sizes. In the new heuristic, only good partial schedules with relatively small up-to-the-stage makespan are considered, as represented by the two state vectors [20, 72, 0] and [20, 0, 58] in the example. In the rest of the section, we first explain how to schedule job 2 based on these two state vectors using DDP.
Given the initial condition represented by the state vector [20, 72, 0], a discrete dynamic program for scheduling job 2 can be constructed, as shown in Fig. 3(a) 
Given the other initial condition represented by the state vector [20, 0, 58], another DDP can be constructed for scheduling job 2, as shown in Fig. 3(b) Fig. 4(a) and (b) , where stage 6 is the last stage for the given job sequence. From Fig. 4(a) From Fig. 4(b is then chosen to be the best state vector generated by the above scheduling procedure. Note that the above four partial schedules for job 3 were generated based on the two selected initial conditions only. Therefore, it cannot be guaranteed that 106 would be the overall minimum makespan for the job sequence.
D. Generation of a Complete Schedule for a Given Job Sequence
Having scheduled each of the three jobs in the sequence separately using DDP, good partial schedules are generated for each job. They can be logically linked together to construct complete schedules. In this section, we discuss how to trace back the above procedure for finding a complete schedule with the minimum identified makespan.
As discussed in the last paragraph of the last section, the state vector [59, 72, 106] provides the makespan of 106 that is the best found so far. It is in Fig. 4(a) that [59, 72, 106 ] was generated through the path (W S1 ! W S1 ! W S3 ) as recorded by S33 in (5). Therefore, S33 is chosen as the final partial schedule for job 3.
To identify the final partial schedule for job 2, the initial condition is examined from which [59, 72, 106] was generated. In Fig. 4(a) , [59, 72, 106] was generated on the basis of the state vector [20, 72, 68] that was generated in Fig. 3(a) . Therefore, the partial schedule leading to [20, 72, 68] can be identified in Fig. 3(a) . Obviously, the partial schedule is (W S 3 ! W S 3 ! W S 3 ) as recorded by S 32 in (4). S 32 is thus the final partial schedule for job 2.
Similarly, [20, 72, 68] was generated on the basis of [20, 72, 0] which resulted from Fig. 2 . Then the final partial schedule for job 1 is identified in Fig. 2 TMS, TFT, and TTC of the schedule S 3 are 106, 246, and 5, respectively. Generated on the basis of the same job sequence hJ1; J2; J3i, S 3 is obviously better than S 2 in terms of all the three performance measures.
To compare the new heuristic with the simple one, let us demonstrate how S 2 was generated using the simple heuristic and why it is inferior to S3 . In Fig. 2 , following the simple heuristic the operation O1 of job 1 should be scheduled to workstation 1 so that O1 could be completed as early as possible. In this example, the new heuristic also made the same choice although it may not always do so. At the next stage for scheduling the second operation (O 3 ) of job 1, the simple heuristic immediately selects workstation 3 so that O 3 could be completed as soon as possible. The new heuristic, however, did not make a choice until the final stage (stage 6). The final choice it made was to select workstation 2 to process O 3 of job 1 instead of workstation 3. It is at this stage that the difference between S3 and S2 becomes obvious. This difference results from the fact that the simple heuristic selects an action to achieve immediate benefits when scheduling a current operation while the new heuristic chooses an action based on the overall outcome after scheduling the whole sequence of jobs. The dominance of the new heuristic over the simple one is therefore out of question.
To complete the discussion, let us use the simple heuristic to find S 2 from the DDP diagrams. In Fig. 2 , using the heuristic the partial schedule for job 1 is given by the path (W S1 ! W S1 ! W S3 ), as recorded by S21 Obviously, the new heuristic does not recommend it as the final schedule for the sequence. Note that the SAPT rule plus the simple heuristic may fail to generate a legal schedule if transferring a job between some workstations is not allowed.
E. Job Sequencing and DDP Scheduling
The above DDP scheduling procedure is based on a given sequence of jobs. For different job sequences, the procedure can be repeated to search for good legal schedules. In the example problem, for example, there are only six different job sequences in total. A good schedule can be generated for each of the six sequences using the above DDP procedure. The total makespan (TMS), the total flow time (TFT), and the total tardiness cost (TTC) of the schedules for the six sequences are listed in Table III. The results shown in Table III are either better than or the same as those reported in [9, Table III ] which were generated using the simple heuristic.
IV. GA-BASED DISCRETE DYNAMIC PROGRAMMING APPROACH
A. Discrete Dynamic Programming (DDP) Algorithm
In the above sequence dependent scheduling procedure, all the possible ways of independently scheduling the operations of each job were exhaustively examined for a given initial condition. As discussed in the last section, this procedure can be realized using DDP to reduce the calculations required to schedule the operations of a job. In this section, a DDP algorithm is developed in order to implement the procedure on computers.
In the DDP procedure illustrated in Figs. 2-4 , a state vector was defined, which will be generalized in this section. Let W S n i denote the state vector of workstation i at stage n as follows: 
where w n ij is the earliest available time of workstation j at stage n after operations 1 to n have been scheduled and if the latest operation (operation n) is scheduled to workstation i.
To account for machine availability and the precedence requirements of operations, a traditional forward recurrence algorithm in dynamic programming [8] may not be used without modification. In the DDP algorithm developed below, however, a new approach is proposed for constructing stage return matrices without changing the forward recurrence nature of the DDP algorithm.
To show data requirements and describe the DDP algorithm, a scheduling problem is represented using Tables IV-VI. In Table IV , ptjn is a nonnegative real number, representing the processing time of operation n on workstation j . In Table V , tt ij is a nonnegative real number, representing the transfer time from workstation i to workstation j . In 
Let r n01 ij be the sum of the processing time pt jn required to process operation n on workstation j and the transfer time ttij from workstation i to workstation j , that is 
Given f n01 i as in (10), f n i is then taken as the earliest available time of workstation i after operation n has been processed. In (12) , the machine availability has been accounted for by the second term of the right-hand side.
Algorithm (12) can be converted to the traditional form of a forward recurrence algorithm in dynamic programming [8] . Note that the following equation always holds: 
Referring to (10) and (13), we then have the following forward recurrence algorithm:
The best policy generated using (15) 
where bp i = j min (17) and jmin is given so that 
The state vector as defined by (7) can then be updated as follows:
Equations (14)- (19) consist of a DDP algorithm for scheduling the operations of a job in a FMS environment. Given Tables IV-VI fort is significant and desirable because the DDP algorithm needs to be invoked for each job in each job sequence. Note that with a full enumeration the calculations increase exponentially with the operation number n and the workstation number m. With the DDP algorithm, however, the calculations only increase linearly with n and quadratically with m.
B. Legal Schedule Generation Using the DDP Algorithm
A complete legal schedule consists of assigning every operation of each job in a job sequence to a workstation for processing within a certain time period with the three conditions as discussed in Section II satisfied. In this section, we investigate how to generate and record partial and complete schedules using the above DDP algorithm.
For each job, three matrices are defined to record where an operation of the job is processed, when the processing starts and when it is completed for the selected schedules, referred to as processing machine (PM) matrix, starting time (ST) matrix, and finishing time (FT) matrix, respectively O 
In equations (20)- (22) A step-by-step algorithm can be formulated for scheduling all operations of a job in order to achieve a local minimum makespan.
Step 1) Initialize the state vector W S 0 i for workstation i and let n = 1. For the first job in a sequence, for example, the initial state may be defined as the zero state, or Step 2) Calculate the best value f n01 i of each workstation at stage n 0 1 using (10) and the stage return matrix Rn01 using (8) and (14) .
Step 3) Calculate the best value f n i for each workstation at stage n using (15) and record the best policy using (16)-(18).
Step 4) Update the state vector for each workstation using (19).
Step 5) Update the processing machine matrix as follows, where if t < n:
Step 7) Update the finishing time matrix as follows, where bpi = j min :
Step 8) If n = l, stop; otherwise, let n = n + 1, go to step 2. The above algorithm can achieve a local minimum makespan for scheduling a job whichever workstation performs the last operation of the job for a given initial condition. For a sequence of jobs, the first job is scheduled using the above algorithm from a given initial state, say the zero state, resulting in a state vector for each workstation which can perform the last operation of the first job. The second job can then be scheduled on the basis of the state vectors generated for scheduling the first job. This process is repeated for the other jobs in the sequence until the last job is scheduled. The schedule that achieves the smallest makespan for the last job is then chosen to be the best schedule for the sequence.
C. GA-Based Sequence Generation
To implement the above DDP algorithm, a job sequence has to be generated. Different techniques or heuristics may be used for generating legal sequence. The shortest average processing time (SAPT) rule is one of such heuristics. This heuristic as discussed in Section II, however, did not generate a good job sequence for the example problem as discussed in Section III-A and shown in Table III .
The complete enumeration of all possible job sequences is normally impractical for scheduling purpose unless the number of jobs is very small. This is because the number of sequences for k jobs is k!. Given k = 10, for example, we have 10! = 3 628 800, which means that a schedule generation algorithm needs to be invoked over three and a half million times if all possible job sequences are examined. For a larger number of jobs, say k = 40, much greater computation effort is required (40! = 8:16 210 47 possible sequences). Thus, other techniques for job sequence generation are required such as tree search methods and GA-based approaches.
GA-based approaches are favored in this paper due to the following main reasons. First, with GA approaches we could always invoke the schedule generation algorithm with only complete sequences. A large number of unnecessary invocations using incomplete sequences as with tree search methods can thus be avoided. The second reason is that the evaluation of a sequence with GA approaches is based on the actual performance of the sequence instead of any estimate as with tree search methods. Consequently, the quality of subsequent sequences generated using GA approaches could be expected to be better. In a GA-approach, sequence generation and schedule generation could be treated as two separate procedures and a GA approach can generate and evaluate several sequences simultaneously. It is therefore possible to implement the two procedures in a parallel environment. Finally, a GA-based approach can readily be extended to deal with multiobjective scheduling problems.
The GA approach as used in this paper employs three main genetic operators: 1) reproduction; 2) crossover; 3) mutation [13] , [15] .
In reproduction, an initial parent population of feasible sequences is generated randomly. The size of the population, or the number of sequences in the population, is denoted by N and may be fixed. Each sequence has a performance measure or a fitness function f associated with it. The total makespan (or TFT, TTC, etc.) for a sequence may be used as such a fitness function. However, other performance measures may also be used as a fitness function. We assume that the fitness f i , i = 1; . . . ; N , have been assigned for the N members of the parent population. To generate the next generation of sequences, M members (M N ) are sampled from the parent population. In this selection, fi =F may be used as the probability of the ith member of the population being chosen, where F is the total fitness of the parent population, i.e., F = N i=1 f i . Thus a member with high fitness is more likely to be selected. Following reproduction, a mating pool of M sequences is obtained to which further genetic operators are applied. The crossover transform allows the characteristics of the sequences in the mating pool to be altered, so that the best characteristics could be represented in the next generation. In this transform, however, an offspring sequence must be legal in the sense that each job in the sequence must appear and must only appear once. The subtour chunking crossover [9] may be used for this purpose. Given two parent sequences, S 1 and S 2 , an offspring O 12 is constructed from the two parents by alternately taking "chunks" from the two parent sequences and placing them in the offspring sequence at approximately the same positions that they occupied in the parent sequences. Conflicts are resolved by trimming the chunks to avoid duplication of jobs in the offspring and by sliding them to the nearest available free location in the offspring. An example of this crossover transform was given in [9] .
Mutation prevents the genetic search process from a premature loss of genetic material due to reproduction and crossover and it compensates for sampling error. For a given sequence, the process of mutation consists simply of randomly picking two distinct locations within the sequence and exchanging the elements (jobs) at these locations to generate a single offspring sequence. The process may be applied to a few members from the population pool according to the probability of mutation. Obviously, the mutation process only involves swap transformation and can thus preserve the legality of a sequence.
The GA search process is governed by the size of population, the number of generations, the probabilities of crossover and mutation, and probably the generation gap or the proportion to be replaced with new sequences in the next generation. These parameters could be adjusted to improve the quality of the GA search. This GA approach for sequence generation is task independent and can be combined with the DDP algorithm to serve as a general scheduling approach in FMS environments.
D. Methodology for Implementing the GA-DDP Approach
Real world FMS scheduling problems are complex in that many factors need to be catered for and it may not be straightforward to construct scheduling models. As a structured procedure, the GA-DDP approach works on the basis of a set of data and a specially designed model in which to describe a scheduling problem. Tables IV-VI show the data requirements for the approach. A DDP model can be constructed using (8)-(19). To apply the approach, the first step is, therefore, to analyze a scheduling problem, collect data and build a model using these tables and equations. In this modeling process, assumptions and approximation may need to be made.
There are two main iterative steps in the approach: a feasible job sequence generation step using GA and a legal schedule generation step using DDP. If there are only a small number of jobs, e.g., less than ten, the GA step may be replaced by a complete enumeration of all feasible job sequences. Otherwise, the GA algorithm described in Section IV-C can be employed to sample feasible job sequences. Promising job sequences achieving good performance (e.g., makespan) will survive and evolve in the GA step.
For each generated job sequence, the DDP algorithm developed in Sections IV-A and B is then invoked to obtain locally optimized legal schedules. In formulating a DDP model, makespan is used as a performance measure. Note that the same measure can be used in formulating the GA as shown in Section V. In this case, the overall objective is to minimize total makespan only. However, a GA fitness function could also be defined as another performance measure or a combination of measures using a proper criteria aggregation strategy in multiple criteria decision analysis [17] , [18] . For instance, the TTC of a sequence of jobs could be defined as a GA fitness function. If such a GA-DDP formulation is applied, then job sequences with low TTC will survive and evolve in the GA step while partial schedules of a job with low makespan will be generated in the DDP step. Consequently, the final generated schedules will achieve both relatively low tardiness cost and makespan.
Note that the GA can generate a family of job sequences simultaneously, each of which may be used to invoke the DDP algorithm separately. This means that the generation of partial schedules using the DDP algorithm may be implemented in a parallel computing environment. Finally, one needs to pay attention to the selection of GA parameters.
Experience from preliminary numerical studies shows that good quality schedules can always be generated by using the conventional settings of these parameters [13] , [15] , such as high crossover rate (above 0.5) and low mutation rate (around 0.1). Population size times the number of generations defines the sample size of the GA search. The selection of these two parameters depends on a compromise between the number of jobs in question and the time that can be spent on the analysis. A large sample size provides a better chance of locating the best job sequences but requires more time to complete the search.
V. NUMERICAL STUDY
A. Example 2
This example problem is to schedule ten jobs with each job requiring two to four operations in a predetermined order. It is assumed that there are five workstations, each of which can perform more than one but not all operations. Table VII shows the processing time of each operation on each workstation, where 1 means that a workstation cannot perform an operation. For instance, it takes eight time units (TUs) to process operation 1 on workstation 1 which cannot process operations 2 or 4. The average processing time of an operation is defined as the mean time required to perform the operation in the five workstation FMS environment. The transfer time between two workstations is also assumed as shown in Table VIII , where 1 means that a job cannot be transferred from a workstation to another. For instance, transferring a job from workstation 1 to workstation 2 requires 1 TU but it is not possible to transfer a job from workstation 1 to workstation 3 or 5. The required operations of each job with precedence requirements are listed in Table IX , where the average total processing time (ATPT) of a job is defined as the sum of the average processing times of the operations required by the job. The first job J 1 , for example, requires operations 1, 2, and 3 in sequence.
B. Problem Complexity
Following the way as suggested by Holsapple et al. [9] , the complexity of the above scheduling problem is investigated using the data given in Tables VII-IX . For all the ten jobs, there are altogether 30 operations that must be completed. If either the precedence requirements or the machine flexibility is not considered at the time being, then there are 30! = 2:6525 2 10 32 legal and illegal schedules.
Suppose the precedence requirements are considered. Job 1, for example, involves three operations, O1 , O2 , and O3 . There are 3! possible ways to arrange (or sequence) the three operations, of which only one is legal due to the precedence requirement, that is hO1; O2; O3i.
Thus, the total legal schedules are reduced to 30!=3! if the precedence requirement for the three operations of job 1 is taken into account. If the precedence requirements for all the ten jobs are taken into account, the total legal schedules will be reduced to To account for machine flexibility, take operation 1 (O1), for example. O1 is required by jobs 1, 2, 3, 4, 7, 8, and 9. In other words, O1 appears seven times in any legal schedule. Note from Table VII that O1 can be performed by any of the three workstations W S1 , W S2 , and W S5 . Therefore, there are 3 7 alternative ways to arrange the processing of operation 1 in each of the legal schedules generated without taking into account machine flexibility. Applying the same argument to all the five operations, it can be concluded that the total number of legal schedules of the problem is actually The task is to find a feasible legal schedule with good quality in terms of certain performance measure such as minimal total makespan. Enumerating and evaluating such a large number of legal schedules is obviously impractical even on the most powerful computers. In the next section, we demonstrate how to generate good quality schedules using the GA-DDP approach.
C. Results and Analysis
First the SAPT rule is applied to sequence the ten jobs and then the simple heuristic discussed in Section II-B is used to generate a legal schedule. This can be achieved manually without relying on a software package. The schedule generated will be compared with other schedules obtained using the GA-DDP approach.
Based on the SAPT rule, a job with the shortest average processing time should be scheduled first. From Table IX, the following job sequence is generated hJ 7 ; J 2 ; J 5 ; J 3 ; J 9 ; J 10 ; J 1 ; J 6 ; J 4 J 8 i:
Using the simple heuristic, a legal schedule was generated. The Gannt chart of the schedule is shown in Fig. 5 , where the (TMS) and the (TFT) of the schedule are 95 and 453, respectively. For the same job sequence the DDP algorithm was used to generate a schedule with the TMS of 88.
The new GA-DDP approach has been coded using C and C++. In the rest of the paper, results generated using the software will be demonstrated and analyzed. The following parameters were used for the GA algorithm: population size = 100; number of generation = 20; probability of crossover = 0.5; probability of mutation = 0.1; Generation gap = 0.9. Fig. 6 shows one of the schedules generated using the software. The job sequence for the schedule is given by hJ 6 ; J 9 ; J 2 ; J 4 ; J 8 ; J 7 ; J 10 ; J 5 ; J 1 J 3 i:
The TMS and the TFT of this schedule are 60 and 415, respectively. This schedule is obviously much better than that obtained using the SAPT rule plus the simple heuristic with regard to both TMS and TFT. In fact, the TMS of the schedule shown in Fig. 6 , compared with that in Fig. 5 , is reduced by over one third.
Although the best schedules of the problem are not known in terms of either TMS or TFT, the quality of the schedule as illustrated in Fig. 6 is clearly satisfactory. Using the GA parameters as mentioned above, one run of the software took only 63 s on a Pentium 133 PC with 16 MB RAM. Different runs of the software with the same or different sets of GA parameters were also conducted and similar good quality schedules were always generated within relatively short time periods (roughly proportional to the product of population size and generation number).
D. Results Obtained by Changing the Number of Jobs
Example 2 is still a small-sized problem with only 30 operations although it is not simple at all. In this section, the number of jobs is increased in order to investigate the performance of the new approach when it is applied to larger scheduling problems. In Section III-A, it was concluded that the calculations required by the new heuristic only increase linearly with the increase of jobs. The following numerical study will demonstrate this feature.
In Tables VII-IX , a set of ten jobs was defined. An identical set of the ten jobs is appended to Table IX with job 11 being the same as job 1, job 12 as job 2 and so on. For this twenty-job problem, it took 1.95 min to solve the problem using the new approach and many good schedules were generated with a makespan of 124. Then two more identical sets of the ten jobs are appended to Table IX to increase the total number of jobs to 40. Many schedules with a makespan of 248 were found in 4.08 min. In the same way, the total number of jobs is increased up to 80. The results are summarized in Table IX. In the above study, we only increased the number of identical sets of jobs. To demonstrate the potential of the approach for dealing with large problems with different jobs a scheduling problem is created randomly that has forty different jobs with 144 operations in total, as defined in Table XIII in the Appendix where job 1 to job 10 are the same as in Table IX . The FMS is still defined by Tables VII and VIII. In this problem the total number of legal schedules can be calculated as follows: For this size problem with a huge number of legal schedules, any fullscale enumeration is impossible. However, it took only 4.48 min to solve the problem using our GA-DDP software on the small PC mentioned above.
To study the impact of increasing the number of different jobs on calculation time, the following experiment is conducted. First of all, the first ten jobs in Table XIII and then the first 20 jobs were scheduled, followed by the first 30 jobs. Finally an identical set of the 40 jobs as defined in Table XIII is appended to Table XIII to create an 80 job problem. The calculation results generated from this experiment are shown in Table XI .
It can be seen from Table XI that both the total makespan and the time used increase slightly faster than in Table X with the increase of jobs. This is because the last 30 jobs in Table XIII require more operations than the corresponding jobs in Table X .
E. Results Obtained by Changing the Number of Machines
In the above studies, it was assumed that there are only five workstations in the FMS. To investigate the impact of changing the number of machines on the performance of the new approach, the following numerical experiment was conducted. First, an identical set of the five machines defined in Tables VII and VIII is added to the FMS. In this new system, the 40 jobs defined in Table XIII were scheduled. Good legal schedules with a makespan of 173 were found in 28.02 min. In a similar way, the number of workstations is increased to 15 and 20. The results are summarized in Table XII. The final scheduling problem has 40 jobs and 20 workstations. The number of legal schedules for this problem can be estimated as follows: Obviously it is impossible to enumerate all the legal schedules. In Table XII , one can see that the time needed to solve the problem increases nearly quadratically with the increase of workstations. This mirrors the analysis conducted in Section IV-A.
VI. CONCLUDING REMARKS
The GA-based discrete dynamic programming (GA-DDP) approach proposed in this paper provides an alternative way of generating good quality schedules in an FMS environment. The quality results from the evolutionary generation of job sequences in the GA step and the local optimization of partial schedules in the DDP step. The distinctive features of this GA-DDP approach include its flexibility of accommodating multiple performance criteria and its potential for implementation in a parallel computing environment. The results from this research support the strategy of combining traditional algorithmic procedures with heuristics or adaptive search techniques to develop hybrid FMS scheduling approaches. Preliminary numerical studies reported in this paper have demonstrated the implementation and potential of the GA-DDP approach. However, no adaptive or heuristic search approach could guarantee to generate global optimal schedules. The GA-DDP approach is no exception. Further numerical and comparison studies are needed to explore the approach in order to provide useful guidelines as to the circumstances in which the approach can be properly used. APPENDIX SPECIFICATION FOR A 40 JOB SCHEDULING PROBLEM See Table XIII .
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