Lambalgen's theorem (1987) [6] says that a pair of sequences (x ∞ , y ∞ ) ∈ Ω 2 is Martin-Löf (ML) random w.r.t. product of uniform measures iff x ∞ is ML-random and y ∞ is ML-random relative to x ∞ , where Ω is the set of infinite binary sequences. In this paper we give a generalized form of the Lambalgen's theorem using the notion of blind randomness.
Theorem 1.1 (Vovk and Vyugin [7] ) Let P be a computable probability on X × Y, X = Y = Ω. Under the assumptions that (i) conditional probabilities are exists for all parameters and (ii) they are uniformly computable for all parameters, (x ∞ , y ∞ ) ∈ Ω 2 is ML-random w.r.t. P on X × Y iff y ∞ is ML-random w.r.t. P Y and x ∞ is ML-random w.r.t. P (·|y ∞ ) relative to y ∞ .
Here conditional probability P (·|·) is called uniformly computable for all parameters if (i) ∃ partial comp. func. A∀s ∈ S, y ∞ ∈ Ω, k ∈ N∃y ⊏ y ∞ , |P (s|y ∞ )− A(s, y, k)| < 1 k and (ii) if A(s, y, k) is defined then A(s, y, k) = A(s, y ′ , k) for all y ′ ⊒ y. It is known that there are non-uniform computable conditional probabililties (Roy 2011 [3] ). In Takahashi (2008) [4] , it is shown that conditional probability exists for random parameters and in Takahashi (2008 Takahashi ( , 2011 [4, 5] , it is shown that Theorem 1.2 ( [4, 5] ) Let P be a computable probability on X × Y, X = Y = Ω. Fix a ML-random y ∞ w.r.t. P Y . If the conditional probability P (·|y ∞ ) is computable relative to y ∞ then, (x ∞ , y ∞ ) ∈ Ω 2 is ML-random w.r.t. P on X × Y iff y ∞ is ML-random w.r.t. P Y and x ∞ is ML-random w.r.t. P (·|y ∞ ) relative to y ∞ .
In this paper, we show a more generalized form of the Lambalgen's thereom, i.e., Theorem 1.3 (main theorem) Let P be a computable probability on X × Y, X = Y = Ω. Under Assumption 1 (see below), we have (x ∞ , y ∞ ) ∈ Ω 2 is ML-random w.r.t. P on X × Y iff y ∞ is ML-random w.r.t. P Y and x ∞ is blind-random w.r.t. P (·|y ∞ ) relative to y ∞ .
Here we do not assume relative computability of conditional probability, instead we introduce the notion of blind randomness. For a probability P on Ω, the set of blind random sequences is defined by the set of sequences that is not covered by r.e. sets with arbitrary small measures of P [1, 2] . (if a probability is not computable, the existence of the universal test is not assured, however the above notion is well defined even if the probability is not computable.) Similarly the set of blind-random sequences w.r.t. P (·|y ∞ ) relative to y ∞ is defined by the set of sequences that is not covered by r.e. sets relative to y ∞ with arbitrary small measures of P (·|y ∞ ).
Proof of the main theorem
Proof of Theorem 1.
3) The if part of the proof follows from the proof of Theorem 4.2 in [4] since computability of the conditional probability is not assumed in the proof.
The proof of the only if part is similar to that of Theorem 3.3 in [5] , however since we do not assume the computability of conditional probability, we need modify the proof.
For subsets V ⊆ S and U ⊆ S 2 , we setṼ := ∪ s∈V ∆(s) andŨ := ∪ (x,y)∈U ∆(x, y), respectively, andŨ y ∞ is the section at y ∞ , i.e.,Ũ y ∞ := {x ∞ |(x ∞ , y ∞ ) ∈Ũ }.
Fix a ML-randomȳ ∞ w.r.t. P Y . Let V ⊆ S be r.e. relative toȳ ∞ and P (Ṽ |ȳ ∞ ) < ǫ 2 , where ǫ is a rational number. From V , we construct U ⊂ S 2 such that U is r.e.,Ũȳ∞ = V , and P (Ũ ) < 2ǫ.
Since V is r.e. relative toȳ ∞ , there is a partial comp. B :
Since T is r.e., there is a non-overlapping r.e. W such thatT =W . Here
and (x, y) = (x ′ , y ′ ), see [5] . Let W := {(x 1 , y 1 ), (x 2 , y 2 ), . . .} be a recursive enumeration, W n := {(x 1 , y 1 ), . . . , (x n , y n )}, and
where f is a computable function defined in Assumption 1. In the following, we show that U f satisfies (1). Since W n is r.e., P is computable, and ǫ is rational, we see that U f is a r.e. set. Next we show that P (Ũ f ) < 2ǫ. Let x ∈ A B ↔ x ∈ A ∧ x / ∈ B for sets A and B. Since lim inf nŨn = ∪ m ∩ n≥mŨn , we have
Next we show that there are open sets O n , n = 1, 2, . . . and
Let O n := {y ∞ |Ũ n,y ∞ = ∅} for n ∈ N then from (2), we see that O n is open. Since W n ⊆ W m for n < m, we have
and
we have (5) and (6) . Suppose that
Since y ∞ ∈ O n , we have ∅ = W n,y ⊆ W n+1,y ⊆ W m,y and x∈W n+1,y P (x|y) < ǫ 2 . Thus we have y ∞ ∈ O n+1 and y ∞ / ∈ D n , which is a contradiction, and we have (7) . SinceŨ n Ũ n+1 ∩Ũ m Ũ m+1 = ∅ for n = m, we see that for each ǫ > 0 there is m such that P (∪ n>m (Ũ n Ũ n+1 )) < ǫ. Moreover we assume that the convergence rate is effective:
Assumption 1 There is a computable function f : Q → N such that P (∪ n>f (ǫ) (Ũ n Ũ n+1 )) < ǫ.
From (2), (3), (4) , and Condition 1, we have P (Ũ f ) ≤ P (∪ n>f (ǫ) (Ũ n Ũ n+1 )) + P (lim inf nŨ n ) < 2ǫ.
Since lim y→y ∞ P (Ã|y) = P (Ã|y ∞ ) for finite set A and ML-random y ∞ [4] , we have if P (Ã|y ∞ ) < ǫ 2 then there is y ⊏ y ∞ such that P (Ã|y) < ǫ 2 . Thus we have V ⊆ lim inf nŨn , and we have V =Ũ f,ȳ ∞ .
