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Eutrophication-induced coastal hypoxia can result in stressful habitat for 
marine living resources and cause great economic losses. Nutrient management 
strategies have been implemented in many coastal systems to improve water quality. 
However, the outcomes to mitigate hypoxia have been mixed and usually small when 
only modest nutrient load reduction was achieved. Meanwhile, there has been 
increasing recognition of climate change impacts on estuarine hypoxia, given estuaries 
are especially vulnerable to climate change with multiple influences from river, ocean 
and the atmosphere. Due to the limitation of observational studies and the lack of 
continuous historical data, long-term oxygen dynamics in response to the changes of 
external forces are still not well understood. This study utilized a numerical model to 
quantitatively investigate a century of change of Chesapeake Bay hypoxia in response 
  
to varying external forces in nutrient inputs and climate. With intensifying 
eutrophication since 1950, model results suggest an abrupt increase in volume and 
duration of hypoxia from 1950s-1960s to 1970s-1980s. This turning point of hypoxia 
might be related with Tropical Storm Agnes and consecutive wet years with relatively 
small summer wind speed. During 1985-2016 when the riverine nutrient inputs were 
modestly decreased, the simulated bottom dissolved oxygen exhibited a statistically 
significant declining trend of ~0.01 mgL-1yr-1 which mostly occurred in winter and 
spring. Warming was found to be the dominant driver of the long-term oxygen decline 
whereas sea level rise had a minor effect. Warming has overcome the benefit of nutrient 
reduction in Chesapeake Bay to diminish hypoxia over the past three decades.  By the 
mid-21st century, the hypoxic and anoxic volumes are projected to increase by 10-30% 
in Chesapeake Bay if the riverine nutrient inputs are maintained at high level as in 
1990s. Sea level rise and larger winter-spring runoff will generate stronger stratification 
and large reductions in the vertical oxygen supply to the bottom water. The future 
warming will lead to earlier initiation of hypoxia, accompanied by weaker summer 
respiration and more rapid termination of hypoxia. The findings of this study can help 
guide climate adaptation strategies and nutrient load abatement in Chesapeake Bay and 
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Ocean deoxygenation refers to the loss of oxygen from the oceans (Keeling et 
al., 2010) and has attracted extensive attention in recent decades. Long-term ocean 
monitoring records reveal that oxygen concentration in the open ocean have declined 
during the 20th century and will most likely continue to decrease with projected climate 
change. However, in estuaries and the coastal ocean, strongly influenced by the 
watershed where expanding human population and extensive agricultural activities take 
place, the oxygen declines (or deoxygenation) have been mostly caused by the 
increasing loadings of nutrients (nitrogen and phosphorus) and organic matter (Diaz et 
al., 2008; Breitburg et al., 2018). When the oxygen level becomes low enough 
(hypoxia), it generates undesirable effects on marine ecosystem including loss of 
habitat for bottom-dwelling fish and benthic fauna, increasing mortality, altering 
trophic interaction and energy transfer, and interrupt ecosystem function by changing 
nutrient cycling and bioturbation (Rabalais et al., 2002).    
 
Several literature reviews have summarized the hypoxia features and processes 
in various coastal systems, including estuaries, continental shelves, upwelling regions, 
fjords and semi-enclosed basins, and how these systems responses to the changes in 
nutrient loads and other forces (Diaz, 2001; Kemp et al., 2009; Rabalais et al., 2010; 
Zhang et al., 2010; Fennel and Testa, 2018). The following chapters in this dissertation 
address hypoxia in Chesapeake Bay as a prototype, to investigate the system response 
to historical eutrophication, recent nutrient management and future climate changes, 





instructive to managers in setting loading targets to restore water quality and serve as 
a reference to other hypoxic coastal environments faced with similar issues.  
1.1 Chesapeake Bay hypoxia and eutrophication 
Hypoxia was first observed and reported in Chesapeake Bay during summer 
between Patuxent River and Annapolis as early as 1930s (Newcombe and Horner, 
1938). However, recurring hypoxia was considered to develop after the 1950s, when 
anthropogenic nutrient loading began to rise rapidly, and hypoxia expanded ~2 fold 
during the following four decades (Hagy et al., 2004). Previous studies have mostly 
focused on the biological and physical processes in the seasonal development of 
hypoxia (Taft et al. 1980; Malone, 1986; Boicourt, 1992; Sanford et al, 1990; Testa et 
al., 2014), and the factors controlling the interannual variation of hypoxia (Zhou et al., 
2014; Li et al., 2016; Scully, 2016; Du et al., 2018) in Chesapeake Bay. Only limited 
studies probed into the long-term change of eutrophication status and hypoxia condition 
in Chesapeake Bay over the past half century (Hagy et al., 2004; Murphy et al., 2011; 
Harding et al., 2015; Kemp et al., 2009). The major constraining factor is the lack of 
long-term, continuous and extensive observational data of water quality over the whole 
bay. 
 
With the insufficient observational data from Chesapeake Bay Institute (prior 
to 1984) and Chesapeake Bay Program (after 1984), a regime shift of hypoxic volume 
in response to the increasing nitrogen load of the Susquehanna River was discovered 
by several studies (Kemp et al., 2009; Murphy et al., 2011). This increased sensitivity 





such as the northern Gulf of Mexico and Danish Straits (Kemp et al., 2009; Conley et 
al., 2007). However, although several factors might contribute to the abrupt change in 
hypoxia response to nutrient loading, including the alterations in physical environment, 
nutrient cycling and ecosystem characteristics, the primary cause and dominant process 
is still unclear. 
1.2 Nutrient management and coastal hypoxia in past decades 
With increasing knowledge of the causes and consequences of hypoxia, nutrient 
management strategies have been implemented worldwide in recent decades to 
improve water quality and mitigate hypoxia. Actions have been taken in coastal 
hypoxic systems around world to reduce anthropogenic nutrient loads by controlling 
the sources of pollution in the watershed (HELCOM, 2007, 2013; USEPA, 2010). 
However, the outcome of watershed nutrient management on load reduction and 
hypoxia mitigation greatly varied among the systems (Conley et al., 2009; Mee et al., 
2006; Van Meter et al., 2018). Unless the nutrient load reduction is large enough and 
surpasses other factors, the remediation of hypoxia is not easily achieved, especially in 
large and open systems where climatic influences are prominent.  
 
Chesapeake Bay has been subject to extensive efforts to reduce nutrient inputs 
since the 1980s. In 1987, a commitment was made to reduce controllable sources of 
both nitrogen (N) and phosphorous (P) by 40% by the year 2000.  Although the actual 
implementation fell short of the goals, there were appreciable declines of dissolved 
nitrogen, widely reported by Zhang et al. (2015), Murphy et al. (2011), Testa et al. 





summer hypoxia in Chesapeake Bay were found in previous retrospective studies based 
on the water quality monitoring data since 1984. Only some shifts in the seasonal cycle 
of hypoxia, an increase in early summer and a decrease in late summer, have been 
revealed.  
 
The outcome of nutrient management practice in Chesapeake Bay appears to be 
modest, since the secular change is relatively small compared to the large seasonal and 
interannual variability of oxygen condition. In addition to nutrient loading, climate 
forces, such as freshwater discharge, wind and temperature, can also generate 
significant influences on the short-term and long-term change of hypoxia, by 
controlling the physical supply of oxygen to bottom water and biological consumption 
of oxygen. Freshwater discharge can not only sustain the stratification that contributes 
to the formation of summer hypoxia, but also determine the nutrient loads into estuaries 
that stimulates oxygen consumption (Justić et al., 1993; Boicourt, 2000; Hagy et al., 
2004; Hetland & DiMarco, 2008). Both wind direction and speed can affect vertical 
mixing of oxygen by altering stratification and advection, and manipulate hypoxia from 
short to longer time scale (Scully 2010, 2013; Yu et al., 2015; O'Donnell et al., 2008). 
Therefore, there have been rising concerns about climate change impacts on coastal 
hypoxia paralleling the nutrient reduction. The influences of climate change may 
become even more significant in larger hypoxic marine systems receiving nutrient 






The key question missing in previous observational studies is that they could 
not separate the individual effects of nutrient reduction and climate change, and 
determine the driving force for the long-term trend in hypoxia in Chesapeake Bay since 
the 1980s. Process-based numerical models are alternative research tools that have yet 
to be used to address this question. However, the comprehensive modeling study to 
quantify the relative importance of recent nutrient reductions and climate change on 
the long-term changes of oxygen in Chesapeake Bay is still lacking.  
 
1.3 Future regional climate change impacts on coastal hypoxia 
Although coastal deoxygenation and hypoxia formation have been mainly 
linked to increases in nutrient loading, there is increasing recognition of climate change 
influences on the long-term variation of hypoxia in estuaries and coastal waters (Justic 
et al., 2003; Carstensen et al., 2014; Meier et al., 2017). Numerical model simulations 
and climate projection models have been widely applied to estimate the future climate 
change impact in various coastal hypoxic systems, especially in European waters. 
Bendtsen and Hansen (2013) found that future warming will significantly increase the 
hypoxic bottom areas in Baltic Sea-North Sea transition zone. Using an ensemble of 
coupled physical-biogeochemical models driven by global climate model outputs, 
Meier et al. (2011) projected considerable expansion of hypoxic and anoxic areas in 
the Baltic Sea. It should be noted that the competing effects between a changing climate 
and nutrient reduction in future hypoxia can still be uncertain (Meier et al., 2011; Sariva 






Chesapeake Bay is experiencing rapid climate change. The surface water 
temperature in the bay increased at the rate of 0.05 to 0.10 °C/yr during the past 30 
years (Ding and Elmore, 2015). Sea level rise rate has accelerated over the last century 
in the bay and reached 4-10mm yr-1 in 2011 (Ezer and Corlett, 2012). The future climate 
projections suggest these changes would most likely continue in the Chesapeake Bay 
region in the 21st century and potentially generate large impacts on the bay (Najjar et 
al., 2000, 2010). Therefore, there is increasing recognition and concern about climate 
change impacts on Chesapeake Bay. 
   
Two recent modeling studies have examined the impacts of future climate 
change on hypoxia in Chesapeake Bay (Irby et al., 2018; Wang et al., 2017). Those 
studies imposed simplified climate changes on the model boundary and tested the 
response of Chesapeake Bay hypoxia to each individual force or combined forces. 
Although these studies were the first attempt to investigate climate change impacts on 
Chesapeake Bay hypoxia, their method was generally considered as sensitivity analysis 
rather than making future projections. The natural climate variability and connections 
within the climate system (e.g., the relationship between temperature, 
precipitation/evapotranspiration, and river discharge change) were also missing in their 
studies. Therefore, further integrated modeling study on future change of Chesapeake 
Bay hypoxia that combine regional climate projections and coupled physical-






1.4 Motivations and thesis structure 
In summary, the overall motivation of this research is to utilize a numerical 
model to understand the over a century time scale change of Chesapeake Bay hypoxia 
in response to the varying external forces, including the drastic increase of nutrient 
loading from 1950s to 1980s, the slight nutrient load reduction with rapid climate 
changes from 1980s to 2010s, and projected future climate changes imposed on the 
current high nutrient inputs in mid-21st century. The findings of this research, generated 
with the use of a numerical model, will provide comprehensive insights on the oxygen 
dynamics of estuaries over long time scales. 
 
This dissertation is organized as follows: retrospective simulation of 
Chesapeake Bay hypoxia with eutrophication from the 1950s to 1980s is presented in 
Chapter 2, followed by the study to discern the effects of warming, sea level rise and 
nutrient management on the long-term hypoxia trend in Chesapeake Bay in Chapter 3; 
Chapter 4 investigates the projected future climate change in the mid-21st century on 
Chesapeake Bay hypoxia; and Chapter 5 summarizes the findings, identifies remaining 
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The occurrence and intensity of hypoxia in estuaries and coastal waters has been 
expanding in recent decades coincident with eutrophication due to excess riverine 
nutrient inputs. Previous reviews found varying oxygen responses to nutrient loading 
in coastal aquatic system worldwide (Kemp et al., 2009; Zhang et al., 2010). In small 
and well mixed systems where point source organic matter input dominates, such as 
Laajalahti Bay and Scheldt estuary, hypoxia usually changes linearly with inorganic 
and organic nutrient loads (Kauppila et al., 2005; Soetaert et al., 2006). In large 
stratified systems where ecosystem structure is complex and physical processes play a 
key role in oxygen depletion, the responses of hypoxia to nutrient load can be non-
linear, i.e. with a threshold above which a relatively small change in nutrient input 
causes an abrupt increase in hypoxia (Kemp et al., 2009). Some large coastal marine 
ecosystems, such as Chesapeake Bay, Danish coastal waters and the Northern Gulf of 
Mexico, exhibit a likely regime shift with increase in susceptibility of hypoxia in more 
recent decades (Conley et al., 2009). 
 
For the long-term change of hypoxia with eutrophication in Chesapeake Bay 
since 1950s, when the riverine nutrient load grew rapidly and regular water quality 
measurement in the main bay began, there have been some key studies to detect the 
long-term trend of hypoxia and identify the relation between hypoxia and Susquehanna 
River nutrient loading. With the intermittent measurements made during 1950-1980, 
Flemer et al. (1983) found a drastic increase in hypoxia during this period while 





increase and interpreted the variation mostly as interannual difference. Hagy et al. 
(2004) extended the oxygen dataset by combining Chesapeake Bay Program 
monitoring data in 1984-2001 and concluded that summer hypoxic volume expanded 
substantially from 1950 to 2001, with ~2-fold increase of nitrate loading (Figure 2.1b). 
During the same period, there has been a significant increase of phytoplankton biomass 
in the main stem of Chesapeake Bay (Harding & Perry, 1997; Harding et al., 2015). 
 
Figure 2.1 (a) Monthly freshwater discharge of Susquehanna River during 1950-2010. 
(b) Jan-May and annual average river discharge/nitrate load of Susquehanna River. (c) 
Estimated monthly average nitrate concentration of Susquehanna River during 1950-
2010 from Zhang et al. (2013). (d) Reconstructed monthly average phosphate 
concentration of Susquehanna River during 1950-2010. 
 
Chesapeake Bay has been found to be more susceptive to hypoxia in recent 
years; that is, for a given nitrate loading more hypoxia would occur after the 1980s than 





threshold in the hypoxia response to nutrient loading. The turning point for the shift in 
the hypoxia-nutrient load relationship was detected by Conley et al. (2009), which 
occurred in 1986. The ecological changes associated with eutrophication in 
Chesapeake Bay, such as the loss of benthic habitat and submerged plants, may have 
caused the shift by reducing the efficiency to retain nutrients and a supporting 
planktonic environment that ferment hypoxia (Kemp et al., 2005). The positive 
feedback between water column-sediment recycling of dissolved nutrients and hypoxic 
may also account for the increased hypoxia volume generated per unit nitrogen loading 
during 1965-2007 (Testa & Kemp, 2012). In addition to ecological and biogeochemical 
changes, the abrupt changes in physical forcing can affect the long-term hypoxia by 
altering the oxygen supply to the bottom water. Murphy et al. (2011) suggested the 
long-term trend of increasing stratification could be a driver for the observed increase 
of hypoxic volume per nitrogen loading. The change of salt influx into Chesapeake Bay 
due to sea level rise, shift in Gulf Stream position, and the change of summer prevailing 
wind direction and intensity are other physical factors that which may have induced the 
shift in hypoxia-nutrient loading relation (Kemp et al., 2009). However, none of these 
biogeochemical or physical process has been proved to be deterministic or significant 
enough to cause this hypoxia regime shift.  
  
This study uses retrospective numerical simulations to reproduce and 
investigate the long-term change of hypoxia with increasing nutrient load from 1950 to 
1989. The historical nutrient concentration in the major tributaries of Chesapeake Bay 





development of hypoxia and the varying relation to nutrient loading is analyzed and 




2.2.1 Reconstruction of historical riverine nutrient concentrations 
The Susquehanna River is the largest single contributor among the non-tidal 
rivers feeding Chesapeake Bay in terms of river flow (62%), total nitrogen (TN) load 
(65%), total phosphorus (TP) load (46%), and Suspended Sediment (SS) load (41%) 
during the period of 1979-2012 when abundant observing data was available (Zhang et 
al., 2015) (Figure 2.1). Thus, Susquehanna River dominates the temporal trend of the 
riverine nutrient loads and freshwater discharge into Chesapeake Bay. Also, 
Susquehanna River is the only tributary that drains directly into the main stem of 
Chesapeake Bay without its own estuary. The nutrient loads from other tributaries are 
substantially reduced by their own estuaries before reaching the main bay (Boynton et 
al., 1995). Thus, the hypoxia was found to be positively correlated with nitrate loading 
from Susquehanna River during 1950-2001 (Hagy, et al., 2004). Since the measurement 
of nutrient concentration was insufficient and discontinuous before 1980s when USGS 
River Input Monitoring Program and Chesapeake Bay Program began, the 
reconstruction of historical nutrient concentration of Susquehanna River is an 






The monthly nitrate plus nitrite concentration (NOx) at the USGS Conowingo 
Station from 1950 to 1985 was obtained from Zhang et al. (2013) using the “Weighted 
Regressions on Time, Discharge, and Season” (WRTDS) method (Figure 2.1c). This 
method considers varying concentration-flow relation and seasonal trends, which can 
produce better temporal variations in concentration and load (Hirsch et al., 2010). The 
NOx concentration data at Harrisburg from 1945 to 1978 was converted to the 
concentration at Conowingo Dam, which is just above the head of tide, using monthly 
ratios from Hagy et al. (2004). This estimated data, together with observational NOx 
data at Conowingo during 1978-2011 constituted the full records at Conowingo during 
from 1945 to 2011.  
 
The total phosphorus (TP) data at Conowingo and Harrisburg station was firstly 
combined during 1971-1989, using the monthly average scaling factor between these 
two stations. Since the TP data before 1971 was missing, we attempted to reconstruct 
this data referring the observed nutrient trend in upper Chesapeake Bay. A “rise-then-
fall” pattern was observed in phosphate concentration in oligohaline region during 
1960s-1990s from Harding et al. (2015), mostly due to the implementation of a ban on 
phosphate in detergents. Thus, we assumed there was a cosine-shaped trend in TP 
between 1965 and 1985 (peak in 1974, about 2.5 times of low TP level during 1985-
1990), and TP maintained low level as 1985-1989 before 1965. After the TP was re-
constructed during 1950-1989, phosphate and other phosphorus nutrients (i.e. 
particulate organic phosphorus and dissolved organic phosphorus) were calculated 





estimation of other forms of nitrogen nutrients (e.g. ammonium, particulate organic 
nitrogen and dissolved organic nitrogen), we used similar method with monthly scaling 
factors with NOx, assuming the factors remained unchanged between 1985-1989 and 
1950-1984 (Figure 2.1c,d).  
 
In addition to the Susquehanna River, the Potomac River also contributes to 
large portion of freshwater discharge and nutrient loads to the main stem of Chesapeake 
Bay. However, the data records of NOx inputs of Potomac River before 1985 was 
mostly absent. A simple assumption was made that the Potomac River had same long-
term trend in NOx as the Susquehanna River during 1950-1989. To acquire long-term 
trend, a Butterworth low-pass filter was used to remove the seasonal and interannual 
variations of NOx during 1945-2011 in Zhang et al. (2013). Then the time series was 
normalized to 0-1 by the average value of a high concentration period (1985-1989). 
Combining the averaged NOx concentration of the Potomac River during high level 
period (1985-1989) and normalized time series of the Susquehanna River, the historical 
NOx concentration of Potomac River during 1950-1985 was generated. The extended 
PO4 concentration of Potomac River during 1950-1985 was estimated based on 
Jaworski et al. (2007).  
 
For the other major tributaries, which most of the nutrient input records before 
1980s are missing, we just assumed they had similar trend in NOx and PO4 as 
Susquehanna River. The historical NOx and PO4 concentration during 1950-1985 were 





major tributaries, the concentrations of other forms of nitrogen and phosphorus 
nutrients were estimated by the method assuming constant monthly ratio during 1985-
1994 in each tributary as Susquehanna River. 
2.2.2 Coupled physical-biogeochemical model (ROMS-RCA) 
In this study, the coupled physical-biogeochemical model is used to implement 
the retrospective simulation from 1950 to 1989 with constructed historical riverine 
nutrient loading. Regional Ocean Modeling System (ROMS) model provided the 
simulations of hydrodynamics in Chesapeake Bay, which has been developed and 
validated against the observations in previous studies from tidal to seasonal time scales 
(Li et al. 2005; Zhong and Li, 2006; Cheng et al., 2013, Xie and Li, 2018). The model 
has 120×80 horizontal grids (~1-2 km resolution) and 20 layers in vertical sigma-
coordinate (Figure 2.2). The ROMS model configuration is the same as the one used 
for climate projection simulations (Ni et al., 2019) . Atmosphere, river and ocean 





    Figure 2.2 (a) Chesapeake Bay Institute monitoring station and (b) ROMS-RCA 
model domain, showing definitions of upper, upper-mid, lower-mid and lower portions 
of the main stem bay. 
 
 North American Regional Reanalysis (NARR) in 1978, a new dataset from 
NOAA-CIRES-DOE (National Oceanic and Atmospheric Administration-Cooperative 
Institute for Research in Environmental Sciences-Department of Energy) Twentieth 
Century Reanalysis (20CR) project (https://www.esrl.noaa.gov/psd/data/20thC_Rean/) 
is utilized to provide the essential atmosphere variables. 20CR combines a data 
assimilation system with surface pressure observations and generates global 
atmospheric dataset of weather spanning 1851 to 2014 (V2c) at 3-hourly interval across 
2° latitude x 2°longitude global grid. Only wind speed is bias-corrected and scaled by 





surface are calculated based on standard bulk formula (Fairall et al., 2003) from the 
atmospheric variables, including surface air pressure, downwelling longwave radiation 
and net shortwave radiation, relative humidity and air temperature at 2m above surface, 
and wind velocity at 10 m above surface. The tidal component of water level at the east 
open boundary during 1950-1989 is generated by harmonic analysis from Oregon State 
University global inverse tidal model TPXO7 (Egbert and Erofeeva, 2002). The non-
tidal component during 1978-1989 is calculated from de-tided water level at Duck, NC 
(NOAA station ID: 8651370). For the non-tidal component during 1950-1977 when 
Duck data are absent, we assume it repeats the period of 1978-2015 with half of the sea 
level rise rate during this period. The salinity and temperature at ocean boundary is 
interpolated from World Ocean Atlas (WOA) 2013 decadal average from 1955 to 2012. 
The freshwater discharge of each major tributary during 1950-1989 is obtained from 
daily record at USGS monitoring stations using similar scaling method as Hagy et al. 
(2004) when the data is incomplete. For the water temperature at each tributary, we 
calculate the monthly averages during 1985-1989 at CBP stations and simply use the 
average annual cycle to replace the missing data during 1950-1984.  
 
The biogeochemical model Row-Column AESOP (RCA) is forced with ROMS 
hydrodynamic output at the same model grid. RCA includes both eutrophication model 
in water column (Isleib et al., 2007) and a two-layer sediment model (Di Toro, 2001; 
Testa et al., 2013; Brady et al., 2013). The coupled ROMS-RCA model has been 
utilized to investigate the interannual variation of O2 and ecosystem metabolism in 





included in RCA model, the winter-spring species (optimal growth rate at 10°C) and 
the summer species (optimal growth rate at 25°C). The turnover of particulate and 
dissolved forms of organic carbon, organic and inorganic nutrients (nitrogen, 
phosphorus) and O2 is simulated in the eutrophication model. The bottom sediment 
receives fluxes of particulate organic matter and oxygen from water column and 
exchanges dissolved nutrients and mineralized end-product. The RCA model is 
described in detail in Testa et al. (2014) and the configuration in this study is consistent 
with Li et al. (2016). The river inputs of phytoplankton, particulate and dissolved 
organic carbon, organic and inorganic nutrients are linearly interpolated from 
Chesapeake Bay Program bi-weekly monitoring data at the major tributaries during 
1985-1989 (https://www.chesapeakebay.net/what/data). For the period of 1950-1984, 
the nutrient inputs are acquired based on other data sources or assumptions described 
in Section 2.2.1.  The ocean boundary concentrations nitrate and phosphate are acquired 
from WOA 2013 decadal average and from Filippino et al. (2011). The atmospheric 
deposition is neglected in this study. 
2.2.3 Retrospective simulation during 1950-1989 
The model simulation was implemented for the years 1950 to 1989, when both 
the nitrate loading of Susquehanna River and hypoxic volume of main Chesapeake Bay 
increased substantially. The ROMS model was initiated in year 1949 as spin-up, then 
run continuously in the following 40 years with output at hourly interval. The RCA 
model was run on the same grid as ROMS model at computational time-step of 450 
seconds and the output was saved at 4-hourly interval. Since most of the organic matter 





1996), RCA model was initiated every year with the spatial-interpolated condition of 
pervious December from the CBP observation during 1985-1989. The averaged initial 
condition of 1985-1989 was set as the initial condition for 1970-1984 when the river 
nutrient and organic matter input was at high level; it was scaled by 0.5 for 1950-1969 
when the river input was at relatively low level. 
 
The model output of bottom O2 and hypoxic volume was calculated and 
compared with limited measurements at Chesapeake Bay Institute monitoring stations 
(Figure 2.2). The along-channel and cross-channel development of hypoxia over each 
decade during 1950-1989 were investigated. The statistical GAM model was utilized 
to identify the spatial and temporal change of bottom O2 during this period. To discover 
the causes for the change in hypoxia with nutrient loading, we further examined the 
change in surface chlorophyll-a and the hypoxic volume vs. nutrient load relation. 
2.3 Results 
2.3.1 Model validation of bottom O2 and hypoxia volume 
The model output of bottom O2 is compared with limited historical 
observational data during 1950-1989 along the central channel of Chesapeake Bay. 
Prior to the initiation of Chesapeake Bay Program (CBP) in 1984, the water quality 
measurement was conducted by the Chesapeake Bay Institute (CBI) during 1949-1982 
at multiple stations in the main stem and major tributaries. The historical observation 
data from CBI was inconsecutive and sampled less than once a month. CBP 





however, at different locations as CBI.  To facilitate the comparison between model 
results and difference sources of observation, we selected 8 CBI monitoring stations 
which are close to CBP stations along the central channel of Chesapeake Bay (Figure 
2.2). 
 
The model simulation well captured the seasonal variation of bottom O2 at these 
stations (Figure 2.3). The correlation coefficient between model outputs and 
observation ranged from 0.79-0.87 at varying stations, and the Root-Mean-Square-
Error (RMSE) was relatively small compared to the variance. In addition, the model 
showed excellent agreement with observation in the spatial difference of summer 
bottom O2 along the main stem, that the middle bay was more hypoxic than the lower 
bay and Station 745 (CB5.5) marks the south end of hypoxic zone in the summer. The 
model results also displayed the similar long-term decline in summer bottom O2 as the 
observation from 1950-1969 to 1970-1989, especially in upper bay station (909) and 
lower bay station (745). Additional interannual variation of bottom O2 in the 
observation can be clearly seen in the model output. Therefore, the model did a great 
job to simulation the temporal and spatial change of Chesapeake Bay O2 with 
increasing nutrient loads. The validation on bottom O2 supports the subsequent 






Figure 2.3 Model validation of bottom O2 at CBI monitoring stations along central 
channel of main Chesapeake Bay (stations location see Figure 2.1) 
 
In addition, the hypoxia volume (O2<2mg L-1) of main Chesapeake Bay was 
calculated based on the model outputs and compared with the observed July hypoxic 
volume from Hagy et al. (2004). Model results showed good agreement with 
observation in the interannual variation of summer hypoxic volume (Figure 2.4). 
However, the simulated maximum summer hypoxic volume was 20-70% larger than 
the observation in July. This mismatch between model simulation and observation may 
result from the scarce data in both time and space. Thus, the peak volume might not be 





other extreme weather can alter the hypoxia drastically within a few days. For example, 
during Tropical Storm Agnes in 1972, record high freshwater was discharged into 
Chesapeake Bay from June 20th to July 5th and significantly altered the subsequent 
oxygen condition in the Chesapeake Bay (Schubel&Cronin, 1977). With more frequent 
sampling after 1984 by Chesapeake Bay Program, the model could reproduce the 
observed hypoxic (O2<2mgL-1) volume and anoxic (O2<2mgL-1) volume. 
 
Figure 2.4 (a) Modeled hypoxic volume (O2<2mg/L) in comparison with estimated 
hypoxic volume from observation data. (b) Modeled anoxic volume (O2<0.5mg/L). 
Model results were averaged at bi-week interval. Anoxic volume data was missing 
before 1985. 
 
2.3.2 Hypoxia expansion during 1950-1989 
In this section, the expansion of hypoxia in Chesapeake Bay is described by 
decadal average (1950-1959, 1960-1969, 1970-1979,1980-1989) to chronicle the 
impact of increasing nutrient loads in the retrospective simulation from 1950s to 1980s. 
The features include hypoxic volume, hypoxia timing, spatial distribution of hypoxic 






The summer average (June-August) hypoxia expanded modestly from 1950s to 
1960s, and the total volume increases from 4.1 km3 to 4.6 km3 (Table 2.1). Then the 
summer hypoxic volume increaseed substantially by ~65% to 7.6 km3 in 1970s and 
maintained relatively stable in 1980s. The alternative metrics cumulative hypoxia days 
(CHD, km3days) followed similar pattern as summer average hypoxic volume, except 
that it decreases slightly from 1970s to 1980s by ~8%. The seasonal hypoxia began to 
develop in early June and terminates in mid-September during 1950s-1960s. In the 
following 2 decades, the onset of hypoxia shifted earlier to mid-May meanwhile the 
termination was delayed until early October. The overall duration of hypoxia was 
prolonged by ~1 month from 1950s-1960s to 1970s-1980s. 
Table 2.1 Average summer hypoxic volume, accumulative hypoxia volume days, 
timing of onset, end and duration of hypoxia (threshold =0.5´109km3) 
 Jun-Aug HV (km3) 
CHD 
(km3days) onset end duration 
1950-1959 4.1 438 152 264 112 
1960-1969 4.6 484 154 265 111 
1970-1979 7.6 917 139 279 140 
1980-1989 7.5 846 138 277 139 
 
Along the central channel of Chesapeake Bay, hypoxic water in June was 
primarily confined in the upstream of deep channel and it extends seaward markedly 
from 38.5°N to 38°N (Figure 2.5). In September, it expanded both landward and 
seaward from the early decades to more recent decades. The south end of hypoxia area 
only stretched from the Potomac River to the Rappahannock River in July-August. 
Over a cross section in the middle bay, the hypoxia water overflowed to the shallow 





September (Figure 2.6). The change of bottom hypoxia distribution revealed the overall 
expansion in both longitudinal and lateral direction.  The bottom hypoxia area spread 
most substantially in June and September. In contrast, July-August hypoxia only 
showed small expansion from 1950s-1960s to 1970s-1980s (Figure 2.7). 
 
Figure 2.5 Modeled along-channel distribution of O2 from May to September in four 
decades (50-59, 60-69, 70-79, 80-89) during 1950-1989. 
 
Figure 2.6 Modeled cross-channel distribution of O2 at upper mid-bay (38.64ºN, -







Figure 2.7 Modeled bottom distribution of O2 from May to September in four decades 
(50-59, 60-69, 70-79, 80-89) during 1950-1989. 
 
Paralleling to the change of hypoxia, surface chlorophyll-a concentration also 
presented significant increase from 1950s-1960s to 1970s-1980s in most part of the bay 
in Jan-May when the spring phytoplankton biomass accumulates (Figure 2.8). The 
concentrations of chlorophyll-a in the surface mixing layer have increased more 
drastically in the seaward regions of the main bay than elsewhere. It has increased 1.5- 
to 2-fold in the middle bay region where the concentration is highest. The time series 
analysis of sub-regional averaged chlorophyll-a concentration indicated a jump in early 





this jump appeared several years later in late 1960s in the middle bay and the 
chlorophyll-a concentration maintained at high level since 1970s. This temporal and 
spatial variation of phytoplankton biomass was in good agreement with previous 
observation study of Harding&Perry (1997). Correspondingly, the regional bottom O2 
decreased notably from early 1960s, except for the lower bay which experienced raise-
then-fall from 1950s to 1970s (Figure 2.9). In summary, the model simulation results 
suggested a significant increase in Chesapeake Bay hypoxia and surface chlorophyll-a 
from 1950s to 1980s, with a jump around 1970.  
 
Figure 2.8 Modeled surface distribution of Chlorophyll-a from January to May in four 







Figure 2.9 GAM fit on modeled surface Chla and bottom O2 at upper mid-bay (upper 
panel). The long-term trend in GAM of surface Chla and bottom O2 at four different 
sub-regions of Chesapeake Bay (lower panels). 
 
We further inspected the seasonal decline rate of bottom O2 in upper and lower 
mid-bay regions where most of the hypoxia occurs in the Chesapeake Bay. A set of 
predicted GAM models with components reflecting the contributions of time, season 
and freshwater on the O2 time series was developed. The long-term trend of bottom O2 
in hypoxia months (May-September) were calculated. The decreasing trend of bottom 
O2 is more consistent among the hypoxia months in the upper mid-bay, except for May 





O2 becomes slower from May to September in lower mid-bay. This leads to spatial 
variation in the decrease of O2 that the upper mid-bay declines more rapidly than the 
lower mid-bay, except in July-August. It's worth noting that there is notable maximum 
decline rate around 1970 for all the hypoxia months (Figure 2.11). 
 
Figure 2.10 GAM fit and adjusted smooths for bottom O2 from May to September at 
upper mid-bay and lower mid-bay. 
 
2.3.3 Hypoxia vs. nutrient loading 
The relation between Chesapeake Bay hypoxia and nitrate input of 
Susquehanna River from 1950s to 1980s is analyzed in this section.  The value of 
annual hypoxia per unit Jan-May nitrate load of Susquehanna River was calculated. 
The metrics of cumulative hypoxia days (CHD) is used since it reflects the expansion 
of hypoxia in both space and time. The calculated time series suggested a significant 
shift in the relation between hypoxia and nitrate load in late 1960s to early 1970s 
(Figure 2.12a). An approximate half more CHD was produced per unit nitrate load on 
average during 1968-1989 compared to 1950-1967. There were two separate positive 





periods with more hypoxic volume per nitrate load in more recent period (Figure 
2.12b).  
 
Figure 2.11 Monthly change rate of adjusted smooth of bottom O2 from May to 
September at upper mid-bay and lower mid-bay.  
 
Comparing 5-year averaged summer hypoxic volume to the Jan-May 
Susquehanna River nitrate load revealed varying responses of hypoxia to the nitrate 
input (Figure 2.13). From 1950 to 1969, the nitrate load wiggled around 20 Gg/yr with 
slowly expanding hypoxic volume, since the increase of nitrate concentration was small 
and superimposed with alternative dry/wet hydrological years. During 1970-1979, 
there was a sharp rise in nitrate load with simultaneously significant increase of late 
summer (August-September) hypoxic volumes, while the increase in early summer 
(June-July) was relatively modest. This agreed with previous observation studies from 
Hagy et al. (2004) and Murphy et al. (2011) concluding that the persistence of hypoxia 





at high level but decreases slightly in 1980-1984 due to the end of wet hydrological 
cycle in 1970s and slower increase in nitrate concentration. The hypoxic volumes of 
each month were mostly consistent with late 1970s. 
 
Figure 2.12 Time series of cumulative hypoxia days per unit Jan-May nitrate load 
during 1950-1989 (left). Relation between summer average hypoxic volume with Jan-
May nitrate load during 1950-1989 (right), blue color indicates 1968-1989 and red 
color indicates 1950-1967.  
 
2.4 Discussion and conclusion 
The long-term retrospective simulation of Chesapeake Bay in this study 
successfully reproduces the deterioration of oxygen condition in the bottom water with 
increasing nutrient loading from 1950 to 1989. The summer hypoxia expanded 
modestly from 1950s to 1960s, while the hypoxic volume increases substantially by 
~65% from 4.6 km3 to 7.6 km3 in 1970s and maintains relatively stable in 1980s. The 
hypoxia duration was also prolonged by ~1 month from 1950s-1960s to 1970s-1980s 
with both earlier onset and later termination for about two weeks. The bottom oxygen 
concentration declined most rapidly around 1970s in the mid-Chesapeake Bay, 
paralleling the significant increase of winter-spring chlorophyll-a concentration from 





Jan-May nitrate load of Susquehanna River since ~1970 and the hypoxic volume in the 
Chesapeake Bay maintains at high level until late 1980s.  
 
In Chesapeake Bay, an abrupt increase of hypoxic volume per unit spring 
nitrogen load of Susquehanna River was demonstrated in the observational studies, and 
the turning point was detected in 1986 (Kemp et al., 2009; Conley et al., 2009). The 
possible factors that contributed to this regime shift of hypoxia summarized in Kemp 
et al. (2009) included: (1) a rapid increase in water temperature around 1985, (2) 
changes in atmospheric forcing due to climate variability, (3) the positive feedback in 
benthic nitrogen cycling between summer bottom ammonium concentration and 
hypoxia, and (4) a sharp decrease in oyster population and associated filtration 
capacity. However, a notable finding from the retrospective simulation in this study 
suggested a more rapid decline of bottom O2 around 1970 and significant expansion of 
hypoxia from 1950s-1960s to 1970s-1980s. The significant increase of hypoxia volume 
per nitrate load occurred around 1970s instead of 1986. The timing of detected shift 
mismatched with the conclusion of previous studies.  
 
Figure 2.13 Monthly hypoxic volume from May to September responses to Jan-May 






Essential difference existed between current and previous studies in the aspect 
of methodology. This study relied on the numerical model simulation instead of 
observation data to reconstruct the development of hypoxia with increasing nutrient 
loading in Chesapeake Bay. With proper validation, although model can never be 
perfect replications of reality, it can represent the response of the system when the 
external forcing changes with high-resolution data in both time and space. Thus, model 
simulation is less sensitive to the sampling bias as observation as described in Section 
2.3.1. One fact should be mentioned that regular water quality monitoring of 
Chesapeake Bay Program initiated in 1984 with continuous monthly to bi-weekly 
sampling in the main Chesapeake Bay. Therefore, there was a rapid increase of data 
availability after 1984 which co-occurred with shift timing observed in the previous 
studies.  
 
The possible causes for the rapid decline of bottom O2 and shift in hypoxia 
volume per nitrate loading around 1970s is not clear yet. However, several key events 
coincide with this prominent change might contribute to the hypoxia increase. First, 
during June 1972 Tropical Storm Agnes released record amounts of rainfall on the 
watersheds of most of the major tributaries of Chesapeake Bay. It generated a marked 
effect on the hydrology of Chesapeake Bay in the consecutive years (Figure 2.14a). 
The vertical averaged stratification in the main bay in the summer of 1972 was 
abnormally high which made for usual high hypoxic volume after the storm 





1972 also reflected this extreme event (Figure 2.14c). In addition, the abundance of 
submerged aquatic vegetation (SAV) bed decreased drastically after Agnes 
(Gurbisz&Kemp, 2018). The abrupt decline of benthic production triggered the 
transition from benthic- to planktonic-dominated ecosystem with less efficiency to 
retain nutrient in Chesapeake Bay (Kemp et al., 2005). Over the longer term, there was 
a transition from dry period to wet period from 1960s to 1970s, which resulted in higher 
summer stratification to incubate hypoxia (Figure 2.14a-b). The summer wind speed 
was below averaged condition from 1968 to 1975 and favored the hypoxia expansion 
(Figure 2.14d). The bottom salinity at the bay mouth also exhibited long-term increase, 
associated with sea level rise and shift in Gulf Stream, which might increase the 
stratification in the bay (Figure 2.14c). 
 
Figure 2.14 Time series of anomaly (relative to mean condition during 1950-1989) of 
Jan-May average Susquehanna River flow (a) Jun-Aug average N2 in the main stem of 
Chesapeake Bay (b) Jun-Aug average bottom salinity at Chesapeake Bay month (c) 





Storm Agnes. The red shading and blue shading area indicates the relative dry and wet 
period respectively. 
 
Second, the rising of nitrate and phosphate concentration in Susquehanna River 
was fastest in late 1960s (Figure 2.15a). The phosphate concentration reached the 
highest in early 1970s then fell back to low level after 1980s. The coincidence of rapid 
increase of both nitrate and phosphate loading from Susquehanna River, coupled with 
the above-average-flow condition in 1970s, resulted in a steep rise of phytoplankton 
biomass in the Chesapeake Bay around 1970, particularly in the middle bay (Figure 
2.15b). Accordingly, the water column respiration (WCR) in the bottom water 
increased rapidly during the same period and maintained at high level afterwards 
(Figure 2.15c). Furthermore, the lateral and longitudinal expansion of bottom hypoxia 
area can enhance water-column and sediment recycling of dissolved nitrogen and 
phosphorus nutrient and favored further generation of hypoxia. The shift in hypoxia-
nutrient load relation also indicates that with the same amount of nitrate load, the earlier 
period featured with low riverine nitrate concentration and high river flow tended to 
produce less hypoxic volume than the later period with high nitrate concentration and 
low river flow. Although higher river flow would generate larger stratification and 
consequent less vertical ventilation of oxygen to bottom, it also enhanced the exchange 






Figure 2.15 Time series of anomaly (relative to mean condition during 1950-1989) of 
long-term trend of nitrate+nitrite concentration and phosphate concentration of 
Susquehanna River (a), average surface chlorophyll-a concentration in the mid-bay (b) 
and bottom water column respiration rate in the mid-bay (c). Dashed lines and dots in 
(a) indicate the most rapid increase. 
 
Although it is the first modeling effort to reproduce eutrophication driven 
hypoxia development in Chesapeake Bay, long-term ecological change due to 
eutrophication is not considered in the model, this study successfully reproduced the 
expansion of hypoxic water with a possible regime shift ~1970s. More thorough study 
on the changes of biogeochemical cycling and physical process and their impacts on 
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Chapter 3: Discerning effects of warming, sea level rise and 






This chapter aims to study the ongoing climate change 
impacts in comparison to the nutrient reduction on 
Chesapeake Bay hypoxia. It is a reproduction of work 
will soon appear in the Journal of Geophysical Research: 
Oceans with coauthors Ming Li and Jeremy Testa. The 
right to reuse this work was retained by the authors when 
publication rights and nonexclusive copyright were 
granted to the American Geophysical Union. 
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Anthropogenic nutrient enrichment of estuaries has contributed to the 
degradation of water quality by fueling phytoplankton production and associated 
depletion of oxygen (hypoxia) from bottom waters in coastal systems worldwide (Diaz 
and Rosenberg, 2008; Kemp et al., 2009; Zhang et al., 2009; Breitburg et al. 2018). 
Despite the fact that many coastal regions have made major public commitments to 
reduce nutrient loading and reverse this trend of declining water quality and habitat 
conditions, estuaries in the U.S. and around the world continue to experience hypoxia 
and deteriorating water quality (Conley et al., 2009; Duarte et al., 2009; Scavia et al., 
2017; Fennel and Testa, 2019). A major impediment to achieving restoration successes 
is the complicating effect of climate variability and climate change. Large interannual 
fluctuations in river flows result in highly variable nutrient loading and strong 
interannual variability in hypoxia (Justic et al., 2003; Hagy et al., 2004; Bever et al., 
2013; Li et al., 2016). Longer-term climate changes, such as warming and sea level 
rise, exert more subtle controls on biogeochemical processes, and their effects on 
hypoxia in estuarine and coastal systems are not well understood.   
 
There has been worldwide implementation of nutriment management strategies 
in the coastal hypoxic regions. In Baltic Sea, continuous efforts have been made to 
reduce anthropogenic nutrient load since the late 1980s by Helsinki Commission 
(HELCOM) and an international agreement of Baltic Sea Action Plan (BSAP; 





country. With modest reduction in nitrogen and phosphorus loads over the past 
decades, there was only local recovery of water quality (Conley et al., 2009). In 
northern Gulf of Mexico, although the action plan was released by Mississippi 
River/Gulf of Mexico Watershed Nutrient Task Force in 2001, little sign of reduction 
in nutrient load as well as the extent and intensity of hypoxia has been revealed lately 
(Rabalais et al., 2010; Van Meter et al., 2018). In contrast, major improvement of 
oxygen condition has been reported in Tampa Bay, Northwest Black Sea and northern 
Adriatic Sea, where substantial decrease of anthropogenic nutrient inputs occurred 
(Greening&Janicki, 2006; Mee et al., 2006; Giani et al., 2012). However, there are 
exceptional coastal regions, such as Bohai Sea and Pearl River Estuary, where the 
anthropogenic eutrophication is still ongoing (Xin et al., 2019; Qian et al., 2018). 
Expanded and more severe seasonal hypoxia has been emerging in these regions in 
recent decades (Zhai et al., 2019). The above cases with distinct changes of nutrient 
load (i.e. modest, little, large reduction and increase) suggest that unless the nutrient 
load reduction is sufficiently significant and overtakes other factors, the remediation of 
hypoxia is difficult to be fully achieved, especially in large and open systems where 
the climatic influences are prominent. 
 
Climate change related sea level rise, warming, altered pattern of precipitation 
and wind can generate varied effects on coastal hypoxia (Altieri and Gedan, 2015). In 
Baltic Sea, North Sea and Chesapeake Bay, sea level rise may lead to reinforced salt 
influx and stronger vertical stratification with consequent oxygen decline in bottom 





increase the temporal and spatial extent of hypoxia via reduced oxygen solubility, 
enhanced oxygen consumption and intensified internal nutrient cycling (Meier et al., 
2011; Lake&Brush, 2015; Irby et al., 2018). More than 30% of observed decrease of 
oxygen in Long Island Sound during the past two decades can be attributed to the 
increased temperature (Staniec&Vlahos, 2017). Wind and river discharge can 
significantly affect coastal hypoxia with modification of physical supply of oxygen 
through circulation and vertical mixing (O’Donnell et al., 2008; Scully, 2010; 
Hetland&DiMarco, 2008). Changes in wind speed, direction and freshwater discharge 
play a crucial role to control the interannual and long-term variation of hypoxia in 
addition to nutrient loads (Wilson et al., 2008; Feng et al., 2012; Scully, 2010, 2016; 
Zillén et al., 2008). Therefore, the climate forces can generate comparable impact with 
nutrient loads on coastal hypoxia, and changes of climate can possibly overcome 
nutrient reduction effects (Meier et al., 2011). 
 
Retrospective analysis of water quality monitoring data in Chesapeake Bay 
have found no long-term trends in the magnitude of summer hypoxia but an apparent 
early shift of the seasonal hypoxia cycle. Murphy et al. (2011) analyzed 60-year records 
of hypoxic volume since 1950s. They found significant increases in early summer 
hypoxia but a slight decrease in late summer hypoxia between 1985 and 2009.  Zhou 
et al. (2014) reached a similar conclusion that the timing of the maximum hypoxic 
volume shifted from late to early July but there was no long term trend in the seasonal-
maximum of the hypoxic volume. No significant trend was found in the timing of 





during 1985-2010. On the other hand, Testa et al. (2018) suggested a speed-up of the 
seasonal hypoxia cycle due to warming: larger early summer hypoxic volume but 
smaller late summer hypoxic volumes in recent decades.  Testa et al. (2018) also 
suggested that spring phytoplankton biomass in the lower Bay was reduced due to 
modest reduction of nitrate input. However, including extended data prior Chesapeake 
Bay Program in 1984, Harding et al. (2016) found little sign of decreasing annual 
integrated chlorophyll-a in the lower Chesapeake Bay. The modeling studies from 
Scully (2016) and Du et al. (2018) suggested the importance of physical processes on 
Chesapeake Bay hypoxia, and indicated a worsened physical condition over the past 
few decades. However, they only utilized physical model with simple assumption on 
oxygen and the complete hypoxia-related biogeochemical processes were lacking in 
their studies. 
 
Coordinated plans to control point and nonpoint sources of pollution and 
improve water quality of Chesapeake Bay initiated in 1983. The Total Maximum Daily 
Load (TMDL) was developed in 2010 to set pollution limits to meet water quality in 
the Chesapeake Bay and its tidal tributaries (USEPA, 2010). The nitrate concentration 
of Susquehanna River, which is the major source of nutrient inputs, has been reduced 
by ~15% over the past three decades (Zhang et al., 2015). Meanwhile, Chesapeake Bay 
has been experiencing rapid climate changes, including both warming and sea level rise 
(Ding and Elmore, 2015; Boon&Mitchell, 2015). However, previous studies have not 
found significant alleviation of long-term summer hypoxia in Chesapeake Bay, 





observational studies is that they could not separate the individual effects of nutrient 
reduction and climate changes, and determine the driving force for the long-term trend 
in hypoxia in Chesapeake Bay. Also, limited by the sparse measurement data, the 
estimations from observational studies might be biased and not entirely reliable. As an 
emerging tool in marine science research, numerical model can generate high 
resolution data in both time and space and provide mechanistic insight of the changes 
in marine system.  
 
Therefore, the objective of this study is to use numerical model to quantify the 
relative importance of recent nutrient reduction and climate changes on the long-term 
changes of oxygen in Chesapeake Bay. The coupled physical-biogeochemical model is 
adopted to implement both hindcast and scenario simulations of Chesapeake Bay 
during 1985-2016. We apply sophisticated statistic model to analyze the simulated 
oxygen and other properties in four sub-regions of Chesapeake Bay main stem, 
considering the non-linear trend and large seasonal variations. Then scenario-based 
simulations removing individual forcing of sea level rise, warming and nutrient 
reduction are conducted in comparison with the hindcast simulation. The effect of each 
forcing on seasonal hypoxia and long-term trend are further investigated. The results 
of this study can help managers to assess the effectiveness of current nutrient reduction 
to alleviate hypoxia in Chesapeake Bay, and propose adaptive management strategies 








A coupled hydrodynamic-biogeochemical model was used to conduct hindcast 
simulations of dissolved oxygen in Chesapeake Bay between 1985 and 2016. The 
model outputs were analyzed to identify long-term trends in hypoxia. Additional model 
runs were designed to discern mechanisms that drove the long-term changes.   
3.2.1 Coupled hydrodynamic-biogeochemical models (ROMS-RCA) 
The hydrodynamic submodel is based on Regional Ocean Modeling System 
(ROMS) model (Shchepetkin and McWilliams, 2005; Haidvogel et al., 2008), which 
has been configured for Chesapeake Bay (Li et al. 2005) and validated against a wide 
variety of observational data (Li et al. 2005, 2006; Zhong and Li, 2006; Xie and Li, 
2018). The model has 120×80 horizontal grids (~1-2 km resolution) and 20 sigma-
coordinate layers in the vertical direction (Figure 3.1b). MPDATA advection scheme 
is employed for temperature and salinity (Smolarkiewicz and Margolin, 1998). The 
vertical eddy viscosity and diffusivity are calculated using the k–kl turbulence closure 
scheme (Warner et al., 2005) with the background diffusivity and viscosity set at 
5×10−6 m2 s−1. A quadratic stress is implemented at the sea bed, assuming that the 







Figure 3.1 (a) Map of Chesapeake Bay. The yellow stars mark NOAA tidal gauge 
stations, the green squares mark NOAA buoys, and the red dots mark EPA Chesapeake 
Bay Program (CBP) monitoring stations. The eight major rivers are highlighted in dark 
blue letters. (b) ROMS-RCA model grid. The yellow, light green, dark green and purple 
regions indicate four subregions in the estuary: upper bay, upper middle-bay, lower 
middle-bay and lower bay. The red and blue lines show the river and ocean boundaries 
of the model.  
 
ROMS model is driven by the atmospheric, riverine and oceanic forcing at the 
boundaries (Figure 3.1b). Across the sea surface, the air-sea fluxes of momentum and 
heat were calculated by applying the standard bulk formula (Fairall et al., 2003) to the 
atmospheric products from the North American Regional Reanalysis (NARR) 
(Mesinger et al., 2006). The atmospheric variables include surface air pressure, relative 
humidity and air temperature at 2 m above surface, downwelling longwave radiation 
and net shortwave radiation at surface, and wind speed at 10 m above the sea surface. 
At the offshore boundary, the model is forced by open-ocean sea level, temperature and 





calculated from 10 harmonic constituents (M2, S2, N2, K2, K1, O1, P1, Q1, Mf and Mm) 
interpolated from the Oregon State University global inverse tidal model TPXO7 
(Egbert and Erofeeva, 2002). The later was obtained from de-tided water level at Duck, 
NC (NOAA station ID: 8651370). Temperature and salinity at the offshore boundary 
were interpolated from the World Ocean Atlas (WOA) climatological averages. At the 
upstream boundaries of eight major tributaries (Figure 3.1a), the freshwater discharge 
were obtained from daily measurements at USGS gauging stations 
(http://nwis.waterdata.usgs.gov/nwis). Daily temperature at the tributaries was 
interpolated from Chesapeake Bay Program monitoring stations 
(https://www.chesapeakebay.net/).  
 
The biogeochemical model is based on Row-Column AESOP (RCA) which 
includes a water column component (Isleib et al., 2007) and a sediment component (Di 
Toro, 2001; Testa et al., 2013; Brady et al., 2013). The water-column model includes 
state variables representing dissolved inorganic nitrogen, phosphorus, and silica, 
particulate and dissolved organic nitrogen and phosphorus, two phytoplankton groups 
and dissolved oxygen (O2). The sediment model has one aerobic layer and one 
anaerobic layer, and simulates the cycling of carbon, O2, nitrogen, phosphorus and 
sulfur. RCA is driven by loads of dissolved and particulate nutrients from river and 
ocean. Riverine concentration of phytoplankton, particulate and dissolved organic 
carbon, organic and inorganic nutrients were obtained from Chesapeake Bay Program 
(CBP) bi-weekly monitoring data at the eight tributaries. Nutrient concentration at the 





et al. (2011). The atmospheric deposition of dissolved inorganic nutrient on the 
estuary’s surface was less than 3% of the riverine nutrient loading and thus not 
considered in this study (Li et al., 2016). ROMS-RCA was previously used to predict 
the seasonal development and interannual variation of hypoxia in Chesapeake Bay 
(Testa et al., 2014; Li et al., 2016; Shen et al., 2019). 
 
In this paper ROMS-RCA was used to make hindcast simulations over 3 
decades: 1985- 2016. EPA CBP have carried out regular monitoring cruises since 1985 
and collected measurements of water quality parameters such as dissolved oxygen at a 
number of monitoring stations, providing a rich data set to compare with the model 
results. ROMS was initialized on 1 January 1984 and run continuously until 31 
December 2016. Results from the spin-up period of 1984 were not analyzed. ROMS 
outputs were saved at hourly intervals and then used to drive RCA in an offline mode. 
RCA was initialized on 1 January every year using the water-quality data collected in 
the preceding month. RCA was run on the same grid as ROMS with a time-step of 450 
seconds, and RCA outputs were saved at 4-hour intervals. 
3.2.2 Statistical analysis approaches 
Water quality parameters such as salinity, dissolved oxygen and chlorophyll-a 
in Chesapeake Bay display large seasonal and interannual variations. To detect long-
term trends, we used the Generalized Additive Model (GAM) (Hastie and Tibshirani 
1986, 1990). GAM is preferable over the generalized linear regression model due to its 
flexible specification of the response’s dependence on the covariates (Wood, 2006). It 





random effects. GAM was previously used to analyze long term trends in Chlorophyll-
a (Chl-a), nutrient concentration and dissolved oxygen in Chesapeake Bay using the 
monitoring data collected by CBP and others (Harding et al., 2015; Testa et al., 2018; 
Murphy et al., 2019).  
Time series extracted from the model outputs were analyzed using GAM as 
below: 
yt ~ yt-1 + s(dnum) + s(doy) + s(sal) + ti(dyear, doy) + ti(dyear, sal)  
      + ti(dyear, doy, sal)                                                                                          (3.1) 
where yt represents the response variables as O2 and Chlorophyll-a, yt-1 represents the 
same variables at the preceding time step to account for the autocorrelation, dnum is 
the number of month relative to the reference time (e.g. 1 for Jan. 1985), doy is the 
number of month in a year (e.g. 1 for January), and sal is the monthly averaged salinity 
representing the influence of flow. Among the functions used in GAM, s() is a smooth 
function with thin plate regression splines [s(doy) was fitted with cyclic cubic spline to 
ensure a smooth seasonal cycle], ti() represents tensor product of two smooth functions 
to account for the interaction between these two variates. In Equation (1), s(dnum) 
represents the long-term residual, s(doy) represents the seasonal cycle, and s(sal) is 
meant to capture the effects of salinity on the interannual variabtions. The high-order 
term ti(dyear, doy) allows the seasonal cycle to change over time. In the GAM model 
built for salinity, the river discharge was used in Equation (3.1) instead of salinity, since 
it has been shown to be strongly influenced by flow (Beck and Murphy, 2017) and the 
residence time of Chesapeake Bay is of the order of months. Only the term s(dnum), 





Chesapeake Bay is a relative shallow system dominated by air-sea fluxes exchange.  
The objective of GAM is to minimize the generalized cross-validation (GCV) score 
and maximize the model R2 and percentage of deviation explained. The GAM structure 
in Equation (3.1) considered the pattern of response variables in long-term trend 
(s(dnum)), seasonal cycle (s(doy)), relation with flow (s(sal)) and changing seasonal 
cycle/flow with time (ti()).  
 
In addition, an adjusted GAM model was constructed for the summer averaged 
bottom O2 from 1985 to 2016:  
yan ~ s(dyear) + s(flow_JM) + s(temp_JA)                                                 (3.2) 
where yan represents the summer averaged bottom O2, s() stands for the smooth function 
with thin plate regression splines, dyear represents the number of years since 1985, 
flow_JM represents the averaged January-May Susquehanna River discharge, temp_JA 
represents the summer averaged (June to August) temperature. The predicted GAM 
model was run with repeated mean flow_JM and mean temp_JA over 1985-2016 as 
flow and temperature adjusted GAM, while other variates were allowed to vary. The 
resulting predictions show what O2 would have been if the river flow and temperature 
had remained unchanged.  
 
To investigate estuary-wide responses, we calculated the spatial averages over 
different regions of the Bay. The main stem of Chesapeake Bay was divided into four 
sub-regions: upper bay (oligohaline), upper and lower mid-bay (mesohaline), and lower 





two subregions to better account for the bathymetric and hydrodynamic controls of 
hypoxia. In each region, temperature, salinity, O2 and Chlorophyll-a in the surface layer 
and bottom layer were calculated from ROMS-RCA and averaged at monthly intervals. 
The R package ‘mgcv’ of version 1.8-15 (https://cran.r-project.org/web/packages/ 
mgcv/index.html) was used to develop the GAM for each sub-region. Degrees of 
smoothing (knots=k) in each smooth function were selected by the program to 
minimize the GCV score. 
 
The non-parametric Mann-Kendall (MK thereafter) trend test was applied to 
the time series to statistically assess if there is a monotonic upward or downward trend 
of a variable over time (Mann, 1945; Kendall, 1975; Gilbert, 1987). A monotonic 
upward/downward trend means that the variable consistently increases/decreases 
through time, but the trend may or may not be linear. A key assumption in the MK 
trend test is that the data points are not serially correlated over time. This would require 
that the time between two samples be sufficiently large so that there is no correlation 
between data collected at different times. The MK test was applied to both the external 
forcing such as air temperature and offshore sea level time series as well as state 
variables such as sea level, temperature, salinity, O2 and hypoxic volume in Chesapeake 
Bay. Since these variables exhibit large seasonal and interannual variations, care is 
needed when applying the MK test to detect the long-term trend. We either calculated 
monthly averages or used the GAM model to remove the short term signals. To 
calculate the linear trends of the time series, we used the non-parametric Theil-Sen 





estimator is a method for robustly fitting a line to sample points in a plane by choosing 
the median of the slopes of all lines through pairs of points. The significance level a 
was set as 0.05 for both tests. 
3.2.3 Model scenarios 
Warming, sea level rise and nutrient management are the three major factors 
driving the long-term changes in Chesapeake Bay. Although the river flows displayed 
strong interannual variations, they showed no long term trend between 1985 and 2016 
(Figure 3.2d). To tease out how each of these external factors affected the hypoxia in 
the estuary, we conducted three scenario model runs in which the long-term trend in 
temperature (DtrTEMP run) or sea level (DtrSLR run) or nutrient loading (DtrNut run) 







Figure 3.2 (a) Relationship between winter-spring (January-May) Susquehanna River 
flow and nitrate loading during 1985-2000 (black) and 2001-2016 (red). (b)-(c) 
Monthly NO23 and PO4 concentrations (black lines) and detrended NO23 and PO4 
concentration (red lines) in the Susquehanna River. (d) Monthly averaged Susquehanna 
River discharge. 
 
Both the air temperature over Chesapeake Bay and the riverine temperature in 
the tributaries have increased over the past several decades (Ding and Elmore, 2015; 
Rice and Jastram, 2015). The riverine temperature influences the estuarine temperature 
through river inflows while the air temperature affects it through the air-sea heat fluxes. 
To remove the long-term trends in temperature forcing in DtrTEMP run, Mann-Kendall 





boundary of the eight major tributaries as well as the heat flux-related variables (air 
temperature, humidity, solar radiations) at NARR grids over Chesapeake Bay:  
!"#$%#&" = !(%)*)&+, − ./0123×(!672 − 	1/1/1985)																																						(3.3) 
where Toriginal represents the original time series of each variable (i.e. river temperature, 
surface air temperature, humidity, downwelling long-wave radiation and net short wave 
radiation), Tdetrend represents the detrended variables. SlopeT is the Theil-Sen slope 
calculated from the original data. Eq. (3.3) was only applied to the grids or tributaries 
when the p-value of M-K test was less than 0.4. Temperature in the Mid-Atlantic Bight 
also increased over the past few decades (Lentz, 2017), but no long-term temperature 
series were available near the mouth of Chesapeake Bay. The Base run, which was 
forced by the climatological temperature and salinity at the offshore boundary, 
accurately simulated the observed warming inside the Bay (see the next section).   
 
To remove the sea level rise in DtrSLR run, we removed the linear trend of the 
observed de-tided sea level time series at Duck, North Carolina. The detrended non-
tidal sea level component was then added to the tidal sea level to produce the sea level 
time series at the offshore boundary:   
.A"#$%#&" = BCDEF − ./012G×(!672 − 	1/1/1985) 	+	.A$)"#																							(3.4)			 
where HDuck represents the de-tided sea level time series at Duck, N.C., SlopeH is the 
Theil-Sen slope obtained from the de-tided time series at Duck, SLtide is the tidal sea 






Riverine nutrient concentration in the Susquehanna River and other tributaries 
have shown not only seasonal and interannual variations due to river flows but also 
long term changes due to nutrient management practices (Langland et al., 2007; Zhang 
et al., 2015) (Figure 3.2). At the same flows from the Susquehanna River, the nitrate 
loading in 2001-2016 was appreciably lower than in 1985-2000 (Figure 3.2a), as 
reported in Testa et al. (2018). To examine how the nutrient management affected the 
long-term trend in hypoxia, we conducted DtrNut run in which the long-term trends in 
the river nutrient concentration were removed (Figures 3.2b-c). Since the hypoxia in 
Chesapeake Bay is mostly caused by autochthonous primary production fueled by 
riverine inorganic nutrients, only the time series of nitrate+nitrite and phosphate 
concentration from the Susquehanna River were detrended.  Because the nutrient loads 
were highly influenced by streamflow and season, we applied the additive approach 
based on the flow-normalized nutrient concentration from USGS Chesapeake Bay 
Nontidal Monitoring Program (https://cbrim.er.usgs.gov). The monthly averaged 
maximum concentrations during 1985-1989 (“peak period”) were estimated, and the 
differences in the nutrient concentration between this peak period and each year in 1985 
to 2016 were calculated. These differences were then added to the original riverine 
nutrient concentration:  
J"#$%#&" = J(%)*)&+, + (JKL#+F	L#%)(" − 	JK)																																									(3.5) 
where Cdetrend and Corginal are the detrended and original riverine nutrient concentration 
respectively, CF is the flow-normalized nutrient concentration during 1985-2016 and 





the M-K test was applied to the newly-generated nutrient time series to ensure that no 
decreasing trend remained.  
3.3 Model-simulated long-term changes and comparison with observation 
Results from the 30-year (1985-2016) hindcast model simulation (Base run) are 
presented, with a focus on identifying long term trends in dissolved oxygen and 
hypoxia. To support the use of model simulations to quantify trends, we first evaluated 
the model-predicted sea level, temperature and O2 in Chesapeake Bay against long-
term observations.  
3.3.1 Sea level rise and warming 
Model-predicted monthly averaged water levels at selected NOAA tidal 
gauging stations (locations marked in Figure 3.1a) were compared with monthly 
averaged observations in Figure 3.3. The model accurately captured the seasonal and 
interannual sea level variations in the estuary. The correlation coefficient between the 
predicted and observed monthly sea levels is around 0.95 and the standard deviations 
of the predicted and observed sea level are very close to each other (Figure 3.4a). Mann-
Kendall trend test indicate that both the modelled and observed sea levels show a 
statistically significant upward trend, with small p-values (Table 3.1). The Theil-Sen 
estimator was used to calculate these linear trends. The modelled sea levels at the tidal 
gauge stations rose at a rate of 4.7-4.9 mm/year while the observed sea level rise rate 
varied from 4.3 to 6.6 mm/year between 1985 and 2016. The ROMS model is forced 
by the offshore sea level at Duck, North Carolina, which rose at a rate of 4.5 mm/year. 





Miller et al. 2013) and ground water extraction produced non-uniform relative sea level 
rise rates in Chesapeake Bay (Boesch et al., 2018). This was not considered in our 
model runs. Nevertheless, the difference between the predicted and observed long-term 
trend over the past 30 years was relatively small and should not significantly affect 
hypoxia simulations. 
 
Figure 3.3 (a) Time series of water level of Duck, North Carolina used to forced the 
ROMS model. The blue line shows the hourly observations, the cyan line shows de-
tided water level and the red line is the linear trend. (b)-(f) Modeled (black line) and 







Table 3.1 Sen’s slope, significance and RMSE of monthly observation and modeled 
water level at NOAA gauge stations. 
 
  obs obs mod mod RMSE 
mm/yr p-value mm/yr p-value (m) 
Baltimore 4.3 <0.01 4.7 <0.01 0.149 
Annapolis 4.9 <0.01 4.7 <0.01 0.081 
Cambridge 5.1 <0.01 4.8 <0.01 0.066 
Solomon 6.2 <0.01 4.8 <0.01 0.066 
Lewisetta 6.6 <0.01 4.8 <0.01 0.064 
Kiptopeke 4.4 <0.01 4.9 <0.01 0.035 
 
The model-predicted surface water temperature compared well with the 
observations at the NOAA tidal gauging stations (Figure 3.5). Temperature at the tidal 
gauge stations was sampled at hourly intervals and averaged to produce monthly 
averaged temperature. The model not only captured the annual cycle but also the long 
term warming trend. The correlation coefficient is 0.99 and the normalized standard 
deviation is close to 1 (Figure 3.4b). We used the Theil-Sen estimator to calculate the 
linear trends in the temperature time series: the observation showed an average 
temperature increase of 2.0 oC among these five stations and the modelled temperature 
showed an average warming of 1.8 oC (Table 3.2). However, the p-value for both the 
observed and modelled time series are larger than 0.05, indicating that this warming 
trend is not statistically significant when compared against large annual cycle.  
Table 3.2 Sen’s slope, significance of Mann-Kendal trend test and RMSE of monthly 
observation and modeled surface water temperature at NOAA tidal gauge stations. 
 
  
obs obs mod mod RMSE 
°C/32yr p-value °C/32yr p-value (°C) 
Tolchester 1.95 0.45 1.52 0.24 1.29 
Thomas Point 1.40 0.25 1.99 0.11 1.50 
Solomon 1.51 0.46 2.02 0.10 1.57 
Lewisetta 2.10 0.34 2.03 0.08 1.59 







Figure 3.4 Taylor diagram for comparing the modelled and observed water level (a) 
and surface temperature (b) at NOAA tidal gauge stations, and surface (c)/(e) and 








Table 3.2 Sen’s slope, significance of Mann-Kendal trend test and RMSE of monthly 
observation and modeled surface water temperature at NOAA tidal gauge stations. 
 
  
obs obs mod mod RMSE 
°C/32yr p-value °C/32yr p-value (°C) 
Tolchester 1.95 0.45 1.52 0.24 1.29 
Thomas Point 1.40 0.25 1.99 0.11 1.50 
Solomon 1.51 0.46 2.02 0.10 1.57 
Lewisetta 2.10 0.34 2.03 0.08 1.59 
Kiptopeke 3.08 0.11 1.29 0.23 1.84 
  
Next we compare the predicted and observed surface and bottom water 
temperature at a few stations arrayed along the center deep channel of the Bay (Figure 
3.6, Table 3.3). The CBP monitoring cruises collected temperature measurements at 
these stations at bi-weekly or monthly intervals. These data are directly compared with 
hourly model output. Once again the model accurately captured the observed 
temperature time series in both surface and bottom waters (Figures 3.4c-d), although 
the model tended to slightly overestimate temperature by ~1.2°C. Both the long-term 
monthly averages from observations and model simulation show clear increasing trends 
from 1985 to 2016 (Figure 3.6). Over the 32-year time period, surface water 







Figure 3.5 (a) Surface air temperature at a mid-bay location obtained from NARR (see 
Figure 3.1b for its location). The blue line indicates 3-hourly reanalysis outputs, the 
cyan line shows monthly filtered data and the red line is the linear trend. (b)-(e) 
Modeled (hourly, thin blue lines) and observed (grey dots, monthly) surface 
temperature at NOAA tidal gauge stations.  
 
Further inspection on the simulation results suggests that the water temperature 
of every sub-regions in Chesapeake Bay is increasing and the trend is statistically 
significant (Table 3.4). The surface water temperature is generally increased by 1.3-
1.8°C at different sub-regions over the past 32 years from 1985 to 2016. The simulated 
increases fall into reasonable range compared with the study of Ding and Elmore (2015) 
using remote sensing images to estimate the trend of Chesapeake Bay surface water 
temperature. The simulated results also suggest that the Chesapeake Bay salinity 
increases by ~0.3psu during 1985-2016 with sea level rise (Table 3.3). The increasing 
trend is statistically significant in both surface and bottom water and becomes weaker 
in the lower bay. It is very close to the estimation from Hong and Shen (2012) with 







Table 3.3 Theil-Sen’s slope, significance of M-K trend test of observed water 
temperature and monthly averaged model results at CBP stations and Root-Mean-
Square-Error(RMSE) between model results and observation data 
 
    obs obs mod mod RMSE 
    °C/32yr p-value °C/32yr p-value (°C) 
 CB3.1 1.78 0.09 1.46 0.22 1.03 
surface CB4.1C 1.52 0.17 2.05 0.1 1.18 
 CB5.2 1.48 0.16 2.18 0.08 1.17 
 CB6.2 2.07 0.05 1.86 0.12 1.52 
  CB3.1 1.46 0.14 1.65 0.12 1.47 
bottom CB4.1C 1.47 0.13 1.9 0.09 1.51 
 CB5.2 1.35 0.18 1.76 0.1 1.6 
  CB6.2 1.6 0.09 1.61 0.11 1.63 
 
 
Figure 3.6 (a)-(h) Modeled (hourly, blue lines) and observed (grey dots) surface/bottom 











Table 3.4 Sen’s slope and significance of monthly modeled surface and bottom water 
temperature, salinity at upper, upper-mid, lower-mid and lower Chesapeake Bay region 
in Base run  
  Temperature (°C)  Salinity (psu) 
  MK-p Sen-32yr  MK-p Sen-32yr 
 
surface 
upper <0.01 1.31  1.58E-03 0.30 
up-mid <0.01 1.80  5.90E-02 0.30 
low-mid <0.01 1.77  1.35E-02 0.30 
lower <0.01 1.23  3.65E-01 0.12 
 
bottom 
upper <0.01 1.34  2.10E-02 0.24 
up-mid <0.01 1.65  2.28E-02 0.30 
low-mid <0.01 1.57  1.68E-02 0.20 
lower <0.01 1.08  7.98E-02 0.16 
 
3.3.2 Long-term changes in O2 and hypoxic volume 
Figure 3.7 shows a comparison between the modelled and observed O2 
concentration in the surface and bottom waters at the CBP monitoring stations over the 
32 year period. The model outputs are saved at 4-hourly intervals while the sampling 
data were collected at bi-weekly or weekly intervals. Clearly the model captured the 
seasonal cycle of dissolved oxygen as well as the interannual variations. For the surface 
O2, the correlation coefficient ranges from 0.70 to 0.95 and the normalized standard 
deviations is around 1 except that it falls to 0.85 at station CB 4.1C (Figure 3.4e). For 
the bottom O2, the correlation coefficient ranges from 0.87 to 0.95 and the normalized 
standard deviations is around 1 at stations CB 3.1 and CB 4.1C but is 1.1/1.3 at stations 
CB 5.2/CB 6.2 where the model-predicted variance is larger than the observed (Figure 
3.4f). At station CB 6.2, the model did not always capture the observed seasonal 






Figure 3.7 Modeled (4-hourly, blue line) and observed (grey dots) surface (right 
column) and bottom (left column) O2 concentration at CBP monitoring stations. 
 
To identify long term O2 trends, we averaged O2 concentration over the four 
subregions and obtained the regionally averaged O2 concentrations for both the surface 
and bottom waters. The GAM model was used to fit these time series, as illustrated in 
Figures 3.8a-b. GAM fits represented the data with high skill, with the adjusted 
regression coefficient R2 ranging from 0.91 to 0.96. After the seasonal cycle was 
removed, the residuals displayed large interanuual variations, as reported in previous 
studies (e.g. Li et al., 2016). However, O2 declined in all four subregions, with larger 
reductions in surface waters than in bottom waters (Table 3.5). Surface O2 decreased 
by ~0.3 mg/L in the upper and lower Bay between 1985 and 2016, but it decreased by 





saturation concentration and found that it decreased by 0.13-0.29 mg/L over the same 
period. The surface O2 reduction in the mid-Bay clearly exceeded this. The bottom O2 
declined by ~0.3 mg/L in the upper and mid-Bay but ~0.15 mg/L in the lower Bay. 
Mann-Kendall tests were conducted to determine the statistical significance of these 
long term trends in the time series of the regionally averaged O2. All the O2 decline 
trends were statistically significant, with the p-value much less 0.01 (Table 3.5).  
 
Figure 3.8 Time series of modeled monthly (grey line) and GAM fitted (black line) 
surface (a) and bottom (b) O2 concentration averaged in the upper-mid bay. (c)-(j) 
Long-term O2  residuals (grey dots) and their linear trends (red line) in four subregions 











Table 3.5 Sen’s slope, significance monthly modeled surface and bottom O2 at upper, upper-mid, lower-mid and lower Chesapeake 
Bay region in Base run  
 
  DO-Base(mg/L)  DO-DtrTEMP(mg/L)  DO-DtrSLR(mg/L)  DO-DtrNut(mg/L) 
  MK-p Sen-32yr  MK-p Sen-32yr  MK-p Sen-32yr  MK-p Sen-32yr 
 upper 4.95E-04 -0.28      6.50E-01 0.04  2.23E-03 -0.25  1.51E-03 -0.26 
surface up-mid 3.38E-09 -0.53  4.22E-01 -0.07  5.86E-09 -0.53  2.36E-07 -0.48 
 low-mid 3.65E-08 -0.50  3.20E-02 -0.18  1.06E-07 -0.49  6.02E-08 -0.49 
	 lower 1.91E-06 -0.32  8.00E-02 -0.12  2.23E-06 -0.32  7.11E-07 -0.34 
 upper 4.26E-03 -0.29  7.35E-01 0.03  3.32E-02 -0.22  3.58E-03 -0.30 
bottom up-mid 2.25E-03 -0.34  3.67E-01 0.10  7.41E-03 -0.30  5.06E-04 -0.39 
 low-mid 2.75E-03 -0.28  3.87E-01 0.08  1.29E-02 -0.23  2.29E-04 -0.33 
	 lower 1.08E-02 -0.15  3.16E-01 0.06  2.05E-02 -0.14  1.38E-03 -0.18 
surface 
saturation 
upper 3.10E-08 -0.28  3.00E-03 -0.14  5.83E-06 -0.22  - - 
up-mid 2.20E-05 -0.29  2.80E-02 -0.15  3.24E-04 -0.25  - - 
low-mid 4.30E-06 -0.23  3.70E-02 -0.11  1.44E-04 -0.20  - - 





Monthly averaged hypoxic volumes (with O2 concentration less 2 mg/L) were 
calculated for May-September and their variations in 1985-2016 are shown in Figure 
3.9. The non-parametric MK test was applied to the time series of the hypoxic volume 
to identify possible monotonic long term trends. The Sen’s slope in the September 
hypoxic volume was -0.028, amounting to a reduction of 0.9 km3 over the 32-year 
period. In comparison, the Sen’s slope in the July hypoxic volume was 0.014, 
amounting to an increase of 0.46 km3. The Sen’s slope in May, June and August 
hypoxic volume was less than 0.01, indicating no apparent long term trend. However, 
the MK test showed that none of these trends are statistically significant, with all p-
values exceeding 0.05 (Figure 3.9). This suggests that the long-term trend was 
insignificant when compared with the large interannual variations in the hypoxic 
volume.  
 
Figure 3.9 Variations in monthly hypoxic volume calculated from ROMS-RCA: May 
(a), June (b), July (c), August (d), September (e). The red line marks a linear fit 






The apparent contradiction between Figures 3.8 and 3.9 motivated us to 
examine the seasonal averaged O2, as shown in Figure 3.10 for the bottom O2 in the 
upper mid-Bay where hypoxia generally occurs. O2 declined by 0.61 mg/L in winter 
and by 0.54 mg/L in spring between 1985 and 2016. In contrast, O2 declined by 0.35 in 
summer but increased by 0.13 in fall over the same period.  In summary, the dissolved 
oxygen declined by an average value of 0.3 mg/L over the past 3 decades, but at much 
faster rates in winter and spring seasons. On the other hand, O2 increased slightly in the 
fall, resulting in a smaller hypoxic volume.  
 
Figure 3.10 Variations in seasonal bottom O2 in upper mid-bay calculated from 
ROMS-RCA: Winter (a), Spring (b), Summer (c), Fall (d). The red line marks a linear 







3.4 Model-scenario analysis to discern driving mechanisms 
To discern the roles of warming, sea level rise and nutrient management in 
driving the long-term trends in hypoxia in Chesapeake Bay, we analyzed the three 
scenario model runs DtrTEMP, DtrSLR and DtrNut and compared them with the Base 
run.   
 
The long-term residual in the GAM fit to the regionally averaged O2, namely 
s(dnum), is shown in Figure 3.11. First, in all the four subregions and in both surface 
and bottom waters, there were no detectable differences in s(dnum) between the Base 
run and DtrSLR run. This suggests that removing sea level rise had little effects on the 
long-term O2 trend in Chesapeake Bay between 1985 and 2016. Second, DtrTEMP run 
showed the largest difference from the Base run. For example, in the DtrTEMP runs, 
surface O2 showed no linear trends in the upper Bay and upper mid-Bay over the 32 
years. It increased slightly in the lower mid-Bay and lower Bay between 1985 and 1995 
and decreased slightly between 1995 and 2016, but the net reduction over the 32 years 
was considerably smaller than surface O2 in the Base run. Bottom O2 showed no linear 
trend in the upper Bay and a weak trend in the lower Bay. In the bottom water of two 
mid-Bay subregions, O2 in the DtrTEMP run trended upwards in 1990-2000, 
downwards in 2000-2010 and upwards again after 2010, but did not display a definition 
direction for change. In comparison, s(dnum) in the Base run displayed an overall 
declining trend over the 32 years, even though it showed oscillations at decadal periods. 
Thus, the widespread reductions in oxygen in the Base run disappeared or were highly 





relatively small differences from the Base run. In general, O2 showed smaller declines 
in DtrNut run than in the Base run, where there were virtually no differences in the 
lower Bay and lower mid-Bay and the differences (smaller declines) were most clear 
in the upper Bay and upper mid-Bay. Thus, the effect of removing the nutrient load 
reduction was to lead to higher oxygen levels relative to the Base run in northern Bay 
regions in proximity to the Susquehanna River.   
 
Figure 3.11 The smooth term representing long-term trend of surface (left) and 
bottom (right) O2 obtained from the hindcast model run and scenario model runs 
removing temperature increase, sea level rise and nutrient management factors. O2 is 
averaged over (a)(b) upper bay; (c)(d) upper mid-bay; (e)(f) lower mid-bay; (g)(h) 
lower bay. 
 
Another way to tease out the individual effects of sea level rise, warming and 
nutrient reduction is to compare the regionally averaged concentration O2 in bottom 
water between the beginning and end of the 32-year period. To filter out interannual 





2016 (Period 2). Figures 3.12a-d show the differences DO2 between Period 1 and Period 
2 from the Base run and three scenario runs. In the Base run, O2 decreased during most 
of times in a year, except during late summer and early Fall (August-October) when O2 
showed a slight increase (< 0.1 mg/L) in the middle and lower Bay. This is consistent 
with the declining September hypoxic volume shown in Figure 3.9. In contrast,  DO2 
was negative in other seasons, reaching (-0.2 to -0.4) mg/L in the lower and upper Bay 
and (-0.5 to -0.7) mg/L in the two mid-Bay regions. It is interesting to note that the O2 
reduction was considerably larger during winter and spring. This resolves an apparent 
contradiction between Figures 3.8 and 3.9 because the largest O2 reduction occurred 
during the non-hypoxic seasons.  
 
We further compared the DO2 between Period 1 and Period 2 in three detrended 
scenario runs (Figure 3.12a-d). Compared with Base run, DO2 in the upper bay from 
DtrSLR run exhibited overall upward shift, indicating a smaller decline in winter-
summer and larger increase in fall. DO2 in the mid and lower Bay regions did not differ 
from the Base run. O2 decline in the upper bay from DtrNut run was smaller in the 
winter but larger in late spring when compared with Base run. In the middle and lower 
bay, DO2 was even negative during summertime. The most dramatic difference with the 
Base run still came from DtrTEMP run, where the O2 decline during winter to early 
spring was substantially reduced in mid and lower bay regions. DO2 even became 
positive from late spring to fall, implying that the bottom O2 concentration increased 
without warming.  In DtrTEMP run, bottom O2 in the upper bay decreased in late winter 






Since the O2 concentration was similar between the Base run and scenario runs 
in Period 1, a comparison of the O2 concentration between the Base and scenario runs 
in Period 2 shed further light on the effects of the individual forcing (Figures 3.12e-h). 
Clearly bottom O2 in DtrTEMP run was much higher than the Base run throughout the 
year, with the largest difference in winter-spring and the smallest difference in fall. The 
surplus reached 0.5-0.7 mg/L in the upper Bay and mid-Bay and 0.3 mg/L in the lower 
Bay. This clearly demonstrated that bottom O2 would be considerably higher without 
warming. Bottom O2 in DtrNut run was somewhat lower than the Base run in the mid-
Bay, indicating that O2 concentration would be ~0.1 mg/L lower without nutrient 
reduction. Bottom O2 was greater in the DtrSLR run than in the Base run, particularly 
in the upper Bay, indicating that O2 would be higher without sea level rise. In 
conclusion, the effect of warming is strongest during winter-spring that predominately 
drives the decline of bottom O2. It can be one order of magnitude larger than the effects 
of other two forcings. Both warming and sea level rise caused the decline of bottom 
O2, while nutrient loads reduction leads to the recovery of bottom O2 during summer 






Figure 3.12 (a-d) O2 differences between Period2 and Period1 in the hindcast run and 
scenario runs. (e-h) O2 differences between scenario runs and the hindcast run in 
Period2. The O2 time series were low-pass filtered to remove the short-term 
fluctuations. 
 
In addition to O2 concentration and hypoxic volume, we examined whether the 
onset and termination of hypoxia shifted over the past three decades. Using the mid-
Bay station CB4.1C as an example, we calculated the day of a year (hypoxia initiation 
day, Tini) when O2 first fell below 2 mg/L in spring and the day of a year (hypoxia 





scatter in Tini spanning from late April to early June, although it most often occurred in 
the month of May (Figure 3.13a). The MK trend test showed that Tini showed no long 
term trend in the Base run. No trend in Tini was detected either in DtrSLR and DtrNut 
runs. On the other hand, Tini in DtrTemp had an appreciable upward trend, with the 
Sen’s slope of 1.8 days/decade. This suggests that the onset of hypoxia would have 
been delayed by ~6 days without the warming over the past 3 decades. This result can 
be seen more clearly when we plot the difference in the hypoxia initiation day ∆Tini 
between the three scenario runs and the Base run. ∆Tini was nearly zero in DtrSRL run, 
indicating that sea level rise had no effects on hypoxia initiation. ∆Tini was slightly 
negative (up to 5 days after 2005, with an outlier of 10 days in 2012) in DtrNut run, 
indicating that nutrient reduction delayed hypoxia initiation in recent years. More 
strikingly, ∆Tini in DtrTemp reached 5-10 days between 2000 and 2016, suggesting that 
warming caused the hypoxia to develop 5-10 days earlier in spring.   
 
Figure 3.13 Hypoxia onset (a) and breakup (c) timing at CB4.1C during 1985-2016 by 
Base run (black solid cicle), DtrTEMP run (red empty circle), DtrSLR run (blue empty 





breakup (d) timing between between DtrTEMP, DtrSLR, DtrNut and Base run 
correspondingly.  
 
There was also substantial scatter in the hypoxia termination day Tter (Figure 
3.13c). The MK trend test showed that Tter shifted earlier in the Base run as well as in 
the three scenario runs if year 2003 and 2011 were removed due to Hurricane Isabel 
and Tropical Storm Lee in fall.  We also calculated the difference in the hypoxia 
termination day ∆Tter between the three scenario runs and the Base run (Figure 3.13d). 
Once again ∆Tter is nearly zero in DtrSLR, indicative of no influence from the sea level 
rise. ∆Tter in both DtrTemp and DtrNut runs is positive but small.  This shows that 
warming and nutrient reduction have less influence on the hypoxia termination than the 
hypoxia initiation, although both drove an earlier termination by several days. 
3.5 Discussion and conclusion 
To investigate long term changes in dissolved oxygen in Chesapeake Bay, we 
used a coupled hydrodynamic-biogeochemical (ROMS-RCA) model to conduct 
hindcast simulations between 1985 and 2016 when regular water quality monitoring 
were available. ROMS-RCA accurately captured the observed O2 time series at the 
CBP monitoring stations, with the correlation coefficient around 0.9 and the normalized 
standard deviation in the range of (0.9-1.1). After the seasonal and interannual 
variations are removed, the dissolved oxygen in all regions of the estuary showed a 
statistically significant downward trend: decreasing ~0.3 mg/L over the past three 
decades. Most of this O2 decline occurred during the winter and spring seasons, with a 
magnitude of (0.5-0.6) mg/L. The hypoxic volume in May-August showed no changes. 





hypoxic volume showed a slight increase (~0.9 km3), and the hypoxia breakup shifted 
earlier in the fall.  
 
The model provided high frequency (4-hourly) and fine resolution (1 km, 20 
vertical layers) outputs of the three-dimensional fields of O2 and other 
physical/biogeochemical state variables, enabling a more robust statistical analysis than 
what could be achieved on sparse water quality data (biweekly or monthly intervals 
and 49 stations distributed in the Bay) collected at the CBP monitoring stations. There 
was general agreement in the direction and magnitude of the long-term trend in oxygen 
concentration, hypoxic volume, and hypoxia termination day between the modeling 
and data analysis. The model results showed that the hypoxic volume decreased in 
September and the hypoxia termination day shifted early by ~5 days over the past three 
decades. This is consistent with the retrospective data analysis by Murphy et al. (2011) 
who found a slight decrease in late summer hypoxia. Testa et al. (2018) confirmed this 
finding and hypothesized that the earlier disintegration of hypoxia resulted from a 
“speeding up” of organic matter consumption associated with warming in combination 
with the suppression of spring phytoplankton biomass in the lower Bay due to modest 
nutrient load reductions. Murphy et al. (2011) also suggested that the hypoxic volume 
increased in early summer, and Testa et al. (2018) hypothesized that elevated early 
summer hypoxic volume was linked to increased winter phytoplankton biomass in the 
upper Bay. The later result is a subject of debate and there is no consensus whether the 
timing of hypoxia initiation has shifted in spring. Zhou et al. (2014) detected no 





a trend in the seasonal-maximum hypoxic volume itself. In a related study, Harding et 
al. (2016) found that the annual mean surface chlorophyll stabilized in the lower and 
upper bay but continued to increase in the mid-Bay since 1980s. All these data analyses 
were based on the same data set, but the apparent differences in their conclusions 
reflected different methodological approaches and different time windows for analysis 
and data aggregation. However, the many analyses of observations also reflect the 
limitations of the data set itself, such as coarse temporal resolution and sparse coverage 
over the complex estuarine geometry. A numerical model validated against the 
observational data can reproduce a high resolution time series as well as spatial 
averages to deduce system-wide metrics, although it must be cautioned that the model 
is only an approximate representation of the estuarine system.            
 
The numerical model also afforded an opportunity to probe underlying 
mechanisms that might have driven the long term changes in O2. We conducted 
additional numerical experiments in which we removed trends in each long term driver 
to discern the separate effects of temperature increases, sea level rise and nutrient 
reduction. Warming was found to the dominant driver of the long-term oxygen decline 
whereas sea level rise had a minor effect (Figures 3.11-3.13). In their retrospective data 
analysis, Murphy et al. (2011) suggested that the increase trend of early summer 
hypoxia might be related to enhanced stratification in June due to regional sea level 
rise. We calculated the depth-averaged stratification N2 in the mid-bay where most of 
hypoxic water is located. Indeed, N2 showed a statistically significant upward trend in 





there were virtually no differences in between the Base run and DtrSLR run, suggesting 
that the increasing trend in the June stratification was not caused by the relatively 
modest sea level rise (~0.15 m over the past three decades). Warming or other physical 
forcings was more likely a cause for the increased stratification. The comparison 
between Base run and DtrNut run indicated that extra nutrient loading would result in 
earlier hypoxia initiation of 2-3 days. This is consistent with the finding of 
Testa&Kemp (2014) that the timing of hypoxia onset is highly related with chlorophyll-
a concentration.  
 
Figure 3.14 June vertical averaged stratification over mid-bay region from Base run, 
DtrSLR run and DtrTEMP run. Black solid line indicates linear regression of Base run 
result. 
 
Warming was found to be the dominant force driving the long-term decrease of 
dissolved oxygen in Chesapeake Bay. Without warming, O2 concentrations in all 
regions of the estuary showed no or weak long term trends over the past three decades 
(Figure 3.11). The magnitude of reduction was about the same as that expected from 





3.5). In the two mid-Bay regions, the bottom O2 decreased by 0.31 mg/L, which was 
slightly larger than -0.26 mg/L expected from solubility reduction. In contrast, the 
surface O2 decreased by 0.51 mg/L, which was twice as much as the solubility effect. 
The integrated water column respiration in the mid-bay showed notable reduction from 
winter to early summer when no warming occurred (Figure 3.15). This suggests that 
water column respiration in the upper water column increased substantially over the 
three decades. A similar story emerged in the lower Bay where the bottom O2 decreased 
by 0.15 mg/L, slightly larger than the solubility reduction, but the surface O2 decreased 
by 0.32 mg/L, twice as much. Relative to 1985-1994, O2 concentration in 2007-2016 
decreased slightly in winter and spring but increased by a similar amount in summer 
and fall in the absence of warming (Figure 3.12). Comparison between the Base run 
and DtrTemp showed that warming led to earlier (~6 days) initialization in the spring 
and earlier disintegration (~ 0.5 days) of hypoxia in the fall (Figure 3.13). This early 
shift is consistent with Testa et al.’s (2018) hypothesis that warming-induced an early 
shift in phenology led to speeding-up of the biogeochemical cycling and seasonal 
hypoxia cycle.  
 
Figure 3.15 Left: monthly averaged water column respiration in mid-bay in Period 2 in 
the hindcast run and scenario runs. Right:  difference of monthly averaged water 






Chesapeake Bay has been subject to extensive efforts to reduce nutrient inputs 
since 1980s. In 1987, a commitment was made to reduce controllable sources of both 
nitrogen (N) and phosphorous (P) by 40% by the year 2000.  Although the actual 
implementation fell short of the goals, there were appreciable declines of dissolved 
nitrogen, as shown in Figure 2 and widely reported by Zhang et al. 2015, Murphy et al. 
2011, Testa et al. 2018, and Harding et al. 2015. At the same flow of the Susquehanna 
River, the total nitrate loading was 5-10 Gg smaller in 2001-2016 than in 1985-2000 
(see also Testa et al., 2018). However, the model results suggested that this nutrient 
reduction only played a minor role in driving the long-term O2 trend over the past three 
decades. The bottom O2 increased by <0.1 mg/L in the middle parts of the Bay, which 
was one third of the O2 increase due to warming (Figure 3.12). Nutrient reduction 
delayed the onset of hypoxia by < 5 days (Figure 3.13b), in agreement with Testa et al. 
(2018)’s hypothesis that modest nutrient reduction suppressed spring phytoplankton 
biomass in seaward waters. Interestingly, nutrient reduction worked in concert with 
warming to cause earlier termination of hypoxia in the fall, as shown in Figure 3.13d. 
It is worth to note that atmospheric deposition and wastewater treatment plants 
discharge into tidal rivers were not included in the model. The additional reduced 
nutrient loads from these sources might further contribute to the recovery of oxygen 
level in the bay. 
 
The main finding of this modeling study is that the warming-induced O2 decline 





suggests that climate change (about 1.5 oC warming) has completely cancelled out 
potential benefits of nutrient management over the past three decades. The only 
improvement is the earlier termination of hypoxia in the fall as warming may have 
caused a phenological shift and the speeding up of the seasonal hypoxia cycle. 
Assuming that the hypoxia responds linearly to nutrient loading, a three-fold increase 
in nutrient reduction would have been needed to compensate for the warming-induced 
deoxygendation. To further clarify the opposing effects of warming and nutrient 
reduction, we extended the GAM model of summer bottom O2 to include the effects of 
both river flow and temperature. The time series of residual O2 in bottom waters of the 
upper mid-Bay showed a moderate upward trend after both the temperature effects and 
river flow were removed (Figure 3.16). This suggests that bottom O2 could have 
increased if there was no warming during the past decades. Nutrient reduction in 
Chesapeake Bay did not lead to a better O2 condition along the reversed trajectory in 
relation to changes in nutrient load, and this result is linked to warming, which may 
have caused a shift in baseline condition and altered the hypoxia response to reduced 
nutrient loads. With projected warming in the mid-late 21st century, recent modeling 
studies on future Chesapeake Bay hypoxia also suggest a modest to large decline in 
bottom oxygen with expanded hypoxic volume (Irby et al., 2018; Ni et al., 2019). 
Relatively larger nutrient reductions and longer recovery times might be required to 






Figure 3.16 (a) June-August averaged bottom DO in upper mid-bay during 1985-2016 
(black dots), GAM model fit (green dashed line) and flow and temperature adjust long-
term trend (yellow solid line) of Base run. (b) June-August averaged water temperature 
in upper mid-bay during 1985-2016. 
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Dissolved oxygen (O2) concentration has been declining in both the open ocean 
and coastal waters (Diaz and Rosenberg, 2008; Breitburg et al., 2018). In the open 
ocean, the oxygen loss is primarily linked to global warming and other climate change 
effects (Stramma et al., 2008; Schmidtko et al., 2017; Levin, 2018). Among the most 
relevant deoxygenation drivers, warming reduces ventilation of deeper waters due to 
stronger stratification in the upper ocean and decreases oxygen solubility (Keeling et 
al., 2010) while raising microbial metabolic rates and oxygen consumption (Deutsch et 
al., 2011). In estuaries and coastal oceans, the depletion of oxygen in bottom water has 
occurred at faster rates than the open ocean (Gilbert et al., 2010) and has been 
traditionally attributed to nutrient and organic matter loading from the surrounding 
watershed and rivers (Kemp et al., 2009; Rabalais et al., 2014; Fennel and Testa, 2019). 
Nevertheless, there is increasing recognition that climate change can also significantly 
affect hypoxia in estuarine and coastal waters (Justic et al., 2003; Meier et al., 2011; 
Bendtsen and Hansen, 2013; Altieri and Gedan, 2015; Claret et al., 2018).   
 
Climate change and climate variability can affect physical processes regulating 
the supply of O2 to the bottom water. In coastal and estuarine waters, freshwater input 
sustains the stratification that contributes to the formation of summer oxygen depletion. 
As a consequence, variations in the hydrologic cycle can affect the extent of hypoxia 
from interannual to long-term time scales (Zillén et al., 2008; Yu et al., 2015; Du et al., 
2018). Wind affects O2 by regulating mixing and advection of O2 to the bottom water 





climate variability can also affect biogeochemical processes that consume O2 in the 
water column and sediment. Nutrient loading from river runoff was shown to drive 
interannual hypoxia variations by regulating phytoplankton growth and water column 
respiration (Justic et al., 2002; Li et al., 2016). Similarly, Grobe et al. (2016) found that 
biological production is a major driver of oxygen deficiency in some parts of the North 
Sea.  
 
With climate change projected to accelerate in the 21st century, it is important 
to take into consideration its effects when modeling hypoxia in estuarine and coastal 
waters and developing nutrient management strategies (Breitburg et al., 2018). Using 
an ensemble of coupled physical-biogeochemical models driven by regionalized global 
climate model outputs, Meier et al. (2011) projected that the hypoxic and anoxic areas 
in the Baltic Sea will increase in the future climate. This regional deoxygenation is 
caused by reduced oxygen solubility and intensified internal nutrient cycling, both of 
which result from increased temperature. Model simulations also showed that the 
warming induced decline of oxygen solubility and intensified stratification will lead to 
significant decrease of bottom-water O2 in the North Sea and Gulf of Mexico by the 
end of 21st century (Meire et al., 2013; Laurent et al., 2018). In a recent modeling study, 
however, Saraiva et al. (2019a) found that the effects of climate change are smaller 
than the effects of considered nutrient load changes in the Baltic Sea.  
 
Chesapeake Bay, the largest estuary in the United States, is characterized by 





estuary with a deep central channel where summer hypoxia mostly occurs. Hypoxia in 
Chesapeake Bay experienced dramatic expansion due to nutrient enrichment between 
1950s and 1980s, but has stabilized since the mid-1990s (Hagy et al., 2004). Water-
column oxygen consumption accounts for most of the oxygen demand and drives the 
interannual variations of hypoxia in the bay (Kemp et al., 1997; Li et al., 2016).  
Freshwater discharge sustains the stratification that contributes to the formation of 
summer low-oxygen water (Zhou et al., 2014; Scully, 2016b). Chesapeake Bay has 
experienced rapid climate change in recent decades, including rapid warming and 
accelerating relative sea level rise (Ding and Elmore, 2015; Boon and Mitchell, 2015). 
Therefore, there is increasing recognition and concern about climate change impacts 
on Chesapeake Bay (Najjar et al., 2010). 
 
Two recent modeling studies have examined the impacts of climate change on 
hypoxia in Chesapeake Bay, but they were forced by simplified changes from climate 
model projections. Wang et al. (2017) investigated the individual and combined effects 
of warming and sea level rise by 2050. Summer anoxic volume was estimated to 
increase by 1.4% due to warming, but sea level rise resulted in a 12% reduction in the 
anoxic volume. In addition to warming and sea level rise, Irby et al. (2018) considered 
the effects of altered river flows. They found that warming reduced oxygen solubility 
year around, changes in precipitation and river flow fueled increased primary 
production, and sea level rise increased bottom water O2 but decreased O2 at mid-





lower O2 in Chesapeake Bay, but its potential impact is significantly smaller than the 
improvement in O2 due to planned nutrient reductions.    
 
The Baltic Sea studies of Meier et al. (2011) and Saraiva et al. (2019b) 
presented results from ensemble simulations to account for climate uncertainty. This 
multi-model projection would generate probabilistic and practical impact assessment. 
However, this approach has not yet been implemented in Chesapeake Bay; previous 
studies were only based on sensitivity analyses to individual climate change factors or 
their combined effects (Wang et al., 2017; Irby et al., 2018). They cannot be directly 
used to make projections for estuarine hypoxia for the future climate. The natural 
climate variability and connections within the climate system (e.g., the relationship 
between temperature, precipitation/evapotranspiration, and river discharge change) 
were also missing in their studies. Therefore, this study utilizes multiple bias-corrected 
climate projections from high-resolution regional climate models to drive a coupled 
physical-biogeochemical model and assess the impacts of future climate change on 
Chesapeake Bay hypoxia. As a large eutrophic estuary with a long history of seasonal 
hypoxia, Chesapeake Bay is well suited as a representative study site, and the climate 
downscaling modeling approach developed here is applicable to other estuaries and 
coastal oceans.     
4.2 Description of climate modeling framework and estuarine model 
To project future changes in Chesapeake Bay hypoxia, we used a coupled 
physical-biogeochemical model that was shown to be skillful in hindcast simulations 





projections from the North American Regional Climate Change Assessment Program 
(NARCCAP) (Mearns et al., 2007). NARCCAP uses a dynamic climate downscaling 
approach by embedding fine-resolution (about 50 km) regional climate models (RCMs) 
of North America into global climate models (GCMs) from the Coupled Model 
Intercomparison Project Phase 3 (CMIP3) (Figures 4.1a-4.1b, Table 4.1). Simulations 
are available for a historical period (1971-2000) and the mid-21st century (2041-2070) 
under the medium-high A2 greenhouse gas emissions scenario (Nakićenović et al., 
2000). Although GCMs results from CMIP5 (Phase 5) are now available, some high-
resolution RCMs outputs needed for driving the estuarine model are not yet available 






Figure 4.1 (a) NARCCAP Regional Climate Model domain in North America. The 
black box indicates the location of Chesapeake Bay. (b) NARCCAP modeling 
framework, including global climate models (in rectangles with solid line) and regional 
climate models (bold font, in rectangles with dashed line). The model names in italics 
indicate the model used in this study. The full model names and references are listed in 
Table 4.1. (c) Chesapeake Bay bathymetry. The solid red line marks the along-channel 
section used to plot the O2 distributions in Figure 4.4. (d) The grid for the ROMS-RCA 
model. The blue area marks the control volume used in oxygen budget analysis in 
Figure 4.7 and Figure 4.11. 
 
The Chesapeake Bay model consists of two sub-models. The physical model, 
based on the Regional Ocean Modeling System (ROMS, Shchepetkin & McWilliams, 





horizontal direction and 20 vertical layers with the maximum depth of 40 m in the deep 
channel (Figures 4.1c-4.1d, Li et al., 2005). ROMS is forced by daily river flows at 
eight major tributaries, by wind stress and heat fluxes at the sea surface, and by sea 
level and climatologies of temperature and salinity at the open boundary. At the 
offshore boundary, the sea level consists of tidal and non-tidal forcing (Egbert & 
Erofeeva, 2002; Li et al., 2005) (Table 4.2). RCM projections for meteorological 
variables are at 3-hourly intervals, and include surface air pressure, relative humidity 
and air temperature at 2 m above the surface, downwelling longwave radiation and net 
shortwave radiation at surface, wind speed at 10 m above the surface. These variables 
were used to calculate the air-sea fluxes of momentum and heat using the standard bulk 
formulae (Fairall et al., 2003). To correct the biases in the NARCCAP meteorological 
outputs, we applied the empirical quantile mapping method, using historical data from 
the North American Regional Reanalysis (NARR) as the observational reference 
(Gudmundsson et al., 2012; Wood et al., 2004; Mesinger et al., 2006). The cumulative 
distribution functions and quantile functions were constructed separately for each 
calendar season (December-February, March-May, June-August, September-
November) for the historical period. For wind, the bias correction was only made on 
the wind speed magnitude due to larger uncertainty in the climate model projections 






























CRCM Canadian Regional Climate Model Caya and LaPrise 1999 
MM5 The Fifth generation Pennsylvania State University–National Center for Atmospheric Research (NCAR) Mesoscale Model Grell et al. 1993 
HRM3 The Met Office Hadley Centre’s regional climate model version 3 Jones et al. 2003 
RCM3 Regional Climate Model version 3 Giorgi et al. 1993a,b; Pal et al. 2000, 2007 
ECP2 Scripps Experimental Climate Prediction Center Regional Spectral Model Juang et al. 1997 
WRFG Weather Research and Forecasting model Skamarock et al. 2005 
GCM 
CCSM3 NCAR Community Climate System Model, version 3 Collins et al. 2006 
CGCM3 Canadian Climate Centre Coupled General Circulation Model version 3 Scinocca and McFarlane 2004; Flato 2005 
HadCM3 The Met Office Hadley Centre’s climate model version 3 Gordon et al. 2000; Pope et al. 2000 






Table 4.2 Model forcing in the historical and future simulations 
 
 
Boundary Historical period (1989-1998)  Future period (2049-2058) 
Atmosphere NARCCAP regional climate model outputs with bias correction in 1989-1998   
NARCCAP regional climate model outputs with bias 




Sea level Tide (TPXO7) + non-Tide (Duck) in 1989-1998 
Based on historical sea level, add projected sea level change 
due to thermal expansion, regional dynamics, land glaciers 
and ice sheet and regional vertical movement   
Salinity WOA monthly data with decadal average  Same as historical 
Temperature WOA monthly data with decadal average   Based on historical, add monthly ocean water temperature change projected by GCMs of NARCCAP 
Nutrient WOA monthly data with decadal average, reference values based on Filippino et al. (2011)   Same as historical 
River 
Discharge USGS monitoring daily discharge in 1989-1998 Based on historical, multiply by the monthly scaling factor from NARCCAP model projection on runoff 
Temperature CBP bi-weekly measurement in 1989-1998 
Based on historical, add future temperature increases 
assuming at the same rate as Rice and Jastram (2015) for 
1961-2010 







The biogeochemical model is based on the Row-Column Aesop (RCA) model, 
which consists of a water-column component (Isleib et al., 2007) and a sediment 
diagenesis component (Di Toro, 2001; Testa et al., 2013; Brady et al., 2013). RCA 
includes two phytoplankton groups, particulate and dissolved forms of organic carbon 
and nutrients (nitrogen, phosphorus and silicon), and O2. The sediment model, which 
exchanges materials with the water column model, has one aerobic layer and one 
anaerobic layer, and simulates the cycling of carbon, O2, nitrogen, phosphorus and 
sulfur. The RCA model for Chesapeake Bay is described in detail in Testa et al. (2014). 
To simulate the historical period as a baseline to make future projections, the river 
inputs of phytoplankton, particulate and dissolved organic carbon, and organic and 
inorganic nutrients were obtained from Chesapeake Bay Program bi-weekly 
monitoring data at eight major tributaries (https://www.chesapeakebay.net/what/data). 
The ocean boundary inputs were acquired from the World Ocean Atlas (WOA) 2013 
and Filippino et al. (2011) (Table 4.2). Atmospheric deposition was not considered in 
this study. 
 
To simulate the mid-21st century, GCM projections for the Northwest Atlantic 
Ocean were used to prescribe changes in the offshore boundary condition for ROMS-
RCA. The relative sea level rise was set to be the sum of the CMIP3 sea level projection 
for the region (Slangen, et al., 2012; Mitrovica et al., 2009; Mitrovica et al., 2011) and 
the local sea level rise due to land subsidence (Zervas, 2009; Miller et al., 2013), 
following Boesch et al. (2013) and Lee et al. (2017) (Table 4.2). To set the temperature 





1971-2000 and 2041-2070 from the GCM outputs and added this difference to the 
historical climatology (Table 4.2). The GCM resolution mostly ranges from 1° to 2° in 
latitude and 2° to 4° in longitude which is too coarse to fully resolve nearshore physical 
and biological processes (Chapman & Beardsley, 1989; Fennel et al., 2006). One 
process is the northward shift of the Gulf Stream which may influence the hydrography 
and biogeochemistry of Chesapeake Bay (Saba et al., 2016). In this study the salinity 
and nutrient concentrations were assumed to remain the same at the offshore boundary 
(Table 4.2).     
 
RCMs in NARCCAP include basic land-surface schemes that interact with the 
atmosphere to generate surface runoff (Milly and Dunne, 2011), but they do not include 
hydrological models or river routing models that can simulate streamflow. Here we 
assumed that future changes in river discharge Q can be approximated by changes in 
the integrated runoff R over the watershed (Table 4.2). Climate-induced changes in 
riverine nutrient and organic matter loading were assumed to be caused by changes in 
the river flows only. Potential impacts of nutrient management strategies (Linker et al., 
2013) and climate-induced changes in watershed denitrification (Howarth et al., 2006; 
Schaefer et al., 2007) were not considered. 
4.3 Climate downscaling projections and numerical experiment 
There is a total of 12 RCM-GCM combinations in NARCCAP (Table 4.1, 
Mearns et al., 2012, 2013). Six of these combinations have a complete data set available 
over Chesapeake Bay and its watershed. The projected changes in surface air 





between the late 20th and mid-21st century are shown in Figure 4.2. All six models 
predict substantial increases in the annual mean air temperature, with the ensemble 
mean of about 1.68 °C and a range from 1.35 to 1.95 °C (Figure 4.2a). The January-
May Susquehanna River flow shows increases in five models, ranging from a low of 
92 m3 s-1 in RCM3_gfdl to a high of 600 m3 s-1 in ECP2_gfdl (Figure 4.2a). Figures 
4.2b and 4.2c show the projected changes in monthly mean surface air temperature and 
monthly mean Susquehanna River flow among the models. There are substantial 
seasonal variations in the changes of temperature and river flow between the late 20th 
and mid-21st century. Warming in air during the summer is greatest and has smaller 
inter-model differences than other seasons (Figure 4.2b). The river flow is projected to 
increase up to 40% during the winter months (December-February) (Figure 4.2c). The 
spring flow is also projected to increase but there are large uncertainties among the 
models. Most models predict a moderate decrease in river flow in summer, with a 5-
10% decline in the model ensemble mean.  
 
Figure 4.2 (a) Projected change in the annual mean air temperature (at 2 m above the 
surface) over Chesapeake Bay versus projected change in Jan-May average 
Susquehanna River discharge between the late 20th and mid-21st century, obtained from 
six GCM-RCM models in the NARCCAP ensemble. GCMs are labeled with lowercase 





are listed in Table 4.1. The red stars mark three GCM-RCMs used for the hypoxia 
projections. Scatter plots of projected changes in monthly mean air temperature (b) and 
monthly mean Susquehanna River flow (c). In (b) and (c), open circles indicate the 
value of each model in (a); solid circles indicate the ensemble mean. 
 
 For the climate downscaling projections for Chesapeake Bay hypoxia, we 
selected RCM3_gfdl, HRM3_hadcm3 and WRFG_cgcm3 which capture the spreads 
among the NARCCAP ensemble members (Figure 4.2a). RCM3_gfdl is the Regional 
Climate Model version 3 (RCM3, Pal et al., 2007) driven by the Geophysical Fluid 
Dynamics Laboratory model (GFDL, Delworth et al., 2006), projecting relatively low 
temperature and streamflow changes. HRM3_hadcm3 is the Hadley Regional Climate 
Model (HRM3, Jones et al., 2003) driven by the Hadley Centre Coupled Model version 
3 (HadCM3, Gordon et al., 2000), projecting moderate temperature increase but large 
streamflow increase. WRFG_cgcm3 is the Weather Research and Forecasting Grell 
model (WRFG; Skamarock et al., 2005) driven by the Third Generation Coupled 
Global Climate Model (CGCM3; Flato, 2005), projecting large temperature increase 
but moderate streamflow increase. Figure 4.3 shows the projected monthly changes in 
air temperature and the Susquehanna River flow from the three RCMs. WRFG_cgcm3 
projects large temperature increases (about 1.9 oC) with weak seasonal variations. It 
also predicts the river flow to increase in winter and spring, decrease slightly in summer 
and increase substantially in the fall. RCM3_gfdl predicts smaller warming (about 1.4 
oC) with strong seasonal variations. It also projects an increase in the winter river 
discharge but mostly decreases in other seasons. HRM3_hadcm3 predicts moderate 
increases in temperature (about 1.7 oC) but with strong seasonal variations, and large 





These three GCM-RCM combinations are not only representative of the ensemble 
mean projection but also capture the spreads within the NACCARP ensemble.  
 
Figure 4.3 Projected changes in surface air temperature over Chesapeake Bay (left 
column) and Susquehanna River discharge (right column) between the late 20th century 
and mid-21st century, obtained from WRFG_cgcm3 (a, b), RCM3_gfdl (c, d) and 
HRM3_hadcm3 (e, f). 
 
Hypoxia in Chesapeake Bay experienced dramatic expansion due to 
eutrophication between 1950 and the 1980s, but has stabilized since the mid-1990s 
(Hagy et al., 2004). We chose ten years (1989-1998) in the late 20th century within the 
NARCCAP historical period to conduct ROMS-RCA reference simulations. ROMS-
RCA future simulations were conducted for ten years (2049-2058) in the mid-21st 
century. The ROMS hydrodynamic model was spun up for two years to reach a quasi-
steady state, and then run continuously for the late 20th century (1989-1998) and mid-
21st century (2049-2058) simulations, respectively. The initial condition of the RCA 
biogeochemical model was based on Chesapeake Bay Program monitoring data for the 
historical period but adjusted to include the effects of warming on decreasing oxygen 





calculated using temperature and salinity from the historical and future ROMS model 
runs. Adding the difference in the oxygen saturation concentration to the initial O2 
condition in the historical RCA run then sets the initial condition for the future RCA 
run.     
4.4 Simulated O2 change 
To show O2 changes between the late 20th and mid-21st century, we calculated 
the climatological mean (10-year average) O2 concentration for the summer months 
(June-August) and plotted its distribution along the center deep channel (its location 
marked in Figure 4.1c). For comparison, observed O2 at a number of monitoring 
stations managed by Chesapeake Bay Program (https://www.chesapeakebay.net) were 
interpolated onto the model grids along the deep channel of the estuary (Figure 4.4, 
obs). ROMS-RCA produced realistic simulations of the observed O2 distribution in 
1989-1998: the hypoxic water occupies the deep channel in the mid-Bay (Figures 4.4a, 
4.4d, 4.4g). The Taylor diagram (Taylor, 2001) provides a quantitative evaluation of 
the model’s skill in predicting the time series of the surface and bottom O2 at a mid-
Bay monitoring station (CB 4.3C) as well the time series of the hypoxic (O2 < 2 mg L-
1) and anoxic (O2 < 0.2 mg L-1) volumes in the Bay (Figure 4.5). These thresholds of 
hypoxia and anoxia are chosen according to hypoxia-related ecological effects (Hagy 
et al., 2004). The correlation coefficient varies from 0.90 to 0.95, indicating that 
ROMS-RCA accurately captures the phase information in the O2 time series. The 
normalized standard derivation straddles around 1, indicating that the model does a 
good job in reproducing the amplitude of variations in the observed time series. The 





by the reanalysis product NARR and shows an improved skill when compared with 
previous modeling efforts (e.g. Irby et al., 2016).  
 
Figure 4.4 Observed (top panel) and (a, d, g) simulated climatological mean distribution 
of the summer O2 concentration along the center deep channel of Chesapeake Bay in 
the late 20th century. The thick black line is the O2=2 mg L-1 contour which defines the 
threshold oxygen concentration for hypoxia. (b, e, h) O2 changes between the late 20th 
and mid-21st century. (c, f, i) Vertical profiles of the mean oxygen concentration of the 
deep water region (>20m) of Chesapeake Bay in the late 20th century (blue) and the 
mid-21st century (red) plotted versus the relative depth, which is defined as the depth 
of a layer divided by the total water depth. The RCMs are WRFG_cgcm3 (a-c), 
RCM3_gfdl (d-f) and HRM3_hadcm3 (g-i). 
 
By 2049-2058, O2 declines nearly everywhere (Figures 4.4b, 4.4e, 4.4h). The 
largest reduction appears in the subsurface water and in the lower bay. O2 concentration 
shows a small reduction in the northern part of the hypoxic zone (between 38.6 and 





increase in the model runs forced by HRM3_hadcm3. To better quantify the O2 
changes, we plotted the vertical profiles of O2 concentration in the deep channel (>20 
m) (Figures 4.4c, 4.4f, 4.4i). O2 concentration shifts lower at all depths, with smaller 
decreases in the deep water.  
 
Figure 4.5 Taylor diagram for the time series for the bottom (a) and surface (b) O2 
concentration at CB4.3C (38.56°N, -76.43°W), and the hypoxic (c) and anoxic (d) 
volume. ROMS-RCA is forced by NARR, and RCMs (WRFG_cgcm3, RCM3_gfdl, 
HRM3_hadcm3). Both the model fields and observation were interpolated to 1st and 
15th of each calendar month. 
 
Compared to the late 20th century, the hypoxic area in the mid-21st century 
expands seaward and upward (Figures 4.6a, 4.6d, 4.6g). This leads to large increases 
in the hypoxic (O2 ≤ 2 mg L-1) and anoxic (O2 ≤ 0.2 mg L-1) volumes (Figures 4.6b, 
4.6e, 4.6h and Figures 4.6c, 4.6f, 4.6i). These volumes were averaged over 1989-1998 





hypoxic and anoxic volumes for 1989-1998. ROMS-RCA captured the observed 
seasonal variations of the hypoxic and anoxic volumes, although the model run forced 
by HRM3_hadcm3 underestimated the anoxic volume (Figure 4.6i). Despite inter-
model differences, all the three model runs project substantial increases in the hypoxic 
and anoxic volumes in the future climate (Figure 4.6 and Table 4.3). WRFG_cgcm3 
and RCM3_gfdl predict larger increases (20-30%), while HRM3_hadcm3 predicts 
smaller increases (~10%). The expansion of the hypoxic and anoxic volumes is 
significantly larger in early to mid-summer (June-July) than in late summer (August 
and September). Another major change from the late 20th to the mid-21st century is the 
earlier initiation of hypoxia, from several days to nearly two weeks. RCM3_gfdl and 
HRM3_hadcm3 also project an earlier termination of hypoxia and a shorter hypoxia 





























Table 4.3 Model projections for the seasonal averaged water temperature, winter-spring Susquehanna River flow (averaged over 
January-May), relative sea level rise (RSLR), annual cumulative and averaged summer (June-August) hypoxic volume (HV) and 
anoxic volume (AV), the duration (days), initiation and termination days of hypoxia (day of year, threshold is set at 0.5 km3) in the 
main stem of Chesapeake Bay for the late 20th and mid-21st century.  
 
   WRFG_cgcm3   RCM3_gfdl   HRM3_hadcm3  






winter 6.3(±0.7) 8.3(±0.4) 2.0 6.1(±0.7) 7.6(±0.5) 1.5 6.1(±0.8) 7.5(±0.8) 1.4 
spring 11.9(±0.4) 13.6(±0.7) 1.7 11.3(±0.9) 12.2(±0.7) 0.9 12.2(±0.8) 12.9(±1..0) 0.7 
summer 24.8(±0.3) 26.2(±0.4) 1.4 24.1(±0.5) 25.6(±0.4) 1.5 25.1(±0.6) 26.5(±0.5) 1.4 
fall 19.4(±0.5) 21.2(±0.6) 1.8 18.5(±0.4) 20.1(±0.5) 1.6 19.4(±0.5) 21.1(±0.4) 1.7 
River flow 
(m3/s) Jan-May 1794 2045 251(14%) 1794 1886 92(5%) 1794 2237 443(25%) 
RSLR(m)  - - 0.45 - - 0.43 - - 0.31 
HV Average 
(km3) 
8.5(±1.3) 10.5(±1.0) 2.0(24%) 8.1(±1.3) 10.0(±1.4) 1.9(23%) 7.6(±1.3) 8.3(±1.6) 0.7(9%) 
AV 2.7(±0.8) 3.4(±0.6) 0.6(23%) 2.6(±0.7) 3.4(±0.8) 0.8(29%) 2.1(±0.7) 2.2(±0.8) 0.4(2%) 
HV Cumulative 
(km3 day) 
943(±161) 1231(±179) 288(31%) 883(±150) 1092(±196) 209(24%) 857(±123) 936(±181) 79(9%) 
AV 273(±76) 344(±70) 71(26%) 255(±75) 330(±87) 75(29%) 209(±59) 213(±77) 4(2%) 
Onset 
day of year 
132(±9) 120(±10) -12 132(±11) 131(±10) -1 129(±5) 126(±7) -3 
End 273(±9) 274(±11) +1 271(±9) 267(±9) -4 270(±8) 265(±10) -5 
Duration 141(±11) 154(±11) +13 139(±14) 136(±13) -3 141(±8) 139(±12) -2 
 











Figure 4.6 (a, d, g) Climatological mean position of the O2=2 mg L-1 isoline in the 
along-channel section during the late 20th century (solid line) and mid-21st century 
(dashed line). Time series of the projected climatological mean hypoxic (second 
column) and anoxic (third column) volumes in Chesapeake Bay during the late 20th 
century (solid lines) and mid-21st century (dashed lines), projected by WRFG_cgcm3 
(a-c), RCM3_gfdl (d-f) and HRM3_hadcm3 (g-i). The grey line indicates the mean and 
one standard deviation of the observed hypoxic and anoxic volume during the late 20th 
century. 
 
4.5 Causes of oxygen decline 
To determine the cause(s) for the O2 decline, a diagnostic analysis was 
conducted of the O2 budget in a fixed control volume V for the bottom water. V was 
selected to encompass all the waters below 10 m depth in the main stem of Chesapeake 
Bay, ranging between the Rappahannock River in the south and the Patapsco River in 
the north (Figure 4.1d). The  O2 budget over the control volume is derived from the full 
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where x, y and z stand for the longitudinal (along-channel, namely, the major axis of 
the depth-averaged tidal flows), lateral (cross-channel) and vertical directions, 
respectively [see Xie et al. (2017) for a more detailed definition]; u, v and w represent 
the velocity components in these directions; KH and KV are the horizontal and vertical 
diffusivities respectively; WCR is the water-column O2 uptake and includes algal 
respiration, organic matter oxidation, nitrification and oxidation of sulfide/methane; 
SOD is the sediment oxygen demand; Fair-sea is O2 flux across the air-sea interface; and 
Pphyto is O2 produced by phytoplankton in the euphotic layer.  
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where MO2 is the total O2 content (unit=kg) in V (Li et al., 2015). hadvF  and hdiffF  
represent the horizontal advective and diffusive influxes of O2 into the cross-channel 
section (A1) in the lower-Bay. Since V intersects the bottom of the shallow upper Bay 
as well as the lateral boundary of the deep channel, the landward outflux and lateral 
fluxes are zero there (3th and 4th term in Eq.(4.2)). vadvF and vdiffF  represent the vertical 
advective and diffusive fluxes across the upper boundary (A2) of V. WCR and SOD are 
integrated over V and the water-sediment interface (A3) separately. Since the euphotic-





to phytoplankton is very small in the bottom water and hence neglected in Eq. (4.2) 
(see also Li et al., 2015; 2016). As shown by Li et al. (2016), MO2 in the control volume 
is highly negatively correlated with the hypoxic volume. Therefore, an analysis of the 
O2 budget can tell us about the physical and biogeochemical processes driving the 
changes in the hypoxic and anoxic volumes.  
 
 Figure 4.7 shows the time series of monthly averaged hadvF , hdiffF , vadvF , vdiffF , 
WCR and SOD for the two decades 1989-1998 and 2049-2058, obtained from the 
ROMS-RCA model run forced by WRFG_cgcm3. Over one year, three physical 
processes dominate the supply of O2 to the bottom hypoxic water: the vertical diffusive 
vdiffF and advective vadvF  fluxes supply O2 to the bottom water while the horizontal 
advective flux hadvF imports high-O2 water in the lower Bay to the mid-Bay hypoxic 
region. Two biological terms WCR and SOD consume O2, with WCR as the dominant 
consumption term. Between the late 20th and mid-21st century, vdiffF , vadvF  and WCR 
display the largest changes. During the summer, vadvF decreases by 10% and vdiffF  
decreases by 18%, indicating that the vertical O2 supply is reduced. hadvF  and hdiffF  
have moderate reductions. On the other hand, WCR is substantially smaller in the future 
climate while SOD shows a small reduction. Therefore, both the physical O2 supply 
and biological consumption decrease with climate change. During the winter and early 
spring when biological production is weak, however, WCR and SOD show slight 
increases. The sum of the budget terms on the right-hand side of Eq. (4.2) for both 





in the O2 content in the control volume, confirming that the numerical calculations of 
these budget terms are accurate.  
 
Figure 4.7 (a) Time series of the oxygen budget terms in the control volume during the 
late 20th century (solid lines with circles) and mid-21st century (dashed lines with 
circles), as projected by WRFG_cgcm3. (b) Time series of the sum of oxygen budget 
terms for the late 20th century (blue cross) and mid-21st century (red cross), compared 
with oxygen content change rate for the late 20th century (blue bar) and mid-21st century 
(red bar) in the control volume. 
 
The vertical advective and diffusive fluxes of O2 are regulated by the strength 
of the vertical stratification (Scully, 2010; Li et al., 2015). With sea level rise and higher 
winter-spring river flow in the future climate (Figure 4.3 and Table 4.3), stratification 
in the estuary becomes stronger (Figure 4.8). The surface salinity increases by 0.5-1 
psu and the bottom salinity is 1-2 psu higher during summer (Figures 4.8a, 4.8b). In 
the along-channel section, saline bottom water penetrates further into the estuary while 
the brackish surface water spreads seaward in the lower bay (Figure 4.8d). The Brunt–





stratification increases on the shallow shoals than in the deep channel (Figure 4.8c, 
Figure 4.9a). The stronger stratification suppresses turbulent mixing, resulting in 
weaker diffusive supply of O2 to the bottom water in the future climate and the 
expansion of hypoxic region (Figure 4.9c).    
 
Figure 4.8 Changes in the summer averaged (a) surface salinity, (b) bottom salinity and 
(c) vertically averaged buoyancy frequency N2 between the late 20th century and mid-
21st century, as projected in the model simulation forced by WRFG_cgcm3. (d) The 
summer-averaged along-channel salinity distribution in the late 20th century (upper 
panel) and mid-21st century (middle panel), and changes in the vertically averaged 
summer stratification N2 (lower panel) between the two periods. 
 
It should be pointed out that the physical O2 supply terms not only depend on 
the physical fields such as velocities and diffusivity but also depend on the O2 
concentration itself (see Eq. (4.2)). Part of the changes in vdiffF and vadvF  could be 
related to the lower O2 in the future climate.  The reduction in the vertical diffusive flux 
vdiffF is larger during summer (Figure 4.7), and is partly caused by the large O2 decline 
in the surface layer and the associated weakening of the vertical O2 gradient in the 
pycnocline (Figures 4.4b, 4.4e, 4.4h). The horizontal advective flux hadvF  also 





future climate, in agreement with Hong and Shen (2012). However, the seaward 
expansion of the hypoxic region and O2 reduction in the lower Bay, as shown in Figures 
4.4b, 4.4e, and 4.4h, lowers the O2 concentration in the incoming water, such that hadvF
(a product of u and O2) is reduced in the future climate.   
 
Figure 4.9 (a) Monthly averaged changes in buoyancy frequency N2 over Chesapeake 
Bay from May to September. (b) Changes in the depth of pycnocline and hypoxic-line 
(isoline of O2=2mg L-1) from May to September. (c) Increases in the hypoxic area from 
May to September, as projected in the model run forced by WRFG_cgcm3. 
 
Sea level rise may also contribute to worsening hypoxia in the future climate 
by increasing the volume of Chesapeake Bay and creating more space to develop 
hypoxia. To examine this, monthly averaged changes in the pycnocline depth and 
hypoxic-line depth (isoline of O2=2mg L-1) were calculated over the hypoxic region 
from May to September (Figure 4.9b). The pycnocline depth will be 0.3-0.6 m 
shallower, and hypoxic-line depth will be 1.25 m shallower, according to the model 
simulation forced by WRFG_cgcm3. Clearly the hypoxic water is able to fill in the 
extra volume created by sea level rise. Furthermore, the greater shoaling of the hypoxic-
line relative to the pycnocline suggests that other processes such as WCR also 






The water column respiration shows large decreases during the summer and 
small increases earlier in the year (Figure 4.7). WCR depends on the organic matter 
produced during the spring bloom. The winter-spring phytoplankton bloom terminates 
earlier (Figure 4.10a), and the total particulate organic carbon in the water column 
accumulates slightly faster during the spring (Figure 4.10b). Also, the temperature-
dependent oxidation rate of organic matter in the water column and sediment is higher 
early in the year, resulting in an earlier onset of hypoxia. On the other hand, the summer 
phytoplankton biomass increases in early summer (May and June) but decreases in late 
summer and early fall (July to September) (Figure 4.10a). With the projected warming 
from WRFG_cgcm3, the summer water temperature will reach 26.5 °C, exceeding the 
optimal growth temperature (25 °C) for the summer phytoplankton species and 
suppressing their production. Less organic matter is produced for the export to deeper 
waters (Figure 4.10b), resulting in a large reduction in the summer WCR (Figure 4.7). 
These biogeochemical changes account for the earlier hypoxia onset and more rapid 
disintegration of hypoxia and anoxia seen in Figure 4.6. 
 
Figure 4.10 (a) Monthly averaged phytoplankton biomass in the euphotic layer during 
the late 20th century (solid lines) and mid-21st century (dashed lines) for the winter-
spring species (green) and summer species (pink) as projected by WRFG_cgcm3. (b) 
Daily averaged total particulate organic carbon (POC) in the whole water column 






In addition to the physical and biological factors discussed above, decreasing 
O2 solubility could contribute to the expansion of hypoxia in the future climate. The 
solubility effect varies seasonally: larger O2 reductions in winter and fall and smaller 
reductions in summer (Figure 4.11a). Over a year, the oxygen content change due to 
decreasing solubility accounts for about one half of the total reduction in the bottom-
water oxygen content between late 20th century and mid-21st century (Figure 4.11b). 
Warming not only affects solubility but also biological consumption. We conducted an 
additional model run for the mid-21st century that simulates the full effects of 
temperature increase in the RCA biogeochemical model while keeping the same 
hydrodynamic field as that in the late 20th century. The O2 difference between this 
hypothetical model run and the historical simulation thus represents the combined 
effects of solubility and biological consumption due to the temperature increase 
between late 20th century and mid-21st century (compare the blue and black dashed 
lines in Figure 4.11a). During the spring, O2 loss due to higher biological consumption 
is comparable to that due to the reduced solubility. During the summer and early fall, 
however, the biological consumption decreases and offsets the O2 loss due to solubility, 






Figure 4.11 (a) The total oxygen content in the control volume (black) and hypothetical 
changes in the oxygen content due to solubility change (red) at the late 20th century 
(solid lines) and mid-21st century (dashed lines), as projected by WRFG_cgcm3. The 
blue line is the oxygen content calculated from a model run of the mid-21st century in 
which the full effects of temperature are simulated in RCA but the hydrodynamic field 
is kept the same as that in the historical simulation period. (b) Changes in the oxygen 
content of the control volume (black bar), changes due to solubility (red bar) and 
changes due to the combined effects of solubility and biological consumption (blue 
bar) between the late 20th century and mid-21st century.  
 
Given that both the physical supply and biological consumption decrease with 
climate change, why is the hypoxia more severe in the future climate? An examination 
of the overall balance among the various terms in the budget gives us some insights. 
Eq. (4.2) was integrated over the entire year or over the summer (June-August) to 
produce the time-integrated budget terms (Figures 4.12a, 4.12c). All the physical 
supply terms decline in the future climate. The vertical diffusive flux experiences the 
largest reduction. Either the vertical advective flux or the horizontal advective flux has 
the second largest reduction, depending on whether the budget is integrated over the 
summer or the entire year. The two biological consumption terms also decrease in the 
future climate, with WCR being the bigger contributor. Despite the compensative 
changes in the physical supply and biological consumption, the O2 content is lower in 





projected increases in the hypoxic and anoxic volumes (Figure 4.6). Next we compare 
the total change in the bottom-water O2 content with that due to solubility change. The 
solubility-induced change is equivalent to 69% of the total content change during the 
summer, but is larger when integrated over a year, presumably because of the large 
WCR reduction in late summer and fall. It should be pointed out that individual terms 
in the O2 budget are ~1-2 orders larger than the net O2 content change (term on the left 
hand of Eq.(4.2)) and the O2 content loss due to solubility (compare Figures 4.12a and 
4.12b). It also should be noted that the numerical evaluations of the O2 budget terms 
contain a small (7%) error but it is considerably smaller than the changes of the 
individual terms (see Figure 4.7b).  
 
Figure 4.12 Integrated oxygen budget terms over the summer (a) and whole year (c) in 
the late 20th century (blue bars) and mid-21st century (red bars). The net change of 
oxygen content in the control volume (black bars) and the change of oxygen content 
due to solubility change (red bars) over summer (b) and whole year (d) between the 





4.6 Discussion and conclusion 
In the open ocean, climate change brings about stronger upper-ocean 
stratification, reduced solubility and increased microbial respiration, all pointing to 
increasing deoxygenation in the future climate. Moreover, decreasing solubility was 
found to be the dominant driver for the O2 decline in the upper open ocean (Schmidtko 
et al., 2017). In contrast, our budget analysis of bottom-water O2 in Chesapeake Bay 
reveals intriguingly different physical and biogeochemical responses to climate change 
in a eutrophic estuary. Using the downscaled climate projections and a coupled 
hydrodynamic-biogeochemical model, we projected that the hypoxic and anoxic 
volumes in Chesapeake Bay would increase by 10-30% between the late 20th and mid-
21st century. Despite the differences among the three RCM projections, the projected 
increases in hypoxia in this eutrophic estuary are similar. This increase of 10-30% in 
the hypoxic and anoxic volumes is larger than the increases obtained from the model 
runs that considered simplified changes from climate model projections (Wang et al., 
2017; Irby et al., 2018), suggesting possible nonlinear synergistic effects among 
different climate change factors. 
 
The combined effects of sea level rise and larger winter-spring runoff lead to 
stronger stratification in the future climate, resulting in larger reductions in the vertical 
diffusive and advective O2 fluxes to the bottom water. While turbulent mixing is known 
to be suppressed in stratified water, previous studies (Lerzack et al., 2004; Scully, 2010; 
Li et al., 2015; Xie and Li, 2018) also showed that vertical advection due to lateral 





the impact of climate change on estuarine hypoxia is the increasing stratification and 
decreasing vertical supply of O2 to the bottom water. The import of high-O2 coastal 
water by estuarine return flow is also a significant source of O2 to the hypoxic region 
(Li et al., 2015; Li et al., 2016). According to our analysis, hadvF  decreases in the future 
climate, primarily due to the seaward expansion of hypoxia and O2 reduction in the 
lower Bay. 
 
 The simplified climate change numerical experiments by Wang et al. (2017) 
and Irby et al. (2018) showed that sea level rise amplifies the estuarine transport and 
leads to stronger import of higher-O2 coastal water to the hypoxic region in the mid-
Bay. The net effect of sea level rise on estuarine hypoxia ultimately depends on the 
competition between the stronger vertical stratification and stronger inflows, and is the 
subject of an ongoing model inter-comparison study. Also, these studies superimposed 
the projected sea level rise onto the sea level oscillations at the offshore boundary, and 
did not consider the geomorphic change with sea level rise (e.g. inundation of low-
lying land areas) and its effects on tidal dynamics and estuarine circulation.  
 
Climate-induced shifts in phenology in marine ecosystems have been well 
documented (e.g. Edward & Richardson, 2004; Kirby et al., 2007; Nixon et al., 2009). 
Our model shows the earlier shifts of both winter-spring and summer phytoplankton 
species (Figure 4.10), in concert with the earlier initiation of hypoxia in spring and 
more rapid disintegration of hypoxia in late summer and early fall. These results are 





Chesapeake Bay by Testa et al. (2018) and Murphy et al. (2011). They observed an 
increase in winter phytoplankton biomass in landward regions, elevated early summer 
hypoxic volumes and a decreasing trend of late summer hypoxia. Testa et al. (2018) 
found that warming led to elevated rates of organic matter degradation and “speeding-
up” of the typical seasonal cycle. Similar climate warming effects were observed on 
terrestrial ecosystems and biogeochemisty over land (Elmore et al., 2016). In the 
ROMS-RCA model, the phytoplankton community is represented by two functional 
groups: winter-spring species and summer species. Warming leads to earlier bloom of 
the winter-spring species and smaller biomass of the summer species. Although the 
retrospective data analysis by Testa et al. (2018) is consistent with our model results, 
one cannot rule out the possibility that new plankton species able to tolerate higher 
temperature may migrate to Chesapeake Bay in the future climate (Barton et al., 2016). 
Should this happen, the water column respiration may increase during the summer 
season and drive more severe hypoxia.    
 
While ocean warming and sea level rise were considered in this study, changes 
of nutrient concentration in the open ocean were not considered. Such nutrient changes 
were found to induce 20-30% reduction of biological production on the northwest 
European shelf as increased stratification in a warming climate reduced oceanic 
nutrient supply (Holt et al., 2012; Gröger et al., 2013). However, in a eutrophic estuary 
like Chesapeake Bay, the nutrient loading from the rivers is 1-2 orders of magnitude 
larger than the nutrient input from the adjacent ocean (Nixon et al. 1987; Kemp et al. 





effect on hypoxia in this estuary.  Nevertheless, the northward shift of Gulf Stream, 
which is not fully resolved in the oceanic GCMs, may cause a greater reduction in 
oxygen solubility in the northwest Atlantic shelf (Claret et al., 2018). This may 
decrease O2 concentration in the incoming bottom water from the shelf and exacerbate 
the hypoxic condition in Chesapeake Bay.  
 
This study did not consider the effects of nutrient reductions that might be 
implemented to meet water quality standards. When the mandated nutrient reductions 
for Chesapeake Bay were considered, Irby et al. (2018) found that the negative impacts 
of climate change in 2050 were significantly smaller than improvements in O2 due to 
the nutrient reduction. Saraiva et al. (2019a) reached a similar conclusion when 
studying the combined effects of changing nutrient loads from land and changing 
climate on the Baltic Sea during the 21st century. It would be interesting to extend our 
study to include the effects of different nutrient-reduction scenarios in the future.  
 
Our goal here is not only to make climate downscaling projections on 
Chesapeake Bay hypoxia but also to gain better understanding of physical and 
biogeochemical controls of hypoxia under climate change. To make robust future 
projections, particularly for the late 21st century when the range of climate change 
scenarios is much wider, one would need to expand the uncertainty analysis by 
including more greenhouse gas concentration scenarios and nutrient loading scenarios, 
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The long-term retrospective simulation of Chesapeake Bay in this study 
successfully reproduces the deterioration of oxygen condition in the bottom water with 
increasing nutrient loading from 1950 to 1989. The summer hypoxia expands modestly 
from 1950s to 1960s, while the hypoxic volume increases substantially by ~65% in 
1970s and maintains relatively stable in 1980s. The hypoxia duration is also prolonged 
by ~1 month with both earlier onset and later termination for about two weeks. The 
bottom oxygen concentration declines most rapidly around 1970s in the mid-
Chesapeake Bay, paralleling the significant increase of winter-spring chlorophyll-a 
concentration from 1950s-1960s to 1970s-1980s. Therefore, a significant increase of 
hypoxia volume per nitrate load occurred around 1970s instead of 1986, indicating a 
mismatch in the timing of shift with previous observational studies which might rely 
on scarce biased sampling data. The possible causes for the modeled shift might include 
the occurrence of Tropical Storm Agnes in 1972 with consecutive years with above-
average flow and relatively small summer wind speed. More thorough study on the 
changes of biogeochemical cycling with the expansion of hypoxia, the changes in 
biological and physical processes after Agnes and the impacts on hypoxia is needed in 
the future. 
 
Using a coupled hydrodynamic-biogeochemical model, the hindcast simulation 
and additional numerical experiments between 1985 and 2016, when the riverine 
nutrient inputs was modest decreased, were conducted to discern the separate effects 





oxygen in the Chesapeake Bay showed a statistically significant declining trend: ~0.3 
mg/L over the past three decades, which mostly occurred during winter and spring 
while May-August hypoxic volume showed no changes and September hypoxic 
volume showed a slight decrease (~0.9 km3). Warming was found to be the dominant 
driver of the long-term oxygen decline whereas sea level rise had a minor effect. 
Although nutrient management resulted in modest increases in the oxygen 
concentration during spring and summer, climate warming has more than offset the 
benefit of nutrient reduction in Chesapeake Bay over the past three decades.   
 
The climate downscaling projections on Chesapeake Bay hypoxia in the mid-
21st century suggested that the hypoxic and anoxic volumes would increase by 10-30% 
when the riverine nutrient inputs maintained at high level as in 1990s. Climate change 
induced sea level rise and larger winter-spring runoff will generate stronger 
stratification and large reductions in the vertical oxygen supply to the bottom water. 
On the other hand, the warming lead to earlier initiation of hypoxia, accompanied by 
weaker summer respiration and more rapid termination of hypoxia. The future study 
will consider the different nutrient reduction scenarios in combination of projected 
future climate change in Chesapeake Bay. The uncertainties in projections should be 
further evaluated considering the discrepancies of estuary model, unknown future 
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