We discuss a general framework for recovering edges in piecewise smooth functions with nitely many jump discontinuities where f ](x) := f (x+)?f(x?) 6 = 0. Our approach is based on two main aspects { localization using appropriate concentration kernels, and separation of scales by nonlinear enhancement.
Introduction
We discuss a general framework for recovering edges from the spectral projections of piecewise smooth functions. Our approach for edge detection is based on two fundamental aspects { localization to the neighborhood of the edges using appropriate concentration kernels and separation of scales by nonlinear enhancement. Both the location and amplitudes of all edges are recovered.
Let S N f(x) denote the spectral projection of a piecewise smooth f. Given S N f, one can accurately reconstruct f away from its discontinuous jumps, e.g., 9] , 13, x2.1], as well as up to the discontinuities, 10]. In either case, an a priori knowledge on the location of the edges and their amplitudes is required. This issue was treated in recent literature, consult 1], 4], 12], 14]. In 6], we uni ed the previous treatments as special cases of appropriate concentration kernels. Here we improve on these results in both generality and simplicity. To this end, let f](x) := f(x+) ? f(x?) denote the local jump function and let us consider a concentration kernel K ( ), depending on a small scale . It is shown that odd kernels, properly scaled, and admissible ({ in the sense of having small W ?1;1 -moments of order O( ), (2.6)), recover both the locations and the amplitudes of the jumps so that K f(x) = f](x) + O( ):
(1.1) Thus, K tends to \concentrate" near the singular support of f.
Di erentiation of -supported molli ers is one example for local concentration kernels outlined in x2.2.1. In x2 we also address the issue of detecting edges in global Fourier projections. Given the rst 1= = N Fourier modes, we seek concentration kernels of the form The non-periodic case is studied in x3. The analogous results for the Chebyshev case reads, consult The special cases of Fourier concentration factors ( ) sin and p ( ) = p p were considered earlier in 1], 6], 8], 12], and 14] . Our general framework motivates a new set of C 1 0 -exponential concentration factors which yield superior localization properties away from the detected edges.
While (1.1) refers to the asymptotic behavior of the concentration kernel as a function of the small parameter # 0, it is essential to recover the exact locations of the edges of f for the accurate reconstruction of f. In x4 we discuss another essential aspect of edge detection, namely nonlinear enhancement. To this end, one introduce a critical threshold, J crit , for the amplitude of admissible edges, and an enhancement exponent, p, to amplify the separation of scales in (1.1) between the edges, where K f(x) f](x) 6 = 0, and the smooth regions where K f(x) = O( ) 0. Consider the enhanced kernel 3 K ;J f](x) = K f if ?p=2 jK f(x)j p > J crit 0 otherwise. Clearly, with p large enough, one ends up with a sharp edge detector where K ;J f](x) = 0 at all but O( )-neighborhoods of the jump discontinuities. In this sense, the enhancement procedure actually \pinpoints" the location jump discontinuities, allowing an accurate reconstruction of f. The particular case p = 2 corresponds to the quadratic lter studied in 11], 21], in the special context of concentration kernels based on localized molli ers.
Edge Detection by Concentration Kernels

Concentration Kernels
We want to detect the edges in piecewise smooth functions. Assume that f( ) has jump discontinuities of the rst kind with well de ned one-sided limits, f(x ) = lim x!x f(x), and let f](x) := f(x+) ?
f(x?) denote the local jump function. By piecewise smoothness we mean that for all x,
In practice one encounters functions f(x) with nitely many jump discontinuities, and (2.2) requires the di erential of f(x) on each side of the discontinuity to have bounded variation. For example, if f 0 (x ) are well de ned (for nitely many jumps), then (2.2) holds.
We will detect the edges in such piecewise smooth f's using smooth concentration kernels, K(t) = K (t), depending on a small parameter . Such kernels are characterized by K f(x)?! f](x) as ! 0.
(2.3) Thus the support of K f(x) tends to \concentrate" near the edges of f(x). One recovers both the location of the jump discontinuities as well as their amplitudes.
To guarantee the concentration property of K , we seek odd kernels, K (?t) = ?K (t);
(2.4) which are normalized so that (2.6) Remarks.
1. For example, if K (t) concentrates near the origin so that its rst moment does not exceed Z t jtK (t)jdt Const ;
(2.7)
then it is clearly admissible in the sense that (2.6) holds. We note that our admissibility condition also allows for more general oscillatory kernels, K (t), where (2.7) might fail, yet (2.6) is satis ed due to the cancelation e ect of the oscillations.
2.
Observe that the admissibility requirement (2.6) generalizes both properties P 3 and P 4 in the de nition of admissible kernel 6, de nition 2.1]. Our main result states that Theorem 2.1 Consider an odd kernel K (t), (2.4) , normalized so that (2.5) holds, and satisfying the admissibility requirement (2.6). Then the kernel K (t) satis es the concentration property (2.3) for all piecewise smooth f's, and the following error estimate holds jK f(x) ? f](x)j Const :
By our assumption in (2.2), F x (t) is BV and it is therefore bounded. Consequently, in the particular case that the moment bound (2.7) holds, the rst term on the right of (2.9) is of order O( ), yielding
In the general case, F x (t) has bounded variation, and the admissibility requirement (2.6) implies that the rst term on the right of (2.9) is of order O( ), and we conclude jK f(x) ? f](x)j ConstjjF x (t)jj BV + O( ) = O( ):
Examples of Concentration Kernels 2.2.1 Compactly supported kernels
Our rst example consists of concentration kernels which`concentrate' near the origin, so that (2.7) holds. We consider a standard molli er, (t) := 1 ( t ), based on an even, compactly supported bump function, 2 C 1 0 (?1; 1) with (0) = 1. We then set K (t) = 1 0 ( t ) 0 (t):
(2.10)
Clearly, K is an odd kernel satisfying the required normalization (2.5) is an example of an oscillatory concentration kernel. Clearly, K N (t) is an odd kernel. Moreover, the normalization (2.5) holds with 1 log N , we nd that the rst moment of K N = ?D N (t)= log N does not exceed We note in passing that in the case of Dirichlet conjugate kernel, K N (t) does not concentrate near the origin, but instead (2.7) is ful lled thanks to its uniformly small amplitude of order O(1= log N). The error, however, is only of logarithmic order, consult 6, x2].
Oscillatory kernels. general concentration factors
To accelerate the unacceptable logarithmically slow rate of Dirichlet conjugate kernel in (2.12), we consider general form of odd concentration kernels which are yet to be determined. Clearly K N (t) is odd. Next, for the normalization (2.5) we note that In fact, the above Riemann's sum amounts to the midpoint quadrature, so that for ( ) 2 C 2 0; 1], one has and thus (2.5) holds for normalized concentration factors ( ),
Consult 6] for further re nement concerning the assumed regularity of ( ) (We note that ( ) is rescaled here with an additional factor of ? compared to 6]).
Finally, we address the admissibility requirement (2.6) (and in particular (2.7)). To this end, we proceed along the lines of 6, Assertion 3.3], utilizing the identity (abbreviating k = k N )
? ( (1) ? ( N?1 )) sin Nt 2 sin(t=2) + ( ( 2 ) ? ( 1 )) sin t 2 sin(t=2) + ( 1 ) cos t 2 ? (1) Here, R N (t) consists of the rst four terms on the right hand side of (2.16), P 4 j=1 I j (t)=2 sin(t=2), and it is easily veri ed that each one of these terms has a small rst moment satisfying (2.7) (and consequently, (2.6) holds), i.e. Finally, the admissibility of the fth term on the right of (2.16) is due to standard cancelation which guarantees that (2.6) holds, Remark. One can relax the regularity on the concentration factor ( ), 6]. Corollary 2.2 is a generalization of 6, Theorem 3.1] 1 ; in particular, the error estimate (2.19) is valid throughout the interval, including at the location of the jump discontinuities.
Let us introduce few prototypical examples of concentration factors ( ) for the detection of edges from spectral data. In this context we note that other detection methods of discontinuities in periodic spectral data can be found in the works of Eckho 4] , 5] and of Mhaskar & Prestin, e.g., 14] and the references therein. We note that our results apply to the non-periodic expansions as discussed in x3.2.2 below. The last error estimate is (essentially) rst order. It is sharp. It was noted in 6, x3.4], however, that p 's with higher p's lead to faster convergence rate at selected interior points, bounded away from the singularities of f. This leads us to out next example of 3. Exponential factors. Polynomial concentration factors (of odd degree) correspond to di erentiation in physical space; trigonometric factors correspond to divided di erences in the physical space -consult the original derivation in 1]. Our main result stated in Corollary 2.2 provides us with the framework of general concentration kernels which are not necessarily limited to a realization in the physical space. In particular, we seek concentration factors, ( ), which vanish at = 0; 1 to any prescribed order,
= 0; j = 0; 1; 2; : : :; p ? 1:
The higher p is, the more localized the corresponding concentration kernel, K N ( ) becomes.
Here is why. Evaluating K N (t) at the equidistant points t`= 2 `=N,
we observe that K N (t`)=N coincide with the`-discrete Fourier coe cient of ( ); since ( ) and its rst p-derivatives vanish with at both ends, = 0; 1, there is a rapid decay of its (discrete)
Fourier coe cients, j^ `j Const:`? p , jK N (t`)j Const:k k C p+1 0;1] 1 (Nt`) p : Thus, for t away from the origin, K N (t) is rapidly decaying for large enough N's. Moreover, we claim an increasing number of moments of K N ( ) vanish. To this end we consider the odd moments of K N ( ) ({ its even moments vanish, of course). With k = k=N we nd, As noted in 9, x3.4], polynomial factors of higher degree yields improved results away from the jump discontinuities. Indeed, the corresponding concentration kernel, K p N ( ) have additional vanishing moments. In the limit, one arrives at exponential factors, K exp N ( ); Figures 2.3,2 .4 demonstrate the edge detection of these factors in Fourier expansions S N f a (x) and S N f b (x). The improved localization is evident, due to the faster convergece rate in the smooth parts of f's. In particular, the superiority of the exponential factors is illustrated in the gures on the left, when compared with the rst-order accurate polynimial concentration factor, p=1 ( ) = . At the same time, Gibbs oscillations can be noticed in the vicinity of the jump discontinuities. 
Edge Detection in Non-periodic Projections
Consider a piecewise smooth f( ). To simplify our presentation, we assume f experiences a single jump discontinuity at x = c. The localization property of the appropriate concentration kernel in the presence of a single jump applies to the case with nitely many jump discontinuities. We begin with an alternative derivation of our results for the periodic case. 
Revisiting the periodic case
Non-periodic expansions 3.2.1 General Jacobi expansions
We begin with the Jacobi expansion of a piecewise smooth f( ), . To simplify the computations, we assume that the P k 's are normalized so that kP k (x)k ! = 1.
As in the periodic case, integration by parts (against (3.28)) shows that a single jump discontinuity, f](c), dictates the decay of the Jacobi coe cients, The second term on the right of (3.34) re ects the fact that as x approaches the 1-boundaries, the L 2 ! -normalized (Observe that except for Chebyshev expansion, the concentration bound (3.37) deteriorates as we approach the boundaries, depending whether jxj 1 for > ? 1 2 or jcj 1 for < ? 
Chebyshev expansion
Our discussion above on edge detection in the non-periodic expansions is based on expansion of the Jacobi coe cients to their leading order in (3.29 ). More precise information is obtained using the general framework introduced in the main Theorem 2.1. Legendre It is clear from tables 3.1 and 3.2 that convergence is nonuniform at the boundaries. We have observed in our numerical experiments, that the edge detector, The rst-order convergence is re-con rmed, in table 3.4 below, when measuring the L 1 -error away from the jumps discontinuities (and up to the boundaries) . N 
Legendre
Chebyshev f = f a f = f b f = f a f = f b 40 . 16 .25 .156 .27 80 8.3E-2 . 13 8.4E-2 .12 160 4.4E-2 6.8E-2 4.6E-2 6.9E-2 
Nonlinear Enhancement
The detection of edges in Theorem 2.1 is based on separation of scales. Thus, consider for example a piecewise smooth f with nitely many jump discontinuities at x = c 1 ; c 2 ; :::c n . If K is an admissible concentration kernel, then jK f(x)j << 1 for x away from these jumps, where as at x = c j , The last statement refers to the asymptotic behavior of the concentration kernel as a function of the small parameter # 0. In this section we outline a new, nonlinear enhancement procedure, which is easily implemented to`pinpoint' nitely many edges in piecewise smooth f 0 s. To this end we enhance the separated scales in (4.41) by considering ? p 2 (K f(x)) p = ( Const p 2 ; x 6 = c 1 ; c 2 ; :::
( f](c j )) p ? p 2 ; x = c 1 ; c 2 ; ::: (4.42)
By increasing the exponent p > 1, we enhance the separation between the vanishing scale at the points of smoothness ({ of order O( p 2 )), and the growing scale at the jumps ({ of order O( ? p 2 )). Next one must introduce a critical threshold which will eliminate all the unacceptable jumps. Only those edges with amplitudes larger than the critical threshold, f](x) > J 1=p crit p , will be detected.
Thus J = J crit is a measure which de nes the small scale in our computation of edge detection. We note that J = J crit is data dependent and is typically related to the variation of the smooth part of f.
Given this critical threshold, we form our enhanced concentration kernel K ;J f]
otherwise. . In particular, we introduce here a new family of exponential conenctration kernel, (2.24), with a superior convergence rate away from the edges. A linear convergence rate is observed near the deteced edges. We also introduce a nonlinear enhancement (4.43) procedure which enables one to \pinpoint" edges with amplitude larger than a critical threshold.
Recently the edge detection and enhancement method was applied to non-linear conservation laws, 7], as a post-processing tool to improve the overall convergence rate of the spectral viscosity solution. Since the edge detection occurs only at the post-processing stage, very little cost is added to the procedure yet the results are dramatically improved. Future applications, in both one-and several space dimensions, will also include image processing, where edge detection is needed to de-noise the contamination by the O(1)-Gibbs' oscillations in the neighborhoods of the undetected edges.
