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In this project I studied the collective behaviour of dense swarms of rod-
shaped particles with heterogeneous properties. I consider confined sys-
tems as well as unbounded domains with periodic boundary conditions
and (ir-)regular obstacles of various nature. All results that I provide are
based on my own molecular dynamics based code and can be used in vari-
ous cases of collective behaviour such as bacterial motion, artificial active
particles (swarm robotics), animal interaction, for example, flocking of
birds or schooling of fish or even crowd control.
Ch. 1 provides an introduction to active matter. I give a brief explanation
of this phenomena and provide various examples that naturally arise in
living and artificial systems. I also discuss various models of active matter,
including the one that is used in the following chapters, and their pros
and cons.
In Ch. 2, I thoroughly discuss the model for heterogeneous active matter I
present it as an extension for an existing method to simulate homogeneous
self-motile particles. I also provide the numerical background for the
simulation code as well as some solutions to particular problems that come
out in computer simulations of confined heterogeneous active matter. The
results will be submitted in the form of a computational package in the
near future.
Ch. 3 introduces self-propelled rods moving in a periodic (quasi-) 2D chan-
nel. I start with conventional active systems where all particles are identi-
cal. I compare them to systems where rods have heterogeneous properties
i.e. every active particle has its own hardness and/or self-propellant force
picked from a given distribution. I study how this introduced heterogene-
ity affects the resulting distribution of active matter in the confinement
comparing to homogeneous systems. The results of this study have been
published in Physical Review E [1].
In Ch. 4, the statistical properties of the homogeneous active matter
are given using the mean square displacement and the so-called giant
density fluctuations metric. This part of the thesis shows how a variety
of behaviours emerges in confined systems of self-motile rods. The main
finding here is that all patterns of motion observed in such systems can
be arranged according to the corresponding values of the metrics above.
Conclusions and the perspective of all unanswered questions are given
in Ch. 5. Whereas the area of active matter has been developed for
more than 20 years, many problems still have to be solved. This chapter
provides a potential direction of further active matter development as well
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Active matter is defined as a condensed state of matter 1 which is out of thermo-
dynamical equilibrium [4, 5]:
• In such systems every “active agent” consumes energy to propel itself through
the surrounding medium.
• The direction of propulsion is defined by the orientation of the particle.
• Self-propelled motion is force-free in the sense that the forces that particle and
fluid exert on each other cancel out. Motion exists due to self-propellant force
(SPF).
A few examples of active matter are given in Fig. 1.1, these include a group of
ants, fish and birds.
To my best knowledge, the very first attempt to simulate active matter was in
1987 [6]. The original paper describes general rules for the simulation of bird flocks.
It provides basic results such as aggregate motion of the simulated a flock (although,
the simulation is limited due to hardware constraints of the time and also due to the
simplicity of the model). The simulation is based on individuals following the same
rules:
1Evolution of such system can’t be represented as evolution of separate particles.
1
a) b) c)
Figure 1.1: a) A swarm of ants which have discovered a food source. b) School-
ing predator bluefin size up schooling anchovies. c) A swarm-like flock of starlings.
(Courtesy of Wikipedia)
• avoid collisions with nearby flockmates,
• attempt to match velocity with nearby flockmates,
• attempt to stay close to nearby flockmates.
This interaction can be approximated by a simple pairwise potential, which is
repulsive at short distances (to prevent collisions) and attractive at long distances
(to keep all the flockmates together). From which it follows that there is an optimal
distance between neighbours.
1.1.1 Agent classification
Current research in active matter is concentrated around (but not limited by)
several main topics: colloids, crowd and animal behaviour, and bacterial swarms.
• Flocks of birds and shoals of fishes It’s a common behaviour in nature
for living creatures to move in groups. It appears to be a good mechanism for
defence against predators, it also enhances foraging at the same time leading to
excessive competition within the group [7–9]. However, increasing of the pack
size doesn’t work well for every species [10].
I’ve already mentioned early simulations of interacting birds, however, recent
computer analysis of real-time dynamics reveals that contrary to the expecta-
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tions Sturnus vulgaris adjust to the motion of the flock by measuring topolog-
ical distance (i.e. the number of neighbours) rather than conventional metric
distance [11]. Statistical analysis of flocks of hundreds to a few thousand of
individuals has revealed that a typical starling interacts mostly with its 6 or
7 closest neighbours, regardless of the flock density (see also Ref. [12] for an
analytical model based on metric-free interactions). Such activity has its own
benefit such as improved safety [11]. It allows the flock to avoid large density
changes. At the same time, more recent observations [13] of another bird species
Chaetura pelagica shows exactly the opposite — i.e., that they prefer to stay at
some distance from their neighbours.
• Colloidal particles A Janus particle has two surfaces with distinct physi-
cal properties. One side of the Janus particle is chemically or physically ac-
tive [14]. This result in a chemical gradient which propells the particle (self-
diffusiophoresis). The resulting dynamics is governed by equations similar to
those used for bacterial motion [15]. Current research is concentrated on the
control of self-assembly [16] and the development of functional nanoparticles
[17].
• Swarms of locusts Despite the fact that locusts are not truly social insects —
they do not need to stay in a group to breed and do not need a social organization
— they exhibit collective (swarming) behaviour. For example, recent studies
[18] of Schistocerca gregaria show that these insects in their non-flying state can
form huge collective marching units which forage all vegetation in their path.
Such coherent motion can possibly be explained by cannibalism: insects in the
group tend to bite their neighbours but at the same time risk to get bitten
themselves [18–20].
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• Collective human behaviour Collective human behaviour can range from
extreme dynamics in confined spaces [21] (where conventional social norms are
dominated by purely physical interactions e.g. in moshpits [22]) to pedestrian
interactions [23, 24] and highway jamming [25]. Such studies may potentially
help with real-time crowd management and attendee protection during large
social events [21].
• Swarming bacteria, algae and sperm cells According to Kearns [26],
swarming motility is defined as a rapid multicellular movement of bacteria across
a surface, powered by rotating flagella. However, this definition does not cover
all those phenotypes that are associated with swarming motility [27] despite it
being simple, accurate and mechanistically meaningful. Furthermore, it is im-
portant to distinguish swarming from behaviours such as swimming, twitching,
gliding and sliding, which can also occur within or on top of solid surfaces (see
Fig. 1.2).
In a broad sense, swimming is a type of motility that happens in a bulk fluid
by rotation of one or more flagella [26, 28] whereas all other types happen on a
surface [26, 28]. There is no collective component, all cells move randomly and
individually [26].
According to [27] twitching is not related to flagella but rather to the presence
of pili [26, 28]. It can be characterized by small displacements, frequent change
of the direction of motion, not necessary in the direction of long axis [27].
Sliding is different comparing to other types of motion in the sense that it
is associated with colonies of organisms rather than with individuals [27]. The
source of motion in this case is the growth of cells. Whereas the position changes
cannot be perceptible, the shift of the colony border is actually observable [27].
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Another type of surface motion — gliding — doesn’t need flagella or pili, it
happens by the means of focal adhesion complexes [26, 28]. According to ob-












Figure 1.2: This simplistic diagram shows various mechanisms of cellular motion
described in the text above. Black arrows denote the direction of motion.
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1.1.2 ‘Dry’ and ‘wet’ active matter
Active matter2 systems are classed as either “wet” or “dry”. In the case of wet
systems the agents propel themselves by propagating through a fluid. In general
the hydrodynamic forces generated by swimming have to be modelled explicitly. The
effect can be significant when there are external boundaries in the system [29, 30]. Re-
cent computer measurements of hydrodynamic friction coefficients show quantitative
agreement with experimental results of swimming Escherichia coli [31]. In the case of
dry active matter the effect of the fluid is negligible (or non-existent). Nevertheless,
the surrounding medium still can implicitly affect the resulting motion through the
friction coefficients (see, for instance, Ref. [32]). In the limit of low Reynolds number
bacterial colonies can be modelled as a dry system [33].
It is worthy to mention one recent work by Wioland et al. [34]. In this paper
computer simulations of active matter and real experiments show that confinement
in long and narrow microchannels stabilises bacterial motion. The resulting dynamics
is classed as a steady unidirectional circulation rather than turbulent motion. The
simulation reveals the crucial role that bacteria-driven fluid flows can play in the
dynamics. In particular, cells close to the channel wall produce strong flows which
advect cells in the bulk against their swimming direction.
1.1.3 Active matter in confinement
This project seeks to model systems where bacterial colonies are confined by a
boundary. By confinement here I understand an obstacle presented in the domain
such that it completely prevents active particles from moving to the infinity in one or
more spatial directions. However, realistically speaking boundary effects in systems
studied in this thesis are not observed at distances one order of magnitude longer
than the particle’s length. Thus, one has to consider effects that can be caused
2Here and below by active matter I mean bacteria unless otherwise stated.
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by interactions between active particles and boundaries. For example, systems with
non-trivial 3 boundary conditions reduce not only the degrees of freedom with respect
to the 3D theory but also the number of viscosity coefficients [35]. In addition, it is
possible to control collective behaviour in active systems using artificial obstacles. For
instance, it is possible to create a ‘Maxwell’s demon’: a system containing asymmetric
fixed ratchets to sort particles [36–38]. The domain initially populated uniformly
with active particles gets passively split into two areas, with lower and higher particle
concentrations. In this way one rectifies a system of active agents [39]. At the same
time, when a ratchet is not fixed in space, it is possible to induce its motility when
necessary [36, 40]. It still aggregates active particles inside, however, their orientations
are distributed non-uniformly resulting in a non-zero force acting on a wedge.
In confined active systems it is possible to observe an accumulation of self-propelled
particles at the bounding walls [1, 41]. I simulate such systems in Ch. 3. I provide
results and give a detailed explanation of this behaviour. In addition, boundaries of
a particular form may lead to other effects, when, for example, clockwise-directional
circle swimmers — which are driven by a constant force and torque — move counter-
clockwise in Petri dish- and ring-like confinement [42]. Early studies that involved
complex models with additional effects such as nutrient diffusion, reproduction, and
sporulation (i.e. bacteria get dormant and stop self-propelling) of bacteria, have
shown that ring-like confinement leads to formation of a stationary vortex state [43].
Nevertheless, even simple pairwise interactions of active particles in a ring-like con-
finement lead to stabilization of the bacterial suspension into a spiral vortex [44].
Quite peculiar behaviour exists when the shape of boundaries is far from trivial
(i.e. disk- or rectangle-shaped). For example, in Ref. [34] authors show that con-
finement into a long and narrow macroscopic ‘racetrack’ geometry stabilises bacterial
motion to form a steady unidirectional circulation similar to that observed in [43]. It
3By trivial I mean periodic boundary conditions (PBC).
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leads to a simple conclusion: in domains with resembling geometry we should observe
similar effects, i.e., those effects are caused by the geometry of the boundary as well
as its topology. Another paper by Lee [45] contains analytical calculations of how
the aggregation at the walls varies with the physical parameters of the system such
as diffusion coefficients. It has been shown in Ref. [46] that in such confined systems
highest-order hydrodynamical particle-wall interactions lead to oscillating behaviour
(active rods have sinusoidal trajectories) which occurs even far from the confining
walls. There are some theoretical studies which describe general behaviour of self-
propelled particles in systems with non-convex boundary with curves and corners
[47, 48].
When I talk about such systems I have to discuss possible applications as well.
I start with a brief mention of passive systems which can be used as a basis for
further studies of active systems. It is possible to engineer tube shapes to control
confined transport [49]. Particular confinements can help with the control of dynamic
properties as well, for instance, to increase or decrease the transport of matter across
the system [50]. When it comes to active particles, it is worthy to mention again
Ref. [34] where authors provide an example of a controllable system. There are
some papers about experimental setups (see, for example, Ref. [51]), where it’s been
shown how to create microscopic channels with irregular boundaries to prevent biofilm
formation in certain systems. One of recent researches shows how one can separate
the particles in a channel using the balance between the self-propelled speed and
the particle radius [52]. It happens due to the competition between self-propulsion
and the combined alternating or direct current external forces. Moreover, systems
which contain particles with different motilities exhibit spontaneous segregation [53].
The mechanism is understood as a function of particle velocities, particle density, or
channel width.
To sum up, it is possible to use active matter for targeted delivery of drugs or
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materials. Different strains of the same bacterial type can have different properties
such as size, motility etc. Sorting of bacteria can potentially help with separation
of such strains. Finally, bacteria can be removed from the stream or vice versa —
concentrated far from the walls by employing various confinement geometries.
1.2 Background
1.2.1 Vicsek and Toner-Tu models
The most basic models of active particles interaction do not involve the surround-
ing medium, meaning that only interactions between active agents are considered (see
Ref. [5] and references therein). Each point-like particle moves with a constant speed
in a particular direction. When it has one or more neighbours within a given radius,
the particle interacts with them through changing the direction of motion. This di-
rection is realigned to coincide with its local mean value. Then the particle’s position
is shifted along this vector [54]. All Vicsek-like models are similar to the continuous-
spin magnets. That means that they display a phase transition from an initially
disordered state to a coherent phase. Fig. 1.3 provides an example where a system
of particles is shown to evolve from a non-aligned to an aligned state. Comparing
to planar spin models, such flocks exhibit a long-range order even in two dimensions
(see Ref. [5] and references therein).
The position vector r of a single particle α evolves according to the following
equation:
rα(t+ ∆t) = rα(t) + vα(t)∆t. (1.1)
Here, the self-propellant term vα(t + ∆t) is constructed as a product of a constant
speed v and the orientation vector based on the angle Θ(t+ ∆t).










Figure 1.3: Diagram of Vicsek model. Solid disks denote particles, (magenta) vectors
stand for velocities of particles whereas Solid (black) vectors mark positions of particles.
Solid (blue) line denotes the radius of interaction r of the model. The (black) dashed
circle covers the area of interaction. Left: particles at time t. Right: particles at time
t + ∆t, where their velocities are aligned according to the rule described in the text
below. Primed labels denote updated variables.
where 〈·〉r denotes the spatial average for all particles within a given radius r around
a particular particle α. ∆Θ term is responsible for noise corrections, the original
research [54] used a uniformly distributed variable [−Θ′/2,Θ′/2], contrary to the more
widespread Gaussian noise [55, 56]. There Θ′ served as one of the control parameters
in the system, along with the number density and the amplitude of the self-propellant
force.
Toner and Tu [57] suggested a continuous counterpart for the Vicsek model. The
dynamics of the velocity field v now is given by the equations below.
The first equation 1.3 is responsible for conservation of active matter. The mod-
ified version of the Navier-Stokes equation given by Eq. 1.4 describes the state of
active liquid, where additional terms are responsible for self-propulsion and collective
behaviour. Finally, the last equation 1.5 is responsible for the effective pressure P ,
which depends on the mean of the local number density ρ0. Here, ρ(r) and σn are
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coefficients in the pressure expansion.
∂ρ
∂t
+ ∇ · (vρ) = 0, (1.3)
∂v
∂t




Here, DL,1,2 are viscosity constants responsible for collective behaviour of the suspen-
sion. They are taken uniform to represent the process of alignment of particles with
their neighbours [58]. The last one is the white noise term f . When the noise is
absent the system evolves to have all active particles moving in the same direction at
constant speed [58]. The constants A 6= 0 (A < 0 and A > 0 for the disordered and
the ordered phases, respectively) and B > 0 are responsible for the self-propulsion
mechanism, resulting in the local self-propellant speed
√
A/B.
1.2.2 Naive active nematics
According to Boltzmann theory, two particles are colliding when they are within
each others interaction radii [59]. Than means that any (active or not) particle can
interact only with its direct neighbours and only through direct collisions. This is,
in fact, an extremely short-ranged version of the Vicsek model where conventional
realignment is absent. At the same time this approach allows one to simulate systems
where active particles can have various shapes. I discuss the case of rod-shaped
particles below (see Fig. 1.4) as the most relevant one for my studies. The dynamics














T × û + fR. (1.7)
Here, constants η are responsible for translational and rotational friction where needed.
The orientation of every particle is given by the unit vector û that is affected by exter-
nal torques T acting on the particle. The self-propellant force F is applied along the
direction of motion, all pairwise collisions result in additional forces Fint. In addition,
noise terms f are added when required.
Figure 1.4: A simplistic diagram presenting naive interaction of two elongated parti-
cles. Left: rods before the collision, right: rods after the collision.
1.2.3 Pattern formation
As I mentioned earlier, both Vicsek and Toner-Tu models describe systems where
every active particle can sense not only its direct neighbours but also other particles
within a particular distance (I refer to Fig. 1.3 again). This can lead to some emer-
gent patterns described below. I also provide additional examples of other common
patterns that can emerge in systems with different models and/or confinements. All




Figure 1.5: This diagram shows some of the described patterns. All active rods are represented by vectors. All simulations had enough
time to relax and form some structures (if any). a) jammed short rods; b) turbulent state; c) disordered system; d) laning; e) a vortex-like
formation in a disk; f) swarming rods. Figures may not show the most representative cases, they are given for illustrative purposes only.
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Disordered. Low order in active Vicsek systems can be caused by low alignment
strength or by low density resulting in all particles moving almost independently
[54]. The same state can also be observed in systems where particles have their
shape symmetry broken [55, 60, 61] — i.e., they are elongated instead of being
disk-like. In summary, this is the most common pattern among all of them
observed in active systems.
Uniform/Laning. The density of particles is uniform thus all their trajectories are
correlated. This results in all particles moving in the same direction [54]. When
a system is populated with rod-like active particles that interact through naive
model [55, 60, 62] provided earlier, it is possible to observe a laning state. In
this case rods do not necessarily move in the same direction but form a set of
parallel streams running in the opposite directions.
Turbulence/Bionematic. According to the work of Cisneros et al. [63] a bione-
matic state is characterized by high concentration of active matter (nearly close-
packed) which forms sub-domains that move chaotically and co-directionally
similar to turbulence. It is also characterized by high spatial and temporal cor-
relations of velocity and vorticity. I note that there is some discrepancy in the
modern literature regarding these states. Whereas some papers consider both
of them to be similar enough and to be treated as one (see, for example, Ref.
[55]) there are other studies that provide a quantitative measure to separate
these phases [62, 64]. However, a full discussion of this difference lies beyond
the scope of this thesis.
Jamming. Active systems can also exhibit a jammed state meaning that almost all
activity is suppressed. This happens in systems with no confinement (PBC),
where something like glass is formed, and is caused by pairwise interactions
themselves [3, 55, 61, 62] at moderately high densities. It can also happen in
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confined systems, where interactions with the boundary increase local particle
concentration and lead to jammed state [65].
Swarms. Active particles can form independent clusters when their density is mod-
erately high. Within a single cluster all active swimmers move in the same
direction, similar to the uniform case [54]. Rod-like particles that I introduced
above can also form swarms [55, 61, 62]. However, in order to do that having rel-
atively high density is not enough, they also have to have a high length-to-width
ratio (see fig. 1.5).
Travelling bands. Active particles are localized in dense line-like formations with
sparsely populated space between them; particles move along the high-density
band in both directions [66]. However, other configurations are possible [60, 67–
69]. Yamanaka and Ohta [70] provided another remarkable example of band
formation. They studied systems of deformable self-propellant particles and
have revealed that such particles can form soliton-like structures similar to those
bands observed in systems with Vicsek-like models.
Vortices. Vortex formation is a universal characteristic of active matter and is not
necessarily caused by presence of confining boundaries [44, 64, 71–74] but by
the interaction itself [22, 67, 75–80]. It can also be a solitary object [81] or
can emerge in the bulk as part of turbulence [62]. More complex structures are
also observed when, for example, multiple vortices emerge [43, 63, 82–85] and
form a hexagonal lattice [86, 87] (see also references [88, 89] for artificial vortex
lattice formation). Moreover, formation of such non-trivial configurations is not
limited by quasi-2D environments, other cases are possible where, for example,
active particles exist on a surface with non-zero Gaussian curvature [90, 91] like
sphere or torus. The patterns that are formed by active particles on a spherical
surface are similar to what is observed in regular disk-like environments due to
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presence of topological defects [92]. In addition, active particles in 3D space
are capable of forming more complex patterns such as rings, toruses etc. (see
references [81, 93] for more details).
The interplay between different models, confinements and particle shapes can
result in extremely non-trivial results. For example, it is well known [44, 64] that
active rods in disk-like chambers form vortices. However, real observations [94]
show that this doesn’t happen in systems with round self-propellant particles.
At the same time, simulations of such particles in a square confinement [95]
show that a vortex-like structure can be formed by them.
Exotic states. As mentioned earlier, active matter is capable of forming regular
structures where every element of such an arrangement is an active vortex. Na-
gai et al. [87] have shown that in systems with a Vicsek-like model with memory
more exotic states can emerge. When the memory time and the overall den-
sity are low, a vortex lattice transforms into a homogeneous disordered state.
However, when the density is high enough, it becomes ‘a spatiotemporally dis-
ordered cellular structure’ [87] called an ‘active foam’. The elements forming
such a foam are the same as in the lattice, however, they are unstable. There is
one more uncommon configuration that can be observed in simulations of flying
flocks [96]. A single group of active particles can move as a single entity, how-
ever, a pair of particles can have their trajectories (i.e. worldlines) entangled
resulting in their positions within the flock swapped.
1.2.4 Different confinements
In this thesis I concentrate my attention on collective behaviour of bacterial active
matter in confined spaces. Whereas active matter itself can exhibit a lot of intriguing
patterns like, for example, bands or swarms that are mentioned earlier, presence of




Figure 1.6: Examples of boundaries. a) a periodic channel , where hedgehogs — one of them is marked with an ellipse — are formed
along horizontal walls, which are created by a continuous potential; b) a wedge formed with disk-like obstacles; c) two parallel plates
formed with disk-like particles.
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First, I start with the most trivial confinements: disk-like chambers and periodic
channels (see figures 1.5 and 1.6) that are discussed in details in Chapter 3. Ear-
lier studies of bacterial motion show that bacteria moving in quasi-2D microscopic
droplets form vortices [44]. What’s more fascinating is that there can be two or even
three [65] vortices within a single disk-like chamber circulating at the same time in the
opposite direction. Further studies of such systems using a continuous version of the
model show that there are actually more patterns [65]. That includes the case when
there is no azimuthal (clockwise or anticlockwise) flow at all meaning that the whole
system is jammed. It is also possible to reach a turbulent state by tuning dynamic
parameters of the system.
Collective behaviour of active particles in straight quasi-2D channels or their 3D
[32, 97, 98] equivalents is also a matter of interest. Such particle formations as hedge-
hogs [1, 32] can be observed in some simulations of active rods (see Fig. 1.6). Two
active rods near the bounding wall can collide and form a V-shaped configuration.
Due to the resulting net force being close to zero, such a formation does not move
(or does so slowly) and starts serving as a nucleation point for other active rods. The
cluster of rods which are pointing towards roughly the same point in space is what is
called a hedgehog [32] and can be observed in systems with planar geometry [1] as well
as in 3D systems [32]. One of other intriguing phenomena is self-induced sorting of
active particles in systems with bidisperse[99] or heterogeneous self-propellant forces.
Due to the effect of caging [100], a single rod-like particle can’t escape its neigh-
bours. However, when a system contains a heterogeneous population, particles with
high self-motility produce higher active pressure resulting in slower particles being
expelled into the interior of the domain. Since such systems do not require any ex-
ternal force for segregation of particles, this may be a way to create passive sorting
devices.
A more advanced approach to confined active matter is simulation of custom
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boundaries using disk-like (or spherical in the case of 3D systems) obstacles and
merging them with simple polygonal environments creating custom microfluidic de-
vices. Such formations can be created in vivo using simple lithography [88]. The
variety of shapes ranges from single pins to more complex configuration like, for ex-
ample, wedge-like structures. I discuss some the recent papers and their possible
applications below.
Singular obstacles (not necessary disk-like) can be arranged to form an (ir-)regular
lattice [101, 102] or can be placed randomly. Recent studies of the latter case have
shown that presence of such obstacles can enhance the diffusivity of active rod-like
particles [103]. The former case reveals some intriguing phenomena like, for instance,
vortex formation [88], separation of parasites from blood [104] and separation of dif-
ferent type of bacteria [105]. Such configurations also have applications with regards
to regular passive matter, i.e., blood or cancer cells. For example, Ref. [106] shows
how a microfluidic device can be used to enrich blood with tumor cells, Davis et al.
[107] separate blood components using the same concept whereas Wunsch et al. [108]
go down to the nanoscale particles. In addition, it is possible to enhance regular
channel walls with periodic structures to increase or decrease the rate of bacteria wall
accumulation [51].
Using wedge-like obstacles in active matter simulations and experiments allows to
control the direction of particle flow [101]. It is also possible to change the concentra-
tion of swimming bacteria in particular areas of the domain limited by wedges (see
Ref. [36] for more detailed review, Ref. [109] for in vivo results).
Finally, it is possible to employ particular non-trivial geometries to reach par-
ticular results (see, for example, Ref. [110]). Hulme et al. [111] used a chain of
joined cardioid-like chambers to direct cell movement and to sort Escherichia coli by
length. Guidobaldi et al. [112] have shown that using a petal-shaped boundary ac-
tually disrupts the wall accumulation of human sperm cells. There are other studies
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that explain how such periodic wall corrugations can rectify [38] self-motile particles
by the self-propellant force [113].
1.3 Motivation
Conventional thermodynamics states that every system tends to minimize its own
energy in order to reach a stable state. However, it works for closed systems only.
There are many systems, both living and artificial, where this rule doesn’t hold due to
constant energy exchange. Typical examples are bacterial communities, where every
bacterium uses energy sources from the surrounding medium to move itself, robotic
swarms, where each robot has its own internal source of energy, or any other group
of individuals (or a single individual) that is able to convert some energy to work or
motion.
I am motivated by current achievements in the active matter area such as col-
lective robotics, targeted drug delivery, crowd control and many other related fields.
It is fascinating how simple interactions between active agents result in non-trivial
collective behaviour. Thus, I seek seek understanding of emerging behaviour in bacte-
rial communities in order to understand it and use for bacterial control and bacterial
sorting in particular.
1.3.1 Applications
I categorize current studies of microscopic active matter as the following: trans-
port & drug delivery, microscopic passive devices, and collective properties of active
matter. Below, I provide examples of applications for each category.
Transporting of microscopic objects can be implemented in two different ways.
First, it is possible to attach transported objects to active particles. For example, Ref.
[114] shows how diatom microalgae-derived nanoporous biosilica are used to deliver
drugs to cancer cells. The diatom Thalassiosira pseudonana is genetically engineered
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to enable attachment of cell-targeting antibodies. Another way is to use magneto-
aerotactic bacteria (i.e. Magnetococcus marinus strain) to deliver drug-containing
nanoliposomes to tumour hypoxic regions [115]. Bacteria, each containing a chain of
magnetic iron-oxide nanocrystals, tend to swim along local magnetic field lines and
towards low oxygen concentrations based on a two-state aerotactic sensing system.
Using self-propelling particles was proposed as a solution to deliver coagulant agents
upstream through blood [116]. It was shown that in combination with active thrombin
these particles worked effectively as a hemostatic agent. Second, it is possible to
use non-zero resulting force formed by a set of roughly aligned bacteria to push an
object. The resulting coherent motion has been shown to work as an engine in silico
and in vitro. For instance, active rods are naturally aggregated within a micro-wedge
moving it in a particular direction [117–119]. Also, some recent experiments show
that microbots can be created by attaching bacteria to objects [120].
Modern devices in any area of application are often minimized to reduce energy
consumption and to shrink their volume. However, sometimes it may lead to un-
expected problems like, for instance, the impossibility to provide sufficient energy
supplies to the required area where devices exist. It is virtually impossible to deliver
energy locally to every microscopic element. One of the possible solutions is to use
bacteria as a source of force since they can transform various types of energy to work.
For instance, in Ref. [121] authors show how to create a passive microscopic water
pump. Bacteria form a biofilm at the boundary of a channel, then, by aligning them in
roughly the same direction it is possible to generate non-zero net fluid flux. Another
remarkable work [122] shows how bacteria can be used to power microscopic engines.
In systems where asymmetric gear-like rotor are placed motile Escherichia coli cells
self-assembly along the boundaries of the obstacles and thus produce spontaneous
and unidirectional rotation due to broken shape symmetry of the gears.
Active matter can exhibit many intriguing properties which can be of interest
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in terms of practical applications. Below, I provide a few papers that show the
importance of such studies.
Recent studies show the way to increase antibiotic sensitivity. Clusters of swarm-
ing Bacillus subtilis on semisolid agar are shown to exhibit enhanced resistance against
antibacterial drugs due to their collective behaviour and motility. In fact, high activity
of bacterial swarms prevents them from prolonged exposure to lethal drug concen-
trations. However, adding nontoxic polystyrene colloidal particles which are fixed on
surface (i.e., corrugating the surface) leads to disruption of colonies and, therefore, to
more effective action of antibiotics. Inert obstacles prevent motion of a swarm as a
single entity. Bacteria have to manoeuvre, they lose their speed and group dynamics
and expose themselves to a drug [123]. In a similar fashion it is possible to disrupt
wall accumulation of human sperm cells by simple artificial wall corrugation [112].
It is possible to do exactly the opposite. Instead of disrupting collective dynamics
it is possible to enhance it by encapsulating a bacterial swarm into a swarmbot. A
single bacterium can’t survive in a particular environment therefore all bacteria have
to stay together as a single entity. It creates a perfect safeguard strategy to prevent
unforeseen bacterial growth and allows to move a bacterial colony as a group as well
[121]. I also show [1] (see also Ref. [53]) in Chapter 3 that some of the collective
properties of active matter can be used to create an effective sorting strategy. Also,
in Ref. [124] it’s been shown that separation of yeast cells using a microfluidic system





In this chapter I introduce the numerical scheme used in the remainder of the
thesis for the simulation of active rods. I start with a general model of active matter
based on overdamped Langevin equations for microscopic particles. I introduce the
definition of heterogeneous active matter, then I discuss various details of the model
I used in my simulations. I also give a brief overview of other models and a short
comparison of them to explain my choice.
2.2 Model
In this section I discuss heterogeneous active matter. Compared to homogeneous
systems where all the particles are identical, in heterogeneous active matter I assume
that every active agent is unique. That means each particle has at least one property
such as the self-propellant force, that is different from all other particles in the system.
I provide the particular details of my model and compare it to other models
used in simulations of active matter. Finally, I give a summary of various boundary
conditions that can be employed in active matter simulations.
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2.2.1 Heterogeneous Active Matter
I consider a (quasi-) two-dimensional (2D) system with a population of N active
particles confined within a rectangular domain of length Lx, width Ly, and total area
A = Lx × Ly. The basic model can in principle be extended to 3D, here I restrict
motion to a 2D plane. I do this to simulate systems qualitatively similar to bacterial
communities in thin liquid films.
I use Greek indices to mark particles and Latin to enumerate segments of a particle









Figure 2.1: A diagram illustrating some of the variables I discuss in this subsection.
An example of a segmented rod 1 comprised of three segments is given.
In this thesis all particles are assumed to be segmented rods unless otherwise
stated (see Fig. 2.1). Every αth particle is characterized by two dynamic variables
— its centre of mass rα(t) = (xα(t), yα(t)) and orientation, given by a unit vector
ûα(t) = (cos Θα, sin Θα) (see Fig. 2.1). In addition, the population is assumed to be
heterogeneous unless otherwise stated. This means that every rod is defined by a set
of characteristic values such as width wα, length lα, and aspect ratio aα = lα/wα,∀α =
1, N , where 1, N denotes all integer values from 1 to N inclusive. I keep the width
of every rod constant so that wα ≡ w = 1 to reduce the total number of parameters.
That means that aα ≡ lα throughout the text. Furthermore, active particles move
with self-propellant force Fα applied along ûα and have hardness (softness) κα. Here,
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κα defines the strength of pairwise interactions (see Sec. 2.2.2 for more details).
That means that when κα = 0 ∀α there is effectively no repulsive forces between
particles. I pick every variable from a corresponding continuous uniform distribution
U . However, any other suitable distribution (e.g. Gaussian) can be chosen to simulate
systems close to real communities, provided that it is bounded and positive. A limiting
case that I mentioned above, when such a distribution is non-negative, is when κα = 0.
Nevertheless, even with such limitations some interesting phenomena can be observed.
For example, given enough time such an active gas in a periodic channel degenerates1
from a 2D system to a 1D linear gas as presented in Fig. 2.2.
This happens because in the absence of noise the walls are the only objects in
the system that can change the orientation of particles. The boundaries force all
active rods to align along the direction of the channel while keeping them at the same
distance from the walls themselves. Since active particles do not interact with each
other, they just keep running parallel to the walls forever being in fact a 1D gas.
Figure 2.2: Left: a system with moderately strong repulsive forces between active
rods. Right: a system where all interactions between active rods are switched off. In
both cases rods are represented by vectors.
I assume that all hydrodynamic interactions are negligible (see Chapter 1 for a
more detailed explanation) and, thus, any two active rods α and β interact through
a repulsive potential only (i.e., “dry” active matter):
Uα,β(rα, ûα, aα, κα; rβ, ûβ, aβ, κβ), (2.1)
1Degeneracy here is used in its usual sense when a class of objects changes so that it belongs to
another, potentially more simple, class [125].
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of arbitrary nature (see, for example, references [1, 126, 127]). Here I assume two-
body interactions only. I provide a more detailed description of some potentials below
in this section.
In the simulations I use three different types of boundaries: periodic boundary
conditions (PBC), disk-like and channel-like confinements (see figures 2.10, left and
2.13). First, when I need to explore phenomena caused by interparticle collisions only
I use PBC. This is probably the most common approach which I discuss in detail later
in the text. Second, when I need to restrict activity of rods in one or both spatial
directions, I employ an external potential U bα(rα, ûα; aα) (see, for example, Ref. [1]
and Chapter 3). In this case a closed domain can be simulated using a 2D potential
well of some kind. I get periodic channels by combining both PBC and external
potentials. More complex geometries can be incorporated, including 3D versions of
the ones above.
Next step is to combine all the terms responsible for pairwise, boundary and self-
propellant forces in one system of equations for translational and rotational motion.
Given that, I have overdamped Langevin (see Chapter 1) equations for translational














Uα,β −∇ûαU bα, (2.3)
where ∇rα denotes the derivative w.r.t. the position of the centre of mass, and ∇ûα
is the gradient on a unit circle. Here ηTα and η
R
α are the translational and rotational
damping tensors adapted from Ref. [55]; their explicit tensor forms are given by
equations 2.4 and 2.5, respectively. In both equations all pairwise interactions result
in the sum of Uα,β gradients whereas wall collisions are given by the gradient of U
b
α.
The last term containing Fα is responsible for self-propellant motion.
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2.2.1.1 Friction coefficients
I assume that there is some surrounding fluid that is viscous enough to affect
translational and rotational components of motion, however, its own speed is zero
everywhere. Thus, the friction coefficients take the following form (see Ref. [55]):
ηTα = f0[f
α




where f0 is a Stokesian friction coefficient and 1 is a unit tensor. The symbol ⊗
stands for the dyadic product. The subscripts {‖,⊥, R}mark longitudinal, transversal
and rotational components of rod motion, respectively. The factors {fα‖ , fα⊥, fαR} are
dimensionless and depend only on aspect ratio aα:
fα‖ =
2π












ln(aα)− 0.662 + 0.917a−1α − 0.050a−2α
. (2.8)
These coefficients take their origin in a theory for the translational and rotational
motions of extremely long cylinders (aα →∞) [128, 129]. Tirado et al. [130] corrected
them to be valid for moderately short rods.
I plot these friction coefficients as a function of the aspect ratio aα in Fig. 2.3.
It can be seen that for rods with high aspect ratio the translational components of
friction asymptotically decay to zero when aα →∞ whereas the rotational component
keeps growing to infinity. From that it is possible to infer that long rods can move
easily, however, it is difficult for them to change orientation. Note that the range










Figure 2.3: Behaviour of friction coefficients f‖, f⊥ and fR depending on aspect ratio
aα.
aα = 4.6. However, since the same formulas are also used in simulations of short
active rods (see, for instance, Ref. [55]) I use these coefficients assuming that they
are valid in short range as well.
2.2.1.2 Units of measurements
I use a system of characteristic units as in Ref. [55] such that f0 = 1, w = 1, and
F̄ = 1. Here I have to introduce a reference value of self-propellant force F̄ since I
simulate systems with heterogeneous motility. All the units used in simulations are
provided in the table below.










It is also possible to simulate systems with rotational Gaussian noise which I
introduce as an additional term ∆ûα in Eq. 2.3 for rotational motion. It has the
following properties:
〈∆ûα〉 = 0,
〈∆ûα(t)∆ûβ(t′)〉 = 2D∗R,αδijδαβδ(t− t′).
An in-depth study of real bacteria confirmed by additional computer simulations
[131] reveals the following features of rotational diffusion processes in bacterial active
matter. First, it is non-Brownian at short times, nevertheless, its long-time behaviour
is described by a regular diffusion process. However, its diffusion constant D∗R is much
larger than the Stokes-Einstein value DR = kBT/f0fR (see Ref [55] and references
therein for a detailed explanation). The direct consequence of this is that intrinsic
random orientation changes of bacteria are much higher than those caused by thermal
motion of the surrounding medium. Second, there is a phenomenological relation
between bacterial parameters such as SPF and length and the effective diffusion






where lαf0f‖,α/Fα is the characteristic time required for an active rod to traverse
a distance comparable to its size. Its typical value for swimming bacteria such as
Escherichia coli is ∼ 0.01 [55, 131], for larger bacteria it can take large values due to
noise in swimming mechanism rather than thermal noise of the surrounding solvent.
From this equation it follows that longer and slower (in terms of self-propellant force)
active rods are less prone to noise (see Fig. 2.4).
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Figure 2.4: Behaviour of rotational diffusion coefficient provided for Fα = 1, 2.
2.2.2 Models of active rods and their interaction
Originally, active rods were introduced in the paper by Peruani et al [126]. They
were represented as 2D polygons (see Fig. 2.5, (c)) and interaction was calculated by










Figure 2.5: Different discrete-element models of active rod-like particles.
a) elliptic model; b) stack of segments; c) rectangle; Solid vectors represent orientations
ûα. Centres of mass are marked with solid crosses. Effective distance of interaction
rc is given by the dashed line. Note, that for rectangles rc doesn’t coincide with the
length.
Other models that are widely used include rods consisting of segments or ellipses
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[55, 127]. I employ the first type of simulation whereby rods are represented as a
series of nα segments — i.e., disks of diameter
2 d — stacked along the long axis of
the rod (see Fig. 2.6 for a detailed diagram of the model). Both the distance between
neighbouring segments l0α and nα allow one to change the aspect ratio aα. I also use
linear density defined by Eq. 2.9 (first introduced by Wensink and Löwen [55]) of
segments Λ as a global parameter in systems of segmented rods. I set it to a constant
that is in fact a number of segments per unit length. This approach allows me to
have rods of different length while maintaining a constant density of segments per









Figure 2.6: The diagram showing a) the general interaction scheme, b) two interaction
rods of the same size, overlapped segments are marked (shaded) with green. Red dashed
circles represent rod segments, their centres are marked with black dots. Black crosses
denote centres of mass of rods.
Thus, assuming that lα and Λ are given, the number of segments in an active rod
can be calculated using the following formula:
nα = bΛlαc, (2.9)
where b·c denotes an integer part of a number. Now, the resulting force between two
rods α and β is not zero when the distance ∆ri,jα,β ≤ d for any segment i of particle α
and for any segment j of particle β. A representative example of such model is given
2Since all segments lie on the same rod axis the diameter of every segment d and the width of
every rod w are essentially the same quantity. However, for the sake of clarity I consider them as
two independent variables throughout the text.
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in Fig. 2.6. Here, I depict two rods comprised of 3 segments each. Part A of Fig. 2.6
shows two particles before interaction. Part B shows the same rods interacting. Here,
two top segments overlap resulting in repulsive force that pushes particles apart and
results in a torque that realigns the rods.
There is an alternative model, where rods are assumed to have elliptic shape, the
interaction is of Kihara-type [132] that depends on the minimal distance between two
finite line segments (see, for example, [127]).
It is also possible to use both representations simultaneously. In such case all
pairwise interactions are calculated using a segmented model, however, when a parti-
cle interacts with its medium fluid it is modelled as an ellipse (see, for example, Ref.
[34]).
There is also a difference between simulations of soft matter and simulations of
elementary particles. In both cases centres of mass are represented by points and
any interaction has to be calculated between them. However, elementary particles
are small comparing to the distance of interaction as opposed to soft matter where
the distance of interaction coincides with the size of particles.
There is a variety of potentials that are used to simulate repulsive or repulsive-
attractive interactions. I discuss some of them that are widely used (see, for instance,
[1, 32]) and provide a figure (see Fig. 2.7) with a comparison of the most widely used
potentials. However, for simulations in this thesis I use only the Hookean potential.
In all discussed cases (see Sec. 2.2.2) I use a modified version of hardness κ — κi,jα,β,
— assuming that: a) every rod can have its own κα, thus, it interacts with other
particles through some effective potential (like in Ref. [1]); b) segments comprising
a rod can have different hardness and, therefore, different effective size. For exam-
ple, Kaiser et al. [117] employed this technique to break axial symmetry of active
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Figure 2.7: Comparison of potentials provided for κi,jα,β ≡ 1. a) Hookean potential;
b) Yukawa potential; c) Lennard-Jones potential. All parameters of Lennard-Jones
potential are chosen so that it is bounded (E = 0.5 in particular). The number of
segments per rod is set to 10, this affects only the Yukawa potential since it’s the only
one that has explicit dependency on n. Solid lines denote potentials, dashed lines stand
for corresponding forces.
First is the Yukawa potential from colloidal soft matter which is used to simulate
interactions between charged colloidal particles as in Ref. [133]. For two segments i







Here, all rods are assumed to have the same length so that nα = nβ = n.
Second is another well-known potential — Lennard-Jones (LJ). Again, the inter-
action of two segmented rods is described by the following (separation-shifted, see,
for instance, Ref. [134] for additional details) potential:







] + U0, (2.11)
where U0 is a potential shift assuring that I do not have a discontinuity at ∆r
i,j
α,β = d.
The interaction energy ε = b12E/(b12 − 4b6 + 4), where E =LJ U i,jα,β(0) −LJ U i,jα,β(d)
is the energy of interaction of two completely overlapping segments serving as a
control parameter. The capping parameter b =
√
21/3 − d2 allows switching between
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the divergent and non-divergent functions. When b 6= 0 LJU i,jα,β does not diverge at
∆ri,jα,β = 0 making the complete overlap of segments possible. The other case leads to
a truncated version of the Lennard-Jones potential. This function is used because: a)
it can be switched between two regimes where one allows complete overlap between
two segments and the other one doesn’t; b) it has lower computational cost comparing
to, say, exponent (see Ref. [135]).
Finally, the last one is a spring-like (Hookean) potential. Since it has only two





This comparison gives an insight on what can happen in active matter systems. In
summary, both Hookean and LJ potentials allow complete overlap of two particles
due to finite energies at zero distances as opposed to the Yukawa potential. However,
the LJ potential can be switched between two regimes — one that allows complete
overlaps and the other one doesn’t — by tuning its parameters. Moreover, its gradient
changes non-monotonically with distance in contrast to other two potentials. I also
mentioned that all three potentials have different computational complexities which
can be important in simulations of systems with large number of particles.
2.3 Numerical approach
In this section I discuss some potential difficulties that might arise in simulations of
soft matter systems. That includes the performance of some numerical algorithms and
simulations of systems with ‘solid’ boundaries. Next, I discuss the numerical scheme
employed in the simulations and provide arguments to justify its usage. Finally, I
introduce a generalized version of the numerical scheme that can be used in systems
with arbitrary boundary conditions.
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2.3.1 Boundary conditions
In this subsection I discuss various types of boundary conditions that are used
in active matter systems. I provide the most widely used types such as periodic
boundary conditions, external potentials, walls made of discrete elements and the
method of images.
I start with periodic boundary conditions (see Fig. 2.8 for a schematic diagram).
I assume that the domain has rectangular shape and its left bottom corner is placed
at the point with coordinates (0, 0). When a particle leaves the domain, meaning that
xα < 0;xα ≥ Lx or yα < 0; yα ≥ Ly, its image enters the domain from the opposite
direction (see Fig. 2.8) This method is widely used in molecular dynamics simulations
as well as in simulations of active particles (see, for example, references [55, 135]).
Such boundaries are useful for simulation of bulk phases, however, there exist finite-
size effects [136, 137]. For example, global orientational order, that is observed in
moderately small systems of active rods, at some point disappears in large systems
with the same packing fraction of rods [138].
Next, I discuss various methods of simulation of hard boundaries, I am aware of
two general approaches described below. First, one can represent a solid wall or any
other suitable boundary as a set of particles fixed in space [139] (see Fig. 2.9, a). This
approach is more flexible in terms of the simulated boundary shape, however, one has
to be careful to choose the distance between boundary elements to prevent particles
in the simulation from leaving the domain. Obviously, it is possible to make this
distance sufficiently small, however, that increases the number of boundary particles
belonging to the wall. That, in its turn, makes the method computationally expensive
due to higher number of interactions between active and boundary particles. I discuss
possible ways to avoid this limitation further in this section, see Subsec. 2.3.4. There
is one more method of images (see, for example, references [34] and [140]) which is





Figure 2.8: An example of two-dimensional square box with PBC in both x and y
directions. Gray regions contain images of the initial domain (white square). Solid
(blue) circles stand for particles, dashed (blue) — for their images. Solid (blue) lines
denote the size of the initial domain. Particles leaving the domain or its images are
marked with solid vectors. Dashed vector rα stands for the position (xα, yα) of particle
α.
its image is placed on the other side of the wall. This method of simulating boundaries
has some advantages since it has low computational cost and also allows simulations
of flowing liquid and solid boundaries at the same time [140].
Second, one can use an external (it can also be time-dependent as described in
Ref. [61]) potential of arbitrary nature as an additional term in the equations of
motion (see Fig. 2.9, b).
Below I discuss a variety of potentials that can be used to confine active rods at









Figure 2.9: Schematic depiction of various boundaries. Solid ellipse represents an
active particle. a) elements of the wall are given by disks; b) shaded area is unreachable
by active particles due to high potential, its gradient is omitted to simplify the diagram;
c) solid line stands for the border of the domain, it serves as the axis of mirror symmetry,
dashed ellipse is the mirrored particle.





where (assuming a homogeneous population) κ has the same meaning as in Sec. 2.2,
r is the distance between a disk-segment and the wall, and U0 is the magnitude of the
potential [32]. Another option is to use erf(x) [141] or tanh(x) [1]. Whereas the first
one (and its force) is unbounded as compared with the last two which are finite (as
well as their forces), they have one thing in common — they all have exponential terms
which make them computationally expensive. One possible way to avoid this is to use
Lennard-Jones potential or its shifted and truncated version: the Weeks-Chandler-
Andersen potential. Both of them can be computed (see Ref. [135] for reasonable
arguments) easily — i.e., faster — comparing to the family of exponentials. I note
that in all this cases every particle interacts with the boundary only once as opposed
to the case with discrete boundaries (discussed earlier in this section). This means
that the complexity of this method grows as O(N) and can even be reduced to O(1)
in some cases which I discuss below in Sec. 2.3, again, see Subsec. 2.3.4.
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2.3.2 Cell-linked list method
The cell-linked list (CLL) method was first introduced by by Allen and Tildesley
in Ref. [135] as a way to significantly reduce the computational cost of simulations
of particles with short range interactions. In a system with N particles each particle
can potentially interact with (N − 1) neighbours resulting in N(N − 1) interactions,
regardless of their nature and presence of any boundaries. Newton’s 3rd law reduces
this number to N(N − 1)/2, nevertheless, the required computation still has O(N2)
asymptotic behaviour. However, in systems with short-ranged interactions calculat-
ing pairwise distances between distant particles is wasteful since the resulting force
between them is virtually zero.
Let’s assume that such a population is confined within a 2D box of size Lx =
Ly = L. In such cases
3 it is possible to split the domain into M strips of width L/M .
Further splitting of every strip into M identical cells results in M2 cells in total as
presented in Fig. 2.10, left. Now, every one of them is a square of size lc = L/M .
The conventional approach first introduced by Allen and Tildesley [135] states that
lc has to satisfy one condition only — it has to be greater or equal than the effective
cut-off distance rc of the interaction potential.
In this thesis particles interact through direct collision meaning that for a system
of identical disks the interaction distance rc equals the diameter of a disk. From this
statement it follows that a single particle can interact only with neighbours that are
in the same or adjacent cells (see Fig. 2.10, left, black solid square). Assuming a
homogeneous density throughout the domain every cell on average contains Nc =
N/M2 particles. That results — again, on average — in ≈ 32Nc interactions per
particle or, employing Newton’s 3rd law again, can be reduced to ≈ 32Nc/2. That
is a tremendous improvement compared to the naive approach. Now the number of
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Figure 2.10: Left: An example of two-dimensional square box with PBC in both x
and y directions. Gray regions contain images of the initial domain (white square).
Ghost cells introduced in Ref. [2] lie between the central white square and the sur-
rounding larger square marked with dashed lines. Central solid square denotes a cell
with a particle inside and all neighbouring cells. Solid (blue) lines mark the domain
dimensions, Lx and Ly. Right: a magnified region of the CLL grid. Solid (blue) lines
denote the size of a single cell lc. Red disk represents a particle, which size coincides
with lc. The cell that contains this particle is marked by a pair of indices Ix, Iy. Thus,
all other cells can be uniquely identified by adding or subtracting a corresponding pair
of offsets. This diagram can also serve as an example of index folding in the case of
PBC. In this case the domain is marked with white cells. All indices that are congruent
modulo 3 denote exactly the same cell, for example, Ix − 1 ≡ Ix + 2 mod 3.
computed pairwise interactions behaves like O(N) which is significantly better than
the initial asymptotic O(N2).
Here, I discuss issues that might arise in active matter systems with various bound-
ary conditions (see, for instance, Subsec. 2.3.4.1).
First, I provide a basic algorithm to split the domain using the dimensions of
the system [135]. Again, the system contains a population of of N (polydisperse)
particles. Since I keep the width of all rods the same polydispersity implies a variety
of lengths lα of rods in the population. I use a uniform distribution U(smin, smax) for
the size of a rod. This distribution is set to be strictly positive to avoid non-physical
particles of zero or negative size. Here, smin and smax are minimal and maximal sizes,
respectively. In the case of monodisperse populations smin = smax ≡ s. The domain
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is a square of size L as in Fig. 2.10, however, other shapes such as disks or rectangles
are possible.
Next, I compute the size of a single cell lc. As mentioned earlier in this subsection
(see also Fig. 2.5, a, b & c), for the interaction distance rc and the maximal possible
particle size smax holds the following identity:
rc ≡ smax.
An estimate for the number of cells per domain side is given by this equation:
M ′ = L/rc.
However, in general this equation gives a non-integer result which is not suitable for
this particular problem. The solution here is to round down this estimate M ′ so that
it becomes a positive integer M ≤ bM ′c. This particular choice of rounding also
allows me to satisfy the condition between rc and the cells size lc:
lc = L/M ≥ rc,
Now, any two particles in any two non-adjacent 4 cells are separated by a distance
that is certainly greater than rc and, thus, do not interact.
It is possible to identify a cell that contains a particle α with its centre-of-mass
coordinates (xα, yα). In fact, the whole set of cells is a discrete coordinate system
where Ix and Iy denote horizontal and vertical coordinates (indices) of a cell, respec-
tively. Division of xα and yα by lc and rounding the result down results in a pair of
indices Ix = bxα/lcc and Iy = byα/lcc. Both indices lie in range 0,M − 1, or, for a
non-square domain, M is replaced with a pair Mx,My for x and y coordinates. Addi-
tionally, this method requires Iminx,y and I
max
x,y as minimal and maximal indices of cells
that are checked, respectively. For a system with PBC Iminx,y = 0 and I
max
x,y = Mx,y− 1.
4By non-adjacent I understand cells that do not share sides or angles.
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I show below that the ranges have to be modified when there is any external boundary
present.
a (Ix, Iy)
Om = 1 Om = 2 Om = 4
(Ix−Om) (Ix) (Ix+Om)(Ix−Om) (Ix) (Ix+Om)(Ix−Om) (Ix) (Ix+Om)
(Ix, Iy) (Ix, Iy)b c
Figure 2.11: An example of 2D grids with various masks, red solid circle represents
the centre of mass of a particle, black solid circle is a particle, black dashed circle is of
radius rc, shaded (green) cells have to be checked during the evaluation of the algorithm.
All white cells have already been checked. In all cases empty-headed vectors point to
the cell (Ix, Iy) containing the centre of mass of the particle, whereas solid vectors
point to cells with indices Ix − Om, Ix, Ix + Om. a) Om = 1; b) Om = 2; c) Om = 4,
some cells that are checked stay outside rc. The algorithm for this particular mask
is provided below in the text. This given particle interacts with any other one whose
centre of mass lies within the dashed circle.
I mentioned earlier this method requires checking not only the cell containing a
given particle but also its neighbours. Here, I define the maximum offset number
Om = drc/lce as the following: for a cell with indices Ix and Iy, all neighbour-
ing cells have their absolute indices in ranges Inx = Ix −Om, Ix +Om and Iny =
Iy −Om, Iy +Om, respectively (see, for example, Fig. 2.11, (a)). For the conven-
tional CLL method Om = 1.
I also define a mask as a subset of neighbouring cells with the following properties:
for any cell this is a subset of the neighbouring cells always containing a half of them.
In addition, their relative indices have to stay the same for a given cell grid. For
instance, in Fig. 2.11, a) those relative indices are (−1,+1), (0,+1), (+1,+1) and
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(+1, 0). The choice of the mask has to satisfy only the condition that two cells with
the opposite indices — i.e., (I ′nx , I
′n
y ) and (−I ′nx ,−I ′ny ) — can’t belong to the same
mask (see Ref. [135]). Folding of indices Inx and I
n
y is also required when toroidal
topology of PBC is employed. Here, folding follows the rules of modular arithmetic.
That means that, for example, for a cell with Ix = 0 adjacent cells to the left have
their horizontal indices Inx = −1 ≡ Mx − 1(modMx). Initially, for every cell all 8 of
its adjacent — in the case of the conventional CLL method — neighbours are checked.
Since the process is repeated for every cell, all distances are calculated twice. Thus,
introducing a mask leads to half the number of neighbouring cells checked during the
simulation, allowing to reduce the number of total calculations using Newton’s 3rd
law.
Anisotropy of particles such as ellipses or rectangles (see Fig. 2.5 (a) and (c))
with two characteristic sizes — i.e., length and width — prevents direct usage of the
conventional CLL approach. For example, any two elliptic particles of length a and
width b can have their major axes of symmetry oriented along the same line. Here the
minimal distance of potential interaction equals b. Changing the orientation so that
now minor axes are parallel modifies the minimal distance of potential interaction so
that it is equal to a now. Since there is no a priori knowledge about the orientations
of particles, to ensure that all potential interactions have been taken into account, I
have to consider the worst possible i.e., the latter case. That allows to capture all
possible orientations of rods resulting in a circumcircle of diameter rc that effectively
describes a particle of a particular size (see Fig. 2.5). In this case rc coincide with
the largest dimension of a particle.
2.3.2.1 Ghost cells
It is important to briefly introduce another method to deal with unbounded do-
mains since I use a similar approach in Subsec. 2.3.4.1.
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A modified version of the conventional CLL with PBC that introduces ghost cells
(see Ref. [2]) can be used (see Fig. 2.10, left). These are extra cells placed outside the
domain and populated with images of real particles to simulate periodic boundary
conditions.
In this case the domain is extended in all spatial directions so that there is an
additional layer of width rc surrounding the simulation box that is equivalent to an
additional layer of cells in the case of the conventional CLL. Every iteration this extra
space is populated with the images of particles that are within the distance rc from
the boundary inside the domain.
2.3.3 Adaptive grid
The CLL method is effective compared with the naive approach. However, even
this method can be slow when it deals with a large number of particles in a system.
There is a way to improve it even further, it does give an additional speed-up in some
systems, nevertheless, even here there are advantages and disadvantages. I introduce
it below, I also discuss its use with various geometric confinements.
First, I discuss the modification of the conventional CLL method first mentioned
in Ref. [135]. As mentioned earlier, the conventional CLL method on a plane requires
checking (32 − 1)/2 neighbouring cells. However, it is possible to decrease the size
of a cell lc increasing their total number instead. This can improve the performance,
however, certain disadvantages exist even here [135, 142, 143].
The main idea is to improve performance of simulations by minimizing the number
of so-called spurious interactions, I discuss it in detail below. Here, spurious interac-
tions emerge when any two particles separated by a distance greater than the cut-off
one resulting in zero repulsive forces by definition. The conventional CLL method
requires the size of a cell lc to be greater or equal to the cut-off distance of interaction
rc, resulting in 8 adjacent cells. This ensures that for any particle within a given
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cell neighbouring cells completely cover its domain of interaction (see Fig. 2.11, A).
The area within which all pairwise distances are calculated is 9l2c — that is the cell
containing a particle and 8 its neighbours. The area within the cut-off distance of a
single particle is πr2c . Assuming the most optimal case where lc = rc, the conventional
approach results in about 65% of spurious interactions 5:
1− πr2c/9l2c = 1− π/9 ≈ 0.65.
Since the CLL method is based on tiling the particle’s domain of interaction, it is
possible to decrease the size of a box lc, thus, having a better approximation of a disk
of radius rc. Dividing the cell size by two so that lc = rc/2 results in an increased
number of neighbouring cells that have to be checked, since Om = drc/lce. From that
a condition also follows for minimization of the area that is covered with cells and
outside the interaction distance rc: the most optimal choice is when rc/lc ∈ N. So,
for Om = 2 the total number of neighbouring cells completely covering the required
area is 24. However, the total area of all 24 + 1 cells is now 6.25r2c leading to ≈ 50%
of forces being virtually zero. Further decreasing of the cell size lc results in even
better tiling results since now some cells are for sure outside the range of interaction
(see Fig. 2.11, C). The algorithm 1 for a given cell in a system with PBC is provided
below.
Nevertheless, this approach has its disadvantages first discussed in Ref. [2]. First,
the total amount of memory that is used. Decreasing the size of a cell lc by a factor
of 2 quadruples the memory required to store the whole CLL structure as well as the
time, required to clear it (see Fig. 2.12,h). I note here that all results are compared
to the reference value, obtained from the system with Om = 1, i.e., from the system
with the conventional CLL implementation. This shows the relative performance cost
5This estimate is correct only for the case of monodisperse disks
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Algorithm 1 This algorithm shows how all neighbouring cells belonging to the mask
given in Fig. 2.11 are checked. Changing the mask results in different neighbours,
however, the algorithm requires almost no modification after that. It also doesn’t
depend on Om.
Require: Ix,y . Indices of a cell
i⇐ 1
j ⇐ 0
while i ≤ Om do












while j ≤ Om do
Iny ⇐ (Iy + j)(modMy)
i⇐ −Om
while i ≤ Om do
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Figure 2.12: Benchmarks, measured in homogeneous dense systems with channel-
like boundaries (log− log scale). The total population in every simulation is ≈ 1000
3-segmented rods. All results are compared to the reference value, obtained from the
system with Om = 1 thus showing the relative performance cost (lower is better). That
means that all values that are lower than 1 are better than the reference implementation.
The value of softness parameter κ ranges from the ultra-soft case where κ = 0.01 to the
hard case with κ = 10.0. Data is collected over 2.5× 106 iterations. a-g) From left to
right, corresponding masks for different values of Om = (1, 2, 3, 4, 6, 8, 16); h) clearing
and re-populating the CLL structure; i) looping through all CLL cells; j) a sum of two
metrics. Arrow point from the masks to the corresponding values of Om.
(lower is better). That means that all values that are lower than 1 are better than
the reference implementation.
Whereas the method itself still has linear asymptotic behaviour O(N), where N
is the total number of particles, constant factors such as Om that are usually ignored
in such cases start playing a significant role. Thus, the resulting asymptote looks like
O(O2mN) giving a more accurate estimate. That means that any further change of the
cell size lc results in the same quadratic dependency. Therefore, at some point even the
simplest procedure of memory clearing starts having an intolerable overhead. Second,
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there is additional overhead associated with determining whether a cell is occupied.
There is a point when checking all empty cells starts requiring more time than has
been saved by reducing lc (see Fig. 2.12, i & j). One more idea was to vary values
of the softness coefficient κ while keeping other parameters constant and see how it
might affect the performance. I based this assumption on the following observation:
when the system has had time to evolve, various values of κ (or alternatively F)
produce a variety of configurations of active rods with distinct density distributions,
resulting in different numbers of interactions i.e., collisions, per particle. The data
given in Fig 2.12, i) prove this point.
The discretization time step ∆τ = 0.002 is also adapted from Ref. [55] with an
assumption that there is no density dependency here. That is to keep measurements
in systems with different populations consistent and also to simplify the simulations.
Further decreasing of the time step doesn’t change the results so, no additional checks
regarding the numerical scheme’s accuracy and stability has been made as it is suffi-
cient enough for such simulations (see Ref. [55] and references therein).
I note that provided results are for illustrative purposes only. Nevertheless, the
conclusion is that: a) this modification of the conventional CLL method can be
employed in various simulations to speed up calculations; b) it has a limited range of
used parameters, any significant decrease of lc leads to intolerable overheads, thus the
size of a cell lc has to be at most 2-3 times smaller than the distance of interaction
rc; c) such parameters as, for example, κ can also affect the execution time. Points
b) and c) clearly show that one needs to calibrate CLL parameters carefully before
running any serious large scale simulations i.e., in my case it starts around 105 rods.
The obtained results coincide with early predictions from Ref. [2]. First, as
expected, the time required to clear the CLL structure grows roughly quadratically.
Whereas the standard deviation is high, it can be explained by unstable computing
environment used for benchmarking i.e., it was a shared cluster. Second, average time
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required for checking all cells and calculating the forces decreases (see, for instance,
2.12, i, blue line) when the value of Om gets greater than one. Moreover, it does
depend noticeably on the value of κ (compare blue and yellow lines given in Fig
2.12, i). That means for each κ and possibly for other static parameters there is an
optimal value of Om resulting in better performance. Nevertheless, further growth of
Om makes all the benefits of this method disappear. Thus, after careful considerations
I picked Om = 2 for all my simulations.
From that I can conclude the following. For any system there exists an optimal
value Om – in my case Om = 2 – that may vary depending on the hardware and
particular code implementation [2]. However, it may also depend on the parameters of
the simulated system. For example, I simulate non-equilibrium active systems where
local density can fluctuate significantly. That may result in a different average number
of interactions per particle leading to a longer execution time of the simulation. The
difference in performance is especially noticeable in systems with soft interactions. I
presume here that this dependence on κ is a feature of confined systems, however, a
proper case study of systems with different boundary conditions (including PBC) is
beyond the scope of this thesis.
2.3.4 CLL method with arbitrary boundary conditions
A variety of different boundaries can be used to simulate active system such as bac-
teria or other microscopic active particles in microchannels or microscopic droplets.
It is possible to simulate small systems with ≈ 102 active agents and any boundary
without involving serious optimization (e.g. CLL method or parallel computing).
However, increasing the number of particles by an order of magnitude leads to signifi-
cantly longer execution times. Moreover, active matter simulations sometimes involve
up to 105 − 106 particles meaning that more sophisticated programming techniques
are needed.
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In this subsection I introduce a new construct in discrete element methods —
shadow cells. They are essentially extra cells of the same size that are always outside
the domain boundary (see Fig. 2.13). I also provide a simplistic algorithm that allows
the following: a) a variety of the boundary shapes can be used without any changes
of the code, however, the performance of such simulations can be sub-optimal; b) the
time required to calculate all particle-to-boundary interactions is significantly reduced
compared to the conventional implementation.
I start with a 2D system populated with (active) particles. In addition, extra
boundary conditions of an arbitrary nature are imposed, making the system com-
pletely closed (disk-like chambers as in Fig. 2.13, b ) or semi-closed 6 (see Fig. 2.13,
a). The results of simulations of the latter case and their in-depth analysis are pre-
sented in Ch. 3. Additionally, Ch. 4 contains a detailed analysis of some statistical
properties of such systems.
2.3.4.1 Shadow cells
Next step is to define a new object — shadow cells. They are extra cells (a layer
or more when Om 6= 1) that are always outside the domain similar to the ghost cells.
but always empty as opposed to the ghost cells discussed in Sec. 2.3.2. They are used
to avoid indexing problem after introducing a new boundary. I provide a thorough
explanation in the text right below.
I start with the simplest case of a 2D domain with PBC. The domain is split so
that now there is a CLL grid of some suitable size Mx × My such that Om = n′.
The algorithm checks all cells and their corresponding neighbours in range from 1 to
Mx and from 1 to My, one by one. Since all cells are identical, this task becomes a
trivial problem. Now, I introduce the simplest case of boundaries i.e., straight walls
of some nature, so that any particle inside the domain can’t move from cells with
6Note, that confining particle motion in one direction automatically requires that minimum image















Figure 2.13: Examples of domains with different boundaries. Shadow cells are marked
with (red) crossed regions. Left column shows domains where Om = 2, whereas right
gives examples of systems with Om = 1. Walls are represented by solid (black) lines.
Particles (1, 2, 3) are marked with red dots, solid cells surrounding them belong to
corresponding masks. Here, green colour stand for the conventional mask (particles 2
& 3) whereas blue colour (particle 1) is used to mark the mask for cells adjacent to the
walls. Solid (blue) intervals stand for the sizes of every system Lx,y, where superscript
max means that the size varies.
a) two-dimensional square box with PBC in x direction and external potential in y
direction;
b) two-dimensional square box with a disk-like domain inside;
c) a periodic channel with sin-like walls;
d) the case of a periodic channel where cells actually cover some area not accessible by
particles.
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indices Ix = Mx to cells with indices Ix = 1 and vice versa. Essentially, there is no
more PBC in y direction as well as no index folding in the same direction. In this case
all cells are classed as internal or adjacent to the walls. The former have their indices
n′ < Ix < Mx − n′, the latter are the remaining cells. Whereas all internal elements
of the CLL grid are treated in the same way as in the case of the conventional CLL
method, there is no conventional way to deal with the boundary cells. The problem
here is that for a given cell there might be neighbours which indices are outside the
given range 1,Mx and, since there is no index folding in this direction, such neighbours
are essentially not defined. There exists a straightforward solution to this problem:
one can treat boundary cells separately and use a different mask. An example of such
a solution is provided in Fig. 2.13, a). However, this solution despite being correct,
has two potential issues. One is that the number of masks depends on the value of
n′ and on the shape of the boundary. The other is that changing the shape of the
boundary might result in different masks leading to incorrect results.
I suggest another way to treat the CLL cells that are close to the confining walls.
First, there is no need to have any a priori knowledge about the particular shape
of the boundaries. The only information required is the size of the confinement, it
has to be Lmaxx and L
max
y i.e., maximal length and width (see, for example, Fig. 2.13,
c), and the direction of restricted motion such as x or y. It is easy to notice that
the whole domain is enclosed within a rectangle of size Lmaxx × Lmaxy . Now I assume
that this rectangle can be split into square cells of some suitable size lc with the
corresponding offset Om = n







that can characterize a given mask. For a cell with indices Ix, Iy and all its neighbours
Inx , I
n
y covered by the mask the parameters are defined as the following:
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n+x = | max
n∈1,Om
(Ix − Inx )|,
n−x = | min
n∈1,Om
(Ix − Inx )|,
n+y = | max
n∈1,Om
(Iy − Iny )|,
n−y = | min
n∈1,Om
(Iy − Iny )|.
For example, for the mask provided in Fig. 2.11, a) the parameters take the following
values: n+x = 1, n
−
x = 1, n
+
y = 1, n
−
y = 0.
Next step is to expand the CLL grid in the corresponding direction or directions
by adding n+,−x,y extra layers of shadow cells. I note that the parameters of the domain
stay the same, the only thing that has changed is the number of CLL cells. A
few examples of such expanded grids are provided in Fig. 2.13. The CLL algorithm
discussed earlier in this chapter is slightly changed as well. The initial size of the CLL
grid was Mx×My, now, if there is no PBC in x, y directions Mx,y = Mx,y+n+x,y+n−x,y.
This change also implies — again, with the same idea about PBC in mind — that




x,y = Mx,y + n
−
x,y − 1. This
means that during simulations the CLL algorithm loops through the internal cells
only (see Alg. 2), everything that is outside Imin, Imax range is by definition a shadow
cell.
This approach allows to employ a variety of confinements without modifying the
source code, however, it comes at the cost of minor performance degradation. It is
caused by checking the shadow cells that are always empty.
2.3.4.2 Domain tiling
The choice of lc in the case of rectangular domains is a bit more complex comparing
to regular square-shaped domains. Here, I provide a detailed explanation starting
with a rectangular domain with PBC.
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Algorithm 2





x,y . CLL grid size, mask parameters
Require: Iminx,y ⇐ 0; Imaxx,y ⇐Mx,y − 1 . Limits of indices
Ensure: Iminx,y ≤ Ix,y ≤ Imaxx,y . Indices of a cell are restricted
Ensure: 0 ≤ Inx,y ≤Mx,y +n−x,y +n+x,y− 1 . Indices of neighbouring cells are in range
if !PBCx,y then
Iminx,y ⇐ n−x,y
Imaxx,y ⇐Mx,y + n+x,y − 1
end if
Ix,y ⇐ Iminx,y
while Ix < I
max
x do
while Iy < I
max
y do
CLL . Run regular CLL routine
Iy ⇐ Iy + 1
end while
Ix ⇐ Ix + 1
end while
For a given rectangle it can be perfectly covered with identical squares iff the
ratio of its sizes is a rational number. This means that the total number of domains
available for simulations in coupling with the CLL method is infinite, but countable.
That is comparing to an infinite uncountable set of all possible rectangles. It’s not like
it makes a noticeable difference, nevertheless, picking a domain for such simulations
can’t be arbitrary.
At the same time, having extra boundaries imposed actually makes this problem
easier. I elaborate this point right below. For now, I use a simple case of a rectangular
domain of size Lx × Ly. It is periodic in x direction, whereas the motion of particles
is restricted in y direction. Some particles of effective size rc populate this domain.
Application of the CLL method gives the cell size lc = rc. First, I consider the case






Figure 2.14: An example of the cell resizing procedure. Red crossed regions represent
areas behind the walls. Red solid dots stand for particles, green solid cells are corre-
sponding masked neighbours. Here the conventional approach requires two different
masks. In this particular case Lx = 10.5, Ly = 5, lc = 1. Left part of the figure is
the initial domain and its tiling, right — the same domain with a resized grid. After
resizing l′c = 1.05, it is easy to notice that now top row of cells occupies part of area
that initially doesn’t belong to the domain and is not accessible for particles. However,
for computational purposes it’s irrelevant.
and
bLx/lcc = Mx ∈ N. (2.13)
The solution to the problem of non-integer number of cells is to increase the size of a
single cell so that
lc → l′c = lc + ∆l : Lx/l′c = Mx. (2.14)
However, that automatically means that,
My > Ly/l
′
c /∈ N. (2.15)
It can be easily resolved by stretching the domain in y direction to make it fit an
integer number of cells M ′y. Since all area beyond the walls is virtually inaccessible
by particles, the emerging behaviour is not affected by this procedure. Now I need to









It is easy to notice that Ly can fit a certain number of cells of new size l
′
c and still
has some extra space left. Systems, where Ly/l
′
c ∈ N are also possible (consider, for
example, the case when Lx = 10.5, Ly = 21.0, lc = 1.0) but these are the exception
rather than the rule.
Here, to estimate the number of cells M ′y I use two auxiliary inequalities for
rounding of real numbers:
{
∀a :{a > 0, a /∈ N|a < bac+ 1 = dae},
∀a :{a ∈ N|bac+ 1 > dae = bac = a}. (2.17)
This means that the correct way to treat this potential extra space in Eq. 2.18 is to











Now I need to find a corresponding M ′y using the auxiliary inequalities 2.17 provided
above:




The other case of domain tiling is when Ly/lc /∈ N and Lx/lc ∈ N. It simply reduces
to the previous case by expanding the domain in y direction. Since Lx/lc ∈ N,
bLx/lcc = Lx/lc, Eq. 2.18 becomes trivial,
M ′y = dLy/lce.
The scheme of tiling here becomes the same as in Fig. 2.14, right.
55
2.3.5 Boundary tiling
Earlier in this chapter (see Subsec. 2.3.1) I introduced various types of boundaries
used in discrete element methods and in simulations of active matter in particular.
Here I present a simple way to reduce the cost of particle-to-wall interactions regard-
less of the boundary type and its particular implementation — i.e., external potential,
particles fixed in space or the method of images.
a b c
Figure 2.15: Examples of various boundaries: a) segmented wall; b) ‘solid’ wall,
red dashed lines denote the effective borders of the domain that are discussed in this
section; c) method of images. Solid disks — segments of a real particle, dashed disks —
segments of a virtual particle. Crossed rectangles mark rows of CLL cells containing:
a) centres of the innermost layer of wall segments; b) the effective borders of ‘solid’
walls; c) the borders of the domain. Lined rectangles mark rows of CLL cells containing
the centre of mass of a test real particle.
Again, N (active) particles move across the domain. To keep this chapter con-
sistent the domain is chosen to be a periodic channel. A generalization for other
confinements is also possible albeit a more mathematically sophisticated one. I also
consider same ways to implement a walls as I discussed earlier. All of them are given
in Fig. 2.15.
2.3.5.1 Walls made of particles
Here, every boundary is represented by a collection of hard disks that have posi-
tions fixed in space. Regular (active) particles within the domain interact with such
walls through a repulsive potential. Compared to other two methods discussed here
this one is the most advantageous in terms of possible configurations of walls, since
it allows to create a greater variety of shapes, regular or not.
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However, this is not the most efficient way to imitate a solid wall. First, the num-
ber of obstacles making the boundary can be quite high (see, for example, Fig. 2.15,
a). Assuming that the conventional method i.e., checking all pairwise distances, is
used to calculate forces between particles, the total number of interactions between
active rods and wall segments grows like O(NwN), where Nw is the number of par-
ticles comprising the wall. Second, the surface itself is highly irregular resulting in
spurious friction. I note, however, that such surfaces are possible in real life. Such
structure might also lead to the situation when an active particle is trapped between
the innermost wall segments or slips even further into the wall. Last two problems can
be avoided by increasing the size of the wall elements so that they partially overlap.
It is also possible to increase their hardness κ to make the whole boundary harder.
Here, I treat boundary segments as part of the simulation, resulting in an exotic
mixture of active and passive particles. In this case the conventional CLL method
can be used, however, some parameters like, for example, the domain size have to be
changed. Nevertheless, I talk only about the way to decrease the computational cost
of wall-to particle interactions.
To keep the problem simple I assume that disk-like wall segments and active par-
ticles have the same effective size (see Fig. 2.15, a). The case of different sizes can
be easily reduced to a simulation of a bidisperse mixture of active and passive parti-
cles. Whereas active rods interact with wall segments, the latter by definition have
their positions fixed in space. The wall doesn’t contribute to the dynamics of active
particles when the distance between the centres of the innermost layer of boundary
elements and the centre of an active rod are separated by the distance greater or
equal than rc. However, for the purpose of combining the described approach with
the CLL method, it is better to talk in terms of CLL cell indices I.
As I mentioned above, the employed geometry here is a periodic channel. This
means that wall elements form straight lines with the same y coordinate (see Fig.
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2.15, a). Taking into the account only the innermost boundary layers and applying
the method for finding cell indices described earlier in this chapter, I get Iwy CLL
indices for a given wall. Now, from Subsec. 2.3.3 it follows that two particles do not
interact when their respective CLL cells are separated by more than Om cells. That
result in the following inequality:
|Iwy − Iy| ≥ Om,
where Iy is the y index of a CLL cell. Of course, this is the most trivial case of
a straight channel, however, a generalization for other shapes follows easily. This
means that to calculate interactions with the boundaries the code needs to contain
an additional loop for particles within a distance from the wall,
|Iwy − Iy| < Om.
This way only the particles that can potentially be affected by the walls are involved.
The cell scaling procedure that is described in Sec. 2.3.4.2 doesn’t affect this estimate
since it is based on the indices and doesn’t depend explicitly on the cell size. I note
that this condition might be not enough in the case an active particle slips inside the
boundary. However, I work under the assumption this never happens.
2.3.5.2 ‘Solid’ walls
This way to simulate a wall (see Fig. 2.15, b) is more computationally effective
comparing to the previous one. The force between the wall and a particle is calculated
only once as opposed to the previous case where an active particle can interact with
more than one wall segment. However, there is one serious disadvantage using this
method. As mentioned earlier, such boundaries are based on functions which are
quite expensive to calculate. It is harder to design arbitrary containers since this





Figure 2.16: This diagram shows how a particle can actually ‘penetrate’ the wall.
A) Solid line denotes the real boundary, dashed line denotes a virtual wall with the
y coordinates wy and w
e
y, respectively. F1 ≡ F2, however, F1 acts on the segment’s
centre of mass, marked by the red dot whereas F2 acts on the segment’s surface. B)
The form of the potential at this point.
In addition, this method has its own issues. First, since here the boundaries are
essentially external force fields, they act on the centres of mass of particles or other
points within them rather than interact through direct contact. That leads to particles
‘penetrating’ the wall as depicted in Fig. 2.16. That results in the effective size of the
domain being greater than that of the initial one. This doesn’t affect the dynamics
of systems, the only variable that requires a correction is the total packing fraction
of particles. Second, such boundaries are not perfectly ‘solid’. In my simulations I
used a sum of two hyperbolic tangents tanh(x) to create a rectangular channel. I
tuned the boundary parameters so that the resulting boundary started to look like
the Heaviside function (H(x) = 1∀x > 0, H(x) = 0∀x < 0). The default tanh
or any similar function might lead to non-zero boundary forces away from the wall
itself. Zarif & Naji show in Ref. [144] that this leads to confinement induced collective
behaviour even when particles are sufficiently far from the confining boundaries.
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Anyway, under the assumption that the potential is ‘sharp’ enough I provide a
simple criterion for a particle α in the vicinity of the wall:
∆r = |wey − yα| < rc/2,
where wey is the effective y coordinate of the wall (see Fig. 2.15, b) and 2.16, dashed
lines).
Assuming that the boundary belongs to a cell row with the y index Iwy , it is
possible to move from relative coordinates to relative CLL indices again. Dividing
the distance ∆r by the cell size lc and applying the auxiliary inequalities 2.17 to the
obtained fraction, I get:
|Iwy − Iy| ≤ d∆r/lce. (2.19)
Only particles that are within the cells this close to the wall can actually interact
with it.
2.3.5.3 Method of images
As before, I discuss possible issues and potential benefits of this method (see Fig.
2.15 , c) for a representative example). The problem here is — again — difficulty of
realizing complex domain shapes, however, it has been shown by Lushi in Ref. [64]
and by Wioland in Ref. [34] that it works well in disk- and channel-like confinements,
respectively. The advantage of this method is that every real particle interacts with
its own ‘image’ and this significantly reduces the number of calculations when com-
pared to the case of segmented walls. Surprisingly, the criterion for this boundary
implementation is similar to the one for the ‘solid’ wall that is given by Eq. 2.19.
However, wey here is replaced by the actual position wy of the wall since there is no
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‘penetration’:
|Iwy − Iy| ≤ d|wy − yα|/lce. (2.20)
2.3.5.4 Discussion
To sum up, it is possible to make some simulations less computationally expensive.
Densely populated passive systems with some rare exceptions have their densities
uniformly distributed over the domain whether or not there is a confinement in there.
In the case of active systems the situation can differ as observations in vitro and
in silico show. Active particles in confined systems tend to stay in the vicinity of
the walls resulting in non-uniform density distribution. This means that regardless
of other parameters of the simulation — i.e., κ — the computational cost of the
method described above is proportional to the total population — O(N), but only
in the case of sparsely populated systems. The only type of walls that can actually
get performance benefits here is the segmented wall. In the case of an active particle
staying close enough to the confinement edge it only interacts with some close wall
segments due to this method applied. Whereas the complexity is still proportional
to the number of segments in the wall O(Nw), one more factor appears — the total
number of cells in a particular directionM . In the case of rectangular channels parallel
to x the cost becomes proportional to O(Nw/Mx). The complexity is still linear,
however, it is reduced greatly by this factor, potentially saving a lot of computational
time.
When the packing fraction grows such behaviour starts to bifurcate. One case is
when almost all particles accumulate strongly near the walls. This can happen when
self-propellant forces dominate over repulsive ones. In the case of ultra-soft and soft
systems all or almost all active agents can be found close to the boundaries. Whereas
the ultra-soft regime is unrealistic, at least in biological context, hedgehog formations
are observable not only in soft systems [1] but also in systems with hard rods that
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have high aspect ratios [32]. Unfortunately, that results in the same computational
cost as described in the passage above.
On the contrary, when steric interactions are sufficiently strong in dense systems,
the overall situation changes significantly. In such simulations the density around the
walls is limited by some critical value, say, N ′ particles per single CLL cell. From
this it is possible to make a conclusion. At some packing fraction the population of
particles in the vicinity of the confinement saturates, they no longer can increase their
numbers in that area. This leads to a roughly constant number of interactions with
the wall, regardless of the total population N . In dense systems where the ratio of
the domain perimeter to its area is low this method might be extremely applicable.
Summarizing the whole section, it is possible to further improve the performance
of the conventional LLC algorithm, however, a proper calibration of the simulation
parameters is required beforehand. Shadow cells allow one to modify the boundaries
in a wide range without the actual source code modification, however, it comes at
the cost of performance i.e., the code that is responsible for interactions between the
boundaries and the particles is potentially sub-optimal. I also note that using the
tiling approach for various boundaries that I provide above it is possible to improve
the performance at no additional cost.
2.4 Conclusions
In this chapter I’ve provided a general approach to simulations of heterogeneous
active matter. The method used here is based on discrete soft particles. Additionally,
I provided a thorough explanation of the numerical scheme as well as its modifications.
I also introduced a new method for simulations of (active) particles in arbitrary
confined domains based around the idea of shadow cells. It is computationally ef-
fective albeit having sub-optimal performance, however, it can be used to simulate
a wide range of boundaries which is more beneficial in many studies. Nevertheless,
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I note that this method might be unsuitable for large-scale simulations. My intent
was to create an algorithm that allows easy and correct modifications of the domain
boundaries, however, it may potentially result in sub-optimal performance. It can
be easily adapted to any suitable problem like, for example, generating of domains
for sorting of active particles. At the same time, simulations of millions of particles
might require heavy optimization for a given system while loosing some flexibility.
This method was implemented by me and used in Ch. 3 and Ch. 4 of my thesis.
Finally, I properly discussed a method to reduce the cost of particle-to-wall in-
teractions. To my best knowledge this idea haven’t been introduced earlier. It was




populations of active rods in
two-dimensional channels
3.1 Introduction
Active swarms are composed of individual self-propelled agents that are capable
of converting energy into motion. Natural examples include bacterial swarms [64],
bird flocks [11], fish shoals [9], and mammalian herds [145]. Anthropogenic examples
include the behaviour of crowds [22, 23] and the flow of traffic [146]. In such systems
the collective motion of a large number of simple individuals can result in complex
non-equilibrium behaviour. While such phenomena are responsible for some of the
most beautiful displays in the natural world, such as the murmuration of starlings or
the collective motion of fish shoals; it can also be the source of deep inconvenience,
such as, for example, the frustration of being stuck in stop-go traffic.
Recently, there has been considerable interest in the swarming of simple rod-like
bacteria (for example, Bacillus subtilis) confined to the surface of a two-dimensional
interface [34, 44, 63, 117]. Such swarms, captured within a free-standing film or
between a solid-solid or solid-liquid interface, have the advantage that they can be
imaged easily by real-space microscopy and provide an ideal environment for the
study of active matter.
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In this chapter I conduct numerical simulations of self-propelled rods on a (quasi-)
two-dimensional surface. Such simulations provide an analogy for dense swarms of
motile rod-like bacterial swarms on a flat interface. To prevent rods from overlapping
I impose a simple steric interaction between rods: Each rod is divided into segments
and segments from neighbouring rods repel each other using a Hookean potential. The
model I am using was first introduced by Peruani et al. [126] to consider the effects
of cell shape. It ignores hydrodynamic interactions due to the assumption that the
cells are densely packed and move in a very viscous media. Myxobacteria gliding on a
surface is an example of such a system [147], where the lengths of the rod-like bacteria
are distributed heterogeneously. Similar approaches may use a repulsive Yukawa
force that has been restricted to only act on overlapping rod segments [32]. The
use of a Hookean potential has two advantages — first, the overlap energy between
neighbouring rods scales in a simple manner, and second, by varying the magnitude of
the spring constant the interaction between rods can be tuned continuously from soft
to hard. Self motility is imposed by introducing a constant propulsion force along the
axis of the rod. Collisions between rods are resolved into a force acting on the centre
of mass and a torque that acts to change the orientation of the rod. The position and
orientation of the rods, along with the centre of mass forces and torques, are used to
perform an overdamped molecular dynamics simulation.
Despite the simplicity of the model it is capable of reproducing a wide range of
behaviours commonly seen in dense bacterial swarms. Simulations of this type have
provided insights into phenomena such as turbulence in active systems, corporative
swarming, and alignment on long length scales [55]. In addition, features, such as
hedgehog-like formations (whereby rods near a wall jam together forming a fan-shaped
cluster) and giant density fluctuations were also successfully reproduced in silico
[3, 32] and have been observed in real bacterial communities [28, 147] (and other
active systems, e.g., Ref. [94]. The method has also been used to simulate directed
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bacterial transport of mesoscopic carriers [117].
I study a swarm of self-propelled rods in a (quasi-)2D channel between two nar-
rowly separated parallel walls. A similar confining geometry has been studied exper-
imentally (and by means of simulations) by Wioland et al. [34]. I note that a key
difference between the work of Wioland et al. and the present study is the effect of
hydrodynamic forces, which I do not consider. Nevertheless, it was found by Wioland
et al. that the nature of the flow could vary from turbulent to laminar depending on
the width of the channel. I show that the presence of the channel boundaries leads to
a layering effect whereby rods are densely packed along the channel boundaries, with
subsequent internal layers forming behind the surface layer.
Previous studies (e.g., Refs. [32, 34, 138]) have focused on the highly idealised
case of a homogeneous active population. These, however, are in contrast with the
heterogeneity of natural environments, where multispecies swarms have been likened
to moving ecosystems [148]. Even within a single species swarm, the cell aspect ratio
may change, and this can be important for the ability of bacteria to swarm efficiently
[149]. To date, typical studies of active matter have involved fully homogeneous popu-
lations or at most binary mixtures (e.g., with different chiralities [150–152], motilities
[53, 153], or shapes [100, 154]). A notable exception is the study by active polydisperse
disks which are found to form glassy states [3].
Here I directly consider the effect of heterogeneity in a population of active rods.
I focus on the case where both the driving force for individual rods, and the nature of
the steric interaction between any pair of rods, are chosen from a random distribution.
The main finding is that the channel walls drive the segregation of a heterogeneous
population, so that hard rods and strongly driven rods are found in greater concentra-
tions at the channel boundaries. This finding may have consequences for developing
passive systems that can sort or segregate bacterial populations by geometry alone.
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This chapter is organised as follows. In Sec. 3.2 I describe my model and numer-
ical scheme. Section 3.3 contains an analysis of the behaviour of dense homogeneous
systems with various steric interactions. Following this, Secs. 3.4 and 3.5 are ded-
icated to heterogeneous active matter, where I define a heterogeneous system and




I consider a (quasi-) 2D system in which N active rods are confined within a
rectangular channel of length L, width W, and area A = LW , where L > W . I define
the origin of my coordinate system to lie in the middle of the strip and impose periodic
boundary conditions on either side of the strip. In addition, distance is measured in
units of diameter d, speed in units of F , time in units of d/F .
For computational ease, the rods are represented as a series of 2M + 1 segments
— i.e., disks of diameter d — stacked along the long axis of the rod. The distance
between neighbouring segments is lo = d/2 and in all my simulations I fix M = 1.
Thus all my rods are composed of three segments — although clearly more segments
can be included by increasing the value of M ; see, for example, Refs. [55, 138].
A given rod is specified by its centre of mass point Cα = (xα(t), yα(t)) and by
its orientation, given by the unit vector ûα = (cos θα, sin θα) [see Fig. 3.1(a)]. In
addition, I also define the unit vector v̂α = (− sin θα, cos θα) perpendicular to ûα.
Hence, the coordinates of the ith segment from the αth rod is given by,
rα,i = Cα + iloûα,
where i is an integer ranging from [−M,M ] (so that if M = 1 I have i = −1, 0, 1).
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Steric interactions between rods are implemented by pairwise interactions between
overlapping segments from different rods; see Fig. 3.1(b). I define a repulsive inter-






κ(d−∆rijαβ)2 if ∆rijαβ ≤ d,
0 if ∆rijαβ > d,
(3.1)
where ∆rijαβ =
∣∣riα − rjβ∣∣ is the distance between the centres of the segments, κ is the
strength of the interaction and d is the segment diameter. Note the interaction energy































a = 20,b = 120
a = 2,b = 12
a = 0.5,b = 5
Figure 3.1: Left: (a) The diagram shows two rods α and β. Each rod is defined by a
centre of mass (crosses showing Cα and Cβ , respectively) and a unit vector (ûα and ûβ ,
respectively) pointing along the forward direction of the rods. Each rod is composed of
a series of 2M+1 segments (of diameter d) stacked along the unit vector. The distance
between successive segments is fixed to be l0 = d/2. A self-propellent force Fα;Fβ is
directed along the corresponding unit vector ûα; ûβ and drives the rod forward. (b) If
there is an overlap between segments from two different rods (as shown by the shaded
(green) region) then there exists a repulsive force between segments where ∆rijαβ < d
between segments i and j, as given by Eq. 3.1.
Right: A plot of the the confining potential UBα,i(a, b) for selected values of a and b. I
plot only the cross-sections since scaling the length L does not bring new effects. In
my simulations I set a = 20.0 and b = 120.0.
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The rods are prevented from escaping through the walls of the channel (located
at y = ±W/2) by a repulsive force as shown in Fig. 3.1. This is modelled as a
steric interaction between each segment in a given rod and the bounding walls of the
channel. The bounding potential experienced by the ith segment in the αth rod is,
UBα,i(a, b) = tanh(−ayα,i − b) + tanh(ayα,i − b) + 2, (3.2)
where the width of a channel is defined as W = 2b/a and both constants a and b
define the slope as well.
Thus, the total force acting on the rod is the sum of the steric forces and the




∇Uα,i + Fαûα, (3.3)
where the first term in Eq. (3.3) accounts for the potential acting on the ith segment









The second term in Eq. (3.3) is the self-propellant force of magnitude Fα acting
along the direction of the rod, which drives it forward. The total force Fα can be
decomposed into a component acting on the centre of mass of the rod along the main
axis and its orthogonal counterpart:
F c.o.m.α = (Fα · ûα)ûα + (Fα · v̂α)v̂α. (3.5)





(rα,i −Cα)× Fα,i. (3.6)
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3.2.2 Numerical Scheme
I model the dynamics of the rods using overdamped Langevin equations for trans-
lational and rotational motion (see Sec. 2.2). My systems have zero noise — thus, the
dynamics is purely deterministic. Moreover, since I am interested in collision-induced
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Figure 3.2: Velocity autocorrelation function (VACF) as a function of time lag τ for
different values of packing fraction φ and κ = 0.01, 1, 5, 10. Red dashed line denotes
the point where τ = 200. Aside from the case of κ = 0.01 where all interactions are
negligible resulting in non-decaying VACF for all densities all other systems exhibit
similar behaviour. In particular, harder particles loose memories of their previous
state faster since inter-particle collisions start playing more significant role in collective
dynamics changing the direction of motion as well as speed greatly. Increasing φ results
in a similar pattern. The number of points is intentionally reduced to make the figure
more readable, that includes only 4 values of φ and 1% of data points per graph.
I obtain the rod dynamics by using a first-order Euler integration scheme. The
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initial conditions for all simulations is that the rods are placed and orientated ran-
domly and uniformly (i.e., equally distributed) in the channel. I run each system for
a period of t0 = 10
5 iterations (200 time units, i.e. the transient phase of the simula-
tion) so that initial effects have — at least partially as I explain right below — died
away before continuing the simulation for a longer time period of 5× 106 over which
I collect data and make measurements. This particular choice of the transient period
has been made after measuring the velocity autocorrelation functions in various active
systems discussed in this chapter. I note here that not all systems forget their initial
states completely in a reasonable amount of time (see, for example, Fig. 3.2,b) so
this approach should be considered a rule of thumb rather than a general principle.
Depending on the parameters autocorrelations can drop relatively rapidly from 1 to
0.3−0.5 instead of zero and keep decaying at much lower rates. Whereas the systems
do not settle down completely due to non-conservative nature of active matter they
reach a certain state of pseudo-stability. That’s been confirmed by measuring various
metrics such as average speed and orientation as well as by visual observations of the
systems at different times.
By approximating each rod as a 2D spherocylinder, the packing fraction (i.e., the










when there is no overlap between segments from adjacent rods assumed.
In the following simulations I use a channel of length L = 120d and width W =
12d. The resulting area A of a domain is thus given by L∗(W+d), where d is a constant
term introduced due to the point-like nature of active rods. This choice provides a
channel which is sufficiently long for the rods to self-organize into a collective flow
and sufficiently narrow as to prevent large scale vorticity from developing. In all
simulations I consider dense (φ = 1.1 to have reliable statistics in every region of
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the channel) populations of active rods in periodic channels. However, there is a
distinction between the packing fraction (reduced number density) φ and the true
packing fraction in systems with soft particles. When using the former, the area of
overlaps is counted more than once potentially resulting in values greater than one.
The latter doesn’t allow such an option and is always ≤ 1.0 [155].
3.3 Homogeneous population of rods in a periodic
rectangular channel
I consider a homogeneous population of rods. Every rod α has same driving force
Fα = F (where I set F = 1), each rod segment has the same diameter d = 1 and






(the exception to this is the confining potential used to simulate the wall boundaries,
which does not depend on κ). Here I investigate the effect of γ on the distribution of




0.0 1.0 2.0 3.0 4.0 5.0 6.0
ρ
Distance from the wall in units of d
ultra-soft; F = 1, κ = 0.01
soft; F = 1, κ = 1.0
hard; F = 1, κ = 10.0
Figure 3.3: Rod density averaged over 100 realizations for rods in a channel. The
inset contains a magnification of the region λ ∈ [0 : 2].
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For each realization, after the initial transient period I identify the centre-of-
mass Cα for each rod and compute the rod density distribution (using the standard








0.0 1.0 2.0 3.0 4.0 5.0 6.0
ρ
Distance from the wall in units of d
Single system
Average over 5 systems
Average over 25 systems
Figure 3.4: Rod density for one system (solid red line), average of 5 systems (dashed
blue line) and average of 25 systems. The inset contains a magnification of the region
λ ∈ [1.2 : 1.6].
To obtain an average density distribution I also average over a series of snapshots
from a given run and over an ensemble of 100 realizations (where each realization is
obtained by starting the system from a random initial configuration). The average of
realizations starts to converge when the total number of them is 25 − 30 and barely
changes when it is 50. To make it even more robust I doubled it up to 100. I provide
an example of such convergence in Fig. 3.4, it is possible to notice that results for
5 systems and for 25 systems are barely distinguishable but the magnitude of noise
reduces greatly as the number of realizations increases.
This results in an averaged distribution as plotted in Fig 3.3, in terms of distance
from the wall λ = W
2
− |y|. The function is computed by dividing the channel into
strips parallel to the channel axis and counting the number of rod centres within the
strip. In addition, I normalize by the strip width and by 1/N to have comparable
results in systems with different populations.
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I find that for soft steric interactions, i.e., γ = 1, most of the rods are concentrated
at the boundaries of the channel, with a few rods in the interior (see yellow line in Fig.
3.3, and the top image in Fig 3.5). This is apparent as a large peak in the rod density
close to the boundary wall followed by a second layer. After these surface layers the
density is observed to drop rapidly. In the limiting case of ultra-soft interactions
(such as γ = 0.01, as shown by the red line in Fig. 3.3), due to the extremely low
repulsive forces almost all the rods are concentrated near the walls, tending to form
a single boundary layer.
When steric interactions dominate (i.e., γ = 10.0) the rods are distributed more
uniformly throughout the channel (see Fig. 3.3, orange line, and bottom image in Fig
3.5). In contrast to the soft systems, I observe a series of oscillations in the density
going from the wall toward the interior indicating a layer like ordering.
The differences between the soft (κ = 1.0) and hard (κ = 10.0) regimes can
be readily observed in a typical snapshot of the system. As shown in Fig 3.5, in
soft systems the rods pile up at the boundaries forming short lived structures called
hedgehogs [32, 34, 157], while in the hard regime the rods are spread more evenly
throughout the system and hedgehogs are not observed.
Figure 3.5: Top: γ = 1.0 (soft regime) and bottom γ = 10.0 (hard regime). Hedgehog
structures are highlighted with (red) ellipses. Right column contains magnified bound-
ary regions with plotted segments. In the case of strong repulsive forces strong layering
is observed.
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3.4 Heterogeneous populations in a periodic rect-
angular channel
My approach for heterogeneous systems is similar to that taken for the homoge-
neous cases described above in terms of simulation protocol, analysis, and numerical
method.
While in the case of homogeneous populations each rod in the system has the same
hardness κ and the same driving force F , – in the heterogeneous cases considered
below I randomly assign one (or both) of these parameters for the population. The
cases I consider are: (i) keeping the hardness κ the same for every rod while choosing
a random value F for the self-propellant force (picked from a uniform distribution for
each rod); (ii) keeping the self-propellant force the same for each rod while assigning
a random value κ for the hardness. Following this, in Sec. 3.5 I explore the problem
of assigning a random value for κ and F to each rod in the population. I call these
latter mixtures doubly heterogeneous populations.
My main finding is that in heterogeneous populations the presence of the channel
boundaries leads to the demixing or segregation of rods. As in the homogeneous case
where a strong layering effect is observed at the boundaries, so too in the heteroge-
neous populations I observe similar effects. However, here the rods are stratified into
a sequence of layers, where the properties of the rods within a layer are roughly the
same.
While the problem of mixed populations has been studied by some authors, they
have mostly examined the case of binary mixtures. Here, two species with different
motilities have been found to demix in periodic channels [53]: The fast moving rods
are found in greater concentrations near the confining walls, while the slow rods are
expelled to the interior. I show that this trend holds true even for populations where
the motilities and hardness of the constituent rods are chosen from a continuous range
of values.
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3.4.1 Heterogeneous populations with randomly assigned self-
propellant forces
The first case is where the magnitude of the self-propellant force, for each rod, is
assigned a random value picked from a uniform distribution Fα ∈ [1, 2) ∀α. The
hardness of all the rods in the population is assigned a single value κ, with sets of
experiments generated with different values of κ.
Figure 3.6 shows a representative snapshot of a system (with κ = 10.0 and ran-
domly assigned self-propellant forces) after the transient phase of the simulation. Fast
and slow moving rods are coloured yellow and purple, respectively, a colour bar shows
the range of Fα values between these two extremes.
I refer to Secs. 3.2 and 3.3 for general details of the simulation procedure. Here
I note that every time I simulated the system each rod started with its own random
initial configuration (position and orientation) and a randomly assigned value for the
self propellant force. In the first case I set κ = 1.0 (i.e., soft interactions) and ran
100 simulations. This provided an ensemble on which I base my averaged results (as
described below). Following this I ran the same experiment with κ = 10.0 (i.e., hard
interactions).
The question I am interested in answering is the following: Do rods segregate so
that the strongly driven rods are found in greater concentrations toward the bound-
aries? To answer this I split the channel into a series of narrow strips (along the
length of the channel) and for some quantity of interest A (e.g., the self-propellant
force of the rods F , their orientation θ, density ρ, and speed |V |) I compute the




〈∑Nα=1 δ(r −Cα)〉t . (3.10)









Figure 3.6: A snapshot of a system with heterogeneous self-propellent forces. All
active rods are represented by arrows coloured according to the values of their assigned
self-propellant forces; the colour bar shows the range of F magnitudes, whilst κ = 10.0
in this case.
I interpret Fig. 3.7 as follows. The plot of the density distribution ρ shows a
large concentration of rods at the boundaries where λ ≈ 0 regardless of the value
of κ. These surface rods are orientated parallel to the walls (as inferred from the
the orientation parameter 〈sin2 θ〉) and are on average more strongly driven than
the rods in the interior (as shown by plotting 〈F〉) — similar to previous studies of
mixed populations [3]. Thus, a universal feature of these systems is that strongly
driven rods are found at the channel boundaries as the result of an expelling process
[3] whereby weakly driven rods are pushed out of the surface layer. However, the
distribution of rods is also sensitive to the choice of κ, so that the layer-like ordering
is less pronounced in softer systems. I also observe a slight decrease in the average
motility of the rods, i.e., 〈F〉, at the boundaries as I increase the steric forces between
rods.
Adjacent to the surface layer I observe a second spike in the density at ≈ 0.5λ
(blue dashed line in Fig. 3.7), which is particularly sharp when steric interactions
are strong. This is generated by rods which are also in contact with the wall but are
orientated perpendicular to it (as inferred from the plot of the orientation parameter).
This second layer consists of rods which are weakly driven (compared to first layer)
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and are trapped against the channel wall. Since they are perpendicular to the wall
they do not contribute to actively pushing the surface layer of of rods. These rods are
unable to reorientate themselves due to strong caging [100] and are dragged along by
the faster rods in the surface layer. Subsequent layers, particularly for hard systems,
show some of the features of the two outer layers, but it becomes increasing difficult






















Figure 3.7: From top to bottom: average order parameter sin2 θ, average speed |V |,
average self-propellant force F , average density ρ; sin2 θ = 0 means parallel to walls,
whereas sin2 θ = 1 means perpendicular. Red and yellow curves denote systems with
κ = 10.0 (γ ≈ 6.67) and κ = 1.0 (γ ≈ 0.67), respectively. The self propellant force for
each rod is picked from a uniform distribution as described in the text. The system
consists of a dense layer of rods at the channel walls followed by subsequent layers in
the interior (the second one is highlighted by a vertical dashed line).
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Figure 3.8: A snapshot of a system with heterogeneous softness. All active rods are
represented by arrows coloured according to the values of their assigned hardness; the
colour bar shows the range of κ magnitudes, while F = 1.0 in this case.
I now consider the inverse situation whereby every rod has its own randomly
assigned value of κ (taken from the uniform distribution, κ ∈ [1.0, 10.0), but the
magnitude of the self propellant force F for each rod in the population is the same,
with sets of experiments generated with different values of F .
To compute the interaction between rods with different hardnesses I introduce a
Lorentz-Berthelot [158] combining rule for an effective potential. For any two rods α




Figure 3.8 shows a representative snapshot for a system with κ ∈ [1.0, 10.0) and
F = 1.0. Soft and hard rods are coloured blue and yellow, respectively, while a
colour bar indicates rods with hardnesses intermediate between these two extremes.
As before I plot the averaged quantities of the system in Fig. 3.9 and find that the
system is composed of a series of layers. The outer layer with λ ≈ 0.0 is composed
on average of the hardest rods. Surprisingly, the average velocity of the rods in this
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layer is relatively high compared to the rest of the system. Next to the outermost
layer is an internal layer of slower moving softer rods which are perpendicular to the
walls. Immediately behind these surface layers is a region containing very soft rods
which are locally trapped into dense clusters.
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Figure 3.9: From top to bottom: average order parameter sin2 θ, average speed
|V |, average hardness κ, average density ρ. Red curves denote systems with F = 2.0
(γ = 2.75), yellow curves with F = 1.0 (γ = 5.5). The hardness of the rods is picked
from a uniform distribution as described in the text. The first of internal layers is
indicated by the vertical dashed line.
80
3.5 Doubly heterogeneous systems in a rectangu-
lar channel
The final case is where both the hardness and the self-propellant force for each
rod is assigned from a random distribution. I use the same distributions as in the
previous cases, that is κ ∈ [1.0, 10.0) and F ∈ [1, 2), resulting in γ ≈ 3.67.
A representative snapshot of the system is shown in Fig. 3.10, where the top
figure shows the rods coloured according to their assigned self propellant force and














Figure 3.10: Snapshots of a doubly heterogeneous system. Top: rods are coloured































Figure 3.11: Distributions in doubly mixed systems, from top to bottom: Γ defined
by Eq. (3.12), average hardness κ, average order parameter sin2 θ, average speed |V |,
average self-propellant force F , and average density ρ. Values of κ and F of the rods are
picked from uniform distributions as described in the text. Red curves denote systems
where rods are composed of three segments, yellow and orange stand for systems with
five and seven segments, respectively. The first of the internal layers is indicated by
the vertical dashed line of corresponding colour. Subsequent layers are also highlighted
by dashed lines. The disks at the top of the figure represent rods of different lengths
aligned perpendicularly to the wall, corresponding to the peaks in the graphs.
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The behaviour of the system can again be understood with reference to the various
quantities plotted in Fig. 3.11. This doubly mixed system shows features from both
the previous cases. The system is again composed of dense layers at the boundaries,
but this time I find that the outermost layer consists of rods which are on average
highly motile in terms of F and the hardest. In the particular case studied here,
I observe evidence of subsequent layers but these decay quickly to give way to a
disordered interior.
To ensure that these results are not specific to a single aspect ratio (that is length
of rod versus its width) I show the outcome for simulations for a range of rod lengths
(specifically rods composed of three, five, and seven segments in length) — see Fig.
3.11. In all cases I find there is an outer layer, composed of rods parallel to the walls,
followed by a second layer at a distance half the length of the rod (i.e., composed of
rods at the wall boundaries which are perpendicular to the walls).
To show that active rods at the boundaries are both motile and hard, I introduce
a metric:
Γ(r) =
〈∑Nα=1(Fα − F̄)(κα − κ̄)δ(r − rα)〉t
F̄ κ̄〈∑Nα=1 δ(r − rα)〉t , (3.12)
where F̄ and κ̄ are the average motility and hardness of the rods, respectively. Thus,
positive Γ corresponds to rods that are either hard with high self-propellant forces or
soft with low self-propellant forces. Figure 3.11 shows that Γ has a strong peak right
next to the wall. Furthermore, because both 〈κ〉 and 〈F〉 are high in this region I
deduce that the layer of surface rods is (on average) formed by hard rods with high
self-propellant forces.
3.6 Conclusions
I have studied the properties of a swarm of actively driven rods in a rectangular
channel. I have compared the case of a homogeneous swarm to that of a heterogeneous
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swarm (whereby one or more of the dynamical features are randomly assigned).
In the case of the heterogeneous systems my key finding is that the channel wall
drives the segregation of the population. Thus rods which are hard and fast moving
are more likely to be found at the edge of the system, while soft and less motile rods
are pushed in to the interior. I have deliberately confined these simulations to narrow
channels and it remains to be seen if these results apply to wider systems in which
vortex type behaviour is commonly seen.
While these features have been hinted at by previous simulations of binary mix-
tures of rods, here I demonstrate that segregation is present even in systems where
the dynamical properties are given by a continuous range — as is the case for many
bacterial communities.
An important test case for these findings maybe the work of Ilkanaiv et al. [149],
where swarming Bacillus subtilis move on surfaces. In this experimental study the
rod-like bacteria have their lengths and motilities distributed heterogeneously. For
such populations I expect to see segregation if the bacteria are in the presence of a
wall or confined within a channel.
While the system studied here is idealised model of some active systems (e.g.,
bacterial populations), nevertheless I hope that these findings might hint at a passive
means of sorting active populations according to their dynamical properties. Indeed,
these findings already suggest that boundaries can be used to enhance the concentra-
tion of rods with high motilities and strong steric interactions. The design of channel
geometries that can then syphoned off these rods from the rest of the population (and
their efficiency as sorting devices) will be the subject of my future publications.
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Chapter 4
Statistical properties of confined
active matter
4.1 Introduction
Active matter can exhibit a lot of patterns that can’t be observed in passive
systems. This also means that there are some statistical properties of active matter
that are non-trivial as well. This chapter contains various metrics that have been
used during my research but for some reasons haven’t been included in Ch. 3.
4.1.1 Model & numerical scheme
I refer to Ch. 3 for a detailed explanation of the numerical scheme and the model
used here as they are absolutely identical. Supplementary information is provided in
the text below when required.
4.2 Mean squared displacement
4.2.1 Mathematical foundation
Visual observations of active systems reveal different possible regimes of motion
that depend on system parameters such as κ, φ,F . Whereas such dynamic states can
be classed manually, using the snapshots of systems at different times, a more robust
way is to introduce a metric which value almost definitely characterizes the motion of
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active rods. The difference between the dynamics of the hard and soft regimes can be
observed by computing the mean squared displacement (MSD) for the centre-of-mass
of the rods. I define the MSD according to Ref. [159] as a function of the lag τ











where 〈·〉t denotes canonical time average over a series of reference times t.
According to classical Brownian theory [159], there are two possible regimes of
motion: ballistic when 〈r2〉 ∝ τ 2 and diffusive when 〈r2〉 ∝ τ . However, in general
it’s possible to observe more exotic phenomena with anomalous diffusion 〈r2〉 ∝ τµ
(super-diffusive or sub-ballistic regimes) where the anomalous diffusion exponent µ
is not limited by two values {1, 2} but rather can lie in range [0, 2]. In this case the
upper limit is a purely ballistic motion and the lower one is a jammed state (in the
sense that rods can’t leave their local neighbourhood).
In the case of a swarm the displacement of the collective centre of mass can be non-







this gives the diffusive behaviour of the rods without the background motion. The
total distance traversed by a single active rod is calculated by ‘unfolding’ the x co-
ordinate. The procedure for this is the following: every time a particle crosses the
boundary, its corresponding folding number (index) is increased or decreased by one.
Thus, at each time step it is possible to recover the total distance through multiplica-
tion of the index by the length of the channel and adding the position of the particle













An example of measurements based on equations 4.1 and 4.2 is presented in Fig. 4.1.
From this I see that rods may move collectively along the channel in a ballistic manner,
however, once the background motion is adjusted for I find that individual rods are
seen to move diffusively, only reaching a relatively small distance (as compared to the
centre of mass) from a given reference point within the time lag τ .
I can breakdown the example shown in Fig. 4.1 into a purely ballistic regime at
short times, followed by an intermediate crossover point, and a diffusive-like behaviour
at the end. From the last of these I can approximate the log-scaled mean squared
displacement measurements with a linear function and extract an anomalous diffusion
exponent µ (i.e. the gradient of the fitted line in Fig. 4.1):
〈r̃2〉(τ) ∼ τµ. (4.3)
Thus I can compute the exponent for the diffusive regime as a function of the system
packing fraction φ, or as a function of the dynamical properties of the rods (i.e. by
varying γ). I also suggest a more detailed analysis of the dynamics of active rods as
a potential extension of this work. Rather than studying the whole displacement it
is possible to study its spatial components independently. This may provide a better
insight for this type of confined systems. In addition, rotational diffusion can be
calculated to get a better understanding of system dynamics, especially of cases like
in Fig. 4.4, C.
I use thirty realizations with different initial conditions to obtain the averaged
anomalous MSD diffusion exponent. This obtained value is characteristic of the size
of the system and duration for which the simulation is conducted. Fig. 4.2 shows





















Figure 4.1: Mean squared displacement for a system with packing fraction φ = 1.0,
κ = 5.0 and F = 1.0. r2 is a measure of total MSD, r2c.o.m. shows the displacement
of the centre of mass, r̄2 is for adjusted mean squared displacement. The first regime
ranges from τ = 2 to τ ≈ 740, the second one — up to τ ≈ 10840 and the last one
covers the rest, almost half of the data points despite it being visibly small. The
corresponding values of µ are ≈ 1.75, 1.31, 0.83.
fraction, for the finite sized systems studied here. Running simulations for a longer
time (see below) indicates the presence of a long transient behaviour (especially in
the case of softly interacting rods). Nevertheless, the results plotted in Fig. 4.2
allow me to usefully correlate the diffusive behaviour of the system with its dynamic































Figure 4.2: MSD exponent µ as a function of γ for various values of packing fraction
φ. Semi-logarithmic (log10) scale is used on the interval (1,10) to capture different
ranges of γ. The arrow denotes systems of increasing density.
itself is simple. I work under the assumption that every non-ballistic MSD can be
divided into three regions: the initial ballistic regime, a transient region and the
final anomalous diffusion. Thus, the logarithm of the MSD can be approximated
with a straight line at each scale with the corresponding slope Since there is no clear
points where these regimes start and end the best option is to use a piece-wise linear
approximation here. That means the data is approximated with piece-wise continuous
linear function comprised of three segments. Using the conventional method of least
squares for this I extract the exponents µ of the anomalous diffusion. I note that the
length of every MSD region may vary depending on the parameters of the system,
however, for different realisations of the same system these regions stay roughly the
same. The obtained results are provided in the subsection below.
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4.2.2 Results
My finding is that as I increase γ making the system harder (or equivalently
decreasing the driving force), collisions start playing a more significant role due to
stronger scattering, leading to sub-ballistic behaviour (see Fig 4.2). I see that up to
γcrit ≈ 2.0 the change in the averaged anomalous MSD diffusion exponent (i.e. µ)
follows the same trend — irrespective of the system density. Beyond γcrit the curves
describing the diffusion exponents diverge strongly: sparse systems remain close to
























Figure 4.3: Averaged anomalous MSD diffusion exponent µ as a function of γ for
various values of packing fraction φ represented as a phase diagram. Semi-logarithmic
(log10) scale is used on the interval (1,10) to capture different ranges of γ. The colour






Figure 4.4: Snapshots of different phases: A) φ = 0.8, γ = 10.0; B) φ = 0.5, γ = 2.0;
C) φ = 0.2, γ = 5.0; D) φ = 0.5, γ = 0.01.
To better understand the various diffusive regimes and their relationship to each
other, I present the same data as in Fig. 4.2 in a manner suggestive of a phase diagram
(see Fig. 4.3) — here the colour code indicates the magnitude of the anomalous
diffusion exponent µ. While I do not observe strong boundaries there are clearly
regions which display qualitatively different behaviour. In the following I discuss
some of these regimes and give examples.
In the ultra soft regime (i.e. vanishingly small values of γ), I observe behaviour
close to purely ballistic for all packing fractions (see Fig 4.3, 4.4 D). In this regime
steric interactions are negligible and the rods move almost independently. The result
is thin layers of rods running along the walls and parallel streams of particles in the
interior.
With increasing γ, region B of the phase diagram (see Fig 4.3) demonstrates the
emergence of collective behaviour. The interior is partially depleted of rods with a
greater fraction of them now forced against the walls. The rods form giant clusters,
which are aligned perpendicular to the wall, moving collectively along the walls as a
single entity. This motion is due to the push generated by the small number of rods
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trapped within the clusters which are not perfectly perpendicular to the walls. The
combined motion of the internal (free moving) rods and the wall clusters leads to the
observed super-diffusive motion.
Another interesting region of the phase diagram is when the system contains a
low density but with high repulsive force. The rods form stable configurations which
are almost perfectly perpendicular to the walls (see Fig 4.3, 4.4: C). Again these wall
clusters only move when they contain ‘defects’, i.e. rods caged within the clusters
that are not perpendicular to the walls. However, when a cluster is free of defects, its
speed is negligible because of an almost perfect balance of steric, active and boundary
forces.
In the last region A, with high densities and hard interactions, active rods form
locally aligned boundary layers with a highly disordered interior that is densely pop-
ulated (see Fig 4.3, 4.4: A), their collective motion is in the super-diffusive regime.
Due to the high packing fraction, most rods are restricted to locally aligned boundary
layers with little movement. However, I observe giant density fluctuations with size-
able voids in the interior where actively moving rods can still be found. Similar effects
with respect to self-propellant force were observed in systems with active Brownian
particles and disk-like confinements (see, for example, Ref. [161], Fig. 2).
Finally, I show that the diffusive behaviour of the system continues to evolve for
larger systems (obtained by increasing the length of the channel) and at longer times
(see Fig. 4.5). I examine a densely packed system (setting packing fraction φ = 1.1)
ensuring frequent collisions between rods, which allows me to more easily demonstrate
this effect. I consider a soft system (γ = 1.0) and a hard system (γ = 10.0). My base
dense systems contain ≈ 1000 active rods each. I scale the length of the channels
down to 0.25L and up to 16L resulting in ≈ 250 and ≈ 16000 active rods accordingly.
I also examine the effect of increasing the total number of iterations (up to a factor


























Figure 4.5: The MSD exponent µ at different time and space scales. Data is averaged
over 100 different simulations.
(it may be that the narrow width of the channel allows the same diffusive behaviour
to persist). However, in the case of soft systems — running the system for longer has
a strong effect, indicating that ultimately the system is diffusive i.e. µ = 1. Here I
note that there is a difference in values of µ between Fig. 4.3 and Fig. 4.5, bottom
left. This is caused by two reasons. First, there is an almost three-fold increase in the
number of measurements per point — from 30 to 100. Second and most important
here is that this particular area is a transient one between the diffusive and the
ballistic one which makes it unclear. Nevertheless, I still conclude that the diagram
in Fig. 4.3 can be used as an example of the practical i.e., qualitative behaviour of
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the system for any sufficient finite time window.
4.3 Giant density fluctuations
In this section I discuss the results that I obtained from simulations of active rods
in narrow periodic channels. In addition, I compare the systems I simulated to similar
i.e., active systems, and provide a detailed analysis of the observed difference.
4.3.1 Simulation parameters
Here I re-use the same data that I used in Ch. 3. I also provide additional data
from the Sec. 4.2 of this chapter.
4.3.2 Theory
Classical bulk phases like gases or liquids have their densities distributed uni-
formly. The rigorous mathematical theory behind this says that splitting the domain
in d spatial dimensions into boxes of size l results in the average number of particles
〈n〉 = ρld per box, where ρ is the number density of the system. Assuming that
the standard deviation is given as ∆n =
√
〈n2〉 − 〈n〉2, it follows from the central
limit theorem that in this case for every box the ratio ∆n/
√
〈n〉 has to stay constant
[162, 163]. Whereas density fluctuations — deviations from the average value — are
possible, their values are negligible.
On the contrary, active matter exhibit a peculiar behaviour that is called giant
density fluctuations (GDF). Experimental observations (see Ref. [162]) as well as
computer simulations of active matter (see Ref. [32]) reveal that the standard de-
viation of density ∆n in active matter systems actually grows faster than its mean
value 〈n〉 i.e., ∆n ∝ nω, where ω > 1/2. The subsection below contains the results
that I extracted from simulations of active rods in narrow channels. I also provide a
qualitative comparison of my measurements and other similar studies of active matter




First, I start with the procedure of measurements. As mentioned in Ch. 3, all
channel have the same geometry i.e., width W = 12.0 and length L = 120.0. I note
that, as I mentioned earlier in Ch. 2 the effective width of the channel is We = 13.0.
That means the actual width of the channel is larger due to the fact that particles
can partially penetrate the walls because of their point-like nature. An additional
unit of length can noticeably change the values of the metric as I show below. All
measurements are taken over 5×106 iterations, after the relaxation period is finished.
The length of the period is 200 time units as it is explained in Ch. 3.
Earlier publications describing the same phenomena in other active systems do
provide quantitative and qualitative results, however, the procedure of the measure-
ments itself is not descriptive enough (see, for instance, Ref. [162]). The most detailed
explanation I managed to find in Ref. [162] says that a square sub-domain of a par-
ticular size is picked and all deviations are measured over time. It looks like the same
steps are applied in both fully confined and unbounded domains as, for example, in
references [161] and [3]. However, there is an essential corner case which is missing
in this analysis. Boundary effects are extremely important here as I explain below.
For example, in Ref. [162] experimental observations of rod-like active particles in
a disk-like confinement show no GDF at low packing fractions, whereas in fact this
is not true in some cases. A simple example of a similar active system i.e., active
rods in a disk-like chamber, that I provide in Fig. 1.5, e) reveals an uneven particle
distribution caused by caging.
One more thing to deal with is the shape of sub-domains. Since the domain I used
in simulations, has a rectangular shape, the maximal size of a square is limited by its
width. This limits the scale of observations, another issue is that a lot of data is not
used at all, degrading the resulting statistics. Here, I suggest the following procedure
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of measurements: for calculations of the number density I pick bins of various size
and shape such as squares and rectangles so that the whole domain is covered with
identical bins to improve overall statistics. A few examples of systems with high
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Figure 4.6: a)-d) The squared magnitude of giant density fluctuations against the
average number of particles per bin. The solid and the dashed lines mark slopes 1
(ideal gas) and 2 (phase separated) [3], respectively. The results are provided for
corresponding systems given in Fig. 4.4. The same binning procedure is applied to
every system, the only difference is that systems have different packing fractions φ and
different values of hardness κ.
The average number of particles per every cell is calculated over all iterations,
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measuring GDF in every cell using the conventional formula ∆n2 = 〈n2〉 − 〈n〉2 is
coming next. These values of ∆n2 reveal a fine structure in the obtained data (see,
for example, Fig. 4.6, c). From this I infer that a certain fraction of the active rods
forms something akin to a (liquid) crystal — that is confirmed by visual observations
— resulting in drops in GDF at certain regular scales. Indeed, whereas particles can
move as a single entity, their relative motion is sometimes negligible. That means
the average number of particles per cell barely changes resulting in extremely small
deviations.
I note here that this fine structure disappears when the hardness of active rods
is sufficiently small resulting in an active gas. Increasing the packing fraction φ also
takes its tall as can be see in Fig. 4.6, a since pairwise collisions start to play a more
significant role in the systems and partially disrupt the boundary structures.
Strictly speaking, every sub-plot in Fig. 4.6 should have one more point when a
bin has the same size as the domain itself. Whereas this point doesn’t add anything
to the analysis of the systems, it serves as a control value. It is clear than in a system
with N particles there is only one bin that completely covers the domain meaning
that it also contains n = N particles. This results in zero deviations from the average
values 1. However, due to the logarithmic scale used to plot the data, adding this
point is infeasible.
The algorithm has also been tested against a dummy system with a priori uniform
distribution of particles and packing fraction φ = 1.1. First, the measurements of
GDF stay roughly constant in a wide range of scales (see Fig. 4.7), with some
observable but minor deviations. These values can be explained by poor statistics
i.e., low number of samples. Second, the same Fig. 4.7 shows that averaging of GDF
values at the same scale looks like a valid approach.
1This value sometimes is not zero but rather ≈ 10−3 due to numerical errors, however, it doesn’t











Figure 4.7: Blue dots: GDF measurements in a dummy system assuming that the
initial value of width W is used for binning; green dots: the same measurements but
based on We. The horizontal line corresponds to ∆n/
√
n = 1.
4.3.3.2 Comparison to other active systems
For starters, I provide a comparative diagram (see Fig. 4.8) below that shows the
behaviour of GDF at different packing fractions φ in systems with different values of
hardness coefficient κ.
A more detailed consideration of all datasets reveals three distinctive scales. First,
the deviations at small scales are almost non-existent, ∆n ∼ √n. The range of n
slightly varies for different values of κ and φ, however, it is clear from Fig. 4.8 that
for low κ this range is greater, ending at approximately n ≈ 1.
Next, the deviations start to grow, even at low packing fractions till they reach
a saturation point [164]. In terms of calculus, the function reaches its maximum
and start to decrease after that. At the same time boundary effects described earlier
in this section start to manifest themselves. That result in high and extremely low
values of GDF at the same scales. Finally, after reaching the maximum, GDF start
to decay, since at large scales everything is distributed more uniformly. I note here
that the case of κ = 0.01 is a corner case that is non-biological and given mainly
for illustrative purposes. Its behaviour is cardinally different as the deviations are
insignificant at all scales and packing fractions.









































Figure 4.8: a)-d) The squared magnitude of GDF against the mean num-
ber of particles, for boxes of different sizes. Blue dots correspond to sparse
systems i.e., φ = 0.1 whereas green dots correspond to fully packed systems
with φ = 1.1. Values of κ are provided in each figure. The solid and the
dashed lines mark slopes 1 (ideal gas) and 2 (phase separated) [3], respectively.
The channel is split into (2, 3, 4, 6, 8, 10, 13, 16, 26) strips in y direction and into
(2, 3, 4, 5, 6, 8, 10, 12, 16, 20, 24, 30, 40, 48, 60, 80, 120, 160, 240) strips in x direction, re-
sulting in 171 different tilings.
is no distinctive regimes of activity in my systems as opposed to, for example, Ref.
[161], where active noisy disks were confined within a disk-like chamber. Authors
of this reference observed gas-like fluctuations at low densities, GDF in moderately
populated systems and suppressed fluctuations in the jammed phase i.e., in dense
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systems. Here, even when there is a hundred or so particles moving in a channel,
they form dense clusters in the vicinity of the walls, resulting in GDF. The caging
effect discussed in Ch. 3 doesn’t allow these clusters to decay. My assumption is that
adding noise can prevent such behaviour, however, this question is beyond the scope
of this chapter. Further increasing of packing fraction φ does change the behaviour
of the GDF but rather quantitatively than qualitatively. However, Ref. [161] reports
that at large packing fractions the systems are completely jammed resulting in sup-
pressed density fluctuations. This is clearly not the case here, nevertheless, I did run
additional simulations where the self-propellant force was intentionally switched off.
The results of GDF measurements coincide with those in Ref. [161] i.e., the system is
jammed. That returns me to Ch. 3 where I discussed the importance of the balance
between the active and the steric forces. It seems, that for GDF to completely disap-
pear at large scales active rods have to be extremely hard so that there is almost no
overlap between particles resulting in no empty spaces in the channel; the boundary
effects in this case are also negligible.
4.4 Conclusions
In this chapter I have studied statistical properties such as MSD and GDF of active
rods in periodic channels. I have studied various parameters of the (φ, γ) phase space
and compared them to those of similar active systems.
Both metrics allow to reveal and categorize the underlying collective behaviour of
confined active rods without any visual inspection of the systems themselves. The
MSD exponent µ doesn’t depend on the size of the system, however, the overall time
of observation can be of importance in some cases. Nevertheless, the phase diagram
of MSD given in this chapter represents the practical behaviour of the system for any
sufficient finite time window. In addition, the results obtained here are qualitatively
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similar to those observed in other confined active systems. That means this metric is
valid for studying a wide rage of active systems.
The measurements of the GDF reveal relatively stable boundary effects emerging
even in systems with soft active rods. Here, it is possible to observe phase separation
in sparse systems as particles form meta-stable structures that stay in this state for
long times. Further increasing of packing fraction φ results in more effective mixing,
however, partial phase separation is still observable even in this case.
The following step here is to simulate heterogeneous systems and compare the
results to those provided in this chapter. That might further prove the suggestion
from Ch. 3 that the system dynamics is governed by the ratio of active and steric




Arrakis teaches the attitude of the
knife — chopping off what’s
incomplete and saying: “Now it’s
complete because it’s ended here.”
F. Herbert “Dune”
Nowadays, rapid development of computational technologies and numerical tech-
niques allows to simulate large systems of active particles in various confined systems.
This, however, doesn’t solve other problems that come alongside simulations such as
setting proper simulation parameters and further analysis of the results. Whereas
advances in biological sciences allow to pick a variety of bacterial strains for detailed
studies of microscopic active matter, active matter simulations usually use a simpli-
fied (quite often an oversimplified) model that is far from real systems. Moreover, as
a relatively modern branch of science that is, in addition, cross-disciplinary it some-
times lacks consistency when in comes to data analysis. Thus, this thesis aims at
two main points: correct modelling and correct analysis. As this branch of science
continues to develop it requires a set of conventional tools, methods and metrics for
general studies of active matter. Here, an attempt was made to do so, so that other
people simulating active matter could get consistent results.
Summary
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I give a brief introduction to coarse-grained active matter in Ch. 1. That includes
the definition of active matter, a variety of simulation approaches that are usually
used, a short historical reference and a set of possible applications.
In Ch. 2 I discuss a general approach to computer modelling of dry active matter.
Whereas the model itself has been know for decades, the way to simulate active
systems with different kinds of heterogeneity is less developed. I give an explanation
of how active particles with different softness can interact.
Another point of this chapter is the main algorithm that lies beneath all simu-
lations. Whereas the amount of computational power available to scientists keeps
growing allowing to simulate larger systems, a way to improve performance of the al-
gorithms is still important. In this chapter I explain how to incorporate some known
techniques to to reduce the overall simulation time. I also provide a novel approach
of simulating active systems with different boundaries and — what’s more important
— a way to do this effectively in terms of computational performance.
Ch. 3 contains the results of simulations of homogeneous & heterogeneous active
systems in narrow channels. The main findings are the following: the presence of
external walls causes heterogeneous systems to segregate. Active rods that are less
motile and less hard are pushed back into the interior of the channel. Despite it
being a very idealized case of an active system, it can be useful in simulations of real
bacterial communities where properties of bacteria are not given by a single value
but rather by a continuous range of values. The simulated system have been tested
against similar systems but with longer active rods. The results confirm the initial
assumption that such behaviour is intrinsic for such systems and should be observed
in a wide range of scales.
Finally, I take a closer look at collective properties of confined active matter in
Ch. 4. I consider two main metrics here: the mean square displacement and the
giant density fluctuations. Both metrics reveal a few distinctive motion patterns that
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naturally emerge in confined active systems. This allows to analyse the dynamics
without direct observations of active systems.
Future work
The area of active matter is vast to say the least. It spans from simulations
of interactions between a few individuals to simulations of bacterial communities
comprised of dozens of thousands of single bacteria. However, it still requires a lot
of work to be done in order to get a better understanding of underlying processes in
active systems. Further steps here, I hope, are the following:
• to develop a general approach to simulations of real active communities if not
a single computational package. Since many active systems can be described
by the same or similar equations, that looks like a doable task. Whereas there
are computer programs that allow to simulate active matter, they are of general
purpose and the details of simulations are often lie beneath layers of abstraction
making understanding and/or modification complicated.
• a lot of metrics that are used in the analysis of active matter are sometimes
used once and get abandoned. Finding a publication 10 years later and trying
to get similar results sometimes is impossible due to that. From that I can infer
that there is a need for a set of conventional tools with a detailed description
of how they work. That would allow to get consistent results even when the
original research is for some reason out of reach.
• development of the existing code allowing it to contain various implementations
of different boundary conditions and confinement topologies. That would allow
to simulate more realistic systems such as microfludic chips. These are widely
used in active matter studies and often have complex geometries and topologies.
104
Bibliography
[1] Vladimir Khodygo, Martin T. Swain, and Adil Mughal. Homogeneous and heteroge-
neous populations of active rods in two-dimensional channels. Phys. Rev. E, 99(2):
022602, feb 2019. ISSN 2470-0045.
[2] William Mattson and Betsy M. Rice. Near-neighbor calculations using a modified
cell-linked list method. Comput. Phys. Commun., 119(2-3):135–148, jun 1999. ISSN
00104655.
[3] Yaouen Fily, Silke Henkes, and M. Cristina Marchetti. Freezing and phase separation
of self-propelled disks. Soft Matter, 10(13):2132–2140, sep 2013. ISSN 1744-683X.
[4] Alexandre P Solon, Y Fily, A Baskaran, M E Cates, Y Kafri, M Kardar, and J Tailleur.
Pressure is not a state function for generic active fluids. Nat. Phys., 11(August):1–7,
2015. ISSN 1745-2473.
[5] Sriram Ramaswamy. The mechanics and statistics of active matter. Annu. Rev.
Condens. Matter Phys., 1(1):323–345, 2010. ISSN 1947-5454.
[6] Craig W. Reynolds. Flocks, herds and schools: A distributed behavioral model. ACM
SIGGRAPH Comput. Graph., 21(4):25–34, 1987. ISSN 00978930.
[7] R D Alexander. The Evolution of Social Behavior. Annu. Rev. Ecol. Syst., 5(1):
325–383, nov 1974. ISSN 0066-4162.
[8] H. Ronald Pulliam and Thomas B. Caraco. Living in groups: Is there an optimal
group size? In Nicholas B. Davies and John R. Krebs, editors, Behav. Ecol., pages
122–147. Blackwell, Oxford, 2nd edition, 1984.
[9] Mary C. Hager and Gene S. Helfman. Safety in numbers: shoal size choice by minnows
under predatory threat. Behav. Ecol. Sociobiol., 29(4):271–276, nov 1991. ISSN 0340-
5443.
[10] Paul A. Schmidt and L. David Mech. Wolf Pack Size And Food Acquisition. Am.
Nat., 150(4):513–517, oct 1997. ISSN 0003-0147.
[11] M. Ballerini, N. Cabibbo, R. Candelier, A. Cavagna, E. Cisbani, I. Giardina,
V. Lecomte, A. Orlandi, G. Parisi, A. Procaccini, M. Viale, and V. Zdravkovic. In-
teraction ruling animal collective behavior depends on topological rather than metric
distance: Evidence from a field study. Proc. Natl. Acad. Sci., 105(4):1232–1237, jan
2008. ISSN 0027-8424.
105
[12] Anton Peshkov, Sandrine Ngo, Eric Bertin, Hugues Chaté, and Francesco Ginelli.
Continuous Theory of Active Matter Systems with Metric-Free Interactions. Phys.
Rev. Lett., 109(9):098101, aug 2012. ISSN 0031-9007.
[13] Dennis J. Evangelista, Dylan D. Ray, Sathish K. Raja, and Tyson L. Hedrick. Three-
dimensional trajectories and network analyses of group behaviour within chimney
swift flocks during approaches to the roost. Proc. R. Soc. B Biol. Sci., 284(1849):
20162602, feb 2017. ISSN 0962-8452.
[14] Pulak K Ghosh, Peter Hänggi, Fabio Marchesoni, and Franco Nori. Giant negative
mobility of Janus particles in a corrugated channel. Phys. Rev. E, 89(6):062115, jun
2014. ISSN 1539-3755.
[15] A M Menzel. Unidirectional laning and migrating cluster crystals in confined self-
propelled particle systems. J. Phys. Condens. Matter, 25(50):505103, dec 2013. ISSN
0953-8984.
[16] H. H. Wensink, V. Kantsler, R. E. Goldstein, and J. Dunkel. Controlling active self-
assembly through broken particle-shape symmetry. Phys. Rev. E - Stat. Nonlinear,
Soft Matter Phys., 89(1):1–5, 2014. ISSN 15393755.
[17] Che-ming J Hu, Ronnie H Fang, Kuei-chun Wang, Brian T Luk, Soracha Thamphi-
watana, Diana Dehaini, Phu Nguyen, Pavimol Angsantikul, Cindy H Wen, Ashley V
Kroll, Cody Carpenter, Manikantan Ramesh, Vivian Qu, Sherrina H Patel, Jie Zhu,
William Shi, Florence M Hofman, Thomas C Chen, Weiwei Gao, Kang Zhang, Shu
Chien, and Liangfang Zhang. Nanoparticle biointerfacing by platelet membrane cloak-
ing. Nature, 526(7571):118–121, sep 2015. ISSN 0028-0836.
[18] Sepideh Bazazi, Jerome Buhl, Joseph J. Hale, Michael L. Anstey, Gregory A. Sword,
Stephen J. Simpson, and Iain D. Couzin. Collective Motion and Cannibalism in
Locust Migratory Bands. Curr. Biol., 18(10):735–739, may 2008. ISSN 09609822.
[19] J. Buhl, D. J. T. Sumpter, I. D. Couzin, J. J. Hale, E. Despland, E. R. Miller, and
S. J. Simpson. From Disorder to Order in Marching Locusts. Science (80-. )., 312
(5778):1402–1406, jun 2006. ISSN 0036-8075.
[20] D.M. Hunter, L. McCulloch, and P.A. Spurgin. Aerial detection of nymphal bands of
the Australian plague locust (Chortoicetes terminifera (Walker)) (Orthoptera: Acri-
didae). Crop Prot., 27(1):118–123, jan 2008. ISSN 02612194.
[21] Arianna Bottinelli, David T. J. Sumpter, and Jesse L Silverberg. Emergent Structural
Mechanisms for High-Density Collective Motion Inspired by Human Crowds. Phys.
Rev. Lett., 117(22):228301, nov 2016. ISSN 0031-9007.
[22] Jesse L. Silverberg, Matthew Bierbaum, James P. Sethna, and Itai Cohen. Collective
Motion of Humans in Mosh and Circle Pits at Heavy Metal Concerts. Phys. Rev.
Lett., 110(22):228701, may 2013. ISSN 0031-9007.
[23] Ioannis Karamouzas, Brian Skinner, and Stephen J. Guy. Universal power law gov-
erning pedestrian interactions. Phys. Rev. Lett., 113(23):238701, dec 2014. ISSN
0031-9007.
106
[24] Jaeyoung Kwak, Hang Hyun Jo, Tapio Luttinen, and Iisakki Kosonen. Collective
dynamics of pedestrians interacting with attractions. Phys. Rev. E - Stat. Nonlinear,
Soft Matter Phys., 88(6):1–6, 2013. ISSN 15393755.
[25] C. Reichhardt and C. J. Olson Reichhardt. Aspects of jamming in two-dimensional
athermal frictionless systems. Soft Matter, 10(17):2932, 2014. ISSN 1744-683X.
[26] Daniel B. Kearns. A field guide to bacterial swarming motility. Nat. Rev. Microbiol.,
8(9):634–644, sep 2010. ISSN 1740-1526.
[27] J Henrichsen. Bacterial surface translocation: a survey and a classification. Bacteriol.
Rev., 36(4):478–503, dec 1972. ISSN 0005-3678.
[28] Marco G. Mazza. The physics of biofilms—an introduction. J. Phys. D. Appl. Phys.,
49(20):203001, may 2016. ISSN 0022-3727.
[29] Joost de Graaf, Henri Menke, Arnold J T M Mathijssen, Marc Fabritius, Christian
Holm, and Tyler N Shendruk. Lattice-Boltzmann hydrodynamics of anisotropic active
matter. J. Chem. Phys., 144(13):134106, apr 2016. ISSN 0021-9606.
[30] Saverio E. Spagnolie and Eric Lauga. Hydrodynamics of self-propulsion near a bound-
ary: predictions and accuracy of far-field approximations. J. Fluid Mech., 700:105–
147, 2012. ISSN 0022-1120.
[31] Jinglei Hu, Mingcheng Yang, Gerhard Gompper, and Roland G Winkler. Modelling
the mechanics and hydrodynamics of swimming E. coli. Soft Matter, 11(40):7867–
7876, 2015. ISSN 1744-683X.
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Nonlinear Field Equations for Aligning Self-Propelled Rods. Phys. Rev. Lett., 109
(26):268701, dec 2012. ISSN 0031-9007.
[70] Sadato Yamanaka and Takao Ohta. Collision dynamics of traveling bands in systems
of deformable self-propelled particles. Phys. Rev. E, 90(4):042927, oct 2014. ISSN
1539-3755.
[71] Tong Gao, Meredith D. Betterton, An-Sheng Jhang, and Michael J. Shelley. Ana-
lytical structure, dynamics, and coarse-graining of a kinetic model of an active fluid.
Phys. Rev. Fluids, 2(9):093302, mar 2017. ISSN 2469-990X.
[72] Tyler N. Shendruk, Amin Doostmohammadi, Kristian Thijssen, and Julia M. Yeo-
mans. Dancing disclinations in confined active nematics. Soft Matter, 13(21):3853–
3862, 2017. ISSN 1744-683X.
[73] Kevin Doxzen, Sri Ram Krishna Vedula, Man Chun Leong, Hiroaki Hirata, Nir S. Gov,
Alexandre J. Kabla, Benoit Ladoux, and Chwee Teck Lim. Guidance of collective cell
migration by substrate geometry. Integr. Biol., 5(8):1026, 2013. ISSN 1757-9694.
[74] Antoine Bricard, Jean-Baptiste Caussin, Debasish Das, Charles Savoie, Vijayakumar
Chikkadi, Kyohei Shitara, Oleksandr Chepizhko, Fernando Peruani, David Saintil-
lan, and Denis Bartolo. Emergent vortices in populations of colloidal rollers. Nat.
Commun., 6(May):7470, 2015. ISSN 2041-1723.
[75] Herbert Levine, Wouter-jan Rappel, and Inon Cohen. Self-organization in systems of
self-propelled particles. Phys. Rev. E, 63(1):017101, 2000. ISSN 1063-651X.
[76] Hanshuang Chen and Zhonghuai Hou. Noise-induced vortex reversal of self-propelled
particles. Phys. Rev. E - Stat. Nonlinear, Soft Matter Phys., 86(4):2–7, 2012. ISSN
15393755.
[77] Yutaka Sumino, Ken H. Nagai, Yuji Shitaka, Dan Tanaka, Kenichi Yoshikawa, Hugues
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[154] Elshad Allahyarov and Hartmut Löwen. Length segregation in mixtures of sphero-
cylinders induced by imposed topological defects. Soft Matter, 14(44):8962–8973, mar
2018. ISSN 1744-683X.
[155] Arman Boromand, Alexandra Signoriello, Janna Lowensohn, Carlos S. Orellana,
Eric R. Weeks, Fangfu Ye, Mark D. Shattuck, and Corey S. O’Hern. The role of
deformability in determining the structural and mechanical properties of bubbles and
emulsions. Soft Matter, 15(29):5854–5865, apr 2019. ISSN 1744-683X.
[156] Daniel de las Heras and Matthias Schmidt. Better Than Counting: Density Profiles
from Force Sampling. Phys. Rev. Lett., 120(21):218001, may 2018. ISSN 0031-9007.
[157] Kristian Marx. Self-propelled rod-like swimmers near surfaces. PhD thesis, University
of Cologne, 2011.
116
[158] H. A. Lorentz. Ueber die Anwendung des Satzes vom Virial in der kinetischen Theorie
der Gase. Ann. Phys., 248(1):127–136, 1881. ISSN 00033804.
[159] P. M. Chaikin and T. C. Lubensky. Principles of condensed matter physics. Cambridge
University Press, Cambridge, 1995. ISBN 9780511813467.
[160] Andrea Cavagna, Silvio M. Duarte Queiros, Irene Giardina, Fabio Stefanini, and
Massimiliano Viale. Diffusion of individual birds in starling flocks. Proc. R. Soc. B
Biol. Sci., 280(1756):20122484–20122484, jun 2012. ISSN 0962-8452.
[161] Silke Henkes, Yaouen Fily, and M. Cristina Marchetti. Active Jamming: Self-propelled
soft particles at high density. Phys. Rev. E, 84(4):040301, jul 2011. ISSN 1539-3755.
[162] V. Narayan, S. Ramaswamy, and N. Menon. Long-Lived Giant Number Fluctuations
in a Swarming Granular Nematic. Science (80-. )., 317(5834):105–108, jul 2007. ISSN
0036-8075.
[163] Corneel Casert. Emergent collective motion from local interactions. PhD thesis, Ghent
University, 2017.
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