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Abstract
As a vast amount of text appears everywhere, including natural scene, web pages and
videos, text becomes very important information for different applications. Extracting text
information from images and video frames is the ﬁrst step of applying them to a speciﬁc
application and this task is completed by a text information extraction (TIE) system. TIE
consists of text detection, text binarisation and text recognition. For different applications
or projects, one or more of these three TIE components may be embedded. Although many
efforts have been made to extract text from images and videos, this problem is far from
being solved due to the difﬁculties existing in different scenarios. This thesis focuses on
the research of text detection and text binarisation.
For the work on text detection in born-digital images, a new scheme for coarse text
detection and a texture-based feature for ﬁne text detection are proposed. In the coarse
detection step, a novel scheme based on Maximum Gradient Difference (MGD) response
of text lines is proposed. MGD values are classiﬁed into multiple clusters by a clustering
algorithm to create multiple layer images. Then, the text line candidates are detected in dif-
ferent layer images. An SVM classiﬁer trained by a novel texture-based feature is utilized
to ﬁlter out the non-text regions. The superiority of the proposed feature is demonstrated
by comparing with other features for text/non-text classiﬁcation capability.
1
Abstract 2
Another algorithm is designed for detecting texts from natural scene images. Maxi-
mally Stable Extremal Regions (MSERs) as character candidates are classiﬁed into charac-
ter MSERs and non-character MSERs based on geometry-based, stroke-based, HOG-based
and colour-based features. Two types of misclassiﬁed character MSERs are retrieved by
two different schemes respectively. A false alarm elimination step is performed for increas-
ing the text detection precision and the bootstrap strategy is used to enhance the power of
suppressing false positives. Both promising recall rate and precision rate are achieved.
In the aspect of text binarisation research, the combination of the selected colour chan-
nel image and graph-based technique are explored ﬁrstly. The colour channel image with
the histogram having the biggest distance, estimated by mean-shift procedure, between the
two main peaks is selected before the graph model is constructed. Then, Normalised cut
is employed on the graph to get the binarisation result. For circumventing the drawbacks
of the grayscale-based method, a colour-based text binarisation method is proposed. A
modiﬁed Connected Component (CC)-based validation measurement and a new objective
segmentation evaluation criterion are applied as sequential processing. The experimental
results show the effectiveness of our text binarisation algorithms.
