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vResumen
En este trabajo daremos un diccionario entre las propiedades estructurales de los sistemas
lineales funcionales y las propiedades algebraicas del mo´dulo asociado a estos sistemas sobre
extensiones de Ore, usando te´cnicas de a´lgebra homolo´gica. Adema´s daremos condiciones
para chequear cuando un sistema lineal funcional sobre una extensio´n de Ore es o no es
controlable, parametrizable, plano o pi-libre.
Palabras clave: Sistemas lineales sobre extensiones de Ore, Parametrizacio´n, Plano,
Teor´ıa de mo´dulo.
Abstract
This paper will give a dictionary between the structural properties of linear functional sys-
tems and the algebraic properties of the module associated with these systems over extensions
of Ore, using techniques of homological algebra. Also give conditions to check if or not a
linear functional system on one Ore’s extension is controllable, parametrizable, flat or pi-free.
Keywords: Linear Systems over Ore’s extensions, parametrization, flatness, modulo
theory.
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Introduccio´n
Algunos sistemas provenientes de la f´ısica-matema´tica, matema´tica aplicada y ciencias de
la ingenier´ıa pueden ser descritos por medio de sistemas de ecuaciones diferenciales ordinar-
ias o parciales, ecuaciones en diferencias, ecuaciones diferenciales con retardo, etc. Si estos
sistemas son lineales, entonces pueden ser definidos por medio de matrices con entradas en
un anillo de polinomios (no conmutativo) de operadores funcionales tales como los anillos
de operadores diferenciales, operadores de corrimiento, operadores con retardo; esta idea fue
expuesta por J. Boole en sus dos tratados ([1], [2]) sobre sistemas lineales diferenciales y
ecuaciones en diferencias. Los anillos de operadores diferenciales, operadores de corrimiento
y operadores con retardo pertenecen a una clase importante de anillos de polinomios no
conmutativos conocidos como a´lgebras de Ore (ve´ase [4], [6], [10], [12] y [14]).
El ana´lisis algebraico es una teor´ıa matema´tica creada en los an˜os sesentas por Malgrange
([13]), y desarrollada por Oberst ([15]), Palamodov ([16]), Fliess ([8], [9]), Vidyasagar ([23])
y Pommaret ([17], [18], [19], [20], [21]), y estudia sistemas lineales funcionales (SLF) de
ecuaciones diferenciales ordinarias o parciales, ecuaciones en diferencias, ecuaciones diferen-
ciales con retardo, etc., por medio de te´cnicas algebraicas del a´lgebra homolo´gica a trave´s
de mo´dulos de presentacio´n finita sobre a´lgebras de Ore. La filosof´ıa del ana´lisis algebraico
para la teor´ıa de sistemas lineales es asociar un D-mo´dulo a izquierda finitamente pre-
sentado M = D1×p/(D1×qR) con un sistema lineal definido por una matriz R ∈ Dq×p
sobre un anillo D (ejemplo, un a´lgebra de Ore), donde D1×p denota el conjunto de vec-
tores fila de longitud p con entradas en D y D1×qR := {µR : µ ∈ D1×q}. Otra idea
de ana´lisis algebraico introducida por Malgrange es dar una formulacio´n del conjunto es-
pacio solucio´n de un SLF definido por el D-mo´dulo a izquierda M : en efecto, si F de-
nota un D-mo´dulo a izquierda (en general F se escoge como cogenerador inyectivo en la
categor´ıa de los D-mo´dulos a izquierda, por ejemplo, sea F := C∞(Ω) el espacio de las
funciones continuas sobre Ω, donde Ω es un subconjunto convexo abierto de Rn, cuando
D = K[∂1; σ1, δ1]...[∂n; σn, δn] es el anillo de los operadores diferenciales con coeficientes en
K = R o C, esto es, σi = id, δi = ∂/(∂xi )) , entonces cualquier F -solucio´n del SLF Ry = 0,
es decir, η ∈ Fp satisfaciendo Rη = 0, esta´ en correspondencia uno-a-uno con los D-
homomorfismos a izquierda de M en F , es decir, si HomD(M,F) denota el grupo abeliano
de los D-homomorfismos de M a F entonces Malgrange probo´ el Z-isomorfismo siguiente
ker(R·) := {η ∈ Fp : Rη = 0} ∼= HomD(M,F).
Este Z-isomorfismo permite demostrar como algunas propiedades estructurales de un SLF
sobre un dominio de OreD, son traducidas en propiedades algebraicas delD-mo´dulo izquierda
M y, a su vez, estas u´ltimas pueden ser estudiadas calculando ciertas extensiones de mo´dulos
de la forma extiD(T (M), D), donde T (M) denota el D-mo´dulo a derecha transpuesto de M .
Para mas detalles y resultados ve´ase [4], [5], [17], [18], [19],[20] y [21].
El presente trabajo esta´ dedicado al estudio e investigacio´n de algunos art´ıculos recientes de
A. Quadrat, F. Chyzak, D. Robertz, J. F. Pommaret, los cuales muestran los me´todos del
a´lgebra homolo´gica constructiva en el estudio de los SLF. De manera particular, se presen-
tara´n los principales resultados de [4] y [18].
Este trabajo ha sido dividido en tres cap´ıtulos; el primero constituye el fundamento teo´rico
para compreder los resultados de los cap´ıtulos 2 y 3. Para un tema tan especializado como
el que nos ocupa es dif´ıcil presentar un trabajo autocontenido. Por tal razo´n es necesario
escoger el punto de partida y seleccionar las pruebas de proposiciones y hechos intermedios
en que se fundamentan los resultados centrales.
Nuestro punto de partida es el cap´ıtulo 1 donde estudiamos mo´dulos sobre dominios de Ore,
mo´dulos de presentacio´n finita , el funtor extensio´n y extensiones de Ore. En el cap´ıtulo
2, se presentan los SLF y el diccionario entre las propiedades estructurales de los SLF
y el a´lgebra homolo´gica; en el u´ltimo cap´ıtulo estudiaremos parametrizaciones minimales
de sistemas lineales funcionales y presentaremos un ejemplo de un SLF sobre una a´lgebra
de Ore ilustrando sus propiedades estructurales mediante me´todos homolo´gicos-matriciales
desarrollados en el cap´ıtulo 2. Los ca´lculos espec´ıficos involucrados se realizan mediante al-
gor´ıtmos que usan bases de Gro¨bner no conmutativas y que ya se encuentran implementados
en el paquete ORE MODULES (ve´ase [5]).
Cap´ıtulo 1
PRELIMINARES
Nos proponemos en el presente cap´ıtulo estudiar resultados fundamentales sobre a´lgebra ho-
molo´gica y extensiones de Ore necesarios para establecer la interpretacio´n de las propiedades
de los SLF, y establecer la notacio´n y terminolog´ıa que se usara´ posteriormente.
1.1 Mo´dulos y el funtor extensio´n
Recordemos que un anillo D no necesariamente conmutativo sin divisores de cero (esto es,
d1 · d2=0 implica d1 = 0 o d2 = 0 ), se denomina dominio.
Adema´s, D es un anillo noetheriano a izquierda si todo ideal a izquierda de D (es
decir, todo submo´dulo a izquierda de D) es finitamente generado (f.g.). Similarmente se
define el concepto de anillo noetheriano a derecha. Un anillo es noetheriano si es a la vez
noetheriano a izquierda y derecha. Un resultado probado por A.W.Goldie (ve´ase [14][teorema
1.15, cap´ıtulo 2]) dice que un dominio noetheriano a izquierda (respectivamente, a derecha)
es un dominio de Ore a izquierda (respectivamente, a derecha).
Definicio´n 1.1.1. Sea D un dominio noetheriano a izquierda yM un D−mo´dulo a izquierda
f.g.
1. M es libre si existe r ∈ N tal que M es D-isomorfo a D1×rM ∼= D1×r. r es llamado
el rango del D-mo´dulo libre M y es denotado por rankD(M).
2. M es establemente libre si existen r, s ∈ N tales que M ⊕ D1×s ∼= D1×r. r − s es
llamado el rango de M .
3. M es proyectivo si existe r ∈ N y un D-mo´dulo a izquierda N tal que M⊕N ∼= D1×r.
4. M es reflexivo si el siguiente D-homomorfismo cano´nico es un isomorfismo
ε :M → HomD(HomD(M,D), D)
m 7→ ε(m)
donde ε(m)(f) := f(m) para todo f ∈ HomD(M,D) y para todo m ∈M .
5. M es sin torsio´n si el D-submo´dulo a izquierda de M definido por:
t(M) := {m ∈M |d ·m = 0, para algu´n d ∈ D − {0}}
es nulo. t(M) es llamado el submo´dulo de torsio´n de M y los elementos de t(M)
son los elementos de torsio´n de M .
6. M es de torsio´n si t(M) =M.
Observacio´n 1.1.2. t(M) es un D-submo´dulo de M , debido a la propiedad de Ore a
izquierda. En efecto, para todo m1,m2 ∈ t(M) y todo d1, d2 ∈ D veamos que d1m1+d2m2 ∈
t(M): puesto que m1,m2 ∈ t(M) , existen p1, p2 ∈ D − {0} tal que p1m1 = 0 y p2m2 = 0.
Usando la propiedad de Ore a izquierda de D, existen r1, r2, s1, s2, t1, t2 ∈ D−{0} tales que
r1p1 = s1d1, r2p2 = s2d2, t1s1 = t2s2
Por lo tanto,
(t1s1) (d1m1 + d2m2) =t1(s1d1)m1 + t2(s2d2)m2
=t1r1(p1m1) + t2r2(p2m2) = 0,
lo cual demuestra que d1m1 + d2m2 ∈ t(M) puesto que t1s1 ∈ D − {0}.
Proposicio´n 1.1.3. Sea D un dominio y sea M un D-mo´dulo a izquierda f.g. tal que
t(M) =M . Entonces HomD(M,D) = 0.
Demostracio´n: Dadom ∈M , existe d ∈ D−{0} tal que dm = 0. Ahora f ∈ HomD(M,D),
entonces df(m) = f(dm) = f(0) = 0, y como f(m) ∈ D y D es un dominio, entonces
f(m) = 0 para todo m ∈M . As´ı que f = 0 y HomD(M,D) = 0.
Si M es un mo´dulo a izquierda f.g sobre un dominio noetheriano entonces el reciproco de la
proposicio´n 1.1.3 se cumple. (ve´ase el corolario 2.2.4 ).
Proposicio´n 1.1.4. Sea M un D-mo´dulo a izquierda f.g, entonces
libre ⇒ establemente libre ⇒ proyectivo ⇒ reflexivo ⇒ sin torsio´n.
Demostracio´n: Si M es libre entonces existe r ∈ N tal que M ∼= D1×r, tomando s = 0 en
(2) de la definicio´n 1.1.1, se tiene que M es establemente libre. Si M es establemente libre
entonces, M es proyectivo tomando N = D1×s en (3) de la definicio´n 1.1.1. Ahora, si M es
proyectivo, entoncesM es reflexivo, puesto que HomD(HomD((M,D), D)) ∼= D⊗DM ∼= M .
(ve´ase [22][lema 3.59, pa´g. 91]). Si M es reflexivo y m ∈ t(M), entonces existe d ∈ D − {0}
tal que dm = 0, y as´ı, df(m) = f(dm) = f(0) = 0 para todo f ∈ HomD(M,D), esto es,
f(m) = 0 puesto que d 6= 0, f(m) ∈ D y D es un dominio, lo cual demuestra que ε(m)(f) =
f(m) = 0 para todo f ∈ HomD(M,D), por tanto, ε(m) = 0, esto es, m ∈ ker(ε) = 0 y as´ı
t(M) = 0.
Proposicio´n 1.1.5. Sea D un anillo. SiM es un D-mo´dulo a izquierda proyectivo, entonces
M∗ := HomD(M,D) es un D-mo´dulo a derecha proyectivo.
Demostracio´n: SiM es un D-mo´dulo proyectivo, entonces existe r ∈ N y N un D-mo´dulo
a izquierda tal que M ⊕N = D1×r. Puesto que el funtor HomD( , D) es aditivo, entonces
Dr ∼= HomD(D
1×r, D) = HomD(M ⊕ N,D) ∼= HomD(M,D) ⊕ HomD(N,D), como D
r es un
D-mo´dulo a derecha libre, entonces HomD(M,D) es un D-mo´dulo a derecha proyectivo.
Proposicio´n 1.1.6. Sea D un anillo. Si M1
α1−→ M2
α2−→ M3
α3−→ M4 es un complejo de
D-mo´dulos, entonces se tiene la sucesio´n exacta
0→ H(M2)→ coker(α1)→ ker(α3)→ H(M3)→ 0,
donde H(Mi) := ker(αi)/Im(αi−1), i = 2, 3.
Demostracio´n: La prueba es rutinaria no presenta dificultades, ve´ase tambie´n [3].
Definicio´n 1.1.7. Un D-mo´dulo a izquierda C es un cogenerador para la categor´ıa de
los D-mo´dulos a izquierdas DMod, si para todo D-mo´dulo a izquierda M no nulo y para todo
m ∈M − {0}, existe f ∈ HomD(M,C) tal que f(m) 6= 0.
No´tese que M es un cogenerador si, y so´lo si, para cada D-mo´dulo a izquierda M se tiene
que HomD(M,C) = 0 si, y so´lo si, M = 0.
Lema 1.1.8. Si D es un anillo, entonces en la categor´ıa DMod existe un cogenerador que
es inyectivo
Demostracio´n: ([22][lema 3.37, pa´g. 79])
Observacio´n 1.1.9. Para un anillo dado D, el ca´lculo efectivo del mo´dulo C es una tarea
interesante, y representa utilidad en los me´todos homolo´gicos del ana´lisis algebraico ya que
por lo general es el espacio en donde esta´n las soluciones de los SLF. Existen ejemplos no
triviales de cogeneradores inyectivos considerados en [15]:
(i) Sea Ω un subconjunto convexo abierto de Rn, entonces el espacio C∞(Ω) de funciones
suaves sobre Ω es un cogenerador inyectivo para DMod con D := An(K) y K = R o´ C.
(ii) Sea F el conjunto de todas las funciones que son suaves sobre R, excepto en un nu´mero
finito de puntos; entonces F es un cogenerador inyectivo para la categor´ıa DMod, con
D := B1(R).
(iii) Sea D el a´lgebra de los sistemas discretos multidimensionales con coeficientes en K :=
R o´ C; entonces un cogenerador inyectivo para su categor´ıa de D-mo´dulo es F := KN
n
.
Proposicio´n 1.1.10. Sea D un anillo y sean M,N,K,C mo´dulos a izquierda sobre D. Si
C es un cogenerador inyectivo, entonces
0→ N
g
−→M
f
−→ K → 0 (1.1.1)
es exacta si, y so´lo si,
0→ HomD(K,C)
f∗
−→ HomD(M,C)
g∗
−→ HomD(N,C)→ 0, (1.1.2)
es exacta, donde f ∗(α) := αf , para α ∈ HomD(K,C).
Demostracio´n: ⇒): se deduce del hecho que C es un D-mo´dulo a izquierda inyectivo.
⇐): supongamos que (1.1.1) es exacta, esto es, g∗ y f ∗ son D-homomorfismo sobreyectivos
e inyectivos respectivamente y ker(g∗) = im(f ∗); se ha de demostrar que (1.1.1) es una
sucesio´n exacta, esto es, f y g sonD-homomorfismo sobreyectivo e inyectivo, respectivamente
y ker(f) = Im(g). En efecto: considere´se la sucesio´n exacta,
0→ ker(f)→M
f
−→ K → coker(f)→ 0
aplicando el funtor HomD( , C) a esta sucesio´n se tiene
0→ HomD(coker(f), C)→ HomD(K,C)
f∗
−→ HomD(M,C)→HomD(ker(f), C)→ 0
En particular,
ker(f ∗) ∼= HomD(coker(f), C) y HomD(ker(f), C) ∼= coker(f
∗)
Como f ∗ es inyectivo, entonces ker(f ∗) = 0, luego HomD(coker(f), C) = 0, y puesto que
C es es un D-mo´dulo izquierda cogenerador, entonces coker(f) = 0, es decir, Im(f) = K,
luego f es sobreyectivo.
• g es un D-homomorfismo inyectivo: conside´rese la sucesio´n exacta
0→ ker(g)→ N
g
−→M → coker(g)→ 0.
Aplicando el funtor HomD( , C) a la anterior sucesio´n se obtiene la sucesio´n exacta
0→ HomD(coker(g), C)→ HomD(M,C)
g∗
−→ HomD(N,C)→ HomD(ker(g), C)→ 0,
En particular, ker(g∗) ∼= HomD(coker(g), C) y
HomD(ker(g), C) ∼= coker(g
∗) = HomD(N,C)/Im(g
∗).
Como g∗ es sobreyectivo, entonces Im(g∗) = HomD(N,C) luego HomD(ker(g), C) = 0;
puesto que C es un D-mo´dulo izquierda cogenerador, entonces ker(g) = 0, es decir, g es
inyectivo.
• ker(f) ⊆ Im(g): sea x ∈ ker(f) y x /∈ Im(g), entonces x + Im(g) 6= 0 en M/Im(g),
entonces por la observacio´n 1.1.2 existe ϕ ∈ HomD(M/Im(g), C) tal que ϕ(x+ Im(g)) 6= 0.
Conside´rese la sucesio´n exacta corta
0→ N
g
−→M
j
−→ coker(g)→ 0,
donde j es el homomorfismo sobreyectivo cano´nico; aplicando el funtor
HomD( , C) a esta sucesio´n se tiene la sucesio´n exacta corta
0→ HomD(coker(g), C)
j∗
−→ HomD(M,C)
g∗
−→ HomD(N,C)→ 0
entonces g∗ ◦ j∗ = 0, luego (g∗ ◦ j∗)(ϕ) = 0, esto es, g∗(ϕ ◦ j), entonces ϕ ◦ j ∈ ker(g∗), lo
cual implica que ϕ ◦ j = f ∗(h), con h ∈ HomD(K,C), entonces ϕ ◦ j = h ◦ f , luego se tiene
que (ϕ ◦ j)(x) = (h ◦ f)(x) = h(f(x)) = h(0) = 0, esto es, ϕ(x+ Im(g)) = ϕ(j(x)) = 0, una
contradiccio´n.
• Im(g) ⊆ ker(f): sea x ∈ Im(g) y x /∈ ker(f), entonces f(x) 6= 0 en K, luego existe
ϕ : K → C tal que ϕ(f(x)) 6= 0, esto es, f ∗(ϕ)(x) 6= 0. Como x ∈ Im(g), entonces
existe z ∈ N tal que x = g(z), as´ı que f ∗(ϕ)(g(z)) 6= 0, esto es , (f ∗(ϕ) ◦ g)(z) 6= 0, luego
g∗(f ∗)(ϕ)(z) 6= 0, esto es, (g∗ ◦f ∗)(ϕ)(z) 6= 0. Pero (g∗ ◦f ∗)(ϕ)(z) = 0∗(ϕ)(z) = (ϕ◦0)(z) =
ϕ(0(z)) = ϕ(0) = 0, y se obtiene nuevamente una contradiccio´n.
Lema 1.1.11. Sea D un dominio noetheriano a izquierda y sea M un D-mo´dulo a izquierda
f · g. Si F es un submo´dulo libre maximal de M , entonces M/F es un D-mo´dulo a izquierda
de torsio´n.
Demostracio´n: Notemos en primer lugar que el conjunto de submo´dulos libres deM es no
vac´ıo, y puesto que M es noetheriano, entonces en dicha coleccio´n hay elemento maximal,
adema´s, F es de bases finitas. Supongamos que t(M/F ) 6= M/F , entonces existe m 6= 0
en M/F tal que para cada 0 6= d ∈ D, d · m /∈ F . Por otro lado, F es libre f.g., sea
B := {f1, . . . , fn} una base de F . Veamos que B ∪ {m} es una base de F + Dm: es
claro que B es un sistema de generadores para F + Dm; sean d0, d1, . . . , dn ∈ D tales que
d0 · m + d1 · f1 + · · · + dn · fn = 0, entonces d0 · m ∈ F , con lo cual d0 = 0, y por la
independencia lineal de los fi resulta di = 0 para cada i, 1 ≤ i ≤ n. Se tiene entonces que
F ( F +Dm ⊆ M , lo cual es contradictorio ya que F es maximal. En consecuencia, M/F
es de torsio´n.
Proposicio´n 1.1.12. Sea D un dominio conmutativo noetheriano y M un D-mo´dulo f.g.
entonces extiD(M,D) es un D-mo´dulo a derecha f.g. de torsio´n, para cada i ≥ 1.
Demostracio´n: El hecho que extiD(M,D) es un D-mo´dulo f.g para todo i ≥ 1, se debe al
teorema 9.21, pa´g. 241, de [22]. Ahora bien, sea F como en el lema 1.1.11, entonces se tiene
la sucesio´n exacta:
0 −→ F −→M −→ T −→ 0 (1.1.3)
donde T := M/F es un D-mo´dulo f.g. y de torsio´n, entonces aplicando el teorema de la
sucesio´n exacta larga a (1.1.3) (Ver [22][teorema 7.5, pa´g 195]) se obtiene la sucesio´n exacta:
0 −→ HomD(T,D) −→ HomD(M,D) −→ HomD(F,D) −→
−→ ext1D(T,D) −→ ext
1
D(M,D) −→ ext
1
D(F,D) −→ . . .
. . . −→ exti−1D (T,D) −→ ext
i−1
D (M,D) −→ ext
i−1
D (F,D) −→
−→ extiD(T,D) −→ ext
i
D(M,D) −→ ext
i
D(F,D) −→ . . .
Puesto que F es unD-mo´dulo libre, entonces, extiD(F,D) = 0 para todo i ≥ 1, yHomD(T,D) =
0 (Ver proposicio´n 1.1.3). Luego de lo anterior se desprende que
0→ extiD(T,D)→ ext
i
D(M,D)→ 0, ∀i ≥ 2 (1.1.4)
y
0→ HomD(M,D)→ HomD(F,D)→ ext
1
D(T,D)→ ext
1
D(M,D)→ 0 (1.1.5)
De (1.1.4) se deduce que: extiD(T,D)
∼= extiD(M,D), para todo i ≥ 2;
Sea K := Q(D) el cuerpo de fracciones de D; luego para cada i ≥ 1 , K ⊗D ext
i
D(T,D)
∼=
extiD(K⊗DT,K) = 0, por ser T de torsio´n. Por lo tanto, para cada i ≥ 2,K⊗Dext
i
D(M,D) =
0, es decir, para cada i ≥ 2, K ⊗D ext
1
D(M,D) es un mo´dulo de torsio´n. Tensorizando la
sucesio´n exacta (1.1.5) con K⊗D se tiene:
0 → K ⊗D HomD(M,D) → K ⊗D HomD(F,D) → K ⊗D ext
1
D(T,D) → K ⊗D ext
1
D(M,D) → 0 como K ⊗D
ext1D(T,D) = 0, entonces, K ⊗D ext
1
D(M,D) = 0, esto es, ext
1
D(M,D) es un D-mo´dulo
de torsio´n.
Definicio´n 1.1.13. Sea D un anillo y M un D-mo´dulo a izquierda de presentacio´n finita,
F1
d1−→ F0 −→M −→ 0;
el mo´dulo transpuesto de M es el D-mo´dulo a derecha definido por T (M) := coker(d∗1),
con
HomD(F0, D) = F
∗
0
d∗1−→ F ∗1 = HomD(F1, D), d
∗
1(α) := αd1.
Puesto que F ∗0 , F
∗
1 son D-mo´dulos derechos libres de dimesio´n finita, entonces T (M) es
finitamente presentado con presentacio´n
F ∗0
d∗1−→ F ∗1 → T (M)→ 0.
Enseguida veremos que T (M) es independiente de la presentacio´n elegida para M .
Lema 1.1.14. Sean F1
d1−→ F0
π
−→ M → 0 y F
′
1
d
′
1−→ F
′
0
π
′
−→ M
′
→ 0 dos resoluciones
proyectivas de los D-mo´dulos izquierda M y M
′
respectivamente, y φ : M → M
′
un D-
isomorfismo, entonces existe un isomorfismo α : F0 ⊕ F
′
0 → F0 ⊕ F
′
0 y un isomorfismo
β : F1 ⊕ F
′
1 ⊕ F0 ⊕ F
′
0 → F1 ⊕ F
′
1 ⊕ F0 ⊕ F
′
0 tal que el siguiente diagrama conmuta:
F1 ⊕ F
′
0 ⊕ F0 ⊕ F
′
1 F0 ⊕ F
′
0
F1 ⊕ F
′
0 ⊕ F0 ⊕ F
′
1 F0 ⊕ F
′
0
(d1 ⊕ idF ′
0
, 0)
(0, idF0 ⊕ d
′
1)
∼= β ∼= α
Adema´s, se tiene:
coker(d1 ⊕ idF ′0
)∗ = coker(0, idF0 ⊕ d
′
1)
∗
Demostracio´n: (ve´ase [11])
Proposicio´n 1.1.15. SiM es un D-mo´dulo a izquierda definido por la resolucio´n, proyectiva
F1
d1−→ F0
π
−→M → 0 y N = T (M) entonces N esta´ definido salvo equivalencias proyectivas.
Demostracio´n: Si P = (Fi, di) y P
′
= (F
′
i , d
′
i) dos resoluciones proyectivos del D-mo´dulo
a izquierda M , entonces se tiene el siguiente diagrama conmutativo:
0 0 0
0 Q
′
F
′
0
⊕ F0 ⊕ F
′
1
F
′
0
0
0 ker(d1 ⊕ idF ′
0
, 0) F1 ⊕ F
′
0
⊕ F0 ⊕ F
′
1
F0 ⊕ F
′
0
M 0
0 ker(d1) F1 F0 M 0
0 0
(0, id
F
′
0
)
(d1 ⊕ idF ′
0
, 0)
ϕ =
d1
Diagrama 1
donde ϕ es el D-homomorfismo inducido por: F1 ⊕ F
′
0 ⊕ F0 ⊕ F
′
1 −→ F1 y Q
′
:= ker(ϕ).
Luego del diagrama, se tiene la sucesio´n exacta:
0 −→ Q
′
−→ F
′
1 ⊕ F0 ⊕ F
′
0
(0,id
F
′
0
)
−−−−→ F
′
0 → 0
asi que, Q
′ ∼= ker(0, idF ′0
) = F
′
1 ⊕ F0 es un D-mo´dulo proyectivo.
Aplicando el funtor HomD( , D) al diagrama 1, obtenemos el siguiente diagrama conmuta-
tivo exacto:
0 0 0
0 Q
′
∗ (F
′
0
⊕ F0 ⊕ F
′
1
)∗ (F
′
0
)∗ 0
0 N
′′
(F1 ⊕ F
′
0
⊕ F0 ⊕ F
′
1
)∗ (F0 ⊕ F
′
0
)∗ M∗ 0
0 N F∗
1
F∗
0
M∗ 0
0 0 0 0
(d1 ⊕ idF ′
0
, 0)∗
=
d∗1
Diagrama 2
donde N
′′
= coker(d1 ⊕ idF ′0
, 0)∗, N = coker(d1) luego del diagrama 2 se obtiene la sucesio´n
exacta:
0 −→ N −→ N
′′
−→ Q
′∗
−→ 0
y como Q
′∗
es un D-mo´dulo izquierda proyectivo es una sucesio´n exacta hendida. Por lo
tanto:
N
′′ ∼= N ⊕Q
′∗
Razonando de manera similar con la resolucio´n F
d
′
1−→ F
′
0 → M → 0 obtenemos el diagrama
conmutativo exacto:
0 0 0
0 Q F0 ⊕ F
′
0
⊕ F1 F0 0
0 ker(0, idF0 ⊕ d
′
1
) F
′
1
⊕ F0 ⊕ F
′
0
⊕ F1 F
′
0
⊕ F0 M 0
0 ker(d
′
1
) F
′
1
F
′
0
M 0
0 0
(0, idF0 )
(0, idF0 ⊕ d
′
1)
ϕ =d
′
1
Diagrama 3
donde ρ es un D-homomorfismo inducido por:
F
′
1 ⊕ F0 ⊕ F
′
0 ⊕ F
′
1 −→ F
′
1 y Q = ker(ρ)
luego se tiene la sucesio´n exacta:
0 −→ Q −→ F0 ⊕ F
′
0 ⊕ F1 −→ F0 −→ 0
entonces Q ∼= ker(0, idF0) = F1 ⊕ F
′
0 es un D-mo´dulo proyectivo. Aplicando el funtor
HomD( , D) al diagrama 3, obtenemos el diagrama conmutativo exacto:
0 0 0
0 Q∗ (F0 ⊕ F
′
0
⊕ F1)
∗ F∗
0
0
0 N
′′′
(F
′
1
⊕ F0 ⊕ F
′
0
⊕ F1)
∗ (F
′
0
⊕ F0)
∗ M∗ 0
0 N
′
F
′
∗
1
F
′
∗
0
M∗ 0
0 0 0 0
(0, idF0 ⊕ d
′
1)
∗
=
d∗1
Diagrama 4
donde N
′′′
= coker((0, idF0 ⊕ d
′
1))
∗ y N
′
= coker((d
′
1))
∗ y del diagrama 4, se desprende la
sucesio´n exacta:
0 −→ N
′
−→ N
′′′
−→ Q∗ −→ 0
que es hendida ya que Q∗ es un D-mo´dulo proyectivo por lo tanto N
′′′ ∼= N
′
⊕Q∗. Pero por
el lema 1.1.14, se sabe que N
′′ ∼= N
′′′
, y as´ı N ⊕Q
′∗ ∼= N
′
⊕Q∗, esto es:
N ⊕ F ∗0 ⊕ F
′∗
1
∼= N
′
⊕ F
′∗
0 ⊕ F
∗
1 .
Proposicio´n 1.1.16. Sea D un anillo conmutativo, S un subconjunto multiplicativo de D
y M un D-mo´dulo finitamente presentado. Entonces,
S−1T (M) ∼= T (S−1M).
Demostracio´n: Sea F1
d1−→ F0 → M → 0 una presentacio´n finita de M y sea F
∗
0
d∗1−→
F ∗1 → T (M) → 0 la correspondiente presentacio´n finita que define a T (M); localizando
la presentacio´n de M por S se obtiene la sucecio´n exacta de S−1D-mo´dulos a izquierda
S−1F1
S−1d1−−−→ S−1F0 → S
−1M → 0, aplicamos HomS−1D( , S
−1D) y se obtenemos la
sucesio´n exacta de D-mo´dulos
0→ (S−1M)∗ → (S−1F0)
∗ (S
−1d1)∗
−−−−−→ (S−1F ∗1 )
de la cual obtenemos a su vez la sucesio´n exacta
(S−1F0)
∗ (S
−1d1)∗
−−−−−→ (S−1F1)
∗ → coker(S−1d1)
∗ → 0
por lo tanto T (S−1M) = coker ((S−1d1)
∗). Adema´s, como cada Fi es de presentacio´n finita,
i = 0, 1, obtenemos(
S−1F0
)∗ ∼= S−1D ⊗D HomD(Fi, D) = S−1D ⊗D F ∗i ∼= S−1F ∗i .
De otra parte, localizando la presentacio´n de T (M) por S resulta la sucesio´n exacta
S−1F ∗0
S−1F ∗i−−−−→ S−1F ∗1 → S
−1(T (M))→ 0
se tiene el siguiente diagrama conmutativo.
(
S−1F0
)∗ (
S−1F1
)∗
T
(
S−1M
)
0
S−1F ∗0 S
−1F ∗1 S
−1 (T (M)) 0
(S−1d1)∗
∼= ∼=
Diagrama 5
Por lo tanto
T
(
S−1M
)
∼= S−1 (T (M)) .
1.2 Extensiones de Ore
Definicio´n 1.2.1. Sea D un dominio. El anillo de polinomios torcidos D[x;σ, δ] es
un anillo no conmutativo que consiste de todos los polinomios en x con coeficientes en D
que satisface la relacio´n:
xa = σ(a)x+ δ(a), para todo a ∈ D
donde σ : D → D es un endomorfismo de anillos y δ : D → D es un σ-derivacio´n de D, es
decir:
δ(a+ b) = δ(a) + δ(b)
δ(a · b) = σ(a)δ(b) + δ(a)b
para todo a, b ∈ D.
Ahora bien, podemos iterar la construccio´n de anillos de polinomios torcidos y obtener el
anillo de polinomios torcidos iterados D[x1;σ1, δ1]...[xn;σn, δn], con σi, δi definidas sobre el
anillo D[x1; σ1, δ1]...[xi−1; σi−1, δi−1].
Una clase particular de este tipo de anillos son las llamadas Extensiones de Ore las cuales
cumplen las siguientes condiciones:
σiσj = σjσi, 1 ≤ i, j ≤ n
δiδj = δjδi, 1 ≤ i, j ≤ n
σiδj = δjσi, 1 ≤ i 6= j ≤ n
σi(xj) = xj, j < i
δi(xj) = 0, j < i
A partir de estas reglas se obtiene que:
xixj = xjxi, 1 ≤ i, j ≤ n
σi(D), δi(D) ⊆ D, 1 ≤ i ≤ n
asi, σi y δi pueden ser asumidas como funciones de D en D, σi, δi : D → D.
Note que un anillo de polinomios torcidos es un extensio´n de Ore de una variable.
1.3 Ejemplos de extensiones de Ore
1. Si σ = idD denotamos D[x; σ, δ] simplemente como D[x, δ]. Este tipo de anillo se
denomina anillos de polinomios con derivacio´n. En este caso:
axibxj = a
i∑
k=0
δk(b)xi+j−k
Por otra parte, si δ = 0, escribimos so´lo D[x; σ], de manera que axibxj = aσi(b)xi+j.
Estos anillos se denominan anillos de polinomios con endomorfismo.
Cuando δ = 0 y σ = idD tenemos que D[x; σ, δ] = D[x] es el anillo habitual de
polinomios.
2. El a´lgebra de polinomios de corrimiento Sea K un cuerpo, h ∈ K y D := K[t].
El anillo de polinomios de corrimiento se define por:
Sh := K[t][xn; σk], donde σh(p(t)) := p(t− h), δ(a) = 0
3. A´lgebras de Weyl. Consideremos nuevamente K un cuerpo, D := K[t] y D[x; σ, δ]
con σ := idD y δ :=
d
dt
, es decir, tenemos la K-a´lgebra
A1(K) := K[t][x;
d
dt
]
se tiene entonces xt = tx+ 1, xp(t) = p(t)x+ d
dt
p(t), y en general
p(t)xiq(t)xj = p(t)
i∑
k=o
(
i
k
)
dk
dt
(q(t))xj+i−k.
4. A´lgebras de Ore. Una a´lgebra de Ore es una extensio´n de Ore en la cual el anillo
de coeficientes D es un cuerpo o un anillo de polinomios con coeficientes en un cuerpo
K, es decir,
D := K[t1, t2, ..., tm][x1; σ1, δ1]...[xn; σn, δn],m ≥ 0.
As´ı, un a´lgebra de Ore es una extensio´n de la forma
D := K[t1, t2, ..., tm][x1; σ1, δ1]...[xn; σn, δn],m ≥ 0.
5. A´lgebras de Weyl de n variables.
Si D := K[t1, t2, ..., tn] y An(K) := D[x1; δ1]...[xn; δn] con δj :=
∂
∂tj
para 1 ≤ j ≤ n,
entonces An(K) es una a´lgebra de Ore no conmutativa. Notemos que xitj = tjxi +
δij , 1 ≤ i, j ≤ n, donde δij = 1, si i = j y 0 en otros casos.
En general tenemos que xip = pxi + ∂p/∂t, xixj − xjxi = 0, con p ∈ K[t1, ..., tn] y
1 ≤ i, j ≤ n. El a´lgebra de Weyl An(K) puede ser ampliada al a´lgebra de Weyl
extendida
Bn := K(t1, t2, ..., tn)[x1; δ1]...[xn; δn]
con δi =
∂
∂ti
, para 1 ≤ i ≤ n, yK(t1, t2, ..., tn) es el cuerpo de fracciones deK[t1, t2, ..., tn].
6 El a´lgebra mixta. Sean K un cuerpo y h ∈ K, entonces el a´lgebra mixta Dh es un
a´lgebra de Ore definida por
Dh := K[t][x;
d
dt
][xh; σh]
donde σh es como en el ejemplo 2.
7. El a´lgebra de los sistemas lineales discretos multidimensionales. Esta a´lgebra
de Ore es definida por:
D := K[t1, t2, ..., tn][x1; σ1, δ1]...[xn; σn, δn], n ≥ 0.
1.4 Propiedades de las extensiones de Ore
Proposicio´n 1.4.1. Si D es un dominio y σ es inyectiva, entonces D[x; σ, δ] es un dominio.
Demostracio´n:(ve´ase [14])
Proposicio´n 1.4.2. Si D es un anillo noetheriano a izquierda y σ es un automorfismo
(ejemplo: An(K), Sh, Dh) entonces D[x; σ, δ] es un anillo noetheriano a izquierda.
Demostracio´n:(ve´ase [14])
Proposicio´n 1.4.3. Si D es un dominio que tiene la propiedad de Ore a la izquierda y σ es
inyectiva entonces D[x; σ, δ] tiene la propiedad de Ore a la izquierda.
Demostracio´n: (ve´ase [14])
El rec´ıproco de los resutltados de la proposicio´n 1.1.4 no son en general verdaderos. Por lo
tanto se cumplen en situaciones particulares interesantes, como se observa en el siguiente
teorema.
Teorema 1.4.4. 1. Si D es un anillo hereditario a izquierda entonces todo D-mo´dulo
izquierda f.g. sin torsio´n es proyectivo.
Adema´s, si D es un dominio de ideales principales a izquierda (ejemplo: K[x] o
K(t)[x, idK(t),
d
dt
], donde K es un cuerpo de constante), entonces todo D-mo´dulo izquierda
f · g sin torsio´n es libre.
2. Si A = D[x1; σ1, δ1]...[xm; σm, δm] es una a´lgebra de Ore donde σi es un automorfismo,
i = 1, 2, ...,m, entonces, todo A-mo´dulo f · g proyectivo es establemente libre.
3. Si D = K[x1, x2, ..., xn] es el anillo de polinomios con coeficientes en un cuerpo K
entonces todo D-mo´dulo proyectivo f.g. es libre (Teorema de Quillen-Suslin).
4. Si K es un cuerpo de caracter´ıstica 0, entoces todo, An(K)-mo´dulo izquierda M es-
tablemente libre con rankAn(K)(M) ≥ 2 es libre. (Teorema de Stafford)
Proposicio´n 1.4.5. Sea D un dominio con dimensio´n global a izquierda lgld(D) finita
y σ un automorfismo entonces la dimensio´n global a izquierda de D[x; σ, δ] satisface:
lgld(D) ≤ lgld(D[x; σ, δ]) ≤ lgld(D) + 1
Demostracio´n: (ve´ase [14]).
Cap´ıtulo 2
INTERPRETACIO´N
HOMOLO´GICA DE LOS SISTEMAS
LINEALES FUNCIONALES
El propo´sito de este cap´ıtulo es dar una introduccio´n a las ideas ba´sicas, conceptos y resul-
tados constructivos del ana´lisis algebraico.
El ana´lisis algebraico, creado por Malgrange y la escuela japonesa de Sato, es una teor´ıa
matema´tica la cual estudia sistemas lineales de ecuaciones diferenciales ordinarias y par-
ciales, y esta´ basada en la teor´ıa de mo´dulos y a´lgebra homolo´gica.
Introducir teor´ıa de mo´dulos para el estudio de los sistemas lineales de ecuaciones diferen-
ciales ordinarias o parciales permite caracterizar propiedades estructurales de los sistemas
(por ejemplo, existencia de elementos auto´nomos o parametrizaciones minimales o inyecti-
vas) en propiedaes homolo´gicas del mo´dulo asociado al sistema (por ejemplo, existencia de
elementos de torsio´n, reflexividad, proyectividad, etc), y viceversa.
En este cap´ıtulo se establecera´ un diccionario entre las propiedades principales estructurales
de los SLF y el a´gebra homolo´gica.
2.1 Sistemas lineales funcionales y mo´dulos de repre-
sentacio´n finita
Sea D un anillo arbitrario y conside´rese el sistema de ecuaciones lineales
p∑
j=1
Ri,jyj = 0, 1 ≤ i ≤ q (2.1.1)
donde Rij ∈ D, p, q ∈ N−{0}. Una solucio´n y := (y1, · · · , yp)
T del sistema (2.1.1) (en caso
que exista) se asume que esta´ en Fp, donde F un D−mo´dulo a izquierda que se elige y se
fija.
El sistema (2.1.1) es equivalente a la relacio´n matricial Ry = 0, donde R := (Rij) ∈ D
q×p
es una matriz de taman˜o q × p con entradas en D.
La matriz R del sistema (2.1.1) induce el D-homomorfismo de mo´dulos a izquierda
(.R) :D1×q → D1×p
λ→ λR
(2.1.2)
para todo λ := (λ1, ..., λq) en D
1×q; no´tese que entonces Im(.R) = D1×qR es el D-mo´dulo a
izquierda generado por las filas de R.
Mostremos como el sistema (2.1.1) esta´ asociado con el D-mo´dulo a izquierdaM := coker(.R) =
D1×p/Im(.R) = D1×p/D1×qR. Sean {ei}
p
i=1 la base cano´nica de D
1×p, {fj}
q
j=1 la base
cano´nica de D1×q y pi : D1×p → M el D-homomorfismo cano´nico definido por pi(β) :=
β +D1×qR, para todo β ∈ D1×p; dado m ∈M , existe λ = (λ1, ..., λp) ∈ D
1×p
tal que:
m = pi(λ) = pi(
p∑
j=1
λjej) =
p∑
j=1
λjpi(ej) =
p∑
j=1
λjyj
donde yj := pi(ej) denota la clase residual de ej en M . Esto demuestra que {yj}
p
j=1 es
una familia de generadores del D-mo´dulo a izquierda M , por tanto, M es un D-mo´dulo a
izquierda finitamente generado.
Adema´s, para todo 1 ≤ i ≤ q se tiene que
fiR = (Ri1, ..., Rip) =
p∑
j=1
Rijej ∈ D
1×qR ∈ Im(.R) = ker(pi)
entonces
0 = pi(fiR) =
p∑
j=1
Rijyj (1.1)
lo cual demuestra que el conjunto de generadores {yj}
p
i=1 de M satisface el sistema lineal
(2.1.1); as´ı que M esta definido por:
p∑
j=1
Rijyj = 0, 1 ≤ i ≤ q ⇔ Ry = 0, y = (y1, . . . , yp)
T .
Luego el D-mo´dulo izquierda M = D1×p/D1×qR asociado al sistema (2.1.1) es finitamente
presentado por la matriz R:
D1×q
·R
−→ D1×p →M → 0 (2.1.3)
Sea nuevamente F un D-mo´dulo izquierdo, aplicando el funtor HomD( ,F) a la presentacio´n
(2.1.3) obtenemos la sucesio´n exacta de grupos abelianos
0→ HomD(M,F)
π∗
−→ HomD(D
1×p,F)
(.R)∗
−−−→ HomD(D
1×q,F).
(.R)∗ es un Z-homomorfismo que podemos reemplazar por R. definido por el siguiente dia-
grama conmutativo:
Fp F q
HomD(D
1×p,F) HomD(D
1×q,F)
µ ν
(.R)∗
donde µ, ν son isomorfismos definidos por µ((λ1, . . . , λp)
T ) := αλ, αλ(ej) := λj, ν
−1(h) :=
(h(f1), . . . , h(fq)), h ∈ HomD(D
1×q,F). De esta manera se define R. := ν−1(.R)∗µ
R.(λ) = Rλ, con λ := (λ1, . . . , λp)
T ∈ Fp. (2.1.4)
En [13] Malgrange establecio´ uno de los resultados ma´s importantes del ana´lisis algebraico,
el cual constiuye el punto de partida de esta importante a´rea del a´lgebra homolo´gica aplicada.
El resultado de Malgrange (teorema 2.1.1) dice que todas las F-soluciones del sistema lineal
(2.1.1) pueden ser estudiadas por medio de los D-mo´dulos M = D1×p/D1×qR y F .
Teorema 2.1.1. Sean D un anillo arbitrario, M un D-mo´dulo finitamente presentado con
presentacio´n (2.1.3) y F un D-mo´dulo. Entonces se tiene el isomorfismo de grupos abelianos
HomD(M,F)→ ker(R.), φ 7→ α := (φ(y1), . . . , φ(yp))
T , (2.1.5)
donde R. es definido por (2.1.4).
Demostracio´n: Sea ϕ : ker(R.)→ HomD(M,F) definido por ϕ(α) := φα, con φα(pi(λ)) :=
λα, α ∈ ker(R.), λ ∈ D1×p. Mostremos en primer lugar que φα esta´ bien definido: si pi(λ) =
pi(λ′), entonces λ−λ′ ∈ ker(pi) = Im(.R), luego existe x ∈ D1×q tal que λ−λ′ = xR, resulta
φα(pi(λ)) = λα = λ
′α + xRα = λ′α = φα(pi(λ
′)); es claro que φα es un D-homomorfismo.
ϕ es un Z-homomorfismo; ϕ es inyectivo puesto que φα = 0 si, y so´lo si, λα = 0 para
cada λ ∈ D1×p, y as´ı αj = ejα = 0, para cada j, es decir, α = 0. Adema´s, para todo
φ ∈ HomD(M,F), α := (φ(y1), . . . , φ(yp))
T ∈ Fp satisface ϕ(α) = φ y para cada 1 ≤ i ≤ q,∑p
j=1Rijαj =
∑p
j=1Rijφ(yj) = φ(
∑p
j=1Rijyj) = φ(0) = 0, es decir, α ∈ ker(R.).
Hemos probado que ϕ es un Z-isomorfismo y ϕ−1 : HomD(M,F)→ ker(R.) viene dado por
ϕ−1(φ) = α = (φ(y1), . . . , φ(yp))
T .
Definicio´n 2.1.2. El sistema (2.1.1) se denomina sistema lineal funcional (SLF) sobre
D; un D-mo´dulo F de funciones que contiene las soluciones del SLF (2.1.1) se denomina
espacio funcional de soluciones.
En los ejemplos descatados de SLF el anillo D es un a´lgebra de Ore y el D-mo´dulo F
de soluciones es habitualmente el cogenerador inyectivo de la categor´ıa de los D-mo´dulos a
izquierda. En el cap´ıtulo 3 presentaremos algunos ejemplos notables de SLF.
Ahora bien, sea D un anillo noetheriano a izquierda y M un D-mo´dulo a izquierda finita-
mente generado, entonces existe una resolucio´n libre de M dada por:
. . .
·R4−−→ D1×r3
·R3−−→ D1×r2
·R2−−→ D1×r1
R1−→ D1×r0
π
−→M → 0
(ve´ase [22][corolario 4.4, pa´g. 109]).
Sea F un D-mo´dulo a izquierda cualquiera; aplicando el funtor HomD( ,F) al complejo
. . .
·R4−−→ D1×r3
·R3−−→ D1×r2
·R2−−→ D1×r1
·R1−−→ D1×r0 → 0
se obtiene el complejo:
0→ HomD(D
1×r0 ,F)
(·R1)∗
−−−→ HomD(D
1×r1 ,F)
(·R2)∗
−−−→ HomD(D
1×r2 ,F)
(·R3)∗
−−−→ HomD(D
1×r3 ,F)
(·R4)∗
−−−→ . . .
que es equivalente, via isomorfismo, a:
0→ F r0
R1·−−→ F r1
R2·−−→ F r2
R3·−−→ F r3
R4·−−→ . . .
Entonces los grupos abelianos de cohomolog´ıa del complejo anterior esta´n dados por:
{
ext0D(M,F) := HomD(M,F)
extiD(M,F) := kerF(Ri+1·)/ImF(Ri.), i ≥ 1
Por lo tanto, el grupo abeliano de todas las F-soluciones del sistema lineal R1α = 0 esta´
intr´ınsicamente definido por ext0D(M,F ) = HomD(M,F), mientras que ext
1
D(M,F) esta´
relacionado con la solubilidad del sistema no homogo´neo R1α = β. En efecto, si el sistema
lineal R1y = β es soluble, para un β ∈ F
r1 fijo, entonces existe ε ∈ F r0 tal que R1ε = β,
luego β ∈ ImF(R1.), y de aqu´ı se obtiene la condicio´n necesaria R2β = 0 ya que R2R1 = 0.
Rec´ıprocamente, sea β ∈ F r1 tal que R2β = 0, consideremos la clase residual de β en
ext1D(M,F) = kerF(R2.)/Im(R1.); si esta clase es nula entonces β ∈ Im(R1.), luego existe
ε ∈ F r0 tal que R1ε = β. Notemos adema´s que la soulcio´n del sistema no homoge´neo no es
u´nica ya que si ε′ ∈ kerF(R1.), entonces ε+ ε
′ es tambie´n solucio´n. Finalmente, observemos
que si kerF(R2.) = Im(R1.), entonces una condicio´n necesaria y suficiente para la solubilidad
del sistema R1y = β es que R2β = 0 (ve´ase tambie´n [15]).
2.2 Diccionario entre las propriedades estructurales de
los SFL y el a´lgebra homolo´gica.
Conside´rese un SLF , Ry = 0, con R una matriz de taman˜o q× p con entradas en un anillo
arbitrario D, de tal forma que sus soluciones se encuentran en un D-mo´dulo a izquierda F ,
cogenerador inyectivo. F juega un papel similar al de variedades de la geometr´ıa algebraica
e intuitivamente corresponde al espacio de soluciones suficientemente rico, en donde se da
una excelente dualidad entre a´lgebra homolo´gica y ana´lisis funcional.
En lo que sigue, se desarrollara´ un diccionario entre las propiedades estructurales del sistema
lineal Ry = 0 , y las propiedades homolo´gicas del D-mo´dulo a izquierdaM := D1×p/(D1×qR).
Definicio´n 2.2.1. Si D es un dominio noetheriano a izquierda, R ∈ Dq×p y F es un D-
mo´dulo a izquierda cogenerador inyectivo, entonces
(i) B := kerF(R.) = {α ∈ F
p|Rα = 0} se denomina el F-comportamiento o conjunto
de F-soluciones del sistema Ry = 0.
(ii) Un observable del sistema Ry = 0 es una funcio´n ψ : B → F tal que existen
d1, . . . , dp ∈ D de tal manera que ψ(α) := d1α1+· · ·+dpαp, para cada α := (α1, . . . , αp)
T ∈
B.
(iii) Un observable ψ es auto´nomo si existe d ∈ D − {0} tal que d · ψ(α) = 0, para cada
α ∈ B. ψ es libre si no es auto´nomo.
(iv) Ry = 0 es auto´nomo si todo observable es auto´nomo.
(v) Ry = 0 es controlable si todo observable es libre.
(vi) Ry = 0 es parametrizable si existe una matriz Q ∈ Dp×m tal que B = QFm. La
matriz Q es llamada una parametrizacio´n de Ry = 0.
(vii) Ry = 0 es plano si admite una parametrizacio´n inyectiva, es decir, la matriz de
parametrizacio´n Q ∈ Dp×m admite inversa a izquierda T ∈ Dm×p, TQ = Im.
(viii) Sean D := K[t1, . . . , tn], K un cuerpo, pi ∈ D − {0} y Ry = 0 parametrizable con
parametrizacio´n Q ∈ Dp×m. Ry = 0 es pi-libre si existen T ∈ Dm×p y k ∈ Z+ tales
que TQ = pikIm, donde Im denota la matriz ide´ntica de orden m.
Teorema 2.2.2. Sea D un dominio noetheriano a izquierda. Si Ry = 0 es un SLF con
R ∈ Dq×p y M := D1×p/D1×qR, y si F es un D-mo´dulo a izquierda cogenerador inyectivo y
B es el conjunto de F-soluciones, entonces
(i) Los observables esta´n en correspondencia biyectiva con los elementos de M .
(ii) Los observables auto´nomos esta´n en correspondencia uno a uno con los elementos de
torsio´n de M .
(iii) Ry = 0 es auto´nomo si, y so´lo si, M es de torsio´n.
(iv) Ry = 0 es controlable si, y so´lo si, M es sin torsio´n.
(v) Ry = 0 es parametrizable si, y so´lo si, existe Q ∈ Dp×m tal que M ∼= D1×pQ.
(vi) Ry = 0 es plano si, y so´lo si, M es libre.
(vii) Sean D := K[t1, . . . , tn], K un cuerpo, pi ∈ D − {0} y Ry = 0 parametrizable. Ry = 0
es pi-libre si, y so´lo si, Dπ ⊗DM = {
m
a
|m ∈M,a = pin, n ∈ Z+} es libre sobre el anillo
Dπ := {
b
a
|b ∈ D, a = pin, n ∈ Z+}.
Demostracio´n: (i) Sean f ∈ HomD(D,M) y m := f(1), aplicamos HomD( ,F) a
D
f
−→ M y obtenemos el Z-homomorfismo HomD(M,F)
f∗
−→ HomD(D,F), f
∗(φ) := φf ,
el cual es equivalente al Z-homomorfismo kerF(R.)
ψ
−→ F inducido por los isomorfismos
HomD(M,F) ∼= kerF(R.) (teorema 2.1.1) y HomD(D,F) ∼= F .Puesto queM = 〈y1, . . . , yp},
con yi := pi(ei),1 ≤ i ≤ p (ve´ase 2.1.3), entonces existen d1, . . . , dp ∈ D tales que m =∑p
i=1 di · yi, luego (φf)(1) = φ(m) =
∑p
i=1 di · φ(yi) =
∑p
i=1 di · αi, con αi := φ(yi). Por
lo tanto, kerF(R.)
ψ
−→ F definida por ψ(α) :=
∑p
i=1 di · αi (ve´ase 2.1.5) es un observable.
Veamos ahora que ψ solo depende de m y no de los escalares di: sea m =
∑p
i=1 bi · yi,
bi ∈ D, entonces ν := (d1 − b1, . . . , dp − bp) ∈ Im(.R) ya que pi(ν) = pi((
∑p
i=1(di − bi) · ei) =∑p
i=1(di − bi) · yi = m − m = 0, es decir, ν ∈ ker(pi) = Im(.R). Existe λ ∈ D
1×q tal que
ν = λR de modo que
∑p
i=1 di · αi −
∑p
i=1 bi · αi = να = (λR)α = λ(Rα) = 0. As´ı pues,
teniendo en cuenta el isomorfismo HomD(D,M) ∼= M dado por f 7→ m := f(1), podemos
concluir que dado m ∈M hemos asignado un u´nico observable ψ.
Rec´ıprocamente, consideremos el observable ψ : B → F definido por ψ(α) =
∑p
i=1 di · αi
con α ∈ B y di ∈ D; asociamos entonces a este observable el elemento m :=
∑p
i=1 di · yi ∈
M . Veamos que esta asignacio´n esta´ bien definida: consideremos dos presentaciones del
observable ψ, es decir,
∑p
i=1 di · αi =
∑p
i=1 bi · αi para cada α ∈ B. Definimos B
♮ := {λ ∈
D1×p|λα = 0 para cada α ∈ B}. B♮ 6= ∅ ya que ν := (d1 − b1, . . . , dp − bp) ∈ B
♮; si
λ ∈ D1×qR, existe θ ∈ D1×q tal que λ = θR, luego λα = θ(Rα) = 0 para cada α ∈ B,
por lo tanto, D1×qR ⊆ B♮. Como D1×p es noetheriano, entonces B♮ es un D-mo´dulo f.g. y
en consecuencia existe R′ ∈ Dq
′×p tal que B♮ = D1×q
′
R′. Definimos M ′ := D1×p/D1×q
′
R′;
segu´n el teorema 2.1.1, kerF(R
′.) ∼= HomD(M
′,F); puesto que D1×qR ⊆ B♮ = D1×q
′
R′
se tiene que kerF(R.) ⊆ kerF(R
′.). Aplicamos ahora HomD( ,F) a la sucesio´n exacta
0→ B♮/D1×qR→M →M ′ → 0, y puesto que F es D-inyectivo resulta el diagrama exacto
0 HomD(M
′,F) HomD(M,F) HomD(B
♮/D1×qR,F) 0
0 kerF (R
′.) kerF (R.) HomD(B
♮/D1×qR,F) 0
∼= ∼= =
en particular, kerF(R
′.) ⊆ kerF(R.), por lo tanto, kerF(R.) = kerF(R
′.), de donde
HomD(B
♮/D1×qR, F) = 0, pero como F es cogenerador, entonces B♮/D1×qR = 0, esto es,
B♮ = D1×qR, luego ν ∈ D1×qR y pi(ν) = 0, es decir, m =
∑p
i=1 di · yi =
∑p
i=1 bi · yi.
Es claro que las compuestas de las dos asignaciones anteriores dan las ide´nticas.
(ii) Consecuencia directa de (i).
(iii) y (iv) Se obtienen de (ii).
(v) Ry = 0 es parametrizable si, y so´lo si, existe una matriz Q ∈ Dp×m tal que B =
QFm = Im(Q.), esto es, si, y so´lo si, la sucesio´n Fm
Q.
−→ Fp
R.
−→ F q es exacta, pero por la
demostracio´n de la proposicio´n 1.1.10, esta es exacta si, y solo si, D1×q
.R
−→ D1×p
.Q
−→ D1×m
es exacta, es decir, si, y so´lo si, D1×p/ ker(.Q) ∼= Im(.Q); pero ker(.Q) = Im(.R) = D1×qR e
Im(.Q) = D1×pQ, luego, Ry = 0 es parametrizable si, y so´lo si,M = D1×p/D1×qR ∼= D1×pQ.
(vi) Ry = 0 es plano si, y so´lo si, existen matrices Q ∈ Dp×m y T ∈ Dm×p tales que B = QFm
y TQ = Im, si, y so´lo si, la sucesio´n 0 → F
m Q.−→ Fp
R.
−→ RFp → 0 es exacta y hendida, es
decir, si, y so´lo si, la sucesio´n 0→ D1×qR→ D1×p
.Q
−→ D1×m → 0 es exacta y hendida, si, y
so´lo si, D1×p/ ker(.Q) ∼= D1×pQ = D1×m, si, y so´lo si, M ∼= D1×m, si, y so´lo si, M es libre.
(vii) Si Ry = 0 es parametrizable y pi-libre, existen matrices Q ∈ Dp×m, T ∈ Dm×p tales que
M ∼= D1×pQ y TQ = pikIm, con k ∈ Z
+.
Sea S := {1, pi, pi2, . . .} un subconjunto multiplicativo de D, definido por pi y Dπ := DS
−1 =
{ b
a
| b ∈ D, apin, n ∈ Z+}, entonces Dπ es un D-mo´dulo plano, as´ı que Dπ ⊗D M ∼= Dπ ⊗D
D1×pQ = DS−1 ⊗D Im(.Q) ∼= Im(.Q)S
−1 ∼= Im(.QS−1) = D1×pπ Q ⊆ D
1×m
π . Adema´s, A :=
( 1
πk
)T es la inversa a izquierda de (.QS−1) sobre el anillo Dπ, luego D
1×m
π A ⊆ D
1×m
π QS
−1,
entonces, D1×mπ (A◦QS
−1) ⊆ D1×pπ QS
−1, esto es D1×mπ ⊆ D
1×p
π QS
−1. Por tanto, Dπ⊗DM ∼=
D1×pπ QS
−1 = D1×mπ , esto demuestra que Dπ ⊗D M es un Dπ-mo´dulo libre de rango n.
Dπ ⊗D M ∼= D
1×n
π
Usando el hecho de que el ker(R.) es parametrizable, entonces por (v) existe Q ∈ Dp×m tal
que M ∼= D1×pπ Q, como Dπ es un D-mo´dulo plano entonces Dπ ⊗D M
∼= Dπ ⊗ D
1×p
π Q
∼=
D1×pπ QS
−1, as´ı que D1×nπ
∼= D1×pπ QS
−1. Por lo tanto existe S ∈ Dn×pπ tal que SQ = In, pero
como Q es de taman˜o p ×m, entonces necesariamente n = m. Tomando un denominador
comu´n S encontramos k ∈ Z+ tal que TQ = pikIn, con T := pi
kS ∈ Dm×p.
El teorema anterior demuestra como algunas propiedades de los sistemas lineales funcionales
son traducidas en propiedades de mo´dulos. En lo que sigue, se probara´ que esas propiedades
de mo´dulos ( y por tanto de los sistemas lineales) pueden ser estudiadas calculando ciertas
extensiones de la forma extiD(N,D), i ≥ 1.
Proposicio´n 2.2.3. Sea D un dominio noetheriano. Si M un D-mo´dulo a izquierda finita-
mente presentado y N := T (M), entonces :
a. t(M) ∼= ext1D(N,D).
b. M es un D-mo´dulo a izquierda sin torsio´n si, y solo si, ext1D(N,D) = 0.
c. Se tiene la siguiente sucesio´n exacta de D-mo´dulos izquierdos:
0→ ext1D(N,D) −→M
ξ
−→ HomD(HomD(M,D), D)→ ext
2
D(N,D)→ 0
Donde ξ es el D-homomorfismo a izquierda definido en (4) de la definicio´n 1.1.1
d. M es un D-mo´dulo a izquierda reflexivo si y so´lo si extiD(N,D) = 0 para i = 1, 2.
e. Si rgld(D) <∞ (dimensio´n global derecha de D). Entonces M es un D-mo´dulo izquierdo
si y so´lo si, extiD(N,D) = 0 para 1 ≤ i ≤ rgld(D)
Demostracio´n: Si M es un D-mo´dulo izquierdo finitamente presentado entonces existe
una sucesio´n exacta
F1
d1−→ F0
π
−→ M −→ 0 (1)
Donde F1 y F0 son D- mo´dulo a izquierda libres finitamente generados, entonces su mo´dulo
transpuesto N := T (M) es el D- mo´dulo a derecha definido por N = Coker(d∗1), esto es, N
es el D- mo´dulo a derecha definido por la siguiente presentacio´n finita:
F ∗0
d∗1−→ F ∗1 −→ N −→ 0 (2)
Notemos adema´s que se tiene la sucesio´n exacta
0 −→M∗ −→ F ∗0 −→ F1
d∗1−→ N −→ 0 (3)
(a) Sea X un D −D-bimo´dulo. Entonces aplicando el funtor exacto a derecha X ⊗D a
la sucesio´n exacta (1) se tiene la sucesio´n exacta:
X ⊗D F1
idX⊗d1−→ X ⊗D F0
idX⊗π−→ X ⊗D M −→ 0 , (4)
y aplicando el funtor exacto a izquierdaHomD( , X) a la sucesio´n exacta (2) se obtiene
la sucesio´n exacta de D-mo´dulos izquierdos
0 −→ HomD(N,X) −→ HomD(F
∗
1 , X) −→ HomD(F
∗
0 , X) −→ 0 (5)
Usando el hecho de que Fi , i = 0, 1, son D-mo´dulos a izquierda libres finitamente
generados, se obtiene
HomD(F
∗
i , X) = HomD(HomD(Fi, D), X)
∼= HomD(D,X)⊗D Fi ∼= X ⊗D Fi.
(ve´ase [22][lema 3.59, pa´g. 91]). As´ı que de (4) y (5) se tiene la sucesio´n exacta:
0 −→ HomD(N,X) −→ X ⊗D F1 −→ X ⊗D F0 −→ X ⊗D M −→ 0 (6)
Ahora bien, comoD es un dominio noetheriano entonces es un dominio de Ore izquierda
y derecha y por lo tanto tiene anillo cociente de divisio´n a izquierda y derecha K :=
Q(D) (ve´ase [14][pa´g. 48]) el cual tiene estructura de D −D− bimo´dulo.
Considerese la siguiente sucesio´n exacta de D −D−bimo´dulos
0 −→ D
i
−→ K −→ K/D −→ 0 (7)
entonces por el teorema de la sucesio´n exacta larga (ve´ase [22][teorema 7.5, pa´g. 195])
se obtiene la sucesio´n exacta de D-mo´dulos a derechas:
0 −→ HomD(N,D) −→ HomD(N,K) −→ HomD(N,K/D) −→
−→ ext1D(N,D) −→ ext
1
D(N,K) −→ ext
1
D(N,K/D) −→ . . .
Como K es un D-mo´dulo a izquierda inyectivo, entonces ext1D(N,K) = 0 por lo tanto
la sucesio´n anterior se convierte en la sucesio´n exacta:
0→ HomD(N,D)→ HomD(N,K)→ HomD(N,K/D)→ ext
1
D(N,D)→ 0 (8)
Aplicando el funtor exacto a derecha ⊗DM a la sucesio´n exacta corta (7) se obtiene
la sucesio´n exacta de D- mo´dulos a izquierda
D ⊗D M
i⊗idM−→ K ⊗D M −→ (K/D)⊗D M −→ 0
y resulta el diagrama exacto conmutativo
0 −→ ker(i⊗ idM ) −→ D ⊗M
i⊗idM−→ K ⊗D M −→ (K/D)⊗D M −→ 0y =
y ≃
y =
y =
0 −→ t(M) −→ M −→ K ⊗M −→ (K/D)⊗D M −→ 0
(9)
Usando el hecho de que los Fi son D-mo´dulos a izquierda planos (ya que los Fi son
D-mo´dulos a izquierda libres finitamente generados) se aplica el funtor ⊗D Fi a la
sucesio´n exacta (6) y se obtiene la sucesio´n exacta:
0 −→ Fi −→ K ⊗D Fi −→ (K/D)⊗D Fi −→ 0, i = 0, 1. (10)
Finalmente, combinando las sucesiones exactas (6) para X = D , K y K/D, (8),(9) y
(10) se obtiene el diagrama conmutativo exacto de D-mo´dulos a izquierda.
0

y
0 0 0 t(M)

y

y

y

y
0 −→ HomD(N,D) −→ F1 −→ F0 −→ M −→ 0
y

y

y

y
0 −→ HomD(N,K) −→ K ⊗D F1 −→ K ⊗D F0 −→ K ⊗D M −→ 0
y

y

y

y
0 −→ HomD(N,K/D) −→ (K/D)⊗D F1 −→ (K/D)⊗D F0 −→ (K/D)⊗D M −→ 0
y

y

y

y
ext1
D
(N,D) 0 0 0

y
0
En el art´ıculo [21] se establece que del diagrama anterior se deduce el isomorfismo
t(M) ∼= ext1D(N,D)
(b) Consecuencia inmediata de (a)
(c) Sea (2) la presentacio´n finita de N . Como F ∗0 es un D-mo´dulo a derecha finitamente
generado y D es un anillo noetheriano a derecha entonces F ∗0 es un D-mo´dulo a derecha
noetheriano, luego el ker(d∗1) es un D-submo´dulo a derecha finitamente generado de
F ∗0 , as´ı existe un D-mo´dulo a derecha libre finitamente generado B
∗ y un epimorfismo
g : B∗ → ker(d∗1), razonando de la misma forma, existe un D-mo´dulo a derecha libre
finitamente generado A∗ y un epimorfismo h : A∗ → ker(d∗0), donde d
∗
0 := i ◦ g . Por
tanto la presentacio´n finita (2) se extiende a la sucesio´n exacta:
A∗ B∗ F ∗
0
F ∗
1
N 0
ker(d∗
0
) ker(d∗
1
)
0 0 0 0
f∗ d∗0 d
∗
1
h i g i
Aplicando el funtor HomD( , D) al complejo:
A∗
f∗
−→ B∗
d∗0−→ F ∗0
d∗1−→ F ∗1 −→ 0
Se obtiene el complejo:
0→ HomD(F
∗
1
, D)
d∗∗
1−→ HomD(F
∗
0
, D)
d∗∗
0−→ HomD(B
∗, D)
f∗∗
−→ HomD(A
∗, D) (11)
Por lo tanto:
ext1D(N,D) = ker(d
∗∗
0 )/Im(d
∗∗
1 ) (∗)
ext2D(N,D) = ker(f
∗∗)/Im(d∗∗0 ) (∗∗)
Ahora bien, puesto que F1, F0 , B y A sonD-mo´dulos a izquierda libres f.g entonces son
D-mo´dulos a izquierda reflexivos, por lo tanto, HomD(Fi, D) ∼= F
∗
i , HomD(B
∗, D) ∼=
B y HomD(A
∗, D) ∼= A.(ve´ase proposicio´n 1.1.4) y as´ı el complejo (11) es equivalente
al complejo
F1
d1−→ F0
d0−→ B
f
−→ A
Aplicando la proposicio´n 1.1.6 al complejo anterior se obtiene la sucesio´n exacta corta:
0→ H(F0)→ coker(d1)→ ker(f)→ H(B)→ 0
Donde:
H(F0) = ker(d0)/Im(d1)
H(B) = ker(f)/Im(d0)
Por lo tanto de (*) y (**) se tiene que:
H(F0) ∼= ext
1
D(N,D)
H(B) ∼= ext2D(N,D)
Y as´ı, se tiene la sucesio´n exacta:
0→ ext1D(N,D)→ coker(d1)→ ker(f)→ ext
2
D(N,D)→ 0
Pero de (1) se tiene que coker(d1) =M , adema´s de (3) ker(d
∗
1)
∼= M∗ se tiene entonces
el siguiente diagrama conmutativo exacto
A∗
f∗
−→ B∗
d∗0−→ ker(d∗1) −→ 0y = y = y ≃
A∗
f∗
−→ B∗
d∗0−→ HomD(M,D) −→ 0
Aplicando el funtor HomD( , D) a esta sucesio´n se tiene que:
0 −→ HomD(HomD(M,D), D) −→ HomD(B
∗, D)
f∗∗
−→ HomD(A
∗, D)y = y ≃ y =
0 −→ HomD(HomD(M,D), D) −→ B
f
−→ A
Luego: Ker(f) = HomD(HomD(M,D), D).
De lo anterior se desprende que:
0→ ext1D(N,D)→M → HomD(HomD(M,D), D)→ ext
2
D(N,D)→ 0
es una sucesio´n exacta.
(d) Usando (c) se tiene que M es un D-mo´dulo a izquierda
reflexivo⇔M ∼= HomD(HomD(M,D), D)⇔ ext
i
D(N,D) = 0,
para todo i = 1, 2.
(e) (⇒) Supo´ngase que M es un D-mo´dulo a izquierda proyectivo entonces M es un D-
mo´dulo a izquierda reflexivo,(ve´ase proposicio´n 1.1.4) entonces por (d) extiD(N,D) = 0,
para i = 1, 2.
De la sucesio´n exacta,
0 −→M∗ −→ F ∗0
d∗1−→ F ∗1
ρ
−→ N −→ 0 se obtienen las sucesiones exactas:
0 −→ M∗ −→ F ∗0 Im(d
∗
1) −→ 0 y, 0 −→ ker(ρ) −→ F
∗
0 Im(d
∗
1) −→ 0 aplicandoles el
teorema de la sucesio´n exacta larga se tiene,
−→ extiD(Im(d
∗
1), D)→ ext
i
D(F
∗
0 , D)→ ext
i
D(M
∗, D)
→ exti+1D (Im(d
∗
1), D)→ ext
i+1
D (F
∗
0 , D)→ ext
i+1
D (M
∗, D)→ . . .
y
−→ exti+1D (N,D)→ ext
i+1
D (F
∗
1 , D)→ ext
i+1
D (ker(ρ), D)
→ exti+2D (N,D)→ ext
i+2
D (F
∗
1 , D)→ ext
i+2
D (ker(ρ), D)→ . . .
Como F ∗0 y F
∗
1 son D-mo´dulos libres f.g. entonces ext
i
D(F
∗
0 , D) = 0 = ext
i+1
D (F0, D)
y exti+1D (F
∗
1 , D) = 0 = ext
i+2
D (F
∗
1 , D),por lo tanto ext
i
D(M
∗, D) ∼= exti+1D (Im(d
∗
1), D) y
exti+1D (ker(ρ), D)
∼= exti+2D (Im(d
∗
1), D). Puesto que ker(ρ) = Im(d
∗
1) se tiene que:
extiD(M
∗, D) ∼= exti+2D (N,D)
para todo i ≥ 1.
Puesto queM es un D-mo´dulo a izquierda proyectivo, se tiene queM∗ es un D-mo´dulo
a derecha proyectivo (ve´ase proposicio´n 1.1.5). Por lo tanto, extiD(M
∗, D) = 0, para
todo i ≥ 1, as´ı que exti+1D (N,D) = 0, para todo i ≥ 3. Asi que ext
i
D(N,D) = 0, para
todo i = 1, 2, . . . , rgld(D).
(⇐) Supo´ngase que extiD(N,D) = 0 para todo 1 ≤ i ≤ k con
k := rgld(D), conside´rese el complejo:
0→ Pk
rk−→ Pk−1
rk−1
−−→ · · ·
r3−→ P2
r2−→ P1
r1−→ P0 → 0
aplicando HomD( , D) se obtiene el complejo
0→ P ∗0
r∗1−→ P ∗1
r∗2−→ P ∗2
r∗3−→ · · ·
r∗k−1
−−→ P ∗k−1
r∗k−→ P ∗k → 0
luego extiD(N,D) = ker(r
∗
i+1)/Im(r
∗
i ), i ≥ 1 , como ext
i
D(N,D) = 0 ∀i = 1, 2, ..., k
entonces ker(r∗i+1) = Im(r
∗
i ) Por lo tanto la sucesio´n
0→ N∗ → P ∗0
r∗1−→ P ∗1
r∗2−→ P ∗2
r∗3−→ · · ·
r∗k−1
−−→ P ∗k−1
r∗k−→ P ∗k → P
es exacta. De lo cual se concluye que N ∼= N∗∗ es proyectivo. Resulta entonces que la
sucesio´n
0→M∗ → F ∗0
d11−→ F ∗1 → N → 0
es exacta hendida, por lo tanto, M∗ es proyectivo, y por tanto M∗∗ es proyectivo.
Puesto que extiD(N,D) = 0 para i = 1, 2, podemos aplicar (d) y obtenemos que
M ∼= M∗∗ es proyectivo.
Corolario 2.2.4. Sea D un dominio noetheriano y M un D-mo´dulo a izquierda finitamente
generado. Si HomD(M,D) = 0 entonces M es un D-mo´dulo a izquierda de torsio´n.
Demostracio´n: Si HomD(M,D) = 0 entonces HomD(HomD(M,D), D) = 0; y puesto que M
es un mo´dulo a izquierda f.g. sobre un anillo noetheriano entonces M es un D-mo´dulo a
izquierda finitamente presentado (ve´ase [22][corolario 4.2, pag 109]), luego usando (a), (b) y
(c) de la proposicio´n 2.2.3, M = Ker(ξ) ∼= ext1D(N,D)
∼= t(M), lo cual demuestra que M es
un D-mo´dulo a izquierda de torsio´n.
Corolario 2.2.5. Sean D un dominio noetheriano R ∈ Dq×p, M = D1×p/D1×qR un D-
mo´dulo a izquierda finitamente presentado por R y F un D-mo´dulo a izquierda cogenerador
inyectivo. Entonces Ry = 0 es parametrizable si, y so´lo si, t(M) = 0 si, y so´lo si Ry = 0 es
controlable.
Demostracio´n: (⇒) Supo´ngase que Ry = 0 es parametrizable, entonces por (v) del teo-
rema 2.2.2, existe Q ∈ Dp×m tal que: M ∼= D1×p ⊆ D1×m. Por lo tanto, el D-mo´dulo
a izquierda M es isomorfo al submo´dulo a izquierda φ(M) de D1×m, donde φ es el D-
isomorfismo de M en D1×pQ. Ahora bien, sea z ∈ t(M), entonces existe d ∈ D − {0} tal
que dz = 0. Entonces 0 = φ(0) = φ(dz) = dφ(z), luego φ(z) ∈ t(D1×m) (esto es, z es un
elemento de torsio´n de M si, y so´lo si φ(z) es un elemento de torsio´n de D1×m ). Pero D1×m
es un D-mo´dulo a izquierda libre, entonces t(D1×m) = 0 ( ve´ase proposicio´n 1.1.4) por tanto
φ(z) = 0, lo cual implica que z = 0. As´ı que t(M) = 0, esto es, M es sin torsio´n. Por (iv)
del teorema 2.2.2 se concluye que Ry = 0 es controlable.
(⇐) si Ry = 0 es controlable, entonces por (iv) del teorema 2.2.2, t(M) = 0.
Ahora bien, sea N := T (M), entonces N = coker(R.) = Dq/RDp, esto es, N es el D-mo´dulo
a derecha definido por la siguiente presentacio´n finita:
0←− N ←− Dq
R.
←− Dp, luego por (a) de la proposicio´n 2.2.3 se tiene:
ext1D(N,D)
∼= t(M) = 0.
Por otro lado, kerF(R.) es un D-submo´dulo a derecha del D-mo´dulo a derecha noetheriano
Dp, por lo tanto, kerF(R.) es un D-mo´dulo a derecha finitamente generado. Entonces existe
una matriz Q ∈ Dp×m tal que kerF(R.) = QD
m, por tanto se tiene la siguiente resolucio´n
libre finita de N dada por:
Dm
Q.
−→ Dp
R.
−→ Dq −→ N −→ 0
aplicando el funtor Hom( , D) al complejo:
Dm
Q.
−→ Dp
R.
−→ Dq −→ 0
se tiene el complejo:
0 −→ HomD(D
q, D)
(R.)∗
−→ HomD(D
p, D)
(Q.)∗
−→ HomD(D
m, D)y ≃ y ≃ y ≃
0 −→ D1×q
(.R)
−→ D1×p
.Q
−→ D1×m
as´ı que: D1×p/ ker(.Q) ∼= D1×pQ, pero 0 = ext1D(N,D) = ker(.Q)/Im(.R), entonces ker(.Q) =
Im(.R) = D1×qR, por lo tanto, M ∼= D1×pQ, para algu´n Q ∈ Dm×p, entonces por (v) del
teorema 2.2.2, el sistema Ry = 0 es parametrizable.
Si la matriz R ∈ Dq×p asociada al sistema lineal Ry = 0, de rango fila pleno (es decir, sus q
filas son linealmente independientes sobre D) es fa´cil ver que el D-mo´dulo a izquierda M =
D1×p/(D1×qR) finitamente presentando por R, es proyectivo si y so´lo si M es establemente
libre, como lo muestra la siguiente proposicio´n.
Proposicio´n 2.2.6. Sea D un dominio noetheriano, R ∈ Dq×p una matriz de rango fila
pleno, entonces las siguientes afirmaciones son equivalentes:
a) M := D1×p/(D1×qR) es un D-mo´dulo a izquierda establemente libre.
b) R admite una inversa a la derecha, esto es, existe S ∈ Dp×q tal que RS = Iq.
c) T (M) ∼= ext1D(M,D) = 0.
Demostracio´n: Veamos primero que t(M) ∼= ext1D(M,D) considerese la siguiente sucesio´n
exacta:
0 −→ ker(.R) −→ D1×q
.R
−→ D1×p −→ coker(.R) −→ 0
como ker(.R) = 0, ya que R es una matriz de rango fila pleno, y M := coker(.R), se tiene la
sucesio´n exacta,
0 −→ D1×q
.R
−→ D1×p −→M −→ 0
aplicando el funtor HomD( , D) a la anterior sucesio´n se obtiene:
0 −→ HomD(M,D) −→ HomD(D
1×p, D) −→ HomD(D
1×q, D) −→ . . .
esto es, se tiene la sucesio´n exacta a izquierda
0 −→M⋆ −→ Dp
R.
−→ Dq −→ . . .
por tanto, la sucesio´n exacta:
0 −→M∗ −→ Dp
R.
−→ Dq −→ Coker(R.) = T (M) −→ 0.
Por otro lado aplicando el teorema de la sucesio´n exacta larga ([22][teorema 7.5, pa´g. 195])
a la sucesio´n exacta:
0 −→ D1×q
.R
−→ D1×p −→M −→ 0
se tiene:
0 −→ HomD(M,D) −→ HomD(D
1×p, D)
(.R)∗
−→ HomD(D
1×q, D) −→
−→ ext1D(M,D) −→ ext
1
D(D
1×p, D) −→ . . .
como D1×p es un D-mo´dulo libre, entonces ext1D(D
1×p, D) = 0, se tiene el siguiente diagrama
conmutativo:
0 M∗ Dp Dq ext1D(M,D) 0
0 M∗ Dp Dq T (M) 0
= = =
entonces ext1D(M,D)
∼= T (M)
(a)⇒(b). Si M es un D-mo´dulo a izquierda establemente libre, entonces M es un D-mo´dulo
a izquierda proyectivo (ver proposicio´n 1.1.4) luego la sucesio´n exacta 0 −→ D1×q
.R
−→
D1×p −→M −→ 0 es hendida, entonces existe una matriz S ∈ Dp×q tal que RS = Iq
(b)⇒(c). Supo´ngase que existe S ∈ Dp×q tal que RS = Iq. Por lo tanto, para todo λ ∈ D
q
existe θ = Sλ ∈ Dp tal que (R.)(S.)(λ) = (R.)(Sλ) = (RS)(λ) = Iq(λ) = λ, as´ı que (R.) es
un D-homomorfismo sobreyectivo, entonces RDp = Dq, luego T (M) = coker(R.) = 0.
(c)⇒(a). Supo´ngase que T (M) ∼= ext1D(M,D) = 0. Entonces la sucesio´n 0 −→ M
⋆ −→
Dp −→ Dq −→ 0 es exacta hendida, esto es, existe S ∈ Dp×q tal que RS = Iq. Por lo tanto
la sucesio´n exacta 0 −→ D1×q
.R
−→ D1×p −→ M −→ 0 es hendida, y as´ı M ⊕D1×q ∼= D1×p,
lo cual prueba que M es un D−mo´dulo a izquierda establemente libre.
Cap´ıtulo 3
PARAMETRIZACIONES
MINIMALES DE SISTEMAS
LINEALES FUNCIONALES
En este cap´ıtulo se estudian las propiedades fundamentales de parametrizaciones minimales
de SLF.
3.1 Parametrizaciones minimales
Teorema 3.1.1. Sea D un dominio noetheriano , M un D-mo´dulo a izquierda sin torsio´n
definido por la presentacio´n finita
F1
d1−→ F0
π
−→M −→ 0
entonces, existe un D-homomorfismo izquierdo α
′
: F0 → K
′
, donde K ′ es un D-mo´dulo
izquierdo libre y f · g, tal que la sucesio´n
F1
d1−→ F0
α
′
−→ K
′
es exacta, y coker(α
′
) es cero o un D-mo´dulo izquierdo de torsio´n. Tal D-homomorfismo α′
se llama una parametrizacio´n minimal.
Demostracio´n: Sea N := T (M), entonces N esta´ definido por la presentacio´n finita
F ∗0
d∗1−→ F ∗1 −→ N −→ 0
como ker(d∗1) es un D-submo´dulo del D-mo´dulo derecho noetheriano F
∗
0 , entonces ker(d
∗
1)
es un D-mo´dulo derecho f.g., luego existe un D-mo´dulo derecho libre y f · g K∗ y un D-
epimorfismo K∗
j
։ ker(d∗1). Por lo tanto la presentacio´n finita anterior, se extiende a la
sucesio´n exacta:
0 −→ L −→ K∗
α∗
−→ F ∗0
d∗1−→ F ∗1 −→ N −→ 0
j ց ր i
ker(d∗1)
ր ց
0 0
donde α∗ = i ◦ j y L := ker(α∗).
• si L = 0, entonces se tiene la sucesio´n exacta:
0 −→ K∗
α∗
−→ F ∗0
d∗1−→ F ∗1 −→ N −→ 0
Conside´rese el complejo 0→ K∗
α∗
−→ F ∗0
d∗1−→ F ∗1 → 0, aplicandole el HomD(, D) se tiene
el complejo con 0→ F1
d1−→ F0
α
−→ K . ComoM es un D-mo´dulo a izquierda sin torsio´n
entonces por proposicio´n 2.2.3 (b), ext1D(N,D) = 0, entonces ker(α) = Im(d1), luego
la sucesio´n 0→ F1
d1−→ F0
α
−→ K → 0 es exacta.
Como M es un D-mo´dulo a izquierda sin torsio´n entonces, por (b) de la proposicio´n
2.2.3, ext1D(N,D) = 0, se tiene la sucesio´n exacta:
F1
d1−→ F0
α
−→ K −→ 0
por lo tanto, ext2D(N,D) = ker(h)/Im(α
∗∗) ∼= K/Im(α) = Coker(α).
Si M es un D-mo´dulo a izquierda reflexivo, entonces ext2D(N,D) = 0 por (d) de la
proposicio´n 2.2.3 (y as´ı M ∼= Im(α) = K es un D-mo´dulo izquierdo libre) por el
teorema 2.1.1,
HomD(ext
2
D(N,D), D) = HomD(Coker(α), D)
∼= ker(α∗) = L = 0
entonces por la proposicio´n 1.1.3 ext2D(N,D) es un D-mo´dulo izquierdo no nulo de
torsio´n. Por tanto, si α
′
:= α y K
′
:= K se tiene lo afirmado en el teorema, y α es una
parametrizacio´n minimal de M .
• Ahora bien, supo´ngase que L 6= 0. Entonces se tiene la sucesio´n exacta:
0 −→ L −→ K∗
α∗
−→ Im(α∗) −→ 0
de donde se deduce que:
rankD(Im(α
∗)) = rankD(K
∗)− rankD(L) ≥ 1.
En efecto: Sea Q(D) el anillo de divisio´n fracciones a izquierda de D ([12][pag 48]),
entonces rankD(Im(α∗)) = dimQ(D)(Q(D)⊗D Im(α
∗)). Si rankD(Im(α∗))
= 0, entonces dimQ(D)(Q(D)⊗DIm(α
∗)) = 0, lo cual implica que Q(D)⊗DIm(α
∗) = 0,
entonces Im(α∗) es un D-mo´dulo derecho de torsio´n ([12][pag 50]). Pero Im(α∗) ⊆ F ∗0
y F ∗0 es un D-mo´dulo libre, entonces Im(α
∗) es un D-mo´dulo derecho sin torsio´n. Por
lo tanto 0 = t(Im(α∗)) = Im(α∗), entonces ker(d∗1) = Im(α
∗) = 0, esto es, K∗ = 0, lo
cual contradice el hecho de que L 6= 0.
Sea R0 la representacio´n matricial de α
∗ : K∗ −→ F ∗0 en las bases cano´nicas de K
∗ y
F ∗0 respectivamente; construyase la submatriz A de R0 de la siguiente forma:
(i) A ∈ DrankD(F
∗
0 )×rankD(Im(α
∗))
(ii) las rankD(Im(α
∗))-columnas de A son las columnas de R0 que son D-linealmente
independientes.
Las matriz A entonces define un D-homomorfismo derecho α
′∗ : K
′∗ −→ F ∗0 , donde
K
′∗ es un D-mo´dulo derecho libre de rank(K
′∗) = rankD(Im(α
∗)). Usando el hecho de
que A es una matriz de ranko columna pleno, entonces ker(α
′∗) = 0, por lo tanto α
′∗ es
un D-homomorfismo derecho inyectivo. As´ı se tiene el siguiente diagrama conmutativo
exacto:
0 0x x
coker(φ)
f
→ 0 0x x x
0 −→ L −→ K∗
α∗
−→ F ∗0 −→ N1 −→ 0xφ x =
0 −→ K
′∗
≡
α
′∗
−→ F ∗0 −→ N1 −→ 0x x x
0 0 0
donde: N
′
1 := coker(α
′∗) , N1 := coker(α
∗) y α
′∗ = α∗ ◦ φ.
Usando el lema de la serpiente ([22][teorema 6.5, pag 174]) se obtiene:
ker(α
′∗)→ ker(α∗)→ ker(f)→ coker(α
′∗)→ coker(α∗)→ coker(f)
esto es, se tiene la sucesio´n exacta:
0 −→ L −→ coker(φ) −→ N
′
1 −→ N1 −→ 0
luego:
rankD(N1) = rankD(N
′
1)− rankD(coker(φ)) + rankD(L). Entonces:
rankD(N1)− rankD(N
′
1) = rankD(L)− rankD(coker(φ))
= rankD(L)− (rankD(K
∗)− rankD(K
′∗))
= rankD(L)− rankD(K
∗) + rankD(K
′∗)
= −rank(Im(α∗)) + rankD(K
′∗) = 0.
Por tanto, rankD(N1) = rankD(N
′
1).
De la sucesio´n exacta 0 −→ ker(ψ) −→ N
′
1 −→ N1 −→ 0, se deduce que rankD(ker(ψ)) =
rankD(N
′
1) − rankD(N1) = 0, luego 0 = rankD(ker(ψ)) = dimQ(D)(Q(D) ⊗D ker(ψ)),
entonces
(Q(D)⊗D ker(ψ)) = 0, lo cual implca que el ker(ψ) es un D-mo´dulo derecho de torsio´n,
entonces por la proposicio´n 1.1.3 el HomD(ker(ψ), D) = 0.
Aplicando el funtor HomD( , D) a la sucesio´n exacta
0 −→ ker(ψ) −→ N
′
1
ψ
−→ N1 −→ 0, se obtiene:
0 −→ HomD(N1, D)
ψ∗
−→ HomD(N
′
1, D) −→ HomD(kerψ), D)y ≃ y ≃ y =
0 −→ N∗1
ψ∗
−→ N
′∗
1 −→ 0
luego: ψ∗(N∗1 ) = N
′∗
1 .
Aplicando nuevamente el funtor HomD( , D) al diagrama anterior se tiene:
0→ HomD(N1, D)→ HomD(F
∗
0 , D)→ HomD(K
∗, D)→ HomD(L,D)yψ∗ y = yφ∗
0→ HomD(N1, D)→ HomD(F
∗
0 , D)→ HomD(K
∗, D)
y se obtiene al diagrama conmutativo exacto:
0 0y y
0 −→ N∗1
σ
−→ F0
α
−→ Kyψ∗ y = yφ∗
0 −→ N
′∗
1
τ
−→ F0
α
′
−→ K
′y y
0 0
por lo tanto, σ = τ ◦ ψ∗, ker(α) = σ(N∗1 ) = (τ ◦ ψ
∗)(N∗1 ) = τ(ψ
∗(N∗1 )) = τ(N
′∗
1 )
y ker(α
′
) = τ(N
′
1), entonces ker(α) = ker(α
′
). Finalmente, conside´rese el complejo:
F1
d1−→ F0
α
′
−→ K
′
, como M es un D-mo´dulo a izquierda sin torsio´n, entonces por (b)
de la proposicio´n 2.2.3),
ext
′
D(N,D) = 0, entonces
0 = ext
′
D(N,D) = ker(α
∗∗)/Im(d∗∗1 ) = ker(α)/Im(d1)
esto es: ker(α) = Im(d1), as´ı que ker(α
′
) = ker(α) = Im(d1)
por lo tanto la sucesio´n F1
d1−→ F0
α
′
−→ K
′
es exacta, y por la proposicio´n 2.1.1,
HomD(coker(α
′
), D) ∼= ker(α
′∗) = 0 entonces por el teorema ??, coker(α
′
) es un
D-mo´dulo izquierdo de torsio´n, as´ı α
′
es una parametrizacio´n mı´nimal de M.
Definicio´n 3.1.2. Sea M = D1×p/(D1×qR) un D-mo´dulo a izquierda sin torsio´n. Una
matriz Q ∈ Dp×m se dice que es una parametrizacio´n minimal de M si Q es una
parametrizacio´n de M , tal que L = D1×m/(D1×pQ) es cero o un D-mo´dulo a izquierda de
torsio´n.
Corolario 3.1.3. Sea D un dominio noetheriano, R ∈ Dq×p y M = D1×p/(D1×qR) un
D-mo´dulo izquierdo sin torsio´n. Entonces existe una parametrizacio´n minimal de M .
Demostracio´n: Consecuencia del teorema 3.1.1.
Para finalizar, enunciamos un resultado que permite calcular bases de un sistema lineal pi-
libre con coeficiente constantes.
Proposicio´n 3.1.4. Sean D = K[x1, x2, . . . , xn] el anillo de los polinomios sobre un cuerpo
K y M = D1×p/(D1×qR) un D-mo´dulo sin torsio´n. Entonces, para todo pi ∈ annD(L)−{0}
(L como en la definicio´n 3.1.2), el Dπ-mo´dulo Dπ ⊗D M es libre. En particular, existe
S ∈ Dm×pπ tal que SQ = Im y {pi(Si)}
m
i=1 es una base del Dπ-mo´dulo, donde Si denota la
i-e´sima fila de S y pi : D1×p −→M la proyeccio´n ca´nonica.
Demostracio´n: Por corolario 3.1.3 existe Q ∈ Dp×m tal que ker(.Q) = D1×qR tal que
L = D1×m/(D1×pQ) es un D-mo´dulo de torsio´n, entonces se tiene la sucesio´n exacta:
D1×q
.R
−→ D1×p
.Q
−→ D1×m −→ L −→ 0 (∗)
como L es un D-mo´dulo de torsio´n entonces annD(L) 6= 0. Si pi ∈ annD(L)− {0}, entonces
S := {pin : n ∈ Z+} es un conjunto multiplicativo de D y Dπ := DS
−1 = {b/a | b ∈ D y a =
pij, j ∈ Z+} entonces Dπ es un D-mo´dulo plano. Aplicando el funtor Dπ ⊗D a la sucecio´n
exacta (*) se obtiene la sucesio´n exacta
D1×qπ
.RS−1
−→ D1×pπ
.QS−1
−→ D1×mπ −→ Dπ ⊗D L −→ 0
pero por la definicio´n de pi, se tiene que Dπ ⊗D L = 0 as´ı que, la anterior sucesio´n exacta se
reduce a la sucesio´n exacta:
D1×qπ
.RS−1
−→ D1×pπ
.QS−1
−→ D1×mπ −→ 0
y del teorema de isomorfismo para mo´dulos se obtiene:
D1×pπ / ker(.QS
−1) ∼= D1×pπ QS
−1 = D1×mπ
esto es:
D1×pπ /(D
1×q
π RS
−1) ∼= D1×mπ
por otro lado:
Dπ ⊗D M = Dπ ⊗D (D
1×p/D1×qR) ∼= DS−1 ⊗ (D1×p/D1×qR) ∼= (D1×p/D1×qR)S−1
∼= D1×p/(D1×qR)S−1
pero: D1×pS−1 ∼= DS−1 ⊗D D
1×p = Dπ ⊗D D
1×p ∼= D1×p
y (D1×qR)S−1 = (Im(.R))S−1 ∼= Im(.RS−1) = D1×qπ RS
−1
as´ı que:
Dπ ⊗D M ∼= D
1×p
π /(D
1×q
π RS
−1) ∼= D1×mπ
por lo tanto, Dπ ⊗DM es un Dπ-mo´dulo libre de rango m. Adema´s, puesto que D
1×m
π es un
Dπ-mo´dulo libre entonces la sucesio´n exacta:
0 −→ ker(.RS−1) −→ D1×qπ
.RS−1
−→ D1×pπ
.QS−1
−→
.S
←−
D1×mπ −→ 0
es hendida.
SeaQ ∈ Dp×mπ la representacio´n matricial delD-homomorfismo (.QS
−1) en las bases cano´nicas
de D1×pπ y D
1×m
π respectivamente, entonces existe S ∈ D
m×p
π tal que SQ = Im.
Si {fi}
m
i=1 es la base cano´nica de D
1×m
π , entonces {pi(fiS)}
m
i=1 es una base del Dπ-mo´dulo
Dπ ⊗M
3.2 Ejemplo de un SLF sobre una a´lgebra de Ore
En esta seccio´n presentaremos un ejemplo de SLF sobre extensiones de Ore, que ilustran las
propiedades estructurales estudiadas en las secciones anteriores (y por tanto las propiedades
homolo´gicas del mo´dulo asociado a estos sistemas). Para esto se utilizaron como herramien-
tas constructivas, las bases de Gro¨bner no conmutativas y algunos paquetes computacionales.
Las cuentas espec´ıficas no fueron incluidas en el texto, solo se presentan los resultados de
esos ca´lculos.
Conside´rese el SLF correspondiente a un modelo de tu´nel de viento definido por las ecua-
ciones 

x˙1(t) = −ax1(t) + kax2(t− h)
x˙2(t) = x3(t))
x˙3(t) = −ω
2x2(t)− 2εωx3(t) + ω
2u(t)
(3.3)
En este caso el a´lgebra de Ore subyacente es Dh = R(a, k, ε, ω)[∂;ϑ1, δ1]
[δh;ϑ2, δ2] donde a, k, ε, ω son constantes reales. El sistema anterior se puede representar
matricialmente por Ry = 0 , con
R :=

∂ + a −kaδh 0 00 ∂ 0 −1 0
0 ω2 ∂ + 2ε −ω2

 ∈ D3×4, y :=


x1(t)
x2(t)
x3(t)
u(t)

 ∈ F3
donde F es un D-mo´dulo de funciones tal que
∂.y(t) := y˙(t), δh.y(t) := y(t− h)
luego el Dh-mo´dulo asociado a este sistema es:
M = D1×4h /(D
1×3
h R.)
Ahora bien, puesto que Dh es un anillo de polinomios conmutativo entonces
T (M) = D1×3h /(D
1×4
h R
T ), donde F := D1×4h R
T es el Dh-mo´dulo generado por las filas de la
matriz:
R :=


∂ + a 0 0
−kaδh ∂ ω
2
0 −1 ∂ + 2εω
0 0 −ω2

 ∈ D4×3
Esta matriz juega un papel muy importante en la caracterizacio´n de las propiedades del Dh-
mo´dulo M = D1×4h /(D
1×3
h R).
Usando [5] se calcula el mo´dulo de sicigias de F. La base de Gro¨bner de
P = {(∂ + a)λ1 − µ1,−kaδhλ1 + ∂λ2 + ω
2λ3 − µ2,−λ2 + (∂ + 2εω)λ3 − µ3,−ω
2λ3 − µ4}
con respecto a la eliminacio´n ordenada inducida por el grado inverso lexicogra´fico ordenados
sobre λ1 > λ2 > λ3 y µ1 > µ2 > µ3 > µ4 > δh > ∂ respectivamente es: G = {ω
2λ2 + ∂µ4 +
ω2µ3 + 2εωµ4, ω
2kaδhλ1 + ω
2µ2 + ω
2∂µ3 + (∂
2 + 2εω∂ + ω2)µ4, ω
2kaδhµ1 + (ω
2∂ + ω2a)µ2 +
(ω2∂2 + ω2a∂)µ3 + (∂
3 + 2εω + a)δ2 + ω2 + 2aεω∂ + aω2µ4, (∂ + a)λ1 − µ1, ω
2λ3 + µ4}
interceptando G con ⊕4i=1Dhµi se llega a: S = {ω
2aδµ1+(ω
2∂+ω2a)µ2+(ω
2∂2+ω2a∂)µ3+
(∂3 + (2εω + a)∂2 + ((ω + 2aεω)∂ + aω2)µ4}.
Si denotamos por QT el siguiente vector fila con entradas en Dh, Q
T = (ω2kaδhµ1 : ω
2∂ +
ω2a : ω2∂2 + ω2a∂ : ∂3 + (2δωa)∂2 + (ω2 + 2aδω)∂ + aω2), entonces se obtiene la resolucio´n
libre del Dh-mo´dulo T (M) = D
1×3
h /(D
1×4
h R
T ):
0→ Dh
.QT
−−→ D1×4h
.RT
−−→ D1×3
π
−→M → 0 (1)
Ahora bien, calculemos los Dh-mo´dulos de extensiones ext
i
Dh
(T (M), Dh),
i = 1, 2. Del anterior complejo, se tiene que: ker(.RT ) = DhQ
T . Usando el hecho de que
Dh es un anillo de polinomios conmutativo, se tiene que la matriz θ(Q
T ) := (θ(QTij))
T = Q
donde θ : Dh −→ Dh es una involucio´n. Por lo tanto, tomando adjunto en (1) se tiene el
complejo:
0←− Dh
.Q
←− D1×4
.R
←− D1×3 ←− 0
y sus grupos de cohomolog´ıa son:
ext1Dh(T (M), Dh) = ker(.Q)/(D
1×3
h R)
ext2Dh(T (M), Dh) = Dh/(D
1×4
h Q)
Calculemos el mo´dulo de sicigias de D1×4h Q. La base de Gro¨bner de
P = {(ω2kaδµ)λ− µ1, (ω
2∂ + ω2a)λ− µ2, (ω
2∂2 + ω2a∂)λ− µ3, (∂
3 + 2εω∂2 + a∂2 + ω2∂ +
2aεω∂ + aω2)λ − µ4} con respecto a la eliminacio´n ordenada inducida por el grado inverso
de lexicogra´fico ordenados sobre λ y µ1µ2 > µ3 > µ4 > δh > ∂ respectivamente es: G =
{(∂ + a)µ1 − kaδµ2, ω
2µ2 + (∂ + 2δω)µ3 − ω
2µ4, ∂µ2 − µ3, ω
2(∂ + a)λ− µ2, ω
2kaδλ− µ1}
Por lo tanto, se obtiene que el mo´dulo de sicigias de D1×4h Q es definido por la matriz
A =

∂ + a −kaδh 0 00 ω2 ∂ + 2δω −ω4
0 ∂ −1 0

 ∈ D3×4
luego ext1Dh(T (M), Dh) = (D
1×3
h A)/(D
1×3
h R). Veamos que ext
1
Dh
(T (M), Dh) = 0: si denotamos R = (R
T
1 : R
T
2 : R
T
3 )
T y A = (lT1 : l
T
2 : l
T
3 )
T , entonces se
puede chequear que Gi ∩ Dhµi = {µi}, para i = 1, 2, 3,, por lo tanto se tiene l1 = R, l2 =
R3, l3 = R2. Por lo tanto, D
1×3
h A = D
1×3
h R, el cual demuestra que ext
1
Dh
(T (M), Dh) =
D1×3h A/(D
1×3
h R) = 0. Por otro lado, el Dh-mo´dulo ext
2
Dh
(T (M), Dh) corresponde al sistema
lineal definido por QZ = 0, es decir:


(ω2kaδh)Z = 0
(ω2∂ + ω2a)Z = 0
(ω2∂2 + ω2a∂)Z = 0
(∂3 + (2εω + a)∂2 + (ω2 + 2aεω)∂ + aω2)Z = 0
(3.4)
Note que ext2Dh(T (M), Dh) 6= 0, ya que, de lo contrario, en G se tendr´ıa que λ −
4∑
i=1
Piµi,
para algu´n Pi ∈ Dh.
Puesto que Dh es noetheriano y ext
1
Dh
(T (M), Dh) = 0, entonces por (b) de la proposicio´n
2.2.3, M es un Dh-mo´dulo a izquierda sin torsio´n, por lo tanto el sistema lineal Ry = 0
es controlable (ve´ase Teorema 2.2.2 (iv)), luego por el corlario 2.2.5 se deduce que una
parametrizacio´n de (3.3) es dada por Q:


x1 = (ω
2kaδh)Z(t)
x2 = (ω
2∂ + ω2a)Z(t)
x3 = (ω
2∂2 + ω2a∂)Z(t)
u(t) = (∂3 + (2εω + a)∂2 + (ω2 + 2aεω)∂ + aω2)Z(t)
(3.5)
El hecho de que ext2Dh(T (M), Dh) 6= 0 implica que M no es un Dh-mo´dulo proyectivo, no es
un Dh-mo´dulo libre, y por (vi) del teorema 2.2.2 el sistema lineal (3.4) no es plano.
Finalmente, el corolario 3.1.3 garantiza que existe una parametrizacio´n minimal del Dh-
mo´dulo M , se puede ver que (3.5) es tambie´n una parametrizacio´n minimal del sistema
(3.3), mientras que el Dh-mo´dulo L = Dh/(D
1×4
h ) = ext
2
Dh
(T (M), Dh) es de torsio´n. Por la
definicio´n (3.4) de ext2Dh(T (M), Dh), se obtiene que ann(L) = (δh, ∂ + a). Por lo tanto, si
escogemos pi = δh, entonces se puede chequear que
S = (pi−1/(ω2ka) : 0 : 0 : 0) ∈ D1×4π
es una inversa a izquieda de la parametrizacio´n Q. Por lo tanto, obtenemos que Z = pi−1x,
y as´ı, los x1 son base del (Dh)π-mo´dulo (Dh)π ⊗D M .
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