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ABSTRACT
The vast majority of variability in the instrumental surface temperature record is at annual frequencies.
Systematic changes in the yearly Fourier component of surface temperature have been observed since the
midtwentieth century, including a shift toward earlier seasonal transitions over land. Here it is shown that the
variability in the amplitude and phase of the annual cycle of surface temperature in the northern extratropics
is related to Northern Hemisphere atmospheric circulation as represented by the northern annular mode
(NAM) and the Pacific–North America mode (PNA). The phase of the seasonal cycle is most strongly
influenced by changes in spring atmospheric circulation, whereas amplitude is most strongly influenced by
winter circulation. A statistical model is developed based on the NAMand PNA values in these seasons and it
successfully predicts the interdecadal trends in the seasonal cycle using parameters diagnosed only at in-
terannual time scales. In particular, 70% of the observed amplitude trends and 68% of the observed phase
trends are predicted over land, and the residual trends are consistent with internal variability. The strong
relationship between atmospheric circulation and the structure of the seasonal cycle indicates that physical
explanations for changes in atmospheric circulation also extend to explaining changes in the structure of the
seasonal cycle.
1. Introduction
The annual cycle of surface temperature has changed
over the last half century with systematic shifts toward
earlier seasonal phasing on land, later seasonal phasing
over the ocean, and smaller annual amplitude over land
(Thomson 1995; Thompson 1995; Mann and Park 1996;
Wallace and Osborn 2002; Stine et al. 2009). Many
mechanisms have been suggested to explain variability
in the phase of the annual cycle of surface temperature,
and we briefly review four of these and focus on a fifth.
First, Thomson (1995) proposed that changes in tem-
perature seasonality exist due to changes in the relative
sensitivity of surface temperature to annual insolation
forcing associated with two different processes—the an-
nual variability in theEarth–Sun distance (the anomalistic
year) and the annual variability in the tilt of the Earth’s
rotation axis relative to the sun (the tropical year). Second,
loss of sea ice was found to result in a shift toward later
seasons, making this possibility unlikely to be responsible
for terrestrial shifts toward earlier seasons (Mann and
Park 1996), though this mechanism may be a factor con-
tributing to phase delays observed in the high-latitude
North Atlantic (Dwyer et al. 2012). Third, large-scale
decreases in soil moisture were indicated by model cal-
culations (Seager et al. 2007; Sheffield and Wood 2008;
Dai 2011) and these could decrease the lag time between
insolation and temperature by lowering the thermal iner-
tia of the surface (Stine et al. 2009, hereafter SHF2009).
However, such moisture trends are contradicted by
the sparse available observations (Robock et al. 2000;
Vinnikov and Yeserkepova 1991), Fourth, changes in
shortwave optical properties alter the lag of temperature
behind insolation in an energy budget model (SHF2009),
but modeling studies have failed to explain the observed
twentieth-century phase shift as a response to either direct
CO2 forcing (Mann and Park 1996), to combined green-
house gas and aerosol forcing (Wallace and Osborn 2002),
or to the complete twentieth-century forcing history
(SHF2009). For instance, the shift toward earlier seasons
is not predicted by any of 72 simulations of twentieth-
century climate made using 24 different general circula-
tion models included in the CMIP3 archive (SHF2009).
A fifth, and much older idea, is that variability in the
seasons arises from the changes in the relative influences
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of land and ocean at different locations (Brooks 1917,
1918, 1919; Gorczynski 1920; Brunt 1924; Simpson et al.
1924; Conrad 1946). More recently, Thompson (1995)
suggested that trends in the phase and amplitude of the
annual cycle of surface temperature found in six long
European temperature records resulted from variability
in ocean and atmosphere circulation. The presence of
phase trends in a 100-yr control simulation of the Geo-
physical Fluid Dynamics Laboratory climate model
(Manabe et al. 1991) also lead Mann and Park (1996) to
suggest that observed trends in seasonality may be
a manifestation of century-scale natural climate variabil-
ity. Furthermore, SHF2009 found a significant relation-
ship between Northern Hemisphere averaged phase and
the northern annular mode (NAM) index, though that
initial analysis was not conclusive.
Here we expand upon the analysis of SHF2009 to in-
clude the Pacific–North America (PNA) pattern, spa-
tially resolve the relationship between seasonality and
atmospheric circulation, and account for the seasonal
variability in atmospheric circulation. Variability in solar
insolation and its relationship with the calendar year are
also better accounted for. In the context of this hypoth-
esis, it is worth noting that general circulation models
forced with the observed twentieth-century forcing not
only fail to capture observed trends in temperature sea-
sonality, asmentioned, but also generally fail to reproduce
the observed trends in atmospheric circulation (Gillett
et al. 2003; Gillett 2005; Cohen et al. 2005; though also
see Deser and Phillips 2009). Thus, the hypothesis that
changes in atmospheric circulation are responsible for
changes in the structure of the seasonal cycle is con-
sistent with the failure of general circulation models to
reproduce the trends in either, but this affords rather cir-
cumstantial evidence, and here we pursue testing for a di-
rect relationship using an observational analysis approach.
2. Estimation of temperature seasonality
Variations in the structure of the seasonal cycle can be
quantified in many ways including threshold crossing
statistics (Schwartz et al. 2006; Sparks and Menzel 2002;
Cayan et al. 2001), changes in variance (Thompson and
Wallace 2000), and other seasonal indicators (Westerling
et al. 2006; Abatzoglou and Redmond 2007; Luterbacher
et al. 2004). Here, following SHF2009, we rely upon fit-
ting an annual sinusoid to the observations. In particular,
given 12 monthly values of surface temperature we esti-
mate the yearly component as
Y(to)5
2
12

11:5
t50:5
e2pit/12X(to1 t) , (1)
where X(t) represents 12 monthly values of surface
temperature or solar insolation. From Eq. (1) we re-
cover the amplitude,
A5 jY j , (2)
and phase,
f5 tan21
Im(Y)
Re(Y)
, (3)
of the annual sinusoid. This represents a parsimonious
way to describe the observed surface temperature re-
cord, explaining on average 97% of the variance of
monthly departures from the annual mean temperature
over Northern Hemisphere extratropical land and 95%
over ocean. The annual sinusoid is well resolved in
monthly average data (Thomson 1995). For example,
our tests using the long Northern Hemisphere extra-
tropical records in the Global Historical Climatological
Network (Peterson and Vose 1997) indicate an average
correlation coefficient (i.e., Pearson’s R) between es-
timates of phase calculated using daily versus monthly
average temperature of.0.99. Although this approach
will not capture seasonally asymmetric changes that
project, for example, onto the two cycles per year Fourier
component, empirical examination has shown that the
structure of large-scale temperature changes over the past
century are well described as a combination of changes in
annual mean temperature and transformations of the 1/yr
component (SHF2009).
The amplitude and phase of surface temperature at
each point for which we have observations are refer-
enced to the amplitude and phase of local incoming solar
radiation at the top-of-atmosphere (insolation). We define
the gain (G) as the ratio of the amplitude of local surface
temperature variability to the amplitude of insolation,
G 5  
Atemperature
Asun
, (4)
and define the lag (l) as the difference between the
phase of the annual cycle in surface temperature and the
phase of the annual cycle in insolation, expressed in days,
l 5  ftemperature 2  fsun . (5)
In SHF2009 we defined fsun and Asun as simple
functions of latitude, but here we also apply time-varying
corrections associated with the calendar and changes in
Earth’s orbital configuration. In particular, we account
for the mismatch between the length of the Gregorian
year and the tropical year, the change in the amplitude of
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total insolation forcing due to changes in the phase re-
lationship between tropical and anomalistic year in-
solation, and changes in the phase of the total year in
insolation forcing relative to the tropical year due to the
secular trend in the phase of anomalistic year forcing rel-
ative to the tropical year. In general, these lead to a de-
crease in the magnitude of phase trends over Northern
Hemisphere land, though they are still statistically sig-
nificant. The details and magnitudes of each correction
are discussed in detail in the appendix.
We use theUniversity of EastAnglia ClimateResearch
Unit’s 58 3 58 gridded surface temperature anomalies
(Brohan et al. 2006), plus gridded climatology (New et al.
1999) to identify surface phase and amplitude variability.
Over land we use the Climatic Research Unit gridded
land surface air temperature version 3 (CRUTEM3)
dataset, and over the ocean we use the the Second
Hadley Centre Sea Surface Temperature (HadSST2)
dataset. Grid boxes are classified as land or ocean de-
pending on which accounts for the larger proportion of
the grid box, as determined by the Clark U.S. Navy
Fleet Numerical Oceanographic Center Land/Ocean
Mask (Cuming and Hawkins 1981). HereG/l estimates
are made only when temperature estimates exist for all
12 months in a given year. We consider grid boxes
whereG/l estimates exist for at least 50 of 60 years, and
where the 1/yr Fourier component explains, on aver-
age,.85% of within-year variance. In section 3 we also
examine the vertical distribution of G and l in the at-
mosphere at 458N, which we estimate using the Na-
tional Centers for Environmental Prediction (NCEP)
reanalysis product (Kalnay et al. 1996).
The analysis is restricted to Northern Hemisphere
extratropical locations because this region has the best
data coverage, is most likely to be influenced byNorthern
Hemisphere atmospheric dynamics, and has variability
that is better described by annual period variability than
that of the tropics. Twice-per-year variability in insolation
forcing becomes important in the tropics. To the extent
that dynamical modulation of the annual cycle exists in
the SouthernHemisphere, it ismore likely to be related to
Southern Hemisphere atmospheric variability, which is
not considered here.
Winter atmospheric circulation is stronger and more
variable than that of any other season, and we expect the
dynamics in this seasons to most influence the seasonal
cycle. Thus, we adopt a winter-centered year, extending
fromAugust to July for the purposes of applying Eq. (1),
denoted by the calendar year in which January occurs.
This choice of calendar year has essentially no effect on
our estimate of the trends inG and l but does reduce the
interannual variability in both of these quantities. Fur-
thermore, the variations in both quantities also becomes
spatially smoother, and this has the effect of slightly
decreasing the effective spatial degrees of freedom
(ESDOF), whichwe estimate using themomentmatching
method of Bretherton et al. (1999). When using winter-
centered years, there are 11 ESDOF for Gland, 24 for
Gocean, 17 for lland, and 15 for locean, which is 8 ESDOF
smaller for l and 1 ESDOF smaller forG than the values
recovered using summer-centered years for both land and
ocean. The reduction in degrees of freedom supports
using the winter-centered calendar and has the effect of
making it more difficult to identify changes in the struc-
ture of the seasonal cycle as being statistically significant.
As a check of the robustness of our approach, we also
performed the analysis shown in this paper using three-
year increments of data tapered using a hamming win-
dow, rather than the 12month boxcar window implied by
Eq. (1), and obtained qualitatively identical results.
3. The seasonal cycle and trends in its gain and lag
We consider G and l trends for 1951–2010, a period
for which there is good spatial coverage for surface
temperature variability and for which reliable estimates
of atmospheric circulation are available. It is useful to
break up the analysis between land and ocean because
variability in the structure of the seasonal cycle is pro-
portional to G, which is much lower over the ocean than
the land. In particular, the variability in G is directly
proportional to the local climatological averageG (Fig. 1),
and the variability in l is inversely proportional to the
climatological G, where the latter relationship arises be-
cause randomly oriented noisemore easily alters the phase
of a sinusoid whose amplitude is small (SHF2009, sup-
plementary material). The pointwise significance of trends
(Fig. 2) are determined by testing local trends against
a Monte Carlo distribution of trends, generated at each
grid box, by randomizing the localG and l time series and
calculating the trend of the resulting time series 10 000
times (Schreiber and Schmitz 2000). To estimate the
ocean-average and land-average trends, we use the mean
of the distribution of 1951–2010 local trends over each
domain, and evaluate the significance of the distribution
means using a t test with the ESDOF described above.
Land gain: The mean trend in gain over land, Gland,
is 22.88C kW21 m2 (60 yr)21 (p , 0.05)—a trend
toward smaller amplitude seasons. Specifically, gain
trends are negative in the interior of Eurasia, western
Canada, and the centralUnited States, although they
are positive near the Mediterranean, Labrador, and
in parts of thewesternUnited States (Fig. 2a).Unlike
in SHF2009, the time variability of the amplitude of
solar insolation,which varies becauseof theprecession
7364 JOURNAL OF CL IMATE VOLUME 25
of the equinoxes and changes in Earth’s obliquity,
are accounted for, although this effect is;100 times
smaller than the observed trends (see appendix).
Ocean gain: The mean trend in gain over the ocean,
Gocean, is 0.438C kW
21 m2 (60 yr)21 (p 5 0.2)—an
insignificant trend toward larger amplitude seasons.
The strongest Gocean trends are toward larger
amplitude and are found in the North Atlantic near
the Labrador coast and in the central North Pacific.
Weaker trends toward smaller Gocean are seen in
the western Pacific Ocean, off the coast of British
Columbia, and in a tongue extending from the eastern
coast of the United States. Note that the heteroge-
neous pattern of changes in ocean gain and other
components of the seasonal cycle suggests that the
seasonal cycle over land and ocean can be further
differentiated, which we will return to in the next
section.
Land lag: The mean trend in lag over land, lland, is
21.3 days (60 yr)21 (p , 0.02)—a significant trend
toward earlier seasons. Trends toward earlier sea-
sonal transitions are seen over most of North Amer-
ica, over northernAsia, and over Europewhere these
trends are particularly strong. Trends toward later
seasonal transitions are seen in Labrador, in the
southeastern United States, and in the vicinity of
the Indian subcontinent. The effects of calendric
corrections, in the form of leap years and changes
in the phase of the seasonal cycle because of the
precession of the equinoxes, is to shift the phase of
insolation forcing toward earlier seasonality by, on
average, 0.6 days, making the magnitude of the
average land phase trend reported here smaller than
those identified in SHF2009.
Ocean lag: The mean trend in lag over the ocean,
locean, is 0.83 days (60 yr)
21 (p 5 0.3). This is larger
than the trend reported in SHF2009 because of a 0.6-
day correction toward later seasons. Strong trends
toward earlier seasons are present in the eastern
Pacific Ocean, and the midlatitude western Atlantic
has weaker trends in the same direction. Trends
toward later seasons are seen in the central and
western Pacific and throughout the eastern Atlantic.
The contrast between the trends observed on land and
the trends observed over the ocean is worth emphasiz-
ing. Land trends are toward smaller gain and earlier
seasons, whereas ocean trends are toward larger gain
and later seasons. This pattern implies that mechanisms
that would tend to produce the same sign of trends on land
and ocean, such as solar modulation or direct greenhouse
forcing, are less likely to be responsible.However, a viable
FIG. 1. Climatological average seasonality: (a) observed 1951–2010 northern extratropical climatological average
gain (G), calculated from CRU gridded surface temperature observations. Gray regions indicate grid boxes with
insufficient data to calculate G for at least 50 of the 60 record years. (b) As in (a) but for lag (l).
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way toproduce opposite sign trends on the land compared
to the ocean is through systematic changes in the seasonal
atmospheric advection of heat associated with variability
in circulation.
The influence of the atmospheric circulation upon the
mean structure of the seasonal cycle is apparent in the
increase of amplitude and decrease in lag associated with
increasingly continental conditions. Indeed, a strong re-
lationship exists at any given surface location in the
Northern Hemisphere extratropics between the long-
term-mean l the long-term-mean G and distance of that
location from the coast, where distance is measured in
the westward direction—climatologically ‘‘upwind’’ in
the latitude range where circulation is dominated by
midlatitude westerlies (SHF2009). This effect can also be
discerned in the vertical dimension. For example, moving
from the Atlantic to Eurasia at 458N, the Eurasian G
and l values are more oceanlike in the middle and upper
troposphere than at the surface (Fig. 3). Likewise,
moving from Eurasia to the Pacific, landlike G values
extend over the western Pacific in the middle and upper
troposphere.
Overall, the climatological G and l share a pattern
analogous to that of passive tracers advected by pre-
vailing westerly winds, though there are notable
exceptions attributable to the dynamic influence of tem-
perature upon circulation, meridional structures in cir-
culation, and the nonlinear relationship between
amplitude and phase. To give three examples—cyclonic
flow about the Icelandic lowproduces onshorewintertime
flow in northeastern North America, which may account
for the appearance of oceanlike G/l values in eastern
North America (Fig. 3). Second, Eurasian land extends
eastward as far as the date line at 658N, which likely
contributes to the highG values seen aloft at 458N in the
western Pacific. Third, Rossby waves forced by relatively
warm ocean temperatures in winter propagate with
westward group velocities (Kaspi and Schneider 2011),
amplifying the high G values seen in eastern Eurasia.
Because the temperature contrast between land and
ocean is larger in early winter than in late winter, these
should also force earlier l in the same region, consistent
with an overall Rossby wave influence toward more
continental conditions along eastern continental bound-
aries. The obvious role of atmospheric circulation in
producing the climatologicalG and l, both at the surface
(Fig. 1) and throughout the extratropical troposphere
(Fig. 3), provides additional support for the hypothesis
that variability in atmospheric circulation plays an im-
portant role in modulating seasonality.
FIG. 2. Seasonality trends: (a) observed 1951–2010 Northern Hemisphere gain (G) trends calculated from CRU
gridded surface temperature observations. Gray regions indicate insufficient data to calculateG for at least 50 of the
60 record years Trends are locally significant (p , 0.05) at 14% of the grid boxes with data: these grid boxes are
indicated by white dots. (b) As in (a) but for lag (l). 9% of local lag trends are significant (p , 0.05).
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4. The relationship between circulation and
interannual changes in seasonality
Variability in wintertime Northern Hemisphere extra-
tropical circulation is dominated by two modes of vari-
ability: the northern annular mode (NAM; Thompson
and Wallace 1998, 2000; Walker and Bliss 1932) and the
Pacific–North American mode (PNA; Wallace and Gut-
zler 1981; Lorenz 1951). Together, these two modes of
variability explain 36% of month-to-month variability
and virtually all of the long-term trends in wintertime sea
level pressure (Quadrelli and Wallace 2004). The NAM
and PNA then represent the natural modes of variability
to test for control of trends in G and l by variations in
Northern Hemisphere circulation. Given the association
of variations in the NAM and PNA with anomalies in
seasonal temperatures (Thompson and Wallace 2001;
Hurrell 1996; Leathers et al. 1991), they must also in-
fluence the amplitude and phase of the seasonal cycle, and
our focus here is upon the degree of control and whether
these modes are also associated with the trends in the
seasonal structure described in the foregoing section.
Estimates of the NAM and PNA are obtained from
the National Oceanic and Atmospheric Administration
Climate Prediction Center (Zhou et al. 2001; Barnston
and Livezey 1987). Note that the PNA records used here
are not orthogonal to the NAM, but that we have
computed all results using an orthogonalized version,
found no difference, and therefore opted to use the
standard PNA index due to its greater familiarity.
For comparison with atmospheric circulation, we use
surface temperature data from the 1951–2010 winter-
centered years.
To illustrate the temporal relationship between atmo-
spheric circulation and G and l, we initially focus on
northern Europe because the influence of the NAM on
wintertime temperature is quite clear in this region
(Thompson andWallace 2001). In particular, we consider
the 1951–2010 annual cycle averaged over land from
508 to 608N, 58W to 308E. Variability in the NAM index
is significantly correlated with local gain (R 5 20.65,
p , 0.001) and with local lag (R 5 20.44, p , 0.001).
Both correlations are substantially stronger after 1979
[R(G, NAM) 5 20.76, R(l, NAM) 5 20.62] when sat-
ellite observations are available (Figs. 4a,b). Comparing
the annual cycle averaged over the 10%of years with the
highest December–March (DJFM) NAM index values
against the average over the 10% of lowest DJFMNAM
values (Fig. 4c) shows that high NAM years are char-
acterized by a seasonal gain of temperature that is 20%
FIG. 3. Lag and gain in a section at 458N: (a) climatological average gain as a function of
longitude and pressure in a vertical slice through the NCEP reanalysis product at 458N. The
black line at bottom indicates grid boxes that are.50% land. Gaps in landmasses exist due to
the Great Lakes, the Adriatic, Black and Caspian Seas and the Sea of Japan. (b) As in (a) but
for lag instead of gain.
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smaller and a lag 5.1 days earlier than the low NAM
years.
Suggestively, themaps of trends in bothG and l (Fig. 2)
show spatial structures similar to the wintertime surface
temperature anomalies associated with the NAM and
PNA (Fig. 5, left column). To further examine the degree
to which these spatial patterns resemble one another, the
NAM and PNA indices are directly correlated against G
and l at each grid point after detrending all time series in
order to focus on higher frequency variations. The vari-
ability and trends in the NAM and PNA indices are
a function of season (Abatzoglou and Redmond 2007), as
is their influence upon changes in G and l. Correlations
were performed for every season, and here we focus on
those using winter [December–February (DJF)] for G
and spring [March–May (MAM)] for l and later discuss
why these seasons are appropriate.
The correlation maps between G and the DJF NAM
index is very similar to the correlation maps of tem-
perature and the NAM index, and the same holds when
using the PNA index, with the maps having a cross-
correlation of20.93 and20.89 (p, 0.001) for the NAM
and PNA, respectively (Fig. 5). High NAM years in re-
gions such as the easternUnited States, northern Eurasia,
and the Atlantic off the east coast of the United States
show both winter warmth and lowG values, and the con-
verse holds in regions such as Quebec and the Middle
East. Similar results are obtained for the PNA, with
western Canada and the western margin of the United
States experiencing winter warming and low gain in high
PNA years, and the eastern United States and the central
North Pacific experiencing winter cooling and high gain.
Of course the relationship between atmospheric circula-
tion and gain is no surprise: changes in wintertime tem-
perature change the amplitude almost by definition and
winter temperatures varymore than summer temperatures.
More to the point, however, is that the strong corre-
spondence between the correlation maps suggests that
atmospheric circulation is a primary cause ofG variability.
Spring (MAM) l correlation maps between atmo-
spheric circulation and l also resemble the pattern of
circulation influence on temperature (Fig. 6), with the
relationship stronger for theNAM(R520.84, p, 0.001)
than for the PNA (R 5 20.77, p , 0.01). High NAM
index values are associated with warm surface tempera-
tures and earlier l in northernEurasia, the easternUnited
States, and the region of the Atlantic off the east coast of
the United States. Conversely, they are associated with
cooler surface temperatures and later l over the Middle
East and North Africa, Labrador, and the high-latitude
North Atlantic. High PNA values are associated
with warmer surface temperatures and earlier l over
northwestern Canada andAlaska, andwith cooler surface
temperatures and later l over the southeastern United
States and the central North Pacific. Correlations for fall
(September–November) are very weak, and we will dis-
cuss the reason for this later in this paper.
The foregoing results indicate that circulation in-
fluences seasonality in the locations and direction
expected from its influence upon temperature. It is also
useful to explore what fraction of changes in seasonality
can be directly explained by the NAM and PNA. A
multiple linear regression against wintertime NAM and
PNA indices shows that a significant (p , 0.05) amount
of G variability can be explained at 65% of land grid
boxes and 33%of ocean grid boxes and that thesemodes
of circulation account for, on average, 22% and 9% ofG
variability over land and ocean respectively (Fig. 7a).
Spring indices of the NAM and PNA explain a
FIG. 4. NAM modulation of seasonality in northern Europe:
(a) gain (G) time series for northern Europe region (thick black
line) compared withDJFMNAM index time series (thick red line).
The correlation coefficient between the two time series is 20.65.
(b) As in (a) but for lag (l) and having a correlation coefficient of
20.44. (c) Comparison of northern Europe mean annual cycle in
the 10% of years with the highest DJFM NAM index [red, and
indicated by thin red lines in (a),(b)] with the 10% of years with the
lowest index values [black, and indicated by the thin black lines in
(a),(b)]. High index years have l that is 5.1 days earlier andG that
is 20% smaller than low index years. Annualmean temperature has
been removed from each time series to facilitate visual comparison
of phase and amplitude, which in conjunction with winter warming
is why summers appear cooler during high NAM years.
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FIG. 5. Effect of wintertime dynamics on gain variability: (a) correlation coefficient (i.e., Pearson’sR) of detrended
DJFNAM time series with detrendedDJF temperature variability at 58 3 58 grid boxes. (b) Correlation of detrended
DJF NAM time series with detrended pointwise variability in gain (G). (c),(d) As in (a),(b) but for the PNA, rather
than the NAM.
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significant amount of l variability at 54% of of land grid
boxes and 30% of ocean grid boxes, accounting for an
average of 11% and 8% of total l variability over land
and ocean, respectively (Fig. 7b).
5. Predicting trends in seasonality
The existence of a relationship between atmospheric
circulation and variability in seasonality at interannual
FIG. 6. As in Fig. 5 but for lag rather than gain and using spring (MAM) values for temperature and the NAM/PNA
indicies.
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time scales is related to, but does not resolve, the question
of whether changes in these modes of atmospheric cir-
culation are responsible for the trends in G and l. Both
the NAM and PNA shifted toward more positive index
values from 1951 to 2010. We posit that the trends in
seasonality are driven by shifts in atmospheric circulation
and that a self-similar relationship exists between these
quantities at interannual and longer time scales. This
hypothesis need not be true. For instance, the strength
of the relationship could differ between high and low
frequencies, perhaps because year-to-year heat storage
in the ocean mixed layer would lead to a larger sensi-
tivity to persistent changes in atmospheric circulation.
Furthermore, if seasonality changes respond to slow
changes, for example, in the thermal mass of the surface
due to drying (SHF2009) or due to slow astronomical
changes (Thomson 1996), then the trends in seasonality
could be decoupled from atmospheric dynamics despite
the relationship at interannual time scales.
To explore whether the trends in G and l can be ex-
plained by changes in atmospheric circulation, we call
upon the multiple linear regression coefficients that we
obtained in the foregoing section using the detrended
time series. Specifically, we multiply these coefficients
by the full (not detrended) NAM and PNA time series,
add the two scaled time series, and calculate the re-
sulting 1950–2010 linear trend. This gives the trend inG
expected at each point from the NAM and PNA trends,
assuming an equal response between the high and low
frequency seasonal variability. An analogous procedure
is used to predict the l trends.
ThemeanG trend over land is explained by the trends
in the NAM and PNA. Specifically, the mean of the
distribution of observed 1951–2010 Gland trends is
22.88C kW21 m2 (60 yr)21 (p , 0.05), a trend toward
a lower amplitude seasonal cycle (Fig. 8). Removal of
the dynamic correction decreases the magnitude of the
meanGland trend by 70% to20.88C kW
21 m2 (60 yr)21,
which is statistically indistinguishable from zero (p 5
0.5). The dynamic correction also narrows the distribu-
tion of trends across extratropical Northern Hemisphere
grid points, decreasing the variance by 29% and in-
dicating that the detrended relationships between Gland
and the first twomodes of atmospheric circulation predict
the observed trend in both regions with positive and neg-
ative phase lag trends.
Removal of the dynamically predicted l trends like-
wise decreases the mean trends over land by 68% from
FIG. 7. Seasonality variability explained by atmospheric dynamics: (a) fraction of local gain variance explained by
regression against the DJF time series of the NAM and PNA. Only points where the relationship is significant at
greater than 95% confidence are shown. The variance explained is significant (p, 0.05) at 65% of land and 33% of
ocean grid boxes. Gray regions indicate grid boxes with insufficient data to calculateG for at least 50 of the 60 record
years. (b) As in (a) but for lag variability usingMAMNAM and PNA values. The variance explained is significant at
52% of land and 30% of ocean grid boxes.
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21.3 (p, 0.02) to20.42 (p5 0.3) days (60 yr)21, again
rendering the residual insignificant. As with Gland, the
variance of the lland trend distribution decreases by 22%.
Note that the above approach likely underestimates the
magnitude of G and l trends that can be explained by
atmospheric circulation because the regression co-
efficients are subject to regression dilution, which tends
to decrease the magnitude of the predictor variable in
the presence of noise in the independent variable (Frost
and Thompson 2000); we do not pursue a correction for
this effect.
Oceanic G and l do not show a mean trend of any
significance (Table 1). However, subtraction of the
ocean trends predicted by atmospheric variability de-
creases the variance of the Gocean trend distribution by
14% and of the locean trend distribution by 41%, again
indicating shifts in atmospheric variability account for
regional trends in the seasonal cycle. Because we derive
the relationship between atmospheric circulation and
the seasonal cycle using detrended data, there is no ex-
pectation that the predicted trends will decrease the
magnitude of themean seasonality trends or thewidth of
the trend distributions absent a true relationship, and we
take these results as a strong demonstration that trends
in the seasonal cycle are attributable to the trends in
atmospheric circulation.
The foregoing demonstrates that trends toward ear-
lier lland are associated with circulation-related spring
warming, and the question arises as to whether other
seasons are also important for determining changes in
FIG. 8. Distribution of 1951–2010 trends in seasonality before and after correction for atmospheric dynamics: (a)
histogram of 1951–2010 land gain trends for Northern Hemisphere extratropical grid boxes. Black is the observed
distribution and red is after removing linear response to DJF NAM and PNA trends. Vertical solid lines indicate the
mean value of each distribution and short dashed lines give the 95% confidence limits associated with the mean. (b)
As in (a) but for land lag using MAM atmospheric indicies. (c),(d) As in (a),(b), but for ocean instead of land.
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seasonality? To address this question, we decompose the
change in lland attributable to typical NAMatmospheric
circulation variability on a given month, m, into three
contributions,
dlland(m) 5  dNAM(m)
›T(m)
›NAM(m)
›lland(m)
›T(m)
. (6)
That is, changes in lland(m) are determined by
multiplying a one standard deviation change in the
NAM index on a given month by two different sen-
sitivities: 1) the sensitivity of extratropical land sur-
face temperature to changes in atmospheric circulation,
which is determined by regression, and 2) the sensitivity
of lland to changes in land temperature, which is de-
termined numerically by perturbing the average seasonal
cycle (Fig. 9). The same procedure is also applied to de-
termine how variations in the PNA contribute to changes
in lland.
Application of Eq. (6) shows that March NAM
variability and February–March PNA variability are
most responsible for the variability in lland (Fig. 9).
Although the sensitivity of lland to temperature is of
equal magnitude in autumn and spring (Fig. 9b), the
NAM and PNA are substantially less active in autumn
(Fig. 9a). Also notable is that the sensitivity of l over
the ocean is shifted about one month later relative to
that of land, as follows from the difference in the mean
values of locean and lland. The annual cycle in locean
variability associated with the NAM and PNA is,
therefore, more symmetric between spring and fall
over the ocean, and it is more likely in any given year
that spring and fall circulation variability will produce
offsetting perturbations to locean, consistent with the
more limited explanatory power we find over the
oceans.
6. Discussion and conclusions
Observed average trends in Gland and lland can be
understood as arising from changes in atmospheric cir-
culation as can, to a lesser extent, regional trends in both
G and l. For instance, l trends over Europe, Asia, Lab-
rador, and the North Atlantic are consistent with positive
spring NAM trends, whereas l trends over western
Canada and the North Pacific Ocean are consistent with
positive trends in the spring PNA, and trends over the
continental United States can be understood as arising
from the competing influence of NAM and PNA trends.
Winter trends in the PNA are associated with negative
G trends in western Canada, and more positive values of
the winter NAM coincide with negative G trends over
northernAsia and negativeG trends over theMiddleEast,
North Africa and Labrador. One notable exception, how-
ever, is that trends in G are positive in much of Europe,
despite a winter NAM trend suggesting the opposite re-
sponse, because of larger warming trends during summer.
The observed 1951–2010 trends in gain and lag can be
explained in relationship with changes in the NAM
and PNA. The simplest interpretation of how the NAM
and PNA influence seasonality is through advection of
heat that changes local temperature. Atmospheric cir-
culation could also affect surface temperature through
changing rain and snowfall patterns that can, in turn,
alter the surface wind field, atmospheric wave field, and
setup blocking conditions (Thompson andWallace 2001,
2000; Hurrell et al. 2003; Thompson et al. 2003).
One could also envision causality propagating in the
opposite direction. For example, an earlier spring warm-
ing could, in principle, drive a springtime circulation that
favors the positive NAM index. Under this hypothesis
seasonal temperature anomalies would themselves give
rise to NAM- and PNA-like circulation patterns. How-
ever, the broad spatial extent of the relationship between
local l and circulation-modulated wintertime tempera-
ture (Fig. 5) and the fact that this relationship is observed
over land and ocean, and over both arid and wet conti-
nental regions, suggests that changes in atmospheric cir-
culation are the predominant source of the change in the
seasonality of temperature. Indeed, circulation-induced
temperature changes are well documented in observa-
tions and in model results (Hurrell 1996; Thompson et al.
2000; Abatzoglou and Redmond 2007), and the pri-
mary contributionmade here is to demonstrate that these
changes in temperature are adequate to explain a signifi-
cant fraction of the interannual gain and lag variability
and virtually all of their multidecadal hemispheric-scale
trends. Our conceptual model for the coupling between
circulation and seasonality is thus one in which pressure
gradients give rise to anomalous circulation with this
TABLE 1. Trends in the average gain (G) and lag (l) over
Northern Hemisphere land and ocean. Row 1: average trend rel-
ative to the Gregorian calendar using the same methodology as in
SHF2009. Boldface indicates that the average trend is nonzero at
.95% confidence. Parentheses indicate the variance of the distri-
bution. Row 2: as in row 1 but after correction for time variability in
solar insolation and calendrical changes. Row 3: trends attributed
to changes in atmospheric circulation. Row 4: residual from row 2
after removing the components explained by atmospheric circu-
lation. Gain trends are in 8C kW21 m2 (60 yr)21, and lag trends are
in days (60 yr)21.
Gain Lag
Land Ocean Land Ocean
Insolation (u) 22.8 (17) 0.4 (2.3) 21.9 (3.9) 0.3 (8.8)
Insolation (u, t) 22.8 (17) 0.4 (2.3) 21.3 (4.0) 0.8 (8.8)
Circulation 22.0 20.1 20.9 20.1
Residual 20.8 (12) 0.5 (1.9) 20.4 (3.1) 0.9 (5.2)
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anomalous circulation then causing convergence or di-
vergence of heat by acting across either the land–ocean
temperature gradient (a mechanism which is particularly
important in Northern Europe) or across the pole-to-
equator temperature gradient (an important mechanism
in eastern North America and in East Asia).
The discrepancy in explanatory power between in-
terannual variability and multidecadal trends bears
further comment. The NAM and PNA explain 52% of
averageG variability (using wintertime NAM and PNA
index values) and 29% of average l variability (using
spring NAM and PNA index values), where averages
are taken over Northern Hemisphere land, and explain
a substantially smaller fraction of the pointwise variability.
However, the NAM and PNA explain the preponderance
of the spatially averaged trends in these quantities.
FIG. 9. Atmospheric contribution to land lag variability by month: (a) land temperature
variability associated with the NAM (red) and PNA (black) by month, calculated by multi-
plying the within-month standard deviation of each index times the average land temperature
variability that index accounts for. Shaded regions represent the 95% confidence bounds. (b)
Phase sensitivity to temperature, ›lland/›T, calculated by making perturbations to the clima-
tological average annual cycle in NorthernHemisphere extratropical land surface temperature.
(c) Monthly variability in lland associated with NAM (red) and PNA (black) variability cal-
culated as the product of (a),(b). Shaded region represents 95% confidence bounds as in (a).
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There is a parallel here to the explanatory power of the
leading dynamical modes for sea level pressure. The
NAM and PNA together explain almost all hemispheric-
scale trends in wintertime sea level pressure, but only
explain 50% of the interannual variations in sea level
pressure variability and only 36% of the monthly vari-
ability (Quadrelli and Wallace 2004). Apparently, the
NAM and PNA explain relatively more of the low- than
high-frequency variability for both sea level pressure and
the structure of the seasonal cycle.
SHF2009 found that the shift toward earlier seasons
over land during the last half century was anomalous
relative to variability between 1850 and 1953, but the
present results weaken this conclusion in twoways. First,
the demonstrations that the leading two modes of at-
mospheric circulation explain the majority of the land
and ocean trends in seasonal structure suggests that a
smaller number of degrees of freedom exist in these
quantities than was estimated using the full interannual
variability, making it more difficult to reject any null
hypothesis that recent mean trends differ from earlier
ones (Table 1). Second, SHF2009 found that those re-
gions with continuous monthly thermometer data since
1850 showed that phase trends during the last half cen-
tury were unprecedented. However, repeating this anal-
ysis for winter-centered years and making the necessary
temporal calendrical corrections, we find that the 1863–
1922 trend, and the 60-yr trends ending one year earlier
and one year later, are now the strongest, though recent
trends would remain the strongest if summer-centered
years were used. More generally, these results indicate
that the separation of trend analysis into land and ocean is
less fundamental than grouping regions by the sign of
their response to NAM or PNA perturbations. The prior
finding that seasons are shifting earlier over land appears
to be a consequence of the fact that positive springtime
excursions of the NAM and PNA cause more of the
northern extratropical land surface to warm than to cool
and of the fact that the United States and northern Eu-
rope are more densely represented in the instrumental
surface temperature record than the Arctic and the
Middle East.
If observed changes in seasonality are caused by
changes in atmospheric circulation, then what produces
these changes in atmospheric circulation? Despite an ex-
tensive literature on the origin of variability in atmospheric
circulation, the source of trends in Northern Hemisphere
atmospheric circulation remains controversial.
Natural variability in the midlatitude jet arises from
wave–mean flow interactions (Lorenz and Hartmann
2003; Limpasuvan and Hartmann 2000; Feldstein and
Lee 1998) and involves interactions between the tro-
posphere and the stratosphere (Baldwin et al. 1994;
Baldwin and Dunkerton 1999; Baldwin et al. 2003;
Thompson and Wallace 1998; Thompson et al. 2003;
Charney et al. 1961; Cohen et al. 2001, 2002, 2010a).
Forced variabilitymay be associatedwith ozone depletion
(Volodin and Galin 1998, 1999), greenhouse gas forcing
(Shindell et al. 1999; Kuzmina et al. 2005; Rind et al. 2005;
Cohen 2010; Cohen et al. 2010b), or some combination of
both (Hartmann et al. 2000; Shindell et al. 2001). Models
drivenwith greenhouse gas forcing alone, however, do not
capture the magnitude of the NAM trend of the past half-
century (Gillett et al. 2005; Deser and Phillips 2009).
Simulations forced with observed sea surface tempera-
tures, however, have captured the 1950–2000 deepening
of the Aleutian low associated with observed PNA trends
(Deser and Phillips 2009), and amore in-depth discussion
of the origin of the trends in Northern Hemisphere at-
mospheric circulation can be found in Deser and Phillips
(2009).
Numerous hypotheses have been proposed to explain
the existence of trends in the amplitude and phase of the
annual cycle of surface temperature, including changes
in the effective thermal mass of land surface associated
with changes in soil moisture (SHF2009), changes in op-
tical properties of the atmosphere (Wallace and Osborn
2002; SHF2009), and changes in the relative sensitivity of
the surface to anomalistic- and tropical-year insolation
forcing (Thomson 1995). However, observational evi-
dence for these hypotheses has not been forthcoming.
Here we demonstrate a strong relationship between in-
terannual variations in the seasonal cycle and atmo-
spheric circulation, and show that the observed trends in
seasonality can be linearly predicted as a response to
variations in atmospheric circulation. Thus, it appears that
a complete explanation for trends in atmospheric circu-
lation over the last 60 years will also represent a sufficient
explanation for the observed changes in the seasonality
of surface temperature.
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APPENDIX
Variability in the Annual Cycle of Insolation Forcing
We determine G and l by referencing the phase and
amplitude of the annual cycle in surface temperature to
the annual cycle in solar insolation [Eqs. (4) and (5)],
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taking into account temporal variability in insolation
due to orbital and calendrical drift. These represent geo-
metrical calculations of top-of-atmosphere insolation as
a function of latitude and time. In this appendix, we de-
scribe how the temporal variability in Asun and fsun is
calculated. Accounting for time variability in insolation
forcing also decreases the average variance in l by 1%
and has negligible influence on the amplitude variability.
a. Orbital effects
Referencing the annual cycle in surface temperature
to the annual cycle in solar insolation is complicated by
the fact that there are twodistinct years in solar insolation.
Annual forcing arises due to the tilt of theEarth’s rotation
axis relative to the plane of the Earth’s orbit around the
Sun. This is the tropical year, which is measured as the
time interval between which the Earth’s rotation axis re-
turns to a particular tilt relative to the Sun and which has
a mean frequency of ftropical 5 1/365.242 day
21
(Seidelmann 2005). The anomalistic year in solar in-
solation, in contrast, arises due to the fact that the Earth
rotates about the Sun in an ellipse, rather than a circle. At
perihelion, the point of the Earth’s orbit when it is closest
to the Sun, the intensity of solar insolation at the top of
Earth’s atmosphere in the plane perpendicular to the
Sun’s rays is 1412 W m22, as compared to 1321 W m22 at
aphelion. Due to the precession of the Earth’s rotation
axis (at ;1 revolution per 21 kyr), the anomalistic year
has a slightly higher frequency of fanomalistic 5 (365.259
day)21 (Seidelmann 2005), than the tropical year, which
results in a gradual drift in the phase of the anomalistic
year relative to the tropical year. As the anomalistic year
shifts toward later phases relative to the tropical year, the
phase of incoming solar radiation at the annual period
also shifts relative to the tropical year, and the ampli-
tude of solar insolation changes due to constructive and
FIG. A1. Changes in seasonality of solar insolation associated with orbital changes: (a) daily insolation (W m22) as
a function of latitude and day of the (tropical) year, averaged over the period 1951–2010. (b) Linear trend in solar
insolation as a function of day of year (W m22 per 60 years). These trends are relative to a calendar that follows the
tropical year (i.e., a calendar paced by the tilt of the Earth’s rotation axis relative to the Sun).
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destructive interference between the two annual com-
ponents of insolation. In addition, changes in the tilt of
the spin axis change the amplitude of seasonal insolation
and the relative strength of the tropical and anomalistic
year contributions.
We estimate the time variability ofAsun andfsun using
the orbital calculations of Berger (1978, 1991) as im-
plemented by Huybers and Eisenman (2006). The cal-
culations of Berger (1991) give the solar insolation as a
function of year, latitude, and day of the (tropical) year.
We calculate time series of insolation for each desired
calendar year, at each latitude, with a time step of 6 h and
average these to monthly resolution insolation time se-
ries. From these time series we calculate the phase and
amplitude of solar insolation using Eq. (1) for each cal-
endar year and at each latitude. These amplitude time
series then represent the Asun values used in Eq.( 4). The
fsun valuesmust be further corrected for calendric effects.
Trends in daily insolation from 1951 to 2010 range from
20.5 to 0.3 W m22 per 60 years (Fig. A1).
Orbitally induced phase trends over the length of the
instrumental record are toward earlier seasonal forcing
in the Northern Hemisphere and toward later seasonal
forcing in the Southern Hemisphere (Fig. A2a). Trends
are strongest closer to the equator and decrease in
magnitude as we approach the poles. Orbitally induced
Northern Hemisphere extratropical phase trends range
from 0.15 days per 60 years at the edge of the tropics to
0.04 days per 60 years at the North Pole. Orbitally in-
duced amplitude trends in the Southern Hemisphere
currently decrease the amplitude of solar insolation
by about 0.1 W m22 per 60 years (Fig. A2b), a value
which is relatively uniform with latitude, though it
represents a larger fractional change in amplitude as one
moves toward the equator (Fig. A2c). In the Northern
Hemisphere, changes in the orientation of the spin axis
FIG. A2. Changes in the phase and amplitude of solar insolation forcing from orbital and calendrical changes: (a)
Trend in the phase of solar insolation relative to a calendar that tracks the tropical year, calculated from 1951 to 2010.
Positive values indicate shifts toward later phase. (b) Changes in the amplitude of solar insolation over the same
period. (c) As in (b) but expressed as percent of insolation amplitude at given latitude. (d) Phase variability resulting
from aliasing of the tropical year by sampling on theGregorian calendar (black line). The red line indicates the 1951–
2010 trend.
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are decreasing the amplitude of solar insolation north of
428Nby up to 0.06 W m22 per 60 years and increasing the
amplitude of solar insolation south of 428N.
b. Calendrical effects
The preference for calendar years that contain an in-
teger number of days necessitates some mismatch be-
tween the length of the calendar year and the length of
the mean tropical year. The Gregorian calendar damps
long-term phase drift between the calendar and solar
insolation by introducing leap days that leads to a drift
relative to the tropical year of only 1 day in 3268 years
over the entire 400-yr leap day cycle, though on shorter
time scales the Gregorian calendar follows the tropical
year less closely.
To quantify the effects of the Gregorian calendar on
phase estimates, we first generate a sinusoid with the
frequency and phase of the tropical year,
Fsun(t)5 cos(2pftropicalt 1 ctropical) . (A1)
The Fsun represents solar insolation for a location with
sinusoidal tropical year insolation. Here Fsun is sampled
daily using the rules of the Gregorian calendar. Specifi-
cally, February has 29 days in leap years and 28 days in
nonleap years. After taking monthly averages, we
compute the phase of insolation, fsun, for each year
using Eq. (1), and use the anomalies from the 1950–2010
mean value as an additive correction to the orbital phase
correction. The phase drifts later in the year relative to the
Gregorian calendar with leap years introducing corrective
jumps (Fig. A2d). The sign and magnitude of the induced
trends depends on which interval is selected. The net ef-
fect of calendricalmisfit to the tropical year over the 1951–
2010 period considered here is that the phase of solar
insolation has shifted 0.5 days earlier on the calendar.
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