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Abstract There is a recent interest in developing statistical filtering methods
for stochastic optimization (FSO) by leveraging a probabilistic perspective of
incremental proximity methods (IPMs). The existent FSO methods are de-
rived based on the Kalman filter (KF) and extended KF (EKF). Different
from classical stochastic optimization methods such as the stochastic gradient
descent (SGD) and typical IPMs, such KF-type algorithms possess a desir-
able property, namely they do not require pre-scheduling of the learning rate
for convergence. However, on the other side, they have inherent limitations
inherited from the nature of KF mechanisms. It is a consensus that the class
of particle filters (PFs) outperforms the KF and its variants remarkably for
nonlinear and/or non-Gaussian statistical filtering tasks. Hence, it is natural
to ask if the FSO methods can benefit from the PF theory to get around
of limitations of the KF-type stochastic optimization methods. We provide
an affirmative answer to the aforementioned question by developing two PF
based stochastic optimizers (PFSOs). For performance evaluation, we apply
them to address nonlinear least-square fitting using simulated data sets and
empirical risk minimization for binary classification using real data sets. Ex-
perimental results demonstrate that PFSOs outperform remarkably existent
methods in terms of numerical stability, convergence speed, and flexibility in
handling different types of loss functions.
Keywords Stochastic optimization · stochastic gradient descent · particle
filtering · Kalman filtering · logistic regression · classification · incremental
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1 Introduction
In this paper, we consider a type of optimization problem that arises in super-
vised machine learning (ML), which can be formulated as follows,
min
θ∈Rd
f(θ) = min
θ∈Rd
1
K
K∑
k=1
fk(θ), (1)
fk(θ) = l(θ|xk, yk), k = 1, . . . ,K,
where {xk, yk}Kk=1 denotes the training data points, x ∈ Rd the feature vector,
y the label, and l the loss function. In the context of ML, this problem is
known as empirical risk minimization (ERM). We consider cases in which the
number of training data points K is so large that it is infeasible to use classical
first or second order optimization methods. These methods require gradients
of fk, k = 1, . . . ,K, to be evaluated and stored at each iteration. When K is
large, the cost for evaluating and storing these gradients is too expensive.
The massive scale of modern data sets poses a significant research challenge
for developing efficient algorithms to solve such large-scale ERM problems
[1, 2]. A commonly used approach is SGD, which is strongly connected with
the stochastic approximation methods. SGD can be regarded as a stochastic
version of the gradient descent methods [3, 4]. The key idea is to substitute the
expensive gradient calculation with cheap estimations of the gradient. So the
question is how to get a cheap while effective estimation of the true gradient?
The common practice in SGD is to randomly choose a subset of the training
data points, and then calculate an estimate of the true gradient based on the
chosen data points. The estimated gradient is then leveraged for parameter
updating at each iteration. The main advantage of SGD consists of the low per
iteration computation and memory requirement and a frequently fast initial
convergence rate, while the success of SGD demands an elaborately designed
scheduling of the step-size to ensure convergence. Despite that a significant
amount of work has been conducted, see e.g. [5–7], there still lacks a generally
applicable approach to tune the step-size in a theoretically sound way.
As an alternative to SGD, the class of IPMs has also attracted a lot of
attentions in the literature [8–10]. The key procedure of IPMs is an online
version of the proximal operator. This operator minimizes a single or a mini-
batch of components of the cost function f by a local search over a constrained
parameter space, centered around the solution given at the previous iteration.
This local parameter space is specified in the form of a regularizer. Compared
with SGD, IPMs are preferable for linear cases, since an analytical form of
the iterative solution is available [8, 9]. For nonlinear cases, IPMs are prone to
become computationally inefficient, as no tractable analytical solution exists,
Title Suppressed Due to Excessive Length 3
and an iterative numerical solver is required to perform a local search at every
proximal step [8, 9]. In addition, the IPM suffers from numerical instability
when the parameter estimate gets close to the actual minimum [10]. This is
caused by the lack of a mechanism to reduce the step-size in local parameter
space exploration.
Recently KFs have been explored to improve typical IPMs based on a
probabilistic explanation of the proximity operator. It is revealed that the
proximal operator is in theory closely related with Bayes update [10]. Moti-
vated by this observation, a KF based IPM (KF-IPM) is derived for online
least-square fitting of linear Gaussian models. If the model to be fitted is non-
linear, the traditional KF can be replaced with EKF. The resulting algorithm
is termed EKF-IPM here. The usage of KF iterations in IPMs provides a
natural dampening mechanism for parameter updates, making the resulting
KF-IPM and EKF-IPM much more numerically stable than traditional IPMs
[10]. However, KF-IPM and EKF-IPM have severe problematic issues, inher-
ited from the intrinsic limitations of KF and EKF. The first issue is that the
working of KF-IPM and EKF-IPM requires an ad hoc form of fk, namely
fk(θ) = (yk−hk(θ))2. Only when this requirement is satisfied, the closed-form
KF formulas can be derived. Another problematic issue is that EKF-IPM is
likely to be divergent when hk is highly nonlinear, due to a significant model
mismatch caused by the employed first order linearization of hk. As we know,
many ML tasks use different forms of nonlinear loss functions, e.g., the logistic
function fk(θ) , log
(
1 + exp
(−ykx⊤k θ)). Here A⊤ denotes the transposition
of A (we assume that both θ and x are column vectors herein and after).
The presence of the aforementioned problematic issues prevents KF-IPM and
EKF-IPM from being widely used for addressing real ML tasks.
It is a consensus that the class of particle filters (PFs) outperforms the
KF and its variants remarkably for nonlinear and/or non-Gaussian statistical
filtering. Hence, it is natural to ask if stochastic optimization can benefit from
the PF theory to get around of the limitations of KF-IPM and EKF-IPM.
We provide an affirmative answer to the aforementioned research question by
deriving two novel PF based stochastic optimizers (PFSOs). We also provide a
discussion on connections our methods have to: (a) PF methods for stochastic
dynamic filtering; (b) PF methods for static parameter estimation; and (c)
existent PF methods for optimization.
The remainder of this paper is organized as follows. In Section 2, we briefly
review the link between KF and IPMs. In Section 3, we present the proposed
PFSOs in detail. In Section 4, we discuss connections our methods have to
other related work. In Section 5, we show experimental evidence on superior-
ities of our methods. Finally, we conclude the paper in Section 6.
2 Revisit the link between KF and IPMs
Here we briefly review the link between KFs and IPMs. For more details,
readers are referred to [10] and references therein. This review provides the
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necessary background information required for developing the proposed PFSO
methods in Section 3.
IPMs solve problems of the form of (1) in an iterative way. Each iteration
produces an updated estimate of θ. Denote the estimate of θ generated at
iteration k as θk. Given θk−1, only a single component of f , namely fk, is
involved for generating θk. Specifically, θk is obtained through solving the
following problem
θk = proxλ,fk (θk−1) = arg min
θ∈Rd
[
fk(θ) + λ ‖θ − θk−1‖22,V−1
]
, (2)
where prox denotes the proximal operator, λ ∈ R+ a regularization parameter,
V ∈ Rd×d is a symmetric positive definite matrix, ‖a‖22,V−1 , a⊤V−1a, V−1
the inverse of V. The same as in [10], we slightly abuse the notation fk here
for simplicity, which actually stands for fjk , where jk is a random sample
drawn uniformly from {1, 2, . . . , n}. For cases in which fk(θ) =
(
yk − x⊤k θ
)2
,
the solution to (2) is shown to be [10]:
θk = θk−1 +
Vxk
(
yk − x⊤k θk−1
)
λ+ x⊤k Vxk
(3)
Now we define a model that consists of a prior density function and a likelihood
function as follows,
p(θ) = N (θ; θ0,V0) , p (yk|θ) = N
(
yk;x
⊤
k θ, λ
)
, (4)
where N (θ;A,B) denotes a Gaussian distribution with mean vector A and
covariance matrix B. Let y1:k = {y1, . . . , yk}. Since both the prior density and
the likelihood function are Gaussian, the posterior distribution p(θ|y1:k) is also
Gaussian. Let p(θ|y1:k) = N (θ; θk,Vk). Then we have [10, 11]:
θk = θk−1 +
Vk−1xk
(
yk − x⊤k θk−1
)
λ+ x⊤k Vk−1xk
, (5)
Vk = Vk−1 − Vk−1xkx
⊤
k Vk−1
λ+ x⊤k Vk−1xk
, (6)
The above equations (5)-(6) constitute the recursion of KF-IPM at iteration
k. The only difference between (5) and (3) is that V is substituted with Vk−1.
The corresponding proximity operator addressed by KF-IPM can be formu-
lated as
θk = proxλ,fk (θk−1) = arg min
θ∈Rd
[
fk(θ) + λ ‖θ − θk−1‖22,V−1
k−1
]
. (7)
By comparing (7) with (3), we see that KF-IPM stands for a special class
of IPM that can adaptively tune V over iterations. It has been demonstrated
that, by adaptingV according to (6), the KF-IPM is markedly more numerical
stable than typical IPMs [10].
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The above KF-IPM recursion is only applicable for cases in which yk ≈
x⊤k θ, and fk is of the form of fk = (yk − x⊤k θ)2, k = 1, . . . ,K. The EKF-
IPM is derived to handle cases in which yk ≈ hk(θ), fk is of the form of
fk = (yk − hk(θ))2, k = 1, . . . ,K, hk is nonlinear and differentiable. The
recursion of EKF-IPM is [10]
θk = θk−1 +
Vk−1ak(yk − hk(θk−1))
λ+ a⊤k Vk−1ak
, (8)
Vk = Vk−1 − Vk−1aka
⊤
k Vk−1
λ+ a⊤k Vk−1ak
, (9)
where ak = ▽θhk(θk−1), ▽θ denotes the gradient operator with respect to θ.
Despite advantages over traditional IPMs [10], such KF-type IPMs have
two unresolved issues that prevent them from being widely applied. The first
one is the restriction on the form of fk. It should have a form fk(θ) =
(yk − hk(θ))2, which is required for deriving the KF or EKF recursions. In
ML applications, different forms of nonlinear loss functions, e.g., the logistic
function fk(θ) , log
(
1 + exp
(−ykx⊤k θ)), are often used. For such applica-
tions, neither KF-IPM nor EKF-IPM can be used. The second issue is that, if
hk is highly nonlinear, the estimate given by EKF-IPM is likely to be divergent
due to a significant model mismatch caused by the linearization operation on
hk. In the next section, we present PFSOs that resolve the above issues in an
elegant way.
3 The Proposed Particle based Stochastic Optimization Methods
Motivated by both the advantages and the limitations of KF-IPMs, as revis-
ited in Section 2, we explore PF as an alternative of KF for addressing the
stochastic optimization problem formulated in (1). We first present a generic
particle based scheme that extends KF-IPM in a straightforward way. Then
we introduce the proposed PFSOs to implement the above scheme.
3.1 A Particle Scheme for Stochastic Optimization
Consider a model defined by a prior density function and a likelihood function
as follows,
p(θ) = N (θ; θ0;V0) ; p (yk|θ) = exp(−fk(θ)/λ). (10)
The prior density in the above model is the same as in (4). Recall that, the KF-
IPM is derived based on the model in (4). At iteration k, KF-IPM outputs
θk as an updated estimate of θ, and, based on the model (4), θk happens
to be the mean of the posterior πk(θ) , p(θ|y1:k). Different from the model
in (4), here we allow fk to be of any form, e.g, the logistic form fk(θ) =
log
(
1 + exp
(−ykx⊤k θ)). For the logistic case, neither KF-IPM nor EKF-IPM
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is applicable for calculating the mean of the posterior, because their recursion
equations cannot be derived again. We resort to particle based methods to
estimate the mean θk of the posterior πk(θ).
The basic idea is to run a sequential importance sampling (SIS) procedure
to simulate πk(θ), k = 1, 2, . . . ,K, then seek an estimate θˆk of θk using the sam-
ples yielded from the simulation of πk(θ). The SIS procedure is the backbone
of all PF methods. Following the standard in PF related literature, we call
sampled values of θ as “particles” in what follows. Suppose that, standing at
the beginning of iteration k, we have a weighted particle set {θik−1, ωik−1}Ni=1,
that provides a Monte Carlo approximation to πk−1(θ), namely
πk−1(θ) ≃
N∑
i=1
ωik−1δθi
k−1
, (11)
where δx denotes the delta function located at x. Then a two-stage operation
is performed in the SIS procedure. First, draw a set of new particles {θik}Ni=1
from a proposal function qk: θ
i
k ∼ qk(·). Then, calculate importance weights
of these particles as follows
ωˆik = ω
i
k−1 ×
πk(θ
i
k)
qk(θik)
, i = 1, . . . , N, (12)
ωik =
ωˆik∑N
j=1 ωˆ
j
k
, i = 1, . . . , N. (13)
Under mild conditions and with an appropriate design of the proposal function,
this updated particle set can provide a satisfactory Monte Carlo approximation
to πk(θ) [12], namely,
πk(θ) ≃
N∑
i=1
ωikδθi
k
. (14)
Then θˆk can be calculated as below
θˆk =
1
N
N∑
i=1
ωikθ
i
k. (15)
The SIS algorithm has a seriously problematic issue, namely the variance
of the importance weights increases stochastically over iterations [12]. The
variance increase will cause the phenomenon of particle degeneracy, which
means that, after a few iterations, one of the normalized importance weights
approaches one, while the others tend to zero. To reduce particle degeneracy, a
resampling procedure is usually used to eliminate samples with low importance
weights and duplicate samples with high importance weights [12]. A number
of resampling schemes, such as residual resampling and minimum variance
sampling, have been proposed in the literature, but it has been reported that
their impacts on the final performance are not significantly different among
each other [13]. We used residual resampling in all our experiments in Section 5.
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Algorithm 1 PFSO: A generic PF scheme for stochastic optimization
1: Initialization: Draw a random sample {θi0}Ni=1 from π0(θ0). Set ωi0 = 1/N ,
∀i. (Here and in what follows, ‘∀i’ means ‘for all i in {1, . . . , N})’
2: for k = 1, . . . ,K do
3: Sample θik ∼ qk(θk), ∀i;
4: Calculate the importance weights of the samples: ωˆik =
πk(θ
i
k
)
qk(θik)
, ∀i;
5: Normalize the importance weights: ωik =
ωˆi
k∑
N
i=1
ωˆi
k
, ∀i;
6: Set θˆk =
∑N
i=1 ω
i
kθ
i
k;
7: Resampling step: Eliminate/Duplicate samples with low/high impor-
tance weights, respectively, to obtain N random samples θik approxi-
mately distributed according to πk(θ); Set ω
i
k = 1/N, ∀i.
8: end for
A pseudo-code illustrating the PF scheme for stochastic optimization (PFSO)
is presented in Algorithm 1.
The above PFSO scheme provides the basis for developing PF based stochas-
tic optimization algorithms, while a critical issue, namely the choice of the
proposal function qk, has not been addressed so far. For sampling from πk(θ),
we hope that, by choosing an appropriate qk, the variance of the importance
weights can tend to zero. In fact, the choice of the proposal function plays
an important role in reducing the variance of the importance weights [12–14].
An empirical guideline is to choose one that mimics the target distribution
but has heavier tails. In the following subsections, we present two algorithm
designs to implement the PFSO scheme.
3.2 Kernel Smoothing based PFSO
Here we adopt a kernel smoothing technique, referred to as Liu and West
method [15] in the literature, to generate new particles in the context of
PFSO. The resulting algorithm is termed kernel smoothing based PFSO (KS-
PFSO). Suppose that, standing at the beginning of iteration k, we have at
hand a weighted particle set {θik−1, ωik−1}Ni=1, that satisfies πk−1(θk−1) ≃∑N
i=1 ω
i
k−1θ
i
k−1. We calculate the mean and variance of πk−1(θk−1) with par-
ticle approximation. Denote the approximated mean and variance by mˆk−1
and Vˆk−1, respectively. Then sample ǫ
i
∼ N (0d, γVˆk−1) and set
θik = ρθ
i
k−1 + (1− ρ)mk−1 + ǫi. (16)
0d denotes a d-dimensional zero valued vector. ρ and γ are free parameters
chosen to satisfy ρ2+γ = 1, which ensures the mean and variance of these new-
born particles to be correct [15]. The operation in (16) brings two desirable
results. First, the effect of particle rejuvenation is achieved. Second, it retains
the mean of the particles and meanwhile avoids over-dispersion of these new
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particles [15]. We see from (16), when the value of ρ approaches 1, the position
of θik is close to θ
i
k−1, i = 1, . . . , N . Now we let ρ take a value close to 1,
then the corresponding proposal qk(θ) from which the new particles are drawn
is approximately equivalent to πk−1(θ). According to (12), the importance
weights of the new-born particles can be obtained as follows
ωˆik = ω
i
k−1p
(
yk|θik
)
, i = 1, . . . , N, (17)
ωik =
ωˆik∑N
j=1 ωˆ
j
k
, i = 1, . . . , N. (18)
Note that, if a resampling operation is performed at the end of iteration k−1,
then all ωik−1’s has a value 1/N . So (17) can be substituted with a simpler
operation ωˆik = p
(
yk|θik
)
. The KS-PFSO algorithm is summarized as follows
in Algorithm 2.
Algorithm 2 The KS-PFSO Algorithm
1: Initialization: Draw a random sample {θi0}Ni=1 from π0(θ0) , N (θ0, Vˆ0).
Set mˆ0 = θ0, and ω
i
0 = 1/N , ∀i. (Here and in what follows, ‘∀i’ means ‘for
all i in {1, . . . , N})’.
2: for k = 1, . . . ,K do
3: Sample θik using Eqn.(16), ∀i.
4: Calculate the importance weights of the samples: ωˆik = p(yk|θik), ∀i.
5: Normalize the weights: ωik =
ωˆi
k∑
N
i=1
ωˆi
k
, ∀i.
6: Set θˆk =
∑N
i=1 ω
i
kθ
i
k.
7: Set mˆk = θˆk, Vˆk =
∑N
i=1 ω
i
k(θ
i
k − mˆk)(θik − mˆk)T .
8: Resampling step: the same as in Algorithm 1.
9: end for
3.3 MCMC Assisted PFSO
In KS-PFSO, as shown in Algorithm 2, a resampling procedure is used to
reduce particle degeneracy. This procedure results in multiple copies of the
fittest particles and removal of low weight particles, which may lead to a
phenomenon called particle impoverishment [12]. The extreme case is that
one particle contributes N copies while all the other particles are deleted. Here
we propose a Markov Chain Monte Carlo (MCMC) assisted PFSO (MCMC-
PFSO), in which an MCMCmoving step is used to strengthen particle diversity
after the resampling step, while not affecting the validity of the approximation.
The pseudo-code of the MCMC-PFSO algorithm is presented in Algorithm 3.
Empirical results in Section 5 show that MCMC-PFSO is preferable to KS-
PFSO when the particle size N takes a small value, corresponding to cases
wherein the posterior distribution is under-sampled.
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Algorithm 3 The MCMC-PFSO Algorithm
1: Initialization: the same as in Algorithm 2
2: for k = 1, . . . ,K do
3: Sample θik using Eqn.(16), ∀i;
4: Calculate the importance weights of the samples: ωˆik = p(yk|θik), ∀i;
5: Normalize the importance weights: ωik =
ωˆi
k∑
N
i=1
ωˆi
k
, ∀i;
6: Resampling step: the same as in Algorithm 1;
7: MCMC move step: for ∀i, perform the following three operations: (a)
Sample v ∼ U[0,1]. Here U[0,1] denotes a uniform distribution over [0,1];
(b) Sample a new particle θ˜ik from a symmetric proposal, namely a
Gaussian centered at θik; (c) If v ≤ min
{
1,
p(zk|θ˜
i
k
)
p(zk|θik)
}
, then set θik = θ˜
i
k;
8: Set θˆk =
∑N
i=1 ω
i
kθ
i
k.
9: Set mˆk = θˆk, Vˆk =
∑N
i=1 ω
i
k(θ
i
k − mˆk)(θik − mˆk)T .
10: end for
4 Connections to Related Algorithms
Here we discuss connections our methods have to other related work.
4.1 Connections to PF methods for dynamic state filtering
Most of PF algorithms are developed in the context of dynamic state filtering
[12, 16]. In these methods, a state transition prior is usually precisely defined
and then adopted as the proposal to generate new particles. For PFSOs, there
is no state transition prior function defined, and the new particles are sampled
by using a kernel smoothing technique termed Liu and West method [15]. In
PFSOs, the proposal distribution, from which new born particles are sampled,
is actually an approximation of the posterior in the previous iteration. In ad-
dition, the MCMC-PFSO is related with the improved PF methods presented
in [17, 18], which also adopt the MCMC moving step to strengthen particle
diversity.
The fundamental difference between PFSOs and PF methods for dynamic
state filtering can be summarized as follows. In the context of the former, θ
is treated as an unknown static parameter; while, in the context of the latter,
what to be estimated is a dynamic state variable that changes over time.
4.2 Connections to PF methods for static parameter estimation
The PFSOs proposed here have connections to existent PF methods derived
for static model parameter estimation, the most representative of which are
those presented in [19, 20]. Specifically, both MCMC-PFSO and methods of
[19, 20] use an MCMC moving step to bypass particle impoverishment after the
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resampling step. The difference lies in that, the former employs Liu and West
method to generate new particles besides the MCMC moving step, while the
latter relies completely on the MCMC moving step to generate new particles.
In addition, in the context of PFSOs, the index of the data point that arrives
at iteration k is jk, which is randomly and uniformly drawn from the index
set {1, . . . ,K}. For methods in [19, 20], the data point processed at iteration
k is deterministically the kth item in the training data set.
4.3 Connections to filtering methods for optimization
As a type of recursive filter based stochastic optimization methods, our algo-
rithms have connections to all KF-type methods derived for stochastic opti-
mization, e.g., in [10, 21–24]. In this paper, we substitute KFs with specially
designed PFs in the context of stochastic optimization. With aid of PF, our
methods allow any form of the loss function to be used, while the KF-type
stochastic optimization methods require an ad hoc type of loss functions to be
used. In addition, our methods can handle strong nonlinearity in the model el-
egantly, while all Kalman-type methods perform unsatisfactorily in addressing
highly nonlinear models.
Our methods also have connections to several PF based optimization (PFO)
methods in [25–27], as they all fall within an algorithmic framework termed
Sequential Monte Carlo (SMC) sampler [28]. In this framework, the task of
optimizing an objective function f(θ) is translated to be how to sample from
a sequence of target distributions πk(θ), and then evaluate the optimum based
on the samples. A basic difference between existent PFO methods and PFSOs
proposed here is as follows. To evaluate a candidate solution θ, the former
requires a full computation of f(θ), which is too expensive for the case consid-
ered here, as shown in (1). This is because the computation of f(θ) requires
access to all training data points and computations of all component functions
of f(θ). In contrast, our methods only deals with a single component function
per iteration, which only requires access to a single training data point.
5 Experimental Evaluations
We seek to experimentally validate two claims about our methods. The first
claim is that PFSOs proposed here outperform both KF-type and typical IPMs
in handling nonlinear models in the context of stochastic optimization. We
tested this claim across 2 synthetic nonlinear least-square fitting applications
and 6 real-world binary classification applications. The second claim is that
PFSOs have the flexibility in handling different types of loss functions with
performance guarantee. We tested this claim using 6 real-world binary classifi-
cation applications. All objective functions to be optimized in our experiments
are nonlinear.
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5.1 Synthetic data experiments
We considered two nonlinear model fitting experiments, in which the EKF-
IPM, UKF-IPM and the typical IPM are involved for performance comparison.
The term UKF-IPM is the abbreviation of unscented Kalman filter (UKF)
based IPM. It is obtained by substituting the EKF recursion, namely (8)-(9),
with an UKF recursion. Readers are referred to [29] for details about UKF.
5.1.1 Least-square fitting of a sigmoid function
The setting of this experiment is borrowed from [10]. The cost function to be
minimized is of the form (1) with
fk(θ) = (yk − hk(θ))2, (19)
hk(θ) =
1
1 + exp(−α− βTxk) , (20)
where xk ∈ Rd−1, α ∈ R, β ∈ Rd−1, θ , [α, βT ]T , and yk ∈ R. We sim-
ulated K = 3000 training data points {xk, yk}Kk=1 for use, in which xk ∼
N (0d−1, Id−1) and, given xk, yk is set to be 11+exp(−α−βT xk) +
√
λnk, where
nk ∼ N (0, 1), Id denotes a d by d identity matrix. In this experiment, we
set d and λ at 2 and 0.1, respectively. The initial estimate θ0 of θ for IPM
is randomly selected from a uniform distribution that centered around θ. As
the model is nonlinear, the typical IPM used here is actually an approximate
nonlinear IPM, which applies an iterative numerical solver at each iteration.
We set the values of all initial particles for PFSOs identically to be θ0. The
EKF-IPM and UKF-IPM are initialized with (θ0,V0), where V0 = Id. As all
methods involved here adopt the same initial estimate of θ, a fair comparison
of these methods is thus guaranteed. The particle size N in PFSOs is set at
500. Given an estimate θk of θ yielded at iteration k, the corresponding cost or
loss value C(k) is defined to be C(k) = 1
K
∑K
i=1 fi(θk). We use a normalized
cost (NC) as the performance metric, defined as NC(k) = C(k)/C(0).
For each algorithm, we performed 30 independent runs of it and calculated
an averaged NC(k), k = 0, . . . ,K, over these runs. The experimental result
is plotted in Fig.1. As is shown, KS-PFSO and MCMC-PFSO have a faster
initial convergence rate in the first 10 iterations. They perform comparatively
with EKF-IPM and UKF-IPM in terms of the final cost. All these KF-type
and particle based methods are numerically stable, while the typical IPM
suffers from instability in iterations of the final phase. Fig.2 illustrates how
the performance of PFSOs changes along with the particle size N . It shows
that, when N achieves 500, the performance of these particle based methods
tends to its upper limit. In addition, we see that MCMC-PFSO performs
better than KS-PFSO when N takes very small values, corresponding to cases
wherein the posterior is under-sampled.
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Fig. 1: Fitting a sigmoid function using the typical IPM, EKF-IPM, UKF-
IPM and the proposed PFSOs. 30 independent runs of each algorithm are
conducted. This figure shows the result averaged over these runs. The upper
panel shows the evolution of the normalized cost over the iterations. We see
that KS-PFSO and MCMC-PFSO perform comparatively with EKF-IPM and
UKF-IPM, and significantly better than the typical IPM. The typical IPM
suffers from instability in iterations of the final phase. The lower panel depicts
the sum of the absolute values of the entries of Vˆ per iterations, which implies
that KS-PFSO and MCMC-PFSO converge faster than the other methods.
5.1.2 Least-square fitting of a highly nonlinear model
We conducted another least-square fitting experiment to further test the meth-
ods involved here. The experiment setting is the same as in subsection 5.1.1
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Fig. 2: The particle size N of the PFSOs vs. the achieved minimum cost. This
result is obtained for the experimental case presented in Subsection 5.1.1.
except for the formulation of hk(θ), which is now defined to be:
hk(θ) =
θ(1)
xk,(1)
[√
1 +
(
θ(2) + θ
2
(3)
) θ(4)
θ2(1)
− xk,(2)
]
+
(
θ(1) + xk,(3)θ(4)
)
exp
[
xk,(4) + sin
(
θ(3)
)]
,
(21)
where θ , [θ(1), θ(2), θ(3), θ(4)]
T , xk , [xk,(1), xk,(2), xk,(3), xk,(4)]
T . For each
algorithm, 30 independent runs of it are conducted. The averaged NC(k),
k = 0, . . . ,K, over these runs is calculated and plotted in Fig.3. We see that,
for this highly nonlinear case, KS-PFSO performs significantly better than
the other competitors in terms of minimizing the cost. The typical IPM again
suffers from instability in iterations of the final phase.
5.2 Binary classification using real data sets
We then tested the proposed PFSOs on 6 UCI data sets [30]: Haberman [31],
HTRU2 [32], IRIS, Banknote Authentication, Pima Indians Diabetes, Skin
Segmentation. Table 1 gives a summary of these data sets. In our tests, the
typical IPM, UKF-IPM, and a typical SGD algorithm termed Adaline [4] are
included for reference. We focused on ERM for binary classification. The objec-
tive function is (1), where y ∈ {1,−1} is the label and x the feature vector. Ex-
cept IRIS, each data set consists of two classes of data instances. IRIS has three
classes. We covert IRIS into a two-class data set by treating its first two classes
as one class, and regarding the last class in the original data set as the other
class. We considered two loss functions for use, namely the least-quadratic
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Fig. 3: Fitting a more complex and highly nonlinear function as presented in
subsection 5.1.2. 30 independent runs of each algorithm are conducted. This
figure shows the result averaged over these runs. The upper panel shows the
evolution of the normalized cost over the iterations. The lower panel depicts
the sum of the absolute values of the entries of Vˆ per iterations. We see that
KF-PFSO performs best, KS-PFSO and MCMC-PFSO converge faster than
the others, the typical IPM suffers again from instability in iterations of the
final phase.
(LQ) function with fk(θ) , (yk − hk(θ))2 where hk(θ) = 11+exp(−α−β⊤xk) ,
and the logistic function with fk(θ) , log(1 + exp(−y(α+ β⊤xk))). For both
cases, we have θ , [α, β⊤]⊤. For algorithm performance evaluation, we use
10-fold cross-validation. Specifically speaking, we split a data set randomly
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Table 1: Benchmark datsets from UCI
Name of data set Haberman HTRU2 IRIS Banknote Pima Skin
Number of Instances 306 17898 150 1372 768 245057
Number of Attributes 3 9 4 5 8 4
Table 2: Error rate results on 6 benchmark data sets from UCI. The best result
given by these algorithms is indicated with boldface font.
Algorithm Loss function Haberman HTRU2 IRIS Banknote Pima Skin
Adaline LQ 0.2647 0.0899 0.3333 0.3943 0.3490 0.2187
IPM LQ 0.2647 0.0514 0.3333 0.0255 0.3490 0.0600
EKF-IPM LQ 0.2647 0.0514 0.3267 0.0445 0.3490 0.0849
UKF-IPM LQ 0.2647 0.0514 0.3333 0.0452 0.3490 0.0845
KS-PFSO
LQ 0.2647 0.0447 0.0933 0.0233 0.3060 0.0592
Logistic 0.2549 0.0363 0.0533 0.0561 0.2708 0.1110
MCMC-PFSO
LQ 0.2647 0.0363 0.1000 0.0241 0.3021 0.0726
Logistic 0.2582 0.0397 0.0533 0.0437 0.2839 0.1098
Table 3: Scaled computing time comparison for the algorithms involved. This
experiment is conducted with a one-core Intel i5-3210M 2.50 GHz processor.
The particle size for all PFSOs is set at 1000.
Algorithm Adaline IPM EKF-IPM UKF-IPM KS-PFSO MCMC-PFSO
Scaled time 1 2.6686 2.6544 21.7107 2.1500× 103 3.7313× 103
into 10 sub data sets, figure out the θ⋆ through ERM using 9 sub data sets
of them, reserving the remaining one sub data set as a test set. This process
is repeated 10 times, every sub data set having one chance to act as the test
set. Given the optimum that has been found denoted by θ⋆ , [α⋆, (β⋆)⊤]⊤, we
predict the label for a data instance denoted {x, y} by checking the value of
1
1+exp(−α⋆−(β⋆)⊤x)
. If this value is bigger than 0.5, then we set the predicted
label to 1; otherwise to -1. By comparing the predicted labels with the true
labels for data items in the test set, we obtain the error rate, which we use
here as the performance metric for algorithm comparison.
For every data set, we do the same initialization for each algorithm. The
regularization parameter λ is set to 0.25. The particle size for PFSOs is set at
N = 4× 103. All the other parameters are initialized in the same way as that
shown in Subsection 5.1. The learning rate parameter in Adaline is set to 1/k,
where k denotes the iteration index.
Table 2 presents the experimental result. It shows that, for every data set,
the best classification result in terms of error rate is always given by KS-PFSO.
For datasets Haberman, HTRU2, IRIS and Pima, the logistic loss function
leads to better performance than the LQ type loss function in terms of error
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rate. For the other two dataset, namely Banknote and Skin, the LQ type loss
function is preferable to the logistic loss function for use with KS-PFSO. In
addition, we can see that the performance of UKF-IPM is indistinguishable
from that of EKF-IPM. We also checked the influence of the particle size N
on the error rate for PFSOs. See the result in Fig.4. Once again we see that
MCMC-PFSO outperforms KS-PFSO when N takes very small values, i.e.,
when the posterior is under-sampled.
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Fig. 4: The particle size N of the PFSOs vs. the error rate. This experiment is
conducted using the UCI benchmark data set termed Pima-Indians-diabetes.
The abbreviations “LQ” and “LG” represent “least-quadratic” and “Logistic”,
respectively.
The significant better performance of PFSOs revealed above is obtained
at the cost of computing time, see Table 3. However, PFSOs can be markedly
accelerated by parallelization. The particle generation and weighting steps are
straightforward to parallelize, as they require only independent operations on
each particle. The resampling procedure can also be parallelized as reported in
[33]. The Rao-Blackwellization technique provides another way to accelerate
PF methods if there are analytic structures present in the model [34, 35].
6 Concluding Remarks
Motivated by the success and limitations of the KF-type IPMs (see Section
2), we developed two stochastic optimization algorithms, namely KS-PFSO
and MCMC-PFSO, for large-scale stochastic optimization. The PF methods
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are not new, since they have been developed for more than 20 years since the
seminal paper [16], while the PFSO methods presented here are new since they
are distinctive from all existing stochastic optimization methods. The superi-
orities of our methods over existent ones are empirically demonstrated using
both synthetic and real-life data sets. To summarize, our methods have four
desirable properties: (a) they free users from computing gradients and remove
the requirement that the objective function be differentiable; (b) they have no
requirement on the form of the component functions of f ; (c)they markedly
outperform existent methods in terms of convergence rate and accuracy; (d)
their performance can be easily tuned by adapting their particle size. Cur-
rently, this paper lacks a strict theoretical analysis for PFSOs. A practical
way to do this is to take into account of theories on PF or Sequential Monte
Carlo methods in e.g., [36–40].
We argue that our work here opens the door to borrow a rich body of PF
methods to solve large-scale stochastic optimization problems. For example,
we can borrow ideas from adaptive importance sampling, e.g., in [41–43], to
design adaptive PFSOs that can build up proposal functions automatically.
Our recent work on robust PF [44–48] may provide tools for developing robust
PFSOs.
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