Gradient estimates and a Harnack inequality are established for the semigroup associated to stochastic differential equations driven by Poisson processes. As applications, estimates of the transition probability density, the compactness and ultraboundedness of the semigroup are studied in terms of the corresponding invariant measure.
To make the equation meaningful, we assume that γ ij ∈ L 1 ([0, T ]×R; ν j (dz j )dt) for all T > 0 so that
are well-defined martingales.
By a standard Picard type approximation argument, the local Lipshitz continuity of b implies the existence and uniqueness of the strong solution to (1.1) up to the explosion time. If moreover (1.2) x − y, b(x) − b(y) ≤ K|x − y| 2 , x, y ∈ R d for some K ∈ R, then the solution is non-explosive. Let X x t be the solution with X 0 = x. We aim to establish the Harnack inequality for the associated semigroup
where B b (R d ) is the class of all bounded measurable functions on R d . To this end we need a non-degenerate condition on the noise.
(H) There exist {A j ⊂ R : ν j 1 A j (1 + |γ ij (t, ·)|) < ∞, t ≥ 0, 1 ≤ j ≤ d} such that the matrix G(t) := ν j (1 A j γ ij (t, ·)) 1≤i,j≤d is reversible with
a locally bounded measurable function for each 1 ≤ i ≤ d.
We shall also study the gradient
Theorem 1.1. Assume (H) and (1.2), and let ξ t ≥ 0 be such that
Example 1.1. Let γ ij be independent of t with γ ij = 0 for i = j and ν j (|γ jj |) > 0 for all 1 ≤ j ≤ d. Then there exists A j with ν j (A j ) < ∞ and ν j (1 A j γ jj ) = 0 for each 1 ≤ j ≤ d. Simply taking
we obtain from Theorem 1.1 that
We shall provided a complete proof of Theorem 1.1 in the next section. The main idea of the proof is based on the coupling method and the Girsanov theorem developed in [2, 9] .
Due to the restriction caused by the Girsanov transformation for Poisson processes, it turns out that this method can only be applied to the present setting for small |x−y|. To overcome this difficulty, an approximation argument is provided. Finally, as in the diffusion setting, the above Harnack inequality is applied in Section 3 to the study of transition densities and contractivity properties. Two additional examples are provided in the end of the paper.
Proof of Theorem 1.1
We aim to modify the coupling method in [2, 9] where finite or infinite dimensional diffusions are studied. To this end, we need to take a Girsanov transformation (cf. [4, 5] ) carefully for Poisson processes.
Let ξ t ≥ 0 be in Theorem 1.1 and X t solve (1.1) with X 0 = x. We consider the equation
is bounded and local Lipschitz continuous off the diagonal, (2.1) has a unique solution up to the coupling time τ. Moreover, since the extra drift in (2.1) disappears from τ on, the uniqueness of the solution to (1.1) implies
To apply the Girsanov theorem for this equation, we consider the equation
A solution to this equation is a (progressively in t) measurable map
is a martingale. Furthermore, under the weighted probability measure
has the same distribution asÑ(dt, dz) under P, where 
Lemma 2.1. For any ξ t ≥ 0 with
3) has a solution with θ j ≤ 1 − ε(1 ≤ j ≤ d) for some ε > 0 and satisfies (2.4), then for any p > 1 and nonnegative
Proof. It is easy to see that
This implies
which is impossible. Therefore, one has T ≥ τ and hence, X T = Y T due to (2.2). Combining this with (2.6) we obtain
Taking a specific solution to (2.3) in terms of the assumption of Theorem 1.1, we obtain the following result.
Proof. Let
Since u is locally bounded in t and ν j (A j ) ∈ [0, ∞), we conclude that θ j is a solution to (2.3) satisfying (2.4). Moreover, the condition |x − y| sup t∈[0,T ] ξ t sup 1≤j≤d η j (t) < 1 ensures that θ j < 1. So, by Lemma 2.1, it suffices to prove that
Noting that
we have
This yields (EZ(T )
and that the function
is decreasing for r ≤ 0 and increasing for r ∈ [0, 1], (2.10) yields
It is easy to see that for p ∈ (1, 2]
This implies f 1 (s) − f 2 (s) ≤ f 1 (0) − f 2 (0) = 0 and hence,
Combining this with (2.12) we obtain the desired Harnack inequality.
Proof of Theorem 1.1.
(1) Let θ j be fixed in the proof of Proposition 2.2. For fixed x ∈ R d , by (2.6), (2.11) and the dominated convergence we obtain lim sup
So, the first assertion follows.
(2) In order to apply (2.8), we adopt an approximation argument to make the distance |x − y| small enough.
Let n ≥ 1 be such that p 1/n ∈ (1, 2] and |x − y| n sup
Let
So, for any 0 ≤ k ≤ n − 1 applying Proposition 2.2 to p 1/n and (y k , y k+1 ) in place of p and (x, y) respectively, we obtain
where
Therefore,
Then the proof is completed by letting n → ∞.
Applications and further examples
In this section we study the semigroup properties in terms of the corresponding invariant measure. To this end, we assume that γ(t, z) is independent of t. So, the function η j in Theorem 1.1 is constant for each j. Let µ be an invariant measure for the semigroup P T , i.e.
Due to the Harnack inequality in Theorem 1.1, µ has full support on R d , see e.g. the proof of [9, Theorem 1.2 (1)]. Since P t is strong Feller for t > 0, it has a transition density with respect to µ; that is a positive measurable function
Since P t has a density, it is order bounded and AM-compact in L ( µ). So, due to [10] , the semi-compactness implies the compactness in L 2 (µ) for P T ; i.e. {P t f : µ(f 2 ) ≤ 1} is a compact set in L 2 (µ). According to the spectral theory, the latter is equivalent to that the generator of P t does not has any essential spectrum.
Moreover, the semigroup is called hyperbounded if P t 2→4 < ∞ for some t > 0, superbounded if it holds for all t > 0, and ultrabounded if P t 2→∞ < ∞ for all t > 0. Here · p→q is the operator norm from
Theorem 3.1. Let γ(t, z) = γ(z) be independent of t and assume that P T has an invariant measure µ.
(1) If (H) and (1.2) hold then µ has full support and the transition density of P t with respect to µ satisfies such that
Then P T is ultrabounded with 
For any nonnegative F with µ(F p ) ≤ 1, Theorem 1.1(2) yields
this implies
This ensures assertion (1).
(2) Since (3.1) implies (1.2) for K = 0, we may take ξ t = 1 in Theorem 1.1. By (3.1) we have
For any s ∈ (0, T ), it follows from (3.3) that
Combining this with Theorem 1.1(2) for T − s and (X x t , X y t ) in place of T and (x, y), and simply taking p = 2, ξ t = 1, we arrive at
Taking expectation we obtain
Example 3.1. Let γ(t, z) be independent of t such that (H) holds. For b(x) = −δ|x| ε x for some δ, ε > 0, P T is ultrabounded with 
