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Abstract. We study the problem of inviscid slightly compressible fluids in a bounded do-
main. We find a unique solution to the initial-boundary value problem and show that it is
near the analogous solution for an incompressible fluid provided the initial conditions for the
two problems are close. In particular, the divergence of the initial velocity of the compressible
flow at time zero is assumed to be small. Furthermore we find that solutions to the compress-
ible motion problem in Lagrangian coordinates depend differentiably on their initial data, an
unexpected result for this type of non-linear equations.
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2 DISCONZI AND EBIN
1. Introduction
This paper is a continuation of [E4] in which we prove the statements that were announced
but not proven there. In that paper we studied the initial value problem for the motion of
inviscid fluids in a bounded domain. We looked at both compressible and incompressible fluids
and showed that the flow of the former is close to that of the latter if the compressibility is
low (or, what is the same, if the sound speed is large) and the initial conditions for two flows
are close. Since the divergence of the velocity of the incompressible fluid is zero, this requires
that the divergence of the initial velocity of the compressible fluid be small. For the reader’s
convenience, we comment on the differences between this work and [E4] in section 3.2, after
stating the main theorems. A discussion of the main results and a brief review of the literature
is also carried out in section 3.2.
In [E4] we announced but did not prove that for compressible fluids the fluid density has
one more spatial derivative than the velocity. This fact is curious because as is well known the
fluid density and velocity together satisfy a quasilinear symmetric hyperbolic system and thus
one would not expect either to be smoother than the other. Furthermore, as a consequence of
the extra smoothness we find that the solution of the system, when expressed in Lagrangian
coordinates is differentiably dependent on the initial data. This is unexpected because for
quasilinear systems the dependence is usually continuous, but not differentiable. See for
example [K2], and section 3.2.
We note that in a previous paper [E2] similar results were proven for fluid motions which
are periodic in space, but here we prove them in a domain with boundary. The boundary case
is more difficult because it involves more complicated estimates (cf. section 4), but it is also
more important because most fluid problems do involve boundaries. Furthermore, our proof
is more direct than of [E2] in that it avoids operator theoretic methods.
Finally, (section 8) following a suggestion of Professor C. S. Morawetz, we explain how
the construction used to show that slightly compressible motion is near to incompressible
actually gives us a sequence of successive approximations to the compressible motion. The
first term in the sequence is the incompressible motion, and the second is derived by studying
the propagation of sound caused by the first motion.
We will use the same notation as in [E4] and for the reader’s convenience repeat some of
the formulas and estimates written there. Thus throughout the paper, u, ρ and p will denote
the velocity, density, and pressure of compressible motion. They are all functions of time t
and of position x = (x1, . . . , xn); that is, u(t, x) is the velocity of that fluid particle which is
at position x at time t; x is known as the Euler coordinate of the particle.
Given the velocity u(t, x), one can find the flow of the fluid, ζ(t, x), as the solution of the
ordinary differential equation
∂tζ(t, x) = u(t, ζ(t, x)), ζ(0, x) = x.
Then ζ(t, x) is the position at time t of the fluid particle which was at x at time zero. x is
known as the Lagrange coordinate of the particle; its Euler coordinate at time t is ζ(t, x).
For incompressible fluid motion the velocity will be called v = v(t, x), and will also be the
velocity of the particle with Euler coordinate x. Its flow will be called η(t, x) so η will satisfy
∂tη(t, x) = v(t, η(t, x)), η(0, x) = x.
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The density of an incompressible fluid is always taken to be 1, and the pressure, if used, will
also be called p. However, strictly speaking, there is no notion of pressure for the idealized
incompressible fluid. This is because of the following: physical fluids are of course at least
slightly compressible, so the solutions of the equations of idealized incompressible fluids have
physical meaning only if they are close to the solutions of the equations of compressible fluids.
We prove that when the compressibility is small, the positions and velocities of the two types
of flows are close, but we do not prove anything about the accelerations. In fact one can find
examples of incompressible flows for which the accelerations are not close. Thus the pressures,
whose gradients are the accelerations, are also not close so ∇p for the incompressible flow is
not close to ∇p for the compressible flow and hence has no direct physical meaning (see,
however, remark 3.3).
We can in fact consider the following concrete example: consider a fluid filling a disk, and
let it move by spinning the disk as a rigid body at a velocity of ∂
∂θ
where θ is the angular
coordinate. This is a steady state incompressible motion whose “pressure” is −r2/2 where r
is the radial coordinate. Now take a family of compressible fluids governed by the relation
pk = k log ρ with k large. These fluids will oscillate towards the edge of the disk with an
amplitude proportional to 1/k and a frequency like
√
k. The radial velocity will have an
amplitude like 1/
√
k and the acceleration will oscillate with an amplitude like 1. Hence the
pressure will also oscillate with an amplitude like 1 so it will not be close to the “pressure” of
the incompressible fluid. Thus we find that the motion in the incompressible case is physically
relevant, but the pressure is not (this phenomenon of convergence of the zeroth and first time
derivatives, but not higher ones is typical of motions with strong constraining force; see [E2]).
Note that in the incompressible case, the pressure is not an independent unknown. At any
instant it is determined entirely by the velocity at that instant (see equation (2.12)).
Our analysis of fluid motion will be partly in Eulerian and partly in Lagrangian coordi-
nates. Spatial derivatives and many L2 estimates involving them will be done using Eulerian
coordinates. Time derivatives will usually be written in Lagrangian coordinates or (what is
essentially the same) as material derivatives in Eulerian coordinates. This seems to be the
best way to study the situation because the L2 estimates are simpler in Eulerian coordinates,
but the Lagrangian coordinates make it possible to write some of the equations as ordinary
differential equations on a function space. In fact one result, the C1 dependence on initial
data, is true in Lagrangian coordinates, but not in Eulerian coordinates.
2. Equations of Fluid Motion
We consider the motion of a fluid which fills a fixed bounded domain Ω ⊂ Rn, and we assume
that Ω has a smooth boundary ∂Ω, which is a compact (n − 1)-dimensional submanifold of
Rn.
In the compressible case, we restrict our attention to barotropic fluids, (fluids whose pressure
depends only on the density). Their equations of motion are:
∂u
∂t
+∇uu = −1
ρ
∇p, (2.1a)
∂ρ
∂t
+ div(ρu) = 0, (2.1b)
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For the incompressible case, the equations are:
∂v
∂t
+∇vv = −∇p, (2.2a)
div(v) = 0. (2.2b)
Here, ∇ means gradient, div means divergence and ∇w means derivative in direction w, w
a vector. Thus in coordinates, where all indices run from 1 to n and repeated indices are
summed:
(∇vv)j = vi∂v
j
∂xi
and div(ρu) =
∂(ρui)
∂xi
The equations of motion are accompanied by the following boundary conditions which
express the physical condition that the fluid does not pass through the boundary. To write
them we let ν be the unit outward normal vector field on ∂Ω. Then, for compressible motion,
〈u, ν〉 = 0, which implies 〈∇uu, ν〉 = −1
ρ
∇νp, (2.3)
and for incompressible motion,
〈v, ν〉 = 0, which implies 〈∇vv, ν〉 = −∇νp. (2.4)
Thus, equations (2.1a)-(2.1b) with boundary condition (2.3) shall be known as the compress-
ible motion problem, while (2.2a)-(2.2b) with boundary condition (2.4) shall be the incom-
pressible motion problem.
For the compressible case the pressure can be written as a function of the density so in
addition to (2.1a)-(2.1b) we specify this function, writing
p = p(ρ). (2.5)
The core of this paper will be an analysis of the density for a compressible motion. We shall
show that it satisfies a hyperbolic equation and use this equation to make estimates. As
density is positive we can take its logarithm which turns out to be more convenient to work
with. Thus we define the function
f = log ρ.
In addition to partial derivatives of f we shall use the material derivative which we denote by
“ ˙”. This derivative depends on the fluid velocity which we here label u = u(t, x). Specifically,
for any function h depending on x and t we define the material derivative of h with respect
to a fluid moving with velocity u to be
h˙ =
∂h
∂t
+∇uh.
Using (2.1b) we find:
f˙ =
1
ρ
ρ˙ = − div(u). (2.6)
Taking another material derivative and using (2.1a) we find
f¨ = div(p′(ρ)
1
ρ
∇ρ) + uijuji (2.7)
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where uij means
∂ui
∂xj
and we sum over repeated indices. We shall rewrite (2.7) as a hyperbolic
equation in f .
In order to rewrite (2.7) we shall need additional notation. We note that for physical reasons
p′(ρ) is non-negative (pressure cannot decrease as density increases). Thus we can define a
function c by
c =
√
p′(ρ). (2.8)
This “c” is the sound speed of the fluid, and, like ρ, it depends on x and t.
Also, we introduce the operator δ = − div which is the formal adjoint of ∇.
With this notation (2.7) can be rewritten as
f¨ = −δc2∇f + uijuji (2.9)
and can be regarded as a linear hyperbolic equation in f with inhomogeneous term uiju
j
i
(although the equation is not quite linear since c depends on f). It is sometimes referred to
as a convected wave equation — convected because the usual time derivative is replaced by
the material derivative.
The boundary condition (2.3) gives a boundary condition for (2.9) as well. From our
definitions we find that
1
ρ
∇p = c2∇f,
so (2.3) implies
∇νf = − 1
c2
〈∇uu, ν〉. (2.10)
This is an inhomogeneous Neumann boundary condition for the equation (2.9).
For incompressible fluid motion, the density is constant (in (2.2a) we have taken it to
be equal to 1), and p does not correspond to any physical quantity (as explained in the
introduction) and can in fact be written in terms of v, as we now show. In fact for any given
time t, p(t) is determined by v(t) (up to a constant), although the determination is not local
(in x). This is easily shown as follows: (2.2b) implies that
δ
(∂v
∂t
)
= 0, so δ
(∇vv) = −δ∇p.
But since
−δ∇p = ∆p
we get
∆p = δ
(∇vv). (2.11)
Also (2.4) gives a Neumann boundary condition for p, so given v and (2.4), (2.11) has a
solution p which is unique modulo an additive constant. ∇p is thus determined uniquely by
v.
Given a vector field w in Ω, if we define an operator Q by
Q(w) = ∇g,
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where g solves {
∆g = −δw in Ω,
∇νg = 〈w, ν〉 on ∂Ω,
then the system (2.2a)-(2.2b) with (2.4) is equivalent to
∂v
∂t
+∇vv = Q(∇vv) (2.12)
so the artificial p is eliminated.
The operator Q is useful in the compressible motion as well. We let P = I −Q, where I is
the identity operator, and decompose the velocity as
u = P (u) +Q(u) = w +∇g.
This is the well known decomposition of a vector field into its solenoidal (or divergence free)
and gradient parts. We shall apply P and Q to (2.1a) to get equations for w and ∇g.
First note that Q2 = Q, so P 2 = P . Also, for any function g, Q(∇g) = ∇g, and P (∇g) = 0.
Furthermore since p is a function of ρ
1
ρ
∇p = 1
ρ
p′(ρ)∇ρ = ∇
∫ ρ
1
1
λ
p′(λ)dλ (2.13)
so
P (
∂u
∂t
+∇uu) = 0. (2.14)
Also
∇∇g∇g = 1
2
∇〈∇g,∇g〉. (2.15)
From (2.14) and (2.15) we get
∂w
∂t
+ P (∇uw) = −P (∇w∇g). (2.16)
Applying Q to (2.1a) we can get a similar equation for ∇g. However, since δ∇g = δu and
since by (2.6) we have
f˙ = δu,
we can investigate ∇g by studying f˙ .
We are concerned with the initial-boundary value problem for our fluid motion, so we
prescribe u0(x) = u(0, x) and ρ0(x) = ρ(0, x), the initial velocity and density. As we showed in
[E3], the system (2.1a)-(2.1b) and (2.5) with initial data u0, ρ0 and with boundary condition
(2.3) has a unique solution on some time interval provided u0 and ρ0 satisfy the following
conditions:
a) For each x ∈ Ω, |u0(x)| < c(0, x) =
√
p′(ρ0(x));
b) ρ0 is close to a constant;
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c) u0, ρ0 satisfy compatibility conditions on ∂Ω. That is,
〈u0, ν〉 = 0,
〈∇u0u0 +
1
ρ0
p′(ρ0)∇ρ0, ν〉 = 0,
etc.
Since we want to compare the solutions of (2.1a)-(2.1b) to that of (2.2a)-(2.2b) when the
initial data are close we will assume that v0, the initial datum for (2.2a)-(2.2b) is near u0.
Since v must satisfy (2.2b) we have div(v0) = 0, and therefore div(u0) must be small. Then
from (2.7) we find that f˙(0) is small.
Also since ρ is taken to be identically one in the incompressible fluid problem, we want ρ0
to be nearly one as well. This means that f(0) = log ρ0 must also be small.
In section 4, we shall show that f(0) and f˙(0) being small implies that f(t) and f˙(t) are
small as well.
3. The Equation of State, Main Theorems, and discussion
In this section we fix our notation and state the main results. We also give a brief discussion
of similar results in the literature.
3.1. Main results. We begin by fixing our notation. We denote by ∇ℓg the vector valued
function consisting of all ℓth order partial derivatives of a function g. Ck(Ω,Rm) denotes the
spaces of k-times continuously differentiable functions on Ω with values in Rm, and Hs(Ω,Rm)
denotes the Sobolev space of s-times (weakly) differentiable functions whose derivatives belong
to L2, with the understanding that Fourier transform is employed to interpret non-integer or
negative values of s, so that s can be any real number [P]. We sometimes write simply Ck(Ω)
and Hs(Ω) or even Ck and Hs. The norms on these spaces are denoted ‖ · ‖Ck and ‖ · ‖s. The
Sobolev norm on Hs(∂Ω) is denoted ‖ · ‖∂,s. For s > n2 + 1, we denote by Ds(Ω) ≡ Ds the
group of Hs diffeomorphisms of the domain Ω. All these definitions, along with some known
results that will be used in the paper, are recalled in the appendix. In particular, we point
out inequality (A.1) which will be used throughout the paper to estimate the several products
involved.
Our estimates on f and f˙ will be made by considering f(t), f˙(t) : Ω → R. We shall
estimate for each t the L2 norms of these functions. Our estimates for f and f˙ will depend on
the fluid motion ζ(t), but also on the equation of state (2.5); i.e., on the relationship between
p and ρ. We are interested in slightly compressible fluids and their motion is governed by
functions p(ρ) where p′(ρ) = dp
dρ
is large, which is equivalent to the sound speed’s being large.
Thus we shall consider a family {pk(ρ)} parameterized by k ∈ R+, and we shall assume that
the parameterization is chosen such that:
p′k(ρ)|ρ=1 = k.
We are concerned with the fluid motion when k is large and in its limit as k →∞.
We shall need conditions on pk(ρ) for ρ near 1 so we make the following assumption:
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Assumption 3.1. There exist positive constants a0 and a1 such that
‖ p(ℓ)k (ρ) ‖s+1≤ ka1 ℓ = 1, 2, . . . , s+ 2
provided that ‖ ρ− 1 ‖s+1≤ a0√k .
Assumption 3.1 involves the norm of a composite function; that is ρ and p(ℓ)(ρ) are consid-
ered as functions on Ω, the latter being x 7→ p(ℓ)(ρ(t, x)). The ‖ ‖s norms of such functions are
estimated in a straightforward manner using the derivatives of p and ‖ ρ ‖s (see for example
Lemma A.2 of [BB]).
Assumption 3.1 is actually more restrictive than necessary since it bounds several derivatives
by a multiple of k. It is possible to use a more general assumption, as was done in equations
(5.3)-(5.4) of [E2], but this would make the argument more complicated. Hence we content
ourselves to the less general case and leave extensions to the interested reader.
Before starting our theorems, we mention the compatibility conditions required for an Hs
compressible motion. As is stated in [E3], the equations (2.1a)-(2.1b) admit an Hs solution u,
ρ only if the initial data u0, ρ0 satisfy compatibility conditions up to order s− 1. The zeroth
order condition is simply
〈u0, ν〉 = 0 on ∂Ω. (3.1)
All time derivatives of u must also have zero normal component and using this and the
equations of motion we get the first order compatibility condition:
〈∇u0u0 + c20∇f0, ν〉 = 0 on ∂Ω, (3.2)
where c0 =
√
p′(ρ0) is the sound speed of the fluid with density ρ0 and f0 = log ρ0.
Taking another derivative we get
〈∇u∂tu+∇∂tuu+ ∂t(c2)∇f + c2∇∂tf, ν〉 = 0 on ∂Ω. (3.3)
To analyze (3.3) we use the so called second fundamental form of ∂Ω which we call S2. Given
any two vector fields z1 and z2 on ∂Ω we define
S2(z1, z2) = 〈∇z1z2, ν〉 = −〈z1,∇z2ν〉
which is a function on ∂Ω. S2 is easily seen to be symmetric in z1 and z2, and at each p ∈ ∂Ω
it depends only on z1(p) and z2(p) and not on their derivatives. Using it, (3.3) can be written
2S2(u, ∂tu) + ∂t(c
2)∇νf + c2∇ν∂tf = 0 on ∂Ω.
Substituting for the time derivatives using (2.1a) and (2.1b) we get the second order compat-
ibility condition
− 2S2(u0,∇u0u0 + c20∇f0) + p′′(ρ0)ρ0(−∇u0f0 + δu0)∇νf0
+ c20∇ν(−∇u0f0 + δu0) = 0 on ∂Ω.
(3.4)
Higher order conditions are computed in the same way. One sees inductively that the condition
of order ℓ depends on ℓ derivatives of f0 or ρ0 but only ℓ−1 derivatives of u0 and δu0. That is,
although there are ℓth order derivatives of u0, they can all be expressed as (ℓ−1)st derivatives
of u0 and δu0. In (3.4), for example, we have only first order derivatives of u0 and δu0. With
these compatibility conditions we are ready to state our theorems.
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Theorem 3.1. Let s > n
2
+ 1 and let u0k ∈ Hs(Ω,Rn) and ρ0k ∈ Hs+1(Ω,R) be families
of functions parameterized by k. Also let pk be a family of smooth functions satisfying the
Assumption 3.1. Assume that
1) For each k, u0k, ρ0k satisfy compatibility conditions up to order s.
2) There exists a constant a2 such that
a) ‖ u0k ‖s≤ a2
b) δu0k ∈ Hs(Ω,R) and ‖ δu0k ‖s≤ a2√k
c) ‖ f0k ‖s+1≤ a2k
where f0k = log ρ0k.
Then there exists a number k0 and a positive function T (k) such that if k > k0 the system
(2.1a)-(2.1b) with initial conditions ρ0k, u0k and with boundary condition (2.3) has a unique
Hs solution uk(t), ρk(t) defined on a time interval [0, T (k)). Furthermore ρk(t) ∈ Hs+1 and
δuk(t) ∈ Hs.
Remark 3.1. Most of this theorem was proven in [E3]. It is only the last statement, ρk ∈ Hs+1
and δuk ∈ Hs that is new, for in [E3] we only got ρk ∈ Hs. We shall see the significance of
the additional differentiability in section 6.
Theorem 3.2. Assume that u0k, ρ0k and pk are as above and satisfy all hypothesis of Theorem
3.1. Assume also that there exists a v0 ∈ Hs(Ω,Rn) such that u0k → v0 in Hs(Ω,Rn) as
k → ∞. Then there exists an interval [0, T ] and a unique curve v : [0, T ] → Hs(Ω,Rn)
satisfying (2.2a)-(2.2b) with initial condition v0 and boundary condition (2.4). Furthermore
if uk(t), ρk(t) are the solutions of (2.1a)-(2.1b) from theorem 3.1, then if T (k) is maximal, we
find that T (k) > T for large k and uk(t) → v(t) in Hs(Ω,Rn) as k → ∞. Also ρk(t) → 1 in
Hs+1(Ω,R).
A consequence of this theorem is that the solution to the slightly compressible motion (in
Lagrangian coordinates) depends differentiably on the initial data. To state this precisely
requires additional constructions so we delay both the detailed statement and proof of this
fact until sections 6 and 7. We point out that Theorem 3.2 can be given a simple geometric
interpretation in terms of convergence of curves in appropriate Banach manifolds (see Theorem
5.1). This fits with the general study of motions with a strong constraining force [E2]. Along
these lines, recently the authors have proven similar convergence results in the context of the
free boundary Euler equations in two [DE1] and three [DE2] dimensions, where the relevant
parameter is the coefficient of surface tension.
Remark 3.2. All of Theorem 3.2 except the last statement about ρ was proven in [E4]. The
solution v(t) was constructed in [EM] and has also been dealt with by other authors (cf. [K1],
[K3] or [G] for example).
Remark 3.3. As discussed in the introduction, the pressure of an incompressible fluid is
determined entirely by the velocity and will in general not be close to the pressure of the
(more realistic) slightly compressible fluid. However, convergence in an averaged sense does
hold. This becomes clear when one notices that the convergence uk → v and ρk → 1 stated
in Theorem 3.2 corresponds in Lagrangian coordinates to the convergence of (ζk, ζ˙k) to (η, η˙),
where ζk is the flow of uk and η the flow of v (see equations (5.14), (5.15), and Theorem
5.1). The convergence of the time derivatives of the flows thus ensures (using the equations
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of motion) that for t1 < t2 ∫ t2
t1
∇pk ◦ ζk →
∫ t2
t1
∇p0 ◦ η.
Below we discuss the hypotheses and conclusions of Theorems 3.1 and 3.2, in particular
the differences with the results of [E4]. A brief review of the literature is also presented. In
section 4 we will derive the basic estimates required for the proofs of these theorems, and the
proofs themselves will follow in section 5.
3.2. Discussion and brief review of the literature. Since, as mentioned, this work is a
continuation of [E4], a comparison with those results seems appropriate. We start pointing
out the differences in the assumptions of Theorems 3.1 and 3.2 to the theorems in [E4].
In [E4], it was assumed that:
(a) u0 and ρ0 are in H
s;
(b) the compatibility conditions hold up to order s− 1;
(c) div(u0) is small in H
s−1, but nothing is said about div(u0) being in Hs;
(d) f0 is small in H
s.
In the present work we have:
(A) u0 is in H
s and ρ0 is in H
s+1;
(B) the compatibility conditions hold up to order s;
(C) div(u0) is in H
s and is small in Hs;
(D) f0 is small in H
s+1.
The reasons for the differences (a)-(A) and (d)-(D) are clear: our goal is to prove that ρ(t)
has one extra derivative if ρ0 = ρ(0) does. Because we are assuming an additional derivative
on ρ0, we require an extra compatibility condition, which explains the difference (b)-(B). (C)
is required rather than (c) because in order to estimate f in Hs+1, we need to have f˙(0) ∈ Hs
and f˙(0) = div(u0).
Note that our assumptions for f are rather standard, since f satisfies a convected wave
equation with inhomogeneous term, i.e., equation (2.9). Since we want f to be in Hs+1, the
standard theory of wave equations suggests that the initial data (f(0), f˙(0)) should be taken
in Hs+1 ×Hs which is what we are requiring.
The smallness conditions in (C) and (D) are needed because we need to know that the
initial data for f are small in order to guarantee that (2.9) has a small solution. With this
and the assumption that u0k is close to v0, we show that the solutions to (2.1) are close to
those of (2.2).
In the introduction we mentioned that the differentiability of the data-to-solution map in
Lagrangian coordinates (which is presented in sections 6 and 7) is unexpected in light of
known results on the theory of quasi-linear hyperbolic differential equations. (In fact, the
result is false in Eulerian coordinates). At first sight, one might think that the result would
not be that unexpected since the system in Lagrangian coordinates can be loosely thought as
an ordinary differential equation. However, note that in Lagrangian coordinates the equation
for the flow can be written
ζ¨ = (c2∇f) ◦ ζ
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which is a second order ODE on Ds provided that ∇f is in Hs. But this requires f (and thus
ρ) to be in Hs+1.
In order to obtain the additional smoothness of f , we make use of the extra regularity of
the density function obtained in Theorem 3.1. We notice that this extra regularity holds in
Eulerian coordinates, and it probably fails in Lagrangian coordinates; indeed, to say that this
extra regularity holds in Lagrangian coordinates means that ρ◦ζ is inHs+1, but this is unlikely
since ζ is only in Hs. Summarizing, we obtain first a new result in Eulerian coordinates,
namely, the extra smoothness of ρ (which is probably false in Lagrangian coordinates). We
then use this new result in Eulerian coordinates to establish a second new result, but now in
Lagrangian coordinates, namely, the C1 dependence on the initial data (and this second new
result is false in Eulerian coordinates). This illustrates the interplay between Lagrangian and
Eulerian coordinates that is one of the key elements of the paper.
Thus our results explore good properties of both Eulerian and Lagrangian coordinates,
getting additional smoothness in the former and differentiable dependence on initial data in
the latter.
Regarding the methods employed in the proofs in the present paper, in comparison with
[E4], they fall basically into two types: (i) Those that are entirely new, i.e., addressing the
results announced but not proven in [E4]; and (ii) those that are similar to [E4]. Naturally, (i)
is the main interest of our paper, but we note that because of the stronger results proven here
(namely the extra regularity of the density and the differentiability of the data-to-solution
map), even those parts based on [E4] had to be re-worked. In particular, the estimates
of section 4 are more delicate than those for the corresponding function f in [E4], even if
reminiscent of [E4].
We now make some brief comments on previous works that have dealt with the incompress-
ible limit of the Euler equations. There have been many works on this subject and a complete
review of the literature is quite impractical. We refer the reader to the monograph [Ma] for a
longer discussion of the problem, and here mention only a few of the extensive list of works
on the topic.
Some works that we are aware of that treat the incompressible limit of the Euler equations in
a domain with boundary in Rn are [Al, C1, C2, S]. When the equations in the whole of Rn or Tn
are considered, the incompressible limit has also been investigated in [KM1, KM2, MS1] (the
results in [KM1, KM2] are reproved in a simpler fashion in [Ma]; our second author also treats
the Tn case in [E2]). From the point of view of the convergence of solutions, the main difference
between these and our results (with or without boundary) is that we obtain the convergence
in the same space where solutions live, whereas in [Al, C1, C2, KM1, KM2, Ma, MS1, S]
solutions are obtained in Hs but convergence is established only in Hs−δ, for some δ > 0. We
believe that the main reason for this difference is our use of Lagrangian coordinates, while
the aforementioned authors work mostly in Eulerian coordinates. We avoid a full discussion
of all similarities and differences between these works and ours, but point out that some of
these authors employ a more general equation of state than we do, allowing the inclusion of
entropy in the system. We also mention the related works [MS2, U]. A somewhat intermediate
situation between the study of the equations in Rn and in a bounded domain can be found in
[Se], where the author considers the half-plane in two dimensions and carries out a detailed
analysis of the time of existence of solutions. In fact, in two dimensions the limiting system
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(the incompressible system) is globally well-posed (in time). Thus, it is natural to ask whether
the compressible system, being close to the incompressible one, is well-posed for large time.
This is the question addressed in [Se].
4. Estimates for f and f˙
Now we shall consider f , the solution of (2.9), and find estimates for ‖ f(t) ‖s+1 and
‖ f˙(t) ‖s. These estimates will be similar to the estimates of [E2] §12, but the method of
estimation is simpler because it avoids operator theoretic techniques. Also we will get more
information about the density function. For example our estimate of ‖ f ‖s+1 gives an estimate
of the Hs+1-norm of log ρ and hence of ρ. With this we will show that ρ is actually smoother
than the velocity u.
For simplicity of exposition we shall restrict ourselves to the case s = 3 and n = 2 or 3.
The method can be used for arbitrary s and n, (provided s > n
2
+ 1), but the expressions are
more cumbersome. Also, the above case seems to be the one of primary importance.
We shall assume that we are given a family of functions {ρk} which satisfies Assumption 3.1
and that for each k we have uk and ρk which satisfy (2.1a)-(2.1b) and the boundary condition
(2.3) on some interval [0, T ]. We further assume that fk = log ρk ∈ H4(Ω), and that
‖ uk(0) ‖3≤ a2, ‖ δuk(0) ‖3≤ a2√
k
and ‖ fk(0) ‖4≤ a2
k
(4.1)
as is assumed in theorem 3.1.
Also we assume that there exists a constant a3 such that
Assumption 4.1.
‖ uk(t) ‖3≤ a3 for all t ∈ [0, T ], (4.2)
and another constant and a4 such that
Assumption 4.2.
‖ fk(t) ‖4≤ a4√
k
, (4.3a)
‖ f˙k(t) ‖3≤ a4, (4.3b)
‖ f¨k(t) ‖2≤ a4
√
k, (4.3c)
‖ ...f k(t) ‖1≤ a4k, (4.3d)
for t ∈ [0, T ].
As we shall see, this latter assumption can eventually be discarded. With these assumptions
we will derive estimates which hold for sufficiently large k. We will in fact find a constant a5
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such that for large k
‖ fk(t) ‖4≤ a5
k
, (4.4a)
‖ f˙k(t) ‖3≤ a5√
k
, (4.4b)
‖ f¨k(t) ‖2≤ a5, (4.4c)
‖ ...f k(t) ‖1≤ a5
√
k, (4.4d)
for t ∈ [0, T ].
Our method will be to derive a type of energy estimate for f , and its first material deriva-
tives. Let
L = −δc2∇,
and
F = uiju
j
i ,
so that (2.9) be written as
f¨ = Lf + F. (4.5)
Then let
E(t) =
∫
Ω
(
|c∇...f (t)|2 + |Lf¨(t)|2
)
. (4.6)
We consider an energy E(t) with three material derivatives since we are doing the analysis for
the case s equal to 3. E(t) will give us estimates for ‖
...
f (t) ‖1 and ‖ f¨(t) ‖2, and using these
and (4.5) we can get estimates for f and f˙ .
We now begin the estimate of E(t). We shall use
E(t) = E(0) +
∫ t
0
dE(s)
ds
ds, (4.7)
but in order to do so we must compute dE
dt
. Differentiating E we find
1
2
dE
dt
=
∫
Ω
(
〈∂t(c∇
...
f ), c∇...f 〉+ (∂tLf¨)(Lf¨)
)
,
but
∂t(c∇
...
f ) = (∂tc)∇
...
f + c∇∂t
...
f = (∂tc)∇
...
f − c∇∇u
...
f + c∇....f
and similarly
∂tLf¨ = −δ∂t(c2)∇f¨ − L∇uf¨ + L
...
f .
Therefore
1
2
dE
dt
=
∫
Ω
(
〈c∇...f , c∇....f 〉+ (L...f )(Lf¨)
)
+R1
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where
R1 =
∫
Ω
(
〈(∂tc)∇
...
f − c∇∇u
...
f , c∇...f 〉 − (δ∂tc2∇f¨)Lf¨ − (L∇uf¨)Lf¨
)
. (4.8)
Integrating by parts we find that
1
2
dE
dt
=
∫
Ω
〈c∇
...
f , c∇
....
f − c∇Lf¨〉+
∫
∂Ω
(c2∇ν
...
f )Lf¨ +R1
= I1 +B1 +R1.
We proceed to evaluate I1. First we take two material derivatives of equation (4.5). Letting
L1 be the operator defined by
L1h = (Lh)˙− Lh˙ (4.9)
and computing directly we find
(Lf )¨ = Lf¨ + L1f˙ + (L1f )˙
so we get
....
f = Lf¨ + L1f˙ + (L1f )˙ + F¨ . (4.10)
Therefore
I1 =
∫
Ω
〈c∇...f , c∇(L1f˙ + (L1f )˙ + F¨ )〉.
We now calculate L1. Using (4.9) we find
L1 = −δ∂t(c2)∇+ [∇u, L] = −δ(c2)˙∇− [∇u, δ]c2∇− δc2[∇u,∇] (4.11)
where [ , ] denotes the commutator.
Of course the commutators on the rightmost side of (4.11) are first order operators whose
coefficients are first derivatives of u. Therefore L1 is a second order operator whose coefficients
depend on (derivatives of) c and u.
In order to make estimates with such operators we will need several formulas and also a
convenient way to bound many different expressions. For the latter purpose we introduce a
generic constant K. It will have different values in different expressions but in each case it
will depend only on Ω and {ai|i = 1, . . . , 4}.
To begin our formulas we note that from (2.1a) and the definition of c2
u˙ = ∂tu+∇uu = −c2∇f.
Applying ∂j to this we get
(uij )˙ = −(c2fi)j − ukjuik. (4.12)
For any function h a direct computation gives
(∂ih)˙ = ∂i(h˙)− uji∂jh. (4.13)
Applying (4.13) to f we find
u¨i = −(c2)˙ ∂if − c2∂i(f˙) + c2ujifj,
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and
...
u i = −(c2)¨ ∂if − 2(c2)˙ (∂i(f˙)− ujifj)− c2
(
∂i(f¨)− 2uji (f˙)j −
(
(c2fi)j + 2u
k
i u
j
k)fj
)
. (4.14)
Thus we have expressions for material derivatives of u. We shall need formulas for material
derivatives of c2 as well. From the definition c2 = p′(ρ) and the equation f˙ = ρ˙
ρ
we find
(c2)˙ = p′′(ρ)ρ˙ = p′′(ρ)ρf˙ . (4.15)
Thus
(c2)¨ = p′′′(ρ)(ρf˙)2 + p′′(ρ)(ρf¨ + ρ2f˙ 2), (4.16)
and
(c2)¨ ˙= p′′′′(ρ)(ρf˙)3 + 3p′′′(ρ)(ρf˙)(ρf¨ + ρ2f˙ 2) + p′′(ρ)(ρ
...
f + ρf˙ f¨ + 2ρ2f˙ f¨ + 2ρ3f˙ 3). (4.17)
Since p′(1) = k, c2 = k +
∫ ρ
1
p′′(λ)dλ. Also, since ‖ f ‖4≤ a4√k , ρ = ef , and |p′′| ≤ a1k we find
‖ c2 − k ‖4≤ K
√
k. (4.18)
Then using the formulas (4.15)-(4.17) we get the estimates
‖ (c2)˙ ‖3≤ Kk, (4.19)
‖ (c2)¨ ‖2≤ Kk(
√
k+ ‖ f¨ ‖2) ≤ Kk 32 , (4.20)
‖ (c2)¨ ˙‖1≤ Kk(
√
k+ ‖ ...f ‖1) ≤ Kk2. (4.21)
Using these estimates and the formulas for derivatives of u we get
‖ u˙ ‖3≤ Kk ‖ f ‖4≤ K
√
k, (4.22)
‖ u¨ ‖2≤ K(
√
k + k ‖ f˙ ‖3) ≤ Kk, (4.23)
‖ ...u ‖1≤ K(k + k ‖ f¨ ‖2 +k 32 ‖ f ‖4) ≤ Kk 32 . (4.24)
Using (4.11) with (A.1) and then with (4.2), (4.18), (4.19) we get
‖ L1f˙ ‖1≤ K(‖ u ‖3‖ c2 ‖3 + ‖ (c2)˙ ‖2) ‖ f˙ ‖3≤ Kk ‖ f˙ ‖3 . (4.25)
This is the first step in the estimate of I1. In order to estimate (L1f )˙ we will need the following
additional formula:
([∇u, ∂j]h)˙ = ((c2fi)j + ukjuik)hi − uij(hi)˙ = ((c2fi)j + 2ukjuik)hi − uij(h˙)i (4.26)
which follows from (4.12) and (4.13). From (4.11) we have
L1f = −δ(c2)˙∇f − [∇u, δ]c2∇f − δc2[∇u,∇]f.
Using the above formulas we get
(δ(c2)˙∇f )˙ = δ(c2)¨∇f + uji ((c2)˙fi)j + δ(c2)˙(∇f˙ − (∇uj)fj), (4.27)
and
([∇u, δ]c2∇f )˙ = ((c2fi)j + 2ukjuik)(c2fj)i − uij((c2fj )˙)i. (4.28)
But
((c2fj )˙)i = ((c
2)˙fj + c
2((f˙)j − ukjfk))i. (4.29)
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Therefore
([∇u, δ]c2∇f )˙ = ((c2fi)j + 2ukjuik)(c2fj)i − uij((c2)˙fj + c2((f˙)j − ukjfk))i. (4.30)
Also
(δc2[∇u,∇]f )˙ = δ(c2)˙[∇u,∇]f − (c2(((c2fi)j + 2ukjuik)fi − uij(f˙)i))j − uji (c2uki fk)j . (4.31)
From (4.27), (4.30) and (4.31) we find
‖ (L1f )˙ ‖1≤K
(
‖ (c2)¨ ‖2 + ‖ (c2)˙ ‖2‖ u ‖3
+ ‖ c2 ‖3 (‖ u ‖3 + ‖ u ‖23 + ‖ c2 ‖3‖ f ‖3)
)
‖ f ‖4
+K(‖ (c2)˙ ‖2 + ‖ c2 ‖2‖ u ‖3) ‖ f˙ ‖3
≤K(k 32 ‖ f ‖4 +k ‖ f˙ ‖3).
(4.32)
To complete the estimate of I1, we now estimate the norm of
F¨ = (uiju
j
i )¨ = −
(
((c2fi)j + u
k
ju
i
k)u
j
i + ((c
2fj)i + u
k
i u
j
k)u
i
j
)˙
.
Note that
((c2fi)j )˙ = ((c
2fi)˙)j − ukj (c2fi)k,
which by (4.13) equals
((c2)˙fi + c
2((f˙)i − uki fk))j − ukj (c2fi)k. (4.33)
Using (4.33) and (4.12) we find that
‖ F¨ ‖1≤K
(
‖ u ‖43 + ‖ u ‖23‖ c2 ‖3‖ f ‖3 + ‖ u ‖3‖ (c2)˙ ‖2‖ f ‖3
+ ‖ u ‖3‖ c2 ‖3‖ f˙ ‖3
)
≤Kk(‖ f ‖3 + ‖ f˙ ‖3).
(4.34)
Combining (4.25), (4.32) and (4.34) we find that
|I1| ≤ Kk ‖
...
f ‖1 (k ‖ f˙ ‖3 +k 32 ‖ f ‖4 +1). (4.35)
We now proceed to estimate R1. By commuting ∇ and ∇u and integrating by parts we find∫
Ω
〈c∇∇u
...
f , c∇...f 〉 =
∫
Ω
〈c[∇,∇u]
...
f , c∇...f 〉
−
∫
Ω
〈(∇uc)∇
...
f , c∇...f 〉+ 1
2
∫
Ω
δ(u)〈c∇...f , c∇...f 〉.
(4.36)
Similarly ∫
Ω
(L∇uf¨)Lf¨ =
∫
Ω
(
− (δ(∇u(c2))∇f¨)Lf¨ + com + 1
2
δ(u)(Lf¨)2
)
, (4.37)
where “com” indicates second order terms in f¨ involving the commutators [∇,∇u] and [δ,∇u].
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Plugging (4.36) and (4.37) in the expression (4.8) for R1 we get
R1 =
∫
Ω
〈(∂tc)∇
...
f , c∇...f 〉 −
∫
Ω
〈c[∇,∇u]
...
f , c∇...f 〉+
∫
Ω
〈(∇uc)∇
...
f , c∇...f 〉
−1
2
∫
Ω
δ(u)〈c∇...f , c∇...f 〉 −
∫
Ω
(δ(∂tc
2))∇f¨)Lf¨ −
∫
Ω
(− (δ(∇u(c2))∇f¨))Lf¨
−1
2
∫
Ω
δ(u)(Lf¨)2 − com.
The first and third integrals combined yield
∫
Ω
〈c˙∇...f , c∇...f 〉. The fifth and sixth integrals can
be rewritten as
−
∫
Ω
(δ(∂tc
2))∇f¨)Lf¨ −
∫
Ω
(− (δ(∇u(c2))∇f¨))Lf¨
= −
∫
Ω
(δ(∂tc
2))∇f¨)Lf¨ +
∫
Ω
(δ(∇u(c2))∇f¨)Lf¨ −
∫
Ω
(δ(∇u(c2))∇f¨)Lf¨ +
∫
Ω
(δ(∇u(c2))∇f¨)Lf¨
= −
∫
Ω
(δ(c2)˙∇f¨)Lf¨ + 2
∫
Ω
(δ(∇u(c2))∇f¨)Lf¨ .
Therefore
R1 =
∫
Ω
(
〈c˙∇
...
f , c∇
...
f 〉 − (δ(c2)˙∇f¨)Lf¨ − 1
2
δ(u)
(〈c∇...f , c∇...f 〉+ (Lf¨)2)
−1
2
〈c[∇,∇u]
...
f , c∇...f 〉 − com + 2(δ(∇u(c2))∇f¨)Lf¨
)
.
Hence
|R1| ≤K
(
‖ (c2)˙ ‖2‖
...
f ‖21 + ‖ (c2)˙ ‖2‖ c2 ‖2‖ f¨ ‖22
+ ‖ u ‖3 (‖ c2 ‖2‖
...
f ‖21 + ‖ c2 ‖22‖ f¨ ‖22)
)
≤K(k ‖ ...f ‖21 +k2 ‖ f¨ ‖22).
(4.38)
To estimate B1 we must use the boundary condition (2.3), and compute its material deriva-
tives. In fact we will not get a good estimate for B1 itself, but we will for
∫ t
0
B1. Since we will
use (4.7) to estimate E, this will be sufficient.
Applying (4.10) we find that
B1 =
∫
∂Ω
(c2∇ν
...
f )(
....
f − L1f˙ − (L1f )˙− F¨ )
=
∫
∂Ω
(c2∇ν
...
f )
....
f −
∫
∂Ω
(c2∇ν
...
f )(L1f˙ − (L1f )˙− F¨ ) = B11 +B1R.
To estimate these terms we must compute c2∇ν
...
f , and we do this by using the boundary
condition for f .
Computing as above we find
∇ν
...
f = (∇νf )¨ ˙+ (∇[ν,u]f )¨ + (∇[ν,u]f˙ )˙ +∇[ν,u]f¨ . (4.39)
18 DISCONZI AND EBIN
But by (2.10)
(∇νf )¨ ˙= (− 1
c2
〈ν,∇uu〉)¨ .˙ (4.40)
Since 〈ν, u〉 = 0 on ∂Ω,
−〈ν,∇uu〉 = S2(u, u),
where S2 is the second fundamental form of ∂Ω. We shall sometimes write simply S2(u).
Taking a material derivative we find
(S2(u))˙ = 2S2(u˙, u) + S3(u), (4.41)
where S3 is a symmetric tri-linear form.
Continuing we find
(S2(u))¨ = 2S2(u¨, u) + 2S2(u˙, u˙) + 5S3(u˙, u, u) + S4(u)
where S4 is a symmetric quadri-linear form.
Finally
(S2(u))¨ ˙= 2S2(
...
u , u) + SR(u, u˙, u¨)
where SR is a polynomial in u, u˙, and u¨ of degree five, and each term of SR contains at most
three dot’s. That is, in a given term of SR, u˙ and u¨ appear with power i and j where i+2j ≤ 3.
From (4.40) we get a formula for (∇νf )¨ ˙ involving 1c2 and S2(u) and the first three material
derivatives of each of them. Letting q = 1
c2
we write this as
(∇νf )¨ ˙ = 2qS2(...u , u) +
...
q S2(u) + fR∂ (4.42)
where fR∂ is a polynomial in u, u˙, u¨, q, q˙, and q¨ each of whose terms contains at most three
dot’s.
In order to estimate this, we must compute material derivatives of q, and we do this using
(4.18)-(4.21). Direct computation yields
q˙ = −q2(c2)˙ = −q2p′′(ρ)ρf˙ , (4.43)
q¨ = −q2(c2)¨− (q2)˙(c2)˙ = −q2(c2)¨ + 2q3((c2)˙ )2, (4.44)
...
q = −q2(c2)¨ ˙+ 6q3(c2)˙(c2)¨− 6q4((c2)˙)3 . (4.45)
From (4.18) we find that ‖ c2
k
− 1 ‖4≤ K√k and from this it follows that ‖ q ‖4≤ Kk . Then
from(4.19)-(4.21) and (4.43)-(4.45) we get
‖ q˙ ‖3≤ K
k
, (4.46)
‖ q¨ ‖2≤ K√
k
, (4.47)
‖ ...q ‖1≤ K. (4.48)
From these formulas and the estimates (4.22)-(4.24) for u we get
‖ (∇νf )¨ ˙‖∂, 1
2
≤ K(1+ ‖ f¨ ‖2 +
√
k ‖ f ‖4). (4.49)
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Now we estimate the other terms of (4.39). Clearly
‖ ∇[ν,u]f¨ ‖∂, 1
2
≤ K ‖ f¨ ‖2
and using (4.26) we get
‖ (∇[ν,u]f˙ )˙ ‖∂, 1
2
≤ K(1 + k ‖ f ‖4 + ‖ f¨ ‖2). (4.50)
Finally we estimate
(∇[ν,u]f )¨ = (∇[ν,u] f˙ +∇[ν,u]f˙ − [u, ν]iujifj )˙ . (4.51)
By taking a material derivative of (4.12), using (4.19) and (4.22)-(4.23) we find
‖ ∇[u,ν ]¨ f ‖∂, 1
2
≤ Kk ‖ f ‖4 .
The other terms of (4.51) are easily estimated and we get
‖ (∇[u,ν]f )¨ ‖∂, 1
2
≤ K(k ‖ f ‖4 + ‖ f˙ ‖3 + ‖ f¨ ‖2). (4.52)
Combining (4.49)-(4.50) and (4.52) we get
‖ ∇ν
...
f ‖∂, 1
2
≤ K(1+ ‖ f¨ ‖2 + ‖ f˙ ‖3 +k ‖ f ‖4). (4.53)
Therefore
‖ c2∇ν
...
f ‖∂, 1
2
≤ K(k ‖ f¨ ‖2 +k ‖ f˙ ‖3 +k2 ‖ f ‖4),
so from (4.25), (4.32) and (4.34) we get
|B1R| ≤ K(k ‖ f˙ ‖3 +k 32 ‖ f ‖4)(k ‖ f¨ ‖2 +k ‖ f˙ ‖3 +k2 ‖ f ‖4). (4.54)
It remains to estimate
∫ t
0
B11, and to do this we integrate by parts with respect to the material
derivative, obtaining∫ t
0
B11 =
∫
∂Ω
(c2∇ν
...
f )
...
f
∣∣∣t
0
−
∫ t
0
∫
∂Ω
(c2∇ν
...
f )˙
...
f +
∫ t
0
∫
∂Ω
δ∂(u)(c
2∇ν
...
f )
...
f , (4.55)
where δ∂ is the formal adjoint of the gradient on the manifold ∂Ω. The last term of this
expression is clearly bounded by
K
∫ t
0
‖ u ‖3‖ c2∇ν
...
f ‖∂, 1
2
‖ ...f ‖1 . (4.56)
To compute the next to last term, we take the material derivative of c2∇ν
...
f . Using (4.39) we
get
(c2∇ν
...
f )˙ = (c2)˙∇ν
...
f + c2((∇νf )˙˙˙˙+ (∇[ν,u]f )¨ ˙+ (∇[ν,u]f˙ )¨ + (∇[ν,u]f¨ )˙).
From (4.53) we find
‖ (c2)˙∇ν
...
f ‖∂, 1
2
≤ K(k + k ‖ f¨ ‖2 +k ‖ f˙ ‖3 +k2 ‖ f ‖4)
so since ‖ f˙ ‖3 is assumed to be bounded∣∣ ∫
∂Ω
(c2)˙(∇ν
...
f )
...
f
∣∣ ≤ K ‖ ...f ‖1 (k + k ‖ f¨ ‖2 +k2 ‖ f ‖4). (4.57)
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From (4.42) we find that
(∇νf )˙˙˙˙= 2q(S2(....u , u) + S2(...u , u˙) + S3(u, ...u , u)) + 2q˙S2(...u , u) +
....
q S2(u) +
...
q (S2(u))˙ + (fR∂ )˙
(fR∂ )˙ involves at most third material derivatives of q and u and so do all the other terms
except 2qS2(
....
u , u) and
....
q S2(u). Collecting them as fR1∂ we get
(∇νf )˙˙˙˙= 2qS2(....u , u) +
....
q S2(u) + fR1∂ . (4.58)
However, estimating as before we find
‖ fR1∂ ‖∂, 1
2
≤ K(
√
k + k ‖ f ‖4 +k ‖ f˙ ‖3 + ‖ f¨ ‖2) (4.59)
so we need only worry about the first two terms on the rightside of (4.58). Taking a material
derivative of (4.14) we find that
....
u = uR − c2∇
...
f
where uR is a polynomial in (up to) third material derivatives of c
2 and in uij, ∇f , ∇f˙ , and
∇f¨ . Thus we get
‖ uR ‖1≤ K(k ‖ f¨ ‖2 +k 32 ‖ f˙ ‖3 +k2 ‖ f ‖4). (4.60)
Similarly, differentiating (4.45) we get
....
q = −q2(c2)˙˙˙˙+ qR,
where qR is a polynomial in q and up to third material derivatives of c
2. Using the formulas
(4.18)-(4.21) we get
‖ qR ‖1≤ K(
√
k +
1
k
‖ ...f ‖1). (4.61)
But differentiating (4.17), we find
(c2)˙˙˙˙ = p′′(ρ)ρ
....
f + CR,
where CR is a polynomial in ρ and material derivatives of f whose coefficients are up to fifth
derivatives of the function p(ρ).
Estimating as before we get
‖ CR ‖1≤ K(k + k 32 ‖ f¨ ‖2 +k ‖
...
f ‖1)
so
‖ q2CR ‖1≤ K( 1
k
+
1
k
‖ ...f ‖1 + 1√
k
‖ f¨ ‖2). (4.62)
Using (4.58) and the above, we can write
(∇νf )˙˙˙˙= 2qS2(c2∇
...
f , u)− q2p′′(ρ)ρ....f S2(u) + fR2∂ (4.63)
where
fR2∂ = 2qS2(uR, u)− qRS2(u)− q2CRS2(u) + fR1∂.
Using (4.59)-(4.61) and (4.62) we get
‖ fR2∂ ‖∂, 1
2
≤ K(
√
k +
1
k
‖ ...f ‖1 + ‖ f¨ ‖2 +k ‖ f˙ ‖3 +k ‖ f ‖4). (4.64)
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We now use (4.63) to estimate ∫ t
0
∫
∂Ω
c2(∇νf )˙˙˙˙
...
f .
On ∂Ω we can write
∇...f = ∇∂
...
f +∇ν
...
f (4.65)
where ∇∂
...
f is the gradient of
...
f |∂Ω. Then∫ t
0
∫
∂Ω
(∇νf )˙˙˙˙
...
f =
∫ t
0
∫
∂Ω
(
S2(c
2∇∂(
...
f )2, u) + 2S2(c
2∇ν
...
f , u)
...
f
− 1
2
qp′′(ρ)ρS2(u)((
...
f )2)˙ + c2(fR2∂)
...
f
)
.
(4.66)
From (4.53) and (4.64) we see that the second and forth terms of (4.66) are bounded by
K
∫ t
0
(k
3
2+ ‖ ...f ‖1 +k ‖ f¨ ‖2 +k2 ‖ f˙ ‖3 +k2 ‖ f ‖4) ‖
...
f ‖1 . (4.67)
Since ∇∂ involves derivative only along ∂Ω we can integrate by parts to get∣∣∣ ∫ t
0
∫
∂Ω
S2(c
2∇∂(
...
f )2, u)
∣∣∣ ≤ K ∫ t
0
k ‖
...
f ‖21 . (4.68)
Also integrating by parts with respect to material derivative we find that∣∣∣ ∫ t
0
∫
∂Ω
qp′′(ρ)ρS2(u)((
...
f )2)˙
∣∣∣ ≤∣∣∣ ∫
∂Ω
qp′′(ρ)S2(u)(
...
f )2
∣∣∣t
0
∣∣∣
+K
∫ t
0
‖ ...f ‖21 (1+ ‖ f˙ ‖3 +k ‖ f ‖4).
(4.69)
But ∫
∂Ω
qp′′(ρ)S2(u)(
...
f )2 ≤ K ‖ ...f ‖21
so combining (4.67), (4.68), (4.69) we get∣∣∣ ∫ t
0
∫
∂Ω
c2(∇νf )˙˙˙˙
...
f
∣∣ ≤K(‖ ...f (0) ‖21 + ‖ ...f (t) ‖21) +K ∫ t
0
‖ ...f ‖1
(
k
3
2+ ‖ ...f ‖1
+ k ‖ f¨ ‖2 +k2 ‖ f˙ ‖3 +k2 ‖ f ‖4
)
.
(4.70)
To complete our estimate of
∫ t
0
∫
∂Ω
(c2∇ν
...
f )˙
...
f we must estimate∫ t
0
∫
∂Ω
c2
{
(∇[ν,u]f )¨ ˙+ (∇[ν,u]f˙ )¨ + (∇[ν,u]f¨ )˙
}...
f .
Computing the material derivative we find that the term in braces equals
3∇[ν,u]
...
f +∇[ν,u]¨˙f + fR3
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where fR3 is a polynomial in c
2 and its first two material derivatives as well as uij, ∇f , ∇f˙ ,
and ∇f¨ . Thus we get
‖ fR3 ‖1≤ K(
√
k ‖ f¨ ‖2 +k ‖ f˙ ‖3 +k ‖ f ‖4),
so ∣∣∣ ∫ t
0
∫
∂Ω
c2fR3
...
f
∣∣∣ ≤ K ∫ t
0
(
√
k ‖ f¨ ‖2 +k ‖ f˙ ‖3 +k ‖ f ‖4) ‖
...
f ‖1 . (4.71)
We decompose ∇[ν,u]
...
f in to tangential and normal derivatives of
...
f (as we did in (4.65)),
getting
∇[ν,u]
...
f = (∇[ν,u]
...
f )∂ + (∇[ν,u]
...
f )ν .
Then integration by parts gives∣∣∣ ∫
∂Ω
c2(∇[ν,u]
...
f )∂
...
f
∣∣∣ ≤ Kk ‖ ...f ‖21 . (4.72)
Also (∇[ν,u]
...
f )ν = 〈[ν, u], ν〉∇ν
...
f so from (4.53) we get∣∣∣ ∫
∂Ω
c2(∇[ν,u]
...
f )ν
...
f
∣∣∣ ≤ K(k + k ‖ f¨ ‖2 +k ‖ f˙ ‖3 +k2 ‖ f ‖4) ‖ ...f ‖1 . (4.73)
We now deal with the remaining term ∇[ν,u]¨ ˙f . Computing, we find that
[ν, u]¨ ˙ = −c2∇∇ν f¨ + uR2
where uR2 obeys the inequality
‖ uR2 ‖∂, 1
2
≤ K(k 32 ‖ f ‖4 +k ‖ f˙ ‖3). (4.74)
Using the tangential and normal decomposition on ∂Ω we get
−c2∇∇ν f¨ = −c2∇∂∇ν f¨ − c2∇ν∇ν f¨ .
But
c2∇ν∇ν f¨ = Lf¨ + c2Dτ∇ν f¨ − L∂ f¨ + LRf¨
where Dτ is a first order operator involving only tangential derivatives, L∂ = −δ∂c2∇∂ (∇∂
being the gradient of the manifold ∂Ω and δ∂ its formal adjoint), and LR is a first order
operator whose coefficients involve c2 and its first derivatives.
Thus we find ∫
∂Ω
c2(∇[ν,u]¨ ˙f)
...
f =
∫
∂Ω
(
c2∇uR2f − c4(∇∂∇ν f¨)(∇∂f)
− c2(Lf¨ + c2Dτ∇ν f¨ − L∂ f¨ + LRf¨)∇νf
)...
f .
Using (4.74) we find that∣∣∣ ∫
∂Ω
(c2∇uR2f − (c2LRf¨)∇νf)
...
f
∣∣∣ ≤ K ‖ ...f ‖1 (k 32 ‖ f ‖4 +k ‖ f˙ ‖3 +k ‖ f¨ ‖2).
Since
∇ν f¨ = (∇νf )¨ + (∇[ν,u]f )˙ +∇[ν,u]f˙
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and
(∇νf )¨ = −(qS2(u))¨
we also get the estimate∣∣∣ ∫
∂Ω
c4
(
(∇∂∇ν f¨)∇∂f + (Dτ∇ν f¨)∇νf
)...
f
∣∣∣ ≤ K ‖ ...f ‖1 (k 32 + k2 ‖ f ‖4 +k 32 ‖ f˙ ‖3)
≤ Kk 32 ‖ ...f ‖1 .
It remains to estimate the terms∫ t
0
∫
∂Ω
c2(L∂ f¨)
...
f and
∫ t
0
∫
∂Ω
c2(Lf¨)
...
f .
The first of these equals
−
∫ t
0
∫
∂Ω
c2〈∇∂ f¨ ,∇∂c2
...
f 〉,
which equals
−1
2
∫ t
0
∫
∂Ω
c4(|∇∂f¨ |2)˙ +
∫ t
0
R2,
where
|R2| ≤ Kk2 ‖ f¨ ‖22 .
Using (4.10) we find that the second term equals∫ t
0
∫
∂Ω
c2(
....
f − L1f˙ − (L1f )˙− F¨ )
...
f ,
which equals
1
2
∫ t
0
∫
∂Ω
c2((
...
f )2)˙ +
∫ t
0
R3,
and from (4.25), (4.32) and (4.34) we find that
|R3| ≤ K ‖
...
f ‖1 (k ‖ f˙ ‖3 +k 32 ‖ f ‖4).
Therefore ∫ t
0
∫
∂Ω
c2(∇[ν,u]¨ ˙f)
...
f = −1
2
∫
∂Ω
(
c4|∇∂ f¨ |2 + c2|
...
f |2)∣∣∣t
0
+
∫ t
0
R4 (4.75)
where
|R4| ≤ K(k 32 ‖
...
f ‖1 +k ‖
...
f ‖21 +k2 ‖ f¨ ‖22).
We let P (t) stand for the term 1
2
∫
∂Ω
(
c4|∇∂ f¨ |2 + c2|
...
f |2) so that (4.75) becomes∫ t
0
∫
∂Ω
c2(∇[ν,u]¨ ˙f)
...
f = P (0)− P (t) +
∫ t
0
R4. (4.76)
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Combining (4.71), (4.72), (4.73) and (4.76), and using our assumed bounds on ‖ f ‖4, ‖ f˙ ‖3,
and ‖ f¨ ‖2 we find∫ t
0
∫
∂Ω
c2
{
(∇[ν,u]f )¨ ˙+ (∇[ν,u]f˙ )¨ + (∇[ν,u]f¨ )˙
}...
f = P (0)− P (t) +
∫ t
0
R5 (4.77)
where
|R5| ≤ K(k ‖
...
f ‖21 +k
3
2 ‖
...
f ‖1 +k2 ‖ f¨ ‖22).
Then combining (4.57), (4.70) and (4.77) we find
P (t) +
∫ t
0
∫
∂Ω
(c2∇ν
...
f )˙
...
f ≤ P (0) +K(‖ ...f (0) ‖21 + ‖
...
f (t) ‖21)
+K
∫ t
0
(k
3
2 ‖ ...f ‖1 +k ‖
...
f ‖21 +k2 ‖ f¨ ‖22 +k2 ‖
...
f ‖1‖ f˙ ‖3).
Using (4.55), and (4.56) and the fact that
k2 ‖
...
f ‖1‖ f˙ ‖3≤ 1
2
(k ‖
...
f ‖21 +k3 ‖ f˙ ‖23)
we get
P (t) +
∫ t
0
B11 ≤P (0) +K(Q(t) +Q(0))
+K
∫ t
0
(k
3
2 ‖ ...f ‖1 +k ‖
...
f ‖21 +k2 ‖ f¨ ‖22 +k3 ‖ f˙ ‖23),
(4.78)
where Q is a function of time defined by
Q =‖
...
f ‖21 + ‖
...
f ‖1 (k + k ‖ f¨ ‖2 +k ‖ f˙ ‖3 +k2 ‖ f ‖4).
Clearly this Q obeys the inequality
Q ≤ K(k 12 ‖ ...f ‖21 +k
3
2 + k
3
2 ‖ f¨ ‖22 +k
3
2 ‖ f˙ ‖21 +k
7
2 ‖ f ‖24). (4.79)
Finally using (4.35), (4.38), (4.54) and (4.78) we get
E(t) + P (t) ≤E(0) + P (0) +K(Q(t) +Q(0))
+K
∫ t
0
(k ‖ ...f ‖21 +k2 ‖ f¨ ‖22 +k3 ‖ f˙ ‖23 +k4 ‖ f ‖24 +k2).
(4.80)
This is our estimate for the growth of E(t).
We now proceed to show that E gives a bound for the norms of f and its material derivatives.
First we note that since c2 is in H4, L : Hs → Hs−2 (2 ≤ s ≤ 5) is a bounded operator with
null space and co-null space equal to the constant functions. Because of this we will need the
decomposition
Hs = Hs0 ⊕ Con (4.81)
given by
g = g1 + g2
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where g2 is the constant function
g2 =
∫
Ω
g∫
Ω
1
.
Of course, Hs0 is the space of H
s functions whose integral is zero and Con stands for the
constants. We shall use this decomposition on f and its material derivatives. To simplify
calculations we shall assume that
∫
Ω
1 = 1.
First we note that ∫
Ω
f˙ =
∫
Ω
δ(u) = 0 (4.82)
so
(f˙)2 = 0 and f˙ = (f˙)1. (4.83)
Note also that
f2(t) = f2(0) +
∫ t
0
∂tf2 = f2(0) +
∫ t
0
∫
Ω
∂tf = f2(0) +
∫ t
0
∫
Ω
f˙ −
∫ t
0
∫
Ω
∇uf. (4.84)
Therefore
|f2(t)| ≤ |f2(0)|+
∫ t
0
∣∣∣ ∫
Ω
∇uf
∣∣∣ ≤ |f2(0)|+K ∫ t
0
‖ f ‖0 . (4.85)
To obtain this last inequality we integrated by parts and used the boundary condition,∫
Ω
∇uf = −
∫
Ω
div(u)f +
∫
∂Ω
〈u, ν〉f
= −
∫
Ω
div(u)f,
and then invoked the Cauchy-Schwarz inequality,∣∣∣∣∫
Ω
div(u)f
∣∣∣∣ ≤‖ div u ‖0‖ f ‖0≤‖ u ‖1‖ f ‖0,
absorbing the norm of u (which is bounded because of Assumption 4.2) into the constant K.
But for any function g, and any s ≥ 0
‖ g ‖s≤ K(‖ g1 ‖s + ‖ g2 ‖s).
Hence
|f2(t)| ≤ |f2(0)|+K
∫ t
0
(‖ f2 ‖0 + ‖ f1 ‖0). (4.86)
Let
‖ g ‖smax= max{‖ g(τ) ‖s | 0 ≤ τ ≤ t}.
Then iterating inequality (4.86) we get
|f2(t)| ≤ eKt|f2(0)|+ ‖ f1 ‖0max (eKt − 1). (4.87)
From this and (4.83) we find
‖ f(t) ‖s≤ K(|f2(0)|+ ‖ f1 ‖smax). (4.88)
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We now proceed to get similar inequalities for the higher material derivatives of f .
|(f¨)2| =
∣∣∣ ∫
Ω
(∂tf˙ +∇uf˙)
∣∣∣ ≤ K ‖ f˙ ‖0,
where we have integrated by parts as we did in the derivation of (4.85). Therefore
‖ f¨ ‖s≤ K(‖ f¨1 ‖s + ‖ f˙ ‖0). (4.89)
Also
(
...
f )2 =
∫
Ω
(∂2t f˙ + 2∂t∇uf˙ +∇u∇uf˙).
But ∫
Ω
∂2t f˙ = 0 and
∣∣∣ ∫
Ω
∇u∇uf˙
∣∣∣ ≤ K ‖ f˙ ‖3 .
Furthermore
2
∫
Ω
∂t∇uf˙ = 2
∫
Ω
δ(u)∂tf˙ = 2
∫
Ω
f˙∂tf˙ = 2
∫
Ω
f˙(f¨ −∇uf).
And since ‖ f˙ ‖3 is assumed to be bounded∣∣∣ ∫
Ω
f˙(f¨ −∇uf)
∣∣∣ ≤ K(‖ f¨ ‖2 + ‖ f˙ ‖3).
It follows that
|(...f )2| ≤ K(‖ f¨ ‖2 + ‖ f˙ ‖3),
so
‖ ...f ‖1≤ K(‖ f¨ ‖2 + ‖ f˙ ‖3 + ‖ (
...
f )1 ‖1). (4.90)
Combining (4.83), (4.88), (4.89) and (4.90) we find that the norms of the first components
of f and its material derivatives (in the decomposition (4.81)) bound the norms of f and its
derivatives. Specifically we get, after multiplication by various powers of k,
k2 ‖ f ‖4 +k 32 ‖ f˙ ‖3 +k ‖ f¨ ‖2 +k 12 ‖
...
f ‖1
≤ K(k2 ‖ f1 ‖4max +k 32 ‖ (f˙)1 ‖3 +k ‖ (f¨)1 ‖2 +k 12 ‖ (...f )1 ‖1 +k2|f2(0)|).
From this inequality we know that it is sufficient to estimate the Hs0 components. This is
equivalent to working with the functions modulo additive constants. Therefore, for the rest of
this section we shall work modulo constants; that is, we will simply equate ‖ g ‖s and ‖ g1 ‖s.
To get bounds for f and its derivatives we will need some results about elliptic boundary
value problems. First we consider the Neumann problem for the Laplacian. We let N :
Hs(Ω)→ Hs− 32 (∂Ω) (s > 3
2
) be the operator defined by: Ng = R(∇νg), where R : Hs−1(Ω)→
Hs−
3
2 (∂Ω) is simply the restriction of a function to ∂Ω.
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It is well known that N is continuous and surjective and admits a continuous right inverse
G∆ : H
s− 3
2 (∂Ω) → Hs(Ω) where G∆ solves the Neumann problem, i.e., G∆h = g is the
solution of {
∆g = 0,
R∇νg = h.
Also it is well known that ∆ : Hsν(Ω) → Hs−2(Ω) (s ≥ 2) is bijective (modulo additive
constants) where
Hsν(Ω) = {g ∈ Hs(Ω) | R∇νg = 0}.
We denote its inverse by
∆−1 : Hs−2 → Hsν .
From this we conclude that for any g ∈ Hs(Ω), s ≥ 2, we get
g = ∆−1∆g +G∆Ng
and it follows that
‖ g ‖s≤ K(‖ ∆g ‖s−2 + ‖ Ng ‖∂,s− 3
2
). (4.91)
Now we shall derive an inequality like (4.91) using L instead of ∆. Since ‖ c2 ‖4≤ Kk we
know that L : Hs → Hs−2 has operator norm bounded by Kk for 2 ≤ s ≤ 5. Also from (4.18)
we find that 1
k
L−∆ = δ( c2
k
−1)∇ : Hs → Hs−2 has operator norm bounded by K√
k
. Therefore
1
k
L∆−1 − I : Hs−2 → Hs−2 has norm bounded by K√
k
, where I means the identity operator.
But since one can invert operators near I by a Neumann series we find that for any λ > 1,
if
√
k > λK, then 1
k
L∆−1 has an inverse whose norm is less than λ
λ−1 . Also L : H
s
ν → Hs−2
equals k( 1
k
L∆−1)∆, so for large k,
L : Hsν → Hs−2
is bijective and L−1 = 1
k
∆−1( 1
k
L∆−1)−1 has norm bounded by K
k
.
Furthermore we can define GL : H
s− 3
2 (∂Ω) → Hs(Ω) (2 ≤ s ≤ 5) which plays a role
analogous to G∆. We let GL = G∆ − L−1LG∆. Then one sees easily that GLh is a solution
to the boundary value problem: {
Lg = 0,
R∇νg = h.
Also GL : H
s− 3
2 (∂Ω)→ Hs(Ω) clearly has a norm bounded independent of k, i.e.,
‖ GL ‖≤‖ G∆ ‖ + ‖ LL−1G∆ ‖≤‖ G∆ ‖ (1 +K 1
k
k).
As with the Laplacian, we get the equation
g = L−1Lg +GLNg (4.92)
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and from this we get the inequality
‖ g ‖s≤ K( 1
k
‖ Lg ‖s−2 + ‖ Ng ‖∂,s− 3
2
). (4.93)
This inequality will be our main tool used to estimate norms of f and its derivatives. We
begin with the norm of f itself. From our basic equations we find that
Lf = f¨ − F and Nf = qS2(u).
Therefore
‖ f ‖4≤ K
k
(‖ f¨ ‖2 +1). (4.94)
Also differentiating these equations we get
Lf˙ =
...
f − (L1f˙ + F˙ ) and Nf˙ = (qS2)(u)˙ +∇[ν,u]f.
But F˙ = (uij )˙u
j
i + u
i
j(u
j
i )˙ so from (4.12) we get
‖ F˙ ‖2≤ K(k ‖ f ‖4 +1) ≤ K
√
k
and from the formula (4.11) for L1 we find
‖ L1f ‖1≤ Kk ‖ f ‖4≤ K
√
k.
From (4.41) and (4.46) we find
‖ (qS2(u))˙ ‖∂, 3
2
≤ K( 1
k
+ ‖ f ‖4) ≤ K√
k
and of course
‖ ∇[ν,u]f ‖∂, 3
2
≤ K ‖ f ‖4≤ K√
k
.
Combining these four inequalities and using (4.93), we get
‖ f˙ ‖3≤ K( 1
k
‖ ...f ‖1 + 1√
k
). (4.95)
From the definition of E, we know ‖ Lf¨ ‖0≤
√
E, so to bound f¨ we need only look at boundary
data. But
Nf¨ = (qS2(u))¨ + (∇[ν,u]f )˙ +∇[u,ν]f˙ .
Since ‖ f˙ ‖3 is assumed bounded and ‖ f ‖4≤ K√k , we get ‖ Nf¨ ‖∂, 12≤ K. Therefore
‖ f¨ ‖2≤ K( 1
k
√
E + 1). (4.96)
Finally we have the obvious inequality
‖ ...f ‖1≤ K
√
E
k
, (4.97)
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so we have bounds for f and its first three material derivatives. Combining (4.94) and (4.96)
we find
‖ f ‖4≤ K( 1
k
+
1
k2
√
E) (4.98)
and combining (4.95) and (4.97) we get
‖ f˙ ‖3≤ K( 1√
k
+
1
k
3
2
√
E). (4.99)
Thus combining (4.96)-(4.99) we get all the bounds in terms of E itself.
Now we are ready to get bounds on the growth of f and its derivatives.
We let
E1 = k
4 ‖ f ‖24 +k3 ‖ f˙ ‖23 +k2 ‖ f¨ ‖22 +k ‖
...
f ‖21 +k2.
Then (4.96)-(4.99) tell us that
E1 ≤ K(E + k2).
Also from (4.79) we find Q ≤ K√
k
E1 and from (4.80) we get
E(t) + P (t) ≤ E(0) + P (0) + K√
k
(E1(0) + E1(t)) +K
∫ t
0
E1(s)ds. (4.100)
But since P (t) is positive and since E(0) + P (0) ≤ KE1(0) using (4.100) we get
E1(t) ≤ KE1(0) + K√
k
(E1(0) + E1(t)) +K
∫ t
0
E1(s)ds.
Then if
√
k > K by iterating this inequality we can get a constant K1 depending only on K
such that
E1(t) ≤ K1E1(0)eK1t.
We assumed that ‖ f(0) ‖4≤ Kk , ‖ f˙(0) ‖3≤ K√k and this implies that ‖ f¨(0) ‖≤ K (using
(4.5)) and that ‖ ...f (0) ‖1≤ K
√
k. These assumptions tell us that E1(0) ≤ Kk2. This together
with the assumptions made at the beginning of the section (i.e. the bound (4.2) on u and
Assumption 4.2 on and f and material derivatives of f) tell us that for large k
E1(t) ≤ Kk2K1eK1t. (4.101)
But the assumptions (4.3a)-(4.3d) are equivalent to the inequality: E1(t) ≤ 4a24k3+k2. There-
fore the assumptions E1(0) ≤ Kk2, (4.2), and E1(t) ≤ 4a24k3 + k2, imply E1(t) ≤ KK1k2eK1t.
Let us now fix T > 0. Then if k is sufficiently large, for all t ∈ [0, T ], we have KK1k2eK1t <
4a24k
3 + k2. Therefore the inequalities E1(0) ≤ Kk2, (4.2), and E1(t) ≤ 4a2k3 + k2 imply
E1(t) ≤ KK1k2eK1t. Since E1 is a continuous function, this tells us that if (4.1) and (4.2)
hold, then for large k, E1(t) ≤ KK1k2eK1t for all t ∈ [0, T ]. That is Assumption 4.2 is no
longer necessary. The inequalities (4.1) and (4.2) imply that for large k, (4.101) holds. But
since E1 bounds f and its material derivatives, (4.101) implies
‖ f ‖4≤ K
k
, ‖ f˙ ‖3≤ K√
k
, ‖ f¨ ‖2≤ K and ‖
...
f ‖1≤ K
√
k.
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This K is the desired a5 of (4.4a)-(4.4d).
Thus we have shown that the assumptions (4.1) and (4.2) imply that there is a constant a5
depending only on Ω, T , a2 and a3 such that (4.4a)-(4.4d) hold for large k.
Remark 4.1. The argument given to prove (4.4a)-(4.4d) is similar to that used for Proposition
12.13 of [E2] and for Lemma 4.6 of [E4].
5. Proofs of Main Theorems
We begin this section with the proof of Theorem 3.1. It will be a combination of the results
of [E3] with the estimates of section 4. As in section 4, we shall restrict ourselves to the case
s = 3. The proof for general s is essentially the same.
We first consider for fixed k the initial data u0k, ρ0k and assume that k is large enough
so that ρ0k is near 1, and so that for each x ∈ Ω, |u0k(x)|2 < p′(ρ0k(x)). This can be done
because of assumption 2a) of Theorem 3.1 which implies that the C0-norm of u0k is bounded
independent of k and because of 2c) of that theorem which says that
‖ log ρ0k ‖4≤ a2
k
.
Then from [E3] we know that there exists an interval [0, T ] and H3 functions u, and ρ defined
on [0, t] × Ω which satisfy the compressible motion problem with initial data u0k, ρ0k. Thus
we need only show that ρ(t) ∈ H4 and δu(t) ∈ H3.
In order to show this we must first approximate u0k, ρ0k by H
4 functions which also sat-
isfy the compatibility conditions. That is we want a sequence ofH4 functions (un, ρn) such that
1) un → u0k in H3 and δun → δu0k in H3 as n→∞.
2) ρn → ρ0k in H4 as n→∞.
3) For each n, the pair (un, ρn) satisfies the compatibility conditions up to order 3.
Remark 5.1. We notice that here we require (un, ρn) to satisfy the compatibility conditions
up to order 3 for a solution in H4, in contrast with the statement of Theorem 3.1 where
compatibility conditions up to order s are required for a solution with velocity in Hs. The
reason for this is as follows.
As seen, the compatibility conditions involve the time-derivative of the solution at time
zero. In general, for a solution u and ρ in Hs with initial data in Hs (i.e., we are now talking
about the usual case where u and ρ are equally differentiable and no extra differentiability
of ρ0 nor div(u0) ∈ Hs are assumed) it is natural to expect compatibility conditions up to
order s− 1. In fact, as mentioned in the paper, the kth order compatibility condition involves
k derivatives of ρ0 and k − 1 derivatives of u0 and div(u0). Therefore, for u0 ∈ Hs, without
assuming div(u0) ∈ Hs, we can only expect to have s− 1 compatibility conditions, otherwise
more than s derivatives of u0 would be involved. This is what is assumed, for instance, in [E4]
and [S]. Our goal here with the sequence (un, ρn) is simply to construct an H
4 solution (for
the H4 initial data (un, ρn)), which then, in light of the estimates on f , can be used to show
the extra regularity of the original ρ solution. Therefore, in view of what was just above, this
SLIGHTLY COMPRESSIBLE FLUIDS II 31
initial data (un(0), ρn(0)), being in H
4, has to satisfy the compatibility conditions only up to
order 3.
Notice that there are further constraints on the initial data (un(0), ρn(0)), namely, div(un(0))
is also in H3. But this is required in order for this initial data to be close in H3 to our prepared
initial data (u0, ρ0), and is not required for the general fact that a H
4 initial data yields an
H4 solution. Since this general fact only requires, as explained, compatibility conditions up
to order 3, that is all we require for (un(0), ρn(0)).
We now proceed to construct such a sequence.
First we decompose u0k into its divergence free and gradient parts:
u0k = w0k +∇g0k.
We let w˜n be a sequence ofH
4 divergence free vector fields which converge to w0k inH
3(Ω,Rn).
Such a sequence is easily found; one simply approximates w0k by a sequence of H
4 vector fields
and lets the {w˜n} be P applied to this sequence. Now let u˜n = w˜n+∇g0k and ρ˜n = ρ0k. Then
δu˜n = −∆g0k = δu0k, and ∆g0k ∈ H3 implies ∇g0k ∈ H4, so clearly the sequence (u˜n, ρ˜n)
satisfies the conditions 1) and 2). We now show that it can be modified so that it will satisfy
3) as well.
Of course u˜n satisfies the zeroth compatibility condition because
〈u˜n, ν〉 = 〈∇g0k, ν〉 = 0 on ∂Ω
We let ϕi = ϕi(u, ρ) be the function defining the i
ih compatibility condition; that is we define
ϕi so that the i
th condition for initial data (u, ρ) is
ϕi(u, ρ) = 0
Then from section 3.1 we know that (letting f = log ρ)
ϕ1(u, ρ) = 〈∇uu+ c2(ρ)∇f, ν〉 (5.1)
To get formulas for ϕi, i > 1 is it convenient to use the quadratic form
S2(v1, v2) = −〈v1,∇v2ν〉
which we defined on section 3.1.
Then (3.4) tells us that
ϕ2(u, ρ) = −2S2(u,∇uu+ c2∇f) + p′′(ρ)ρ(−∇uf + δu)∇νf + c2∇ν(−∇uf + δu). (5.2)
To compute ϕ3 we take a time derivative of (3.3) to get
ϕ3(u, ρ) = −2S2(∂tu, ∂tu)− 2S2(∂ttu, u) + ∂2t (c2)∇νf + 2∂t(c2)∇ν∂tf + c2∇ν∂2t f. (5.3)
From our usual computations we get
∂tu = −(∇uu+ c2∇f),
∂tf = −∇uf + δu,
∂t(c
2) = p′′(ρ)ρ∂tf,
∂2t u = ∇∂tuu+∇u∂tu− ∂t(c2)∇f − c2∇∂tf,
∂2t f = −∇∂tuf −∇u∂tf + δ∂tu = −∇∂tuf −∇u∂tf − δ∇uu− δc2∇f,
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and substituting these expressions for the time derivatives in (5.3) gives an expression for
ϕ3(u, ρ). Other ϕ’s are computed in the same way, each one involving one more derivative of
(3.3).
Now let u ∈ H3 (with 〈u, ν〉 = 0), ρ ∈ H4 and assume δu ∈ H3. Then since ϕi involves i
derivatives of ρ but only i− 1 derivatives of u and δu, we find
ϕi(u, ρ) ∈ H31/2− i(∂Ω,R)
Letting u = w +∇g be the usual decomposition we can think of each ϕi as a function of w,
g, and f . In this way we get
ϕi : P (H
3(Ω,Rn))×∇(H5ν (Ω,R))×H4(Ω,R)→ H31/2− i(∂Ω,R) (i = 1, 2, 3)
where H5ν (Ω,R) = {g ∈ H5 | ∇νg = 0 on Ω}. We shall call the domain of this map X3,4,4.
We use H5ν (Ω,R) to insure that 〈u, ν〉 = 0 on ∂Ω and that δu = −∆g is in H3. Then if we let
Φ˜ = (ϕ1, ϕ2, ϕ3) we get a smooth map
Φ˜ : X3,4,4 → H21/2(∂Ω,R)×H11/2(∂Ω,R)×H 12 (∂Ω,R) (5.4)
We let Y denote the range of this map. Of course Φ˜(u0k, ρ0k) = 0 so limn→∞ Φ˜(u˜n, ρ˜n) = 0.
Now we show the existence of (un, ρn) in three steps. First we let
X4,4,4 = {(w,∇g, f) ∈ X3,4,4, | w ∈ H4}
and let Φ be the restriction of Φ˜ to X4,4,4. Second we show that the derivative of the map
Φ : X4,4,4 → Y at each point (u˜n, ρ˜n) is a surjection. Third we use an implicit function
theorem type of argument to show that for large n there exists (un, ρn) near (u˜n, ρ˜n) such that
Φ(un, ρn) = 0. This sequence {(un, ρn)} will satisfy the required conditions 1), 2) and 3).
We proceed with the second step, computing the derivative of Φ. From (5.1) we see that
(letting f˜ = log ρ˜).
D(u˜,ρ˜)ϕ1(w,∇g, f) = −2S2(u˜, w +∇g) + p′′(ρ˜)f∇ν f˜ + c2(ρ˜)∇νf
where D(u˜,ρ˜)ϕ1(w,∇g, f) means the derivative of ϕ1 at (u˜, ρ˜) in direction (w,∇g, f).
Assuming that ‖ f˜ ‖4≤ Kk we find that
D(u˜,ρ˜)ϕ1(w,∇g, f) = A11(w,∇g, f) + c2(ρ˜)∇νf (5.5)
where A11 : X
4,4,4 → H2 12 (∂Ω,R) is a bounded linear operator depending on (u˜, ρ˜) but with
operator norm bounded by some K independent of k.
Similarly from (5.2) we find
D(u˜,ρ˜)ϕ2(w,∇g, f) = A21(w,∇g) + kA22f + c2(ρ˜)∇ν∆g, (5.6)
and from (5.3)
D(u˜,ρ˜)ϕ3(w,∇g, f) = A31(w,∇g) + kA32(∇g) + kA33f − c2(ρ˜)∇νLf (5.7)
where L = −δc2(ρ˜)∇, and A21, A22 : X4,4,4 → H11/2(∂Ω,R) are bounded operators with
bounds independent of k, as are A31, A32, A33 : X
4,4,4 → H 12 (∂Ω,R). Furthermore since the
ϕi’s involve no more than two derivatives of u˜ and δu˜, the bounds on the operators Aij are
uniform for all (u˜, ρ˜) which are near (u0k, ρ0k) in X
3,4,4. Formulas (5.5)-(5.7) give an expression
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for the linear operator D(u˜,ρ˜)Φ : X
4,4,4 → Y . From the above we know that it is uniformly
bounded for all (u˜, ρ˜) in an X3,4,4-neighborhood of (u0k, ρ0k).
Computing in the same way we get a formula for D2(u˜,ρ˜)Φ, the second derivative of Φ at
(u˜, ρ˜) which is a bilinear map from X4,4,4 ×X4,4,4 → Y . Using the same reasoning as above,
we find that D2(u˜,ρ˜)Φ is bounded as a bilinear operator and again we see that the bound is
uniform for (u˜, ρ˜) near (u0k, ρ0k) in X
3,4,4.
Now we shall use (5.5)-(5.7) to find a right inverse to D(u˜,ρ˜)Φ. This amounts to finding a
solution (w,∇g,∇f) to the linear equations
A11(w,∇g, f) + c2∇νf = h1 (5.8)
A21(w,∇g) + kA22f + c2∇ν∆g = h2 (5.9)
A31(w,∇g) + kA32(∇g) + kA33f − c2∇νLf = h3 (5.10)
where hi ∈ H31/2− i(∂Ω,R), i = 1, 2, 3.
When k is large this system can be solved by a Neumann series technique. To begin, we let
w = 0 so u = ∇g. Then we let
f1 = GL(
1
c2
h1)− L−1GL( 1
c2
h3)
g1 = ∆
−1G(
1
c2
h2 − k
c2
A22f1)
where G, GL, ∆
−1 and L−1 are as in section 4.
Then
1
c2
A11(0,∇g1, f1) +∇νf1 = 1
c2
h1 +
1
c2
A11(0,∇g1, f1),
1
c2
A21(0,∇g1) + k
c2
A22f1 +∇ν∆g1 = 1
c2
h2 +
1
c2
A21(0,∇g1),
1
c2
A31(0,∇g1) + k
c2
A32(∇g1) + k
c2
A33f1 −∇νLf1 = 1
c2
(h3 + A31(0,∇g1) + kA32(∇g1) + kA33f1)
=
1
c2
(h3 +R1),
where R1 is defined by the last equality. Therefore let
f2 = f1 +GL
1
c2
A11(0,∇g1, f1) + L−1GL 1
c2
(R1)
and let
g2 = g1 +∆
−1G(
1
c2
A21(0,∇g1)− k
c2
A22(f2 − f1)).
continuing we get a sequence {gℓ, fℓ} and it is clear that
‖ gℓ − gℓ−1 ‖5 + ‖ fℓ − fℓ−1 ‖4≤ K
kℓ
.
Therefore for k large we get the limits gℓ → g and fℓ → f and (0,∇g, f) satisfies the system
(5.8)-(5.10). Furthermore it is clear that
‖ f ‖4 + ‖ ∇g ‖4≤ K(‖ h1 ‖∂,21/2 + ‖ h2 ‖∂,11/2 + ‖ h3 ‖∂, 1
2
)
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where K depends only on the norms of the operators Aij . Therefore we have found a right
inverse to D(u˜,ρ˜)Φ which is uniformly bounded for (u˜, ρ˜) near (uk0, ρk0).
Now we proceed to our third step, the implicit function theorem argument, which will show
the existence of the sequence (un, ρn). Our proof follows from the proof of the implicit function
theorem. Let An : Y → X4,4,4 be the right inverse to D(u˜n,ρ˜n)Φ which we constructed above,
and let
ψn : Y → Y
be defined by
ψn(y) = Φ(An(y) + (u˜n, ρ˜n))− Φ(u˜n, ρ˜n).
Clearly ψn takes zero to zero and its derivative at zero is the identity map from Y to Y . Also,
since D2Φ, and An are bounded so is D
2ψn. Assuming D
2ψn : Y × Y → Y has bound K,
a standard estimate tells us that for ǫ < 1
4K
, I − ψn : B2ǫ(0) → Bǫ(0) is a contraction with
Lipshitz constant 1
2
. (Br(0) is the ball about zero of radius r in Y.)
Now given z ∈ Bǫ(0), let θ : Y → Y be defined by
θ(y) = y − ψn(y) + z = (I − ψn)(y) + z.
Then θ : B2ǫ(0) → B2ǫ(0) is also a contraction and therefore has a unique fixed point, call it
yn.
Given any positive ǫ which is less than 1
4K
, we can find n so that ‖ Φ(u˜n, ρ˜n) ‖Y< ǫ. Then
let z = Φ(u˜n, ρ˜n), so that yn satisfies:
yn = yn − ψn(yn) + Φ(u˜n, ρ˜n) = yn − Φ(An(yn) + (u˜n, ρ˜n)).
Thus Φ(An(yn) + (u˜n, ρ˜n)) = 0 so (un, ρn) = An(yn) + (u˜n, ρ˜n) satisfies the compatibility
conditions. Since ‖ yn ‖< 2ǫ, ‖ (un, ρn)− (u˜n, ρ˜n) ‖X4,4,4< 2ǫ. Therefore (un, ρn) converges to
(u0k, ρ0k) in X
3,4,4, and hence is the desired sequence.
Now that we have the sequence (un, ρn), Theorem 3.1 follows from the estimates of section
4. From [E3] we know that for each pair (un, ρn) we get curves (un(t), ρn(t)) in H
4 defined on
some interval [0, Tn); we take Tn to be as large as possible.
However since (un, ρn) → (u0k, ρ0k) in H3 we know that if n is large, {(un(t), ρn(t))} and
(u(t), ρ(t)) all exist as H3 functions on [0, T ], and (un(t), ρn(t)) converges to (u(t), ρ(t)) in
H3. Therefore there exist constants a2 and a3 as required in section 4 so that (4.1) and (4.2)
hold for the functions un(t) and fn(t) = log ρn(t), and since (un, ρn) → (u, ρ) in H3 one can
choose one set of constants for all n. Hence we find a constant a5 such that (4.4a)-(4.4d)
hold for all fn also. But it is well known (see [K2] for example) that if hn → h in Hs and
{hn} is a bounded sequence in Hs+1, then in fact h ∈ Hs+1. Therefore fn → f = log ρ in H3
implies f ∈ H4, and f˙n → f˙ implies f˙ ∈ H3. Hence we have ρ ∈ H4 and f˙ = δu ∈ H3. This
completes the proof of theorem 3.1.
To prove Theorem 3.2 we first state an equivalent theorem and prove the latter using the
estimates of section 4 together with the proof of theorem 5.5 of [E2].
In order to state the equivalent theorem we will use the map ζ(t) : Ω→ Ω to describe the
compressible fluid position at time t, and η(t) : Ω→ Ω to describe the incompressible position.
We think of both ζ and η as curves in Ds, with ζ(0) = η(0) = id, the identity diffeomorphism.
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If we use “ ˙ ” to denote time derivatives of η and ζ we have (as in section 1)
η˙(t)(x) = v(t, η(t)(x)) = v(t)(η(t)(x)) (5.11)
so
v(t)(x) = η˙(t) ◦ (η(t))−1(x)
and
ζ˙(t)(x) = u(t, ζ(t)(x)) = u(t)(ζ(t)(x)) (5.12)
so
u(t)(x) = ζ˙(t) ◦ (ζ(t))−1(x) (5.13)
where (η(t))−1 and (ζ(t))−1 are the inverses of the diffeomorphisms η(t), ζ(t) : Ω→ Ω and ◦
means composition. Therefore
η¨(t)(x) = ∂tv(t, η(t)(x)) +∇vv(t, η(t)(x)) = v˙(t, η(t)(x)) = v˙(t)(η(t)(x))
and similarly
ζ¨(t)(x) = ∂tu(t, ζ(t)(x)) +∇uu(t, ζ(t)(x)) = u˙(t, ζ(t)(x)) = u˙(t)(ζ(t)(x))
Hence (2.12) is equivalent to the equation
η¨(t)(x) = (Q(∇vv))(η(t)(x)) (5.14)
and (2.1a) is equivalent to
ζ¨(t)(x) = −(1
ρ
∇p)(ζ(t)(x)) = −(c2∇f)(ζ(t)(x)) (5.15)
Since (5.15) involves ρ or f we must find a relation between one of them and ζ . If we denote
by J(ζ(t)) the Jacobian determinant of ζ(t), a direct computation gives
∂
∂t
(J(ζ(t)))(t, x) = J(ζ(t))(t, x)(div(u)(t, ζ(t)(x))).
Thus we find that if we let
h(t, x) = − log(J(ζ(t)))((ζ(t)−1)(x))
then h satisfies
h˙ = −δu.
Therefore since f satisfies (2.6) with initial condition f(0, x) = f0k(x) and since h(0, x) =
log(J(id)) = 0 we must have
f(t, x) = f0k(x) + h(t, x) (5.16)
Combining (5.15) and (5.16) we find that (u, f) satisfy (2.1a) and (2.6) with initial condition
f(0, x) = f0k(x) if and only if ζ satisfies
ζ¨(t)(x) = −(c2∇(f0k + h))(t, ζ(t)(x)) (5.17)
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where h is defined in terms of ζ as above and c2 depends on ρ or f which in turn depends on
h. Also we note that if ζ and η are curves in Ds, and u and v are defined in terms of ζ and η
using (5.11)-(5.12), then we find that u and v must satisfy the boundary conditions
〈u, ν〉 = 〈v, ν〉 = 0 on ∂Ω.
Now we state the equivalent theorem
Theorem 5.1. Assume that u0k, ρ0k, pk, and v0 are as in Theorem 3.2. Then there exist
an interval [0, T ] and a unique smooth curve η : [0, T ] → Ds satisfying (5.14) such that
η(0) = id, the identity diffeomorphism, and η˙(0) = v0. Also for each k, there exists a unique
C2 curve ζk(t) in D
s defined on an interval [0, T (k)] satisfying (5.17), and such that ζk(0) = id,
ζ˙k(0) = u0k.
Furthermore if T (k) is maximal, then T (k) > T for large k, and as k → ∞, ζk(t) → η(t)
as a C1 curve in Ds. In addition
J(ζk(t)) ◦ ζk(t)−1 → 1 in Hs+1
It is clear that Theorem 5.1 implies 3.2; one simply let uk(t) = ζ˙k(t) ◦ (ζ(t))−1, v(t) =
η(t) ◦ (η(t))−1. Then ζk → η in C1 implie that uk → v in C0. Also since
ρk(t) =
ρ0k
J(ζk(t)) ◦ (ζk(t)−1)
we find ρk → 1 in Hs+1.
We now proceed with the proof of Theorem 5.1. It is essentially the same as the proof of
Theorem 5.5 of [E2] so we shall go through it rather briefly expecting the reader to refer to
[E2] for details.
First we define Z : D3 ×H3(Ω,Rn)→ H3(Ω,Rn) by
Z(ξ, α) = (Q(∇α◦ξ−1P (α ◦ ξ−1))) ◦ ξ
as in [E2] section 13. Then since v = η˙ ◦ η−1 and P (v) = v we find that (5.14) can be written
η¨ = Z(η, η˙).
Solving this with initial condition v0 is of course the same as solving
η˙(t) = v0 +
∫ t
0
Z(η(s), η˙(s))ds. (5.18)
We will now find an equation similar to (5.18) for ζ = ζk. Note that
ζ˙ = u ◦ ζ = w ◦ ζ +∇g ◦ ζ
where u = w +∇g is the decomposition of u into divergence free and gradient parts.
But from (2.16) we find that
∂w
∂t
+∇uw = Q(∇uw)− P (∇w∇g)
and therefore
(w ◦ ζ )˙ = (Q(∇uw)− P (∇w∇g)) ◦ ζ.
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Define R : D3 ×H3(Ω,Rn)→ H3(Ω,Rn) by
R(ξ, α) = (P (∇α◦ξ−1Q(α ◦ ξ−1))) ◦ ξ
as in [E2] section 13. Then
(w ◦ ζ )˙ = Z(ζ, ζ˙)− R(ζ, ζ˙)
so
ζ˙ = P (u0k) +
∫ t
0
(
Z(ζ(s), ζ˙(s))− R(ζ(s), ζ˙(s))ds+ (∇g(t)) ◦ ζ(t). (5.19)
We shall show that this equation is close to (5.18), and from this the theorem will follow.
We let T1(k) = min{T, T (k)} and assume that (ζk, ζ˙k) : [0, T1(k)) → D3 × H3(Ω,Rn) is
within ǫ of the curve (η, η˙) : [0, T1(k)) → D3 × H3(Ω,Rn) . This gives a constant a3 such
that (4.2) holds. The hypothesis of Theorem 3.1 implies that (4.1) holds so if k is large, the
estimates of section 4 are valid and we find a5 such that
‖ fk(t) ‖4≤ a5
k
and ‖ f˙k(t) ‖3≤ a5√
k
But ∇g = ∇∆−1f˙ and R(ζ, ζ˙) = P (∇w∇g) ◦ ζ so we get a constant a6 depending on ǫ, such
that
‖ ∇g ◦ ζ ‖3≤ a6√
k
and
‖ R(ζ, ζ˙) ‖3≤ a6√
k
Also as k →∞, u0k → v0, so P (u0k)→ v0 also. Thus we find
‖ η˙(t)− ζ˙k(t) ‖3≤ ‖ P (u0k)− v0 ‖3 +(1 + t) a6√
k
+
∫ t
0
‖ Z(η(s), η˙(s))− Z(ζk(s), ζ˙k(s)) ‖3 ds.
(5.20)
Iterating this inequality we find that for large k we can find ǫ2 < ǫ such that if t ∈ [0, T1(k)]
‖ (ζk(t), ζ˙k(t))− (η(t), η˙(t)) ‖3≤ ǫ2.
Furthermore, since ‖ f ‖4≤ a5k we can pick a6 so that ‖ ρk − 1 ‖4≤ a6k also. Therefore we
find that since T (k) is maximal T (k) > T1 so T = T1(k). Also as k → ∞, ǫ2 can be taken
arbitrarily small. Hence ζk → η as a C1 curve in D3 and ρk → 1 in H4, so J(ζk) ◦ ζ−1k → 1 in
H4 also. ζ is a C2 curve in D3 because f ∈ H4 and by (5.15), ζ¨ = −(c2∇f) ◦ ζ ∈ H3(Ω,Rn).
This concludes the proof.
Remark 5.2. It is most curious that ρ(t) or f(t) are in H4 while u(t) or ζ(t) are only in H3.
In the first place ρ = J(ζ) ◦ ζ−1 involves first derivatives of ζ so one would expect ρ to be less
rather than more differentiable. Secondly, (u, ρ) satisfies (2.1a)-(2.1b) which is a quasi-linear
symmetric hyperbolic system. The usual methods of solution of such systems would produce
equally differentiable u and ρ.
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6. Differentiable Dependence on Initial Conditions
In this section we shall show that the solution of the compressible fluid problem depends
differentiably on the initial conditions u0k, ρ0k. This solution, uk(t), ρk(t) is given by Theorem
3.1.
As we explained in section 5, the motion described by uk(t), ρk(t) (which we sometimes call
u(t),ρ(t)) can be equivalently described by ζ(t) : Ω → Ω where ζ(t) is a differentiable curve
in Ds, and
ζ˙(t) = u(t)(ζ(t)(x)) (6.1)
We shall show that for fixed t, ζ(t) and ζ˙(t) depend differentiably on u0k, and ρ0k. First
we note that uk(t), ρk(t) are given by theorem 3.1 only when u0k ∈ Hs, δu0k ∈ Hs, and
ρ0k ∈ Hs+1, and when u0k satisfies some inequalities and the compatibility conditions.
Thus (taking s = 3), we let
I =
{
(u, ρ) ∈ X3,4,4 | (u, ρ) satisfy the inequalities of Theorem 3.1, and Φ˜(u, ρ) = 0}
where Φ˜ : X3,4,4 → Y is defined in (5.4). The set I is then the set of possible initial conditions
for Theorem 3.1.
Given t we define ψt(u, ρ) = (ζ(t), ζ˙(t)) where ζ(t) is the compressible fluid motion with
initial data (u, ρ). Then ψt : Ut → D3×H3(Ω,Rn) where Ut is the set of initial conditions for
which the fluid motion is defined for at least time t. From Theorem 3.1 it follows that Ut is
open in I .
The goal of this section is to show the following:
Theorem 6.1. Ut is a submanifold of X
3,4,4 and ψt : Ut → D3 ×H3(Ω,Rn) is C1.
Proof. Since Ut is open in I , to show that Ut is a submanifold is suffices to check that I is
a submanifold. This we proceed to do.
First let
J =
{
(u, ρ) ∈ X3,4,4 | (u, ρ) satisfy the inequalities of Theorem 3.1 }
Clearly J is open in X3,4,4. Then let Φ˜ : J → Y be defined as in (5.4). As we showed in
section 5, Φ˜ is a smooth map and its derivative at any point (u, ρ) is a surjective map from
X3,4,4 to Y . Hence I = {(u, ρ) ∈ J | Φ˜(u, ρ) = 0} is a submanifold of J or X3,4,4.
Now we must show that ψt : Ut → D3×H3(Ω,Rn) is differentiable, and to do so we will use
equation (5.19). Note that ∇g of that equation is equal to ∇∆−1f˙ where f is the solution of
(2.9). Of course f and therefore ∇g depend on the initial data (u, ρ) so we define for each t:
Ξt : Ut → H3(Ω,Rn),
Ξt(u, ρ) = ∇g.
We shall need the following proposition which will be proven in section 7.
Proposition 6.1. Ξt : Ut → H3(Ω,Rn) is a C1 map.
Remark 6.2. Since f˙ is in H3, ∇g is actually in H4. However, the map (u, ρ) 7→ ∇g is
continuous in H4, but probably not differentiable.
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Given Proposition 6.1, our proof that ψt is differentiable will be a modification of the
proof that the solution of an ordinary differential equation depends differentiably on initial
conditions (see for example [L]). In this case the equation will be (5.19).
We shall need the following.
Lemma 6.3. Let w ∈ H4(Ω,Rn). Then the map ζ 7→ w◦ζ is a C1 map from D3 to H3(Ω,Rn).
Proof. This is just a calculus lemma, see [E1], [BB], or [EM] 
To show that ψt is differentiable, it suffices to show that (u, ρ) 7→ ζ˙ is differentiable, because
ζ(t) = id+
∫ t
0
ζ˙(s)ds. (6.2)
To show that ζ˙ depends differentiably on (u, ρ) we rewrite (5.19), using (6.2) to replace ζ with
ζ˙.
First we rewrite the terms of (5.19), letting
A(u, ρ) = Pu
B(ζ, ζ˙) = Z(ζ, ζ˙)− R(ζ, ζ˙)
C(u, ρ, ζ, t) = (∇g(t)) ◦ ζ(t) = Ξt(u, ρ) ◦ ζ(t)
Then (5.19) becomes
ζ˙(t) = A(u, ρ) +
∫ t
0
B
(
ζ(s), ζ˙(s)
)
ds+ C(u, ρ, ζ, t)
or
ζ˙(t) = A(u, ρ) +
∫ t
0
B
(
id+
∫ s
0
ζ˙(s′)ds′, ζ˙(s)
)
ds+ C(u, ρ, ζ, t). (6.3)
Now we use an argument from [L], to get the required differentiability. Let
X = C([0, t], H3(Ω,Rn))
be the Banach space of continuous curves from [0, t] to H3(Ω,Rn) with norm
‖ z ‖= sup
0≤s≤t
{‖ z(s) ‖3}.
Let T : Ut ×X → X be defined by
T (u, ρ, z)(s) = A(u, ρ) +
∫ s
0
B
(
id+
∫ ℓ
0
z(t′)dt′, z(ℓ)
)
dℓ
+ C
(
u, ρ, id+
∫ s
0
z(ℓ)dℓ, s
)− z(s). (6.4)
Checking carefully, we see that z(t) is a solution of (6.3) if and only if T (u, ρ, z) = 0. Thus
given (u, ρ) we find that
T (u, ρ, ζ˙) = 0
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We now use the implicit function theorem to show that ζ˙ is a C1 function of (u, ρ). First
note that the maps A, B, and C are all C1: A : X3,4,4 → H3(Ω,Rn) is a continuous linear
map; B : D3 × H3(Ω,Rn) → H3(Ω,Rn) is C∞ since Z and R are C∞ as is shown in [E2];
C : Ut×D3× [0, t]→ H3(Ω,Rn) is C1 by Proposition 6.1 and Lemma 6.3. Therefore T is also
C1.
Now we compute the partial derivative of T with respect to its last (i.e, z) variable. Using
(6.4) we find that the z-partial derivative of T in direction ξ is:
DzT (u, ρ, z)(ξ)(s) =
∫ s
0
DB
(
id+
∫ ℓ
0
z(t′)dt′, z(ℓ)
)( ∫ ℓ
0
ξ(t′)dt′, ξ(ℓ)
)
dℓ
+DC
(
u, ρ, id+
∫ s
0
z(ℓ)dℓ, s
)(
0, 0, 0,
∫ s
0
ξ(ℓ)dℓ
)− ξ(s). (6.5)
Therefore we can write
DzT (u, ρ, z)ξ = ǫ(u, ρ, z)ξ − ξ
where ǫ(u, ρ, z) : X → X is a linear map defined by (6.5).
Since ǫ(u, ρ, z) : X → X involves ∫ t
0
ξ, we can pick t > 0 small enough that the operator
norm of ǫ(u, ρ, z) is less than 1. In that case DzT (u, ρ, z) : X → X is an invertible map.
Now fix a fluid motion ζ with initial data (u, ρ), so T (u, ρ, ζ˙) = 0. Then if DzT (u, ρ, ζ˙) is
invertible, the implicit function theorem tells us that there is a neighborhood Vt of (u, ρ) in Ut
and a C1 map ∧ : Vt → X such that for any (u˜, ρ˜) ∈ Vt, T (u˜, ρ˜,∧(u˜, ρ˜)) = 0. Thus ˙˜ζ = ∧(u˜, ρ˜)
gives a fluid motion with initial data (u˜, ρ˜). But if t is small, DzT (u, ρ, ζ˙) is invertible, so we
get the C1 map ∧. Therefore since ψt(u˜, ρ˜) = ∧(u˜, ρ˜)(t), ψt : Ut → D3 ×H3(Ω,Rn) is C1 as
well.
To show that ψt is C
1 for large t, we note that for 0 < t1 < t
ζ˙(t) =P (ζ˙(t1) ◦ ζ−1(t1)) ◦ ζ(t1) +
∫ t
t1
B
(
ζ(t1) +
∫ s
t1
ζ˙(s′)ds′, ζ˙(s)
)
ds
+ C(u, ρ, ζ(t1) +
∫ t
t1
ζ˙(s)ds, t)
(6.6)
Using (6.6) instead of (6.3), and defining T analogously, we find that ζ˙(t) is a C1 function of
(u, ρ, ζ(t1), ζ˙(t1)). Iterating this argument we get that ζ˙(t) is a C
1 function of (u, ρ, ζ˙(0)) =
(u, ρ, u). It follows that ψt is C
1 for all t, so Theorem 6.1 is proven. 
Remark 6.4. The map (u0, ρ0) 7→ u(t) defined from Ut to H3(Ω,Rn) cannot be shown to be
C1 by this method. The use of Lagrange coordinates is essential. Indeed (u0, ρ0) 7→ u(t) is
probably not C1 or even Ho¨lder continuous. See the counter example of [K2] and also section
7 of this paper.
7. Differentiable Dependence on Initial Conditions for Quasilinear
Symmetric Hyperbolic Equations. Proof of Proposition 6.1
The specific goal of this section is the proof of Proposition 6.1, which says that the gradient
part of a compressible fluid velocity depends differentiably on the initial conditions. However,
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since the proof is basically the same for a general quasi-linear symmetric hyperbolic system,
we will discuss the general case as well.
Consider the initial value problem{
∂tu+
∑n
i=1 ai(t, x, u)∂iu = f(t, x, u)
u(0, x) = u0(x)
(7.1)
where 0 ≤ t ≤ T , x ∈ Rn, f and u take values in Rm and ai(t, x, u) is a symmetric m × m
matrix. To avoid extra technicalities, we will assume that {ai} and f are smooth.
It is well known (see [K2] for example) that for small t, this problem has a unique solution.
We shall discuss this solution using the results and function spaces of [K2]. However, in order
to avoid imposing conditions at |x| → ∞, we shall assume that ai, f , u0 and u are all periodic
in x, or equivalently x ∈ Tn = Rn/Zn.
Theorem 7.1. If s > n
2
+ 1, then for each u0 ∈ Hs(Tn) there exists a T > 0 and a unique
solution u(t, x) on [0, T ]× Tn
Proof. See [K2]. 
Letting u(t, x) = u(t)(x), we consider u as a curve of functions on Tn. This curve is
continuous in Hs(Tn), that is, it is an element of
CHs([0, T ]) = C0([0, T ], Hs(Tn)).
Also there exists a neighborhood U of u0 in H
s(Tn), such that for each v0 in U , there exists a
solution v of (7.1) with v ∈ CHs([0, T ]) and v(0) = v0. Furthermore v depends continuously
on v0.
Counter examples in [K2] show that u(t) ∈ Hs(Tn) do not depend differentiably (or even
Ho¨lder continuously) on u0 however. We shall investigate this phenomenon and show that
the dependence of u on u0 is C
1 if we reduce s by one in the range. That is, the map from
u0 ∈ Hs to u ∈ CHs−1([0, T ]) is C1. Then using this idea, we will prove Proposition 6.1.
First we consider a C1-curve of initial data uλ0 and let u
λ(t) be a solution of (7.1) with initial
data uλ0 . When λ = 0 we suppress the superscript so that u
0
0 = u0 and u
0(t) = u(t). Let us
assume that all derivatives exist and let
z(t) = ∂λ(u
λ(t))|λ=0.
Then differentiating (7.1) we find:
∂tz +
n∑
i=1
ai(t, x, u)∂iz +
n∑
i=1
∂u(ai(t, x, u))z∂iu = ∂uf(t, x, u)z (7.2)
and we rewrite this as
∂tz + A(u)∇z +B(u,∇u)z = F (u)z. (7.3)
This equation is linear symmetric-hyperbolic and such equations are also analyzed in [K2].
The solution of (7.2) with Hs initial data is shown to be a continuous curve in Hs−1. It is not
shown to be in Hs because the operator B(u,∇u) is multiplication by Hs−1-functions (since
it involves x-derivatives of u). Thus B(u,∇u) : Hs−1 → Hs−1 but B(u,∇u)(Hs) * Hs.
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From this we might suspect that ∂λ(u
λ) exists as a curve in CHs−1, but not generally in
CHs. We shall show that this is in fact what happens.
To begin with, we present a simple example which will help us both with the symmetric
hyperbolic system and with the proof of proposition 6.1 (compare to the counter example of
[K2]). Let n = m = 1, and let uλ0 be a C
1 curve in Hs(T1,R1) (s > 3
2
) parameterized by λ.
Then for each λ, let uλ be the solution of
∂tu
λ + uλ∂xu
λ = 0, uλ(0) = uλ0 . (7.4)
(this is a one dimensional compressible fluid motion with p(ρ) = 0). Such a solution is easily
found: Let ζλ(t) be a curve in Ds defined by ζλ(t) = x + tuλ0(x), so ζ˙
λ(t) = uλ0 . Then let
uλ(t) = ζ˙λ(t) ◦ (ζλ(t))−1 = uλ0 ◦ (ζλ(t))−1 (compare with (5.12) ). Clearly:
uλ(t) ◦ ζλ(t) = uλ0 (7.5)
and differentiating (7.5) with respect to t, we find that uλ satisfies (7.4). Since ζλ(t) is a
continuous curve in Ds (at least for t near zero), (ζλ(t))−1 is also continuous in Ds. Hence
uλ(t) is continuous in Hs(T,R). Thus if T is small enough so that ζλ(t) ∈ Ds for all t between
zero and T , then uλ ∈ CHs([0, T ]). Also it is clear from the construction that uλ depends
continuously on λ and that we can in fact find numbers T and ∧ such that the map λ 7→ uλ
is continuous from (−∧,∧) to CHs([0, T ]).
Now we consider differentiability with respect to λ. Let z0 = ∂λ(u
λ
0)|λ=0 and z = ∂λ(u
λ)|λ=0.
Then ∂λ(ζ
λ(t))|λ=0 = tz, so differentiating (7.5) with respect to λ and letting λ = 0, we get
z(t) ◦ ζ(t) + (∂xu(t)) ◦ ζ(t) tz0 = z0 (7.6)
where we omit the “λ” when λ = 0. Also applying ∂x to (7.5) we get:
((∂xu
λ(t)) ◦ ζλ(t))∂x(ζλ(t)) = ∂xuλ0 .
But
∂x(ζ
λ(t)) = 1 + t∂xu
λ
0
so
∂x(u
λ(t)) ◦ ζλ(t) = ∂xu
λ
0
1 + t∂xu
λ
0
. (7.7)
Combining (7.6) and (7.7) we find:
z(t) ◦ ζ(t) = z0
(
1− t∂xu0
1 + t∂xu0
)
= z0
( 1
1 + t∂xu0
)
. (7.8)
From (7.8) we see that z is an element of CHs−1 which depends continuously on u0, and from
this it follows that u ∈ CHs−1 is a C1-function of u0
Differential dependence on u0 can also be shown by another method which will prove useful
later. Differentiating (7.4) with respect to λ we find that z, if it exists, must satisfy:
∂tz + u∂xz + (∂xu)z = 0. (7.9)
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This equation is of the same type as (7.3), so it can be solved for z ∈ CHs−1 by the methods
of [K2]. Also the difference quotient zλ = 1
λ
(uλ − u) satisfies
∂tz
λ + u∂xz
λ + (∂xu
λ)zλ = 0, zλ(0) = zλ0 =
1
λ
(uλ0 − u0) (7.10)
so y = zλ − z satisfies
∂ty + u∂xy + (∂xu)y = λz
λ∂xz
λ, y(0) = y0 = z
λ
0 − z0. (7.11)
The estimates of [K2] show that y → 0 in CHs−1 as λ → 0, and from this it follows that
u ∈ CHs−1 depends differentiably on u0.
We will use this method to show differentiability of the solution of (7.1), and also in the
proof of Proposition 6.1.
One can also solve (7.9)-(7.11) more directly as follows: (7.9) is equivalent to
(z(t) ◦ ζ(t))˙ + (∂xu(t) ◦ ζ(t))(z(t) ◦ ζ(t)) = 0
so
z(t) ◦ ζ(t) = exp(−
∫ t
0
(∂xu(s)) ◦ ζ(s)ds)z0. (7.12)
Similarly from (7.10) we get
zλ ◦ ζ(t) = exp(−
∫ t
0
(∂xu
λ(s)) ◦ ζ(s)ds)zλ0 . (7.13)
Also, (7.11) is equivalent to:
(y(t) ◦ ζ(t))˙ + ((∂xu(t)) ◦ ζ(t))(y(t) ◦ ζ(t)) = λ(zλ∂xzλ) ◦ ζ(t). (7.14)
Therefore
y(t) ◦ ζ(t) = exp(−
∫ t
0
(∂xu)(s) ◦ ζ(s)ds)y0
+
∫ t
0
exp(−
∫ t
s
(∂xu)(τ) ◦ ζ(τ)dτ)(zλ(s)λ∂xzλ(s)) ◦ ζ(s)ds
(7.15)
As λ → 0, uλ → u in CHs. Hence ∂xuλ − ∂xu = λ∂xzλ → 0 in CHs−1. Also from (7.13) we
find that zλ is bounded in CHs−1 uniformly in λ. Therefore the last term of (7.15) goes to
zero in CHs−1 as λ→ 0. But zλ0 → z0 by definition, so y0 → 0. Hence by (7.15) y(t)◦ζ(t)→ 0
in CHs−1 as λ → 0. An argument of this type will be used in the proof of Proposition 6.1
also.
We now proceed to prove differentiability for the symmetric hyperbolic case.
Proposition 7.1. Let u0 ∈ U ⊂ Hs(Tn) and u ∈ CHs([0, T ]) be as in Theorem 7.1. Also let
v be the solution of (7.1) for v0 ∈ U as in that theorem. Define Φ : U → CHs−1([0, T ]) by
Φ(v0) = v. Then Φ is C
1. In fact, DΦ(u0)z0 is the solution of (7.3) with initial data z0.
To prove this proposition we will need the following Lemma which is a variant of the Ω-
Lemma (see e.g. [E1] or [P]).
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Lemma 7.2. Let h = h(t, x, u) be a smooth function from [0, T ]× Rn × Rm to some Rk and
for s′ > n
2
let Ωh : CH
s′ → CHs′ be defined by Ωh(u)(t)(x) = h(t, x, u(t)(x)). Then Ωh is a
smooth map. Also the derivative of Ωh at u in the direction z obeys the formula:
(D(Ωh)(u)z)(t)(x) = ∂uh(t, x, u(t)(x))(z(t)(x))
or more succinctly
D(Ωh)(u)z = Ω∂uh(u)z. (7.16)
Proof. The proof is the same as the proof of the Ω-Lemma in [E1] or [P], so we shall omit
most of it. We shall however compute the first derivative of Ωh.
Let uλ = u+ λz ∈ CHs′. Then for each t and x
Ωh(u
λ)(t)(x)− Ωh(u)(t)(x) =
∫ 1
0
∂uh(t, x, u
τλ(t, x))λz(t, x)dτ.
Therefore
Ωh(u
λ)(t)(x)− Ωh(u)(t)(x) =
∫ 1
0
Ω∂uh(u
τλ)λzdτ = λ
(∫ 1
0
Ω∂uh(u
τλ)dτ
)
z.
Hence
1
λ
(
Ωh(u
λ)− Ωh(u)
)− Ω∂uh(u)z = (∫ 1
0
(Ω∂uh(u
τλ)− Ω∂uh(u))dτ
)
z. (7.17)
The right hand side of (7.17) goes to zero in CHs
′
as λ→ 0, and (7.16) follows. 
Proof of Proposition 7.1: Let u be the solution of (7.1) with initial data u0 and let u
λ be the
solution with initial data uλ0 = u0 + λz0. Also let z be the solution of (7.3) with initial data
z0 and let z
λ equal 1
λ
(uλ − u).
We shall show that limλ→0 zλ = z where the limit is in CHs−1. Since u and uλ satisfy (7.1),
zλ satisfies:
∂tz
λ +
n∑
i=1
ai(t, x, u)∂iz
λ +
n∑
i=1
1
λ
(ai(u
λ)− ai(u))∂iuλ = 1
λ
(f(uλ)− f(u)) (7.18)
We want to show that the solution of (7.18) is near z and to do so we rewrite (7.18) as:
∂tz
λ + A(u)∇zλ +B(u,∇u)zλ = F (u)zλ + E (7.19)
where A, B, and F are as in (7.3) and
E =
n∑
i=1
(
∂uai(u)z
λ∂iu− 1
λ
(ai(u
λ)− ai(u))∂iuλ
)
+
1
λ
(f(uλ)− f(u))− ∂uf(u)zλ (7.20)
Subtracting (7.3) from (7.19) we find
∂t(z
λ − z) + A(u)∇(zλ − z) +B(u,∇u)(zλ − z) = F (u)(zλ − z) + E (7.21)
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and zλ(0) − z(0) = 0. From standard energy estimates (or from Theorem I of [K2]) we find
that the solution of (7.21) obeys:
‖ zλ(t)− z(t) ‖s−1≤ eKt
∫ t
0
‖ E(τ) ‖s−1 dτ (7.22)
where K depends only on max0≤t≤T {‖ u(t) ‖s}, the norm of u in CHs.
Thus to show that zλ(t) → z(t) in Hs−1 it suffices to estimate ‖ E(t) ‖s−1. To do this
it will be convenient to use the notation O(λ). We say that a function h(λ, t) is O(λ) if
limλ→0 h(λ, t) = 0 uniformly in t ∈ [0, T ].
From (7.20) we find:
‖ E ‖s−1≤
n∑
i=1
‖ 1
λ
(ai(u
λ)− ai(u))− ∂uai(u)zλ ‖s−1‖ ∂iu ‖s−1
+
n∑
i=1
1
λ
‖ ai(uλ)− ai(u) ‖s−1‖ ∂iuλ − ∂iu ‖s−1 + ‖ 1
λ
(f(uλ)− f(u))− ∂uf(u)zλ ‖s−1
= I + II + III
We note that I is O(λ) by Lemma 7.2.
We proceed to estimate II. ‖ ∂iuλ − ∂iu ‖s−1 is O(λ), and 1λ ‖ ai(uλ)− ai(u) ‖s−1 is O(λ)
+ ‖ ∂uai(u)zλ ‖s−1. Therefore
II ≤ O(λ)(1+ ‖ zλ ‖s−1)
But then since ‖ z ‖s−1 is independent of λ we get:
II ≤ O(λ)(1+ ‖ zλ − z ‖s−1)
From Lemma 7.2, we find that III is O(λ) also and thus we get
‖ E ‖s−1≤ O(λ)(1+ ‖ zλ − z ‖s−1) (7.23)
Hence from (7.22) we get:
‖ zλ(t)− z(t) ‖s−1≤ O(λ)eKt
∫ t
0
‖ zλ(r)− z(r) ‖s−1 dr +O(λ)
from this it follows, iterating the inequality, that ‖ zλ − z ‖s−1 is O(λ). Thus the derivative
of Φ at u0 in direction z0 is z, the solution of (7.3). But this z is clearly a continuous linear
function of z0 and from [K2] we know that z ∈ CHs−1 is a continuous function of u ∈ CHs.
Therefore Φ is C1 and the proposition if proved. 
Proposition 6.1 does not follow as a special case of Proposition 7.1 because Ω is a domain
with boundary and we must consider initial-boundary value problems. But we will see that
much of the argument is the same.
Proposition 6.1 says that Ξt is a C
1 map, where Ξt(u0, ρ0) = ∇g(t), but since ∇g(t) =
∇∆−1f˙ , is suffices to show that (u0, ρ0) 7→ f˙ is a C1 map from Ut to H2(Ω,R). We shall prove
a slightly different proposition that clearly implies this.
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Given (u0, ρ0) ∈ Ut pick an interval [0, T ] such that t ∈ [0, T ] and the fluid motion u(t),ρ(t)
with initial data (u0, ρ0) is defined on [0, T ]. As before we let f0 = log ρ0 and f(t) = log ρ(t).
Let
Z =
{
x ∈ C0([0, T ], H2(Ω,Rn)) | x˙ ∈
2⋂
k=0
Ck([0, T ], H2−k(Ω,Rn))
}
Xk0 =
k⋂
j=0
Cj([0, T ], Hk−j(Ω,R))
X
k+ 1
2
1
2
,∂
=
k⋂
j=0
Cj([0, T ], Hk+
1
2
−j(∂Ω,R))
and let ‖ · ‖Z , ‖ · ‖Xk
0
and ‖ · ‖
X
k+1
2
1
2
,∂
be the appropriate norms for these spaces (see below).
Let Ξ˜(u˜0, f˜0) = (u˜, f˜), where u˜, f˜ defines the fluid motion with initial data u˜0, f˜0. Then Ξ˜
is defined from a neighborhood V of (u0, f0) in Ut to Z ×X30 .
Proposition 7.3. Ξ˜ : V → Z ×X30 is a C1 map.
Proof. First we note that (u, f) satisfies the system{
u˙ = −c2(f)∇f (7.24a)
f¨ = −δc2(f)∇f + uijuji (7.24b)
with boundary condition
c2∇νf = −S2(u, u) on ∂Ω, (7.25)
and initial condition
f(0) = f0, f˙(0) = δu0, u(0) = u0. (7.26)
Proceeding as in the proof of Proposition 7.1, we let (uλ, fλ0 ) be a C
1 curve of initial conditions
in V and let (uλ, fλ) be the corresponding solutions of (7.24a)-(7.24b), (7.25), (7.26). If all
derivatives exist, (z0, h0) = ∂λ(u
λ
0 , f
λ
0 )|λ=0 and (z, h) = ∂λ(u
λ, fλ)|λ=0, then (z, h) must satisfy{
z˙ +∇zu = −(c2)′(f)h∇f − c2∇h (7.27a)
h¨+∇zf˙ + (∇zf )˙ = −δc2∇h− δ(c2)′(f)h∇f + 2zijuji (7.27b)
with initial-boundary conditions
(c2)′h∇νf + c2∇νh = −2S2(u, z) on ∂Ω, (7.28)
z(0) = z0, h(0) = h0, and h˙(0) +∇z(0)f0 = δz0. (7.29)
Here the extra terms on the left of (7.27a)-(7.29) come from the fact that “ ˙ ” depends on λ.
For example
∂λ(u˙
λ) = ∂λ(∂tu
λ +∇uλuλ) = ∂t∂λuλ +∇uλ∂λuλ +∇∂λuuλ,
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so
∂λ(u˙
λ)|λ=0 = z˙ +∇zu.
Also c is a function of f (see (2.8)) and (c2)′(f) means ∂f (c2(f)). Below we sometimes write
c2 for c2(f).
The remainder of our proof will be like the proof of proposition 7.1 except that (7.3) will
be replaced by (7.27a)-(7.29). We let (zλ, hλ) = 1
λ
(uλ − u, fλ − f). Then (zλ, hλ) satisfies
z˙λ +∇zλuλ = −c2∇hλ −
1
λ
(c2(fλ)− c2(f))∇fλ (7.30a)
h¨λ +∇zλ f˙λ + (∇zλfλ)˙ + λ∇zλ∇zλf = −δc2∇hλ
−1
λ
δ(c2(fλ)− c2(f))∇fλ + zλij (uλji + uji ) (7.30b)
with boundary condition
1
λ
(c2(fλ)− c2(f))∇νfλ + c2∇νhλ = −S2(uλ + u, zλ) on ∂Ω. (7.31)
Assuming that (z, h) satisfies (7.27a)-(7.29) we find that (zλ−z, hλ−h) satisfies the following:
(zλ − z)˙ +∇zλ−zu = −(c2)′(hλ − h)∇f − c2∇(hλ − h) + E1, (7.32)
where
E1 = −∇uλ−uzλ − (
1
λ
(c2(fλ)− c2(f))− (c2)′hλ)∇f − (c2(fλ)− c2(f))∇hλ, (7.33)
and
(hλ − h)¨ +∇zλ−zf˙ + (∇zλ−zf )˙ = − δc2∇(hλ − h)
− δ(c2)′(hλ − h)∇f + 2uij(zλ − z)ji + E2,
(7.34)
where
E2 = − λ(∇zλh˙λ + (∇zλhλ)˙ +∇zλ∇zλf)− δ(
1
λ
(c2(fλ)− c2(f))− (c2)′hλ)∇f
− δ(c2(fλ)− c2(f))∇hλ + (uλ − u)ijzλji ,
(7.35)
with boundary condition
c2∇ν(hλ − h) + (c2)′(hλ − h)∇νf = 2S2(u, zλ − z) + E∂, (7.36)
where
E∂ = −S2(uλ − u, zλ)− ( 1
λ
(c2(fλ)− c2(f))− (c2)′hλ)∇νf − (c2(fλ)− c2(f))∇νhλ. (7.37)
Notice that (7.32)-(7.37) is the same system as (7.27a)-(7.29) except for the inhomogeneous
terms E1, E2, E∂
We shall show that both these systems have solutions in Z × X30 . Also since (uλ0 , fλ0 ) is a
C1 curve in V , (zλ0 − z0, hλ0 − h0) is O(λ) in X3,4,4. We shall also get bounds for E1, E2 and
E∂ in terms of O(λ). From this it will follow that (z
λ − z, hλ − h) is O(λ) in Z × X30 , so
Ξ˜ is differentiable at (u0, f0) and DΞ˜(u0, f0)(z0, h0) = (z, h). One routinely sees that (z, h)
depends continuously on (u, f), so Ξ˜ is in fact C1, which is what we want to prove.
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To solve (7.32)-(7.36), we shall rewrite it as:
x˙+∇xu = B1r + A1r + E1, (7.38a)
r¨ +∇xf˙ + (∇xf )˙ = Lr +B2r + A2x+ E2, (7.38b)
c2∇νr +B∂r = Sx+ E∂ on ∂Ω, (7.38c)
where x replaces zλ − z, r replaces h, L is as in (4.5), and the other terms are defined in the
obvious way.
We first consider the case E1 = E2 = E∂ = 0 which is a homogeneous linear system in
(x, r). Also let (x0, r0) ∈ X3,4,4 be the initial data which we assume satisfy the compatibility
conditions.
Given r ∈ X30 , we can consider (7.38a) as an inhomogeneous linear equation in x. We will
solve it following the idea of our example (see (7.9)-(7.15)). We first assume r = 0, so we
have:
x˙+∇xu = 0 (7.39)
But this is equivalent to
∂t(x(t) ◦ ζ(t)) = −(∇x(t)u(t)) ◦ ζ(t). (7.40)
For a fixed t, the operator B3(t) : H
2(Ω,Rn)→ H2(Ω,Rn), defined by
B3(t)y = −(∇y◦ζ(t)−1u ◦ ζ(t)−1) ◦ ζ(t),
is bounded since u, ζ ∈ H3 and since u(t) and ζ(t) are continuous in t, so is B3(t) in the
operator norm. Thus (7.40), which is
∂ty = −B3y
is simply a linear ordinary differential equation in H2(Ω,R2). Hence we can solve it for y(t)
and then we define x(t) = y(t) ◦ (ζ(t))−1. It is clear that this x(t) satisfies (7.39) and that
it is in Z. We let U(t, s) : H2(Ω,Rn) → H2(Ω,Rn) be the operator which gives the solution
of (7.39). That is, for any t, s ∈ [0, T ], x(t) = U(t, s)x0 is the solution of (7.39) with initial
condition x(s) = x0. By standard means we can show that ‖ U(t, s) ‖≤ eK|t−s| where K
depends only on ‖ u ‖3.
Now we can solve (7.38a) for general r ∈ X30 . We have the usual (Duhamel’s) formula
x(t) = U(t, 0)x0 +
∫ t
0
U(t, s)(A1r(s) +B1r(s))ds
Since r(s) ∈ H3, A1r(s) ∈ H2, and B1r(s) ∈ H3, so x(t) ∈ H2. Also since x satisfies (7.38a)
and r ∈ X30 it follows that x ∈ Z. Furthermore we get:
‖ x ‖Z≤ K(‖ x0 ‖2 + ‖ r ‖X3
0
) (7.41)
Give x ∈ Z, we can also solve (7.38b)-(7.38c) for r ∈ X30 . In fact (7.38b) is a second order
hyperbolic equation for r with inhomogeneous term −∇xf˙ − (∇xf )˙ +A2x and with Neumann
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type boundary condition (7.38c). Such equations are considered in [M] where good estimates
for their solutions are given. In particular if we consider{
r¨ = Lr +B2r + A2x+ F,
c2∇νr +B∂r = G on ∂Ω,
(7.42)
and assume that compatibility conditions hold up to order k − 1 we get:
‖ r(t) ‖Xk
0
≤ K(‖ r(0) ‖Xk
0
+
∫ t
0
(‖ F (s) ‖Xk−1
0
+ ‖ G(s) ‖
X
k− 1
2
1
2
,∂
)ds (7.43)
where
‖ r(t) ‖Xk
0
=
k∑
j=0
‖ ∂jt r(t) ‖k−j
‖ G(t) ‖
X
k− 1
2
1
2
,∂
=
k−1∑
j=0
‖ ∂jtG(t) ‖∂,k−j− 1
2
In the cases of (7.38b)-(7.38c) the inhomogeneous term A2x(t) is in H
1, but not in H2, and
the other terms are at least as smooth. Thus if we let
‖ x(t) ‖Z=‖ x(t) ‖2 + ‖ x˙(t) ‖2 + ‖ ∂tx˙ ‖1 + ‖ ∂2t x˙ ‖0 (7.44)
we get
‖ r(t) ‖X2
0
≤ K(‖ r(0) ‖X2
0
+
∫ t
0
(‖ x(s) ‖Z + ‖ Sx(s) ‖X11/2
1
2
,∂
)ds. (7.45)
Furthermore, since restriction of functions to ∂Ω gives a continuous map from Hs(Ω) to
Hs−
1
2 (∂Ω) (s > 1
2
), the term ‖ Sx(s) ‖
X
11/2
1
2
,∂
is bounded by ‖ x(s) ‖Z . Therefore we can omit
it in (7.45).
We would like to get a bound for ‖ r(t) ‖X3
0
, and to do so we apply “ ˙ ” to (7.38b) and
(7.38c). This gives
...
r + (∇xf˙ )˙ + (∇xf )¨ = Lr˙ + L1r +B2r˙ +B21r + (A2x)˙, (7.46)
and
c2∇ν r˙ + c2∇[u,ν]r + (c2)˙∇νr +B∂ r˙ +B∂1r = (Sx)˙ on ∂Ω,
where L1 is defined in (4.9), B21r = (B2r)˙ − B2r˙ and B∂1r = (B∂r)˙ − B∂ r˙. (7.46) is an
equation of form (7.42) for r˙ with inhomogeneous terms
F = −(∇xf˙ )˙− (∇xf )¨ + L1r +B21r + (A2x)˙
and
G = −c2∇[u,ν]r + (c2)˙∇νr −B∂1r + (Sx)˙ .
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Since ‖ (A2x)˙ ‖X1
0
≤ K ‖ x ‖Z and other terms are sufficiently smooth, from (7.43) we get
‖ r˙(t) ‖X2
0
≤ K(‖ r˙(0) ‖X2
0
+
∫ t
0
(‖ x(s) ‖Z + ‖ r(s) ‖X3
0
)ds. (7.47)
Combining (7.47) and (7.44) with the equations (7.46) and (7.38b) we obtain
‖ r ‖X3
0
≤ K(‖ r(0) ‖X3
0
+
∫ t
0
‖ x(s) ‖Z ds). (7.48)
The inequalities (7.41) and (7.48) show that if T is small enough we can solve (7.38a)-(7.38c)
by an iteration. Given initial data (x0, r0) we let x1 be a curve in Z starting at x0. Then let
r1 be the solution of (7.38b)-(7.38c) with initial data r1(0) = r0, r˙1(0) = δx0−∇x0f0 and with
x1 in place of x. Let
x2(t) = U(t, 0)x0 +
∫ t
0
(U(t, s)(A1r1(s) +B1r1(s))ds
and let r2 be the solution of (7.38b)-(7.38c) with the same initial data but with x2 in place of
x. Continue inductively to get sequences {xn} ⊂ Z and {rn} ⊂ X30 . Clearly
(xn − xn−1)˙ +∇xn−xn−1u = A1(rn−1 − rn−2) +B1(rn−1 − rn−2)
and xn(0)− xn−1(0) = 0. Hence by (7.41) we get
‖ xn − xn−1 ‖Z≤ K ‖ rn−1 − rn−2 ‖X3
0
.
Similarly from (7.48) we find
‖ rn − rn−1 ‖X3
0
≤ K
∫ t
0
‖ xn(s)− xn−1(s) ‖Z ds.
From these two inequalities if follows that if K2T < 1, {(xn, rn)} is a Cauchy sequence in
Z ×X30 . Its limit, which we call (z, h), is clearly a solution of (7.38a)-(7.38c) or equivalently
of (7.27a)-(7.29). Since the system is linear we can piece together short time solutions to get
a solution on any interval. Thus we can drop the restriction K2T < 1, and get a solution on
any interval [0, T ] on which u and f are defined.
Having solved the homogeneous system (7.38a)-(7.38c) we can solve the inhomogeneous
system by the usual application of Duhamel’s formula. Then using the inequalities (7.41) and
(7.48) with inhomogeneous terms included we find that the solution of (7.38a)-(7.38c) obeys
‖ x ‖Z≤ K(‖ x(0) ‖2 + ‖ r ‖X3
0
+ ‖ E1 ‖X2
0
)
and
‖ r ‖X3
0
≤ K( ‖ r(0) ‖X3
0
+
∫ T
0
(‖ x(t) ‖Z + ‖ E2(t) ‖X2
0
+ ‖ E∂(t) ‖X21/2
1
2
,∂
)dt
)
Iterating these inequalities we find a new K such that
‖ x ‖Z + ‖ r ‖X3
0
≤ K( ‖ x(0) ‖2 + ‖ r(0) ‖X3
0
+ ‖ E1 ‖X2
0
+ ‖ E2 ‖X2
0
+ ‖ E∂ ‖X21/2
1
2
,∂
)
(7.49)
Now we are ready to show that (zλ− z, hλ− h) is O(λ) in Z ×X30 . We simply consider the
system (7.32)-(7.37) with initial conditions zλ0 − z0, hλ0 − h0 and δ(zλ0 − z0)−∇zλ0−z0f0. These
initial conditions are O(λ) in H3 ×H4 × H3 because (uλ0 , fλ0 ) is a C1-curve in X3,4,4. Hence
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we need only show that the last three terms of (7.49) are O(λ). This one does in the same
way as in the estimate (7.23) of ‖ E ‖s−1. We omit the details. 
8. Asymptotic Approximation to Compressible Fluid Motion
In this section we show how the equation (5.19) can be used to find approximate solutions
to the compressible fluid motion problem. We will construct a sequence {ζn} of curves in D3
which will approach the actual fluid motion ζ(t). The methods used to estimate the {ζn} are
some of the methods of sections 4 through 7. Hence our presentation will be brief.
First we note that the estimate (5.20) shows that incompressible motion is itself an approx-
imation of order 1√
k
. We let (u0k, ρ0k) be as in Theorem 3.1, let v0 = Pu0k and let η and ζ be
incompressible and compressible fluid motions as in Theorem 5.1. Then by (5.20)
‖ η˙(t)− ζ˙(t) ‖3≤ K (1 + t)√
k
+
∫ t
0
Z(η(τ), η˙(τ))− Z(ζ(τ), ζ˙(τ)) ‖3 dτ.
Iterating this inequality we get
‖ (η(t), η˙(t))− (ζ(t), ζ˙(t)) ‖3≤ K√
k
. (8.1)
To get better approximations we will construct a sequence of curves ζn(t) such that
‖ (ζn(t), ζ˙n(t))− (ζn−1(t), ζ˙n−1(t)) ‖3≤ Kk−n2 (8.2)
and
‖ (ζ(t), ζ˙(t))− (ζn(t), ζ˙n(t)) ‖3≤ Kk−n+12 . (8.3)
To begin we simply let ζ0(t) = η(t) be the incompressible motion. Then we define the ζn
inductively as follows:
Let f0(t) = log ρ0k(t). Then let fn be the solution of
f¨n = −δc2(fn)∇fn + (un−1)ij(un−1)ji , (8.4)
c2(fn)∇νfn = −S2(un−1, un−1) on ∂Ω, (8.5)
fn(0) = log ρ0k, f˙(0) = δu0k.
where un−1 = ζ˙n−1 ◦ (ζn−1)−1 as in (5.12)-(5.13) and “ ˙ ” means ∂t + ∇un−1 . Let ∇gn(t) =
∇∆−1f˙n and let ζn be the solution of{
ζ˙n(t) = Pu0k +
∫ t
0
Z˜(ζn(s), ζ˙n(s))ds+∇gn(t) ◦ ζn(t),
ζn(0) = id,
(8.6)
where Z˜ is defined by: Z˜(ξ, α) = Z(ξ, α)− R(ξ, α) (cf. section 5).
Since ∇gn(t) ∈ H4, the map ξ 7→ ∇gn(t) ◦ ξ is C1 as a map from D3 to H3(Ω,Rn). Also
Z˜ is a smooth map from D3 × H3 → H3. Therefore from standard estimates involving the
Lipshitz constants of Z˜ and Ω∇g(t) we find
‖ (ζn(t), ζ˙n(t))− (ζn−1(t), ζ˙n−1(t)) ‖3≤ K ‖ ∇gn(t)−∇gn−1(t) ‖3 (8.7)
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However ‖ ∇gn(t)−∇gn−1(t) ‖3≤ K ‖ f˙n − f˙n−1 ‖2 and using estimates like those of sections
4 and 7 we find that
‖ f˙n(t)− f˙n−1(t) ‖2≤ K√
k
‖ un−1 − un−2 ‖3 . (8.8)
Combining (8.7) and (8.8) we get
‖ (ζn, ζ˙n)− (ζn−1, ζ˙n−1) ‖3≤ K√
k
‖ (ζn−1, ζ˙n−1)− (ζn−2, ζ˙n−2) ‖3 (n ≥ 2). (8.9)
Also ζ0 = η so
ζ˙0(t) = Pu0k +
∫ t
0
Z˜(ζ0(τ), ζ˙0(τ))dτ
and
ζ˙1(t) = Pu0 +
∫ t
0
Z˜(ζ1(τ), ζ˙1(τ))dτ +∇g1(t) ◦ ζ1(t).
But since f1 satisfies (8.4)-(8.5) we know ‖ f˙1 ‖≤ K√k so ‖ ∇g1(t) ‖3≤ K√k . Hence it follows as
before that
‖ (ζ1, ζ˙1)− (ζ0, ζ˙0) ‖3≤ K√
k
(8.10)
(8.9) and (8.10) together imply (8.2).
Now we prove (8.3). If n = 0 (8.3) is simply (8.1). For n > 0, we note that ζ satisfies (8.6)
with g replacing gn. Thus we get as before
‖ (ζ, ζ˙)− (ζn, ζ˙n) ‖3≤ K ‖ ∇g −∇gn ‖3≤ K ‖ f˙ − f˙n ‖2 . (8.11)
Also
‖ f˙ − f˙n ‖2≤ K√
k
‖ u− un−1 ‖3≤ K√
k
‖ (ζ, ζ˙)− (ζn−1, ζ˙n−1) ‖3 . (8.12)
(8.3) follows from (8.11) and (8.12) by induction.
Remark 8.1. Equation (2.9) which is (8.4) without the subscripts “n” and “n − 1” is the
equation of sound on a fluid moving with velocity u. Acoustical engineers sometimes find an
approximate solution to this equation by solving (8.4) with n = 1 (cf. [H]).
Appendix A. Function spaces and some auxiliary results
In this appendix we review some basic constructions and known results.
Given g and h, Ck functions from Ω to R, we define the inner product
(g, h)k =
∫
Ω
k∑
ℓ=0
〈∇ℓg,∇ℓh〉
where ∇ℓg is the vector valued function consisting of all ℓth order partial derivatives of g. This
inner product induces a norm (which we call ‖ ‖k) on Ck(Ω,R), the set of all Ck functions
on Ω. Hk(Ω,R) is defined to be the completion of Ck(Ω,R) in this norm. Ck(Ω,Rm) and
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Hk(Ω,Rm) will be analogous spaces for functions with values in Rm. Sometimes we write only
Hk. We shall also use the norm
‖ g ‖Ck= sup
x∈Ω
( k∑
ℓ=0
|∇ℓg(x)|
)
the usual Ck norm on Ck(Ω,R). It is well known that in this norm Ck(Ω,R) is complete.
By the Sobolev embedding theorem, Hs(Ω,Rm) ⊂ Ck(Ω,Rm) if s > k + n
2
and for any
w ∈ Hs(Ω,Rm):
‖ w ‖Ck≤ K ‖ w ‖s
where K depends only on k, s and Ω. (see [T], chapter 4.) Also, if s > n
2
, h ∈ Hs and
g ∈ Hs1, with s ≥ s1 ≥ 0, then gh ∈ Hs1 and we have the product estimate
‖ gh ‖s1≤ K ‖ g ‖s1‖ h ‖s (A.1)
where K depends on s1, s and Ω. (see [T], chapter 13.)
Equation (A.1) will be used throughout the paper to estimate the several products involved.
Since ∂Ω is a compact manifold we can also define Ck(∂Ω,R), the space of Ck-functions
on ∂Ω, and completing this space with respect to an appropriate inner product we get the
Hilbert space Hk(∂Ω,R). Analogously one constructs Hk(∂Ω,Rm).
Using Fourier series we can construct Hs(Ω) and Hs(∂Ω) for all non-negative real numbers
s (cf. [P]), and with this we get a restriction inequality as follows. Let R : Cs(Ω) → Cs(∂Ω)
be defined by restricting each Cs function to its values on ∂Ω. As is shown in [P], if s > 1
2
,
R extends to a bounded linear map R : Hs(Ω) → Hs− 12 (∂Ω). Denote by ‖ ‖∂,s the norm of
Hs(∂Ω). Then we get the inequality
‖ Rh ‖∂,s− 1
2
≤ K ‖ h ‖s, s > 1
2
, (A.2)
where K depends on s and Ω. (A.2) will be used throughout the paper to estimate the
restrictions to ∂Ω.
If s > n
2
+ 1 we define Ds(Ω) ≡ Ds to be the set of bijective maps from Ω to itself which
together with their inverses are in Hs(Ω,Rn). It is easy to prove the following:
Ds =
{
ζ ∈ Hs(Ω,Rn) ∣∣ ζ : Ω→ Ω is bijective, and J(ζ) is nowhere zero }
where J is the Jacobian. Also Ds can be shown to be a subgroup of the group of C1 diffeo-
morphisms of Ω (see [EM] or [E1]).
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