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ABSTRACT
Turbulence in the atmosphere produces fluctuations in static pressure through a va-
riety of mechanisms. These fluctuations are of interest both to atmospheric scientists, as a
fluid dynamic property, and to acousticians, as a source of wind noise. At the ground surface,
previous work has found the dominant source of pressure fluctuations to be an interaction
of the turbulent vertical velocity with the shear rate in the mean wind. In this work, the ex-
isting theoretical framework was extended to investigate the effects of atmospheric stability,
shear anisotropy, and different turbulence models. A rapid-distortion model was introduced
and compared with the existing mirror-flow model. Solutions for the surface pressure spec-
tra from each model were derived, and a method for estimating the model parameters from
average elevation-dependent flow properties was developed. In order to validate and com-
pare these spectral models, an experiment was conducted in Laramie, Wyoming to obtain
measurements of low-frequency surface pressure simultaneous with the boundary-layer mete-
orology over a wide range of atmospheric conditions. The velocity data were then used to fit
the turbulence model parameters, and predictions of the surface pressure spectra were made.
These predictions were compared with the spectra of the surface pressure measurements over
half-hour intervals, converted to wavenumber space by introducing a convection velocity. In
stable conditions, a low-wavenumber amplification of the spectrum was observed, in ac-
cordance with predictions. In convection conditions, the rapid-distortion model performed
best, and the shear anisotropy contained in this model was found to be relevant to fitting
nearly-neutral cases. The modification of the spectral structure by the shear-anisotropic
model suggests a possible unifying mechanism for discrepancies between engineering and
atmospheric boundary-layer pressure statistics.
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CHAPTER 1: INTRODUCTION
Static pressure fluctuations are produced by turbulence in the atmosphere through
the interaction of gradients in instantaneous velocity and density fluctuations. The source of
pressure is distributed through the velocity field as the solution to a Poisson equation, so that
effects may be felt from turbulence far removed from the point of observation. Moreover,
the static pressure does not propagate like an acoustic wave, but is carried along with the
flow field sources that do not necessarily convect at a uniform velocity. The static pressure
is also difficult to measure directly: A bare microphone placed within the turbulent field will
record dynamic pressure fluctuations caused by the stagnation of wind against the apparatus.
While probes have been designed to mitigate the stagnation pressure effect, the literature
on static pressure measurements in the atmospheric boundary layer (ABL) is still not as
extensive as for turbulent velocity.
Atmospheric pressure fluctuations are of interest to atmospheric scientists, acousti-
cians, and seismologists. For the first group, the fluctuations in pressure are a fundamental
fluid dynamic field that plays a role in Reynolds stress transport and scalar flux. The latter
two groups instead regard these fluctuations as a nuisance for contaminating measurements
of other phenomena. In atmospheric acoustics, the turbulence static pressure is considered
as part of wind noise, although the distinction between dynamic pressure, static pressure,
and “self noise” produced by wakes and boundary layers on the sensing element is not always
made. In general, the magnitude of the pressure fluctuations increases with decreasing fre-
quency, and so for infrasonic frequencies, the static-pressure wind noise often sets the noise
floor for measurement and detection.
Prior to research by Yu (2009), no theory existed for atmospheric pressure fluctuations
1
recorded by microphones at the ground surface. Previous work by Raspet et al. (2006,
2008) had developed a framework for the multiple mechanisms contributing to wind noise at
low frequencies, but Yu (2009) and Yu et al. (2011a) successfully predicted the spectra by
realistically modeling the inhomogeneous turbulence structure with a “mirror” flow. These
results are the essential starting point for further investigation of turbulent ABL pressure
at the surface. Although motivated by the wind noise problem, the findings of Yu, Raspet,
and coworkers are equally applicable to study of static pressure in atmospheric science.
This research principally addresses the disagreement in the spectral structure of sur-
face pressure between the work by Yu (2009) and other studies in literature. In particular,
the shear-turbulence spectral predictions made by Yu (2009) have a dimensional slope on
logarithmic axes that disagrees with other observations; the exact nature of this disagree-
ment will be discussed in detail in Chapter 2. In seeking to explain this discrepancy in
a physical way, theoretical effects of density stratification, buoyancy, and shear anisotropy
were examined.
In order to examine the relevance of these effects, the previous theory was applied
to a new dataset with a wider range of atmospheric conditions. In considering a broader
application of Yu’s research, several research questions arose: Do the model predictions
continue to agree with experimental data with lower-frequency measurements? How will
the statistics of surface pressure change with atmospheric stability, particularly in stably-
stratified nocturnal conditions? Might other turbulence models be more suitable for modeling
the surface pressure? Can the turbulence model parameters be estimated from any of the
typical bulk properties reported in boundary-layer meteorology?
Addressing these questions required both theoretical and experimental work. Be-
ginning with Chapter 3, the theoretical development first updated the previous turbulence
model, and then introduced a new model with greater complexity. The second model was
selected in part by hypothesizing that the shear anisotropy it models could explain the
previously-mentioned differences in the pressure spectrum. Velocity spectra and single-point
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statistics for each model were computed, both for investigating the turbulence structure and
fitting to experimental data. The governing equations for turbulent surface pressure were
derived for an anelastic system, which permits small departures from incompressibility, in
order to investigate any potential effects of density stratification. Summarized in Chapter
4, the solution was also used to investigate scalings of the surface pressure under several
similarity regimes. As detailed in Chapter 5, the wavenumber pressure spectrum due to
shear-turbulence interaction was then derived for both turbulence models, and analytical
modifications were made to reduce numerical evaluation time and clarify the role of atmo-
spheric stability.
A field experiment was conducted in collaboration with the University of Wyoming
to obtain over ten days of continuous meteorological and surface pressure measurements.
Chapter 6 describes this effort, as well as the analysis procedure for estimating the parameters
for the turbulence models and an attempt to quantify the frequency-dependent convection
velocity from microphone cross-correlations. The recorded surface pressure was compared
with the model predictions to evaluate the suitability of each, as well as the relevance of
stability effects and best practices for parameter estimation. These results, as well as the
general atmospheric conditions and pressure convection velocities, are described in Chapter
7. Finally, implications for future work and practical applications are discussed in Chapter
8.
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CHAPTER 2: LITERATURE SURVEY
Turbulent pressure fluctuations in a flow bounded by a rigid surface have been stud-
ied for nearly seventy years in a range of contexts, both in engineering fluid dynamics and
boundary-layer meteorology. Although the motivations for study are different, the commu-
nication on this topic between the engineering and atmospheric sciences is significant. This
survey will begin with the study of wall pressure in engineering-type boundary layer flows.
2.1 Wall Pressure in Bounded Turbulent Flows
Study of wall pressure fluctuations is motivated by engineering problems of struc-
tural excitation and acoustic radiation. When a vehicle moves through a fluid, such as air
or water, it forms a turbulent boundary layer which produces fluctuating pressure at its
surface. The field of fluid-structure interaction encompasses many cases of interest, such as
vibrational fatigue on a high-speed vehicle or generation of sound by structural modes forced
by turbulent pressure. The noise heard inside an aircraft cabin is partly produced by wall
pressure fluctuations on the fuselage (Willmarth, 1975).
There are three basic classes of wall-bounded turbulent flow that are studied in the
engineering literature: true boundary layers, pipe flows, and channel flows. The first class is
of semi-infinite extent, having one flat rigid boundary, which is placed at z = 0 by convention,
where z is the wall-normal Cartesian coordinate. The true boundary layer flow is often used
as an approximation for the latter two internal flow classes near to the wall. Recent work
by Monty et al. (2009) has shown this approximation to be inaccurate due to differences
in the outer flow structure. This calls into question the value of comparisons between wall
pressure statistics under boundary layers and internal flows, which is common in literature,
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e.g. Corcos (1964) and Keith et al. (1992).
2.1.1 Theory
The theory of universal equilibrium, developed by Kolmogorov, gives a −5/3 power
law form of the velocity spectrum for isotropic turbulence in the inertial (or equilibrium)
range. This theory approximately agrees with observed turbulence statistics at large wavenum-
bers, although local equilibrium may not actually exist in such cases (Morrison et al., 2016).
For the pressure spectrum, universal equilibrium of isotropic turbulence gives a theoretical
−7/3 wavenumber dependence (Batchelor, 1953), which has been observed by Tsuji and Ishi-
hara (2003) in a turbulent jet for sufficiently high Reynolds number. The apparent success
of the power-law ansatz in high-Reynolds-number turbulence has created a preference for ad
hoc power-law models, even when the classical forms fail: A commonly-reported statistic is
the mean slope of the spectral density on logarithmic axes.
George et al. (1984) derived the pressure spectrum for turbulence subjected to a
uniform mean shear, and found theoretical −11/3, −3, and −7/3 power laws for the second,
third, and fourth velocity-moment contributions, respectively. The second-moment term
arises from interaction of the mean shear with the velocity fluctuations and is referred to
as the shear-turbulence term. The fourth-moment term is called the turbulence-turbulence
term, since it is nonlinear in the Poisson equation solution. The third-moment term is zero
for isotropic turbulence. They showed that the form of the pressure spectrum depends on
the relative magnitude of the applied uniform shear. The shear-turbulence and turbulence-
turbulence terms may combine to give an apparent inertial range structure that matches
neither a −11/3 or −7/3 power law. The simple yet critical implication is that a universal
power-law scaling for pressure spectra should not be expected in sheared turbulence.
In quantifying the measurement errors for the experimental part of their paper,
George et al. (1984) obtained an interesting result: The spectrum of errors due to impinging
fluctuations of cross-flow and axial velocity, i.e. stagnation pressure, have two dimensional
power laws. For the portion of the error spectrum due to velocity fluctuations only, the
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dimensional slope was calculated to be −5/3, which is typically expected for measurements
contaminated by stagnation pressure. They also found a pressure-velocity contribution with
a −7/3 power law in the inertial range. The velocity-only and pressure-velocity error con-
tributions depend on two coefficients, A and B, which relate the sensitivity to respective
streamwise and cross-flow disturbances. These errors also depend on the turbulence inten-
sity relative to the mean velocity. For the probes and flows in they studied, George et al.
(1984) found the first velocity-only error component to be dominant. In cases where the
stagnation pressure error overwhelmed the static pressure measurement, they showed the
spectrum would transition from a −7/3 turbulence-turbulence power law at low wavenum-
ber to a −5/3 slope.
The first theoretical solution for the pressure field in a turbulent wall-bounded flow,
particularly at the wall, was due to Kraichnan (1956). He obtained the general form of the
wall pressure spectrum in terms of the velocity field by solving the Poisson equation with
surface-parallel homogeneity. Using the channel flow measurements of Laufer (1951), he
estimated the linear shear-turbulence term to dominate the nonlinear turbulence-turbulence
term. He then integrated the shear-turbulence contribution with a “mirror flow” model of
the anisotropic boundary-layer turbulence to estimate the root-mean-square pressure to be
six times the mean wall-shear stress, which has turned out to be remarkably accurate (Blake,
1986; Willmarth, 1975). Lilley and Hodgson (1960) revisited his work to consider separately
the wall pressure contributions from inner and outer turbulent sources with the additional
case of a wall jet flow.
The formulation by Kraichnan (1956) assumes incompressibility, and predicts a k21
asymptotic approach to zero energy as k1 → 0, where k1 is the streamwise wavevector
component. Ffowcs Williams (1965) developed a modification for compressibility effects at
low wavevector due to supersonic phase velocity, showing that the surface pressure instead
attains a constant, non-zero value at k1 = 0. The theory of low-wavenumber acoustic and
subconvective effects was considered further by Ffowcs Williams (1982) and Howe (1988,
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1991). I do not consider these spectral regions in this work, although they are important for
structural excitation and acoustic radiation in engineering flows (Bull, 1996).
In his synthesis of previous theoretical work, Blake (1986) presented an integral formu-
lation of the shear-turbulence contribution that is essentially identical to that of Kraichnan
(1956). He then made a few simplifications: First, he assumed the vertical velocity spec-
trum to be a separable function of the wavenumber components. Second, he treated the
vertical velocity fluctuations as if they were arranged in uncorrelated strata, so that the
two-point correlation is a delta function in the wall-normal coordinate. Using dimensional
arguments and Taylor’s (1938) frozen turbulence hypothesis, he evaluated the integral ex-
pression to give forms of the wall pressure frequency spectrum in the low-frequency, overlap,
and viscous regions, obtaining respective power-law exponents of 2, −1, and −5.
Due to the complexity of analytical anisotropic turbulence models for the requisite
velocity moments and the computational expense, there have been few attempts to compute
boundary layer wall pressure spectra. Cases in literature consider only the shear-turbulence
contribution, not only because this term is expected to dominate, but also to avoid model-
ing and calculating the higher turbulence moments. Panton and Linebarger (1974) used an
equilibrium-layer mean velocity profile and a scale-anisotropic model of the vertical turbu-
lence with semi-empirical intensity variation to compute the spectral density with streamwise
wavenumber. They found a −1 power law region in the spectrum that increased in width
with Reynolds number. Their spectrum shows a large peak at a nondimensional wavenum-
ber, k1δ where δ is the boundary-layer depth, of about three. This peak is located reasonably
based on outer-scaled (i.e. scaled with δ) experimental data, but it seems too large in mag-
nitude. They also found the spectrum to rise from zero wavenumber toward the peak as
∝ k1.11 , which disagrees with other theoretical results.
Using Blake (1986) as a starting point, Smol’yakov (2000) formulated a simplified
expression for the wall pressure spectrum. He replaced the double integration in wall-normal
displacement with a single integration over a squared integrand. This simplification is for-
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mally identical with the uncorrelated strata assumption of Blake (1986), although it is not
presented as such. Similar to Panton and Linebarger (1974), Smol’yakov modeled the posi-
tion dependence of the anisotropic turbulent scales semi-empirically. He obtained reasonable
agreement with experiments, but did so by tuning his semi-empirical model parameters to
match the pressure spectra. He estimated a −1.11 power law for the spectrum in the mid-
frequency inertial range. Further comparisons with experimental data by Hwang et al. (2009)
using this approach did not obtain as satisfactory agreement. While the basic similarity form
of the spectrum is an important theoretical result, the use of ad hoc tuning parameters limits
the reach of this work.
Lysak (2006) recognized this limitation and sought to avoid ad hoc parameters, in-
stead representing pipe flow wall pressure in terms of known, physical properties of the
turbulent velocity field. He also used an assumption of rapid wall-normal decorrelation simi-
lar to Blake (1986), arriving at an essentially identical intermediate expression as Smol’yakov
(2000). He used a spectral tensor based on the isotropic energy spectrum proposed by von
Kármán (1948), modified so that the amplitude and integral scale are a function of distance
from the wall. He obtained good agreement with three pipe flow experiments over a wide
range of Reynolds numbers, and also found an approximate −1 power law region at suf-
ficiently high Reynolds number. To my knowledge, Lysak has made the only theoretical
computation in engineering literature with reasonable experimental agreement at all scales
without use of semi-empirical tuning parameters. Since he used a near-wall planar geom-
etry, this work could be extended to true turbulent boundary layers by substitution of an
equilibrium layer velocity profile.
2.1.2 Wall pressure experiments
Many experiments have been conducted to measure and describe the wall pressure
in boundary layer flows. The reviews by Willmarth (1975), Eckelmann (1990), and Bull
(1996) provide a detailed overview of experimental work up to 1996, which can be broadly
classified in three areas: Single-point statistics, wavevector-frequency descriptions, and mea-
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surement effects. Single point statistics encompass both root-mean-square pressure and
frequency spectral density. These are relatively easy to measure with a single transducer,
but facility-generated acoustics, vibration, and free-stream turbulence tend to contribute
errors at low frequency. The form given by Blake (1986) for the low-frequency and viscous
regions generally agree with spectral structure seen in experiments. Farabee and Casarella
(1991) performed a study in a low-noise wind tunnel with noise cancellation post-processing
and observed, for the first time, the predicted low-frequency f 2 form, where f is the fre-
quency. The observed overlap region exponent does not follow its −1 prediction and varies
between experiments (Hwang et al., 2009), with workers reporting values from −0.7 (Goody,
2004; Tsuji et al., 2007) to −1.04 (Klewicki et al., 2008) and −1.11 (Smol’yakov, 2000). In
an important recent experiment, Klewicki et al. (2008) made atmospheric measurements at
unprecedented Reynolds numbers, carefully selecting conditions to match the engineering
flows. Normalizing spectra by the so-called inner viscous variables and comparing with three
other experiments, they proposed that the overlap power law decreases toward −1 with in-
creasing Reynolds number. They offered no physical explanation for this transition, and
further comparison with studies in literature is warranted.
Kim (1989) and Chang et al. (1999) used direct numerical simulations of low-Reynolds-
number turbulent channel flows to consider the separate contributions from the shear-
turbulence and turbulence-turbulence mechanisms. Both studies found that the latter mech-
anism was at least at large as the former at all wavenumbers, contradicting previous conclu-
sions that the shear-turbulence term is dominant. Chang et al. also found that the source
of lower wavenumber contributions tends to be concentrated farther from the wall, with the
viscous and buffer layers contributing most of the high-wavenumber energy. The scaling
of these results to high-Reynolds-number boundary-layer flows is not entirely clear. Kim
argues that the “essential characteristics” are similar but admits an inertial subrange is not
observed at low Reynolds number. Chang et al. only argue for Reynolds number indepen-
dence in the high-wavenumber viscous region, since outer flow regions in boundary layers
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differ from channel flows.
It was recognized in early experiments that converting the pressure frequency spec-
trum to streamwise wavenumber space using Taylor’s frozen turbulence hypothesis was not
as straightforward as with the velocity field, since pressure sources are distributed through-
out the sheared boundary-layer flow. This led to the examination of the convection velocity,
which can be defined from the time lag between two microphones a certain streamwise
distance apart along the wall. A frequency-dependent time lag can be determined from ei-
ther the cross-correlation peak of the bandpass-filtered microphone signals (Willmarth and
Wooldridge, 1962) or the phase angle of the pressure cross-spectrum (Bull, 1967; Choi and
Moin, 1990; Corcos, 1964; Farabee and Casarella, 1991). The convection velocity increases
with sensor spacing, (Bull, 1967; Corcos, 1964; Farabee and Casarella, 1991; Willmarth and
Wooldridge, 1962), which as Willmarth (1975) explains
...is interpreted as a spatial filtering effect in which...the small-scale convected
pressure disturbances become incoherent during the travel time between the two
pressure transducers. Only the large-scale pressure disturbances retain their co-
herence during their passage between the transducers. Since the effective center
of the larger-scale disturbances is farther from the wall where the mean velocity is
greater, the convection velocity is increased for space-time correlations measured
with widely separated pressure transducers.
The convection velocity also decreases with frequency, since
...the larger convected eddies are responsible for the majority of the low-frequency
contributions to the space-time correlation and they move more rapidly because
they extend to larger distance from the wall where the mean velocity is higher,
(Willmarth, 1975)
except at very low frequency where it increases sharply to a maximum (Blake, 1970; Choi
and Moin, 1990; Farabee and Casarella, 1991). The time lag definition also has an effect on
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observed behavior, with the latter low-frequency maximum observed only for the “narrow-
band” phase angle definition.
The problem with a frequency-dependent convection velocity description of the wall
turbulence is that “...a frequency filter cannot distinguish between eddies of large wavelength
moving quickly and eddies of small wavelength moving slowly” (Wills, 1970). A more gen-
eral statistic is the three-dimensional wavevector-frequency spectrum, which is the Fourier
transform of the space-time pressure correlation in the wall plane. Study of the wavevector-
frequency spectrum requires a large number of spatial measurements, whether by reposition-
ing two transducers over many experimental runs or installing a large array of transducers
for a single experiment. In either case, the experiments are not trivial, and only a few direct
studies have been published, such as those by Wills (1970), Blake and Chase (1971), and
Panton and Robert (1994). Choi and Moin (1990) reported results of a direct numerical
simulation of a low-Reynolds-number channel flow. Several semi-empirical models of the
wavevector-frequency spectrum have been developed (e.g. Corcos, 1964 and Chase, 1980,
1987, 1991a,b), motivated by fluid-structure interaction and acoustic radiation problems,
since structural excitation of the wall depends on both the spatial and temporal distribution
of forcing energy. Graham (1997) makes a comparison of the models in literature.
Methods for measurement and correction of the wall pressure have themselves been
an area of research, and disagreements persist in the literature. In the earliest wall-pressure
studies, it was realized that the finite size of the transducer served to attenuate turbulent
fluctuations with length scales on the order of the sensing area or smaller by averaging
them spatially. Two complimentary approaches to reducing this effect emerged: reduced
sensing areas and spectral correction methods. The first seems straightforward, but workers
found it impossible to reduce the size of a flush-mounted transducer sensing surface enough
to preclude spatial averaging in laboratory flows. This is still the case, although progress
in micro-electro-mechanical systems (MEMS) technology may soon achieve the necessary
dimensions (Tsuji et al., 2007). A solution was found by placing a cap with a pinhole over
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the transducer, which was mounted flush to the wall, which was deemed effective so long as
the resonant frequency of the resulting cavity was high enough to not affect the response in
the band of interest (Willmarth, 1975).
Bull and Thomas (1976) noticed discrepancies in literature between wall pressure fre-
quency spectra measured by flush and pinhole transducers, and by comparing several pinhole
and flush transducers concluded that the pinhole discontinuity generates spurious fluctua-
tions in the surface pressure. Farabee and Casarella (1991) argued that pinhole transducers
were effective based on comparison of root-mean-square pressure values in literature. Keith
et al. (1992) reviewed experiments in literature and showed that there are multiple trans-
ducer size nondimensionalizations governing the spectral attenuation. Tsuji et al. (2007)
pointed out the measurements by Gravante et al. (1998) with multiple pinhole sizes agreed
well with those of Schewe (1983), supporting the conclusion of Lueptow (1995) that pinholes
are effective so long as they are sufficiently small.
Corcos (1963) first introduced a spectral correction method based on a similarity
model of the wall pressure correlation informed by Willmarth and Wooldridge (1962). Will-
marth and Roos (1965) pointed out that the Corcos similarity model is invalid for the small
spatial displacements (i.e. high wavenumbers) that are necessary to describe and correct the
attenuation, and presented their own correction method. Corcos (1967) defended his previ-
ous similarity model with further data, including the atmospheric measurements of Priestley
(1966). Willmarth (1975) noted that experimental errors at highly-attenuated frequencies
would be amplified by correction methods. Nonparametric methods for estimating spectral
densities, such as Welch’s method, are biased (Bendat and Piersol, 2010), which could be
especially problematic when drawing conclusions about power-law forms. Keith et al. (1992)
pointed out that recovery of the true surface pressure is impossible since, in addition to the
wall pressure structure, the response of the transducer face is unknown. Still, they presented
spectral corrections to show the range of frequencies for which spatial averaging is important.
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2.1.3 Pressure within the flow
Much less is known about static pressure within the flow field than wall pressure,
due to the practical difficulty in measurement. Measurements in a turbulent boundary layer
with a static pressure probe by Tsuji et al. (2007) at multiple wall-normal positions and
Reynolds numbers show unexpected behavior in the pressure spectrum. No −7/3 power law
was apparent in any band despite the predictions of classical universal equilibrium theory.
They recorded a transition with increasing wavenumber from a −1 power law to a range of
smaller values, −1.2 to −1.6, in the overlap region. This spectral transition point moved to
higher wavenumber with decreasing distance from the wall.
These results are contradicted by Patwardhan and Ramesh (2014), who used a direct
numerical simulation of only slightly smaller momentum-thickness Reynolds number, Reθ,
than the smallest case studied experimentally by Tsuji et al. They instead found an overlap-
region power law transition with distance from the wall from nearly −0.7 to a classical −7/3
value. These discrepancies cannot be attributed to the difference in Reθ; in fact, if the
Reynolds-number trends observed by Tsuji et al. held, Patwardhan and Ramesh should have
observed a larger power law value than −1.2. A careful evaluation of the methodology in
both studies seems necessary to reconcile these results.
2.2 Atmospheric Pressure
Three problems motivate study of fluctuations in turbulent pressure within the atmo-
sphere. In boundary-layer meteorology, interest in the fluctuating static pressure stems from
the pressure transport term in the turbulent kinetic energy equation. This term was initially
assumed to be negligible, but by accounting for all other terms in the Kansas experiments,
Wyngaard and Coté (1971) found that pressure transport in convective conditions must be
significant (Wyngaard et al., 1994). For atmospheric acousticians, these static pressure fluc-
tuations represent a significant noise source in microphone measurements, particularly in
the infrasound band (Walker and Hedlin, 2009). Turbulent pressure at the ground causes
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elastic deformation of the earth, so that it is indirectly a noise source in seismic measure-
ments (Naderyan et al., 2016), as well as infrasound sensors that are sensitive to seismic
disturbances.
Table 2.1 summarizes the following review of the experimental studies in literature
on turbulent atmospheric pressure, in particular those with estimates of the spectral density.
The power law (or range of power laws) found in the spectrum, if any, is given in the second
column. In all cases I used the values reported by the authors instead of attempting a linear
fit by hand. The third column gives the range of frequencies for which the corresponding
power law(s) are reported. The apparatus and installation details are important, since
contamination of the desired static pressure measurement by stagnating wind flow can give
significant error (Raspet et al., 2008). Not all studies reviewed are of turbulent pressure
at the ground surface; in fact, many are of static pressure within the flow. I have included
these studies because direct comparisons are often made in the atmospheric science literature
regardless of position or apparatus. Experiments that are free from instrumentation issues
and may be considered true surface pressure are highlighted in bold in the “Apparatus”
column of Table 2.1.
2.2.1 Micrometeorological studies
Seismologists were first to observe the effects of turbulent surface pressure on micro-
barographs, such as the study by Ewing and Press (1953). Gossard (1960) made the first
dedicated study of turbulent atmospheric pressure, using a combination of microbarograph
and microphone measurements to span a bandwidth from one-week period to five hertz, al-
though he did not describe his field experiment. He noted that the high-frequency turbulence
spectrum was highly variable with weather conditions. Gossard reported a typical “−6/3”
power law in the turbulence spectrum, initiating a practice that persists in literature of ex-
pressing integer power laws as ratios with three, which is apparently an aesthetic appeal to
the −5/3 and −7/3 power laws of universal equilibrium. Golitsyn (1964) computed pressure
spectra using data from the buried microbarographs of Pasechnik and Fedoseenko (1958),
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Study n, Power Law f Range (Hz) Apparatus Notes
Gossard (1960) −2 0.5—5 N/A Bandwidth spanned by two in-
struments over several runs
Golitsyn (1964) — — Buried microbarograph
See Pasechnik and Fedoseenko
(1958)
Priestley (1966) −2.40 to −1.64 0.0271—0.5 Surface mount —
Gorshkov (1967) −2.6 to −1.4 0.01—10 Flush mount Buried design to eliminate stag-nation pressure effects
Kimball and Lemon
(1970) −1.92 1.22×10
−4—100 Surface mount Bandwidth spanned by variablesweeps over several runs
Elliott (1972a,b) −1.7 ≈ 0.5—10 Semi-directional probe —
McDonald and Herrin
(1975) −3.1 to −1 0.01—0.1 Surface mount
See McDonald et al. (1971), in-
strument from Priestley (1966)
Grachev and
Mordukhovich (1988) −2.33
a, −1.83b 4×10−4—0.4 N/A See Bovsheverov et al. (1979),aU < 1 m/s, bU > 1 m/s
Kataoka et al. (1989) −2 0.05—2 Semi-directional probe —
Wilczak et al. (1992) −2.33 c, −1.67d Abs.—20 Omni-directional probe See Nishiyama and Bedard(1991), cf < 0.01 Hz, df > 1 Hz
Katul et al. (1996) −1 1.2×10−3—5 Omni-directional probe See Conklin et al. (1991), Con-klin (1994)
Hauf et al. (1996) −2.33 e, −1.67 f 0.03–0.5 Surface mount
ef > 0.1 Hz,
f 0.03 Hz < f < 0.1 Hz
Albertson et al. (1998) −1.5 1.2×10−3—5 Omni-directional probe Same experimental data asKatul et al. (1996)
Shields (2005) −2.33 0.1—200 Multiple Power law for aloft probes
Klewicki et al. (2008) −1 10–100 Flush mount —
Yu et al. (2011a,b) −2.33 g, −1.67 h 0.1—100 Flush mount
gTurbulence-turbulence,
h Shear-turbulence
Table 2.1: A review of experimental studies in literature of the turbulent pressure spectrum in the ABL.
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and found two negative power law regions with a mid-range “plateau” from about 3× 10−3
to 0.02 Hz, which is also apparent, although not as pronounced, in Gossard’s data.
Priestley (1966) conducted an extensive experiment using ported low-frequency mi-
crophones. He brought both engineering and atmospheric perspectives to bear on his study,
particularly in the computation of narrow-band pressure correlation coefficients in both
streamwise and cross-stream directions. Priestley observed that the slope of the frequency
spectrum above 0.0271 Hz on logarithmic axes, i.e. the power law, varied from −2.40 to
−1.64 with atmospheric conditions. The power law had a positive correlation with both
solar radiation and wind speed at 4.27 meters, the latter effect being less significant. His
microphone enclosures were ported to the ground by fifty-foot hose extensions, and the inlets
were placed within grass, so that stagnation pressure effects there would be minimal. It does
not appear that the enclosures were buried, and being 25 inches in height, they were possibly
affected by local stagnation pressure.
In order to completely eliminate stagnation pressure effects, Gorshkov (1967) buried
his entire apparatus and ported it to the surface through a metallic screen or gauze, which was
additionally protected by a uniform grass layer with roughness length of about 1 centimeter.
Although he reported agreement with Gossard (1960), this was an average of power laws
ranging from −2.6 to −1.4, and in fact only represented 20% of his data. Other spectra had
more complex structure than a single power law that apparently varied with cloud cover.
Herron et al. (1969) reported spectra from a microbarograph array with similar character
to that of Gossard (1960) and Golitsyn (1964), but gave no details of their instrument
installation. Kimball and Lemon (1970) used an absolute pressure transducer connected to
the atmosphere through 4.75 mm tubing that was buried with inlet bent just below the soil
surface to suppress stagnation pressure effects. The transducer itself was not buried, but
placed either directly on the surface or in a temperature-controlled container. The authors
report a power law of approximately “−6/3” (actually −1.92± 0.04), but they do so over an
unusually wide frequency range starting with periods greater than two hours, which is too
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long to be boundary-layer turbulence.
Publication of results from a semi-directional static pressure probe by Elliott (1972a,b)
was a major development in the atmospheric literature. He followed what has become stan-
dard procedure for calibrating his probe for invariance with angle of attack in a steady wind
tunnel flow. Elliott (1972b) compared the static pressure spectrum measured through a sur-
face port with that from a probe positioned 30-40 cm above and obtained excellent agreement
at two different sites, except for small deviations at low frequency. In his companion paper
Elliott (1972a) extended the probe measurement elevation up to 6 meters. He obtained ex-
cellent agreement with Willmarth and Wooldridge (1962) on the scaling of root-mean-square
pressure with surface stress. He also found a high-frequency power-law behavior of −1.7 in
both the surface and probe pressure spectrum that did not change with elevation.
McDonald and Herrin (1975) used the same microphones as Priestley (1966) with
hose inlets placed in grass, but in their work the enclosures were buried to minimize thermal
effects, which also would have reduced effects from stagnation pressure. They found a defini-
tive increase in the frequency-spectrum power law over 0.01 to 0.1 Hz with increasing wind
speed, with values ranging from −3.1 to −1.0. They also found that the pressure spectra
were reproducible for similar 6.55-meter wind speeds, except at frequencies below 0.01 Hz.
Motivated by wide differences observed in atmospheric pressure spectra from the theoretical
universal-equilibrium −7/3 power law, Grachev and Mordukhovich (1988) supposed that
stagnation pressure contamination was a persistent problem and that reliable measurements
were only possible in low winds. In fact, they found average power laws of approximately
−7/3 for wind speeds lower than 1 m/s and −11/6 for winds over 1 m/s. Unfortunately they
provided no details of their experimental setup, and like Kimball and Lemon (1970), they
fit power laws down through mesoscale frequencies.
Schols and Wartena (1986) used a static pressure probe based on the design of Elliott
(1972b) to observe the transfer of turbulent kinetic energy by static pressure fluctuations.
Kataoka et al. (1989) reported pressure spectra from a semi-directional probe with mean
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power law of −2. Wilczak et al. (1992) presented spectral estimates from measurements
with an omni-directional quad-disk probe (Nishiyama and Bedard, 1991), and used two
sensors with different bandwidths to span frequencies from 20 Hz down to absolute pressure.
They found a transition near 0.01 Hz from a −7/3 power law at low frequency to a high
frequency −5/3 region that is interrupted by a plateau in nearly-neutral conditions. This
behavior is apparently the same type of transition described by George et al. (1984) from
static pressure measurement to stagnation error at high frequencies.
Although principally interested in gravity waves, Hauf et al. (1996) also described the
turbulent pressure fluctuations recorded on a microbarograph array. The sensors in this study
were placed at the bottom of a 1.5-meter deep vault which was ported to the atmosphere
through a flush metal lid. They observed a −5/3 power law in the pressure spectrum from
0.03 to 0.1 Hz which transitioned to approximately −7/3 above 0.1 Hz. However, they
pointed out that the microbarograph’s response was not known at high frequencies, so that
the increased negative slope may be due to a drop in sensitivity.
Katul et al. (1996) used an omni-directional probe developed by Conklin (1994) based
on a design by Robertson (1972) to measure static pressure fluctuations in a forest clearing.
The root-mean-square pressure fluctuations measured were 2.6 times the estimated surface
stress, which is consistent with Elliott (1972a) and many of the engineering wall pressure
studies described previously, such as Willmarth and Wooldridge (1962) and Farabee and
Casarella (1991). They also reported a −1 power law in the pressure spectrum, which was
based on dimensional arguments. Albertson et al. (1998) later used the same data and
estimated the second-order pressure structure function. They made theoretical arguments
regarding the structure function under assumptions of local isotropy to instead find a −3/2
power law. The fits to the experimental structure functions by Albertson et al. (1998) appear
more rigorous than the −1 power-law overlay by Katul et al. (1996), but the later paper does
not address contradictions with the earlier publication.
Miles et al. (2004) used large-eddy simulation (LES) to compute the static pressure
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field for free-convective, forced-convective (nearly-neutral), and stable atmospheric boundary
layers, separating the pressure into shear-turbulence, turbulence-turbulence, Coriolis, buoy-
ancy, and subfilter-scale contributions. They found the shear-turbulence and turbulence-
turbulence contributions to dominate in all cases, except in the free-convective case where
the shear-turbulence term goes to zero. Cain (2013) used LES of an atmospheric boundary
layer to correlate local gusts in the wind at elevation with surface pressure signatures. He
then developed a tracking algorithm to use surface pressure observations to estimate the
bearing of such gusts, with intended application to reduction of wind turbine fatigue.
While discussed previously with the wall pressure studies, Klewicki et al. (2008) did in
fact conduct an atmospheric experiment. The measurement location and time were carefully
selected to be as similar to an engineering boundary layer as possible, and so in many ways
their work is an ideal touchstone for unifying wind tunnel and atmospheric surface pressure
measurements. The −1.04 power law reported by Klewicki et al. is the smallest magnitude
of any measured in atmospheric work, with the possible exception of Katul et al. (1996),
while being among the steepest slope values observed in wind tunnels. Whether their results
actually represent an intermediate case between the two disciplines is unknown. In addition,
while they report a nearly −1 power law, this is only from approximately 10 to 100 Hz. It
is evident from Figure 13 in their paper that the magnitude of this value would be greater
for fits over lower frequencies.
2.2.2 Wind noise studies
The first study of the effects of atmospheric turbulence on wind noise was by Morgan
and Raspet (1992), who showed that in the highly-turbulent atmospheric boundary layer the
turbulent stagnation pressure is the principle source on bare and screened microphones, not
the self-noise from the induced wake flow. The characteristic high-wavenumber power law
of this interaction was −5/3.
Shields (2005) used an array of low-frequency sensors to examine various properties
of the wind noise, in particular revisiting the work of Priestley (1966) on cross-correlation
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structure. He made measurements on sod, in a disced bare field, and among picked cotton
stalks, and his surface pressure spectra show some interesting variation between sites. He
also made measurements above the surface at a 3-meter elevation simultaneous with a quad-
disk probe (Nishiyama and Bedard, 1991) connected to a commercial infrasound microphone,
and found excellent spectral agreement, with the quad-disk being greater by at most a factor
of two at very low frequencies. Such agreement is surprising since Shields’ “probe” is a blunt
2.5-inch housing made from two 2-inch outer diameter PVC pipe caps. He found a −7/3
power law at high frequency in the spectrum from both probes.
Bowman et al. (2005) characterized the ambient noise for infrasound arrays in the
International Monitoring System (IMS) network, which is principally a combination of mi-
crobaroms and wind noise. They found spectral noise levels to be highly variable between
stations and with weather and season. Building on this work, Woodward et al. (2005) found
that, above a site-dependent wind speed threshold, the ambient noise was strongly related
with the wind, although nonlinearly. They used copula theory to form a joint probability
distribution of wind speed and root-mean-square pressure in order to predict wind noise
levels from the wind measurements.
Raspet et al. (2006) considered both stagnation pressure and turbulence-turbulence
contributions to wind noise in bare and screened microphones, showing that the former
effect was an upper limit on the noise level, while the latter could be considered a lower
limit, with larger reductions requiring large screens to spatially average the intrinsic pres-
sure fluctuations. They also noted that the 3-meter measurements by Shields (2005) were
too large in magnitude to be the intrinsic pressure, and must be dominated by stagnation
pressure instead. Raspet et al. (2008) included the shear-turbulence mechanism and used the
von Kármán (1948) spectrum to extend their theory into the source region of atmospheric
turbulence.
In her dissertation research Yu (2009) developed the theory of turbulent pressure
from Kraichnan (1956) and George et al. (1984) to compute theoretical pressure spectra at
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the surface due to the shear-turbulence mechanism. She used the “mirror” flow proposed
by Kraichnan to model the atmospheric turbulence, and validated it as a model for surface-
layer turbulence experimentally. By accounting for the boundary-layer meteorology and
near-surface roughness effects, Yu found that the wind noise measured by a flush-mounted
microphone could be predicted from her shear-turbulence interaction model. This work
was further reported in literature by Yu et al. (2008) and Yu et al. (2011a). Yu’s model
spectra had a −5/3 power law instead of the −11/3 value found by George et al. (1984)
for the shear-turbulence mechanism, which is apparently an effect of the logarithmic mean
wind velocity profile. She found that roughness-length effects were principally seen at high
frequency, while changes in atmospheric stability affected low frequencies. Yu et al. (2011b)
extended this work to wind noise predictions within the flow. There is a subtle but important
finding in this work: Even at 1-meter elevation, the change in local mean shear returned
the high-wavenumber power-law of the shear-turbulence interaction to −11/3, as in George
et al. (1984).
Recent work by Abbott et al. (2015) and Abbott and Raspet (2015) has used the
previously-described theoretical framework to design and optimize large wind fence enclo-
sures for reduction of wind noise in the infrasound band. Raspet and Webster (2015) have
made successful predictions of wind noise beneath tree canopies by combining the shear-
turbulence effect at the treetops with the turbulence-turbulence effect within the forest.
Multiple convection velocities are necessary to describe their measurements: One for the
low-speed wind within the forest, and another for the unobstructed winds above the canopy.
Ongoing work by Yu et al. (2015) has sought to develop a turbulence-turbulence model
prediction for wind noise using the mirror flow model.
2.2.3 Atmospheric pressure probes
Although this work is concerned only with pressure at the ground surface, many of
the studies included in Table 2.1 are of pressure fluctuations within the flow. In addition
to the finding of Yu et al. (2011b) that the shear-turbulence spectral power-law structure
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depends on elevation, there is also the problem of instrumentation when comparing surface
pressure with pressures measured aloft. Many different probes have been designed to reduce
the effect of stagnation pressure while preserving the static pressure. In controlled labora-
tory experiments, knowledge of the mean flow velocity is exploited so that the true static
pressure is recovered at a certain point along a probe (McKeon and Engler, 2007). This
approach cannot be used in the atmosphere, where turbulent length scales are large enough
to significantly change the instantaneous angle of attack, and the wind direction shifts with
the weather. Instead, efforts have been made to design semi- and omni-directional probes,
of which Nishiyama and Bedard (1991) provides an exhaustive review.
Atmospheric pressure probes are calibrated for directional effects by varying the angle
of attack in a controlled laminar flow, i.e. a wind tunnel. The most successful probes are those
which do not deviate from the true static pressure over a wide range of angles (Nishiyama
and Bedard, 1991). The assumption for atmospheric measurements is that the change in
angle of attack due to instantaneous turbulent velocity is small. Webster et al. (2010)
found that certain aerodynamic probes did not perform as expected from such a calibration
procedure, and hypothesized this was due to large crosswind fluctuations and changes in the
flow separation points on the probe when subjected to turbulence. When reporting spectra
from atmospheric pressure probes, the implicit assumption is that the error determined from
laminar calibration applies uniformly to all frequencies, which is difficult to justify.
A final criticism of omni-directional probes comes from the agreement of the quad-
disk with simultaneous measurements with a bluff cylinder by Shields (2005) and subsequent
identification, based on order-of-magnitude, of the bluff microphone measurement as stag-
nation pressure by Raspet et al. (2006). Both measurements do show a −7/3 high-frequency
power law, which is typically not associated with stagnation pressure. This may instead
be the pressure-velocity error spectrum from George et al. (1984), which could conceivably
dominate the velocity error for a bluff probe. Evaluation of the A and B coefficients would
be necessary for definitive proof. The studies by Elliott (1972a) and Katul et al. (1996)
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with semi- and omni-directional probes, respectively, did measure root-mean-square pres-
sures typical of wall pressure in engineering literature, suggesting their probes were not in
error. Regardless, until these discrepancies can be resolved systematically, direct comparison
of surface pressure and atmospheric probes would be inappropriate.
2.3 Discussion
There are a wide range of ideas and observations regarding turbulent pressure in
boundary layer flows, even when one considers only the surface boundary. In general, the
inertial range power laws observed in engineering flows are larger than those recorded at
the ground surface outdoors. There is some evidence this is an effect of increasing Reynolds
number (Klewicki et al., 2008). In all of literature, the only successful surface-pressure
models without ad hoc tuning parameters are due to Lysak (2006) and Yu et al. (2011a).
The models used for the mean shear rate, turbulence statistics, and correlation structure
are completely different, and unsurprisingly, the spectral structure obtained by each differs
as well. Reconciling these results in a systematic way would be an important first step in
understanding the role, if any, of uniquely atmospheric structure.
Regarding the turbulent atmospheric static pressure, a few important conclusions
can be drawn from the literature survey. First, the work of George et al. (1984) and later
Raspet et al. (2008) and Yu et al. (2011a,b) clearly shows that a single, universal power law
should not be expected for the static pressure spectrum in the inertial region. The relative
influence of shear-turbulence and turbulence-turbulence mechanisms, which have separate
power laws, may vary with atmospheric conditions and observation location. In many cases,
the variation in power law seen in Table 2.1 can likely be attributed to a trade-off in these
mechanisms with the meteorology.
Two other conclusions can be drawn from Yu et al. (2011a,b) regarding power laws:
Since the stagnation pressure and surface shear-turbulence contributions both have a −5/3
power law, one cannot determine the dominant pressure fluctuation mechanism by sim-
ply observing the spectral power-law exponent. Moreover, since the power law due to the
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shear-turbulence contribution changes from −5/3 at the surface to −11/3 at only one meter
elevation, one also cannot determine the power-law exponent from the dominant mechanism.
Taken together, these conclusions imply that the power-law form of the spectrum is not a
useful description of the experimental turbulent pressure. The success of Yu et al. (2011a,b)
indicates that, where possible, one should attempt to model the various contributing mech-
anisms based on the velocity field statistics.
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CHAPTER 3: MODELS FOR ATMOSPHERIC SURFACE-LAYER TURBULENCE
Even under ideal conditions, the turbulent wind field near the earth’s surface has
complex structure due to ground effects, buoyant convection, and wind shear. Any practical
analytical model of the atmospheric boundary layer (ABL) turbulence will necessarily be an
approximation. Here I will present two such models: the “mirror” flow originated by Kraich-
nan (1956) and the rapid-distortion theory due to Mann (1994). However, it is instructive to
first consider some of the bulk properties of the idealized ABL and the parameters governing
the near-surface structure.
3.1 Structure of the Atmospheric Boundary Layer
The ABL is the region of atmosphere immediately above the earth’s surface. Typ-
ically, it is bounded above by a temperature inversion called the interfacial layer which
suppresses turbulent fluctuations, beyond which flow is geostrophic and nonturbulent. The
elevation of the interfacial layer defines the boundary layer depth, which may range between
tens of meters in strongly stable conditions to several kilometers in strongly convective con-
ditions (Wyngaard, 2010).
Assuming an adiabatic base state and using the Boussinesq approximation of constant
base-state density, the turbulent kinetic energy (TKE) equation for moist air in the ABL is
∂K
∂t
+ Uj
∂K
∂xj
= −〈u′ju′κ〉
∂Uj
∂xκ
− ∂
∂xj
〈ku′j〉 −
1
ρ0
〈
u′j
∂p′
∂xj
〉
− 2jκ`Ωκ〈u′ju′`〉+
g
θ0
〈θ′vw′〉 − ν
∂u′j
∂xκ
∂u′j
∂xκ
. (3.1)
where 〈·〉 denotes an ensemble average, K is the turbulent kinetic energy, Uj and u′j are
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the mean and fluctuating velocity components in the jth direction, w′ is the fluctuating
vertical velocity component, ρ0 is the mean air density, p′ is the fluctuating pressure, jκ`
is the Levi-Civita symbol, Ωj is the jth component of the Earth’s rotation vector, θ′v is the
virtual potential temperature, θ0 is the reference potential temperature, g is gravitational
acceleration, and ν is the kinematic viscosity. The effects of stability can be seen in the fifth
term on the right-hand side. The first term represents the production of TKE from mean
shear, and the last term is the viscous dissipation of TKE into heat.
3.1.1 Monin-Obukhov Similarity
The hypothesis of Monin-Obukhov (M-O) similarity assumes that turbulent flow near
to a homogeneous surface with no grade, i.e. the surface layer, is governed by five parame-
ters: the elevation, z; the friction velocity, u∗; the mean temperature flux, Q0 = 〈θvw′〉; the
mean flux of water vapor, C0; and the buoyancy parameter, g/θ0. There are four physical
dimensions: length, time, temperature, and moles of water vapor. The Buckingham-Pi The-
orem then requires that there may be only two functionally-related dimensionless variables
formed from the parameters (Wyngaard, 2010). Under the M-O similarity hypothesis, the
first is taken as the nondimensionalized dependent variable of interest, and the second is a
dimensionless elevation, z/L, where L = −u3∗θ0/kagQ0 is the Obukhov length and ka is the
von Kármán constant.
L effectively parameterizes the stability of the surface layer with respect to vertical
displacements (Wyngaard, 2010). If L is negative, the mean temperature flux is positive, and
the buoyancy term in the turbulent kinetic energy equation acts as production. Similarly,
if L is positive, the buoyancy term acts on average to destroy kinetic energy. The ultimate
implication of M-O similarity is that the nondimensional mean gradients of the velocity,
temperature, and water vapor concentration are functions of z/L only, according to
φm
( z
L
)
=
kaz
u∗
∂U
∂z
, φh
( z
L
)
=
kaz
T∗
∂Θ
∂z
, φc
( z
L
)
=
kaz
c∗
∂C
∂z
,
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where T∗ = −〈θ′vw′〉/u∗, and c∗ = −C0/u∗. The forms of φm, φh, and φc are determined
experimentally, with the most widely used due to Högström (1988):
φm =

1 + 4.8 z
L
if L ≥ 0 (stable)(
1− 19.3 z
L
)−1/4 if L < 0 (unstable), (3.2)
φh = φc =

1 + 7.8 z
L
if L ≥ 0 (stable)(
1− 12 z
L
)−1/2 if L < 0 (unstable). (3.3)
The character of the ABL is very different in unstable, i.e. convective, and stable
conditions. During the day, solar radiation heats the surface and generates a negative verti-
cal gradient of the virtual potential temperature. This sets up continual convective motions
which transport heat away from the surface in large, layer-spanning eddies. Since the tem-
perature flux is positive, the buoyancy term in the TKE equation is a source. Under unstable
conditions, the ABL is termed a convective boundary layer (CBL). As the mean wind ap-
proaches zero (L → 0−), the CBL attains a limiting condition known as free convection
(Businger, 1973). In this limit, M-O similarity becomes invalid and a different set of govern-
ing parameters must be constructed.
The stable boundary layer (SBL) occurs at night, when surface cooling sets up a
positive vertical temperature gradient, and the action of gravity on vertical displacements
of the stratification suppresses turbulence. The buoyancy term in the TKE equation now
becomes a sink. Within the SBL classification, there are two further regimes: weakly stable
and very stable. In the former regime, M-O similarity still holds, and the TKE decreases with
elevation. Turbulent fluctuations are strongly suppressed in the very stable regime, and just
as with local convection, similarity becomes invalid. Nieuwstadt (1984) attempted to extend
M-O similarity to this condition by introducing a local scaling of the turbulence structure.
However, the turbulence begins to defy classical interpretation, becoming intermittent with
complex vertical structure compounded by emergence of wave-like motions (Mahrt, 2014).
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It is important to note several parameters that are excluded from the M-O similarity
group. The boundary layer inversion height zi is not included, on the basis that it does not
affect the structure of turbulence near the surface. This assumption is not valid, in fact, as
the spectra of the transverse velocity components peak at a wavenumber k1 ≈ 1/zi (Panofsky
and Dutton, 1984). The roughness length z0 is also not included, with the consequence that
any M-O similar dependent variables are undefined for z < z0.
3.1.2 Turbulence Structure
The fluctuating velocity components in the ABL have two basic qualitative proper-
ties: First, the largest, most energetic horizontal fluctuations have length scales proportional
to zi. These scales are known as the source region of the turbulent energy cascade. Since
the inversion height is not an M-O parameter, the horizontal fluctuations do not satisfy M-O
similarity. Second, and in contrast with the horizontal component, the largest length scale
of vertical velocity fluctuation is proportional to the elevation z. This is simply the inhomo-
geneity set up by the kinematic boundary condition at the ground surface, otherwise known
as the surface blocking effect. In nearly-neutral atmospheric conditions, surface blocking
is principal source of inhomogeneity in vertical velocity structure that must be captured in
models.
M-O similarity has also been applied to the statistics of fluctuating velocity in the
surface layer, particularly the frequency spectra, with limited success. In general, the vertical
velocity spectra can be expected obey M-O-similar scaling (Panofsky and Dutton, 1984). In
nearly-neutral conditions the peak in the premultiplied vertical velocity spectrum moves to
lower frequency with increasing elevation. The variation in the velocity spectra with z/L
in nearly-neutral conditions is described by Kaimal et al. (1972). In stable conditions, the
peak of the premultiplied vertical velocity spectrum in the nondimensional frequency fz/U ,
where U is the mean streamwise wind velocity, tends to shift to higher frequencies with z/L.
In unstable conditions the emergence of large-scale buoyant convection leads to a
secondary low-frequency peak in the velocity spectra when premultiplied by the frequency,
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for both horizontal and vertical components. In the horizontal spectra, the peak associated
with the mechanical turbulence is well-separated from the convective peak near to the surface,
and progressively shifts to lower frequency with elevation, until the two merge. In the vertical
velocity component, the two peaks are not as well separated and move to lower frequency
with elevation at the same rate. The convective peak amplitude increases with elevation,
and so the net effect is an apparent shift of a single, broad peak in fz/U (Højstrup, 1981,
1982).
The following turbulence models do not include modifications for atmospheric sta-
bility. Only the mean velocity profile, as described by M-O similarity, will be affected by
stability in the surface pressure models. As a consequence, when comparing with experi-
mental data, there may be large discrepancies, especially at low wavenumbers (and hence
low frequencies) in unstable conditions, due to velocity structure that is not captured by the
turbulence models. Since the low-frequency convective structure cannot be predicted from
the mechanical turbulence near the surface, drawing any conclusions from apparent power
laws in this region would be inappropriate.
3.2 Mirror Flow Model
The “mirror” flow model of boundary layer turbulence was proposed by Kraichnan
(1956) as an approximation for calculating the mean-square pressure fluctuations at the
wall. This model has some unphysical properties: The horizontal velocity components do
not vanish according to the viscous boundary condition, but instead increase in magnitude
near to the wall, and the turbulence extends infinitely away from the wall. For calculation
of the wall pressure, Kraichnan argued that contributions by the absent laminar sublayer
were inconsequential due to the small transverse gradients of the normal velocity near to the
wall. He further justified use of his model by showing that the flow a few correlation lengths
away from the plate contributed little to the pressure fluctuations. Kraichnan drew on the
work of Klebanoff (1955) to justify the qualitative form of his model.
The mirror flow saw no further treatment in literature for over half a century, until Yu
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and coworkers used it to model atmospheric boundary layer turbulence, first for predicting
measured pressure spectra at the earth’s surface (Yu, 2009; Yu et al., 2008, 2011a), then
for calculating the pressure spectra throughout the flow (Yu et al., 2011b). Yu took the
model further than Kraichnan, deriving the integral forms of the longitudinal and vertical
one-dimensional velocity spectra constructed from an original homogeneous field of von Kár-
mán turbulence. By computing spectra for particular conditions and comparing them with
experimental results, she showed that the mirror flow model was in excellent agreement with
turbulence in the atmospheric surface layer.
The increase in the horizontal velocity component near the surface in Kraichnan’s
original model was recently resolved by a modified mirror flow proposed by Raspet (personal
communication, 2015). This is the model I will present here, which differs slightly from the
model used by Yu (2009).
3.2.1 Constructing the mirror flow
Consider a homogeneous, isotropic field of incompressible turbulence of infinite extent,
u(x, t) = u(x, t) eˆ1 + v(x, t) eˆ2 + w(x, t) eˆ3,
with position vector x = xeˆ1 + yeˆ2 + zeˆ3. Two transformed coordinate systems, x† and x‡,
are then defined in terms of the original system by
x† = xeˆ1 + yeˆ2 +
z√
2
eˆ3, x
‡ = xeˆ1 + yeˆ2 − z√
2
eˆ3. (3.4)
Note that the x† and x‡ coordinate systems are mirror images over the z = 0 plane. A new
velocity field u˜(x, t) is defined from a superposition of the field with itself in each transformed
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coordinate system, according to
u˜(x, t) = u
(
x†, t
)
,
v˜(x, t) = v
(
x†, t
)
,
w˜(x, t) =
1√
2
(
w
(
x†, t
)− w(x‡, t)) .
(3.5)
Taking the divergence of the new field gives
∂u˜κ
∂xκ
=
∂
∂x
u˜(x, t) +
∂
∂y
v˜(x, t) +
∂
∂z
w˜(x, t) ,
=
∂
∂x
u
(
x†, t
)
+
∂
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v
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)
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2
∂
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)− 1√
2
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(
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=
dx†
dx
∂
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u
(
x†, t
)
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dy†
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∂
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v
(
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)
+
1√
2
dz†
dz
∂
∂z†
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(
x†, t
)− 1√
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dz‡
dz
∂
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w
(
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)
.
Identifying x† = x, y† = y, z† = z/
√
2, and z‡ = −z/√2 so that
dx†
dx
= 1,
dy†
dy
= 1,
dz†
dz
=
1√
2
,
dz‡
dz
= − 1√
2
,
and the divergence becomes
∂u˜κ
∂xκ
=
∂
∂x†
u
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)
+
∂
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(
x†, t
)
+
1
2
∂
∂z†
w
(
x†, t
)
+
1
2
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)
.
The partial derivative with respect to the transformed coordinate of each velocity component
in the transformed coordinate must be equal to the derivative in the original coordinate
system, so that
∂u˜κ
∂xκ
=
∂
∂x
u(x, t) +
∂
∂y
v(x, t) +
1
2
∂
∂z
w(x, t) +
1
2
∂
∂z
w(x, t) =
∂uκ
∂xκ
.
The divergence of the mirror flow is equivalent to the divergence of the original homogeneous
turbulence. Therefore, incompressible continuity of mass in the latter, which is assumed, will
31
imply the same is satisfied in the former.
Now turning to the two-point statistics, the correlation between two velocity compo-
nents u˜j(x′, t′) and u˜κ(x, t) at two positions x′, x and times t′, t in the mirror flow field is
defined as
R˜jκ (x
′,x, t′ − t) = 〈u˜j(x′, t′) u˜κ(x, t)〉 ,
and similarly in the original field,
Rjκ (x
′ − x, t′ − t) = 〈uj(x′, t′)uκ(x, t)〉 .
Note that the definition of the original field takes the correlation to be a function only
of displacement in space, x′ − x, and time, t′ − t, which is equivalent to assumptions of
homogeneity and stationarity, respectively. The mirror flow is stationary, but it is not
homogeneous. With Eqs. 3.4 and 3.5 the correlation in the mirror flow can be written in
terms of the original. Since the correlation for cross components, i.e. j 6= κ, is zero for
isotropic turbulence (Batchelor, 1953), by inspection, it must also be zero in the mirror flow.
For the horizontal components u, v, (j = 1, 2), using the definition of the correlation in the
homogeneous field,
R˜jj (x
′,x, t′ − t) = 〈uj(x†′, t′)uj(x†, t)〉 = Rjj (x†′ − x†, t′ − t) .
Let the time lag be τ ≡ t′ − t and the displacement in the jth coordinate be ξj ≡ x′j − xj.
Then
x†′ − x† = ξ1eˆ1 + ξ2eˆ2 + ξ3√
2
eˆ3.
If the correlation is expressed as a function of the component displacements so that
Rjκ (x
′ − x, τ) = Rjκ (ξ1, ξ2, ξ3, τ) ,
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then the correlation of the horizontal components in the mirror flow can be written
R˜jj (x
′,x, τ) = Rjj
(
ξ1, ξ2,
ξ3√
2
, τ
)
, j = 1, 2. (3.6)
Although more complicated in form, the vertical component can be expressed in terms of
the original field in the same way.
R˜33 (x
′,x, τ) =
〈
1√
2
(
w
(
x†′, t′
)− w(x‡′, t′)) 1√
2
(
w
(
x†, t
)− w(x‡, t))〉 ,
=
1
2
(〈
w
(
x†′, t′
)
w
(
x†, t
)〉− 〈w(x‡′, t′)w(x†, t)〉
− 〈w(x†′, t′)w(x‡, t)〉+ 〈w(x‡′, t′)w(x‡, t)〉) ,
=
1
2
(
R33
(
x†′ − x†, τ)−R33 (x‡′ − x†, τ)
−R33
(
x†′ − x‡, τ)+R33 (x‡′ − x‡, τ)) .
Using 3.4,
x‡′ − x† = ξ1eˆ1 + ξ2eˆ2 + 1√
2
(z′ + z) eˆ3 = ξ1eˆ1 + ξ2eˆ2 +
1√
2
(ξ3 + 2z) eˆ3,
x†′ − x‡ = ξ1eˆ1 − ξ2eˆ2 + 1√
2
(z′ + z) eˆ3 = ξ1eˆ1 + ξ2eˆ2 − 1√
2
(ξ3 + 2z) eˆ3,
x‡′ − x‡ = ξ1eˆ1 + ξ2eˆ2 + 1√
2
(z′ + z) eˆ3 = ξ1eˆ1 + ξ2eˆ2 − ξ3√
2
eˆ3,
and the vertical correlation function may be written as
R˜33 (x
′,x, τ) =
1
2
(
R33
(
ξ1, ξ2,
ξ3√
2
, τ
)
−R33
(
ξ1, ξ2,
ξ3 + 2z√
2
, τ
)
−R33
(
ξ1, ξ2,−ξ3 + 2z√
2
, τ
)
+R33
(
ξ1, ξ2,− ξ3√
2
, τ
))
. (3.7)
Since the original field is isotropic, R33 (ξ1, ξ2,−ξ3, τ) = R33 (ξ1, ξ2, ξ3, τ), so that combining
33
equal terms gives
R˜33 (x
′,x, τ) = R33
(
ξ1, ξ2,
ξ3√
2
, τ
)
−R33
(
ξ1, ξ2,
ξ3 + 2z√
2
, τ
)
. (3.8)
The two terms in Eq. 3.8 cancel exactly in the z = 0 plane so that vertical fluctuations in
velocity go to zero, satisfying the kinematic boundary condition. This plane is now defined
as the ground surface for the model. As z → ∞, the second term approaches zero as the
superimposed fields decorrelate. Only a field of homogeneous turbulence remains, which is
the second boundary condition for the mirror flow.
3.2.2 Spectral transformation of the two-point statistics
In order to obtain spectral representations of the turbulent structure, define the partial
Fourier transform of the correlation function in the mirror flow with respect to the horizontal
displacements ξ1, ξ2 and time lag τ as
R˜jj(z, ξ2,κ, ω) =
1
(2pi)3
∫∫∫ ∞
−∞
R˜jj (x
′,x, τ) e−ik1ξ1−ik2ξ2+iωt dξ1 dξ2 dτ, (3.9)
following the normalization convention in Batchelor (1953) and Monin and Yaglom (1975),
where κ = k1eˆ1+k2eˆ2 is the horizontal wavevector and ω is the angular frequency. The same
partial transformation in the original isotropic field can be expressed as an inverse Fourier
transform of the spectral tensor Φjj(k, ω), where k = κ + k3eˆ3 is the total wavevector,
according to
Rjj(ξ3,κ, ω) =
∫ ∞
−∞
Φjj (k, ω) e
ik3ξ3 dk3. (3.10)
With Eq. 3.6 the transform of the horizontal correlations can be immediately written as
R˜jj(z, ξ3,κ, ω) = Rjj
(
ξ3√
2
,κ, ω
)
, j = 1, 2.
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Notice that the elevation z does not appear in this expression since the turbulence is ho-
mogeneous in the horizontal components. For a one-dimensional Fourier transform pair
f (t)→ fˆ (ω), the transform of f(at) is a−1fˆ (a−1ω), where a is a scalar (Stein and Shakarchi,
2003). With this property and 3.10, and integrating over all ω,
R˜jj(ξ3,κ) =
∫ ∞
−∞
√
2 Φjj
(
κ+
√
2 k3 eˆ3
)
eik3ξ3 dk3, j = 1, 2. (3.11)
For homogeneous, isotropic turbulence, the spectral tensor can be expressed in terms of the
one-dimensional energy spectrum E(k) as
Φjκ (k) =
E(k)
4pik4
(
δjκk
2 − kjkκ
)
, (3.12)
where k2 = k21 + k22 + k23. Using a modification of the form proposed by von Kármán (1948)
for the energy spectrum,
E (k) = Cλ
(kλ)4(
1 + (kλ)2
)17/6 , (3.13)
where C has units of velocity squared and λ is a length scale. Yu’s definition of the von
Kármán spectrum, and hence C, differs slightly from mine, which I have chosen both for
dimensional reasons and the form of the particular solutions for the mean-square velocity
components of the model. To compare results of this work with Yu (2009), one may use the
relation CYu = 1855Cλ. With
∣∣∣κ+√2 k3 eˆ3∣∣∣2 = k21 + k22 + 2k23,
Eqs. 3.12 and 3.13 can be substituted directly into 3.11 to give
R˜jj(ξ3,κ) =
√
2
4pi
Cλ5
∫ ∞
−∞
k21 + k
2
2 + 2k
2
3 − k2j(
1 + (k21 + k
2
2 + 2k
2
3)
2
λ2
)17/6 eik3ξ3 dk3, j = 1, 2. (3.14)
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An expression for the partial Fourier transform of the vertical component correlation may
be found similarly, starting from 3.8.
R˜33(z, ξ3,κ, ω) = R33
(
ξ3√
2
,κ, ω
)
−R33
(
ξ3 + 2z√
2
,κ, ω
)
.
The first term on the right-hand side can be expressed in term of the spectral tensor using the
scale property as in the horizontal components. The one-dimensional Fourier transform also
has a shift property such that the transform of f(t+ h) is fˆ(ω) eiωh (Stein and Shakarchi,
2003). Composing the scale and shift properties gives
f(a (t+ h))→ 1
a
fˆ
(ω
a
)
eiωh.
Using this property, Eq. 3.10, and again integrating over all ω,
R˜33(z, ξ3,κ) =
∫ ∞
−∞
√
2 Φ33
(
κ+
√
2 k3 eˆ3
)
eik3ξ3 dk3
−
∫ ∞
−∞
√
2 Φ33
(
κ+
√
2 k3 eˆ3
)
e2ik3zeik3ξ3 dk3,
and so substituting 3.12 and 3.13 finally gives
R˜33(z, ξ3,κ) =
√
2
4pi
Cλ5
∫ ∞
−∞
k21 + k
2
2(
1 + (k21 + k
2
2 + 2k
2
3)
2
λ2
)17/6 (1− e2ik3z) eik3ξ3 dk3. (3.15)
Nondimensionalizing Eqs. 3.14 and 3.15 with the definitions
nj = kjλ, η = κλ, n = kλ, ζ =
z
λ
, ψ =
ξ
λ
= ζ ′ − ζ, (3.16)
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yields
R˜jj(ψ,η) =
√
2
4pi
Cλ2
∫ ∞
−∞
n2 + n3 − nj
(1 + n21 + n
2
2 + 2n
2
3)
17/6
ein3ψ dn3, j = 1, 2, (3.17)
R˜33(ζ, ψ,η) =
√
2
4pi
Cλ2
∫ ∞
−∞
η2
(1 + n21 + n
2
2 + 2n
2
3)
17/6
(
1− e2in3ζ) ein3ψ dn3. (3.18)
3.2.3 One-dimensional spectra
From these equations it is possible to derive second-order properties of the model.
In experiments single-point statistics such as the streamwise-wavenumber one-dimensional
spectra, associated integral scales, and mean-square velocity components are often of inter-
est, since they are most easily measured. One-dimensional spectra, F˜jj(k1), are found by
evaluating 3.17 and 3.18 at ψ = 0 and integrating over the transverse horizontal wavenumber
k2:
F˜jj(n1) =
√
2
4pi
Cλ
∫∫ ∞
−∞
n2 + n3 − nj
(1 + n21 + n
2
2 + 2n
2
3)
17/6
dn2 dn3, j = 1, 2,
F˜33(n1) =
√
2
4pi
Cλ
∫∫ ∞
−∞
η2
(1 + n21 + n
2
2 + 2n
2
3)
17/6
(
1− e2in3ζ) dn2 dn3.
Only the real part of F˜33(n1) will remain after the integration, and since both integrands
above are even in n2 and n3, each integration may be taken as twice the value from 0 to ∞,
giving
F˜11(n1) =
√
2
pi
Cλ
∫∫ ∞
0
n22 + 2n3
(1 + n21 + n
2
2 + 2n
2
3)
17/6
dn2 dn3, (3.19)
F˜22(n1) =
√
2
pi
Cλ
∫∫ ∞
0
n21 + 2n3
(1 + n21 + n
2
2 + 2n
2
3)
17/6
dn2 dn3, (3.20)
F˜33(n1) =
√
2
pi
Cλ
∫∫ ∞
0
η2
(1 + n21 + n
2
2 + 2n
2
3)
17/6
(1− cos 2n3ζ) dn2 dn3. (3.21)
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Note that these are two-sided spectra in k1. To find one-sided spectra for k1 ≥ 0, these
equations should be multiplied by a factor of two. It is possible to integrate these analytically.
Starting with 3.19, let n3 = 2−1/2 r cos θ and n2 = r sin θ. Then 2n22 + n23 = r2 and the
Jacobian determinant is
det
2−1/2 cos θ −2−1/2r sin θ
sin θ r cos θ
 = r√
2
,
so that dn2 dn3 → 2−1/2 r dr dθ and the integral is transformed to
F˜11(n1) =
1
pi
Cλ
∫ pi/2
0
∫ ∞
0
r2
(1 + n21 + r
2)
17/6
r dr dθ,
=
Cλ
2
(
1 + n21
)−5/6 ∫ ∞
0
r3/ (1 + n21)
3/2
(1 + r2/ (1 + n21))
17/6
dr√
1 + n21
.
Now let s = r/ (1 + n21)
1/2 so that
F˜11(n1) =
Cλ
2 (1 + n21)
5/6
∫ ∞
0
s3
(1 + s2)17/6
ds.
Using the integral formula
∫ ∞
0
xµ−1
(
1 + x2
)ν−1
dx =
1
2
B
(µ
2
, 1− ν − µ
2
)
[<µ > 0, < (ν + 1
2
µ
)
< 1
]
, (Gradshteyn and Ryzhik, 2007, 3.251.2)
where B(x, y) is the beta function (cf. DLMF, 5.12.1),
∫ ∞
0
s3
(1 + s2)17/6
ds =
1
2
B
(
2,
5
6
)
=
18
55
,
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so the streamwise one-dimensional wavenumber spectrum of the streamwise velocity compo-
nent is
F˜11(n1) =
9
55
Cλ
(1 + n21)
5/6
. (3.22)
The same initial change of variables is used to evaluate the transverse spectrum, Eq. 3.20.
F˜22(n1) =
1
pi
Cλ
∫ pi/2
0
∫ ∞
0
n21 + r
2 cos2 θ
(1 + n21 + r
2)
17/6
r dr dθ,
=
Cλ
pi
{
n21
∫ pi/2
0
dθ
∫ ∞
0
r dr
(1 + n21 + r
2)
17/6
+
∫ pi/2
0
cos2 θ dθ
∫ ∞
0
r3 dr
(1 + n21 + r
2)
17/6
}
,
=
Cλ
2
{
n21
∫ ∞
0
r dr
(1 + n21 + r
2)
17/6
+
1
2
∫ ∞
0
r3 dr
(1 + n21 + r
2)
17/6
}
.
Again substituting s = r/ (1 + n21)
1/2 gives
F˜22(n1) =
Cλ
2
{
n21
(1 + n21)
11/6
∫ ∞
0
s ds
(1 + s2)17/6
+
1
2 (1 + n21)
5/6
∫ ∞
0
s3 ds
(1 + s2)17/6
}
.
With Gradshteyn and Ryzhik 2007 3.251.2,
∫ ∞
0
s
(1 + s2)17/6
ds =
1
2
B
(
1,
11
6
)
=
3
11
,
and the transverse one-dimensional wavenumber spectrum is
F˜22(n1) =
Cλ
2 (1 + n21)
5/6
(
9
55
+
3
11
n21
1 + n21
)
(3.23)
Both F˜11(n1) and F˜22(n1) are not functions of elevation. Figure 3.1 shows the one-dimensional
spectra of the horizontal velocity components, which transition from the source region to the
inertial range near n1 = 1 or k1 = 1/λ, as is typical of homogeneous turbulence.
Evaluation of the vertical component spectrum proceeds differently. To begin, let
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Figure 3.1: The streamwise-wavenumber one-dimensional spectra of the horizontal veloc-
ity components for the mirror flow model, nondimensionalized by the model parameters:
, F˜11(n1) /Cλ; , F˜22(n1) /Cλ.
t =
√
2n3, so that Eq. 3.21 becomes
F˜33(ζ, n1) =
1
pi
Cλ
∫∫ ∞
0
η2
(1 + n21 + n
2
2 + t
2)
17/6
(
1− cos
√
2tζ
)
dn2 dt,
F˜33(ζ, n1) =
Cλ
pi
{∫∫ ∞
0
n21 + n
2
2
(1 + n21 + n
2
2 + t
2)
17/6
dn2 dt
−
∫∫ ∞
0
n21 + n
2
2
(1 + n21 + n
2
2 + t
2)
17/6
cos
√
2tζ dn2 dt
}
. (3.24)
In the first integral, let t = r sin θ and n2 = r cos θ. Then t2 + n22 = r2 and the form of
the integral becomes the same as for F˜22(n1), so that the first term in Eq. 3.24 in the curly
brackets is
∫∫ ∞
0
n21 + r
2 cos2 θ
(1 + n21 + r
2)
17/6
dn2 dt =
pi
2
1
(1 + n21)
5/6
(
9
55
+
3
11
n21
1 + n21
)
. (3.25)
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The second integral term is separated again and integrated first over n2.
∫∫ ∞
0
n21 + n
2
2
(1 + n21 + n
2
2 + t
2)
17/6
cos
√
2tζ dn2 dt
= n21
∫ ∞
0
cos
√
2tζ
∫ ∞
0
dn2
(1 + n21 + n
2
2 + t
2)
17/6
dt
+
∫ ∞
0
cos
√
2tζ
∫ ∞
0
n22 dn2
(1 + n21 + n
2
2 + t
2)
17/6
dt. (3.26)
Consider only the inner integrals over n2 and let s = n2/
√
1 + n31 + t
2, so that, again with
Gradshteyn and Ryzhik (2007) 3.251.2,
∫ ∞
0
dn2
(1 + n21 + n
2
2 + t
2)
17/6
=
1
(1 + n21 + t
2)
7/3
∫ ∞
0
ds
(1 + s2)17/6
=
√
pi Γ
(
7
3
)
2Γ
(
17
6
) 1
(1 + n21 + t
2)
7/3
,
∫ ∞
0
n22 dn2
(1 + n21 + n
2
2 + t
2)
17/6
=
1
(1 + n21 + t
2)
4/3
∫ ∞
0
s2 ds
(1 + s2)17/6
=
√
pi Γ
(
4
3
)
2Γ
(
17
6
) 1
(1 + n21 + t
2)
4/3
,
where Γ(z) is the gamma function (cf. DLMF, 5.2.1). Eq. 3.26 now becomes
∫∫ ∞
0
n21 + n
2
2
(1 + n21 + n
2
2 + t
2)
17/6
cos
√
2tζ dn2 dt
=
√
piΓ
(
7
3
)
2Γ
(
17
6
) n21 ∫ ∞
0
cos
√
2tζ
(1 + n21 + t
2)
7/3
dt+
√
piΓ
(
4
3
)
2Γ
(
17
6
) ∫ ∞
0
cos
√
2tζ
(1 + n21 + t
2)
4/3
dt. (3.27)
With the integral formula
∫ ∞
0
(
β2 + x2
)ν− 1
2 cos (ax) dx =
1√
pi
(
2β
a
)ν
cos (piν) Γ
(
ν +
1
2
)
K−ν(aβ)[
a > 0, < β > 0, < ν < 1
2
]
, (Gradshteyn and Ryzhik, 2007, 3.771.2)
where Kν(z) is the modified Bessel function of the second kind (cf. DLMF, 10.25.3),
∫ ∞
0
cos
√
2tζ
(1 + n21 + t
2)
7/3
dt =
1√
pi
(
2
√
1 + n21√
2ζ
)− 11
6
cos
(−11pi
6
)
Γ
(−4
3
)
K11
6
(√
2ζ
√
1 + n21
)
,
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∫ ∞
0
cos
√
2tζ
(1 + n21 + t
2)
4/3
dt =
1√
pi
(
2
√
1 + n21√
2ζ
)− 5
6
cos
(−5pi
6
)
Γ
(−1
3
)
K5
6
(√
2ζ
√
1 + n21
)
,
which after substitution into 3.27 and some algebraic simplification gives
∫∫ ∞
0
n21 + n
2
2
(1 + n21 + n
2
2 + t
2)
17/6
cos
√
2tζ dn2 dt
=
pi
2Γ
(
17
6
) n21
(1 + n21)
11/12
(
ζ√
2
)11
6
K11
6
(
ζ
√
2 (1 + n21)
)
+
pi
4Γ
(
17
6
) 1
(1 + n21)
5/12
(
ζ√
2
)5
6
K5
6
(
ζ
√
2 (1 + n21)
)
. (3.28)
Substituting Eqs. 3.25 and 3.28 into Eq. 3.24 now gives one-dimensional wavenumber spec-
trum of the vertical velocity component.
F˜33(ζ, n1) =
Cλ
2 (1 + n21)
5/6
(
9
55
+
3
11
n21
1 + n21
− 1
2Γ
(
17
6
) (1 + n21)5/12( ζ√
2
)5
6
K5
6
(
ζ
√
2 (1 + n21)
)
− 1
Γ
(
17
6
) n21
(1 + n21)
1/12
(
ζ√
2
)11
6
K11
6
(
ζ
√
2 (1 + n21)
))
. (3.29)
A plot of the vertical component spectra for several nondimensional elevations is shown in
Figure 3.2. Unlike the horizontal components, the transition point in the spectrum depends
on the elevation. For ζ ≤ 1, the transition occurs near n1 = 1/ζ or k1 = 1/z, structure
that is typical of observed ABL turbulence near the surface (Panofsky and Dutton, 1984;
Wyngaard, 2010). At higher elevations, the vertical velocity spectrum approaches the form
of the cross-stream component, Eq. 3.23, as the turbulence returns to homogeneity.
It is possible to obtain mean-square values for the velocity components (i.e. variances)
by integrating the one-dimensional spectra over n1, according to the formula
〈
u˜2j
〉
=
∫ ∞
−∞
F˜jj(z, k1) dk1 =
2
λ
∫ ∞
0
F˜jj(ζ, n1) dn1. (3.30)
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Figure 3.2: The streamwise-wavenumber one-dimensional spectra of the vertical velocity
component for the mirror flow model as a function of nondimensional elevation, ζ. is
the spectrum at ζ = 10, where it becomes indistinguishable from F˜22(ζ, n1) /Cλ.
The variance of the vertical velocity component is of particular interest for this work. By
integrating Eq. 3.29 in the form of 3.30 and using the previous formula 3.251.2 from Grad-
shteyn and Ryzhik (2007), 〈w2〉 evaluates to the nondimensional form
〈w2〉
C
=
3
22
√
piΓ
(
1
3
)
Γ
(
11
6
) − 1
2Γ
(
17
6
) ( ζ√
2
) 5
6
∫ ∞
0
1
(1 + n21)
5/12
K5
6
(
ζ
√
2 (1 + n21)
)
dn1
− 1
Γ
(
17
6
) ( ζ√
2
) 11
6
∫ ∞
0
n21
(1 + n21)
11/12
K11
6
(
ζ
√
2 (1 + n21)
)
dn1. (3.31)
A plot of this equation with nondimensional elevation is given in Figure 3.3, showing the
increase in the mean-square vertical fluctuations with elevation to an asymptotic value of
〈w2〉 /C ≈ 0.688. Eq. 3.31 also demonstrates the reasoning behind Eq. 3.13, in that the λ
factors have been made to integrate out of the expression.
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Figure 3.3: The mean-square vertical velocity component for the mirror flow model as a
function of nondimensional elevation, ζ.
3.2.4 Integral length scales
One-dimensional integral scales for each component may be defined in terms of the
one-dimensional spectrum by
L˜
[1]
jj ≡
1〈
u˜2j
〉 ∫ ∞
−∞
R˜jj(z, ξ1, ξ2 = 0, ξ3 = 0, τ = 0) dξ1 =
2pi〈
u˜2j
〉 F˜jj(z, k1 = 0) . (3.32)
This definition differs from Mathieu and Scott (2000) by a factor of two, for consistency with
the two-sided spectrum and integral scale definitions in Batchelor (1953). These forms are
easy to evaluate by setting n1 = 0 in 3.22, 3.23, and 3.29.
〈u˜2〉 L˜[1]11
Cλ
=
18pi
55
, (3.33)
〈v˜2〉 L˜[1]22
Cλ
=
9pi
55
, (3.34)
〈w˜2〉 L˜[1]33
Cλ
=
9pi
55
− pi
2Γ
(
17
6
) ( ζ√
2
)5/6
K5
6
(√
2ζ
)
. (3.35)
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Figure 3.4: One-dimensional streamwise integral length scales for the mirror flow model with
the velocity component variance, nondimensionalized by the model parameters, as a function
of nondimensional elevation, ζ: , 〈v˜2〉 L˜[1]22/Cλ; , 〈w˜2〉 L˜[1]33/Cλ.
To compute the theoretical length scale, the velocity variance
〈
u˜2j
〉
may be found with
Eq. 3.30. Figure 3.4 shows the cross-stream and vertical components of the expression
L˜
[1]
jj
〈
u2j
〉
/Cλ with nondimensional elevation ζ. Both horizontal length scales are constant
in elevation, and the streamwise scale is twice the transverse value, as one would expect
for homogeneous turbulence (cf. Batchelor, 1953). The vertical length scale expression,
Eq. 3.35, increases with elevation and approaches the transverse component far above the
surface. Eqs. 3.31 and 3.33 - 3.35 will be used later to fit the mirror flow model parameters
to experimental data.
3.3 Rapid-Distortion Theory Models
Rapid-distortion theory (RDT) is an approach to modeling fields of inhomogeneous
or anisotropic turbulence by linearization of the Navier-Stokes equations. In this model
framework, a time-dependent solution for the spectra of a distorted field is found by solving
the so-called “rapid-strain” equations for the imposed mean flow in Fourier space, with an
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initial condition of homogeneous turbulence . If an “eddy lifetime” is defined for the duration
of an turbulence length scale before decay, this distortion time may be eliminated from the
formula entirely. As the model time increases, this approximation becomes progressively
worse as the missing nonlinear effects become conspicuous. Nonetheless, RDT remains an
accepted modeling approximation, particularly with respect to the larger eddies in the flow
(Townsend, 1976).
The conceptual appeal of RDT models is offset by the mathematical difficulty: It is
not possible to write the particular model to be presented in such a succinct form as the
mirror flow, and one must settle for a set of formulae that require numerical evaluation. I will
not present a derivation for the RDT model, but instead outline the concepts and formulae
from the literature.
The rapid-distortion model used in this work is the uniform shear with blocking
(US+B) model of Mann (1994). This model is actually Mann’s synthesis of two previ-
ous models, one for uniform shear distortion, and another for surface blocking distortion.
The uniform-shear theory is due to Townsend (1976), and considers the rapid distortion
of isotropic turbulence by plane shearing such that dU/dz = const. The surface blocking
theory was first included with shear distortion by Lee and Hunt (1991), developed from
previous theory by Hunt and Graham (1978) and Hunt (1984) for shear-free turbulence near
a boundary.
Mann’s model was motivated by the problem of fatigue induced by wind forces on
large structures, such as bridges and wind turbines. In these applications, the two-point
second-order statistics are a basic necessity for estimating the structural response. Mann
(1994) validated his model experimentally by fitting single-point velocity spectra to estimate
the three underlying model parameters, and then comparing the predicted two-point cross
spectra to data from two separate experiments. He found good agreement with the two-
point statistics for all velocity components except for the vertical, which may be an issue
for modeling the pressure in later chapters. Mann (1998) later compared the same model
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with several other spectral models used for wind engineering simulations, with the intent of
codifying it as a tool for engineering applications. He fit his rapid-distortion model directly
to the existing one-dimensional spectral models and obtained reasonable agreement in all
cases, although the peaks in the spectra were not as sharp.
3.3.1 Uniform shear distortion
The construction of the model begins with a field of homogeneous, isotropic turbu-
lence that is identical with the original field in the mirror flow, so that the spectral tensor
is expressed in terms of the energy spectrum by Eq. 3.12. The same von Kármán form
is also assumed for the energy spectrum E (k), Eq. 3.13. The fluctuating incompressible
Reynolds-averaged Navier-Stokes equations are transformed into their Fourier components,
and second-order terms in the Fourier amplitude are neglected, yielding the linearized rapid-
strain equations (Townsend, 1976). The remaining effects are distortion of the velocity com-
ponents by the mean shear and dissipation due to viscosity. Although a solution for both
effects is given by Townsend (1976), for this model, viscous dissipation is further neglected
so that only shear distortion modifies the turbulence.
A uniform, plane mean shear in the surface-normal direction is now assumed, so that
∂Uj
∂xκ
= δ1jδ3κ const.
This will have two main effects on the initially-isotropic turbulence. The first is seen in the
evolution equation for the 〈uw〉 Reynolds stress for homogeneous turbulence, which will be
initially zero due to isotropy (Tennekes and Lumley, 1972):
d 〈uw〉
dt
= − 〈w2〉 dU
dz
+
〈
p
ρ0
(
∂u
∂z
+
∂w
∂x
)〉
− 2ν
〈
∂u
∂xj
∂w
∂xj
〉
. (3.36)
From the first term on the right-hand side, the shearing of the vertical turbulence com-
ponent will generate a negative Reynolds stress as 〈uw〉 decreases from zero. That the
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Reynolds stress opposes the shear gradient is well-known, observed behavior in all turbu-
lence. The shear production of anisotropy will be counteracted by the second pressure-strain
term (Mathieu and Scott, 2000), which will also serve redistribute turbulent energy to other
velocity components. The second effect of shearing on the isotropic turbulence will be to
elongate the turbulent eddies in the flow direction, as two vertically-displaced points are
carried along at difference speeds relative to the ground.
The uniform linear shear rate is obviously unphysical for the ABL, which in nearly-
neutral conditions varies with elevation as z−1 (cf. Eq. 3.2). However, it is a practical
necessity for the theoretical development, as a non-linear shear rate is intractable analytically.
Lee and Hunt (1991) observed that the rate of change of boundary-layer shear decreases with
elevation, so the approximation of a linear wind profile will improve with increasing elevation,
and explicitly exclude near-surface turbulence from their model. The agreement obtained
experimentally by Mann (1994) suggests the uniform shear model is acceptable at elevations
above ten meters. However, since much of the surface pressure is generated by near-surface
turbulence, the validity of this model for the present work is unknown.
Because of the complete disagreement between the actual and model shear rates of the
atmospheric turbulence, the magnitude of the applied shear cannot be constrained a priori.
The uniform shear is now an abstraction, and is best considered as a conceptual mechanism
for describing and modeling observed anisotropy. This is the sense in which Mann (1994,
1998) approached the model. It must be stressed that the conceptual uniform shear is not
the same as the true stability-dependent shear rate function of Eq. 3.2, which will be used
later in modeling the surface pressure.
Solving the rapid-strain equations with uniform vertical shear for the components of
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the distorted spectral tensor, Φ˘jκ(K), gives
Φ˘11(K) =
E(k)
4pik4
(
k2 − k21 − 2k1k3ζ1 + κ2ζ21
)
, (3.37)
Φ˘22(K) =
E(k)
4pik4
(
k2 − k22 − 2k2k3ζ2 + κ2ζ22
)
, (3.38)
Φ˘33(K) =
E(k)
4piK4
κ2, (3.39)
Φ˘13(K) =
E(k)
4pik2K2
(−k1k3 + κ2ζ1) , (3.40)
Φ˘23(K) =
E(k)
4pik2K2
(−k2k3 + κ2ζ2) , (3.41)
where K is a distorted wavevector defined in terms of the initial k as
K(t) ≡ k1eˆ1 + k2eˆ2 + K3eˆ3, (3.42)
with
K3 ≡ k3 − βk1, (3.43)
β ≡ dU
dz
t. (3.44)
Note that since β = β(t), the model is time dependent. The ζ1 and ζ2 functions are defined
ζ1 ≡ C1 − k2
k1
C2, (3.45)
ζ2 ≡ k2
k1
C1 + C2, (3.46)
where
C1 ≡ βk
2
1 (k
2 − 2k23 + βk1k3)
K2κ2
, (3.47)
C2 ≡ k2k
2
κ3
arctan
(
βk1κ
k2 − βk1k3
)
. (3.48)
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Figure 3.5: An illustration of the effect of eddy distortion on the model wavevector: (a) a
circularly-symmetric function in the initial k1-k3 coordinate system; (b) the same function
transformed by evaluating in the shear-distorted coordinate system.
The Φ˘12(K) component is not necessary for this application. This solution is due to Townsend
(1976), Section 3.12, with viscous terms neglected. Mann (1994) corrected several typo-
graphic errors but presented his model otherwise unmodified. For the initial time t = 0, the
components of the spectral tensor reduce to Eq. 3.12, the isotropic case.
The distorted model spectra are evaluated in terms of the initial wavevector k, i.e. the
original coordinate system. Eq. 3.43 is the effect of eddy distortion under shear, illustrated in
Figure 3.5. For fixed wavenumber k3, as βk1 increases, the vertical wavenumber at which the
model is evaluated, R3, decreases. The overall wavenumber mapping will skew the spectral
tensor with magnitude −β as seen in the figure. Since smaller wavenumbers in the spectral
domain transform to larger displacements in space, the corresponding correlation structure
will be elongated along the shear gradient.
3.3.2 Eddy lifetime closure
The model as derived by Townsend (1976) does not represent a stationary turbulent
field. The ABL is not a strictly stationary flow, but it also does not evolve from a field
of homogeneous turbulence under shear. In order to apply this model, some closure for
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stationarity must be imposed. To this end, the concept of an eddy lifetime is introduced,
which is a conceptual duration of time an eddy with dimension k−1 is deformed by shear
before breaking up into smaller eddies. The simplest possible closure is to choose a constant
value, t = t0, but as Mann (1994) noted, this is unphysical and produces erroneous structure
in the spectra and cospectra.
Under the classical turbulence energy cascade from large to small scales, an eddy with
dimension k−1 is destroyed by those with size < k−11 (Tennekes and Lumley, 1972). Mann
(1994) used the energy spectrum E(k) to define a velocity scale for these smaller eddies as
v2E ≡
∫ ∞
k
E(k′) dk′,
so that an eddy lifetime proportionality is given by
t(k) ∝ 1
kvE
= k−1
(∫ ∞
k
E(k′) dk′
)−1/2
.
By integrating the von Kármán energy spectrum, Mann (1994) obtained an solution propor-
tional to
t(k) ∝ k−1 · 1√
C
(kλ)1/3
[
2F1
(
1
3
,
17
6
;
4
3
;− (kλ)−2
)]−1/2
, (3.49)
where 2F1 (a, b; c; z) is the ordinary hypergeometric function (cf. DLMF, 15.2.1). Here I have
reintroduced the leading 1/
√
C factor, omitted by Mann (1994), that must appear if E(k) is
given by Eq. 3.13. Since C has units of squared velocity, this gives the correct dimension of
time on the right-hand side. Mann introduced a dimensionless proportionality factor, which
for Eq. 3.49 must have the form Υ (dU/dz)−1λ/
√
C, to give equality as
t(k) = Υ
(
dU
dz
)−1
(kλ)−2/3
[
2F1
(
1
3
,
17
6
;
4
3
;− (kλ)−2
)]−1/2
,
where the λ has been used to nondimensionalize the wavenumber. The inverse shear rate
has units of seconds, so the new parameter Υ is dimensionless. Since (dU/dz)−1 appears as
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a leading factor, but t(k) is not explicitly a function of the shear rate, Υ is assumed to be
proportional to the uniform shear rate of the anisotropy model. When substituted into Eq.
3.44, the shear rate is eliminated in favor of Υ to give
β = Υ (kλ)−2/3
[
2F1
(
1
3
,
17
6
;
4
3
;− (kλ)−2
)]−1/2
. (3.50)
The model now is independent of time and has a third shear-anisotropy parameter, Υ, in
addition to C and λ from the von Kármán spectrum in Eq. 3.13. If Υ = 0, then β = 0, the
uniform model shear disappears, and the original isotropic field is recovered.
3.3.3 Surface blocking distortion
At this point, the turbulent field has shear anisotropy with magnitude parameterized
by Υ, but it is still homogenous. Inhomogeneous surface blocking effects are now constructed
by instantaneously introducing a rigid boundary at z = 0 and t = 0 and enforcing the
kinematic boundary condition on the vertical velocity fluctuations. The time-independent
rapid-strain result is that the new “blocked” field u˚ is the linear superposition of the homo-
geneous, anisotropic field in the uniform shear model, u˘, with a second, initially-irrotational
field u`, according to u˚ = u˘ + u` (Lee and Hunt, 1991). The new field cancels the vertical
fluctuations, w˚, exactly on the z = 0 plane, such that w`(x, y, z = 0, t) = −w˘(x, y, z = 0, t).
The solution also decays with elevation such that u` → 0 as z → ∞, so that the turbulence
becomes homogeneous again far from the surface. Both of these boundary conditions are
identical to the mirror flow model, which is also a linear superposition.
The uniform-shear approximation allows for the Fourier transform of the u` compo-
nents to be solved in terms of the original field (Gartshore et al., 1983). From Mann (1994),
the components of the horizontal Fourier transform of the blocked field, R˚jκ(z, z′,κ), in
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terms of the homogenous field are
R˚11(z, z
′,κ) =
∫ ∞
−∞
{
eiK3(z
′−z) Φ˘11(K)
+
ik1
κ
[
(1 + P1(z
′)) e−iK3ze−κz
′ − (1 + P1(z))∗ eiK3z′e−κz
]
Φ˘13(K)
+ k21
e−κ(z+z
′)
κ2
(1 + P1(z))
∗ (1 + P1(z′)) Φ˘33(K)
}
dk3 (3.51)
R˚22(z, z
′,κ) =
∫ ∞
−∞
{
eiK3(z
′−z) Φ˘22(K)
+
ik2
κ
[
(1 + P2(z
′)) e−iK3ze−κz
′ − (1 + P2(z))∗ eiK3z′e−κz
]
Φ˘23(K)
+ k22
e−κ(z+z
′)
κ2
(1 + P2(z))
∗ (1 + P2(z′)) Φ˘33(K)
}
dk3 (3.52)
R˚33(z, z
′,κ) =
∫ ∞
−∞
[
eiK3(z
′−z) − e−iK3ze−κz′ − eiK3z′e−κz + e−κ(z+z′)
]
Φ˘33(K) dk3 (3.53)
R˚13(z, z
′,κ) =
∫ ∞
−∞
{(
e−iK3(z
′−z) − e−iK3ze−κz′
)
Φ˘13(K)
+ i
k1
κ
(
e−κ(z+z
′) − eiK3z′e−κz
)
(1 + P1(z))
∗ Φ˘33(K)
}
dk3 (3.54)
where ∗ is the complex conjugate, the Φ˘jκ(K) are the shear-distorted tensor components
from Eqs. 3.37 - 3.41, K3 is given by Eq. 3.43, and
P1(z) =
K2k22
2κ2k21
Q(z) , (3.55)
P2(z) = − K
2
2κ2
Q(z) . (3.56)
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The function Q(z) is
Q(z) = eiK3z (eκz [E1(κz + ik3z)− E1(κz + iK3z)]
− e−κz [2piiH(−K3k3) + E1(−κz + ik3z)− E1(−κz + iK3z)]
)
(3.57)
where H(x) is the Heaviside function (cf. DLMF, 1.16.13) and E1(z) is the exponential
integral function, defined by
E1(z) ≡
∫ ∞
z
e−t
t
dt (3.58)
where the path of integration does not cross the branch cut on the real-axis interval (−∞, 0]
(DLMF, 6.2.1).
Due to this principal value branch cut, it is important to specify the definition of the
exponential integral when using numerical software. In particular, Wolfram Mathematica
defines the exponential integral differently, so that the branch cut is not the same as the
definition used here from the NIST Digital Library of Mathematical Functions. However,
the Mathematica definition of the incomplete gamma function, Γ(a, z), is
Γ(a, z) ≡
∫ ∞
z
ta−1e−tdt, z /∈ (−∞, 0]
which for a = 0 is equivalent to the exponential integral as defined in Eq. 3.58. Therefore,
for purposes of evaluation, E1(z) is replaced with Γ(0, z) throughout.
I have again omitted components of the model spectral tensor which are not necessary
for this work. As Mann (1994) points out, while this model is more complicated than the
uniform shear alone, it introduces no additional parameters.
3.3.4 One-dimensional spectra
Similar to the mirror flow model, elevation-dependent streamwise-wavenumber one-
dimensional spectra can be defined by setting z = z′ in Eqs. 3.51 - 3.54 and integrating over
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F˚11(z, k1) F˚33(z, k1) 〈˚uw˚〉 〈w˚2〉
PrecisionGoal 4 7 4 4
WorkingPrecision 20 — — —
MaxRecursion 20 20 — —
MaxErrorIncreases 10,000 10,000 10,000 200,000
Table 3.1: Settings used for the NIntegrate function evaluation of the RDT model single-
point statistics. A dash, —, indicates the default setting, which may vary based on the form
of the integrand.
k2, according to
F˚jκ(z, k1) =
∫ ∞
−∞
R˚jκ(z, z,κ) dk2.
Covariances of the velocity components may be found by integrating once more,
〈˚uju˚κ〉 =
∫∫ ∞
−∞
R˚jκ(z, z,κ) dk1 dk2.
Unlike the mirror flow, the integrals in the rapid-distortion model are not analytically
tractable and must be evaluated numerically, which was done with the NIntegrate func-
tion in Mathematica. The spectra are integrated with fixed streamwise wavenmber, and
so the continuous function was sampled by a logarithmically-spaced sequence of n1. The
particular options chosen for evaluation of each are shown in Table 3.1. In all cases, best
results were obtained by forcing use of the global adaptive strategy and setting the maximum
permitted increases in global error to 10,000, except in the case of 〈w˚2〉, where 200,000 was
necessary to eliminate numerical errors. For the spectra, increasing the maximal depth of
recursive bisections to twenty was helpful in further reducing error. The AccuracyGoal
option was set to∞, which effectively forces NIntegrate to use a relative error limit of Pre-
cisionGoal digits in the adaptive strategy. This is important for computing spectra, since
the magnitude ranges through several decades. Setting an absolute error limit will often
cause spurious fluctuations to appear at high wavenumber on logarithmic axes.
In order investigate the effects of both nondimensional elevation ζ and shear anisotropy
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Figure 3.6: The streamwise-wavenumber one-dimensional spectra of the horizontal velocity
component for the RDT model with Υ = 0: , ζ = 10−3; , ζ = 1.
parameter Υ on the one-dimensional model spectra, each parameter will be varied indepen-
dently while holding the other fixed. First, consider the change in one-dimensional model
spectra with the elevation ζ with no shear anisotropy, i.e. Υ = 0. In this case, Figure 3.6
shows that the streamwise-component spectrum does not change significantly with eleva-
tion, with only a slight decrease in the inertial subrange magnitude from ζ = 10−3 to ζ = 1.
Conversely, as seen in Figure 3.7, the source-region transition in the vertical-component
spectrum shifts with elevation as n1 ≈ 1/ζ, or k1 ≈ 1/z. This is similar to the behavior seen
in the mirror flow, seen by comparison with Figure 3.2, with an asymptotic form attained
by ζ = 10.
Now holding the elevation fixed and varying Υ, consider first the change in the
streamwise-component one-dimensional spectrum for ζ = 0.1, shown in Figure 3.8. With the
shear anisotropy, appreciable changes in the horizontal spectrum from the shear-free case of
Υ = 0 are only seen for Υ > 1. For large Υ, a peak emerges in the source region which
begins to shift to lower wavenmber. This can be interpreted as enhancement and elongation
56
10−1 100 101 102 103
n1
10−6
10−4
10−2
100
F˚
3
3
(n
1
)
/C
λ
ζ = 10−3
ζ = 10−2
ζ = 10−1
ζ = 1
Figure 3.7: The streamwise-wavenumber one-dimensional spectra of the vertical velocity
component for the RDT model as a function of nondimensional elevation, ζ, with Υ = 0.
is the spectrum at ζ = 10.
of the turbulent eddies in the flow direction by the shear distortion. Conversely, as seen
in Figure 3.9 with ζ = 0.1, the vertical-component spectrum is only slightly modified by
the shear distortion, with a decrease in the peak amplitude near n1 = 1 with increasing
shear anisotropy. The difference in nondimensional elevation between these two plots and
the mirror flow was necessitated by increasing computation time with ζ for the streamwise
spectrum.
Two velocity covariances were evaluated for later use: The mean-square vertical com-
ponent, 〈w˚2〉 and the covariance of the streamwise and vertical components, 〈˚uw˚〉. Both
will be proportional to C and similar in ζ = z/λ, and are functions of both elevation ζ and
shear anisotropy Υ. The numerical integration required to evaluate each is computationally
expensive because it involves three improper integrals over an oscillatory integrand. In order
to approximate 〈w˚2〉 /C and 〈˚uw˚〉 /C for faster evalution, the covariances were computed on
a logarithmically-spaced grid of points in (λ,Υ) for interpolation with a cubic spline.
Contour plots of the scattered interpolants for each covariance are shown as functions
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Figure 3.8: The streamwise-wavenumber one-dimensional spectra of the horizontal velocity
component for the RDT model as a function of shear anisotropy parameter with ζ = 0.1:
, Υ = 0; , Υ = 3.16; , Υ = 10.
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Figure 3.9: The streamwise-wavenumber one-dimensional spectra of the vertical velocity
component for the RDT model at ζ = 0.1: , Υ = 0; , Υ = 3.16; , Υ = 10.
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of ζ and Υ in Figures 3.10 and 3.11; the range of parameter values shown was chosen based
on observed experimental values, discussed later in Chapter 6. As with the mirror flow,
the mean-square vertical velocity increases with elevation, but as seen in Figure 3.10, an
increase in the shear anisotropy Υ from zero reduces both the gradient in elevation and the
asymptotic value as ζ →∞. For fixed elevation, the covariance 〈˚uw˚〉 decreases from zero to
negative values with increasing shear anisotropy, Υ, as expected from the previous discussion
regarding Eq. 3.36. It is also zero at the surface, ζ = 0, per the kinematic boundary condition,
and decreases to negative values with increasing elevation. The near-surface gradient with
elevation increases in magnitude with shear anisotropy, and the asymptotic ζ → 0 value also
increases with Υ.
Since for large λ the nondimensional elevation ζ could become quite small, the ob-
served power-law behavior 〈w˚2〉 ∼ ζ2/3, which agrees with Lee and Hunt (1991), was used
instead of the cubic spline to interpolate the vertical variance below the last elevation grid
point, ζmin, as ζ → 0, according to
〈
w˚2
〉∣∣
ζ,Υ
≈ 〈w˚2〉∣∣
ζmin,Υ
(
ζ
ζmin
)2/3
(3.59)
A linear − 〈˚uw˚〉 ∼ ζ behavior was observed with ζ → 0, and so the cubic spline was allowed
to interpolate to zero in this case. This asymptotic form disagrees with Lee and Hunt (1991),
likely due to Mann’s modification of a scale-dependent eddy lifetime.
As ζ → ∞, in Eqs. 3.53 and 3.54, the exponentials approach one and the exponen-
tial integrals approach zero, from which asymptotic forms of the covariances, 〈w˚2〉|∞,Υ and
− 〈˚uw˚〉|∞,Υ, can be obtained by numerical integration. These asymptotic covariances are
functions only of the shear anisotropy parameter Υ, and are shown in Figure 3.12. For
large ζ, both covariances approach these curves approximately as exponentials, so an ex-
ponential fit to the asymptotic value and last two elevation points, ζa and ζb, was used for
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Figure 3.10: A contour plot of the mean-square vertical velocity component for the RDT
model as a function of nondimensional elevation, ζ, and shear anisotropy parameter, Υ. The
levels are incremented by 0.05.
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Figure 3.11: A contour plot of the covariance of the streamwise and vertical velocity compo-
nents for the RDT model as a function of nondimensional elevation, ζ, and shear anisotropy
parameter, Υ. The levels are incremented by 0.1.
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Figure 3.12: Asymptotic forms of the mean-square vertical velocity component and covari-
ance of the streamwise and vertical velocity components for the RDT model as ζ → ∞, as
a function of shear anisotropy parameter, Υ: ©, 〈w˚2〉; 4, − 〈˚uw˚〉.
extrapolation, according to
〈˚ujw〉|ζ,Υ ≈ 〈˚ujw〉|∞,Υ ±
(
〈˚ujw〉|∞,Υ − 〈˚ujw〉|ζa,Υ
) ∣∣∣∣∣ 〈˚ujw〉|∞,Υ − 〈˚ujw〉|ζb,Υ〈˚ujw〉|∞,Υ − 〈˚ujw〉|ζa,Υ
∣∣∣∣∣
ζ−ζa
ζb−ζa
, (3.60)
where the positive sign is taken for 〈˚uw˚〉 and the negative sign for 〈w˚2〉. The covariances
were not extrapolated for Υ, and since both approached the shear-free case Υ = 0 linearly,
the cubic spline was again retained as the interpolant.
3.3.5 Integral length scales
Streamwise one-dimensional integral scales may also be defined in terms of the one-
dimensional spectra, similar to Eq. 3.32, as
L˚
[1]
jj ≡
2pi〈
u˚2j
〉 F˚jj(z, k1 = 0) = 2pi〈
u˚2j
〉 ∫ ∞
−∞
R˚jj(z, z, k2) dk2. (3.61)
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Analytical forms may be found for these expressions, most efficiently by working back through
the model while setting k1 = 0. The horizontal wavenumber κ→ |k2| and from 3.43, K3 → k3,
which removes the effect of eddy elongation by the uniform model shear, but not that of
Reynolds stress and anisotropy production. Consider ζ1, substituting Eq. 3.47 and 3.48
directly into 3.45:
ζ1 = k
2
1
β (k22 − k23)
k2k22
− k
2
k1k2
arctan
(
βk1k2
k2 − βk1k3
)
.
Since βk1k2/ (k22 + k23 − βk1k3)→ 0 as k1 → 0, and for small x, arctan (x) ≈ x, to first order,
ζ1 = k
2
1
β (k22 − k23)
k2k22
− k
2
k1k2
βk1k2
k2 − βk1k3 ,
which as k1 → 0 reduces to simply ζ1 = β. Therefore, k1ζ1 → 0 and ζ21 → β2. After
substitution, both terms in Eq. 3.46 will approach zero as first order in k1, and so ζ2 → 0.
Eqs. 3.37 - 3.40 reduce to
Φ˘11(k2eˆ2 + k3eˆ3) =
E(k)
4pik4
(
k2 + β2k22
)
,
Φ˘22(k2eˆ2 + k3eˆ3) =
E(k)
4pik4
k23,
Φ˘33(k2eˆ2 + k3eˆ3) =
E(k)
4pik4
k22,
Φ˘13(k2eˆ2 + k3eˆ3) =
E(k)
4pik4
βk22,
Φ˘23(k2eˆ2 + k3eˆ3) = −E(k)
4pik4
k2k3,
The exponential integrals in Eq. 3.57 cancel so that
Q(z) = eik3z
(−e−κz2piiH(−k23)) = 0,
since the Heaviside function is zero for negative argument, and therefore P1(z) and P2(z)
are zero as well. Setting z′ = z in Eqs. 3.51 - 3.53 and substituting the previous expressions
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gives
R˚11(z, z, k2) =
∫ ∞
−∞
E(k)
4pik4
(
k2 + β2k22
)
dk3
R˚22(z, z, k2) =
∫ ∞
−∞
E(k)
4pik4
(
k23 − ie−|k2|z
[
e−ik3z − eik3z] k2k3 + e−2|k2|zk22) dk3
=
∫ ∞
−∞
E(k)
4pik4
(
k23 − 2k2k3 e−|k2|z sin k3z + k22 e−2|k2|z
)
dk3
R˚33(z, z, k2) =
∫ ∞
−∞
E(k)
4pik4
(
1− e−ik3ze−|k2|z − eik3ze−|k2|z + e−2|k2|z) k22 dk3
=
∫ ∞
−∞
E(k)
4pik4
k22
(
1− e−|k2|z cos k3z + e−2|k2|z
)
dk3
From Eq. 3.61, substituting the von Kármán energy spectrum and integrating each over k3
gives an expression for the integral scale,
L˚
[1]
11 =
Cλ5
2 〈˚u2〉
∫∫ ∞
−∞
(
k2 + β2k22
) dk2 dk3[
1 + (kλ)2
]17/6 ,
L˚
[1]
22 =
Cλ5
2 〈˚v2〉
∫∫ ∞
−∞
(
k23 − 2k2k3 e−|k2|z sin k3z + k22 e−2|k2|z
) dk2 dk3[
1 + (kλ)2
]17/6 ,
L˚
[1]
33 =
Cλ5
2 〈w˚2〉
∫∫ ∞
−∞
(
1− e−|k2|z cos k3z + e−2|k2|z
) k22 dk2 dk3[
1 + (kλ)2
]17/6 .
Note that the second term in the L˚[1]22 integrand is an even function in k3 but odd in k2,
and will therefore integrate to zero. Replacing symmetric integrals of the remaining even
integrands with twice the integrals from 0 to∞, and nondimensionalizing as with the mirror
64
flow,
〈˚u2〉 L˚[1]11
Cλ
= 2
∫∫ ∞
0
(
n2 + β2n22
) dn2 dn3
(1 + n2)17/6
, (3.62)
〈˚v2〉 L˚[1]22
Cλ
= 2
∫∫ ∞
0
(
n23 + n
2
2 e
−2n2ζ) dn2 dn3
(1 + n2)17/6
, (3.63)
〈w˚2〉 L˚[1]33
Cλ
= 2
∫∫ ∞
0
(
1− e−n2ζ cosn3ζ + e−2n2ζ
) n22 dn2 dn3
(1 + n2)17/6
, (3.64)
where, as in the mirror flow model, n = kλ and n3 = k3λ. Eq. 3.62 can be evaluated with
Gradshteyn and Ryzhik (2007) 3.251.2 in forms seen previously with the mirror flow to give
〈˚u2〉 L˚[1]11
Cλ
=
18pi
55
+
pi
2
Υ2
∫ ∞
0
n5/3
(1 + n2)17/6
[
2F1
(
1
3
,
17
6
;
4
3
;−n−2
)]−1
dn.
The remaining integral evaluates numerically to 0.4203, and so
〈˚u2〉 L˚[1]11
Cλ
=
18pi
55
(
1 + 0.6421 Υ2
)
. (3.65)
The nondimensional integral scale for the streamwise velocity component does not depend on
the elevation and is quadratic in the shear anisotropy parameter, Υ. A plot of the expression
in Eq. 3.65 is shown in Figure 3.13.
Integration of Eq. 3.63 proceeds from previous forms up to
〈˚v2〉 L˚[1]22
Cλ
=
9pi
55
+
√
piΓ
(
7
3
)
Γ
(
17
6
) ∫ ∞
0
e−2n2ζ
n22
(1 + n22)
7/3
dn2,
and then with the integral formula
∫ ∞
0
x2ν−1
(
u2 + x2
)%−1
e−µx dx =
u2ν+2%−2
2
√
piΓ(1− %) G
3 1
1 3
µ2u2
4
∣∣∣∣∣ 1− ν1− %− ν, 0, 1
2

[
|arg u| < pi
2
, <µ > 0, < ν > 0
]
, (Gradshteyn and Ryzhik, 2007, 3.389.2)
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Figure 3.13: The one-dimensional streamwise integral length scale for the RDT model with
the velocity component variance, nondimensionalized by the model parameters, as a function
of shear anisotropy parameter, Υ.
where
Gmnp q
z ∣∣∣∣∣ a1, . . . , apb1, . . . , bq

is the Meijer-G function (cf. DLMF, 16.17.1), 3.63 evaluates to
〈˚v2〉 L˚[1]22
Cλ
=
9
55
+
1
2Γ
(
17
6
) G 3 11 3
ζ2 ∣∣∣∣∣ −
1
2
5
6
, 0, 1
2
 (3.66)
No new forms are encountered in evaluating Eq. 3.64 up to
〈w˚2〉 L˚[1]33
Cλ
=
9
55
− 4
√
pi
Γ
(
17
6
) (ζ
2
)7/3 ∫ ∞
0
e−n2ζ
(1 + n22)
2/3
K4
3
(
ζ
√
1 + n22
)
dn2
+
1
2Γ
(
17
6
) G 3 11 3
ζ2 ∣∣∣∣∣ −
1
2
5
6
, 0, 1
2
 (3.67)
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Figure 3.14: The one-dimensional cross-stream and vertical integral length scales for the RDT
model with the velocity component variance, nondimensionalized by the model parameters,
as a function of nondimensional elevation, ζ: , 〈˚v2〉 L˚[1]22/Cλ; , 〈w˚2〉 L˚[1]33/Cλ.
which cannot be reduced further. The remaining integration is not of an oscillatory function,
however, so numerical evaluation proceeds quickly. Neither this expression nor Eq. 3.66 is a
function of the shear anisotropy parameter Υ, a fact that will be later exploited to constrain
estimates of the model parameters. Figure 3.14 shows both 3.66 and 3.67 with elevation.
As in the mirror flow, the vertical component increases from zero to an asymptotic value.
The cross-stream component decreases with elevation to half its surface value, matching
the vertical length scale expression far above the surface as the flow becomes homogeneous,
unlike the mirror flow where it is constant.
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CHAPTER 4: A SOLUTION FOR TURBULENT SURFACE PRESSURE IN AN
ATMOSPHERIC BOUNDARY LAYER
While the static pressure is readily identified in the momentum equations of fluid
dynamics, obtaining a pressure equation in terms of the other fields is generally difficult.
As will be seen, the static pressure at a point in a fluid flow functionally depends on the
entire velocity field. Approximations to the equations of atmospheric fluid dynamics must be
carefully evaluated for solutions of the pressure field. In particular, the effects of atmospheric
stratification, density fluctuations, and rotational mean wind shear will be retained in the
solution for turbulent pressure. I will consider conditions under which these effects become
non-negligible using the observed scaling properties of atmospheric turbulence.
4.1 The Anelastic Approximation
In the study of the atmospheric boundary layer, the general fluid equations are typ-
ically simplified using assumptions about the deviations in density from a hydrostatic base
state. The Boussinesq approximation is common but may be inappropriate in cases where
density varies significantly with elevation (Wyngaard, 2010). I will begin by deriving the
less restrictive anelastic system for a stratified atmosphere, closely following the approach of
Vallis (2006).
4.1.1 The primitive equations
The continuity and Navier-Stokes equations in the rotating Earth frame are
∂ρ
∂t
+∇ · (ρv) = 0 (4.1)
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and
Dv
Dt
+ 2Ω× v = −1
ρ
∇p− geˆ3 + 1
ρ
[∇ · τ ] (4.2)
where Ω is the Earth’s rotation vector, g is the gravitational acceleration vector, eˆ3 is
the surface-normal unit vector, and τ is the viscous stress tensor. Applying the f -plane
approximation of a constant Coriolis parameter for the momentum equation in local surface-
tangent Cartesian coordinates,
Dv
Dt
= −1
ρ
∇p− geˆ3 + 1
ρ
[∇ · τ ]− f0 eˆ3 × v (4.3)
where f0 = 2Ω sinϕ0 is the Coriolis parameter and ϕ0 is the latitude.
4.1.2 The hydrostatic base state
Now consider a quiescent atmosphere where the pressure gradient balances with the
gravitational force, i.e. the hydrostatic base state. The momentum equation 4.3 reduces to
0 =
dp0
dz
+ ρ0g. (4.4)
From the thermodynamic relation for reversible variation in enthalpy,
T dS = dH − V dp. (4.5)
For an ideal gas with specific heat capacity at constant pressure cp, h = cpT . The potential
temperature θ is then defined in terms of the intensive variables as
ds ≡ cp
θ
dθ =
cp
T
dT − 1
ρT
dp =
cv
p
dp− cp
ρ
dρ. (4.6)
It is evident that the potential temperature is conserved in an adiabatic process, and therefore
relates changes in thermodynamic state due to diabatic effects, i.e. heat transfer. Combining
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4.4 with 4.6 obtains the thermodynamic relation for the base state,
1
θ0
dθ0
dz
=
1
γp0
dp0
dz
− 1
ρ0
dρ0
dz
= −gρ0
γp0
− 1
ρ0
dρ0
dz
, (4.7)
where γ is the heat capacity ratio. The anelastic approximation assumes dynamic deviations
in density from this base state to be small.
4.1.3 The continuity equation
The pressure and density fields are now expressed as expansions about the hydrostatic
base state, according to
ρ = ρ0(z) + ρ˜(x, t) , p = p0(z) + p˜(x, t) . (4.8)
Substituting into the continuity equation 4.1,
∂
∂t
(ρ0 + ρ˜) +∇ · [(ρ0 + ρ˜) v] = 0,
∂ρ˜
∂t
+ (ρ0 + ρ˜)∇ · v + v ·∇ (ρ0 + ρ˜) = 0,
∂
∂t
(
ρ˜
ρ0
)
+
(
1 +
ρ˜
ρ0
)
∇ · v + w
ρ0
dρ0
dz
+ v · ∇ρ˜
ρ0
= 0. (4.9)
Then with the previously-stated assumption that ρ˜/ρ0  1, the continuity equation may be
approximated as
∇ · v + w
ρ0
dρ0
dz
= 0. (4.10)
By retaining the second term and allowing the hydrostatic density to affect mass conserva-
tion, I have effectively made the anelastic approximation. If this second term is neglected,
the Boussinesq approximation results instead. The anelastic continuity equation may be
written alternatively as
∇ · (ρ0v) = 0. (4.11)
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4.1.4 The momentum equation
Using the expansion 4.8 in the momentum equation 4.3 yields
Dv
Dt
= − 1
ρ0 + ρ˜
∇ (p0 + p˜)− geˆ3 + 1
ρ0 + ρ˜
[∇ · τ ]− f0 eˆ3 × v. (4.12)
Expanding (ρ0 + ρ˜)
−1 to first order,
1
ρ0 + ρ˜
=
1
ρ0
(
1 +
ρ˜
ρ0
)−1
≈ 1
ρ0
(
1− ρ˜
ρ0
)
, (4.13)
so the momentum equation may be approximated as
Dv
Dt
= − 1
ρ0
(
1− ρ˜
ρ0
)
∇ (p0 + p˜)− geˆ3 + 1
ρ0
(
1− ρ˜
ρ0
)
[∇ · τ ]− f0 eˆ3 × v,
Dv
Dt
= − 1
ρ0
dp0
dz
eˆ3 − geˆ3 − 1
ρ0
∇p˜+ ρ˜
ρ20
dp0
dz
eˆ3 +
ρ˜
ρ20
∇p˜
+
1
ρ0
(
1− ρ˜
ρ0
)
[∇ · τ ]− f0 eˆ3 × v. (4.14)
The hydrostatic balance in 4.4 eliminates the first two terms on right-hand side. Since the
term
ρ˜
ρ20
∇p˜ = ρ˜
ρ0
∇p˜
ρ0
is second-order in the deviations, it is neglected. Again using 4.4,
ρ˜
ρ20
dp0
dz
= − g
ρ0
ρ˜.
Finally, the third term is recast using 4.7 as
1
ρ0
∇p˜ = ∇
(
p˜
ρ0
)
− p˜∇
(
1
ρ0
)
= ∇
(
p˜
ρ0
)
+
p˜
ρ20
dρ0
dz
eˆ3,
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and 4.14 becomes
Dv
Dt
= −∇
(
p˜
ρ0
)
− p˜
ρ20
dρ0
dz
eˆ3 − g
ρ0
ρ˜ eˆ3 +
1
ρ0
(
1− ρ˜
ρ0
)
[∇ · τ ]− f0 eˆ3 × v. (4.15)
In order to further reduce this equation, I return to the potential temperature, and as
with 4.8, expand about the base state θ = θ0+θ˜. Now note that since the state deviations are
taken as first-order, the differentials in 4.6 can simply be replaced with the primed deviations,
giving
θ˜
θ0 + θ˜
=
1
γ
p˜
p0 + p˜
− ρ˜
ρ0 + ρ˜
(4.16)
which, as with 4.13, to first order is
θ˜
θ0
≈ 1
γ
p˜
p0
− ρ˜
ρ0
. (4.17)
Consider the second and third terms on the right-hand side of 4.15.
− p˜
ρ20
dρ0
dz
− g
ρ0
ρ˜ = − p˜
ρ20
dρ0
dz
+
g
θ0
θ˜ − g
γ
p˜
p0
=
g
θ0
θ˜ −
(
gρ0
γp0
+
1
ρ0
dρ0
dz
)
p˜
ρ0
=
g
θ0
θ˜ − 1
θ0
dθ0
dz
p˜
ρ0
, (4.18)
using 4.7 in the final step. Vallis (2006) neglects the second term on the grounds that the
scale height of the potential temperature is very large (∼ 100 km). I will assume an adiabatic
base state, so that potential temperature is invariant, making this term exactly zero. Note
that the total atmospheric state will not generally be adiabatic due to the deviations from
the base state, ρ˜, p˜, and θ˜. In either case, equation 4.15 becomes
Dv
Dt
= −∇
(
p˜
ρ0
)
+
g
θ0
θ˜ eˆ3 +
1
ρ0
(
1− ρ˜
ρ0
)
[∇ · τ ]− f0 eˆ3 × v. (4.19)
72
The effects of humidity fluctuations in moist air can be incorporated in the momentum
equation by replacing the potential temperature with the virtual potential temperature θv,
θv =
(
1 +
md −mv
md
q
)
θ, (4.20)
where q is the specific humidity, and md and mv are the respective molar masses of dry air
and water vapor (Wyngaard, 2010).
4.1.5 The adiabatic base state
The assumption of an adiabatic base state has important consequences for the func-
tional form of the state variable gradients. Eq. 4.6 reduces to
0 =
cp
T0
dT0 − 1
ρ0T0
dp0, (4.21)
so that the gradients in temperature and pressure must be related as
dT0
dz
=
1
cpρ0
dp0
dz
. (4.22)
Combining 4.4 and 4.22 gives
dT0
dz
= − g
cp
. (4.23)
which for surface temperature at z = 0 of Ts integrates to
T0 (z) = Ts − g
cp
z. (4.24)
Turning to 4.7 for the density gradient,
0 =
gρ0
γp0
+
1
ρ0
dρ0
dz
, (4.25)
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which by eliminating p0/ρ0 with the ideal gas law and replacing T0 with 4.24 becomes
1
ρ0
dρ0
dz
= − g
γRTs
(
1− g
cpTs
z
)−1
. (4.26)
This relation has units of inverse length, and is traditionally used to define Hρ, the density
scale height, according to
1
ρ0
dρ0
dz
≡ − 1
Hρ
(4.27)
The scale height is usually taken to be constant, but this is not strictly true for the adiabatic
solution. By combining 4.26 and 4.27,
Hρ =
γRTs
g
(
1− g
cpTs
z
)
, (4.28)
which becomes zero at z = cpTs/g ∼ 30 kilometers. I will also assume a constant scale
height, but by requiring the linear term in 4.28 to be small. If the elevation is restricted to
less than three kilometers, Hρ may be approximated by the constant
Hρ ≈ γRTs
g
(4.29)
to within 10% error. In most conditions the capping inversion elevation is well below this
limit, so that a constant Hρ is a good approximation. Even so, it may be inappropriate for
deep free convection, where turbulent motions may extend vertically up to several kilometers.
If Hρ is constant, 4.27 has the solution
ρ0 = ρse
−z/Hρ (4.30)
where ρs is the base state density at the surface. Note that the continuity equation 4.10 may
be written as
∇ · v = w
Hρ
. (4.31)
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Since Hρ ∼ 10 kilometers, departures from incompressibility, while non-negligible, will be
small.
4.1.6 The viscous stress term
The variation in the thermodynamic base state with elevation also affects the viscosity
of the air, which will decrease with the adiabatic lapse in temperature. In addition, the
anelastic continuity equation does not immediately eliminate the divergence terms embedded
in the newtonian viscous stress tensor. The viscous stress cannot be neglected outright as is
often done in atmospheric fluid dynamics, owing to the near-surface details of the turbulent
flow which are not necessarily inviscid. Instead, the viscous term will be approximated as
its fully-incompressible vector laplacian form.
The dynamic viscosity µ is well-approximated by a power law in the temperature for
deviations of atmospheric magnitude (White, 2005).
µ
µr
=
(
T
Tr
)n
(4.32)
For air, the exponent n = 2
3
. Assume the local deviations in viscosity are negligible with
respect to the base state so that µ = µ (T0) = µ (z) only and the change in viscosity with
elevation is
dµ
dz
= µrn
T n−10
T nr
dT0
dz
= n
µ
T0
dT0
dz
. (4.33)
Now eliminating the temperature with 4.23 and 4.24,
dµ
dz
= −µ ng
cpTs
(
1− g
cpTs
z
)−1
≈ − ng
cpTs
µ = −n (γ − 1)
Hρ
µ. (4.34)
The reason for allowing the dynamic viscosity to vary with elevation is now seen by compar-
ison with 4.27: The scale height of µ is on the order of Hρ. Taking µ to be constant at the
outset would be commensurate with assuming ρ0 to be constant as well, which contradicts
the anelastic approximation as developed.
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The second (or bulk) viscosity µB relates an extensional stress due to departure from
thermodynamic equilibrium (Landau and Lifshitz, 1987). In air, this is the result of relax-
ation of the rotational and vibrational modes of the constituent species. For purely rotational
relaxation, µB may be shown to be a function of temperature only. From Pierce (1991), the
second viscosity of air near room temperature is proportional to the dynamic viscosity as
µ = 0.6µB, so
dµB
dz
= 0.6
dµ
dz
= −n (γ − 1)
Hρ
0.6µ = −n (γ − 1)
Hρ
µB. (4.35)
The general viscous stress tensor for a newtonian fluid is (Bird et al., 2002)
τ = µ
(
∇v + (∇v)T
)
+
(
µB − 23µ
)
(∇ · v) δ, (4.36)
where ∇v is the velocity gradient tensor, (∇v)T is its transpose, and δ is the unit tensor.
Using the product rule and the identity for vectors a and b that (ab)T = ba,
τ = ∇ (µv) + (∇ (µv))T − (∇µ) v − v∇µ+ (µB − 23µ) (∇ · v) δ. (4.37)
With the additional differential relations from Appendix A of Bird et al. (2002), where s is
a scalar,
∇ · (∇a) = ∇2a,
∇ · (∇a)T = ∇ (∇ · a) = ∇2a +∇×∇× a,
[∇ · ab] = [a ·∇b] + b (∇ · a) ,
[∇ · sδ] = ∇s,
[a ·∇b] = (a ·∇) b,
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the divergence of the viscous stress tensor may be written as
[∇ · τ ] = 2∇2(µv) +∇×∇× (µv)− (∇µ ·∇) v − v (∇ ·∇µ)
− [v ·∇ (∇µ)]−∇µ (∇ · v) +∇((µB − 23µ) (∇ · v)) . (4.38)
From 4.34, terms in which µ is differentiated twice are second order in H−1ρ and will be
neglected. Using Eq. 4.31 to eliminate the divergence,
[∇ · τ ] = 2∇2(µv) +∇×∇× (µv)− (∇µ ·∇) v
− w
Hρ
∇µ+ 1
Hρ
∇((µB − 23µ)w) . (4.39)
Clearly the second-to-last term on the right-hand side is also negligible. The viscosity coef-
ficients in the last term are constant to first order, so that
[∇ · τ ] = 2∇2(µv) +∇×∇× (µv) + n (γ − 1)µ
Hρ
∂v
∂z
+
µB − 23µ
Hρ
∇w, (4.40)
where ∇µ has been replaced explicitly using 4.34. The choice of µv as the vector will aid in
the derivation of the pressure equation.
4.1.7 Summary of equations
In summary, the continuity and momentum equations for the anelastic system retain-
ing the viscous stress are
∇ · (ρ0v) = 0 (4.11)
Dv
Dt
= −∇
(
p˜
ρ0
)
+
g
θ0
θ˜ eˆ3 +
1
ρ0
(
1− ρ˜
ρ0
)
[∇ · τ ]− f0 eˆ3 × v. (4.19)
These equations relate the non-adiabatic deviations in pressure, p˜; density, ρ˜; potential
temperature, θ˜; and velocity, v from the quiescent, adiabatic base state with density ρ0 and
77
potential temperature θ0.
4.2 The Turbulent Pressure Equation
An often-stated result is that the pressure in an incompressible flow follows a Poisson
equation. This also is true in the Boussinesq approximation, but is modified slightly for the
anelastic system, as now will be shown. Begin by multiplying 4.19 through by the base state
density ρ0 = ρ0 (z) and taking the divergence, which commutes with the time derivative.
∂
∂t
∇ · (ρ0v) +∇ · ρ0 (v ·∇) v = −∇ · ρ0∇
(
p˜
ρ0
)
+
∂
∂z
(
ρ0
g
θ0
θ˜
)
+∇ ·
(
1− ρ˜
ρ0
)
[∇ · τ ]− f0∇ · (ρ0 eˆ3 × v) . (4.41)
4.2.1 The inertial contributions
The first term in 4.41 is eliminated with continuity, Eq. 4.11. The convective deriva-
tive in Einstein summation notation is
ρ0 (v ·∇) v = ρ0vκ ∂vj
∂xκ
= vk
∂
∂xκ
(ρ0vj)− vjvκ ∂ρ0
∂xκ
= vκ
∂
∂xκ
(ρ0vj) + vjw
ρ0
Hρ
,
so that the second left-hand-side term of 4.41 is
∇ · ρ0 (v ·∇) v = ∂vκ
∂xj
∂
∂xκ
(ρ0vj) + vκ
∂2
∂xκ∂xj
(ρ0vj) +
1
Hρ
∂
∂xj
(ρ0vjw)
=
∂vκ
∂xj
(
vj
∂ρ0
∂xκ
+ ρ0
∂vj
∂xκ
)
+
w
Hρ
∂
∂xj
(ρ0vj) +
ρ0vj
Hρ
∂w
∂xj
= −ρ0vj
Hρ
∂w
∂xj
+ ρ0
∂vκ
∂xj
∂vj
∂xκ
+
ρ0vj
Hρ
∂w
∂xj
,
∇ · ρ0 (v ·∇) v = ρ0∂vκ
∂xj
∂vj
∂xκ
. (4.42)
which is formally identical to the result for the case of incompressible flow.
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4.2.2 The viscous pressure contribution
The viscous term in 4.41 can be recast as
∇ ·
(
1− ρ˜
ρ0
)
[∇ · τ ] = − [∇ · τ ] ·
(∇ρ˜
ρ0
+
ρ˜
ρ0Hρ
eˆ3
)
+
(
1− ρ˜
ρ0
)
∇ · [∇ · τ ] ,
which neglecting (ρ˜/ρ0) /Hρ as second order reduces to
∇ ·
(
1− ρ˜
ρ0
)
[∇ · τ ] = − [∇ · τ ] · ∇ρ˜
ρ0
+
(
1− ρ˜
ρ0
)
∇ · [∇ · τ ]
= ∇ · [∇ · τ ]− 1
ρ0
∇ · (ρ˜ [∇ · τ ]) . (4.43)
The first term on the right-hand side is at least an order of magnitude greater than the
second. With Eq. 4.40 and the property that the divergence of a curl is zero, this term
becomes
∇ · [∇ · τ ] = 2∇ · ∇2(µv) + n (γ − 1)
Hρ
∇ ·
(
µ
∂v
∂z
)
+
1
Hρ
∇ · ((µB − 23µ)∇w) .
Again neglecting terms of order H−2ρ , which after commuting the divergence and laplacian
in Cartesian coordinates gives
∇ · [∇ · τ ] = 2∇2∇ · (µv) + n (γ − 1)µ
Hρ
∂
∂z
∇ · v + µB −
2
3
µ
Hρ
∇2w.
Note that since µv = µ
ρ0
ρ0v,
∇ · (µv) = ρ0w d
dz
(
µ
ρ0
)
+
µ
ρ0
∇ · (ρ0v) = ρ0w
(
1
ρ0
dµ
dz
− µ
ρ20
dρ0
dz
)
=
1− n (γ − 1)
Hρ
µw,
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so that with 4.31,
∇ · [∇ · τ ] = 2 1− n (γ − 1)
Hρ
∇2(µw) + n (γ − 1)µ
H2ρ
∂w
∂z
+
µB − 23µ
Hρ
∇2w,
which to first order in H−1ρ is
∇ · [∇ · τ ] = 2 1− n (γ − 1)
Hρ
µ∇2w + µB −
2
3
µ
Hρ
∇2w,
∇ · [∇ · τ ] =
(
4
3
− 2n (γ − 1))µ+ µB
Hρ
∇2w. (4.44)
Now compare the magnitude of this term with 4.42 by replacing the derivatives with scales
denoted by ∆:
ρ0
∂vκ
∂xj
∂vj
∂xκ
∼ ρ0 ∆||v||
2
∆`2d
,(
4
3
− 2n (γ − 1))µ+ µB
Hρ
∇2w ∼ µ
Hρ
∆w
∆`2d
,
where `d is a characteristic length. Since the vertical component w should have nearly zero
mean, ∆w < ∆||v||, and the ratio of these terms is
(
4
3
− 2n (γ − 1))µ+ µB
Hρ
∇2w
ρ0
∂vκ
∂xj
∂vj
∂xκ
∼
µ
Hρ
∆w
ρ0∆||v||2 <
µ
ρ0Hρ∆||v|| ∼
2× 10−9 m/s
∆||v|| .
Even for velocity scales on the order of millimeters per second, the viscous pressure contri-
bution will be many orders of magnitude less than the inertial term, and therefore can be
neglected entirely.
Returning to 4.43, since the second term is a order of magnitude less than the first, the
divergence of the viscous stress term in the momentum equation will be entirely neglected.
This is not surprising, as this term is exactly zero for constant viscosity under the Boussinesq
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approximation. The lack of viscous effects in pressure will be valid regardless of length scale.
This is distinct from the typical inviscid approximation in atmospheric fluid dynamics, where
neglecting the viscous stress is justified by the relatively large scales of the motions of interest
(Vallis, 2006).
4.2.3 Coriolis effects
The last term in 4.41 is due to the Coriolis force. It may be expanded with vector
calculus identities as
−f0∇ · (ρ0 eˆ3 × v) = − (eˆ3 × v) ·∇ρ0 + ρ0f0eˆ3 · (∇× v) .
Since eˆ3 × v is perpendicular to eˆ3 and ρ0 = ρ0(z), the first term on the right-hand side
above is zero.
−f0∇ · (ρ0 eˆ3 × v) = ρ0f0
(
∂v
∂x
− ∂u
∂y
)
. (4.45)
4.2.4 A plane-homogeneous boundary layer
Using 4.42 and 4.45 in Eq. 4.41, along with the elimination of time-derivative and
viscous terms, gives the pressure equation
∇ · ρ0∇
(
p˜
ρ0
)
= −ρ0∂vκ
∂xj
∂vj
∂xκ
+
g
θ0
∂
∂z
(
ρ0θ˜
)
+ ρ0f0
(
∂v
∂x
− ∂u
∂y
)
. (4.46)
The boundary-layer flow will be taken as quasi-stationary and homogeneous in surface-
parallel planes of constant elevation. In order to retain the potential effects of baroclinicity,
horizontal gradients of the ensemble-averaged pressure field will be allowed. The field vari-
ables are Reynolds-decomposed into an ensemble mean and fluctuating components:
vj = Uj(z) + u
′
j(x, t) , p˜ = P (x) + p
′(x, t) , θ˜ = Θ(z) + θ′(x, t) . (4.47)
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Substituting in Eq. 4.46 and expanding,
∇ · ρ0∇
(
P
ρ0
)
+∇ · ρ0∇
(
p′
ρ0
)
=
− ρ0∂Uκ
∂xj
∂Uj
∂xκ
− 2ρ0∂Uκ
∂xj
∂u′j
∂xκ
− ρ0∂u
′
κ
∂xj
∂u′j
∂xκ
+
g
θ0
∂
∂z
(ρ0Θ) +
g
θ0
∂
∂z
(ρ0θ
′)
+ ρ0f0
(
∂V
∂x
− ∂U
∂y
)
+ ρ0f0
(
∂v′
∂x
− ∂u
′
∂y
)
.
Since W = 0 for plane-parallel mean wind with no surface grade, with U = U(z) and
V = V (z), the first and sixth terms on the right-hand side above will be zero.
∇ · ρ0∇
(
P
ρ0
)
+∇ · ρ0∇
(
p′
ρ0
)
=
− 2ρ0∂Uj
∂z
∂w′
∂xj
− ρ0∂u
′
κ
∂xj
∂u′j
∂xκ
+
g
θ0
∂
∂z
(ρ0Θ) +
g
θ0
∂
∂z
(ρ0θ
′)
+ ρ0f0
(
∂v′
∂x
− ∂u
′
∂y
)
. (4.48)
Taking the ensemble average of the entire equation gives the averaged pressure equation for
the anelastic system:
∇ · ρ0∇
(
P
ρ0
)
= −ρ0
〈
∂u′κ
∂xj
∂u′j
∂xκ
〉
+
g
θ0
∂
∂z
(ρ0Θ) . (4.49)
Subtracting 4.49 from Eq. 4.48 eliminates the mean pressure, yielding
∇ · ρ0∇
(
p′
ρ0
)
= −2ρ0∂Uj
∂z
∂w′
∂xj
− ρ0
(
∂u′κ
∂xj
∂u′j
∂xκ
−
〈
∂u′κ
∂xj
∂u′j
∂xκ
〉)
+
g
θ0
∂
∂z
(ρ0θ
′) + ρ0f0
(
∂v′
∂x
− ∂u
′
∂y
)
. (4.50)
It is convenient to make two further manipulations. First, expand the left-hand side in the
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vector product rule as
∇ · ρ0∇
(
p′
ρ0
)
= ∇ ·
(
∇p′ − p
′
ρ0
∇ρ0
)
,
= ∇2p′ + ∂
∂z
(
p′
Hρ
)
,
=
∂2p′
∂z2
+
1
Hρ
∂p′
∂z
+∇2⊥p′, (4.51)
where the horizontal laplacian ∇2⊥ is defined
∇2⊥ ≡
∂2
∂x2
+
∂2
∂y2
.
Second, since the continuity equation 4.11 is linear in the velocity, it will apply inde-
pendently to mean and fluctuating components. Therefore, Eq. 4.42 holds for the fluctuating
velocity, and
ρ0
∂u′κ
∂xj
∂u′j
∂xκ
=
∂
∂xj
(
ρ0u
′
κ
∂u′j
∂xκ
)
. (4.52)
In addition, also using fluctuating continuity,
ρ0u
′
κ
∂u′j
∂xκ
=
∂
∂xκ
(
ρ0u
′
ju
′
κ
)− u′j ∂∂xκ (ρ0u′κ) = ∂∂xκ (ρ0u′ju′κ) , (4.53)
which combined with 4.52 gives
ρ0
∂u′κ
∂xj
∂u′j
∂xκ
=
∂2
∂xj∂xκ
(
ρ0u
′
ju
′
κ
)
. (4.54)
Using Eqs. 4.51 and 4.54 in 4.50 obtains
∂2p′
∂z2
+
1
Hρ
∂p′
∂z
+∇2⊥p′ = −2ρ0
∂Uj
∂z
∂w′
∂xj
− ∂
2
∂xj∂xκ
ρ0
(
u′ju
′
κ −
〈
u′ju
′
κ
〉)
+
g
θ0
∂
∂z
(ρ0θ
′) + ρ0f0
(
∂v′
∂x
− ∂u
′
∂y
)
, (4.55)
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the fluctuating turbulent pressure equation for a plane-homogeneous, anelastic boundary
layer. The only difference between this equation and the solution for the Boussinesq ap-
proximation is the second pressure term on the left-hand side. As Hρ →∞, the well-known
pressure Poisson equation is recovered.
4.3 The Fourier-Space Solution
As shown by Kraichnan (1956), the Poisson equation for pressure in an incompressible
boundary layer flow may be solved by transforming the horizontal dimensions into wavenum-
ber space. Here a similar solution will be obtained for the anelastic pressure equation using
this approach.
4.3.1 Differential equation by Fourier transform
Begin by defining the the right-hand side of 4.55 as the source function T (x, t),
T (x, t) ≡ 2ρ0∂Uj
∂z
∂w′
∂xj
+
∂2
∂xj∂xκ
ρ0
(
u′ju
′
κ −
〈
u′ju
′
κ
〉)
− g
θ0
∂
∂z
(ρ0θ
′)− ρ0f0
(
∂v′
∂x
− ∂u
′
∂y
)
, (4.56)
so that the pressure equation is
∂2p′
∂z2
+
1
Hρ
∂p′
∂z
+∇2⊥p′ = −T (x, t) . (4.57)
Similar to 3.9, define the partial Fourier transform of a function f(x, t) with respect to the
horizontal coordinates x and y and time as
F⊥{f(x, t)} = fˆ(z,κ, ω) ≡ 1
(2pi)3
∫∫∫ ∞
−∞
f(x, t) e−iκ·x+iωtdx dy dt.
Transforming 4.57 gives a linear, inhomogeneous differential equation in the elevation z,
∂2pˆ
∂z2
+
1
Hρ
∂pˆ
∂z
− κ2pˆ = −Tˆ (z,κ, ω) (4.58)
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where pˆ (z,κ, ω) = F⊥{p′(x, t)} and Tˆ (z,κ, ω) = F⊥{T (x, t)}.
4.3.2 Solution by variation of parameters
The homogeneous solution pˆh to this differential equation is first found from the roots
of the characteristic equation, m1 and m2, to be
pˆh = Ae
m1z +Bem2z (4.59)
where
m1 = − 1
2Hρ
+
√
1
4H2ρ
+ κ2 and m2 = − 1
2Hρ
−
√
1
4H2ρ
+ κ2. (4.60)
The particular solution may then be obtained by variation of parameters (Boas, 2006), so
that
pˆ = Aem1z +Bem2z − 1
m1 −m2
(
em1z
∫ z
e−m1z
′
Tˆ (z′) dz′
− em2z
∫ z
e−m2z
′
Tˆ (z′) dz′
)
, (4.61)
where the integration
∫ z · dz′ represents the antiderivative evaluated at z. The constant A
must be zero for the pressure to be bounded as z →∞.
4.3.3 The surface boundary condition
A boundary condition for the pressure may be obtained from the momentum equation
4.19 when evaluated at the surface. For a canonical, neutral flow, Kraichnan (1956) proposed
a zero-normal-gradient condition for the fluctuating pressure, arguing that the viscous stress
contributions at the wall were negligible. However, his dimensional analysis incorrectly takes
the length scale of the vertical turbulence to be independent of distance from the wall (cf.
Townsend, 1976; Hunt and Carlotti, 2001; and Carlotti and Drobinski, 2004). Evidence
has accumulated that turbulent fluctuations in wall-shear stress are more significant than
previously supposed, at times exceeding four times the mean value (Alfredsson et al., 1988;
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Örlü and Schlatter, 2011). In fact, these fluctuations are so large that instantaneous flow
reversal near the wall is apparently typical (Brücker, 2015; Lenaers et al., 2012).
Again starting from Eq. 4.36, but without rearranging as in 4.37, the viscous stress
term in the momentum equation 4.19 is
[∇ · τ ] = µ (∇2v +∇ (∇ · v))+ (µB − 23µ)∇ (∇ · v)
+
[
∇µ ·
(
∇v + (∇v)T
)]
+
[∇ (µB − 23µ) · (∇ · v) δ] .
The fourth term is neglected as order H−2ρ , while the third may be recast as
[(
∂µ
∂z
eˆ3
)
·
(
∇v + (∇v)T
)]
=
∑
j
δj
{∑
κ
∂µ
∂z
δ3κ
(
∂vκ
∂xj
+
∂vj
∂xκ
)}
=
∑
j
δj
{
∂µ
∂z
(
∂w
∂xj
+
∂vj
∂z
)}
= −n (γ − 1)µ
Hρ
(
∇w + ∂v
∂z
)
,
so that the viscous stress term is
[∇ · τ ] = µ∇2v + µ
Hρ
∇w + µB −
2
3
µ
Hρ
∇w − n (γ − 1)µ
Hρ
(
∇w + ∂v
∂z
)
, (4.62)
with vertical component
[∇ · τ ] · eˆ3 = µ∇2w +
µB +
(
1
3
− 2n (γ − 1))µ
Hρ
∂w
∂z
.
The first term may be rewritten as
µ∇2w = µ∇2⊥w + µ
∂2w
∂z2
= µ∇2⊥ + µ
∂
∂z
(
w
Hρ
− ∂u
∂x
− ∂v
∂y
)
= µ∇2⊥w +
µ
Hρ
∂w
∂z
− ∂
∂x
(
µ
∂u
∂z
)
− ∂
∂y
(
µ
∂v
∂z
)
,
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and the wall-normal component of the viscous stress then is
[∇ · τ ] · eˆ3 = µ∇2⊥w +
µB +
(
4
3
− 2n (γ − 1))µ
Hρ
∂w
∂z
− ∂
∂x
(
µ
∂u
∂z
)
− ∂
∂y
(
µ
∂v
∂z
)
. (4.63)
At the surface, all velocity components are zero, as are any mixed partial derivatives
with the in-plane coordinates x and y. Gradients in z are not zero in general, although
evaluating Eq. 4.31 at the surface gives
∂u
∂x
+
∂v
∂y
+
∂w
∂z
=
w
Hρ
∂w
∂z
∣∣∣∣
z=0
= 0 (4.64)
Since the flow is divergenceless at the surface, and no advection is possible, the density must
be constant and ρ˜ = 0. With these properties, at the surface the wall-normal component of
the momentum equation 4.19 reduces to
0 = − ∂
∂z
(
p˜
ρ0
)∣∣∣∣
z=0
+
g
θ0
θ˜ (z = 0, x, y, t) +
1
ρs
[∇ · τ ]z=0 · eˆ3,
which with 4.63 becomes
∂
∂z
(
p˜
ρ0
)∣∣∣∣
z=0
=
g
θ0
θ˜ (0, x, y, t)− 1
ρs
∂
∂x
(
µ
∂u
∂z
∣∣∣∣
z=0
)
− 1
ρs
∂
∂y
(
µ
∂v
∂z
∣∣∣∣
z=0
)
.
As with continuity, this linear equation holds identically for both mean and fluctuating
components. Identifying the fluctuating wall-shear stress components as
τ ′x = µ
∂u′
∂z
∣∣∣∣
z=0
and τ ′y = µ
∂v′
∂z
∣∣∣∣
z=0
, (4.65)
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the fluctuating momentum equation at the surface is
∂
∂z
(
p′
ρ0
)∣∣∣∣
z=0
=
g
θ0
θ˜′ (0, x, y, t) − 1
ρs
∂τ ′x
∂x
− 1
ρs
∂τ ′y
∂y
. (4.66)
Taking partial Fourier transform of this equation gives the surface boundary condition for
pressure,
∂
∂z
(
pˆ
ρ0
)∣∣∣∣
z=0
=
g
θ0
θˆ (0,κ, ω)− ik1 τˆx
ρs
− ik2 τˆy
ρs
, (4.67)
where θˆ (z,κ, ω) = F⊥{θ′(x, t)} and τˆj (κ, ω) = F⊥
{
τ ′j(x, y, t)
}
. In the case of a neutrally-
stratified incompressible flow, the temperature term will become zero, but the wall-shear
stress contributions to the pressure gradient will not. Consequently, the fluctuations in
viscous shear stress at the surface will be necessary for a complete description of the pressure
field in any wall-bounded flow. This wall-shear stress boundary condition is consistent with
the derivation by Blake (1986).
4.3.4 Application of the boundary condition
Dividing 4.61 through by the solution for ρ0 in Eq. 4.30 has the effect of exchanging
and negating the characteristic roots m1 and m2 in the exponentials. From 4.60,
m1 +H
−1
ρ = −m2 and m2 +H−1ρ = −m1,
so that
pˆ
ρ0
=
B
ρs
e−m1z − 1
(m1 −m2) ρs
(
e−m2z
∫ z
e−m1z
′
Tˆ (z′) dz′
− e−m1z
∫ z
e−m2z
′
Tˆ (z′) dz′
)
. (4.68)
88
Then applying the surface boundary condition 4.67,
∂
∂z
(
pˆ
ρ0
)∣∣∣∣
z=0
=
g
θ0
θˆ (0,κ, ω)− ik1 τˆx
ρs
− ik2 τˆy
ρs
= −m1B
ρs
− 1
(m1 −m2) ρs
(
−m2
∫ 0
e−m1z
′
Tˆ (z′) dz′
+m1
∫ 0
e−m2z
′
Tˆ (z′) dz′
)
Solving for the constant B gives
B =
1
m1 −m2
(
m2
m1
∫ 0
e−m1z
′
Tˆ (z′) dz′ −
∫ 0
e−m2z
′
Tˆ (z′) dz′
)
− gρs
m1θ0
θˆ (0,κ, ω) + i
k1
m1
τˆx + i
k2
m1
τˆy,
and the solution for the pressure becomes
pˆ =
1
m1 −m2 e
m2z
(
m2
m1
∫ 0
e−m1z
′
Tˆ (z′) dz′ −
∫ 0
e−m2z
′
Tˆ (z′) dz′
)
− 1
m1 −m2
(
em1z
∫ z
e−m1z
′
Tˆ (z′) dz′ − em2z
∫ z
e−m2z
′
Tˆ (z′) dz′
)
− gρs
m1θ0
θˆ (0,κ, ω) em2z + i
k1
m1
τˆxe
m2z + i
k2
m1
τˆye
m2z. (4.69)
Since m1 > 0 and m2 < 0 for all finite wavenumbers κ and the source function
Tˆ (z,κ, t) must be bounded at infinity, lower limits of ∞ and −∞ may be inserted without
effect into respective integrals with e−m1z′ and e−m2z′ in 4.69. Then reversing the order of
integration,
pˆ = − e
m2z
m1 −m2
(
m2
m1
∫ ∞
0
e−m1z
′
Tˆ (z′) dz′ +
∫ 0
−∞
e−m2z
′
Tˆ (z′) dz′
)
+
1
m1 −m2
(
em1z
∫ ∞
z
e−m1z
′
Tˆ (z′) dz′ + em2z
∫ z
−∞
e−m2z
′
Tˆ (z′) dz′
)
− gρs
m1θ0
θˆ (0,κ, ω) em2z + i
k1
m1
τˆxe
m2z + i
k2
m1
τˆye
m2z. (4.70)
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In the limit as Hρ → ∞, m1 → κ, m2 → −κ, and the first two terms in Eq. 4.70 reduce
to Eq. 3.8 in Kraichnan (1956). At the surface, the latter two integrals in the parentheses
cancel exactly, and the pressure equation becomes
pˆ (0,κ, ω) =
1
m1
∫ ∞
0
e−m1zTˆ (z,κ, ω) dz − gρs
m1θ0
θˆ (0,κ, ω) + i
k1
m1
τˆx + i
k2
m1
τˆy
4.3.5 Simplification of the source function
The partial Fourier transform of the source function, Tˆ (z,κ, ω), may be written
explicitly using the Fourier differentiation rule on the linear terms as
Tˆ (z,κ, ω) = 2ρ0
(
ik1
dU
dz
+ ik2
dV
dz
)
wˆ (z,κ, ω)
+F⊥
{
∂2
∂xj∂xκ
ρ0 (ujuκ − 〈ujuκ〉)
}
− g
θ0
∂
∂z
(
ρ0 θˆ (z,κ, ω)
)
− ρ0f0 (ik1vˆ (z,κ, ω)− ik2uˆ (z,κ, ω)) , (4.71)
where uˆj(z,κ, ω) = F⊥
{
u′j(x, t)
}
. The transform of the nonlinear terms depends on the
components involved. For brevity, let Gjκ = F⊥{ujuκ − 〈ujuκ〉}, so that
F⊥
{
∂2
∂xj∂xκ
ρ0 (ujuκ − 〈ujuκ〉)
}
=
− k21ρ0G11 − k22ρ0G22 − 2k1k2ρ0G12 +
∂2
∂z2
(ρ0G33)
+ 2ik1
∂
∂z
(ρ0G13) + 2ik2
∂
∂z
(ρ0G23) . (4.72)
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Each of the terms in Tˆ may be integrated in 4.3.4 separately. The potential temperature
term may be integrated by parts to give
1
m1
∫ ∞
0
e−m1z
{
− g
θ0
∂
∂z
(
ρ0θˆ
)}
dz
=
(
− g
m1θ0
)[
e−m1zρ0 θˆ
]∞
0
−
(
− g
m1θ0
)
(−m1)
∫ ∞
0
e−m1zρ0 θˆ dz
=
gρs
m1θ0
θˆ (0,κ, ω)− g
θ0
∫ ∞
0
e−m1zρ0 θˆ (z,κ, ω) dz. (4.73)
Note that the first term in 4.73 is equal and opposite the second term in 4.3.4. The vertical
components in 4.72 may be similarly integrated.
1
m1
∫ ∞
0
e−m1z
∂2
∂z2
(ρ0G33) dz
=
1
m1
[
e−m1z
∂
∂z
(ρ0G33)
]∞
0
+
∫ ∞
0
e−m1z
∂
∂z
(ρ0G33) dz
= − 1
m1
∂
∂z
(ρ0G33)
∣∣∣∣
0
+
∫ ∞
0
e−m1z
∂
∂z
(ρ0G33) dz. (4.74)
Working on the first term,
∂
∂z
(ρ0G33) =
∂
∂z
(
ρ0F⊥
{
w2 − 〈w2〉})
= F⊥
{
∂
∂z
ρ0
(
w2 − 〈w2〉)}
= F⊥
{
∂
∂z
(
ρ0w
2
)−〈 ∂
∂z
(
ρ0w
2
)〉}
.
The expression
∂
∂z
(
ρ0w
2
)
= w2
∂ρ0
∂z
+ 2ρ0w
∂w
∂z
must be uniformly zero at the surface by the kinematic boundary condition. It follows then
that the Fourier transform is identically zero, as is the first term in 4.74.
1
m1
∫ ∞
0
e−m1z
∂2
∂z2
(ρ0G33) dz =
∫ ∞
0
e−m1z
∂
∂z
(ρ0G33) dz (4.75)
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Integrating by parts once more,
∫ ∞
0
e−m1z
∂
∂z
(ρ0G33) dz =
[
e−m1zρ0G33
]∞
0
+m1
∫ ∞
0
e−m1zρ0G33 dz
1
m1
∫ ∞
0
e−m1z
∂2
∂z2
(ρ0G33) dz = m1
∫ ∞
0
e−m1zρ0G33 dz, (4.76)
since G33 = 0 at the surface, again by the kinematic boundary condition. Similarly, for
κ = 1, 2,
1
m1
∫ ∞
0
e−m1z 2ikκ
∂
∂z
(ρ0Gκ3) dz = 2ikκ
∫ ∞
0
e−m1zρ0Gκ3 dz. (4.77)
Now defining a modified source function Dˆ(z,κ, ω),
Dˆ(z,κ, ω) = 2i
(
k1
m1
dU
dz
+
k2
m1
dV
dz
)
wˆ (z,κ, ω)︸ ︷︷ ︸
shear−turbulence
− k
2
1
m1
G11 − k
2
2
m1
G22 − 2k1k2
m1
G12 +m1G33 + 2ik1G13 + 2ik2G23︸ ︷︷ ︸
turbulence−turbulence
− g
θ0
θˆ (z,κ, ω)︸ ︷︷ ︸
temperature
− if0
(
k1
m1
vˆ (z,κ, ω)− k2
m1
uˆ (z,κ, ω)
)
︸ ︷︷ ︸
Coriolis
. (4.78)
With Eqs. 4.73, 4.76, and 4.77, Dˆ may be related to the original source function Tˆ defined
in 4.71 by
∫ ∞
0
e−m1zm1ρ0Dˆ(z,κ, ω) dz =
∫ ∞
0
e−m1zTˆ (z,κ, ω) dz +
gρs
θ0
θˆ (0,κ, ω) ,
and Eq. 4.3.4 can be recast using Eq. 4.30 in terms of the new source function as
pˆ (0,κ, ω) = ρs
∫ ∞
0
em2zDˆ(z,κ, ω) dz + i
k1
m1
τˆx + i
k2
m1
τˆy. (4.79)
Modifying the source function, in addition to removing explicit gradients normal to the
surface, has absorbed the temperature boundary value into the integral expression.
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4.4 Scaling of the Pressure Equation
Now that a solution for the fluctuating surface pressure is in hand, the natural ques-
tion is whether some of the terms may be neglected. Nondimensonalizing the solution by
parameters from various similarity states of the ABL will clarify the relative significance
of the various contributions. The classic case of a Monin-Obukhov-similar surface layer is
considered first.
4.4.1 Monin-Obukhov-similar scaling
Because Monin-Obukhov (M-O) similarity only holds within the surface layer, it
would seem that the integration of the source term in 4.79 over all elevation would preclude
its application. However, suppose that the exponential factor weights the integral in such
a way that contributions from turbulence above the surface layer are negligible relative to
those within. Since M-O similarity begins to fail above z/ |L| > 2, where L = −u3∗θ0/kagQ0
is the Obukhov length, the exponential must become very small relative to the unity surface
value at that point. This requires that
em2·2|L| ≤ e−χR
where χR > 1 is an exponential folding factor. Taking the logarithm of both sides and
expressing m2 with 4.60 yields the constraint
1
2Hρ
+
√
1
4H2ρ
+ κ2 ≥ χR
2 |L| ,
κ ≥ 1
2
√
χR
|L|
√
χR
|L| −
2
Hρ
. (4.80)
The consequence is that M-O similarity will not apply uniformly to the surface pressure at all
horizontal wavenumbers, with Eq. 4.80 setting the effective lower bound. As |L| → 1
2
HρχR,
the lower bound approaches zero, so that a finite density scale height Hρ has the interesting
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effect of increasing the range of M-O similar wavenumbers, albeit modestly. This scaling will
not fail uniformly, either, with deviations appearing first at low wavenumber and progressing
to higher wavenumbers as |L| decreases.
The velocity scale for M-O similarity is the friction velocity u∗, and the pressure
therefore is nondimensionalized by the mean wall-shear stress τw = ρsu2∗. The pressure
equation 4.79 becomes
pˆ (0,κ, ω)
τw
=
∫ ∞
0
em2z
Dˆ(z,κ, ω)
u2∗
dz + i
k1
m1
τˆx
τw
+ i
k2
m1
τˆy
τw
(4.81)
The shear rate is related to the similarity function φm (z/L) by
dU
dz
=
u∗
kaz
φm
( z
L
)
.
The wind direction is uniform in the M-O-similar surface layer, so that dV/dz = 0. The
source function scaled by u2∗ has units of inverse length, and may now be written
Dˆ(z,κ, ω)
u2∗
= 2i
k1
m1
1
kaz
φm
( z
L
) wˆ (z,κ, ω)
u∗
− k
2
1
m1
G11
u2∗
− k
2
2
m1
G22
u2∗
− 2k1k2
m1
G12
u2∗
+m1
G33
u2∗
+ 2ik1
G13
u2∗
+ 2ik2
G23
u2∗
− g
θ0u2∗
θˆ (z,κ, ω)− i f0
u2∗
(
k1
m1
vˆ (z,κ, ω)− k2
m1
uˆ (z,κ, ω)
)
.
The equilibrium height of a neutrally-stratified ABL is hE = CRu∗/f0 (Zilitinkevich et al.,
2007) and the M-O temperature scale T∗ = Q0/u∗, where CR is an empirical constant.
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Grouping factors of order unity within each term in curly braces,
Dˆ(z,κ, ω)
u2∗
= 2i
1
ka
k1
m1
{
φm
wˆ
u∗
}
1
z︸ ︷︷ ︸
shear−turbulence
− k
2
1
m1
{
G11
u2∗
}
− k
2
2
m1
{
G22
u2∗
}
︸ ︷︷ ︸
turbulence−turbulence
− 2k1k2
m1
{
G12
u2∗
}
+m1
{
G33
u2∗
}
+ 2ik1
{
G13
u2∗
}
+ 2ik2
{
G23
u2∗
}
︸ ︷︷ ︸
turbulence−turbulence
− 1
ka
{
θˆ
T∗
}
1
L︸ ︷︷ ︸
temperature
− i 1
CR
(
k1
m1
{
vˆ
u∗
}
− k2
m1
{
uˆ
u∗
})
1
hE︸ ︷︷ ︸
Coriolis
. (4.82)
In all but one of the four labeled contributions, a length scale has emerged in the nondi-
mensionalization. For the shear-turbulence term, the length scale is the elevation itself.
In contrast, the respective scales for the turbulent temperature and Coriolis terms are the
Obukhov length L and the boundary-layer equilibrium height hE. The remaining nonlinear
turbulence terms do not have a single natural length scale.
Statements as to the relative magnitude of each term cannot be made without knowl-
edge of the distribution of each turbulent parameter in wavenumber space. However, two
limiting conditions are apparent: In the approach to neutral stratification, |L| → ∞, and the
turbulent temperature term becomes zero. The Coriolis term also becomes small for large
hE. Since the boundary-layer depth is on the order of hundreds of meters for typical neutral
layers, Coriolis effects are likely negligible for M-O similarity. Note that hE is not the actual
boundary-layer height, but the height of a neutrally-stratified, zero-heat-flux ABL.
This nondimensional form will only be valid within the surface layer for conditions
where mechanical shear dominates the flow. The weakly-stable nocturnal boundary layer
above the surface and the convective mixed layer are two important cases of a departure
from M-O similarity. The scaling of the pressure solution will next be examined for each.
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4.4.2 Weakly-stable scaling
Several modifications to the turbulence structure occur in the weakly-stable regime
above an M-O-similar surface layer, where the damping of large eddies by buoyancy effectively
detaches the turbulence from the surface (Wyngaard, 2010). First, the mean wind gradient
becomes independent of elevation as
dV
dz
≈ CS u∗
kaL
. (4.83)
where CS ≈ 4.8 is an empirical constant (Högström, 1988) and the mean wind speed V =
√
U2 + V 2. Second, the equilibrium height now depends on the Obukhov length as
hE = CNS
√
u∗L
f0
,
so that
f0
u∗
= C2NS
L
h2E
where CNS is another empirical constant (Zilitinkevich et al., 2007).
Finally, Ekman-type wind rotation with elevation can become significant in stable
conditions, so the mean flow cannot be assumed parallel. To illustrate this effect, let the
mean wind components have the form
U = CS
u∗
ka
z
L
cos
(
φv
z
zi
)
, V = −CSu∗
ka
z
L
sin
(
φv
z
zi
)
,
where φv is the wind veering angle over the boundary layer in radians. The wind gradient
then matches 4.83 and the shear components are
dU
dz
= CS
u∗
ka
1
L
ΦU ,
dV
dz
= CS
u∗
ka
1
L
ΦV , (4.84)
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where the rotational wind shear functions ΦU and ΦV are defined as
ΦU = cos
(
φv
z
zi
)
− φv z
zi
sin
(
φv
z
zi
)
, (4.85)
ΦV = − sin
(
φv
z
zi
)
− φv z
zi
cos
(
φv
z
zi
)
. (4.86)
With these replacements the scaled source function becomes
Dˆ(z,κ, ω)
u2∗
= 2i
CS
ka
(
k1
m1
ΦU +
k2
m1
ΦV
) {
wˆ
u∗
}
1
L︸ ︷︷ ︸
shear−turbulence
− k
2
1
m1
{
G11
u2∗
}
− k
2
2
m1
{
G22
u2∗
}
− 2k1k2
m1
{
G12
u2∗
}
︸ ︷︷ ︸
turbulence−turbulence
+m1
{
G33
u2∗
}
+ 2ik1
{
G13
u2∗
}
+ 2ik2
{
G23
u2∗
}
︸ ︷︷ ︸
turbulence−turbulence
− 1
ka
{
θˆ
T∗
}
1
L︸ ︷︷ ︸
temperature
− iC2NS
(
k1
m1
{
vˆ
u∗
}
− k2
m1
{
uˆ
u∗
})
L
h2E︸ ︷︷ ︸
Coriolis
. (4.87)
The shear-turbulence and temperature fluctuation terms now have the same length scale,
L. Again, the spectral forms of each are necessary for discussion of magnitudes, but the
turbulent temperature contribution also cannot be ruled out relative to the mechanical source
terms under stable stratification. The turbulence-turbulence terms are unmodified from the
M-O-similar case.
The effect of rotational wind shear can be seen by comparing the shear-turbulence
term above with the plots of ΦU and ΦV shown in Figure 4.1. The veering angle φv scales
the ordinate so that the prescribed wind turning adjustment is achieved at z = zi. While
the contribution from ΦU falls off with increasing elevation, ΦV increases. As the rotational
wind shear functions trade off, the contribution to the surface pressure spectrum shifts from
the k1 wavenumber axis to k2. Wind rotation will therefore tend to redistribute the pressure
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Figure 4.1: The rotational wind shear functions with the scaled elevation. The effect of
veering angle can be seen by truncating the ordinate at the particular value of φv.
spectrum to the wavenumber perpendicular to the surface flow. Veering of the mean wind will
also render Taylor’s frozen turbulence hypothesis invalid for the surface pressure, especially
at low horizontal wavenumber.
Coriolis effects are now scaled by L/h2E. Even for a very shallow boundary-layer
depth of 50 meters, the Obukhov length would need to be several kilometers before this
factor approaches unity, in which case the flow would be firmly in the nearly-neutral regime,
contradicting the assumed scaling. Coriolis contributions may therefore be safely neglected
in weakly-stable stratification as well as nearly-neutral.
Farther above the surface layer, the mean wind speed may exhibit a local maximum
in a phenomenon known as a low-level jet. The flow becomes sensitive to mesoscale and
synoptic forcings, and it may no longer be appropriate to treat the turbulence at this level as
quasi-stationary (Stull, 1988). In general, similarity begins to break down at high elevations
in the stable boundary layer.
In the very stable regime, similarity theory completely fails to scale the turbulence,
which becomes intermittent and may exhibit wavelike behavior. Mahrt (2014) suggests pres-
sure measurement as one potential technique for improving study in this poorly-understood
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regime. However, such non-quasi-stationary flows preclude statistical similarity, and are
therefore outside the scope of this work.
4.4.3 Mixed layer scaling
In convective conditions, the mixed layer lies above the surface layer. Here the mean
wind shear is small and turbulence is dominated by convective motions which extend up-
ward to the boundary-layer inversion height zi. The friction velocity no longer scales the
turbulence, so an alternative to the friction velocity scale is formulated. Using the mean
temperature flux, elevation, and buoyancy parameter, the convective velocity scale w∗ is
defined as
w∗ =
(
g
θ0
Q0zi
)1/3
,
from which a convective stress scale τf is defined,
τf = ρsw
2
∗ = ρs
(
g
θ0
Q0zi
)2/3
. (4.88)
Nondimensionalizing Eq. 4.79 with τf gives
pˆ (0,κ, ω)
τf
=
∫ ∞
0
em2z
Dˆ(z,κ, ω)
w2∗
dz + i
k1
m1
τˆx
τf
+ i
k2
m1
τˆy
τf
. (4.89)
The mean shear rate is assumed to be negligible in the mixed layer. A time scale tf = w∗/zi
is introduced by the turnover rate of the large-scale convective structures (Stull, 1988). Using
the convective temperature scale Tf = Q0/w∗ to reformulate the scaled temperature term as
g
θ0w2∗
θˆ =
g
θ0w3∗
w∗θˆ =
g
θ0
(
g
θ0
Q0zi
)−1
w∗θˆ =
1
zi
θˆ
Tf
,
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the source function may be rewritten as
Dˆ(z,κ, ω)
w2∗
= − k
2
1
m1
{
G11
w2∗
}
− k
2
2
m1
{
G22
w2∗
}
− 2k1k2
m1
{
G12
w2∗
}
︸ ︷︷ ︸
turbulence−turbulence
+m1
{
G33
w2∗
}
+ 2ik1
{
G13
w2∗
}
+ 2ik2
{
G23
w2∗
}
︸ ︷︷ ︸
turbulence−turbulence
−
{
θˆ
Tf
}
1
zi︸ ︷︷ ︸
temperature
− i
(
k1
m1
{
vˆ
w∗
}
− k2
m1
{
uˆ
w∗
})
f0tf
zi︸ ︷︷ ︸
Coriolis
. (4.90)
The length scale for both the turbulent temperature and Coriolis terms is the inversion
height. Typical values of tf are 5 to 15 minutes, so that the nondimensional parameter
f0tf ∼ 0.1 (Stull, 1988). As with the nearly-neutral layer, zi is at least several hundred
meters in convective conditions, and so both temperature and Coriolis effects may be ne-
glected. Consequently, only the turbulence-turbulence mechanism in the mixed layer will
make significant contributions to the surface pressure.
4.4.4 Effects of density stratification
A finite density scale height Hρ has already been seen to cause a theoretical increase
in the range of M-O similarity for the surface pressure. This occurs because the argument
of the exponential in the elevation integral in Eq. 4.79 is made more negative, weighting the
integrand toward the surface layer. Realistically, the effect of density stratification will be
unimportant relative to the buoyancy since typically Hρ ∼ 10 km while |L| . 1 km, so that
the constraint 4.80 is approximately
κ ≥ χR
2 |L| (4.91)
For horizontal wavenumbers κ below this M-O similarity limit, the effect of density stratifi-
cation will be more pronounced. As κ → 0, m2 → −1/Hρ, so that the exponential in 4.79
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approaches exp (−z/Hρ) instead of reducing to one, as in the case for Hρ →∞. The physical
interpretation is that, even for source fluctuations approaching infinite horizontal extent, the
base-state density stratification makes the turbulent contributions near to the surface more
significant than those farther aloft with respect to the surface pressure. The transition to-
ward this wavenumber-independent source structure will emerge for κ ∼ 1/Hρ ∼ 0.0001 m−1.
The spatial scale of such wavenumbers makes effects on purely convective turbulence, i.e.
that which obeys Taylor’s hypothesis, seem unlikely. However, coherent superstructures
(or VSLMs) in high-Reynolds-number wall turbulence, which carry a significant portion of
the kinetic energy and Reynolds stress, may have horizontal extent up to twenty times the
boundary-layer depth (Balakumar and Adrian, 2007; Hutchins and Marusic, 2007; Marusic
et al., 2010).
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CHAPTER 5: THEORY OF SHEAR-TURBULENCE SURFACE PRESSURE
With the results from Chapters 3 and 4, the theory for shear-turbulence surface
pressure in the ABL can now be developed for both mirror flow and RDT turbulence models.
The effect of changes in the mean wind profile with atmospheric stability on the surface
pressure statistics will be examined by introducing an alternative M-O-similar shear rate
function for convective conditions. Theoretical modifications to the measured pressure by
surface details and finite sensor size will also be considered.
5.1 The Shear-Turbulence Spectrum
Up to this point, the formulation of the governing equations has been fairly general, in
order to investigate the flow regimes in which different source mechanisms may be important
for the surface pressure. M-O-similar scaling will now be assumed, so that the temperature
and Coriolis terms in Eq. 4.78 may be reasonably neglected. From the discussion in Section
4.4.4, since the Obukhov length L is at least an order of magnitude less than the density
scale height, the further assumption that Hρ →∞ will be valid to at least the same level of
approximation as M-O similarity. With these assumptions, Eqs. 4.78 and 4.79 reduce to
Dˆ(z,κ, ω) = 2i
k1
κ
u∗
kaz
φm
( z
L
)
wˆ (z,κ, ω)
− k
2
1
κ
G11 − k
2
2
κ
G22 − 2k1k2
κ
G12 + κG33 + 2ik1G13 + 2ik2G23 (5.1)
pˆ (0,κ, ω) = ρs
∫ ∞
0
e−κzDˆ(z,κ, ω) dz + i
k1
κ
τˆx + i
k2
κ
τˆy. (5.2)
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since from Eq. 4.60, m1 → κ and m2 → −κ as Hρ → ∞. Two further contributions will
now be neglected: The nonlinear turbulence-turbulence contribution and the fluctuating
wall-shear stress. These assumptions do not have as rigorous dimensional support for M-O
similarity as the previous, but are instead justified empirically. With respect to neglecting
turbulence-turbulence, both Kraichnan (1956) and Meecham and Tavis (1978) estimated
the shear-turbulence term to be at least an order of magnitude greater than the turbulence-
turbulence contribution for the surface pressure. These estimates have been supported ex-
perimentally in relatively high Reynolds number flows (Willmarth, 1975). Since the ABL
will have a Reynolds number several orders of magnitude greater than a laboratory-scale
flow (Klewicki et al., 2008), this seems appropriate for atmospheric surface pressure. Under
this assumption the source equation 5.1 becomes
Dˆ(z,κ, ω) = 2i
k1
κ
u∗
kaz
φm
( z
L
)
wˆ (z,κ, ω) . (5.3)
Blake (1986) makes a detailed discussion of the wall-shear stress contribution, which ap-
pears as a surface integral in the general Green’s function solution for pressure. Burton
(1974) justified neglecting the surface integral by dimensional arguments from the isother-
mal version of Eq. 4.66 and an estimate of the root-mean-square shear-stress fluctuation as√〈τ ′2x 〉 ≈ 0.004√〈p2〉. More recent experiments in smooth-wall boundary layers accounting
for spatial resolution effects by Alfredsson et al. (1988) and Örlü and Schlatter (2011) have
measured
√〈τ ′2x 〉 ≈ 0.4τw, which combined with the body of experimental evidence for√〈p2〉 ∼ 3τw (Bull, 1996; Willmarth, 1975) gives instead √〈τ ′2x 〉 ≈ 0.13√〈p2〉, which
is still an order of magnitude less than the pressure fluctuations. DNS results by Hu et al.
(2006) show wall-shear stress spectra that are an order of magnitude less than the wall pres-
sure spectrum at all frequencies. It is not known, however, how this scaling might change
with ABL surface roughness, and recent work by Naderyan et al. (2016) has found evidence
that the transverse stress fluctuations imparted to the ground are on the order of the normal
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pressure stress.
Although the earlier estimates in literature of the fluctuating wall-shear stress mag-
nitude now seem too modest, the bulk of experimental evidence in boundary-layer flows
indicates this contribution to the pressure equation is still approximately an order of mag-
nitude less than the flow-field integral. The success of predictions of the surface pressure
spectra by Yu et al. (2011b) in the ABL and Lysak (2006) in a pipe flow without consid-
ering the fluctuating stress at the wall gives further support to this conclusion, at least in
the frequency and wavenumber intervals of interest. Therefore, neglecting the fluctuating
wall-shear stress and substituting Eq. 5.3 into 5.2 gives
pˆ (0,κ, ω) = 2i
ρsu∗
ka
k1
κ
∫ ∞
z0
e−κz
1
z
φm
( z
L
)
wˆ (z,κ, ω) dz. (5.4)
The lower limit of the elevation integral is now the roughness length, z0, because the mean
shear is taken to be zero for z < z0.
The effects of wavenumber and wind shear rate can be inferred from Eq. 5.4. The
exp (−κz) factor will decrease toward zero with increasing horizontal wavenumber κ and ele-
vation z, so that the effective vertical extent of the pressure source decreases with increasing
wavenumber. Therefore, contributions to low wavenumber fluctuations will be mostly from
higher elevations. The shear rate factor φm
(
z
L
)
/z is largest near to the surface, which will
also act to weight the near-surface contributions. The M-O similar shear rate at elevation
decreases in convective conditions but increases toward a linear form with stable stratifica-
tion. When combined with the exponential factor, for fixed wall-shear stress, an unstable
wind profile should cause a decrease in the surface pressure at low wavenumber, while a
stable profile should result in low-wavenumber increase.
To obtain an expression for the pressure spectrum, the complex conjugate of 5.4 is
multiplied with itself, and the ensemble average is taken over the fluctuating parameters to
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give
〈pˆ∗(0,κ, ω) pˆ (0,κ, ω)〉
=
4ρ2su
2
∗
k2a
k21
κ2
∫∫ ∞
z0
e−κ(z+z
′) 1
zz′
φm
(
z′
L
)
φm
( z
L
)
〈wˆ∗(z′,κ, ω) wˆ (z,κ, ω)〉 dz dz′. (5.5)
This is the wavevector-frequency spectrum for the surface pressure due to the shear-turbulence
mechanism. This equation is independent of the chosen model and any assumptions regard-
ing the space-time correlation structure. Integrating over the frequency ω with
∫ ∞
−∞
〈pˆ∗(0,κ, ω) pˆ (0,κ, ω)〉 dω = Φp(κ) ,
the surface pressure horizontal wavevector spectrum and
∫ ∞
−∞
〈wˆ∗(z′,κ, ω) wˆ (z,κ, ω)〉 dω = R33(z, z′,κ) ,
the partially-transformed vertical velocity correlation function gives, with the mean wall
shear stress τw = ρsu2∗,
Φp(κ) =
4ρ2su
2
∗
k2a
k21
κ2
∫∫ ∞
z0
e−κ(z+z
′) 1
zz′
φm
(
z′
L
)
φm
( z
L
)
R33(z, z
′,κ) dz dz′, (5.6)
the two-dimensional wavevector spectrum for the turbulent surface pressure. In order to
evaluate this expression, expressions for R33(z, z′,κ) and φm(χ), the diabatic shear rate
function, are necessary. The two-point correlation function has already been found for both
mirror flow and RDT models in Eqs. 3.18 and 3.53, respectively.
5.1.1 An alternative diabatic shear function
The M-O similarity function for the mean shear rate is typically taken as Eq. 3.2.
Högström (1988) obtained this function by fitting to experimental data. While the linear
form for stable conditions has physical basis in the approach to local similarity (Wyngaard,
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2010), the convective portion (L < 0) is empirical. Wilson (2001) proposed a new convective
similarity function that achieves the expected asymptotic form of φm(χ) ∝ χ−4/3 as χ→∞,
and reviews the many previously-proposed forms. The difficulty with all existing forms for
φm(χ) is that they do not yield integrable expressions in the pressure spectrum. In order
avoid this issue, a convective mean shear rate in the form of a rational function was used,
by fitting directly to Högström’s function over −2 < χ < 0 and requiring the first derivative
to be continuous with the stable branch in 3.2 at χ = 0:
φm(χ) =
γ22 − γ3χ
χ2 − 2γ4χ+ γ22
, χ < 0, (5.7)
where γ2 = 0.689, γ3 = 2.51, and γ4 = 2.39. Unlike Wilson’s form, this function does
not attain the correct asymptotic form. A comparison of this function with the forms due
to Högström (1988) and Wilson (2001) is shown in Figure 5.1. The alternative shear rate
function is slightly greater than Högström’s and Wilson’s between −2 and −1, differing
at most by 0.01. For z/L < −2, the proposed function is less than the other models,
although the difference between the proposed model and Wilson’s is approximately the same
as between Wilson’s and Högström’s at z/L = −4. Recall, however, that M-O scaling begins
to fail for z/L < −2, so these errors appear in a range where the hypothesis of similarity
may be invalid.
If Eq. 5.7 is divided by χ = z/L, the resulting expression may be separated in partial
fractions as
1
χ
φm(χ) =
γ22 − γ3χ
χ (χ2 − 2γ4χ+ γ22)
=
1
χ
+
2γ4 − γ3 − χ
χ2 − 2γ4χ+ γ22
,
which by dividing through by L and completing the square in the denominator becomes
1
z
φm
( z
L
)
=
1
z
+
1
L
2γ4 − γ3 − χ
(χ− γ4)2 − (γ24 − γ22)
. (5.8)
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Figure 5.1: A comparison of the proposed M-O similar mean shear rate function for convec-
tive conditions with previous forms in literature: , proposed; , Högström (1988);
, Wilson (2001).
Defining γ25 = γ24 − γ22 = 5.25 and combining 5.8 with the stable branch in 3.2 gives
1
z
φm
( z
L
)
=
1
z
+
1
L

γ1 if L ≥ 0
2γ4 − γ3 − χ
(χ− γ4)2 − γ25
if L < 0,
(5.9)
where γ1 = 4.8. One advantage of this form is immediately apparent: The contribution from
the neutral z−1 shear rate is separated from stability effects, parameterized by the Obukhov
length L, in a linear combination.
5.2 Turbulence Model Solutions
With the diabatic shear function and the correlation structure from the mirror flow
and rapid distortion models, spectra of the surface pressure may now be expressed in a closed
form. The objective of the following mathematical development is both theoretical and
computational. In terms of the theory, the expressions obtained by simplifying the integral
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expression will yield insights into the underlying mechanics, as it will be possible to express
the pressure spectrum as a neutrally-stratified term plus a modification for stability. On
the computational side, reducing the number of dimensions in the numerical integration will
significantly reduce the computation time, allowing large data sets to be analyzed feasibly.
5.2.1 Mirror flow model
Beginning with the mirror flow model, if in Eq. 3.18 the exp (−in3ψ) factor is multi-
plied through the parentheses, the partially-transformed vertical velocity correlation becomes
R˜33(ζ, ζ
′,η) =
√
2
4pi
Cλ2
∫ ∞
−∞
η2
(1 + n21 + n
2
2 + 2n
2
3)
17/6
(
ein3(ζ
′−ζ) − ein3(ζ′+ζ)
)
dn3,
which when substituted for R33(z, z′,κ) in Eq. 5.6 gives the horizontal-wavevector pressure
spectrum for the mirror flow model,
Φ˜p(κ) =
√
2
pik2a
ρsτwCλ
2k
2
1
κ2
∫∫ ∞
z0
e−κ(z+z
′) 1
zz′
φm
(
z′
L
)
φm
( z
L
)
×
[∫ ∞
−∞
η2
(1 + η2 + 2n23)
17/6
(
ein3(ζ
′−ζ) − ein3(ζ′+ζ)
)
dn3
]
dz dz′.
With 3.16 and the further definitions Λ ≡ L/λ, the nondimensional Obukhov length, and
ζ0 = z0/λ, the nondimensional roughness length, this equation becomes
Φ˜p(η) =
√
2
pik2a
ρsτwCλ
2n21
∫ ∞
−∞
∫∫ ∞
ζ0
1
(1 + η2 + 2n23)
17/6
× e−η(ζ+ζ′) 1
ζζ ′
φm
(
ζ ′
Λ
)
φm
(
ζ
Λ
)(
ein3(ζ
′−ζ) − ein3(ζ′+ζ)
)
dζ dζ ′ dn3.
where the vertical wavenumber integration has been exchanged with the elevation integrals.
Since the real part of the integrand is even in n3, the integration may be written as twice
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the value from 0 to ∞. Gathering factors of ζ and ζ ′,
Φ˜p(η) =
2
√
2
pik2a
ρsτwCλ
2n21
∫ ∞
0
1
(1 + η2 + 2n23)
17/6
×
∫∫ ∞
ζ0
e−ηζ
′
ein3ζ
′ 1
ζ ′
φm
(
ζ ′
Λ
)
e−ηζ
1
ζ
φm
(
ζ
Λ
)(
e−in3ζ − ein3ζ) dζ dζ ′ dn3,
and the integrals over elevation may be separated into independent factors as
Φ˜p(η) =
2
√
2
pik2a
ρsτwCλ
2n21
∫ ∞
0
1
(1 + η2 + 2n23)
17/6
[∫ ∞
ζ0
e−(η−in3)ζ
′ 1
ζ ′
φm
(
ζ ′
Λ
)
dζ ′
]
×
[∫ ∞
ζ0
(
e−(η+in3)ζ − e−(η−in3)ζ) 1
ζ
φm
(
ζ
Λ
)
dζ
]
dn3.
Defining the bracketed factors within the wavenumber integration as
I−(n,Λ) ≡
∫ ∞
ζ0
e−(η−in3)ς
1
ς
φm
( ς
Λ
)
dς, (5.10)
and
I+(n,Λ) ≡
∫ ∞
ζ0
e−(η+in3)ς
1
ς
φm
( ς
Λ
)
dς, (5.11)
the surface pressure wavevector spectrum may be written
Φ˜p(η) =
2
√
2
pika
ρsτwCλ
2n21
∫ ∞
0
dn3
(1 + η2 + 2n23)
17/6
I−(n,Λ) [I+(n,Λ)−I−(n,Λ)] . (5.12)
The integrals in Eqs. 5.10 and 5.11 are functions not only of the wavevector n, but also the
nondimensional Obukhov length Λ. Their form for stable and convective conditions must be
considered separately.
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5.2.2 The stable case
Substituting φm(χ) /ζ for Λ ≥ 0 from 5.9 into Eq. 5.10 gives an integral that may be
broken into two terms,
I−(n,Λ ≥ 0) =
∫ ∞
ζ0
e−(η−in3)ς
(
1
ς
+
γ1
Λ
)
dς
=
∫ ∞
ζ0
1
ς
e−(η−in3)ς dς +
γ1
Λ
∫ ∞
ζ0
e−(η−in3)ς dς (5.13)
In the first term, let s = ς/ζ0, so that with the substitution,
∫ ∞
ζ0
1
ς
e−(η−in3)ς dς =
∫ ∞
1
1
s
e−(η−in3)ζ0s ds. (5.14)
Then with the integral formula
Ep(z) =
∫ ∞
1
e−zt
tp
dx, |ph z| < pi
2
, (DLMF, 8.19.3)
for p = 1, the first term is
∫ ∞
ζ0
1
ς
e−(η−in3)ς dς = E1[(η − in3) ζ0] , (5.15)
where the exponential integral E1(z) is defined in Eq. 3.58. As was done in Section 3.3.3,
for evaluation in Mathematica, E1(z) is replaced with the equivalent incomplete gamma
function Γ(0, z).
The second integral in 5.13 is easily evaluated to be
∫ ∞
ζ0
e−(η−in3)ς dς =
1
η − in3 e
−(η−in3)ζ0 =
η + in3
n2
e−(η−in3)ζ0 .
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Substituting into the original expression gives
I−(n,Λ ≥ 0) = E1[(η − in3) ζ0] + γ1
Λ
η + in3
n2
e−(η−in3)ζ0 . (5.16)
Similarly for 5.11,
I+(n,Λ ≥ 0) = E1[(η + in3) ζ0] + γ1
Λ
η − in3
n2
e−(η+in3)ζ0 . (5.17)
5.2.3 The convective case
Analytical solutions may also be found for the convective case, although the form is
more complicated. Again starting by substituting φm(χ) /ζ for Λ < 0 from 5.9 into Eq. 5.10,
I−(n,Λ < 0) =
∫ ∞
ζ0
e−(η−in3)ς
(
1
ς
+
1
Λ
2γ4 − γ3 − ςΛ(
ς
Λ
− γ4
)2 − γ25
)
dς. (5.18)
The first term in the integral is identical to 5.15, and so the expression becomes
I−(n,Λ < 0) = E1[(η − in3) ζ0] + 1
Λ
∫ ∞
ζ0
2γ4 − γ3 − ςΛ(
ς
Λ
− γ4
)2 − γ25 e−(η−in3)ς dς (5.19)
Consider only the second integral term, now defined as I−,2 for convenience, and let s =
γ4 − ς/Λ, which is positive for all convective conditions where ς/Λ < 0. Then ς/Λ = γ4 − s,
ds = −dς/Λ, and the integral becomes
I−,2 ≡ 1
Λ
∫ ∞
ζ0
2γ4 − γ3 − ςΛ(
ς
Λ
− γ4
)2 − γ25 e−(η−in3)ς dς,
= −
∫ ∞
γ4− ζ0Λ
γ4 − γ3 + s
s2 − γ25
e−(η−in3)Λ(γ4−s) ds,
= e−(η−in3)Λγ4
∫ ∞
γ4− ζ0Λ
γ4 − γ3 + s
γ25 − s2
e(η−in3)Λs ds. (5.20)
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The rational factor in the integrand of 5.20 may be separated in partial fractions by factoring
the denominator, according to
γ4 − γ3 + s
γ25 − s2
=
γ4 − γ3 + s
(γ5 − s) (γ5 + s) ,
=
γ4 − γ3 + γ5
2γ5
1
γ5 − s +
γ4 − γ3 − γ5
2γ5
1
γ5 + s
,
= −γ5 + γ4 − γ3
2γ5
1
s− γ5 −
γ5 − γ4 + γ3
2γ5
1
s+ γ5
.
The first term will not have a singularity in the convective range since in the integration,
s ≥ γ4 − ζ0/Λ > γ4 > γ5.
Replacing in the integral and separating terms into two further integrals gives
I−,2 = −γ5 + γ4 − γ3
2γ5
e−(η−in3)Λγ4
∫ ∞
γ4− ζ0Λ
e(η−in3)Λs
s− γ5 ds
− γ5 − γ4 + γ3
2γ5
e−(η−in3)Λγ4
∫ ∞
γ4− ζ0Λ
e(η−in3)Λs
s+ γ5
ds.
Substituting t1 = s − γ5 in the first term and t2 = s + γ5 in the second, and pulling the
resulting factors of exp[± (η − in3) Λγ5] out of the integrations, gives
I−,2 = −γ5 + γ4 − γ3
2γ5
e−(η−in3)Λ(γ4−γ5)
∫ ∞
γ4−γ5− ζ0Λ
e(η−in3)Λt1
t1
dt1
− γ5 − γ4 + γ3
2γ5
e−(η−in3)Λ(γ4+γ5)
∫ ∞
γ4+γ5− ζ0Λ
e(η−in3)Λt2
t2
ds,
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which with the final respective substitutions in the form of 5.14, r1 = t1/
(
γ4 − γ5 − ζ0Λ
)
,
r2 = t2/
(
γ4 + γ5 − ζ0Λ
)
, becomes
I−,2 = −γ5 + γ4 − γ3
2γ5
e−(η−in3)Λ(γ4−γ5)
∫ ∞
1
e(η−in3)Λ(γ4−γ5−ζ0/Λ) r1
r1
dr1
− γ5 − γ4 + γ3
2γ5
e−(η−in3)Λ(γ4+γ5)
∫ ∞
1
e(η−in3)Λ(γ4+γ5−ζ0/Λ) r2
r2
dr2.
The integrals in both terms are now in the form of DLMF 8.19.3, and evaluate to exponential
integral functions as
I−,2 = −γ5 + γ4 − γ3
2γ5
e−(η−in3)Λ(γ4−γ5)E1
[
(η − in3)
(
ζ0 − (γ4 − γ5) Λ
)]
− γ5 − γ4 + γ3
2γ5
e−(η−in3)Λ(γ4+γ5)E1
[
(η − in3)
(
ζ0 − (γ4 + γ5) Λ
)]
.
This solution can be simplified by defining new constants from those in the diabatic shear
rate function,
Ξ1 ≡ γ5 + γ4 − γ3
2γ5
= 0.475, Ξ2 ≡ γ5 − γ4 + γ3
2γ5
= 0.575,
ϕ1 ≡ γ4 − γ5 = 0.101, ϕ2 ≡ γ4 + γ5 = 4.68
so that the solution to Eq. 5.20 is
I−,2 = −Ξ1 e−(η−in3)ϕ1ΛE1[(η − in3) (ζ0 − ϕ1Λ)]
− Ξ2 e−(η−in3)ϕ2ΛE1[(η − in3) (ζ0 − ϕ2Λ)] ,
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and the total integral expression I−(n,Λ < 0) for convective conditions is
I−(n,Λ < 0) = E1[(η − in3) ζ0]− Ξ1 e−(η−in3)ϕ1ΛE1[(η − in3) (ζ0 − ϕ1Λ)]
− Ξ2 e−(η−in3)ϕ2ΛE1[(η − in3) (ζ0 − ϕ2Λ)] . (5.21)
As for the stable case, the expression for I+(n,Λ ≤ 0) is similar, so that the solution is
I+(n,Λ < 0) = E1[(η + in3) ζ0]− Ξ1 e−(η+in3)ϕ1ΛE1[(η + in3) (ζ0 − ϕ1Λ)]
− Ξ2 e−(η+in3)ϕ2ΛE1[(η + in3) (ζ0 − ϕ2Λ)] . (5.22)
5.2.4 Rapid-distortion model
For the RDT model, constructing the pressure spectrum begins with substituting the
shear-distorted homogeneous velocity tensor Φ˘33(K) from Eq. 3.39 into the vertical velocity
correlation, Eq. 3.53, to give
R˚33(z, z
′,κ) =
∫ ∞
−∞
[
eiK3(z
′−z) − e−iK3ze−κz′ − eiK3z′e−κz + e−κ(z+z′)
] E(k)
4piK4
κ2 dk3,
which by factoring the exponential terms and substituting the von Kármán energy spectrum,
Eq. 3.13, becomes
R˚33(z, z
′,κ) = Cλ5κ2
∫ ∞
−∞
1(
1 + (kλ)2
)17/6 k4K4 (eiK3z′ − e−κz′) (e−iK3z − e−κz) dk3.
Substituting this form for R˚33(z, z′,κ) into Eq. 5.6 gives the surface pressure wavevector
spectrum for the RDT model,
Φ˚p(κ) =
1
pik2a
ρsτwCλ
5k21
∫∫ ∞
z0
e−κ(z+z
′) 1
zz′
φm
(
z′
L
)
φm
( z
L
)
×
∫ ∞
−∞
1(
1 + (kλ)2
)17/6 k4K4 (eiK3z′ − e−κz′) (e−iK3z − e−κz) dk3 dz dz′.
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With the previously-defined nondimensional variables and the dimensionless shear-distorted
wavevector ℵ,
ℵ ≡ Kλ = k1λeˆ1 + k2λeˆ2 + K3λeˆ3,
where ℵ ≡ ‖ℵ‖ and ℵ3 = K3λ = (k3 − βk1)λ, the pressure spectrum becomes
Φ˚p(η) =
1
pik2a
ρsτwCλ
2n21
∫ ∞
−∞
1
(1 + n2)17/6
n4
ℵ4
∫∫ ∞
ζ0
e−η(ζ+ζ
′) 1
ζζ ′
φm
(
ζ ′
Λ
)
φm
(
ζ
Λ
)
×
(
eiℵ3ζ
′ − e−ηζ′
) (
e−iℵ3ζ − e−ηζ) dζ dζ ′ dn3. (5.23)
Unlike the mirror flow, the integrand is not even in the vertical wavenumber n3 due to the
shear distortion. Again factoring functions of ζ and ζ ′ into separate integral expressions
gives
Φ˚p(η) =
1
pik2a
ρsτwCλ
2n21
∫ ∞
−∞
1
(1 + n2)17/6
n4
ℵ4
[∫ ∞
ζ0
(
e−(η−iℵ3)ζ
′ − e−2ηζ′
) 1
ζ ′
φm
(
ζ ′
Λ
)
dζ ′
]
×
[∫ ∞
ζ0
(
e−(η+iℵ3)ζ − e−2ηζ) 1
ζ
φm
(
ζ
Λ
)
dζ
]
dn3, (5.24)
which by defining IC(η,Λ) as
IC(η,Λ) ≡
∫ ∞
ζ0
e−2ης
1
ς
φm
( ς
Λ
)
dς (5.25)
and comparing with Eqs. 5.10 and 5.11 can be written as
Φ˚p(η) =
1
pik2a
ρsτwCλ
2n21
∫ ∞
−∞
dn3
(1 + n2)17/6
n4
ℵ4 [I−(ℵ,Λ)−IC(η,Λ)] [I+(ℵ,Λ)−IC(η,Λ)] .
(5.26)
Since the forms of I∓(ℵ,Λ) have already found in Eqs. 5.16, 5.17, 5.21, and 5.22, all that
remains is to solve for IC(η,Λ). For both stable and convection conditions, the integral is
similar to that for I−(ℵ,Λ), so that replacing (η − in3) ζ0 with 2ηζ0 immediately gives the
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solutions
IC(η,Λ ≥ 0) = E1[2ηζ0] + γ1
Λ
1
2η
e−2ηζ0 , (5.27)
and
IC(η,Λ < 0) = E1[2ηζ0]− Ξ1 e−2ηϕ1ΛE1[2η (ζ0 − ϕ1Λ)] − Ξ2 e−2ηϕ2ΛE1[2η (ζ0 − ϕ2Λ)] .
(5.28)
5.2.5 One-dimensional pressure spectra
Integrating Eqs. 5.12 and 5.26 over the cross-stream wavenumber k2 gives the one-
dimensional streamwise wavenumber spectra for the surface pressure. For the mirror flow,
F˜pp(n1)
ρsτwCλ
=
4
√
2
pik2a
n21
∫∫ ∞
0
dn2 dn3
(1 + η2 + 2n23)
17/6
I−(n,Λ) [I+(n,Λ)−I−(n,Λ)] , (5.29)
and for the RDT model,
F˚pp(n1)
ρsτwCλ
=
2
pik2a
n21
∫ ∞
−∞
∫ ∞
0
dn2 dn3
(1 + n2)17/6
n4
ℵ4 [I−(ℵ,Λ)−IC(η,Λ)] [I+(ℵ,Λ)−IC(η,Λ)] .
(5.30)
In these forms a factor of two has been introduced since the limits have been changed to
exploit the even integrands in n2. As with the velocity spectra, these are two-sided spectra
in n1, and an additional factor of two must included to convert to one-sided spectra. The
I functions can be summarized for all stability conditions as
I±(n,Λ) = E1[(η ± in3) ζ0] +

γ1
Λ
η ∓ in3
n2
e−(η±in3)ζ0 if Λ ≥ 0,
− Ξ1 e−(η±in3)ϕ1ΛE1[(η ± in3) (ζ0 − ϕ1Λ)]
− Ξ2 e−(η±in3)ϕ2ΛE1[(η ± in3) (ζ0 − ϕ2Λ)] if Λ < 0,
(5.31)
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and
IC(η,Λ) = E1[2ηζ0] +

γ1
Λ
1
η
e−2ηζ0 if Λ ≥ 0,
− Ξ1 e−2ηϕ1ΛE1[2η (ζ0 − ϕ1Λ)]
− Ξ2 e−2ηϕ2ΛE1[2η (ζ0 − ϕ2Λ)] if Λ < 0.
(5.32)
Eqs. 5.29 - 5.32 are the principal results of the present theoretical development. By numeri-
cally integrating these equations over n2 and n3 for a set of n1 values with NIntegrate in
Mathematica, one-dimensional model spectra of the surface pressure fluctuations due to the
shear-turbulence mechanism are computed. As with the velocity spectra in Section 3.3.4,
the spectra were sampled by a logarithmically-spaced sequence of n1. For all computations,
the global adaptive strategy with nine generators was used, setting PrecisionGoal to four,
WorkingPrecision to twenty, and the maximal depth of recursive bisections to twenty.
The AccuracyGoal option was again set to ∞.
Several sets of spectra were computed to investigate the effects of the M-O-similar
shear rate and turbulence model parameters on the surface pressure. The shear rate function
is parameterized by the dimensionless Obukhov length, Λ = L/λ. Seven values of Λ were
chosen: Three stable, Λ > 0; three convective, Λ < 0, and one for the neutral case, Λ→∞.
Table 5.1 lists each value in relation with a typical λ = 50 meters from the experimental
results, described later in Chapter 7. As discussed in Chapter 4, the theoretical spectra
are expected to become invalid first at low wavenumbers in both the strongly stable and
convective conditions.
Figure 5.2 shows one-dimensional spectra computed from the mirror flow model for
several values of the dimensionless Obukhov length. The neutral case (Λ → ∞), shown by
the dashed line, approaches a peak near n1 = 1 from low wavenumber with a dimensional
slope of two, and then begins to decrease with a −5/3 dimensional slope in the inertial range,
before dropping off sharply near n1 = 103. As expected, the spectrum is amplified at low
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Λ L (m) Stability Range Turner Class
− 1
10
−5 Strongly Convective 1
−1 −50 Moderately Convective 3
−10 −500 Weakly Convective 4
±∞ ±∞ Neutral 4
10 500 Weakly Stable 4
1 50 Moderately Stable 6
1
10
5 Strongly Stable 7
Table 5.1: A summary of the dimensionless Obukhov lengths Λ = L/λ used for investigating
the effects of atmospheric stability on the theoretical shear-turbulence surface pressure spec-
tra. The Obukhov length is dimensionalized with λ = 50 meters based on the experimental
results. Turner classes are estimated from Golder (1972).
wavenumber with increasing stability (decreasing positive Λ) from the neutral case. With
this amplification comes a slight shift in the peak to lower wavenumber, and the spectrum
no longer exhibits a clear power law in the inertial range, although the low-wavenumber
slope still approaches two as in the neutral case. The expected decrease in the convective
condition is also seen, but this change is not as large: For all three convective cases, only
the strongly convective Λ = −1/10, shown by the dotted line, is appreciably different from
the neutral case.
Similar features are seen in Figure 5.3 for the RDT model without shear anisotropy,
i.e. Υ = 0. However, there are two important differences from the mirror flow: First, in
stable conditions the low-wavenumber portion of the spectrum increases toward the peak as
n1 instead of n21, although this change is not seen for the neutral or convective cases. Second,
the decrease at low wavenumbers with unstable stratification is much more pronounced than
in the mirror flow, with both moderate, Λ = −1, and strong, Λ = −1/10, convective
cases visible on the axes. The spectral peak also shifts to slightly higher wavenumber with
increasingly convective conditions.
In Eqs. 5.31 and 5.32, the solution for a neutral z−1 shear rate and the contribution
from stability-dependent shear have separated into the respective first and second terms.
This means that by gathering the products within Eqs. 5.29 and 5.30, it is possible to
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Figure 5.2: Variation in the streamwise-wavenumber one-dimensional spectra of the sur-
face pressure for the mirror flow model with atmospheric stability, with ζ0 = 3 × 10−4:
, Λ→∞; , Λ = − 1
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; , as labeled on axes.
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Figure 5.3: Variation in the streamwise-wavenumber one-dimensional spectra of the surface
pressure for the RDT model with atmospheric stability, with ζ0 = 3×10−4: , Λ→∞;
, Λ = −1; , as labeled on axes.
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Figure 5.4: The contributions to a mirror flow model one-dimensional spectrum of the surface
pressure for a stable shear rate by their order in Λ−1. is the total spectrum, and the
individual contributions are labeled on the axes.
express the surface pressure spectrum as the result for a neutrally-stratified boundary layer
plus a modification for stability effects, in the form Fpp(n1) = Fpp,0(n1) + F ′pp(n1,Λ). For
the stable case, the terms may be further subdivided by their order Λ−1, which will appear
as a leading factor in each. A separation of the zero, first, and second order contributions to
the overall spectrum for a single stably-stratified case with the mirror flow model is shown in
Figure 5.4. These terms have respective power laws of −5/3, −8/3, and −11/3, which when
combined give the bowed shape of the stably-stratified spectrum. The final −11/3 slope is
the same as calculated by George et al. (1984) for uniform shearing of isotropic turbulence,
which suggests this term is caused by the approach to a linear wind profile in the stable case.
Further comparison of the one-dimensional surface pressure spectra for the mirror flow
model and RDT model without shear anisotropy is made in Figures 5.5 and 5.6, for stable
and convective conditions, respectively. In the former plot, the change in dimensional slope
at low wavenumber is clearly seen. It is also evident that the mirror flow spectrum is slightly
greater than the RDT result in all stable cases, up to a crossing point near n1 = 3 × 10−2,
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Figure 5.5: Comparison of one-dimensional spectra of surface pressure in stable condi-
tions, with shear anisotropy parameter Υ = 0 for the RDT model. , mirror flow;
, RDT. The nondimensional Obukhov length Λ is indicated on the axes, with color
alternating for each pair.
except for the neutral case where the lines do not cross. The two model spectra become
indistinguishable by n1 = 10. In the convective cases, shown in Figure 5.6, it is evident
that, in addition to being greater than the rapid-distortion spectra, the mirror flow spectra
peak at slightly lower wavenumber. From this plot the profound difference in the spectral
decrease with an unstable wind profile between the mirror flow and RDT models is evident:
Even for the strongly-convective Λ = −1/10, the mirror flow spectrum is only slightly less
than the RDT model at the weakly unstable Λ = −10.
Now introducing the shear anisotropy parameter Υ in the RDT model, consider first
the variation in the one-dimensional surface pressure spectrum for a neutrally-stable shear
rate, i.e. Λ→∞, shown in Figure 5.7. While Mann (1994) first suggested a shear parameter
value of Υ ≈ 3.5, he later estimated a range of values from Υ = 3.2 to 4.5 by fitting to
different empirical engineering models in literature (Mann, 1998). As discussed in Section
3.3.1, his experimental results were for atmospheric turbulence above ten meters in elevation.
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Figure 5.6: Comparison of one-dimensional spectra of surface pressure in convective con-
ditions, with shear anisotropy parameter Υ = 0 for the RDT model. Blue lines are the
mirror flow model, black lines are the RDT model. , Λ→ −∞; , Λ = −1;
, Λ = − 1
10
.
The appropriate value for rapid-distortion modeling of shear anisotropy near to the surface,
where the true mean shear rate is higher, may be greater. In some cases, values as large as
Υ = 50 were estimated from the experimental data; in others, Υ ≈ 0. The wide range of
experimental shear anisotropy parameters, discussed in detail in Chapter 7, motivated the
range shown here.
Returning to Figure 5.7, for the case of no shear anisotropy where Υ = 0, the inertial-
range power law form is −5/3, but as the shear anisotropy parameter Υ increases, two
changes are evident in the spectrum: First, the spectral peak decreases slightly and shifts to
progressively lower wavenumber, while the high-wavenumber cutoff is unaffected. Second,
the dimensional slope between these two regions is flattened out as a transition from the
−5/3 power law to a −1 slope at lower wavenumber emerges. This region expands with
increasing shear anisotropy until, as seen for Υ = 100, the entire mid-range spectrum has a
−1 power-law form. The dimensional slope of the spectrum for wavenumbers lower than the
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Figure 5.7: Variation in the RDT one-dimensional surface pressure spectrum with shear
distortion, for neutral stratification, with ζ0 = 3 × 10−4: , Υ = 100; , Υ = 0;
, as labeled on axes. The alternating line color is included for clarity.
peak position is unaffected.
The structure of the surface pressure spectrum with shear anisotropy for moderately-
stable case of Λ = 1, plotted in Figure 5.8, is completely different from the nearly-neutral
model. For finite shear anisotropy parameter Υ, the spectrum no longer scales as n1 at
low wavenumber, but instead approaches a constant value that increases with the shear
anisotropy. For Υ = 1, the pressure spectrum does not reach a peak at all, instead tran-
sitioning immediately to the asymptotic constant like the one-dimensional velocity spectra.
For greater values of Υ, a bow forms in the mid-wavenumber range as the curve takes on
an inflection point in the 10−1 < n1 < 1 wavenumber range. The amplification at very
low wavenumber by shear anisotropy from the shear-free Υ = 0 case moves through several
orders of magnitude. Whether such an effect can be expected in measurements is addressed
systematically by comparison of models in Chapter 7.
For a moderately-convective shear rate with Λ = −1, the spectral structure with
shear anisotropy is also modified, as seen in Figure 5.9. Similar to the neutral case, as the
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Figure 5.8: Variation in the RDT one-dimensional surface pressure spectrum with shear dis-
tortion, for a stable condition, with Λ = 1 and ζ0 = 3×10−4: , Υ = 100; , Υ = 0;
, as labeled on axes. The alternating line color is included for clarity.
shear anisotropy parameter Υ increases, the spectral peak shifts to lower wavenumber and
the dimensional slope in the inertial range decreases. However, the peak does not maintain
the same amplitude, and progressively decreases with the shear parameter. The spectral
slope below the peak increases with shear anisotropy and apparently asymptotes to the n21
scaling of the neutral spectrum at very low wavenumber.
5.3 Effects of Surface Details and Resolution
In addition to the turbulence model parameters and the Obukhov length, the expres-
sions in Eqs. 5.31 and 5.32 contain the dimensionless surface roughness length ζ0 = z0/λ as
the lower limit of integration. The surface roughness itself, z0, can vary by several orders of
magnitude depending on the terrain, from 10 micrometers for ice to 1 meter in towns and
forests (Panofsky and Dutton, 1984), although the description of large buildings and trees
as roughness becomes questionable when the turbulent scales are not significantly larger
than the “roughness” elements. The roughness length also can change with wind speed as
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Figure 5.9: Variation in the RDT one-dimensional surface pressure spectrum with shear
distortion, for a convective condition, with Λ = −1 and ζ0 = 3 × 10−4. Values of Υ are
labeled on the axes. The alternating line color is included for clarity.
vegetation is bent over.
In order to investigate the effect of surface roughness, model spectra were computed
for four orders of magnitude of ζ0 with a neutral-ABL logarithmic wind profile. Figures 5.10
and 5.11 show these spectra for the mirror flow and RDT models, respectively. The two
models are essentially indentical at high wavenumber, with only the previously-described
difference in the source peak to indicate these are not the same plots. In both figures the
increase in roughness length shifts the spectral cutoff to lower wavenumbers as the near-
surface high-wavenumber content is removed from the integral. An interesting change in
the inertial range is seen for the ζ0 = 10−2 case, as the cutoff point has shifted to such low
wavenumber that the −5/3 power law does not emerge. However, for this large of roughness
elements, one may see multiple flow regions emerge so that this model is not valid, such as
in the pressure measurements beneath a forest canopy by Raspet and Webster (2015).
Yu (2009) investigated the effect of mean wind profile penetration into the foam
covering of the microphone on the surface pressure spectrum. She found the changes were
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Figure 5.10: Variation in the mirror flow one-dimensional surface pressure spectra with
surface roughness length ζ0, for neutral stratification: , ζ0 = 10−5; , as labeled
on axes.
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Figure 5.11: Variation in the RDT flow one-dimensional surface pressure spectra with surface
roughness length ζ0, for neutral stratification with Υ = 0: , ζ0 = 10−5; , as
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entirely at high wavenumbers, and for the small penetration depths expected (∼ 4 mm), they
are negligible. She also considered the spectral change for a linear viscous sublayer velocity
profile below the roughness length z0; these changes were also small and located at high
wavenumbers. The influence of roughness elements and foam on the turbulence structure
calls into question the validity of both mirror flow and RDT models near to the surface, since
they do not match the viscous no-slip boundary condition. The overarching conclusion of
her research on surface details was that they were not important for low-wavenumber (and
hence low-frequency) surface pressure fluctuations.
As discussed in Section 2.1.2, a pressure transducer will attenuate turbulent length
scales on the order of the finite sensing area or smaller by spatial averaging. This will cause
a discrepancy between the theoretical point spectra and the experimental measurements,
starting near a wavenumber of kd = 1/d, where d is the sensor diameter. Keith et al. (1992)
identify three dimensionless sensor diameters that are useful in qualifying the resolution:
d/δ∗, the outer scaling, where δ∗ is the displacement thickness of the boundary layer; d+ =
du∗/ν, the classical inner scaling, where ν is the kinematic viscosity; and d∗ = d+u∗/U∞, a
modified inner scaling, where U∞ is the free-stream velocity. For the atmosphere, defining a
free-stream velocity is problematic, even in terms of the geostrophic winds above the ABL, so
the last scaling will not be used. Since the displacement thickness depends on the free-stream
velocity (White, 2005), it is also difficult to define, so this length scale will be replaced with
λ for the outer scaling.
The two dimensionless sensor diameters for the atmospheric surface pressure are then
d/λ and d+ = du∗/ν. For values much less than one, turbulence in the corresponding re-
gion will be well-resolved and free from attenuation. Conversely, for dimensionless diameters
greater than one, spatial attenuation is expected. Since turbulent length scales in the at-
mosphere are tens of meters or larger, it is virtually guaranteed that d+  1, so that the
largest, most energetic scales of the turbulence are well-resolved. This will not be true for
the inner scaling: For a 14 cm sensor (the diameter of those used in the experiment described
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later), with a typical friction velocity of 0.3 m/s and kinematic viscosity of 1.5× 10−5m2/s,
d+ = 2800. This is an order of magnitude greater than the largest values in Table 1 of
Keith et al. (1992). It seems inevitable there will be attenuation of the spectra at high
wavenumbers. Due to the problems discussed previously, I have not corrected experimental
spectra using the Corcos method. Instead, in later chapters the streamwise wavenumber (or
frequency) at which spatial-averaging attenuation may become important will be indicated
on the axes for reference.
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CHAPTER 6: EXPERIMENTAL PROCEDURE
The preceding chapters have been concerned with theory of atmospheric turbulence
and models of surface pressure. While forms of these atmospheric turbulence models have
been validated previously, by Yu (2009) for the mirror flow and Mann (1994) for the rapid-
distortion model, only the first model has been tested against pressure measurements at the
ground. Definite trends in the pressure spectrum were seen in the previous chapter with
both atmospheric stability and shear anisotropy, mostly at low wavenumbers. The relative
importance of the change in mean shear rate with stability, parameterized by Λ, and the
anisotropy due to shear distortion, parameterized by Υ, in real atmospheric turbulence is
unknown. It is also unknown which of the two models, the mirror flow or RDT, will be better
suited to predicting surface pressure spectra. For these reasons, an experimental study of
the atmospheric surface pressure was necessary to test the models against real data.
6.1 Field Experiment
The field experiment was conducted in collaboration with the University of Wyoming
Departments of Atmospheric Science and Mechanical Engineering at the U. Wyoming Wind
Tower site outside Laramie, WY between the dates of September 16th and 27th, 2014. This
site was selected based on access, on-site meteorological instrumentation, and uniformity
of terrain. It is located in the Laramie Valley, on nearly flat, featureless land with a small
∼ 0.3% grade toward the river in the southeast. The uniformity of fetch was interrupted by a
dirt road and cattle fence, which were approximately 200 meters from the measurement site
to the southwest. Excluding this, the largest obstructions were scattered low shrubs under a
half-meter high and the experimental instruments themselves. Primary instrumentation was
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placed along a line southwest of the main meteorological tower where the terrain was more
uniform. The typical vegetation was grass ten to twenty centimeters in height and low-lying
cacti under ten centimeters tall. Based on Table 6.2 in Panofsky and Dutton (1984), the
roughness length was estimated to be 3.0 cm.
Access to the range was restricted to essential personnel for the duration of the ex-
periment. The range was kept clear of cattle, which normally use the site as pasture. To
limit contamination of the measurements with noise, when visiting the range, vehicles were
parked approximately 150 m east of the microphone array, which will be described in the
next section. Even so, it was impossible to eliminate anthropogenic acoustic noise. Fly-overs
by propeller and jet aircraft traffic from the Laramie Regional Airport five kilometers north
of the site were unavoidable. The nearby dirt road is public, and vehicles passed by on oc-
casion. The traffic on the highway approximately one kilometer northwest was also a noise
source, particularly in the early mornings. Finally, a small research wind turbine is also
present at the site, about 250 m to the east of the meteorological tower. At times, acoustic
tones presumed to be generated by this turbine are clearly seen at high frequencies in the
measured spectra. All of these noise sources are expected to be relatively high-frequency,
with less acoustic noise present below 10 Hz.
6.1.1 Experiment layout
The objective of the experiment was to provide fixed-layout measurements of surface-
layer meteorology simultaneous with low-frequency (i.e. 0.01 to 10 hertz) surface pressure
over a wide range of atmospheric conditions. The experiment was planned for two full
weeks in duration. While some time was lost correcting equipment failures, a full 10.5 days
of continuous data was taken with all instruments. Experience gained under a previous
Department of Energy sponsored program, which demonstrated the need for long-term ob-
servations with estimates of the momentum and heat fluxes, was critical to the design. The
field experiment instrumentation consisted of three basic components: the U. Wyoming wind
tower, the NCPA five-meter flux tower, and the NCPA low-frequency microphones.
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Figure 6.1: A diagram of the experimental layout at the U. Wyoming Wind Tower site. Not
to scale.
The layout of the full experiment is illustrated in Figure 6.1. Each 163-meter branch
shown was laid out in approximate 120◦ increments using a magnetic compass and reel
tape measure. By chance, the northern branch was oriented at almost exactly true north.
The magnetic bearing was 10◦ east of north, but magnetic declination at Laramie for the
experiment dates was 9.07◦ east of north, so the branch is only 0.93◦ west of north. The
NCPA flux tower was placed along the line joining the 50-meter tower and the microphone
array center. Relative distances between the instruments are shown in the figure. The
spacing and positions of the portable instrumentation was chosen to avoid wakes from other
equipment.
6.1.2 Instrumentation
Shown in Figure 6.2, the fifty-meter University of Wyoming Wind Tower was the
main reason for the experiment site choice. Instrument booms are located at 4.75, 19, 32,
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45, and 49 m elevations on the tower. All boom arms are pointed due south, with R. M.
Young Model 05103 propeller anemometers on all but the topmost arm, which instead has
a Campbell Scientific CSAT3 sonic anemometer. A pair of Campbell Scientific Model 43347
calibrated RTD temperature probes are located at 4.75 and 45 m, housed in shields with
forced ventilation, which greatly reduces the radiation error. A pyranometer, which measures
solar radiation, is also located at 4.75 meters, and soil temperature and water content sensors
are buried at the tower base. All instruments on the U. Wyoming meteorological tower are
sampled at 10 Hz.
The NCPA portable flux tower, shown in Figure 6.3, was approximately five meters in
height. The tower was leveled, guyed at the top and midpoint, and instrumented with three
Campbell CSAT3 sonic anemometers, serial numbers 1006, 0475, and 1008 from bottom to
top. While the CSAT3 model does perform wake correction on-board, the sensor booms were
oriented so the probe volume was directed 3◦ east of south, the direction of prevailing winds
for that time of year. The tower was inspected for wind or wildlife damage every morning,
although none occurred, and when necessary, slack from slow loosening of the nylon guy
lines was taken up.
The probe booms and mounting brackets were designed so that the center of the
measurement volumes would be at 2.25, 3.5, and 4.75 meters in elevation. The highest ele-
vation was chosen to coincide with the lowest instrument boom on the U. Wyoming tower.
Kaimal (1975) gives a minimum elevation for flux measurements in convective conditions,
6pi`c, where `c is the anemometer transducer path length. At lower elevations, much of
cospectral energy resides in length scales less than the transducer spacing, and a spatial
averaging effect similar to that for surface pressure transducers will attenuate the measure-
ment. For a CSAT3 anemometer, `c = 0.117m, giving a 2.21-meter minimum, and so 2.25
meters was chosen for the lowest anemometer boom. The distance from the anemometer
probe volume to the point of attachment to the tower was 1.092 meters. Each boom sagged
by a small amount, which was measured before the tower was disassembled for correction in
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Figure 6.2: A photograph of the University of Wyoming Wind Tower at the Laramie exper-
iment site.
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Serial Number Design Elevation (m) Boom Length (m) Boom Sag (◦ from level)
1006 2.25 1.092 −2.4
0475 3.50 1.092 −1.2
1008 4.75 1.092 −1.0
Table 6.1: Physical measurements pertaining to the flux tower.
post-processing. The physical measurements for the tower instrument boom arms are given
in Table 6.1.
Each anemometer reports the three-component wind velocity, v, as well as the sound
speed, c, and a diagnostic flag at a user-specified rate. The anemometer sample rates were
set to 60 Hz and recorded via RS232 output over a serial adapter with a LabVIEW program.
The data was parsed and validated in real time, and saved to five-minute binary files. Power
was supplied by a bank of three wet-cell marine batteries, with one battery being replaced
by a freshly-charged cell each morning.
Figure 6.4 is a photograph of the NCPA flux tower taken facing northeast, with the
U. Wyoming meteorological tower visible in the background. The research wind turbine can
also be seen in the far background to the right of the flux tower. In addition to these two
towers, the air density measurements from a flux tower operated by U. Wyoming at the
Laramie Regional Airport was used.
Shown in Figure 6.5, the NCPA low-frequency microphones used in this study for
pressure measurement are based on a piezoelectric pressure transducer developed at the
University of Mississippi for study of infrasound propagation in the atmosphere. Each mi-
crophone has been calibrated in a specially-built, low-noise facility with reliable sensitivity
measurements from 0.001 to 10 Hz (Talmadge, 2014). The sensors have flat frequency re-
sponse down to 0.02 Hz, below which the designed analog highpass filter begins to limit the
response, to prevent very-low frequency wind noise from saturating the analog channel. The
design transfer function is given by
H(f) = −i f
3
(f1 + if) (f2 + if) (f3 + if)
, (6.1)
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Figure 6.3: A photograph of the NCPA portable flux tower after deployment at the Laramie
experiment site. The tower was instrumented with Campbell CSAT3 sonic anemometers at
2.25, 3.5, and 4.75 m.
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Figure 6.4: A photograph of the NCPA portable flux tower (foreground) and University of
Wyoming Wind Tower (background) at the Laramie experiment site. The research wind
turbine is visible in the far background to the right of the flux tower.
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Figure 6.5: A photograph of an NCPA infrasound microphone used in the Wyoming experi-
ment.
where f1 = 1.3769 × 10−3, f2 = 2.67431 × 10−3, and f3 = 1.3769 × 10−2. Each sensor is
equipped with its own digitizer, data logging computer, GPS antenna, and wireless adapter.
The sensors are designed to sample at 1000 Hz, but due to programming issues, actually
sample at a slightly variable rate near 958 Hz. This was corrected by interpolating the
data and downsampling. The array data was downloaded using a wireless connection each
morning to verify continuous operation.
The five microphones deployed in the initial setup (serial numbers 1069, 1081, 1112,
1182, and 1185) were placed in a square one-meter array with central element, which is di-
agrammed in Figure 6.6. This layout was chosen partly from previous experience regarding
the coherence as a function of sensor separation. The layout also gave 90◦ rotational sym-
metry, which was important for obtaining two-point statistics that were not seriously biased
with the wind direction.
Each microphone was placed in a small hole made so that the top of the sensor would
be nearly flush with the ground, as shown in Figure 6.7. The holes were carefully dug by
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Figure 6.6: A diagram of the NCPA low-frequency microphone array layout in the Wyoming
experiment. The origin of the East-North coordinate system is located at the centerpoint of
sensor 1112, the central element.
hand to be as small as possible, so that the heterogeneity of the surface would be minimized.
It was difficult to dig the holes exactly on a square grid, and the coordinates in Figure
6.6 represent the actual arrangement. The exact positions were also altered slightly when
the microphones were removed and replaced in the holes, so the values in Figure 6.6 have
uncertainty of about one centimeter. The holes were then covered with a one-inch layer of
high-porosity open-cell foam, as shown in Figure 6.8. The foam served to suppress secondary
flows due to the holes themselves, such as boundary-layer reattachment and cavity flow, while
also conveniently shielding the sensors from radiative temperature fluctuations. Power was
supplied by a three-battery bank identical to that of the flux tower, which was placed 7.0 m
away to the northeast to avoid any wake flow over the array.
While the experiment was underway, very low-frequency wavelike oscillations were
observed in the surface pressure on calm nights. It was hypothesized that these could be
related to internal gravity waves generated by katabatic flow. The initial deployment was
augmented by the two remaining sensors which had been brought as spares, serial numbers
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Figure 6.7: A photograph of the NCPA low-frequency microphone array without foam cov-
ering, deployed at the Wyoming experiment site.
Figure 6.8: A photograph of the NCPA low-frequency microphone array with foam covering,
deployed at the Wyoming experiment site. The power distribution box is visible to the right.
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1124 and 1141, at a wider separation to provide minimal beamforming capability for these
events. These elements were placed as shown in Figure 6.1, and buried in holes and covered
in foam in the same way as the small array. The full augmented array was online on the
21st at 0200 UTC. Except for examining the time series of a single coherent pressure burst
event, this data was not used in the present work.
Despite use of animal repellent, at night wildlife interacted with the microphones on
a few occasions, which is most evident from the time series: All microphones in the small
array should have nearly the same record, and physical motion of a sensor will appear as
large sharp spikes on a single channel. These interactions should not have significant impact
on the subsequent analysis, since they will be relatively high-frequency and uncorrelated
across the array.
The experiment began on 9/17/2014 0100 UTC. The microphones were removed from
their holes due to a strong storm on the 9/22 at 1740 UTC. They remained active, but the
stagnation pressure interaction makes this data useless. The flux tower continued to operate,
but the topmost sonic anemometer, serial number 1008, reported clearly erroneous data from
1750 to 1755, with error flags active from 1745 to 1845. The microphones were returned to
their positions at 1940, and so the duration from 1730 to 2000 UTC was not considered in
the analysis. All equipment continued to operate until the conclusion of the experiment on
the 27th at 1500 UTC.
6.2 Data Processing
Prior to analysis, the experimental data was processed to obtain basic flow parameters
of interest. The entire record was divided into non-overlapping half-hour blocks, which were
each processed separately. The length of these blocks was chosen based on prior experience
and common practice in boundary-layer meteorology.
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6.2.1 Meteorological instruments
Data from all four sonic anemometers, three from the lower flux tower and one from
the upper station on the meteorological tower, were processed in the same way. For each
half-hour block, it was necessary to correct for samples in the sonic anemometer time series
which were flagged by the on-board software. This usually occurs when the measurement
volume is momentarily obstructed by precipitation or insects. Fewer than four bad data
points every five minutes was a typical rate, corresponding to an error rate of < 0.03%; no
bad points were observed in the 50-meter anemometer data. These samples were handled
in two steps: First, the bad samples were removed from the series entirely. Since most of
the statistics of interest were single-point means and covariances, these gaps in the record
did not pose a problem for much of the processing. Later, for estimation of the integral
turbulence scales, the gaps were filled by linear interpolation of the time series.
A time series of sonic virtual temperature, Tn, can be directly computed from the
sound speed record by assuming dry air with the formula
Tn =
c2
γRd
where γ = 1.4 is the heat capacity ratio, c is the sound speed, and Rd = 287.06 J K−1 kg−1 is
the gas constant for dry air. This will not be the actual temperature, since humidity is not
included. Kaimal and Finnigan (1994) recommend using Tn directly when computing fluxes
without correcting for water vapor, which was done here.
Next, the coordinate system of the velocity components was rotated about the surface-
normal axis into the zonal-meridional meteorological standard, i.e. u directed East (zonal)
and v directed North (meridional). A second rotation matrix was then applied to each probe
system separately to correct for the sag in boom arms from Table 6.1, by rotating about the
meridional axis. The mean wind velocity from each sonic anemometer was computed this
coordinate system.
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At this point, the coordinate system was again rotated about the vertical to bring
the u-component along the direction of mean wind. The velocity and virtual temperature
were Reynolds-decomposed into mean and fluctuating components, U and u respectively,
as in Eq. 4.47. Variances of the velocity components, 〈uj〉 and the 〈uw〉 covariance were
estimated by
〈ujuκ〉 = 1
N − 1
N∑
`=1
uj(t`)uκ(t`) , (6.2)
where N − 1 is the number of samples in the time series. Here and in following equations in
this chapter, the flow is assumed stationary, so that the ensemble average 〈·〉 can be instead
taken as the time average over the entire block. The validity of this assumption will later be
investigated in Section 6.3.2.
For weighting least-squares fits in the analysis, it was necessary to estimate the vari-
ance of the sample covariance. For two identically normally-distributed variables, the sample
covariance as defined in Eq. 6.2 has a Wishart distribution with N−1 degrees of freedom and
scale matrix given by the covariance matrix Σ divided by N − 1 (Anderson, 2003). Eaton
(1983) gives the general formula for the covariance of the Wishart distribution, which when
combined with Anderson (2003) gives a formula for the variance of the sample covariance
estimator (Nydick, 2012):
Var (〈ujuκ〉) = 1
N − 1
(〈ujuκ〉2 + 〈u2j〉 〈u2κ〉) . (6.3)
For the case that j = κ, Eq. 6.3 reduces to the well-known formula for the variance of the
sample variance (Meyer, 1975),
Var
(〈
u2j
〉)
=
2
〈
u2j
〉2
N − 1 .
Little processing of the other meteorological data was necessary. The propeller
anemometer wind direction was rotated about the vertical into the same zonal-meridional
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coordinate system as the sonic anemometers, and average wind speed and directions were
computed for each half-hour block. The average temperature was also computed from the
sensor at 4.75 meters.
6.2.2 Low-frequency microphones
The data from the NCPA low-frequency microphones was saved in files that were
nominally five minutes in duration. It was found early in the data processing that the
actual file start times can vary, and so an access library was written in Matlab to read the
sequence of binary files from each sensor down to one second accuracy, based on the on-board
system time saved in the binary block headers. As mentioned previously, the low-frequency
microphones used in this study have a non-integer sample rate that varies slightly between
units. The time series were therefore resampled at 958 Hz, the nearest integer rate, by
interpolating onto the new time base with a nearest-neighbor scheme. The effect on the
pressure spectra is negligible above 900 Hz, frequencies that were entirely removed in the
next step.
The high original sample rate proved unnecessary for the analysis, and so the data
were resampled again to two lower rates: 60 and 480 Hz. The first rate was chosen to match
that of the flux tower sonic anemometers, and was used for spectral density estimates, while
the second higher rate was used in the wavelet cross-correlation analysis to give better time
resolution. In both cases, the half-hour time series interval was buffered with an additional 15
minutes on either side. The buffers were then tapered with a Tukey window, as demonstrated
in Figure 6.9, to reduce edge effects of the antialiasing filter used by the resample function
in Matlab. After the time series interval was downsampled, the 15-minute edge buffers were
removed to recover the half-hour data block of interest.
6.3 Velocity Analysis
The primary purpose for analysis of the wind velocity measurements is estimation of
the turbulence model parameters that appear in the surface pressure integral equations, Eq.
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Figure 6.9: An hour of the surface pressure time series and the effect of Tukey window
tapering. The left-hand pressure ordinate scales , the original time series, and ,
the same series tapered with a Tukey window. The right-hand ordinate scales , the
Tukey window, W (t). Data between the broken lines, , is the half-hour data block to
be extracted after resampling.
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5.29 and 5.30. For the mirror flow, these parameters are the amplitude C and integral length
scale λ; the RDT model adds the shear anisotropy parameter Υ. In addition, both models
are subject to the M-O similar shear rate parameterized by the Obukhov length L.
6.3.1 M-O similarity
Two methods were used for estimating the M-O similarity parameters: Direct com-
putation of the fluxes with the sonic anemometers and fitting of the wind speed profile with
all anemometers. The former method is preferred in boundary-layer meteorology literature
since only a single sonic anemometer is necessary, as opposed to a mast or tower with mul-
tiple instrument stations. Meteorologists tend to use the Obukhov length L to describe
the stability of the flow and are less interested in the actual mean wind profile. However,
the shear-turbulence pressure mechanism depends directly on the mechanical shear rate as
a function of elevation. Therefore, the flux estimates of the M-O parameters were first
computed, then used as starting points for a weighted least-squares fit to the velocity profile.
The friction velocity u∗ was estimated for each sonic anemometer with the covariances
of the vertical and horizontal velocity components as
u4∗ ≈ 〈uw〉2 + 〈vw〉2 , (6.4)
as is typical for boundary-layer meteorology. The leveling correction for boom sag in the
processing is imperative for this estimation method (Kaimal and Finnigan, 1994). The
temperature flux estimate, Q0 = 〈wTn〉, was computed directly for each anemometer from
the sonic temperature. With these parameters the Obukhov length is estimated by
L ≈ − u∗
3T0
kagQ0
, (6.5)
where u∗ and Q0 are the average values from the three flux tower anemometers, and T0 is
the mean temperature at 4.75 meters from the meteorological tower.
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For set of n normally-distributed variates {Y1 . . . Yn}, the optimal fit of a model with
mean g(rj, c) and variance σ2(rj, c) to a set of realizations {y1 . . . yn}, is the vector of model
parameters c = (c1 . . . c℘) such that
min
c
n∑
j=1
[yj − g(rj, c)]2
σ2(rj, c)
, (6.6)
where rj is the dependent variable and ℘ < n (Meyer, 1975). This a statement of generalized
least squares, which was used several times in the analysis. For fitting the wind profile, the
yj’s are the mean wind speed, the rj’s are the corresponding elevations. The variance of
the sample mean of the streamwise velocity was estimated with the formula for a normally-
distributed variable, σ2/ (N − 1), where σ2 is the variance and N is the number of samples
averaged. The flux estimates of u∗ and L were used as starting points for fitting Wilson’s
(2001) wind velocity profile, UW(z, u∗, L), to both the sonic and propeller anemometers,
which from Eq. 6.6 is expressed as
min
u∗,L
∑
j
(Nj − 1) [Uj − UW(zj, u∗, L)]
2〈
u2j
〉 .
Here j indexes the anemometer station, not the velocity component, and Nj is the number of
samples, which is less for the 10-hertz rate-sampled meteorological tower than the 60-hertz
rate flux tower. Attempts at simultaneously fitting the roughness length yielded unrealistic
values (from < 1 mm to > 0.1 m), so z0 was fixed at 3.0 cm, the estimate from Panofsky
and Dutton (1984). The resulting fit values of friction velocity u∗ and Obukhov length L
were those used in the shear-turbulence spectrum computations.
6.3.2 Stationarity
Stationarity is fundamental assumption in all the previous theory. Strictly speaking,
the atmospheric boundary layer is never stationary, although over certain lengths of time it
may be considered “quasi-stationary” (Wyngaard, 2010), i.e. the atmospheric statistics are
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weak functions of time. The concept of quasi-stationarity is useful in theory, but it has no
formal definition. This makes analysis of atmospheric measurements difficult, as even in
steady winds there will be times, particularly during morning and late afternoon transitions
between convective and stable stratification, where the ABL statistics vary rapidly with time.
If the entire dataset were analyzed with no further conditioning, it would be uncertain
whether cases where the surface pressure models perform poorly are due to failures in the
turbulence model itself or violation of an underlying assumption, i.e. stationarity. This
work is concerned with the former question; the question of how stationary the atmosphere
must actually be for the models to be valid is left to later work. A systematic method is
then necessary for removing time intervals which are not sufficiently stationary from further
analysis.
Several analyses were considered for quasi-stationarity, including the squared residuals
of the fit to the M-O similar wind profile, the spectral kurtosis (Antoni, 2006), and the
discrete wavelet transform variance (Percival and Walden, 2000). A modification of the
instationarity test given by Foken and Wichura (1996) was ultimately chosen for ease of
interpretation and implementation. First, the half-hour block is divided into m subintervals,
and u∗,j and Q0,j are estimated from the covariances on each subinterval for each sonic
anemometer, with j = 1, 2, . . . ,m indexing the subinterval. Instationarity ratios are then
computed as ∣∣∣u∗ − 1m∑mj=1 u∗,j∣∣∣
u∗
∣∣∣Q0 − 1m∑mj=1Q0,j∣∣∣
|Q0| (6.7)
If either of these ratios exceeded 0.2 for any of the four sonic anemometers, the half-hour
block was removed from further analysis. The 0.2 ratio threshold was chosen to be more
stringent than the 0.3 level used by Foken and Wichura (1996). This criterion reduced the
number of blocks from 503 to 80, rejecting nearly 85% of the data. This is not entirely
surprising as long stretches of the experiment saw little or no wind, an unusual condition for
the time of year.
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6.3.3 Integral scales
In previous work, fits to the turbulence velocity spectra have instead been used to
estimate the model parameters (Yu, 2009; Yu et al., 2011a). Use of the RDT model made
this method infeasible, since each numerical integration of the spectra can require many
minutes. This obstacle to analysis of the full dataset motivated the single-point scalar
property approach used in the current work. This approach is based on the idea that the
essential characteristics of the one-dimensional velocity spectra are captured by the velocity
component covariances and integral length scales. The estimation of the covariances was
described in Section 6.2.1; estimating the integral scales is not as simple.
Recall from Eq. 3.32 the definition of the streamwise integral length scale in terms of
the two-point velocity correlation is
L
[1]
jj ≡
1〈
u2j
〉 ∫ ∞
−∞
Rjj(ξ1, ξ2 = 0, ξ3 = 0, τ = 0) dξ1.
By defining the dimensionless autocorrelation %jj(ξ1) as
%jj(ξ1) ≡ Rjj(ξ1, ξ2 = 0, ξ3 = 0, τ = 0)〈
u2j
〉 ,
the integral scale may be written
L
[1]
jj =
∫ ∞
−∞
%jj(ξ1) dξ1. (6.8)
The autocorrelation function is one at zero displacement and approaches zero in the limit
ξ1 → ±∞. Since it is not feasible to make the many spatially-displaced measurements
necessary to compute Eq. 6.8 directly, the time-domain autocorrelation,
%jj(τ) ≡ Rjj(ξ1 = 0, ξ2 = 0, ξ3 = 0, τ)〈
u2j
〉 ,
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is used with a frozen turbulence hypothesis to convert the integral time scale Tjj given by
Tjj =
∫ ∞
−∞
%jj(τ) dτ = 2
∫ ∞
0
%jj(τ) dτ,
to the integral length scale L[1]jj as
L
[1]
jj = UTjj = 2U
∫ ∞
0
%jj(τ) dτ. (6.9)
There are several methods for estimating integral length scales based on this equation (Teu-
nissen, 1980). The integration can be done directly with a quadrature rule on the autocor-
relation estimated from the time series. The presence of large excursions from zero at long
time lags makes this method highly sensitive to the integration interval. Klipp (2014) used
the point of first zero-crossing of the autocorrelation as the integral scale. A third method,
which was used in this analysis, is to fit a function to the estimated autocorrelation, from
which the integral scale can be found analytically.
Teunissen (1980) used a decaying exponential as the fit function, but an exponential
fit to the autocorrelation estimate in this experiment was poor at small time lags. Instead,
the longitudinal autocorrelation function for homogeneous von Kármán turbulence was used,
f(τ) = 3
2/3Γ
(
2
3
)
Ai
∣∣∣∣ 3τ2T
∣∣∣∣
2
3
 , (6.10)
for which the corresponding integral length scale Lf is
Lf =
√
3
pi
Γ
(
2
3
)
Γ
(
5
6
)
UT ≈ 1.494UT (6.11)
The derivation of this formula is described in Appendix A. Eq. 6.11 gives the integral scale
immediately from the time scale parameter T obtained by fitting the autocorrelation estimate
to Eq. 6.10.
149
As with the wind profiles, generalized least-squares was used to fit the autocorrelation
functions estimated from the anemometer measurements, %ˇjj(τ), where the caron ·ˇ indicates
the quantity is an estimate. This requires a model for the variance of the autocorrelation as
a function of time lag, τ . The estimator of the autocorrelation for any velocity component
u is
%ˇ(τj) =
1
n
N−|j|∑
κ=1
u(τκ)u
(
τκ+|j|
)
where N is the length of the estimating time series (Woodward et al., 2012). From Bartlett
(1946), the variance of this estimator for a normally-distributed variate at the jth time lag
is approximately
Var[%ˇ(τj)] ≈ 1
N
∞∑
κ=−∞
[
%2(τκ) + %(τκ+j) %(τκ−j)
+ 2%2(τj) %
2(τκ)− 4%(τj) %(τκ) %(τκ−j)
]
. (6.12)
Introducing the discrete time step ∆t in the formula and taking the limit as ∆t→ 0 gives
Var[%ˇ(τj)] ≈ lim
∆t→0
1
N ∆t
∞∑
κ=−∞
[
%2(τκ) + %(τκ+j) %(τκ−j)
+ 2%2(τj) %
2(τκ)− 4%(τj) %(τκ) %(τκ−j)
]
∆t, (6.13)
In this limit, N ∆t → TB, the duration of the subinterval. The summation approaches
the Reimann integral limit, and the approximate variance of the continuous autocorrelation
estimator becomes
Var[%ˇ(τ)] ≈ 1
TB
∫ ∞
−∞
[
%2(τ ′) + %(τ ′ + τ) %(τ ′ − τ)
+ 2%2(τ) %2(τ ′)− 4%(τ) %(τ ′) %(τ ′ − τ)] dτ ′, (6.14)
An estimate of the variance as a function of time lag τ is then obtained by substituting f(τ)
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Figure 6.10: An example of a generalized least squares fit of the model from Eq. 6.10 with
variance given by Eq. 6.14 to the autocorrelation estimate: , %ˇ(τ), the autocorrelation
estimate; , f(τ), the model function; and ,Var[%ˇ(τ)], the estimate variance based
on the model function. In this case, the time scale T = 29.4 seconds.
from Eq. 6.10 for %(τ) in 6.14 and integrating numerically over τ ′.
Figure 6.10 shows an example of the curve fit to the autocorrelation function of the
streamwise velocity component. This was done by minimizing the functional
min
T
N∑
κ=1
[%ˇjj(τκ)− f(τκ)]2
Var[%ˇjj(τκ)]
, (6.15)
for j = 1 using the lsqnonlin function in Matlab’s Optimization Toolbox, which is another
case of Eq. 6.6. At first glance, the fit appears poor for time lags greater than ten seconds.
Notice, however, that the variance, shown by the dotted line, increases rapidly from zero
at τ = 0 to a limit of Var[%ˇ(τ →∞)] ≈ 0.647. Since from Eq. 6.15, the least-squares
minimization is weighted by the inverse of the variance, the fit should be dominated by the
shortest time lags. While large excursions from zero may occur at greater time lags, they
are a consequence of the relatively high variance of the estimator. Not only does weighting
by the variance of the autocorrelation estimator improve the quality of the curve fit, it also
serves to reduce the number of evaluations, as the minimization converges more rapidly.
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Equation z Υ
Mirror
Flow RDT
Mirror
Flow RDT
Mirror
Flow RDT Variance
〈w2〉 3.31 Interp. X X — X 6.2
〈uw〉 — Interp. — X — X 6.2
〈u2〉L[1]11 3.33 3.65 — — — X 6.16
〈v2〉L[1]22 3.34 3.66 — X — — 6.16
〈w2〉L[1]33 3.35 3.67 X X — — 6.16
Table 6.2: A list of the empirical properties used for fitting the model parameters to the
experimental data. For the elevation z and shear anisotropy parameter Υ, a X indicates the
property is a function of that independent parameter. Note that for the mirror flow, Υ is
not a model parameter and 〈uw〉 is zero.
Estimates of L[1]jj for all three velocity components were made by fitting the respective
time-domain autocorrelation estimates, obtaining T , and using Eq. 6.11. The variance of
the integral time scales, Tjj, was also estimated by squaring half the confidence interval
at one standard deviation, obtained with the nlparci function from Matlab’s Statistics
and Machine Learning Toolbox. These data were stored along with the velocity-component
covariances for later estimation of the turbulence model parameters.
6.3.4 Model parameter estimation
The estimation of the turbulence model parameters, C, λ, and Υ, was performed
by a generalized least-squares fit to a set of five empirically-estimated properties: 〈w2〉,
〈uw〉, 〈u2〉L[1]11, 〈v2〉L[1]22, and 〈w2〉L[1]33. In Chapter 3, theoretical formulae for these properties
were derived for both the mirror flow and rapid-distortion models in terms of the model
parameters. In the case of the mirror flow, Υ is not included in the model parameters and
〈uw〉 is zero. Table 6.2 lists each empirical property along with the corresponding model
equation and whether it depends on z and Υ. All properties are functions of both C and
λ, with C being a scaling coefficient in all cases. As described in Section 3.3.4 and shown
in Figures 3.10 and 3.11, for the RDT model, 〈w2〉 and 〈uw〉 have been approximated as a
cubic spline interpolant on a grid of numerically-integrated values.
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For a generalized least-squares fit, the variance of the estimator of each parameter
must be estimated. For 〈w2〉 and 〈uw〉, the variance estimate is given by Eq. 6.2. For〈
u2j
〉
L
[1]
jj , the variance is estimated by replacing L
[1]
jj with Eq. 6.9,
〈
u2j
〉
L
[1]
jj =
〈
u2j
〉
U Tjj.
Assuming that the estimates
〈
u2j
〉
, U , and Tjj are independent, uncorrelated variates, the
variance may be approximated as (Meyer, 1975)
Var
[〈
u2j
〉
L
[1]
jj
]
=
〈
u2j
〉
L
[1]
jj
(
Var
[〈
u2j
〉]〈
u2j
〉 + Var[U ]
U
+
Var[Tjj]
Tjj
)
.
The variance of the integral time scale was previously estimated from the fit confidence
interval, and with Eq. 6.3 and the variance of the sample mean, this equation becomes
Var
[〈
u2j
〉
L
[1]
jj
]
=
〈
u2j
〉
L
[1]
jj
(
2
〈
u2j
〉
N − 1 +
〈
u2j
〉
(N − 1)U +
Var[Tjj]
Tjj
)
(6.16)
Variance estimates for each of the empirical properties in Table 6.2 allows for a generalized
least-squares fit in the form of Eq. 6.6 to the model parameters. All five properties were
estimated at the four sonic anemometer stations at 2.25, 3.5 4.75, and 49 meters, giving a
total of twenty scalar observables with which to fit the model. As will be seen in Section
6.4.2, not all twenty of these properties must necessarily be included in the least-squares fit.
As with the autocorrelation, the least-squares functional was minimized with lsqnonlin,
and confidence intervals for each fit parameter were estimated with nlparci.
6.4 Pressure Analysis
Two analyses were made of the surface pressure recorded by the low-frequency mi-
crophone array: Describing the frequency-dependent convection velocity and comparing the
measured and model spectra. The former analysis an attempt to obtain convection velocities
directly from the surface pressure data, instead of estimating them as proportional to the
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wind speed at an elevation. This approach directly affects the second analysis, since for com-
parison, the frequency-domain spectral density estimates must be converted to wavenumber
space using a convection velocity hypothesis. The frequency dependence of the convection
velocity potentially has the further effect of modifying the frequency spectral structure when
converted.
6.4.1 Convection velocity
For analysis of the frequency-dependent convection velocity, the pressure data was
resampled to 480 Hz using the scheme described in Section 6.2.2. The approach of cross-
correlating bandpass-filtered microphones used by Willmarth and Wooldridge (1962), Priest-
ley (1966), and Shields (2005) was adopted for this analysis, but two modifications were made:
First, the narrow-band filters were implemented as a discrete wavelet transform (DWT), in
order to optimize the decomposition of the signal for processing of the full dataset. Sec-
ond, since the microphone positions were fixed, a least-squares slowness-vector method was
adapted to estimate the in-plane convection velocity vector.
In a mathematical sense, the DWT is nothing more than the projection of a time
series onto a set of orthogonal basis functions. However, unlike other modal decompositions,
such as the discrete Fourier transform, the basis functions in the DWT are localized in both
time and frequency. The DWT is useful for multiresolution analysis of a time series, so that
changes in the frequency content with time may be elucidated. Unlike the related continuous
wavelet transform, the discrete wavelet functions are required to be orthogonal, so that only
a discrete number of scales, called levels, are permitted. By introducing scaling functions
that act as low-pass filters for frequencies below those in the wavelet function, the original
time series may be reconstructed (Percival and Walden, 2000); in this sense, the DWT is an
optimal basis.
For this work, a modification of the DWT introduced by Percival and Walden (2000)
called the maximal-overlap DWT (MODWT) was used. While the computational cost for
computing the MODWT is larger, it has two useful advantages: First, the time-domain
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Figure 6.11: Order-19 symlet (a) scaling and (b) wavelet functions.
resolution is greater than in the DWT, because the wavelet functions are convolved with the
signal in single-sample increments. This introduces redundancy in the decomposition, but
the improved time resolution is critical for estimating the convection velocity. Second, the
MODWT is associated with a zero-phase filter, so that features in the original time series
are not shifted in time, which could affect the time lag estimate between two signals. The
particular wavelet and scaling functions used in this analysis, known as symlets or least-
asymmetric wavelets, are shown in Figure 6.11. These functions were chosen specifically for
their nearly-zero phase response with frequency (Percival and Walden, 2000).
Although the MODWT is often used for multiresolution analysis, here it is used as
an expedient method for implementing a filter bank. In fact, the “pyramid algorithm” for
computing the MODWT recursively implements high- and low-pass filters by convolving
the respective wavelet and scaling functions at each level with the result of the previous
level. The high-pass wavelet filter portion gives the result for the transform at that level,
while the output from the low-pass scaling filter is the starting point for the next level.
The decomposition can be terminated at any level; in this case, twelve was chosen. The
magnitudes of the wavelet filter transfer functions for the order-19 symlets, H˜(f), are shown
in Figure 6.12 at each level, along with the last scaling filter response, G˜(f). Much like
an octave-band filtering process, the bandwidth of each level filter appears the same on
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Figure 6.12: The magnitude of the order-19 symlet wavelet filter transfer functions to level
12, as well as the final scaling filter, G˜(f). The wavelet decomposition level is annotated at
the peak of each filter.
Level 1 2 3 4 5 6
Peak Frequency fc (Hz) 202 80.8 40.4 20.2 10.1 5.05
Bandwidth, ∆f (Hz) 111 72.6 36.3 18.1 9.08 4.54
Level 7 8 9 10 11 12
Peak Frequency fc (Hz) 2.52 1.26 0.630 0.313 0.156 0.0769
Bandwidth, ∆f (Hz) 2.27 1.14 0.568 0.284 0.141 0.0696
Table 6.3: A list of the peak frequency and full-width half-maximum bandwidths of each
wavelet filter level used in the pressure analysis. The right limit for the level-one filter
bandwidth is the Nyquist frequency; all others are limited by their response.
logarithmic axes. Table 6.3 lists the center frequency and bandwidth of the wavelet filter at
each level.
The bandpass filtering of the MODWT at each level yields a frequency-dependent
decomposition of the signal. It now remains to find the convection velocity Uc,` as a function
of the MODWT filter level, `. In the simplest possible case, where the wind is blowing
directly between two sensors, the convection velocity at the `th MODWT level may be found
by taking the cross-correlation of the filtered signals. A time lag τc,` for the `th level may be
then be found from the peak in the cross-correlation, which with the sensor displacement r,
gives the convection velocity as Uc,` = r/τc,`. Whitcher et al. (2000) developed an algorithm
for the cross-correlation between two MODWTs, which is implemented in Matlab’s Wavelet
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Toolbox as modwtxcorr. Using this function, the cross-correlation was computed at each
level, including the final low-frequency scaling filter, for each of the ten unique sensor pairs.
Before finding the convective time lag, the discrete Hilbert transform was computed
for each cross-correlation function, using the formula given by Bendat and Piersol (2010) and
the hilbert function in Matlab’s Signal Processing Toolbox. As shown by White (1969), for
propagation of a wave in a dispersive medium, the peak time lag in the modulating narrow-
band correlation function is associated with the phase velocity, while the peak in the envelope
given by the Hilbert transform magnitude is associated with the group velocity. Turbulence
does not propagate and is therefore not appropriately described as “dispersive.” However,
the band-averaged convection velocity will be better described by the envelope function peak
than a center-frequency phased velocity. Figure 6.13 shows an example of a cross-correlation
computed at level 12 and its Hilbert-transform envelope. Since the effect of the envelope is
more pronounced for a narrow filter, the Hilbert envelope analysis is more important at the
higher levels. The discrepancy between pressure convection velocities estimated by phase or
group velocity methods was first noted by Blake (1970).
Now consider the general case that the wind is directed at an angle to the array. For
the j and κ array elements with displacement vector
rjκ = (xκ − xj) ex + (yκ − yj) ey,
if the wind “propagates” between the sensors as a plane wave, then the velocity given by
dividing the sensor displacement by the time lag at the MODWT level `, τ jκc,` , will be the
trace velocity,
‖rjκ‖
τ jκc,`
= Ut =
‖Uc,`‖
cos θc
= ‖Uc,`‖ ‖Uc,`‖ ‖rjκ‖
Uc,` · rjκ ,
where Uc,` is the convection velocity and θc is the angle between the displacement and
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Figure 6.13: An example of the Hilbert envelope for a MODWT cross-correlation at level 12,
(a): , the cross-correlation function; , the Hilbert-transform envelope function.
(b), Inset: A magnified view of the distinct cross-correlation and Hilbert-transform envelope
peaks, with the dashed vertical line at the peak of the second function.
convection velocity vectors (Pierce, 1991). Defining the slowness vector wc,` as
wc,` ≡ Uc,`‖Uc,`‖2
(6.17)
and solving for the time lag gives
τ jκc,` = wc,` · rjκ. (6.18)
If the time lags and displacement vectors for each unique pair of sensors are arranged in
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vector and matrix forms, respectively, as
τ c,` =

τ 1,2c,`
τ 1,3c,`
...
τ 1,nc,`
τ 2,3c,`
...
τ 2,nc,`
...
τn−1,nc,`

, R =

x2 − x1 y2 − y1
x3 − x1 y3 − y1
...
...
xn − x1 yn − y1
x3 − x2 y3 − y2
...
...
xn − x2 yn − y2
...
...
xn − xn−1 yn − yn−1

,
then Eq. 6.18 may be written as the matrix equation
τ c,` = Rwc,`. (6.19)
The slowness vector is given by the least-squares solution of this matrix equation, from which
the convection velocity at MODWT level ` is given by
Uc,` =
wc,`
‖wc,`‖2
. (6.20)
The slowness vector method is widely used in the acoustic and seismic communities to
estimate propagation velocities from time differences of arrivals (Nouvellet et al., 2014). In
this way, vector convection velocities were computed at each wavelet filter level from the
maximum cross-correlation time lags.
It was found that the convection velocities obtained became inaccurate at higher-
frequency filter levels due to loss of coherence between sensors. A method for describing
the filter band coherence was therefore developed. The coherence function between two
signals, γ2jκ(f), is defined as the ratio of the magnitude-squared cross-spectral density to the
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product of the autospectral densities of each signal (Bendat and Piersol, 2010). Since both
the coherence function and wavelet filter transfer function, H`(f) are between zero and one
for all frequencies, a wavelet filter band-averaged coherence function was defined as
γ2jκ,` ≡
∑
f γ
2
jκ(f) |H`(f)|2∑
f |H`(f)|2
, (6.21)
where ` is the wavelet level. The band-averaged coherence is defined for each unique sensor
pair and each wavelet level, and like the full coherence function, 0 ≤ γ2jκ,` ≤ 1.
6.4.2 Model comparison
The ultimate goal of the analysis procedure was comparison of the model surface pres-
sure spectra with the microphone data. By doing so, the suitability of the rapid-distortion
and mirror flow models, the relevance of the stability modifications to the shear rate, and the
importance of the shear anisotropy parameter were investigated. The intent of this analysis
is to systematically narrow the set of models and estimation methods down to as few cases
as possible to recommend for broader application.
For each half-hour block of data, using the least-squares method described in Section
6.3.4, model parameters were estimated using the empirical properties computed from the
measurements. In order to investigate the effect of removing or adding different observable
properties, multiple model estimates were computed from different empirical property sub-
sets. In total, sixteen different model fits were computed, four for the mirror flow model
and twelve for the RDT model. Initial results showed that, at minimum, 〈w2〉, 〈u2〉L[1]11,
and 〈w2〉L[1]33 were necessary to constrain the parameters, so these properties were used in
all cases. However, 〈v2〉L[1]22 and 〈uw〉 were not included in all model fits. In addition, for
each property set, fits were computed both with and without the 50-meter sonic anemometer
data. For the RDT model, fits also were computed where the shear anisotropy parameter Υ
was forced to zero, to investigate the overall relevance of the Υ parameter to the atmospheric
turbulence. This was not done when the 〈uw〉 covariance was included in the property set,
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Fit Designation Model 〈uw〉 〈v2〉L[1]22
50-m
Data Υ 6= 0
MF-1-3 Mirror Flow — — — —
MF-2-3 Mirror Flow — X — —
MF-1-4 Mirror Flow — — X —
MF-2-4 Mirror Flow — X X —
RD-1-3 RDT — — — —
RD-2-3 RDT — X — —
RD-3-3 RDT — — — X
RD-4-3 RDT — X — X
RD-5-3 RDT X — — X
RD-6-3 RDT X X — X
RD-1-4 RDT — — X —
RD-2-4 RDT — X X —
RD-3-4 RDT — — X X
RD-4-4 RDT — X X X
RD-5-4 RDT X — X X
RD-6-4 RDT X X X X
Table 6.4: A summary of the sixteen model parameter fits to subsets of empirical properties
estimated from the measurements. A X indicates a property or anemometer station was
used, or for the last column, that the shear anisotropy parameter Υ was included in the fit
parameters.
since with no shear anisotropy, 〈uw〉 = 0. Table 6.4 summarizes the model parameter fits
computed from the measured velocity-field properties. The variance of each estimated model
parameter, C, λ, and Υ, was also estimated from the confidence interval half-width, with
same procedure used for the variance of the integral scales.
Using the turbulence model parameters and the Obukhov length L were estimated
from the wind profile fit, shear-turbulence surface pressure spectra, Fpp(n1), were computed
by numerical integration of Eqs. 5.29 - 5.32 with NIntegrate in Mathematica. Once
again, the spectra were computed over a logarithmically-spaced sequence of nondimensional
wavenumbers, spanning n1 = 0.001 to n1 = 50, 000 with 101 points. The reduced compu-
tational expense associated with the analytical integrations in Chapter 5 made it feasible
to compute model predictions for all sixteen model fits in Table 6.4 in all 80 stationary
half-hour data blocks. Once computed, the nondimensional spectra were multiplied by the
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dimensional factor ρsτwCλ, where ρs is the air density and τw is the mean wall-shear stress,
and the wavenumber dimension was reintroduced by dividing by λ, k1 = n1/λ.
After resampling to 60 Hz with the method from Section 6.2.2, the spectral density,
Gˇpp(f), was estimated from the time series of each microphone using Thomson’s (1982) mul-
titaper method, implemented as pmtm in Matlab’s Signal Processing Toolbox. Thomson’s
method is distinct from Welch’s method in that, instead of windowing subintervals of the
time series, a sequence of orthogonal tapering functions are applied to the full series to give
multiple, statistically-independent periodograms, which are then averaged together. Spectra
estimated with Thomson’s method generally have higher frequency resolution and lower vari-
ance than estimates with Welch’s method. Multitaper methods also produce better results
when estimating spectra of power-law processes (McCoy et al., 1998), such as turbulence in
the inertial range. The frequency spectra estimates were corrected for the low-frequency cut-
off in the transfer function, Eq. 6.1, by dividing by the squared transfer function magnitude,
H|(f)|2 (Bendat and Piersol, 2010).
Since planar homogeneity is assumed, the frequency spectra from all five microphones
were averaged together. The averaged frequency spectrum was then converted to wavenum-
ber space with a convection velocity Uc with the relations
Gˇpp(k1) =
Uc
2pi
Gˇpp(f) , k1 =
2pi
Uc
f.
The choice for Uc will be discussed in Chapter 7 following the results from the frequency-
dependent convection velocity analysis. Due to computational expense, the predicted spec-
tra, Fpp(k1), were computed over fewer wavenumbers than the experimental estimates,
Gˇpp(k1). The spectral models are all smooth, slowly-varying functions when plotted on
logarithmic axes. In order to compare directly, the logarithm of each model spectrum
was interpolated with a cubic polynomial in log-wavenumber space to the points from the
experimentally-estimated spectral density. Re-converting from log-space gives an interpo-
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lated prediction value at each wavenumber in the spectral density estimate.
Finally, the bias-corrected Akaike’s information criterion (AIC) was computed for
each theoretical model spectrum with respect to the experimental estimate. The AIC can be
thought of as a relative goodness-of-fit for the prediction based on the probability distribution
of the data. Appendix B presents the derivation of the AIC for spectral density estimator.
The AIC difference, also defined in Appendix B, was used to compare the predictions from
the model parameter fits in Table 6.4. The results of this comparison are discussed in the
next chapter.
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CHAPTER 7: RESULTS
The purpose of the experimental analysis is to evaluate the components of the sur-
face pressure model developed in Chapter 5, including the shear anisotropy, parameterized
by Υ in the rapid-distortion model, and stability-dependent shear rate, parameterized by
the Obukhov length L. The experimental results consist of four components: observed
meteorological conditions, filtered surface-pressure convection velocities, estimates of the
atmospheric turbulence model parameters, and model predictions of the measured surface
pressure spectrum.
7.1 Observed Conditions
The objective of obtaining measurements over a wide range of stability conditions
was achieved. The half-hour mean wind speed with elevation through the entire experiment
is shown as a contour plot in part (a) of Figure 7.1, with Universal Coordinated Time on
the abscissa. There were intervals of sustained winds up to 12 m/s, interspersed with long
periods of low wind speed. The short high-speed band immediately before 9/22/2014 1800
UTC is the storm front noted in Section 6.1.2, during which the microphones were removed
from their installation. In part (b) of Figure 7.1, the half-hour averages of temperature at
the 4.75 m wind tower station and air density from the U. Wyoming flux tower are shown.
The temperature oscillates diurnally, except for a sharp drop with the front passage, and as
expected, the density varies inversely. Due to the high 2,190-meter elevation at the Laramie
site, the air density is lower than sea level, dropping to nearly 0.9 kg/m3.
The vertical grayed regions Figure 7.1, along the bottom of (a) and across the entire
plot in (b), denote the 80 half-hour blocks that passed the stationarity test from Section
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6.3.2. The general trend is to reject periods with low wind speed and accept those with
relatively high-speed winds. Still, not all high-wind periods are selected as stationary, while
some relatively-low wind intervals do pass the test. An interesting case is the six-hour period
of high winds that began four hours after the front passage. This interval was completely
rejected from the analysis as non-stationary, demonstrating that the mean wind alone should
not be used for quality control of the atmospheric data.
Figure 7.2 shows parameters estimated from the surface fluxes using the sonic anemome-
ters on the NCPA flux tower. Part (a) shows the friction velocity u∗, estimated with Eq. 6.4,
and the mean temperature flux Q0 = 〈wTs〉. The latter property varies diurnally, being pos-
itive in daytime convective conditions and slightly negative in stable nocturnal conditions.
The friction velocity does not change diurnally, but instead varies with the mean wind. Part
(b) of the same figure shows the flux-estimated mean wall-shear stress, τw = ρsu2∗, and the
array-averaged root-mean-square of the fluctuating surface pressure. That these properties
vary together is not a new observation (Katul et al., 1996); here the root-mean-square pres-
sure is approximately four times the shear stress. However, the difference in proportionality
from the high-wind intervals near 9/21/2014 1800 UTC and 9/23/2014 1800 UTC indicates
that this relationship is not a uniform scaling. The off-scale spike in wall-shear stress and
break in the pressure data near 9/22/2014 1800 UTC is the period for which the microphones
were uninstalled due to the storm.
Several other large spikes are evident in the root-mean-square surface pressure that do
not follow the wall-shear stress. The first, starting at 9/17/2104 2100 UTC, coincided with
a brief increase in wind velocity in Figure 7.1; other peaks, however, are not associated with
obvious changes in mean half-hour conditions. An interesting case is the spike at 9/24/2014
1900 UTC, which was 1:00 PM local time (MDT). The mean wind speed at 4.75 meters over
this half hour was only 2.2 m/s, and similar conditions had been in place for over six hours
leading up to the event. Figure 7.3 shows the time series of surface pressure as recorded by
three low-frequency microphones: Two from the one-meter array used for all previous and
165
Figure 7.1: Half-hour averages of (a) mean wind speed with elevation, and (b) five-meter wind-tower temperature ( ,
left-hand ordinate) and U. Wyoming flux tower air density ( , right-hand ordinate) over the experiment. Grayed regions
represent half-hour blocks for which the data passed the stationarity test. The labeled date ticks on the abscissa are the start
of each day in UTC, i.e. 0000.
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Figure 7.2: Half-hour averages of (a) mean flux-estimated friction velocity ( , left-hand ordinate) and temperature flux
( , right-hand ordinate), and (b) flux-estimated wall-shear stress ( , left-hand ordinate) and root-mean-square surface
pressure ( , right-hand ordinate). Grayed regions represent half-hour blocks for which the data passed the stationarity test.
The labeled date ticks on the abscissa are the start of each day in UTC, i.e. 0000.
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Figure 7.3: A plot of the surface pressure time series from three microphones: , 1112,
the one-meter array center element; , 1069, the west one-meter array element; and
, 1141, the northern augmented array element. Time is measured from the start of the
half-hour data block.
subsequent analysis, and the northern augmented array sensor, 1141 (see Figure 6.1), which
was not used elsewhere in this work. Starting at about 1903 UTC, the one-meter array
recorded a large ≈ 20-Pa burst in surface pressure which was approximately one minute in
duration; the coincidence of the two array signals demonstrates this is not a sensor error.
Also seen in Figure 7.3, about 90 seconds later, the northern augmented array element also
recorded the burst, although with reduced amplitude. This single burst in surface pressure
is the sole cause of the peak in the root-mean-square value during this half-hour interval.
From the sensor positions, the mean wind direction at 50◦ north of east, and the
90-second travel time, a burst convection speed of about 3 m/s was estimated. At nearly
the same time as this burst was recorded on the one-meter array, the flux tower measured
a strong wind gust. Shown in Figure 7.4, the wind speed increased from less than 1 m/s to
over 7.5 m/s at the 4.75-meter anemometer in under a minute. Based on this observation,
the 3 m/s convection speed seems reasonable, and it is likely that these coherent events
are related. The waveforms in Figure 7.3 are typical of generating events for several other
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Figure 7.4: A plot of the wind speed at the 4.75-meter sonic anemometer over the same time
interval as in Figure 7.3. Time is measured from the start of the half-hour data block.
root-mean-square pressure peaks in part (b) of Figure 7.2 that do not vary with the wall-
shear stress. These observations bear a striking similarity with the results of Cain (2013),
who used LES to demonstrate a connection between elevated wind gusts and large surface
pressure signatures. Further study is beyond the scope of this work, but it is evident that
large-amplitude pressure events linked to wind gusts are common and can be very intense.
These pressure bursts that are independent of mean wall shear stress are not an issue for the
remaining results as they do not occur in any of the intervals that passed the stationarity
test.
Figure 7.6 addresses the results from fitting Wilson’s (2001) M-O-similar velocity
profile to the wind measurements. As seen in part (a), in most conditions, the flux and
curve-fit estimates of the friction velocity are nearly the same. There are some instances of
large off-scale values corresponding with very small adjusted residual-squared value, Rˆ2, in
part (b), which are likely poor fits due to low or changing wind conditions. As seen by the
grayed regions, these failures only occur in intervals that have already failed the stationarity
test, and present no issue for further analysis. For the stationary blocks only, Figure 7.5
compares the array-averaged root-mean-square pressure with the wall-shear stress obtained
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Figure 7.5: For the stationary half-hour blocks only, scatter plots of the root-mean-square
surface pressure against the mean wall-shear stress estimated from the (a) mean surface
momentum flux and (b) wind velocity profile fit. For each plot, a linear fit, , is
shown with adjusted residual-squares of 0.84 and 0.87, respectively. The 95% observational
prediction bounds , are also plotted for each fit.
Figure Part Estimation Method a b (Pa) Rˆ2
(a) Surface Flux 2.97 0.282 0.84
(b) Curve Fit 2.76 0.262 0.87
Table 7.1: A list of the linear parameters for a
√〈p2〉 = aτw + b fit to the surface stress
scatter plots in Figure 7.5.
by (a) the flux estimate of friction velocity and (b) the wind profile curve fit estimate. The
linear fits to the scattered points are listed in Table 7.1, and both the fits and the 95%
observational prediction bounds are plotted in the figure.
From the squared residuals, the wall-shear stress estimated from the profile fit scales
marginally better than the flux estimate with root-mean-square fluctuating pressure. The
slope of the linear fit for this case is 2.76, which is within the range of measured values for both
atmospheric and engineering flows (cf. Table 2 in Katul et al., 1996). An important caveat
is that in other studies, the scaling has no offset. This can be explained by considering the
type of flow that emerges as the mean wall-shear stress approaches zero: For an engineering
boundary layer, this means the flow must disappear, as there is no shear to sustain the
turbulence. In the convective atmospheric boundary layer, this is not the case, as buoyant
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Figure 7.6: (a) Comparison of the friction velocity estimated from the surface momentum flux, , and wind velocity profile
fit, ; (b) adjusted residual-squared value of the velocity profile fit, . Grayed regions represent half-hour blocks for
which the data passed the stationarity test. The labeled date ticks on the abscissa are the start of each day in UTC, i.e. 0000.
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motions will continue to produce turbulence in free convection. As discussed in Section
4.4.3, under such conditions the turbulence-turbulence mechanism will become the dominant
source.
In addition to the figures in this section, several basic boundary-layer properties for
each of the 80 stationary half-hour blocks are tabulated in Appendix C, Table C.1, including
mean wind speed, root-mean-square fluctuating pressure, friction velocity, and Obukhov
length.
7.2 Convection Velocity
The surface pressure convection velocity analysis laid out in Section 6.4.1 had limited
success. Generally, for each of the 80 stationary half-hour intervals, the convection velocity
was widely scattered between levels, becoming zero between filter levels 5 and 7, which
correspond to frequencies from 2.52 to 10.1 Hz. Nonzero convection velocities were typically
found at levels above 9 and below 3, but for the higher-frequency (lower-level) wavelet
filters, the actual velocity obtained was essentially uncorrelated with the 2.25-meter mean
wind velocity. To investigate this issue, the angle was found between the mean wind velocity
and the time-of-arrival convection velocity obtained at each filter level. The rose histogram
plot in Figure 7.7 shows these results: Each 15◦ increment in the plot is a separate bin
for the deviation angle, and the bins are color-mapped by wavelet filter level. The lowest,
high-frequency levels in blue are uniformly distributed in the deviation angle, but at higher
levels, the convection velocity direction improves, and results are clustered about ±45◦ from
zero. Even so, the largest bin overall is directed at 45◦ from the mean wind.
The reason for the improved convection velocity result with higher filter level can be
understood from the band-averaged coherence, Eq. 6.21. Figure 7.8 shows the mean value
between all ten unique sensor pairs of the band-averaged wavelet filter coherence, where the
ordinate is the filter level and the abscissa is the series of 80 stationary blocks in order. The
coherence is generally greater at lower frequency, i.e. higher filter level, with some higher-
frequency anomalies that may be acoustic. The mean coherence typically drops below 0.5
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Figure 7.7: A rose plot of the angle between the mean wind velocity at 2.25 m and the
convection velocity found from the time-lag analysis. Each 15◦-increment bin combines the
result from each wavelet filter level, with color indicating the level, as shown in the legend.
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Figure 7.8: The mean between all ten sensor pairs of the band-averaged coherence function
at each wavelet filter level, for each of the 80 stationary half-hour blocks.
for levels less than 9, which from Table 6.3 is centered at a frequency of 0.63 Hz. It is evident
that the array coherence is poor for all but the very lowest frequencies.
This result suffers further when the convection speed is compared with the wind speed,
as shown in Figures 7.9 and 7.10. Each plot shows the wind speed from the stationary blocks
against the estimated convection velocity at filter levels 3, 6, 9 and 12, with 7.9 using the
2.25-meter wind speed and 7.10 using the 50-meter wind speed. In either case, there is
apparently no relationship between the two values. In fact, the convection velocity at level
6 is almost always zero. With the lack of any relationship between the actual wind speed
and the time-difference of arrival wavelet-filtered convection velocities, it must be concluded
that this approach has failed.
The poor performance of this method may be attributed to two effects, both of which
are inherent to the experimental setup. First, the sensors were placed in an array with 0.5 m
spacing, while for convection velocities beneath a pine canopy at frequencies near 0.25 Hz,
Raspet and Webster (2015) used a 2 meter sensor separation. An array with larger spacings
may be more appropriate for the lowest filter levels. Second, as was discussed in Section
5.3 and will be seen shortly in the data, the 14 cm low-frequency microphones will serve to
spatially-average higher wavenumbers, and by extension, higher frequencies. For example,
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Figure 7.9: A scatter plot of the half-hour mean wind speed at 2.25 m against the array
convection velocity at filter levels 3, 4; 6, ×; 9, +; and 12, ©.
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Figure 7.10: A scatter plot of the half-hour mean wind speed at 50 m against the array
convection velocity at filter levels 3, 4; 6, ×; 9, +; and 12, ©.
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with a convection velocity of Uc = 4 m/s, the frequency at which the spatial attenuation
will become significant is given by converting the wavenumber, kd = 1/d, with Taylor’s
hypothesis, giving
fd =
Uc
2pi
k1 =
Uc
2pid
≈ 4.55 Hz.
By placing sensors with 0.1-meter dimension in a 0.5-meter-spaced arrangement, it is possible
that there are no turbulence scales that can be effectively resolved in a cross-correlation
analysis. In other words, the sensors are too closely spaced to give low-frequency convection
velocities, but simultaneously too large to resolve the smaller scales of the higher-frequency
convection velocities for which their spacing is appropriate.
Despite these results, in order to convert the surface-pressure frequency spectra to
wavenumber space, a convection velocity was still necessary. In the engineering literature,
the convection velocity is typically taken as a fraction of the free-stream velocity, Uc/U∞.
Values as large as 0.9 have been reported at low frequencies and large sensor separations and
as small as 0.56 at high frequencies and small separations (Bull, 1967; Corcos, 1964; Lowson,
1968; Willmarth and Wooldridge, 1962). As mentioned in Section 5.3, defining the “free
stream” in the ABL is problematic because of the capping temperature inversion, which sets
the boundary layer depth by suppressing the turbulence. This relatively sharp transition
to non-turbulent geostrophic flow is accompanied by veering in the mean wind (Wyngaard,
2010). Even if it were appropriate to use the geostrophic wind to define a pressure convection
velocity, it was inaccessible in this work.
Instead, following the method used by Yu (2009), a convection velocity that was
independent of frequency and proportional to the mean wind speed near to the surface was
assumed. Yu (2009) took the convection velocity as 0.7 of the mean wind speed at one meter,
later using this factor with the mean speed at two meters instead (Yu et al., 2011b). Since
the near-surface winds are already a fraction of the speeds at 50 m, this factor was discarded,
and the mean wind speed at 2.25 m over each half-hour interval was used as the convection
velocity.
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7.3 Model Parameter Estimates
Using the elevation-dependent empirical property approach described in Section 6.4.2,
the sixteen model parameter fits listed in Table 6.4 were computed for each of the 80 sta-
tionary half-hour intervals. The set of parameter fits fall into three categories: Four mirror
flow models, four rapid-distortion models without shear anisotropy, i.e. Υ = 0, and eight
rapid-distortion models with shear anisotropy, i.e. Υ 6= 0. For each estimated model param-
eter, confidence intervals were obtained, which were represented as estimate variances by
squaring the interval half-width at one standard deviation. Normalizing these variances by
the squared parameter estimate, e.g. Var[C] /C2 for the magnitude parameter, gives a useful
representation of the fitting method performance. The standardized variance will be less
sensitive to changes in the actual parameter estimate, and for a good fit, this value should
be small. The exception is the shear anisotropy parameter Υ, which may become zero, so it
was not normalized.
Parameter variances from each of the 16 model fits were obtained for all stationary
half-hour blocks. The distribution of the variances for each of the three model categories
are represented as their quartiles in Tables 7.2, 7.3, and 7.4. Quartiles are defined such that
a quarter of the set of variances are less first quartile, Q1, half are less than the second Q2
(which is identical to the median), and three-quarters are less than Q3. The standardized
variances for C and λ are generally less than one for all models and parameters.
For Tables 7.2, 7.3, and 7.4, model fits using only the lower three flux-tower sonic
anemometers are designated “-3”, while those obtained including the 50-m sonic anemometer
have a “-4” suffix designation. By comparing the quartiles of standardized variances for C
and λ in all cases, it is clear that including the 50-m velocity data results in a poorer fit
overall, in most cases increasing the variance by an order of magnitude. In addition, the only
model fit in Table 7.4 for which the variance of Υ does not exceed 0.1 at the third quartile is
RD-5-3. These results imply that the turbulence models begin to fail at this elevation. All
model fits which used the 50-m elevation velocity data were excluded from further analysis.
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Var[C] /C2
Designation Q1 Q2 Q3
MF-1-3 — — 8.37× 10−4 1.66× 10−3 4.83× 10−3
MF-2-3 — X 1.28× 10−3 2.83× 10−3 1.16× 10−2
MF-1-4 X — 6.40× 10−3 1.28× 10−2 4.15× 10−2
MF-2-4 X X 6.66× 10−3 2.63× 10−2 0.115
Var[λ] /λ2
Designation Q1 Q2 Q3
MF-1-3 — — 1.98× 10−3 3.28× 10−3 9.99× 10−3
MF-2-3 — X 2.92× 10−3 6.32× 10−3 2.09× 10−3
MF-1-4 X — 1.06× 10−2 2.84× 10−2 7.50× 10−2
MF-2-4 X X 1.13× 10−2 4.72× 10−2 0.188
Table 7.2: Quartiles of the standardized model parameter variances obtained from each of
the mirror flow model fits listed in Table 6.4.
For both the mirror flow models, Table 7.2, and RDTmodels without shear anisotropy,
Table 7.3, the only two model fits that remain either exclude or include the cross-stream
integral scale property, 〈v2〉L[1]22. In each case, the standardized variance of the model pa-
rameters increased when this property was included. It was concluded that the cross-stream
integral scale estimate did not improve the model fit in either case, and so these fits were
also excluded from analysis. For these categories, the remaining models are MF-1-3 and
RD-1-3, which estimate the C and λ parameters by fitting the vertical velocity variance,
〈w2〉, and the integral scale properties, 〈u2〉L[1]11 and 〈w2〉L[1]33, from the three flux tower sonic
anemometers.
For the RDT model with shear anisotropy, Table 7.4, after excluding the cases that
include the 50 m sonic anemometer properties, four model fits remain. For the RD-5-3 model
fit, the median standardized variance of C is smallest overall, and the differences in the λ
variances between models are slight. However, it is the high confidence in the Υ parameter
estimates that selects RD-5-3 as the best model fit, since it is an order of magnitude less
than the three other cases at Q3, the third quartile. In contrast, the variance in the Υ model
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Var[C] /C2
Designation Q1 Q2 Q3
RD-1-3 — — 8.00× 10−4 1.56× 10−3 4.70× 10−3
RD-2-3 — X 1.31× 10−3 2.36× 10−3 6.63× 10−3
RD-1-4 X — 5.63× 10−3 1.14× 10−2 4.14× 10−2
RD-2-4 X X 7.07× 10−3 2.58× 10−2 8.91× 10−2
Var[λ] /λ2
Designation Q1 Q2 Q3
RD-1-3 — — 1.87× 10−3 3.24× 10−3 9.19× 10−3
RD-2-3 — X 2.19× 10−3 4.18× 10−3 9.97× 10−3
RD-1-4 X — 1.04× 10−2 2.76× 10−2 8.65× 10−2
RD-2-4 X X 8.41× 10−3 3.31× 10−2 0.120
Table 7.3: Quartiles of the standardized model parameter variances obtained from each of
the rapid-distortion model fits with no shear anisotropy (i.e. Υ = 0) listed in Table 6.4.
fit for RD-3-3 has a median value of 2.29. This model estimates the C, λ, and Υ parameters
by fitting the vertical velocity variance, 〈w2〉, the streamwise-vertical velocity covariance,
〈uw〉, and the integral scale properties, 〈u2〉L[1]11 and 〈w2〉L[1]33, from the three flux tower sonic
anemometers.
The remaining three model fits were used to examine the suitability of the each model
with respect to the data. The distribution of C and λ parameters estimated by the mirror
flow, RDT without shear anisotropy (Υ = 0), and RDT with shear anisotropy (Υ 6= 0) model
fits excluding 〈v2〉L[1]22 and the 50-m sonic anemometer data are shown in Figures 7.11, 7.12,
and 7.13, respectively. From resemblance seen in Chapter 3 between the spectral structure
of the mirror flow model and the RDT model without shear anisotropy, i.e. Υ = 0, the
respective distributions of C and λ for the first two cases are expected to be similar. Indeed,
the histograms in Figures 7.11 and 7.12 have nearly the same range and similar distributions.
These data are also tabulated in Appendix C, Tables C.2 and C.4, respectively, along with
the 95% confidence intervals. In these two models, C typically ranged between 0.5 and 4
m2/s2, although in low-wind conditions it became as small as 0.02. Typical values of λ ranged
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Var[C] /C2
Designation Q1 Q2 Q3
RD-3-3 — — — 2.37× 10−4 2.28× 10−3 0.125
RD-4-3 — X — 8.37× 10−4 2.81× 10−3 7.55× 10−3
RD-5-3 — — X 3.26× 10−4 6.56× 10−4 2.62× 10−3
RD-6-3 — X X 7.17× 10−4 3.44× 10−3 6.25× 10−3
RD-3-4 X — — 8.62× 10−3 8.91× 10−2 0.363
RD-4-4 X X — 1.22× 10−2 5.97× 10−2 0.187
RD-5-4 X — X 3.91× 10−3 1.61× 10−2 0.106
RD-6-4 X X X 7.02× 10−3 3.47× 10−2 0.122
Var[λ] /λ2
Designation Q1 Q2 Q3
RD-3-3 — — — 1.06× 10−2 4.46× 10−2 0.232
RD-4-3 — X — 2.65× 10−3 4.39× 10−3 1.43× 10−2
RD-5-3 — — X 2.54× 10−3 4.72× 10−3 1.41× 10−2
RD-6-3 — X X 2.56× 10−3 6.93× 10−3 1.33× 10−2
RD-3-4 X — — 6.91× 10−2 0.220 0.673
RD-4-4 X X — 2.14× 10−2 5.96× 10−2 0.176
RD-5-4 X — X 1.96× 10−2 6.53× 10−2 0.199
RD-6-4 X X X 1.38× 10−2 3.34× 10−2 0.116
Var[Υ]
Designation Q1 Q2 Q3
RD-3-3 — — — 9.28× 10−2 2.29 204
RD-4-3 — X — 1.88× 10−2 9.24× 10−2 50.9
RD-5-3 — — X 6.14× 10−3 1.08× 10−2 5.71× 10−2
RD-6-3 — X X 5.16× 10−3 4.88× 10−2 0.839
RD-3-4 X — — 4.11× 10−6 1.26 223
RD-4-4 X X — 2.48× 10−2 0.313 39.3
RD-5-4 X — X 6.50× 10−6 0.101 0.396
RD-6-4 X X X 1.03× 10−2 7.25× 10−2 0.765
Table 7.4: Quartiles of the model parameter variances obtained from each of the rapid-
distortion model fits that include shear anisotropy (i.e. Υ 6= 0) listed in Table 6.4.
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Figure 7.11: Histograms of the (a) magnitude C and (b) integral scale λ mirror-flow model
parameters estimated from fitting the mirror flow model excluding 〈v2〉L[1]22 and the 50-m
sonic anemometer data, designation MF-1-3.
from 10 to 100 m, in good agreement with the values obtained previously by Yu (2009). For
the mirror flow model fit, converting to the magnitude parameter used by Yu (2009) and Yu
et al. (2011a) with CYu = 1855Cλ gave a range of CYu from 0.23 to 182 m
3/s2, with quartiles
of Q1 = 7.2, Q2 = 28.6, and Q3 = 65.2. The lower half of the distribution agrees with values
obtained by Yu (2009); the upper half does not. This apparent discrepancy can potentially
be explained by the higher wind speeds observed in the present work.
As seen in Figure 7.13, the C and λ parameters estimated by fitting to RD-5-3, the
RDT model with shear anisotropy, are generally smaller than those for the previous two
models without shear distortion. The magnitude parameter C never exceeded 2 m2/s2, and
λ is centered about 10 m, only exceeding 100 m once. The shear anisotropy parameter Υ,
shown in Figure 7.14, is centered near 4.5, with the exception of six values near zero. The
distribution of Υ is well-localized, with quartiles of Q1 = 3.75, Q2 = 4.23, and Q3 = 4.76.
The median value of 4.23 is within the range found by Mann (1998) in fitting to empirical
spectral models, which provides some validation for the present estimation method. As
suggested previously, the range of Υ may be slightly larger than values estimated by Mann
(1994, 1998) due to the higher shear rate at the near-surface anemometer stations in this
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Figure 7.12: Histograms of the (a) magnitude C and (b) integral scale λ RDT model pa-
rameters estimated from fitting the RDT model with no shear anisotropy, Υ = 0, excluding
〈v2〉L[1]22 and the 50-m sonic anemometer data, designation RD-1-3.
experiment. All three model parameters are also tabulated in Appendix C, Table C.3, along
with the 95% confidence intervals, for each half-hour stationary interval analyzed.
The smaller values of λ obtained while fitting the shear-anisotropic model to the same
velocity-field properties may be explained from Figure 5.7. In this plot, λ is fixed, but Υ
increases. As it does, the peak value of the surface pressure spectrum shifts to lover frequency,
so that in order to match the source region in real data, the integral scale parameter λ would
not need to be as large. From the Υ = 3.16 line in Figure 5.7, it is apparent that small shift
in the peak can be expected for the model fits obtained.
7.4 Model Spectra
With the parameters obtained from fitting the turbulence properties to the mirror
flow, RDT without shear anisotropy, and shear-anisotropic RDT models, one-dimensional
wavenumber spectra of the surface pressure were computed for each model using the proce-
dure in Section 6.4.2. The Obukhov length estimated from the wind profile fit was used in
the shear rate function. At this point, the separability of the stability modification to the
surface pressure in the form Fpp(n1) = Fpp,0(n1) + F ′pp(n1,Λ) was exploited to obtain two
spectra for each model case: The neutral case, Fpp,0(n1), and the full spectrum including the
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Figure 7.13: Histograms of the (a) magnitude C and (b) integral scale λ RDT model pa-
rameters estimated from fitting the RDT model with shear anisotropy but excluding 〈v2〉L[1]22
and the 50-m sonic anemometer data, designation RD-5-3.
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Figure 7.14: Histogram of the shear anisotropy parameter Υ estimated from fitting the RDT
model with shear anisotropy but excluding 〈v2〉L[1]22 and the 50-m sonic anemometer data,
designation RD-5-3.
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stability modification, Fpp(n1). As L → ∞, the latter model approaches the nearly-neutral
case. In this way, six model spectra were obtained: Three that reject the stability modifica-
tion in favor of a simple logarithmic velocity profile, and three which contain the full M-O
similar shear rate function.
7.4.1 The AIC difference analysis
Wavenumber spectra were converted from the frequency-domain spectral estimates
using the 2.25-meter wind speed, again following the procedure in Section 6.4.2. The model
spectra predictions were then compared with the experimental measurements using the AIC
difference, as defined in Appendix B. The low-frequency endpoint of the comparison interval
was selected in the frequency domain at 0.01 Hz, in order to consistently sample the same
portion of the sensor response. When converted to wavenumber space, this point will vary
with the wind velocity, meaning that the number of spectral points compared will vary.
However, since the comparisons between the different models in each half-hour block are
independent, this will not bias the results. The upper endpoint of the interval was chosen
in the wavenumber domain at kd = 1/d = 7.14 m−1, where d = 0.14 m is the low-frequency
microphone diameter. Since spatial averaging will begin to attenuate the spectra above this
wavenumber, all of the models are expected to fail at this point, making comparison at higher
wavenumbers useless. The AIC values for each spectral model are tabulated in Appendix C,
Tables C.2 - C.4.
Figure 7.15 presents the results of the AIC difference analysis. In part (a), the bars
represent the number of stationary, half-hour interval cases for which the AIC difference for
the particular model was < 10, indicating that the model was either the best fit overall or
statistically indistinguishable from the best case (Burnham and Anderson, 2002). In this
way, it was possible for multiple models to be selected from each block, although this only
occurred once. The lower bar of each pair in Figure 7.15 (a) represents cases where a neutral,
logarithmic-profile performed best, regardless of the actual value of L. Conversely, the upper
bars are the cases for which the stability-dependent M-O similar shear rate outperformed the
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Figure 7.15: A summary of the results from the AIC difference analysis for model perfor-
mance. In (a), the three models considered are further divided into models which exclude
stability effects (lower bar in the pair) and those which include stability (upper bar). The bar
length represents the number of half-hour blocks for which the model could not be rejected
with respect to the minimum AIC (i.e. ∆q < 10). Each bar is divided into the number of
convective (red) and stable (blue) cases. In the right-hand graph, (b), the distribution of the
inverse of the dimensionless Obukhov length for the data in each model bin are shown. The
logarithmic axes are divided at ±10−2 to show both convective (left-hand box) and stable
(right-hand box) cases. Note that |Λ−1| decreases toward the neutral case at Λ−1 = 0.
neutral case. Each bar is divided between convective (red) and stable (blue) conditions. Part
(b) of the same figure shows, for each model bin, the distribution of the inverse dimensionless
Obukhov lengths, Λ−1 = λ/L, which for neutral conditions approaches zero.
Several conclusions can be tentatively drawn from Figure 7.15. First, the mirror
flow model, MF-1-3, has the best overall performance with respect to both RDT models.
However, when the breakdown by stability condition is taken into account, it is apparent
that the mirror flow performs best in stable conditions, while the RDT models are better in
convective conditions. With the exception of one nearly-neutral case, the RDT model with
shear anisotropy, RD-5-3, is exclusively suited to convective conditions. Both MF-1-3 and
RD-1-3 are more often improved with stability effects than without it.
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Designation Model L→∞ Υ 6= 0 Plot Line
— Experimental — —
MF-1-3 Mirror Flow X —
MF-1-3 Mirror Flow — —
RD-1-3 RDT X —
RD-1-3 RDT — —
RD-5-3 RDT X X
RD-5-3 RDT — X
Table 7.5: Legend for the pressure spectra model plots.
When the breakdown of the model bins by stability condition in part (b) is considered,
the mirror flow behaves as expected. Most of the cases where stability effects are rejected are
more neutral, i.e. closer to the center of the plot, than those for which a finite L improved
the model fit. The rapid distortion model without shear anisotropy, i.e. Υ = 0, is completely
opposite: The cases where L → ∞ in the model, rejecting stability effects, are generally
less neutral than those where it was favored. Finally, according to this analysis, the shear-
anisotropic RDT model is best suited to predicting the surface pressure spectrum in the
most nearly-neutral convective cases, as these cases are clustered nearest to the center of the
Γ−1 scatterplot.
7.4.2 Spectral predictions
Plots of the six model computations and the experimental spectral estimates for all
80 stationary half-hour blocks are compiled in Appendix D. Here a few illustrative examples
from the full set will be shown, and then general trends and conclusions will be discussed.
The legend for the spectral plots is given in Table 7.5, and the wavenumber at which spatial
attenuation effects will become important, kd = d−1, is marked in each plot by a vertical
dashed line.
Figure 7.16 shows the experimental and model spectra for the 7th stationary block
in the dataset. The mean wind speed at 2.25 m was 4.40 m/s, and the Obuhkov length L
was estimated to be −7.75 m, giving a Turner class of 1; this is a very unstable condition.
According to the minimum AIC, the best model is RDT without shear anisotropy, RD-1-3,
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with a neutral logarithmic shear rate, for which the model parameters are C = 1.071 m2/s2
and λ = 46.8 m. Despite this, the fit appears poor for k1 < 0.3 m−1, and at lower wavenum-
bers would be better fit by the same model with stability correction, shown by the solid red
line. The RDT model with shear anisotropy, plotted in the green lines, underpredicts the
experimental spectrum at low wavenumbers, a trend that is generally observed, although
this model will be discussed in detail later.
The reason the AIC selects the first model is apparent in the region between k1 =
1 m−1 and k1 = 3 m−1, as the stability-corrected model underpredicts the spectrum in this
range. This highlights a systematic failing in almost all of the cases, with the exception of the
more stable conditions: The mirror-flow and shear-free RDT model predictions are often too
large at low wavenumbers, then cross the experimental plot and begin to underpredict at high
wavenumbers, until the experimental spectrum rolls off. In many cases, the measurement
pressure spectra apparently have a lower dimensional slope on logarithmic axes than the
−5/3 power-law of the mirror flow prediction.
With regard to the high-wavenumber rolloff, notice that in Figure 7.16, the cutoff in
each model prediction associated with the roughness length occurs at too high of wavenum-
bers to match the experimental spectra. However, the vertical dashed line marking the
spatial attenuation wavenumber is closer to this point, which suggests this cutoff is not prin-
cipally due to roughness, but instead the spatial averaging effect. This observation will be
revisited in the later discussion.
With the results from Chapter 3 and the estimated model parameters, one-dimensional
vertical velocity spectra may also be computed for each of the three models. Since the
Obukhov length L parameterizes the mean shear, not the turbulence, each model is as-
sociated with only one turbulence velocity spectrum. Similar to the pressure spectra, by
using the local mean wind speed as the convection velocity, spectra estimated from sonic
anemometer measurements may be compared with the models.
Figure 7.17 shows one such comparison between the model spectra and measured
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Figure 7.16: Comparison of surface pressure spectrum estimate and computed models for
block 7. The best model as determined by AIC is rapid distortion without shear anisotropy,
RD-1-3, with a neutral shear rate, . See Table 7.5 for the legend.
data at 4.75 m for the previous case of the 7th stationary block. At high wavenumber, each
model scales as k−5/31 , transitioning with decreasing wavenumber to a constant source region
at k1 ∼ 1/z, as expected from the theory. Although all three model spectra are reasonable,
the data are not uniformly fit by any model. This is apparently due to the source region
transition not being as well-defined in the measurement as in theory. The RDT model
without shear anisotropy, shown by the red line, matches the lowest-wavenumber points
best, while the RDT model with shear anisotropy plotted in green, better fits the transition
region between k1 = 0.1 m−1 and k1 = 1 m−1. The quality of model fit to the velocity
spectra seen in this example is typical of almost all the half-hour blocks analyzed, with a
few important exceptions which will be discussed shortly.
The spectral comparison for the 20th block is shown in Figure 7.18. The mean wind
speed at 2.25 m was 2.29 m/s, and the Obuhkov length L was estimated to be 54.6 m, giving
a Turner class of 6; this is a moderately stable condition. According to the minimum AIC,
the best model is MF-1-3 with a M-O similar shear rate, for which the model parameters
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Figure 7.17: Comparison of one-dimensional vertical velocity spectrum estimate and com-
puted models at 4.75 m elevation for block 7: , mirror flow; , RDT without shear
anisotropy (Υ = 0); , RDT with shear anisotropy (Υ 6= 0).
are C = 0.736 m2/s2 and λ = 53.1 m. In this case, the AIC-determined best fit agrees with
observations out to the high-wavenumber cutoff. There is a slight underprediction in the
mirror flow model at low wavenumbers. The difference between the stability-dependent
model and the neutral-shear case is evident for wavenumbers less than 0.2 m−1. The RDT
model without shear anisotropy is a close second, and only fails because it is slightly less
than the mirror flow in magnitude.
Figure 7.19 compares the model vertical velocity spectra at 4.75 meters for the 20th
block with the sonic anemometer measurement. The RDT model without shear anisotropy
over-predicts the magnitude at low wavenumber, while the mirror flow and shear-anisotropic
RDT models are nearly the same. The similarity of the latter two models in the velocity
spectra is interesting, since the RDT model with shear anisotropy performs much worse
at low wavenumber. However, the shear-turbulence surface pressure spectrum depends on
the two-point second-order statistics of the vertical velocity fluctuations. The differences in
velocity correlation structure between the models are not fully represented in the single-point
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Figure 7.18: Comparison of surface pressure spectrum estimate and computed models for
block 20. The best model as determined by AIC is the mirror flow, MF-1-3, with a M-O
similar shear rate, . See Table 7.5 for the full legend.
spectra.
The amplification of the spectrum at low wavenumber seen in Figure 7.18 was first
predicted by Yu (2009), but without data in stable conditions, she could not validate her
prediction. These results confirm, for the first time, that surface pressure spectrum is indeed
enhanced at low wavenumbers in stable stratification by the increased shear rate above the
surface. There are, however, counterexamples in the set of model fits. For example, the 74th
half-hour block has an Obukhov length of 58.6 m, also giving a Turner class of 6, but from
Figure 7.20, the model prediction is not improved by the stability-dependent shear rate. In
fact, the shear-free RDT model with C = 0.842 m2/s2 and λ = 25.7 m was selected by the
AIC as the best fit. The apparent difference between blocks 20 and 74 is that, while the
Obukhov lengths are approximately the same, λ is twice as large in block 20, so that the
dimensionless Obukhov length Λ is greater in block 74. It is not clear why this value should
mark the transition between a stability-dependent and nearly-neutral shear-rate prediction.
Effects of stability were also observed under strongly stable conditions in the 62nd
190
10−2 10−1 100 101
k1 (m
−1)
10−6
10−4
10−2
100
F
3
3
(k
1
)
(m
3
/s
2
)
Figure 7.19: Comparison of one-dimensional vertical velocity spectrum estimate and com-
puted models at 4.75 m elevation for block 20: , mirror flow; , RDT without
shear anisotropy (Υ = 0); , RDT with shear anisotropy (Υ 6= 0).
10−1 100 101
k1 (m
−1)
10−7
10−5
10−3
10−1
101
F
p
p
(k
1
)
(P
a2
·
m
)
Figure 7.20: Comparison of surface pressure spectrum estimate and computed models for
Block 74. The best model as determined by AIC is rapid distortion without shear anisotropy,
RD-1-3, with a neutral shear rate, . See Table 7.5 for the full legend.
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Figure 7.21: Comparison of surface pressure spectrum estimate and computed models for
block 62. The best model as determined by AIC is the mirror flow, MF-1-3, with a M-O
similar shear rate, . See Table 7.5 for the full legend.
data block, where the wind speed at 2.25 m is only 1.36 m/s and the Obukhov length was
estimated to be 9.37 m, corresponding to a Turner class of 7. Figure 7.21 shows the spec-
tral comparison; the mirror flow model is also selected in this case, with C = 0.071 m2/s2,
λ = 10.3 m. The enhancement at low wavenumber is nearly an order of magnitude greater
at the lowest-wavenumber points in the measurement spectrum, although it is underpre-
dicted from k1 = 0.4 m−1 down to the point of high-wavenumber cutoff. The actual surface
pressure intensity is low enough that background noise is apparent in the high-wavenumber
k1 > 10 m
−1 region. This result suggests that the shear-turbulence mechanism continues to
dominate the surface pressure source even in strongly-stable stratification.
Taken together, the results from Figures 7.18, 7.20, and 7.21 indicate that the M-O
similar shear rate does have the predicted effect of amplifying the surface pressure spectrum
at low wavenumbers in stable conditions. However, the range of stability conditions over
which this effect can be expected is unclear. It is possible that the transition to stably-
stratified turbulent structure is not as smooth as M-O similarity would suggest.
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Figure 7.22: Comparison of surface pressure spectrum estimate and computed models for
block 12. The best model as determined by AIC is rapid distortion without shear anisotropy,
RD-1-3, with a M-O similar shear rate, . See Table 7.5 for the full legend.
Turning to convective conditions, consider first the moderately-stable case of the 12th
data block. The AIC difference method selected RD-1-3 with M-O similar shear rate as the
best fit, for which the parameters are C = 3.283 m2/s2 and λ = 74.4 m. The mean wind
speed at 2.25 m was 6.87 m/s, and the Obukhov length estimate was −27.2 m, giving a
Turner class of 3. Figures 7.22 and 7.23 show the respective surface pressure and vertical
velocity spectra comparisons for this case. As with the 7th, strongly-convective block, all
six pressure spectral predictions in Figure 7.22 underestimate the measurement at high
wavenumber. The velocity spectra in Figure 7.23 are also similar to those in the 7th block,
Figure 7.17, with the RDT model without shear anisotropy having greater magnitude in the
source region.
At low wavenumber, the RDT model with M-O similar shear is significantly reduced
from its neutral-shear case, while the mirror flow is barely modified by stability effects.
This demonstrates the principal reason the RDT model outperforms the mirror flow in
convective conditions. From Figure 5.6, the reduction in the overall pressure spectral level
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Figure 7.23: Comparison of one-dimensional vertical velocity spectrum estimate and com-
puted models at 4.75 m elevation for block 12: , mirror flow; , RDT without
shear anisotropy (Υ = 0); , RDT with shear anisotropy (Υ 6= 0).
with increasing instability is much more significant for the RDT model than the mirror flow.
Despite the results of the AIC analysis, a review of all model predictions in Appendix D
found no cases where the stability-dependent mirror flow model was selected for a convective
atmosphere and significantly outperformed the RDT model at low wavenumbers. Since the
larger reduction associated with the RDT model is observed in the measurements, this model
is more appropriate for the surface pressure in a convective atmosphere.
A confounding example is the 44th block, for which the RDT-5-3 model with shear
anisotropy, i.e. Υ 6= 0, was found to be the best fit. A neutral logarithmic shear rate was used
in this model, and despite the actual Obukhov length of −17.5 and moderately-convective
Turner class of 2, the fit outperformed the RDT-1-3 model with stability-dependent shear.
Since from Figure 7.15, the shear-anisotropic RDT-5-3 model generally was selected for
the more neutral conditions, it would seem that the convective-shear-rate RD-1-3 model is
actually representing the source mechanism of the shear-turbulence pressure contribution.
However, this example shows that the effects of a convective shear rate modification and
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Figure 7.24: Comparison of surface pressure spectrum estimate and computed models for
block 44. The best model as determined by AIC is rapid distortion with shear anisotropy,
RD-5-3, with a neutral shear rate, . See Table 7.5 for the full legend.
shear anisotropy may be indistinguishable, which could be a serious issue with simultaneously
applying the two rapid-distortion models.
It is unfortunate that these models interfere, since physically they are modeling two
very different effects. For the M-O similar shear rate, the effect is linked directly to a velocity
profile fit. The anisotropy modeled by a linear rapid shear distortion with magnitude Υ
cannot be tied to the mean flow in the same way. For this reason, is it difficult to assess the
suitability of the two competing models in this case.
The RDT model with shear anisotropy does have greater success in more neutral
conditions. Figure 7.25 shows the experimental and model spectra for the most neutral case
in the entire dataset, the 37th stationary block. The mean wind speed at 2.25 m was 5.91
m/s, and the Obuhkov length L was estimated to be −2010 m, giving a nearly-neutral Turner
class of 4. According to the minimum AIC, the best fit was the RD-5-3 model with a neutral
logarithmic shear rate, for which the model parameters are C = 1.146 m2/s2, λ = 9.1 m,
and Υ = 5.18 . While the model fit underpredicts the spectrum at low wavenumber, it does
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capture one salient feature that the other models do not: the flattening of the spectrum from
a dimensional −5/3 power law to a smaller apparent slope.
As discussed in Chapter 2, one of the principal differences between pressure measured
at the wall of engineering flows and the surface of the atmospheric boundary layer is in the
approximate power law of inertial spectral range. At this point, it is clear that a single
universal power law should never be expected in any real turbulent flow. Still, the change
in spectral structure observed between engineering and atmospheric measurements is as yet
unexplained. In this sense, the success of the rapid-distortion shear anisotropy in modeling
the flattened inertial-range shape is a significant finding, as it offers a physical mechanism
through which the −5/3 power law of the shear-free RDT model can be transformed to an
apparently smaller value.
This observation should not be drawn as a conclusion. The RDT model with shear
anisotropy still underpredicts the spectra at low wavenumbers. More rigorous theoretical
work is necessary, since Mann’s (1994) model for shear anisotropy is based on a conceptual
linear shear rate. Ideally, a rapid-distortion model would be developed that takes into account
a mean shear rate that varies as the inverse of the elevation, as in the neutral ABL. This
finding is presented to suggest a starting point for further analysis.
There are several blocks in the dataset for which the fit was conspicuously poor. Block
1 was likely not an entirely stationary condition, as the confidence interval obtained for the
friction velocity from fitting the M-O similar wind profile was larger than the value itself.
Blocks 34, 36, and 47 all suffered from obvious underestimates of the model parameter λ,
and completely underpredicted the measurements at low frequencies. Figure 7.26 shows the
vertical velocity spectra models and data estimate for one of these cases, block 36, clarifying
the reason for model failure: The experimental spectrum does not attain a constant value in
the source region, but instead continues to increase at with decreasing wavenumber until a
peak is reached near k1 = 0.005 m−1. This form cannot be fit by the von Kármán spectral
model, which is also true for block 34. Since two cases are moderately convective, it is possible
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Figure 7.25: Comparison of surface pressure spectrum estimate and computed models for
block 37. Best model as determined by AIC is rapid distortion with shear anisotropy, RD-5-3,
with a neutral shear rate, . See Table 7.5 for the full legend.
this low-wavenumber peak is the convective structure described by Højstrup’s (1981) model.
The reason for model fitting failure in the last case, block 47, is not clarified by the
vertical velocity spectra, except to emphasize that the value of λ is an order of magnitude too
small. Block 61 is an interesting case, as the microbarom peak is apparent in the pressure
spectrum. The friction velocity for this block was essentially zero. Finally, blocks 79 and
80 are low-wind cases in convective conditions. The shape of the model pressure spectra in
these cases seems accurate, but the magnitude of all the predictions was not sufficient to
match the data. Figure 7.27 shows the vertical velocity spectra at 4.75 m for the former
block, where is it evident that, similar to block 36, the spectra fail to match the lowest
wavenumbers.
7.4.3 Discussion
In general, the model predictions of the surface pressure spectrum match or slightly
underpredict the measurements at high wavenumbers leading up to the cutoff, and perform
197
10−3 10−2 10−1 100 101
k1 (m
−1)
10−5
10−3
10−1
101
F
3
3
(k
1
)
(m
3
/s
2
)
Figure 7.26: Comparison of one-dimensional vertical velocity spectrum estimate and com-
puted models at 4.75 m elevation for block 36: , mirror flow; , RDT without
shear anisotropy (Υ = 0); , RDT with shear anisotropy (Υ 6= 0).
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Figure 7.27: Comparison of one-dimensional vertical velocity spectrum estimate and com-
puted models at 4.75 m elevation for block 79: , mirror flow; , RDT without
shear anisotropy (Υ = 0); , RDT with shear anisotropy (Υ 6= 0).
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worse at lower wavenumbers. In stable conditions, the mirror flow and shear-free RDT
models, MF-1-3 and RD-1-3, perform best. In moderate to strongly-stable conditions, an
amplification at lower wavenumber is observed, although not in all cases. In convective
conditions, the shear-free RDT model is most suitable, with some difficulty presented by
competing fits from the RDT model with shear anisotropy. Finally, in the nearly-neutral
convective conditions, the shear-anisotropic RDT model gives the best fit, and successfully
models the apparent reduction in dimensional slope seen in these conditions.
In reviewing all the experimental spectra plotted in Appendix D, it becomes apparent
that the spatial attenuation wavenumber, k1 = d−1 is always situated between 2 to 3 times
the position of the high-wavenumber “knee.” Given that the spatial dimension of the sensor
is about five times the estimated roughness length, it is unlikely the cutoff point in the
measurement spectra is due to the surface roughness. It is unfortunate that this effect was
overlooked in the experimental design, since it could have been improved by simply porting
the sensor through an inlet, as was done by Priestley (1966).
Yu (2009) did obtain fits with the roughness-length cutoff in the model spectra to
experimental measurements. The apparent disagreement with this study can be easily ex-
plained by the B&K 4193 1/2” microphones Yu (2009) used: The sensing area of these
microphones is ≈ 1.27 cm, which corresponds with a spatial-attenuation wavenumber of
kd = 78.7 m
−1 . For most of the cases in the present study, this value would not even appear
on the axes. Therefore, it is concluded that the mechanism driving the high-wavenumber
rolloff in the measured spectra is different between this work and that of Yu (2009).
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CHAPTER 8: CONCLUSION
Previous work by Yu (2009) developed the mirror flow model to predict the surface
pressure spectrum in low-frequency measurements of flush-mounted infrasound microphones.
These measurements were deliberately made in convective conditions with steady winds,
since these are periods in which the noise levels are highest and pose the greatest problem to
acoustic measurement. The success of the model predictions showed that the intrinsic wind
noise can be understood in terms of the shear-turbulence mechanism in the near-surface
turbulence.
The spectral structure of both the predictions and measurements by Yu (2009) and Yu
et al. (2011b) disagree with experimental and theoretical studies in the engineering literature.
In particular, Klewicki et al. (2008) also made low-frequency measurements of atmospheric
surface pressure with flush-mounted infrasound microphones, and found an approximate −1
power law instead of the −5/3 value predicted and measured by Yu (2009). Klewicki et al.
(2008) made measurements in relatively high winds during the nearly-neutral late afternoon
transition, which raises unresolved questions about stationarity of the atmosphere. The
inversion height during this transition is also uncertain, which may have low-frequency effects
on the pressure spectrum. Even so, the overall structural difference from Yu (2009) implies
that additional theoretical development is necessary to unify these observations.
Existing theory for the shear-turbulence pressure mechanism was adapted to investi-
gate the effects of atmospheric stability, shear anisotropy, and a change in turbulence model
on the surface pressure spectrum. The mirror flow model developed by Kraichnan (1956)
and used by Yu (2009) and Yu et al. (2011a) for computing theoretical surface pressure
spectra was modified, and a rapid-distortion turbulence model with shear anisotropy and
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surface-blocking effects due to Mann (1994) was introduced. Properties of each model were
derived, including one-dimensional velocity spectra, velocity variances, and integral length
scales, which were used both for comparison and later for fitting the model to experimental
data.
The solution for surface pressure was derived from the anelastic system of governing
equations to consider potential effects from density stratification and several atmospheric
scaling regimes. Monin-Obukhov similarity was shown to not apply uniformly to the surface
pressure, but instead become progressively less appropriate with increasing horizontal scale.
The effect of a finite density scale height was found to be restricted to very low wavenumbers,
below those at which M-O similarity is expected to fail.
Expressions for one-dimensional surface pressure spectra from each model were de-
rived. By introducing a rational function approximation to the M-O similar shear rate,
the spectra in each case were written as the solution for a neutral logarithmic profile plus
a correction. By analytically solving the elevation integrals in the solution, a significant
computational improvement in the numerical integration was obtained, so that it became
feasible to analyze large datasets.
In order to test these pressure spectra models against real atmospheric conditions, an
experiment was carried out in Laramie, Wyoming to measure low-frequency surface pressure
simultaneous with wind velocity and other meteorological properties. For the approximately-
stationary time intervals in the experiment, the root-mean-square surface pressure was seen
to scale roughly with the estimates of the wall-shear stress. The observation of large bursts
in the surface pressure on several occasions during the experiment, which were apparently
related to local wind gusts, was an incidental result. It would be interesting to apply methods
developed by Cain (2013) to these events for further analysis.
An attempt at determining the frequency-dependent convection velocity of the sur-
face pressure from the wavelet-filtered cross correlation was unsuccessful, likely due to a
combination of relatively small sensor displacements and relatively large microphone sens-
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ing areas. The distribution of directions obtained indicate there was some link between the
mean wind and convection velocity estimates, but the speeds were found to be uncorrelated.
These shortcomings should be considered in future research.
The method developed for constraining the model parameters from properties derived
from the theoretical velocity spectra, instead of fitting the velocity spectra directly, was gen-
erally successful. This approach was necessary in order to fit measurements to the RDT
model, as computations of the streamwise one-dimensional velocity spectra were found to be
very expensive, taking hours to complete in some cases. From the distributions of confidence
intervals obtained from fits to different subsets of the empirical properties, it was found that
the best procedure was to use the vertical velocity variance and the products of the stream-
wise and vertical integral length scales with their respective velocity component variances.
In addition, the 50-meter anemometer data did not improve the model fits, indicating that
the turbulence models may begin to fail at this elevation.
The model predictions of the surface pressure spectra obtained from numerically
integrating the theoretical solutions match or slightly underpredict the measurements in the
range of wavenumbers between 0.2 and 2 m−1 in most cases. At higher wavenumbers, a cutoff
is observed in the measurement spectra associated with the spatial averaging effect of the
finite sensing area. This was not observed by Yu (2009) because the surface area of the low-
frequency microphone used was smaller than the roughness length. As with the convection
velocity measurements, future work in this area should take this effect into account when
designing experiments.
One of the most important results from this work is the validation of Yu’s (2009) pre-
diction of a significant change in the surface pressure with stable atmospheric stratification.
The model and experimental spectra were seen to be in agreement regarding this effect for
many half-hour intervals in the dataset. The mirror flow was found to be best for modeling
the turbulence in stable conditions with respect to the surface pressure predictions, although
the RDT model without shear anisotropy was only slightly worse in most conditions. For
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reasons not understood, the amplification of the spectrum in stable conditions was not always
observed when predicted.
In convective conditions, the RDT model without shear anisotropy was found to
give the best results. This is a significant departure from the mirror flow model, for which
the effect of a convective shear rate is comparably small. This result was confounded by
competition from the RDT model that included shear anisotropy; physically, this model
seems inappropriate for the conditions. In this case, a shear-anisotropy model that used
the true mean shear rate, instead of a conceptual linear anisotropy generator, would greatly
assist discrimination between models on physical grounds.
The subset of cases fit by the full RDT model with shear anisotropy are a significant
result, in that they are the only models which approach the slope of the measured spectra
on logarithmic axes in nearly-neutral convective conditions. In many of the model fits, it is
apparent that the dimensional slope of the experimental spectra is less that the −5/3 power
law of the mirror flow or shear-free RDT models. This observation is consistent with that
of Klewicki et al. (2008), who measured surface pressure spectra with a slope near to −1.
While the exact value of the dimensional slope is not important, the change in structure is,
as it offers a possible mechanism for unifying the differences in spectral structure observed
between engineering and atmospheric surface pressure. This is only speculation, and it is
unlikely that the model developed by Mann (1994) for atmospheric applications would be
appropriate to the near-wall structure in a lower-Reynolds-number engineering flow. Still,
it offers a promising starting point for further theoretical investigation into the physical
mechanism of shear-turbulence pressure.
This theory extends wind noise predictions to a variety of atmospheric conditions
beyond the weakly- and moderately-convective cases considered by Yu (2009). In particular,
the predictions are now possible for stable conditions with the mirror flow model and strongly-
convective conditions with the shear-free RDT model. There is also evidence that shear
anisotropy effects may improve predictions in nearly-neutral conditions, but this has not
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been definitively proven.
It would be useful to invert the prediction, and by describing the low-frequency pres-
sure spectrum, make predictions regarding the wind turbulence properties such as the friction
velocity, Obukhov length, and inversion height, which in theory are related to the pressure
fluctuation magnitude, stability modifications, and integral length scale λ, respectively. The
only obstacle to fitting the pressure spectral models from this work to the measurement
spectra is the computational expense. Further analytical or algorithmic improvements may
make this inverse prediction approach possible. Practically, even lower-frequency measure-
ments may be required to resolve the transition in the spectrum to the low-wavenumber
source region, which may be possible with simultaneous measurements from an absolute
microbarometer.
In conclusion, several effects were considered to explain the disagreement in the di-
mensional slope of the surface pressure predictions between the work by Yu (2009) and
Klewicki et al. (2008). Two possible effects were identified to explain the reduction in the
inertial range slope on logarithmic axes: A convective shear rate and shear anisotropy. While
the former effect may explain some observations, it does not explain those of Klewicki et al.
(2008) which were carefully made in as neutrally-stratified conditions as possible. The shear
anisotropy in the RDT model is a more likely mechanism for the reduced dimensional slope,
and represents the best fit in the most nearly-neutral blocks of data analyzed. While its ef-
fects have been described, further theoretical development is necessary to realistically model
shear anisotropy in a boundary layer flow.
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APPENDIX A: INTEGRAL SCALES OF HOMOGENEOUS VON KÁRMÁN
TURBULENCE
219
Consider the longitudinal, f, and lateral, g, correlation coefficients defined by Batch-
elor (1953) as
f(ξ) =
〈
u‖(x)u‖(x + ξ)
〉
〈u2‖(x)〉
, g(ξ) =
〈u⊥(x)u⊥(x + ξ)〉
〈u2⊥(x)〉
,
where ‖ and ⊥ indicate velocity components parallel and perpendicular, respectively, to the
displacement vector ξ. For homogeneous, isotropic turbulence, the longitudinal correlation
is related to the energy spectrum E(k) as
f(ξ) =
2
〈u2〉
∫ ∞
0
E(k)
sin kξ − kξ cos kξ
(kξ)3
dk (A.1)
Substituting the von Kármán energy spectrum from Eq. 3.13 with n = kλ and ψ = ξ/λ gives
f(ξ) =
2
〈u2〉
∫ ∞
0
Cλ
(kλ)4(
1 + (kλ)2
)17/6 (sin kξ(kξ)3 − cos kξ(kξ)2
)
dk,
=
2C
〈u2〉
∫ ∞
0
n4
(1 + n2)17/6
sinnψ
(nψ)3
dn− 2C〈u2〉
∫ ∞
0
n4
(1 + n2)17/6
cosnψ
(nψ)2
dn,
f(ξ) =
2C
〈u2〉
(
λ
ξ
)3 ∫ ∞
0
n sinnψ
(1 + n2)17/6
dn− 2C〈u2〉
(
λ
ξ
)2 ∫ ∞
0
n2 cosnψ
(1 + n2)17/6
dn. (A.2)
Both integrals can be evaluated in terms of Meijer-G functions using the formulae
∫ ∞
0
x2ν
(x2 + β2)µ+1
sin (ax) dx =
√
pi
2Γ(µ+ 1)
β2ν−2µ−1G 2 11 3
a2β2
4
∣∣∣∣∣
1
2
− ν
µ− ν + 1
2
, 1
2
, 0

[a > 0, <β > 0, −1 < <ν < <µ+ 1] , (Gradshteyn and Ryzhik, 2007, 3.773.1)
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and
∫ ∞
0
x2ν
(x2 + β2)µ+1
cos (ax) dx =
√
pi
2Γ(µ+ 1)
β2ν−2µ−1G 2 11 3
a2β2
4
∣∣∣∣∣
1
2
− ν
µ− ν + 1
2
, 0, 1
2

[
a > 0, <β > 0, −1
2
< <ν < <µ+ 1] . (Gradshteyn and Ryzhik, 2007, 3.773.4)
Eq. A.2 may then be written as
f(ψ) =
√
pi
〈u2〉Γ(17
6
)
 1
ψ3
G 2 11 3
ψ2
4
∣∣∣∣∣ 011
6
, 1
2
, 0
− 1
ψ2
G 2 11 3
ψ2
4
∣∣∣∣∣ −
1
2
4
3
, 0, 1
2

 . (A.3)
With Wolfram Mathematica, the limit as ψ → 0 was found to be
f(ψ = 0) =
9
110
√
3
8
Γ
(
1
3
)3
pi
1
〈u2〉 ≈
0.688
〈u2〉 .
Since f(ψ = 0) = 1, the mean-square velocity must be
〈
u2
〉
=
9
110
√
3
8
Γ
(
1
3
)3
pi
,
which after substituting for 〈u2〉 in Eq. A.3 and simplifing with Mathematica gives
f(ψ) = 3
2/3Γ
(
2
3
)
Ai
∣∣∣∣3ψ2
∣∣∣∣
2
3
 , (A.4)
where Ai(x) is the Airy function of the first kind (cf. DLMF, 9.2.2). A formula for the lateral
correlation function may also be obtained with the interrelation (Batchelor, 1953)
g(ξ) = f(ξ) +
1
2
ξ
∂
∂ξ
f(ξ) ,
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but it was found that the zero-crossing and minimum in this function was not observed in
the lateral components of the measured autocorrelations. Eq. A.4 was therefore used to fit
all time-domain autocorrelation estimates by replacing ξ with τ and λ with T :
f(τ) = 3
2/3Γ
(
2
3
)
Ai
∣∣∣∣ 3τ2T
∣∣∣∣
2
3
 . (6.10)
The integral time scale Tf was found by integrating with Mathematica,
Tf =
∫ ∞
−∞
f(τ) dτ = 2 · 32/3Γ(2
3
) ∫ ∞
0
Ai
[ 3τ
2T
]2
3
 dτ = √ 3
pi
Γ
(
2
3
)
Γ
(
5
6
) T ,
and with Eq. 6.9 the corresponding integral length scale Lf is
Lf =
√
3
pi
Γ
(
2
3
)
Γ
(
5
6
)
UT ≈ 1.494UT (6.11)
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APPENDIX B: THE LIKELIHOOD OF A PERIODOGRAM MODEL
223
The power spectra density (PSD) of turbulent properties often ranges through several
decades of magnitude as a power law, especially in high Reynolds number flows such as the
ABL. Since it is non-negative by definition, the PSD distribution at any frequency must be
bounded below at zero. For the variance to be finite, it must increase with the magnitude
of the spectrum at that point. This leads to spectra that vary rapidly both in mean and
variance, with the consequence that squared-residual metrics for goodness of fit are not
useful. A fit that matches the first few large, low-frequency points while completely missing
the high-frequency power law can easily have a greater residuals-squared value than a model
that, from a logarithmic-axis plot, is clearly superior. This is the motivation for using the
bias-corrected Akaike’s information criterion (AIC) to compare the various model predictions
for one-dimensional wavenumber spectra of surface pressure with the experimental data in
Chapter 7. This Appendix defines the AIC for a spectral model with respect to a density
estimate by deriving the likelihood from the joint probability distribution.
B.1 The Likelihood of the Estimated Spectrum
Non-parametric methods for estimation of the PSD typically average multiple peri-
odograms obtained from tapered subsets of the data. In Welch’s method, the average is over
periodograms computed from multiple tapered segments of the measurement series (Bendat
and Piersol, 2010). In Thomson’s method, orthogonal tapering functions are applied sequen-
tially to the full series to give uncorrelated estimates of the PSD, which are then averaged
(Thomson, 1982). In either case, assuming each component of the discrete Fourier transform
to be a circularly-symmetric complex normal random variable, the one-sided periodogram of
a single tapered segment will be exponentially distributed at each discrete nonzero frequency
fj (Nørrelykke and Flyvbjerg, 2015). If f1 = 0,
G˜pp(fj) ∼ Exp
(
1
θj
)
j > 1, (B.1)
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where G˜pp(fj) is the periodogram at the jth frequency and θj is a positive scale parameter.
Now consider a set of m identically-distributed exponential random variables, {X1, . . . , Xm}
with scale parameter θj. The sum of these random variables will be gamma distributed
(Johnson and Kotz, 1970), according to
m∑
κ=1
Xκ ∼ Gamma (m, θj) , (B.2)
where Gamma (b, θj) is the gamma distribution with shape parameter b, scale parameter θ,
and density function f(y; b, θ) defined as
f(y; b, θ) =
1
Γ(b) θb
yb−1e−y/θ. (B.3)
The expected value of a random variable Y with this distribution is E [Y ] = bθ. The product
of Y with a constant a will also be gamma distributed, as (Johnson and Kotz, 1970)
aY ∼ Gamma (b, aθ) . (B.4)
By combining the properties in Eqs. B.2 and B.4, if m independent, identically-distributed
periodograms distributed as in Eq. B.1 are obtained from the time series, then their average
will be gamma distributed according to
Gˇpp(fj) ∼ Gamma
(
m,
θj
m
)
j > 1. (B.5)
The assumption of statistically-independent periodograms is less justified for Welch’s method,
even for non-overlapping adjacent segments. However, it is well-suited to Thomson’s method,
which has been used for spectral estimation throughout this work. Note that with Eq. B.4,
frequency spectra scaled to wavenumber space by Taylor’s hypothesis may be treated without
loss of generality by simply redefining the θj’s.
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Let ϑj be a realization of the PSD estimate Gˇpp(fj) at the jth frequency and ϑ =
(ϑn · · ·ϑN) be the vector of realizations over a frequency interval from fn to fN for n > 1.
If Gˇpp(fn) , . . . , Gˇpp(fN) are independent, the likelihood function for the parameters m and
θ = (θn . . . θN) is given by the product of the density functions for each,
L (θ;ϑ) =
N∏
j=n
ϑm−1j
(m− 1)! (θj/m)m e
−mϑj/θj .
The log-likelihood is
`(θ;ϑ) = m
N∑
j=n
(
m− 1
m
lnϑj − ln θj − ϑj
θj
)
+K(m lnm− ln (m− 1)!) , (B.6)
where K = N − n + 1 is the number of points in the interval. The number of averaged
periodogramsm is not included in the likelihood parameters since it is fixed by the estimation
method. The log-likelihood is a measure of the probability that the realizations ϑ (i.e.
measured data) are drawn from a distribution given by the particular θ parameters (Meyer,
1975).
B.2 The Expected-Value Model and Multi-Model Inference
From Eq. B.5, the expected value of the jth entry in the PSD estimate is
E
[
Gˇpp(fj)
]
= θj.
A spectral model gq(f, c) is now defined as a particular function of the frequency f and a
vector of ℘ < K parameters c = (c1 . . . c℘) such that gq(f, c) is the expected value of the
spectral distribution at each frequency, i.e.
gq(fj, c) = E
[
Gˇpp(fj)
]
= θj (B.7)
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Since the frequencies fj are constants, this model effectively reduces the number of indepen-
dent parameters describing the likelihood from K to ℘. While termed a spectral model, gq
may also be thought of as a curve fit equation, where the c1, . . . , c℘ are the fit parameters.
Substituting for θj in the log-likelihood, Eq. B.6,
`(c;ϑ) = m
N∑
j=n
(
m− 1
m
lnϑj − ln gq(fj, c)− ϑj
gq(fj, c)
)
+K(m lnm− ln (m− 1)!) . (B.8)
This is the logarithm of the likelihood that the spectral density estimate is drawn from a set
of gamma distributions with shape parameter m and scale parameter θj = gq(fj, c).
B.3 Multi-Model Inference
For a single model, the value of `(c;ϑ) increases with suitability of the model param-
eters. The likelihood ratio is a useful statistic for model comparison in this case, and with
Wilks’ (1938) approximation for the distribution, measures of statistical significance such
as confidence intervals may be established (Abramovich and Ritov, 2013; Cox and Hinkley,
2000). However, when comparing between different model functions, the likelihood ratio test
cannot be used.
A method for multi-model inference is given by the bias-corrected Akaike’s informa-
tion criterion, defined by
AIC = −2`(c;ϑ) + 2℘K
K − ℘− 1 , (B.9)
where `(c;ϑ) is given by Eq. B.8. The value of AIC is not an absolute measure of goodness
of fit, but the difference between two AIC values is powerful method for comparison between
models. Let {g1, . . . , gr} be a set of r candidate spectral models and AICq be the information
criterion for the qth model. Then the AIC difference ∆q is defined as
∆q = AICq − AIC∧, (B.10)
where AIC∧ is the minimum information criterion for the model set. A large value of ∆q
227
indicates that gq is not well supported by the data in comparison with the minimum-AIC
model. In particular, if ∆q > 10, the qth model can be rejected (Burnham and Anderson,
2002). This framework is especially useful in the case of nested models to determine whether
including an additional parameter is warranted.
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APPENDIX C: TABLES OF EXPERIMENTAL RESULTS
229
This appendix is a compilation of experimental results for each of the stationary half-
hour intervals analyzed. In Table C.1, some of the basic conditions from each block are
reported, including the start time in UTC; the mean wind speed at 2.25 and 50 m, U ; the
root-mean-square fluctuating pressure,
√〈p2〉; the friction velocity, u∗; and Obukhov length,
L. In addition, the half-width of the 95% confidence interval for the friction velocity is listed
as δ∗. Since it is not normally-distributed, the confidence interval estimated by least-squares
for L is misleading and therefore not presented.
Table C.2 lists the model parameters, C and λ, estimated for the mirror flow model
by the empirical property fitting method. For each, the half-width of the 95% confidence
interval is also listed as δC and δλ, respectively. Two AIC differences obtained from the
model comparison are also tabulated for each half-hour block: One for the model with
no stability effects (i.e. L → ∞), ∆0, and another for the full-stability dependent surface
pressure model, ∆. These are the AIC differences between MF-1-3, RD-1-3, and RD-5-3,
the three models retained after the initial parameter variance investigation.
Tables C.3 and C.4 contain similar lists of model parameters, with the addition of
the shear anisotropy parameter Υ and its half-width 95% confidence interval δΥ in the case
of C.3. All block numbers in Tables Table C.2 - C.4 along the leftmost column correspond
with those in Table C.1.
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Table C.1: A list of observed and estimated properties for each stationary half-hour experiment block. The 95% confidence
interval half-width for the friction velocity is listed as δ∗. See the beginning of this Appendix for further information.
Time (UTC) U , 2.25 m (m/s) U , 50 m (m/s)
√〈p2〉 (Pa) u∗ (m/s) δu∗ (m/s) L (m)
1 09/17 1530 1.82 2.28 0.221 0.374 0.485 −2.13× 10−1
2 09/18 2030 1.81 2.16 0.445 0.224 0.144 −2.87× 100
3 09/18 2300 4.29 7.17 0.598 0.409 0.013 −4.20× 102
4 09/19 0000 3.94 9.19 0.525 0.355 0.013 8.48× 101
5 09/19 0100 3.51 11.06 0.429 0.304 0.010 3.40× 101
6 09/19 0200 3.18 10.45 0.381 0.277 0.010 3.10× 101
7 09/19 1530 4.40 6.09 0.553 0.490 0.025 −7.75× 100
8 09/19 1600 4.38 6.07 0.626 0.486 0.015 −8.28× 100
9 09/19 1630 4.14 5.47 0.628 0.509 0.038 −3.30× 100
10 09/19 1730 5.08 7.11 0.875 0.545 0.031 −1.15× 101
11 09/19 1800 5.82 8.60 1.264 0.596 0.040 −2.65× 101
12 09/19 1830 6.87 10.15 1.592 0.704 0.054 −2.72× 101
13 09/19 1900 6.13 9.62 1.336 0.596 0.036 −8.69× 101
14 09/19 2000 4.40 6.24 1.021 0.467 0.051 −1.71× 101
15 09/21 0200 3.12 7.54 0.530 0.285 0.012 8.12× 101
16 09/21 0330 4.46 8.94 0.738 0.409 0.022 2.28× 102
17 09/21 0530 1.94 5.46 0.412 0.174 0.007 4.88× 101
18 09/21 0900 1.85 5.43 0.381 0.171 0.015 4.18× 101
19 09/21 0930 2.06 5.73 0.545 0.193 0.018 4.91× 101
20 09/21 1000 2.29 6.09 0.748 0.209 0.012 5.46× 101
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Table C.1: (continued) A list of observed and estimated properties for each stationary half-hour experiment block. The 95%
confidence interval half-width for the friction velocity is listed as δ∗. See the beginning of this Appendix for further information.
Time (UTC) U , 2.25 m (m/s) U , 50 m (m/s)
√〈p2〉 (Pa) u∗ (m/s) δu∗ (m/s) L (m)
21 09/21 1030 2.15 5.67 0.502 0.196 0.010 5.57× 101
22 09/21 1100 2.55 6.64 0.754 0.229 0.008 5.58× 101
23 09/21 1130 3.08 7.46 0.571 0.278 0.006 7.44× 101
24 09/21 1200 3.03 7.48 0.525 0.274 0.006 7.04× 101
25 09/21 1230 2.63 6.90 0.435 0.236 0.008 5.46× 101
26 09/21 1330 4.48 8.45 0.851 0.414 0.006 3.71× 102
27 09/21 1500 6.65 10.66 1.356 0.648 0.031 −1.07× 102
28 09/21 1530 7.30 11.53 1.672 0.718 0.035 −8.55× 101
29 09/21 1600 7.36 11.76 1.901 0.719 0.026 −1.14× 102
30 09/21 1630 7.75 11.85 1.830 0.789 0.056 −3.83× 101
31 09/21 1700 7.61 11.78 1.948 0.762 0.041 −5.66× 101
32 09/21 1730 7.18 11.38 1.667 0.710 0.041 −8.28× 101
33 09/21 1800 7.77 12.28 2.011 0.770 0.037 −8.12× 101
34 09/21 1830 7.88 11.72 1.797 0.840 0.080 −1.89× 101
35 09/21 1900 6.86 10.72 1.526 0.685 0.044 −6.63× 101
36 09/21 1930 6.65 10.16 1.421 0.678 0.043 −3.87× 101
37 09/21 2030 5.91 10.26 1.125 0.557 0.019 −2.01× 103
38 09/21 2100 6.18 9.91 1.223 0.605 0.033 −1.02× 102
39 09/22 0430 3.64 8.26 0.585 0.327 0.010 9.50× 101
40 09/22 0600 3.40 8.40 0.520 0.304 0.007 6.82× 101
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Table C.1: (continued) A list of observed and estimated properties for each stationary half-hour experiment block. The 95%
confidence interval half-width for the friction velocity is listed as δ∗. See the beginning of this Appendix for further information.
Time (UTC) U , 2.25 m (m/s) U , 50 m (m/s)
√〈p2〉 (Pa) u∗ (m/s) δu∗ (m/s) L (m)
41 09/22 1000 3.03 7.48 0.362 0.270 0.008 7.03× 101
42 09/22 1500 3.35 4.60 0.358 0.376 0.019 −7.54× 100
43 09/22 1600 3.91 5.85 0.682 0.384 0.017 −4.89× 101
44 09/22 1630 4.82 6.92 0.713 0.508 0.026 −1.75× 101
45 09/22 1700 4.55 7.17 0.632 0.440 0.016 −1.15× 102
46 09/22 2000 4.53 7.04 0.790 0.457 0.039 −4.58× 101
47 09/23 0700 5.61 11.53 0.967 0.517 0.019 1.65× 102
48 09/23 0730 5.18 11.24 0.840 0.472 0.019 1.16× 102
49 09/23 0930 2.49 7.35 0.365 0.229 0.018 4.17× 101
50 09/23 1530 6.88 11.27 1.377 0.660 0.041 −2.33× 102
51 09/23 1600 7.59 12.31 1.636 0.741 0.049 −1.33× 102
52 09/23 1630 7.31 11.47 1.590 0.736 0.058 −5.71× 101
53 09/23 1700 6.46 10.18 1.339 0.650 0.055 −5.99× 101
54 09/23 1830 7.18 10.86 1.744 0.737 0.068 −3.07× 101
55 09/23 1930 6.61 11.20 1.543 0.631 0.033 −5.53× 102
56 09/23 2000 5.78 9.68 1.142 0.561 0.039 −2.61× 102
57 09/23 2030 5.61 9.15 1.176 0.548 0.037 −1.77× 102
58 09/23 2100 6.10 9.53 1.409 0.612 0.047 −6.17× 101
59 09/23 2130 6.59 10.47 1.421 0.656 0.050 −7.60× 101
60 09/23 2300 6.00 9.88 1.191 0.581 0.039 −2.49× 102
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Table C.1: (continued) A list of observed and estimated properties for each stationary half-hour experiment block. The 95%
confidence interval half-width for the friction velocity is listed as δ∗. See the beginning of this Appendix for further information.
Time (UTC) U , 2.25 m (m/s) U , 50 m (m/s)
√〈p2〉 (Pa) u∗ (m/s) δu∗ (m/s) L (m)
61 09/24 1000 0.34 3.41 0.096 0.000 0.054 3.45× 10−4
62 09/25 0200 1.36 8.47 0.124 0.105 0.013 9.37× 100
63 09/25 0300 1.47 8.47 0.186 0.116 0.013 1.12× 101
64 09/25 0330 1.59 8.93 0.173 0.126 0.010 1.15× 101
65 09/25 1530 1.80 2.26 0.197 0.340 0.300 −3.03× 10−1
66 09/25 1800 2.40 3.33 0.499 0.240 0.034 −2.24× 101
67 09/25 1930 3.23 4.30 0.634 0.365 0.050 −6.09× 100
68 09/25 2200 4.81 7.03 0.767 0.525 0.069 −1.37× 101
69 09/25 2230 5.17 8.01 0.768 0.524 0.033 −4.66× 101
70 09/26 0030 4.48 10.30 0.689 0.406 0.012 9.20× 101
71 09/26 0100 4.38 10.72 0.689 0.392 0.014 7.11× 101
72 09/26 0130 4.28 11.21 0.676 0.381 0.012 5.70× 101
73 09/26 0200 4.53 10.89 0.857 0.410 0.008 7.55× 101
74 09/26 0230 4.13 10.66 0.654 0.365 0.014 5.86× 101
75 09/26 0300 3.89 10.56 0.565 0.344 0.012 5.14× 101
76 09/26 1600 3.67 4.71 0.477 0.594 0.224 −6.36× 10−1
77 09/26 1630 3.27 4.52 0.656 0.365 0.023 −7.77× 100
78 09/26 1700 3.29 4.52 0.632 0.354 0.039 −1.07× 101
79 09/26 1730 2.24 3.23 0.894 0.212 0.030 −9.09× 101
80 09/26 2300 1.25 1.88 0.181 0.119 0.020 −2.37× 102
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Table C.2: A list of parameters and variances estimated by fitting the experimental properties
to the MF-1-3 model, as well as the AIC for both neutral and stability-affected surface
pressure spectra. See the beginning of this Appendix for further information.
C (m2/s2) δC (m2/s2) λ(m) δλ (m) ∆0 ∆
1 0.525 0.033 38.014 2.782 1.37× 105 5.86× 104
2 1.860 0.261 117.033 16.691 0 2.17× 103
3 1.544 0.147 42.150 5.764 8.77× 101 0
4 0.912 0.156 22.343 6.232 0 7.40× 103
5 0.313 0.037 3.631 1.341 1.49× 105 3.02× 104
6 0.646 0.091 23.427 5.261 0 1.29× 104
7 1.296 0.130 39.076 5.885 1.88× 104 1.16× 104
8 1.349 0.116 37.456 4.845 1.11× 104 5.01× 103
9 1.514 0.098 56.196 4.971 2.71× 104 1.42× 104
10 3.043 0.234 89.890 8.697 2.06× 104 1.53× 104
11 3.894 0.438 94.669 14.114 1.22× 104 9.59× 103
12 4.007 0.534 61.778 12.214 2.52× 104 2.18× 104
13 4.345 0.564 97.306 14.962 1.64× 104 1.53× 104
14 2.784 0.565 138.958 30.170 1.10× 103 0
15 1.530 0.408 124.792 33.877 0 8.98× 102
16 1.998 0.251 76.148 11.217 0 3.85× 103
17 0.738 0.184 90.863 23.513 2.11× 104 0
18 0.517 0.151 95.181 28.232 4.05× 104 0
19 0.436 0.038 47.401 5.055 2.73× 104 0
20 0.736 0.052 53.138 4.364 2.67× 104 0
21 0.730 0.177 83.709 20.774 2.03× 104 0
22 0.637 0.045 34.134 3.506 3.40× 104 0
23 0.811 0.055 36.024 3.488 0 1.19× 102
24 0.598 0.059 20.372 3.299 3.80× 103 0
25 0.457 0.038 22.738 2.962 6.81× 103 0
26 1.447 0.193 27.731 5.892 2.12× 103 4.21× 103
27 3.179 0.683 37.808 12.670 2.77× 104 2.68× 104
28 3.618 1.365 34.928 20.798 1.67× 104 1.55× 104
29 4.367 0.927 40.893 13.494 8.85× 102 0
30 3.954 1.781 32.575 23.307 2.37× 104 2.07× 104
31 4.450 1.035 46.236 16.538 1.96× 103 0
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Table C.2: (continued) A list of parameters and variances estimated by fitting the experimen-
tal properties to the MF-1-3 model, as well as the AIC for both neutral and stability-affected
surface pressure spectra. See the beginning of this Appendix for further information.
C (m2/s2) δC (m2/s2) λ(m) δλ (m) ∆0 ∆
32 3.951 0.825 41.527 13.391 2.53× 104 2.40× 104
33 4.259 1.498 38.412 21.175 2.36× 104 2.23× 104
34 0.967 0.053 1.195 0.866 5.38× 107 5.66× 107
35 4.158 0.763 46.944 13.189 6.24× 103 4.62× 103
36 0.810 0.052 1.609 0.792 1.68× 107 1.74× 107
37 3.299 0.335 58.857 8.301 6.50× 103 6.48× 103
38 3.310 0.376 47.759 8.082 1.41× 104 1.32× 104
39 1.723 0.226 61.793 9.346 0 6.96× 103
40 0.844 0.069 26.385 3.355 0 2.17× 103
41 0.671 0.052 30.734 3.381 2.26× 105 2.41× 105
42 0.761 0.060 42.349 4.705 2.76× 104 2.20× 104
43 2.042 0.249 81.899 11.404 6.72× 102 0
44 2.353 0.213 75.047 8.641 2.26× 104 1.90× 104
45 1.987 0.216 75.943 10.440 5.39× 103 4.87× 103
46 2.013 0.224 74.763 10.539 1.16× 103 0
47 0.469 0.029 1.484 0.798 1.47× 107 1.28× 107
48 1.435 0.339 29.008 10.941 0 9.97× 103
49 0.396 0.045 54.682 6.462 3.26× 102 0
50 4.067 0.496 66.192 11.834 2.10× 104 2.06× 104
51 4.348 0.862 53.541 16.221 2.52× 104 2.43× 104
52 4.498 0.602 67.151 13.083 3.03× 104 2.83× 104
53 3.871 0.446 77.544 12.033 1.71× 104 1.55× 104
54 5.550 0.630 96.673 14.530 2.34× 104 2.00× 104
55 3.988 0.473 61.059 10.650 1.07× 104 1.06× 104
56 3.145 0.369 75.006 11.934 3.64× 103 3.38× 103
57 2.912 0.362 69.872 12.343 3.58× 102 0
58 3.622 0.438 83.662 14.130 1.45× 104 1.33× 104
59 4.082 0.475 81.589 12.910 8.49× 103 7.23× 103
60 2.306 0.658 38.976 17.386 2.18× 102 0
61 0.023 0.025 33.180 37.065 3.29× 1015 0
62 0.071 0.002 10.265 0.552 7.47× 104 0
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Table C.2: (continued) A list of parameters and variances estimated by fitting the experimen-
tal properties to the MF-1-3 model, as well as the AIC for both neutral and stability-affected
surface pressure spectra. See the beginning of this Appendix for further information.
C (m2/s2) δC (m2/s2) λ(m) δλ (m) ∆0 ∆
63 0.079 0.004 11.468 1.007 1.54× 105 0
64 0.265 0.098 48.371 18.142 5.43× 104 0
65 0.380 0.009 23.060 0.754 3.27× 104 0
66 1.635 0.134 98.454 8.616 0 6.81× 102
67 2.536 0.601 148.717 35.815 4.53× 103 2.62× 103
68 1.677 0.267 36.065 8.850 2.21× 104 1.79× 104
69 2.240 0.306 46.196 9.414 1.87× 104 1.73× 104
70 1.555 0.199 36.075 7.055 3.96× 103 1.55× 104
71 1.118 0.309 23.060 10.405 0 1.01× 104
72 0.904 0.399 16.935 12.773 0 1.01× 104
73 1.626 0.181 38.230 6.373 1.36× 103 1.27× 104
74 1.047 0.207 23.370 7.516 2.32× 103 1.51× 104
75 0.889 0.212 19.839 7.847 0 1.41× 104
76 0.910 0.063 38.262 3.767 4.13× 104 2.28× 103
77 1.405 0.100 63.724 5.500 2.29× 103 0
78 2.439 0.329 126.913 17.515 9.31× 102 0
79 2.975 0.697 186.488 44.102 0 2.37× 103
80 0.738 0.154 96.390 20.187 0 7.06× 101
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Table C.3: A list of parameters and variances estimated by fitting the experimental properties to the RD-5-3 model, as well
as the AIC for both neutral and stability-affected surface pressure spectra. See the beginning of this Appendix for further
information.
C (m2/s2) δC (m2/s2) λ(m) δλ (m) Υ δΥ ∆0 ∆
1 0.436 0.305 45.856 32.201 0.000 0.002 3.79× 104 1.13× 10−1
2 0.934 0.581 65.522 65.765 1.995 2.227 1.01× 104 1.76× 105
3 0.599 0.038 6.930 1.007 4.730 0.377 1.17× 104 2.19× 104
4 0.446 0.018 4.354 0.661 3.802 0.170 6.03× 104 1.52× 104
5 0.351 0.013 3.664 0.636 3.449 0.136 1.04× 105 5.42× 103
6 0.311 0.011 4.666 0.524 3.753 0.155 1.14× 105 3.90× 101
7 0.523 0.023 7.424 0.790 4.286 0.222 1.55× 102 1.13× 105
8 0.546 0.014 6.137 0.426 4.703 0.151 1.86× 104 2.33× 105
9 0.540 0.025 9.658 0.907 4.882 0.289 9.23× 103 2.16× 105
10 0.959 0.080 15.557 2.329 5.191 0.550 0 6.30× 104
11 1.251 0.154 18.475 4.160 4.811 0.765 8.28× 103 7.40× 104
12 1.393 0.087 10.801 1.499 4.811 0.329 3.64× 104 1.81× 105
13 1.440 0.282 21.462 7.349 4.440 1.169 1.28× 103 1.77× 104
14 0.965 0.479 39.239 33.441 3.788 2.719 2.56× 104 9.93× 104
15 0.435 0.186 19.295 14.201 5.817 3.223 5.95× 104 1.92× 104
16 0.667 0.112 14.171 4.404 4.841 1.090 2.06× 104 1.06× 104
17 0.245 0.106 19.249 15.566 4.539 2.799 1.50× 105 4.36× 104
18 0.152 0.063 12.669 9.856 6.177 3.433 3.39× 105 1.10× 105
19 0.361 0.302 57.275 48.481 0.000 0.002 4.95× 104 7.18× 103
20 0.277 0.026 11.517 2.114 4.186 0.557 4.40× 105 1.10× 105
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Table C.3: (continued) A list of parameters and variances estimated by fitting the experimental properties to the RD-5-3 model,
as well as the AIC for both neutral and stability-affected surface pressure spectra. See the beginning of this Appendix for
further information.
C (m2/s2) δC (m2/s2) λ(m) δλ (m) Υ δΥ ∆0 ∆
21 0.599 1.478 102.011 251.598 0.000 0.008 6.86× 104 3.11× 104
22 0.275 0.014 8.101 0.956 3.698 0.258 6.36× 105 1.61× 105
23 0.340 0.017 7.687 0.865 3.981 0.267 1.65× 105 4.75× 104
24 0.308 0.011 5.325 0.598 3.226 0.141 2.70× 105 8.21× 104
25 0.227 0.006 5.731 0.404 3.350 0.108 2.76× 105 7.91× 104
26 0.659 0.037 6.062 1.051 3.718 0.215 1.34× 105 8.27× 104
27 1.247 0.088 5.730 1.331 4.505 0.300 3.99× 104 1.03× 105
28 1.396 0.105 4.217 1.359 4.314 0.289 1.69× 105 4.20× 105
29 1.668 0.092 5.902 1.058 4.795 0.242 5.19× 104 1.35× 105
30 1.475 0.118 2.776 1.363 4.123 0.307 6.96× 105 2.20× 106
31 1.610 0.119 5.977 1.422 5.023 0.356 8.52× 104 3.25× 105
32 1.509 0.087 5.858 1.064 4.867 0.281 8.85× 104 2.36× 105
33 1.574 0.113 4.108 1.280 4.670 0.296 3.48× 105 8.40× 105
34 1.281 0.080 1.750 1.058 4.253 0.267 0 7.16× 106
35 1.513 0.082 6.033 1.012 5.294 0.291 2.68× 104 1.37× 105
36 1.039 0.069 1.937 1.120 4.023 0.267 0 2.99× 106
37 1.146 0.091 9.122 1.511 5.183 0.513 0 1.88× 103
38 1.228 0.073 7.821 1.128 4.801 0.325 0 2.29× 104
39 0.589 0.091 9.443 2.771 5.313 1.080 3.61× 104 1.55× 104
40 0.389 0.015 5.342 0.584 3.880 0.187 1.18× 105 2.85× 104
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Table C.3: (continued) A list of parameters and variances estimated by fitting the experimental properties to the RD-5-3 model,
as well as the AIC for both neutral and stability-affected surface pressure spectra. See the beginning of this Appendix for
further information.
C (m2/s2) δC (m2/s2) λ(m) δλ (m) Υ δΥ ∆0 ∆
41 0.294 0.016 5.944 0.750 4.085 0.300 3.17× 105 2.96× 105
42 0.312 0.017 10.222 1.216 3.752 0.289 9.10× 103 6.48× 104
43 0.699 0.131 18.167 5.999 4.353 1.103 2.24× 104 6.12× 104
44 0.774 0.071 12.790 2.198 5.115 0.605 0 3.87× 104
45 0.649 0.072 12.554 2.623 5.212 0.748 0 1.16× 104
46 0.718 0.107 17.712 4.819 4.100 0.833 1.52× 103 2.95× 104
47 0.622 0.040 3.057 1.129 3.700 0.228 2.56× 105 0
48 0.629 0.027 5.088 0.796 4.061 0.169 8.12× 104 1.56× 104
49 0.146 0.022 10.709 3.159 4.470 0.956 1.61× 105 1.64× 104
50 1.437 0.113 13.733 2.209 4.371 0.401 0 1.14× 104
51 1.573 0.127 9.997 1.995 4.317 0.316 3.78× 103 2.93× 104
52 1.548 0.131 12.448 2.202 4.688 0.463 9.07× 103 5.62× 104
53 1.292 0.138 14.531 2.954 4.803 0.656 6.04× 103 5.31× 104
54 1.756 0.208 18.040 3.852 4.962 0.742 0 5.11× 104
55 1.413 0.090 11.652 1.587 4.560 0.332 1.30× 104 2.20× 104
56 1.135 0.146 18.295 4.398 3.990 0.690 0 8.51× 103
57 1.038 0.099 15.535 2.894 4.208 0.508 1.07× 104 3.04× 104
58 1.210 0.127 16.933 3.408 4.592 0.612 2.12× 104 7.31× 104
59 1.403 0.169 17.948 4.015 4.330 0.679 0 2.64× 104
60 0.860 0.099 6.484 2.390 3.511 0.335 1.14× 105 1.96× 105
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Table C.3: (continued) A list of parameters and variances estimated by fitting the experimental properties to the RD-5-3 model,
as well as the AIC for both neutral and stability-affected surface pressure spectra. See the beginning of this Appendix for
further information.
C (m2/s2) δC (m2/s2) λ(m) δλ (m) Υ δΥ ∆0 ∆
61 0.017 0.019 45.099 50.722 0.000 58.440 7.02× 1015 7.10× 109
62 0.046 0.003 2.023 0.491 3.248 0.296 1.00× 106 1.19× 105
63 0.068 0.031 13.248 10.502 0.000 0.001 2.72× 105 4.42× 104
64 0.219 0.562 58.570 150.483 0.000 0.007 1.31× 105 2.73× 104
65 0.195 0.013 8.153 1.228 2.656 0.302 1.72× 104 3.47× 105
66 0.604 0.112 29.527 9.503 3.535 0.959 2.49× 104 8.14× 104
67 0.908 0.586 45.791 48.893 3.545 3.301 5.22× 103 7.62× 104
68 0.680 0.039 5.681 0.976 4.548 0.289 4.63× 104 2.59× 105
69 0.839 0.052 7.189 1.116 4.877 0.350 1.21× 104 5.82× 104
70 0.632 0.032 5.535 0.799 4.718 0.281 3.70× 104 7.43× 103
71 0.534 0.029 3.866 0.909 4.014 0.218 1.33× 105 3.60× 104
72 0.502 0.024 3.327 0.782 3.815 0.184 3.01× 105 4.26× 104
73 0.656 0.030 6.607 0.765 4.515 0.250 1.36× 105 1.89× 104
74 0.502 0.022 4.317 0.739 3.955 0.181 1.49× 105 2.34× 104
75 0.451 0.022 3.517 0.767 3.804 0.198 2.04× 105 2.93× 104
76 0.376 0.018 8.387 0.879 3.939 0.252 9.38× 103 5.94× 105
77 0.517 0.051 15.180 2.811 4.025 0.558 3.29× 104 2.49× 105
78 0.737 0.178 24.658 10.287 4.996 1.625 3.75× 104 1.50× 105
79 0.993 0.674 52.077 58.916 3.893 3.774 5.92× 105 7.17× 105
80 0.307 0.189 37.272 39.555 2.850 2.769 1.35× 105 1.44× 105
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Table C.4: A list of parameters and variances estimated by fitting the experimental properties
to the RD-1-3 model, as well as the AIC for both neutral and stability-affected surface
pressure spectra. See the beginning of this Appendix for further information.
C (m2/s2) δC (m2/s2) λ(m) δλ (m) ∆0 ∆
1 0.436 0.027 45.850 3.384 3.79× 104 0
2 1.520 0.217 143.213 20.815 9.77× 103 1.65× 105
3 1.273 0.116 50.533 6.896 1.58× 104 1.54× 104
4 0.744 0.116 25.168 6.770 2.91× 104 2.84× 104
5 0.324 0.033 5.819 2.051 7.66× 104 0
6 0.532 0.067 26.809 5.935 3.12× 104 2.61× 104
7 1.071 0.099 46.750 6.907 0 9.28× 103
8 1.116 0.088 44.856 5.539 0 1.39× 104
9 1.248 0.079 68.438 5.897 0 1.41× 104
10 2.495 0.189 109.689 10.762 5.63× 103 2.16× 103
11 3.192 0.357 115.942 17.104 1.86× 103 0
12 3.283 0.426 74.361 14.573 8.91× 103 0
13 3.560 0.461 118.979 18.256 5.38× 103 0
14 2.277 0.463 169.871 37.021 3.20× 104 7.73× 104
15 1.250 0.333 152.783 41.402 1.97× 104 1.17× 104
16 1.641 0.205 92.701 13.557 1.94× 104 1.96× 104
17 0.605 0.152 110.875 28.989 4.84× 104 1.27× 104
18 0.423 0.124 116.334 34.502 1.24× 105 5.49× 104
19 0.361 0.031 57.275 6.127 4.95× 104 7.17× 103
20 0.607 0.043 64.444 5.398 5.45× 104 6.92× 103
21 0.599 0.146 102.011 25.598 6.86× 104 3.11× 104
22 0.529 0.035 41.146 4.092 1.04× 105 4.59× 104
23 0.673 0.043 43.304 4.055 9.72× 103 2.42× 103
24 0.506 0.041 24.386 3.306 2.05× 104 6.47× 103
25 0.383 0.026 26.823 3.158 2.39× 104 5.11× 103
26 1.195 0.142 32.521 6.357 1.68× 102 0
27 2.573 0.540 43.626 14.843 7.48× 103 0
28 2.986 1.067 41.523 24.093 5.54× 103 0
29 3.494 0.727 46.526 16.132 5.93× 103 4.06× 103
30 3.405 1.303 41.523 25.860 8.21× 103 0
31 3.616 0.837 54.313 19.518 1.02× 104 9.83× 103
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Table C.4: (continued) A list of parameters and variances estimated by fitting the experimen-
tal properties to the RD-1-3 model, as well as the AIC for both neutral and stability-affected
surface pressure spectra. See the beginning of this Appendix for further information.
C (m2/s2) δC (m2/s2) λ(m) δλ (m) ∆0 ∆
32 3.204 0.641 48.328 16.224 7.47× 103 0
33 3.311 1.267 41.523 25.500 6.44× 103 0
34 0.970 0.063 1.587 1.557 3.60× 107 6.88× 107
35 3.396 0.606 55.646 15.485 4.80× 103 0
36 0.821 0.057 2.348 1.118 8.38× 106 1.48× 107
37 2.715 0.270 71.297 9.869 3.20× 104 3.16× 104
38 2.725 0.295 57.379 9.509 5.19× 104 5.28× 104
39 1.419 0.186 75.019 11.388 1.04× 104 5.20× 103
40 0.707 0.050 31.730 3.644 8.23× 104 6.96× 104
41 0.558 0.040 36.653 4.003 0 3.89× 103
42 0.629 0.047 51.003 5.628 0 1.63× 104
43 1.675 0.205 99.776 13.982 4.46× 104 5.94× 104
44 1.932 0.173 91.606 10.481 4.02× 104 5.72× 104
45 1.631 0.176 92.425 12.578 3.07× 104 3.18× 104
46 1.653 0.183 91.245 12.814 9.58× 103 1.42× 104
47 0.476 0.054 2.222 2.311 7.45× 106 5.53× 106
48 1.152 0.265 32.451 12.428 2.13× 104 2.37× 104
49 0.326 0.037 66.282 7.938 2.93× 104 1.13× 104
50 3.337 0.392 80.041 14.360 1.66× 104 1.28× 104
51 3.665 0.665 67.541 18.688 8.89× 103 0
52 3.688 0.476 81.104 15.956 1.26× 104 0
53 3.179 0.361 94.325 14.479 6.08× 103 0
54 4.551 0.511 118.483 17.620 9.17× 103 3.44× 102
55 3.269 0.378 73.528 12.674 2.02× 103 0
56 2.585 0.298 91.774 14.407 1.01× 104 8.95× 103
57 2.387 0.290 84.558 14.979 1.69× 104 1.72× 104
58 2.969 0.353 101.599 17.204 4.52× 103 0
59 3.348 0.384 99.134 15.664 1.80× 104 1.75× 104
60 1.790 0.560 42.047 21.170 1.90× 104 1.93× 104
61 0.017 0.021 45.083 57.144 7.01× 1015 7.09× 109
62 0.062 0.002 11.957 0.739 1.37× 105 1.22× 104
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Table C.4: (continued) A list of parameters and variances estimated by fitting the experimen-
tal properties to the RD-1-3 model, as well as the AIC for both neutral and stability-affected
surface pressure spectra. See the beginning of this Appendix for further information.
C (m2/s2) δC (m2/s2) λ(m) δλ (m) ∆0 ∆
63 0.068 0.004 13.248 1.494 2.72× 105 4.42× 104
64 0.219 0.082 58.570 22.274 1.31× 105 2.72× 104
65 0.318 0.008 27.494 0.895 3.08× 103 3.87× 104
66 1.337 0.110 120.343 10.582 1.51× 104 4.73× 104
67 2.072 0.498 182.023 44.457 0 3.18× 104
68 1.378 0.210 42.534 10.277 7.66× 103 0
69 1.841 0.244 55.246 11.090 9.73× 103 0
70 1.287 0.155 43.085 8.135 0 8.61× 103
71 0.883 0.242 24.520 11.619 1.40× 104 1.50× 104
72 0.577 0.348 10.973 14.778 3.70× 104 1.54× 103
73 1.345 0.140 45.768 7.484 0 5.99× 103
74 0.842 0.154 25.721 8.264 0 7.31× 103
75 0.679 0.168 19.401 8.874 4.95× 103 6.55× 103
76 0.754 0.049 45.993 4.410 0 2.98× 104
77 1.156 0.082 77.427 6.717 4.32× 103 6.22× 104
78 1.993 0.269 155.333 21.434 8.03× 104 1.65× 105
79 2.429 0.573 228.482 54.395 7.18× 105 8.36× 105
80 0.604 0.126 117.846 24.636 1.74× 105 1.83× 105
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APPENDIX D: MEASURED AND PREDICTED SURFACE PRESSURE SPECTRA
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This appendix compiles all comparisons of the experimentally-estimated surface pres-
sure spectrum from each stationary half-hour interval analyzed with the model spectra com-
puted for the the mirror flow (MF-1-3), RDT without shear anisotropy (RD-1-3), and shear-
anisotropic RDT (RD-5-3) model fits, for both neutral and stability-dependent cases. Each
figure number corresponds with the block numbers listed in the tables in Appendix C. For
quick reference, the parameters for best model fit, as determined by the minimum AIC value
between all six model computations, are listed in each figure caption, as well as the mean
wind speed at 2.25 meters. The wavenumber at which spatial attenuation effects will become
important, kd = d−1, is marked in each plot by the vertical dashed line. A legend for each of
the model plot lines is given in Table 7.5. Dashed lines correspond with models that neglect
effects of stratification, i.e. L → ∞, while solid lines are models that include effects of the
M-O similar stability-dependent shear rate.
Fit Designation Model L→∞ Υ 6= 0 Plot Line
— Experimental — —
MF-1-3 Mirror Flow X —
MF-1-3 Mirror Flow — —
RD-1-3 RDT X —
RD-1-3 RDT — —
RD-5-3 RDT X X
RD-5-3 RDT — X
Table D.1: Legend for the pressure spectra model plots (repeated from Table 7.5).
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Figure D.1: Comparison of surface pressure spectrum estimate and computed models for
block 1. Best model as determined by AIC is RD-1-3, , with C = 0.436 m2/s2,
λ = 45.8 m, and L = −2.13× 10−1 m. Mean wind speed at 2.25 m was 1.82 m/s.
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Figure D.2: Comparison of surface pressure spectrum estimate and computed models for
block 2. Best model as determined by AIC is MF-1-3, , with C = 1.860 m2/s2,
λ = 117.0 m, and L→∞. Mean wind speed at 2.25 m was 1.81 m/s.
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Figure D.3: Comparison of surface pressure spectrum estimate and computed models for
block 3. Best model as determined by AIC is MF-1-3, , with C = 1.544 m2/s2,
λ = 42.2 m, and L = −4.20× 102 m. Mean wind speed at 2.25 m was 4.29 m/s.
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Figure D.4: Comparison of surface pressure spectrum estimate and computed models for
block 4. Best model as determined by AIC is MF-1-3, , with C = 0.912 m2/s2,
λ = 22.3 m, and L→∞. Mean wind speed at 2.25 m was 3.94 m/s.
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Figure D.5: Comparison of surface pressure spectrum estimate and computed models for
block 5. Best model as determined by AIC is RD-1-3, , with C = 0.324 m2/s2,
λ = 5.8 m, and L = 3.40× 101 m. Mean wind speed at 2.25 m was 3.51 m/s.
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Figure D.6: Comparison of surface pressure spectrum estimate and computed models for
block 6. Best model as determined by AIC is MF-1-3, , with C = 0.646 m2/s2,
λ = 23.4 m, and L→∞. Mean wind speed at 2.25 m was 3.18 m/s.
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Figure D.7: Comparison of surface pressure spectrum estimate and computed models for
block 7. Best model as determined by AIC is RD-1-3, , with C = 1.071 m2/s2,
λ = 46.8 m, and L→∞. Mean wind speed at 2.25 m was 4.40 m/s.
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Figure D.8: Comparison of surface pressure spectrum estimate and computed models for
block 8. Best model as determined by AIC is RD-1-3, , with C = 1.116 m2/s2,
λ = 44.9 m, and L→∞. Mean wind speed at 2.25 m was 4.38 m/s.
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Figure D.9: Comparison of surface pressure spectrum estimate and computed models for
block 9. Best model as determined by AIC is RD-1-3, , with C = 1.248 m2/s2,
λ = 68.4 m, and L→∞. Mean wind speed at 2.25 m was 4.14 m/s.
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Figure D.10: Comparison of surface pressure spectrum estimate and computed models for
block 10. Best model as determined by AIC is RD-5-3, , with C = 0.959 m2/s2,
λ = 15.6 m, Υ = 5.19 , and L→∞. Mean wind speed at 2.25 m was 5.08 m/s.
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Figure D.11: Comparison of surface pressure spectrum estimate and computed models for
block 11. Best model as determined by AIC is RD-1-3, , with C = 3.192 m2/s2,
λ = 115.9 m, and L = −2.65× 101 m. Mean wind speed at 2.25 m was 5.82 m/s.
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Figure D.12: Comparison of surface pressure spectrum estimate and computed models for
block 12. Best model as determined by AIC is RD-1-3, , with C = 3.283 m2/s2,
λ = 74.4 m, and L = −2.72× 101 m. Mean wind speed at 2.25 m was 6.87 m/s.
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Figure D.13: Comparison of surface pressure spectrum estimate and computed models for
block 13. Best model as determined by AIC is RD-1-3, , with C = 3.560 m2/s2,
λ = 119.0 m, and L = −8.69× 101 m. Mean wind speed at 2.25 m was 6.13 m/s.
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Figure D.14: Comparison of surface pressure spectrum estimate and computed models for
block 14. Best model as determined by AIC is MF-1-3, , with C = 2.784 m2/s2,
λ = 139.0 m, and L = −1.71× 101 m. Mean wind speed at 2.25 m was 4.40 m/s.
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Figure D.15: Comparison of surface pressure spectrum estimate and computed models for
block 15. Best model as determined by AIC is MF-1-3, , with C = 1.530 m2/s2,
λ = 124.8 m, and L→∞. Mean wind speed at 2.25 m was 3.12 m/s.
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Figure D.16: Comparison of surface pressure spectrum estimate and computed models for
block 16. Best model as determined by AIC is MF-1-3, , with C = 1.998 m2/s2,
λ = 76.1 m, and L→∞. Mean wind speed at 2.25 m was 4.46 m/s.
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Figure D.17: Comparison of surface pressure spectrum estimate and computed models for
block 17. Best model as determined by AIC is MF-1-3, , with C = 0.738 m2/s2,
λ = 90.9 m, and L = 4.88× 101 m. Mean wind speed at 2.25 m was 1.94 m/s.
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Figure D.18: Comparison of surface pressure spectrum estimate and computed models for
block 18. Best model as determined by AIC is MF-1-3, , with C = 0.517 m2/s2,
λ = 95.2 m, and L = 4.18× 101 m. Mean wind speed at 2.25 m was 1.85 m/s.
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Figure D.19: Comparison of surface pressure spectrum estimate and computed models for
block 19. Best model as determined by AIC is MF-1-3, , with C = 0.436 m2/s2,
λ = 47.4 m, and L = 4.91× 101 m. Mean wind speed at 2.25 m was 2.06 m/s.
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Figure D.20: Comparison of surface pressure spectrum estimate and computed models for
block 20. Best model as determined by AIC is MF-1-3, , with C = 0.736 m2/s2,
λ = 53.1 m, and L = 5.46× 101 m. Mean wind speed at 2.25 m was 2.29 m/s.
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Figure D.21: Comparison of surface pressure spectrum estimate and computed models for
block 21. Best model as determined by AIC is MF-1-3, , with C = 0.730 m2/s2,
λ = 83.7 m, and L = 5.57× 101 m. Mean wind speed at 2.25 m was 2.15 m/s.
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Figure D.22: Comparison of surface pressure spectrum estimate and computed models for
block 22. Best model as determined by AIC is MF-1-3, , with C = 0.637 m2/s2,
λ = 34.1 m, and L = 5.58× 101 m. Mean wind speed at 2.25 m was 2.55 m/s.
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Figure D.23: Comparison of surface pressure spectrum estimate and computed models for
block 23. Best model as determined by AIC is MF-1-3, , with C = 0.811 m2/s2,
λ = 36.0 m, and L→∞. Mean wind speed at 2.25 m was 3.08 m/s.
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Figure D.24: Comparison of surface pressure spectrum estimate and computed models for
block 24. Best model as determined by AIC is MF-1-3, , with C = 0.598 m2/s2,
λ = 20.4 m, and L = 7.04× 101 m. Mean wind speed at 2.25 m was 3.03 m/s.
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Figure D.25: Comparison of surface pressure spectrum estimate and computed models for
block 25. Best model as determined by AIC is MF-1-3, , with C = 0.457 m2/s2,
λ = 22.7 m, and L = 5.46× 101 m. Mean wind speed at 2.25 m was 2.63 m/s.
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Figure D.26: Comparison of surface pressure spectrum estimate and computed models for
block 26. Best model as determined by AIC is RD-1-3, , with C = 1.195 m2/s2,
λ = 32.5 m, and L = 3.71× 102 m. Mean wind speed at 2.25 m was 4.48 m/s.
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Figure D.27: Comparison of surface pressure spectrum estimate and computed models for
block 27. Best model as determined by AIC is RD-1-3, , with C = 2.573 m2/s2,
λ = 43.6 m, and L = −1.07× 102 m. Mean wind speed at 2.25 m was 6.65 m/s.
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Figure D.28: Comparison of surface pressure spectrum estimate and computed models for
block 28. Best model as determined by AIC is RD-1-3, , with C = 2.986 m2/s2,
λ = 41.5 m, and L = −8.55× 101 m. Mean wind speed at 2.25 m was 7.30 m/s.
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Figure D.29: Comparison of surface pressure spectrum estimate and computed models for
block 29. Best model as determined by AIC is MF-1-3, , with C = 4.367 m2/s2,
λ = 40.9 m, and L = −1.14× 102 m. Mean wind speed at 2.25 m was 7.36 m/s.
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Figure D.30: Comparison of surface pressure spectrum estimate and computed models for
block 30. Best model as determined by AIC is RD-1-3, , with C = 3.405 m2/s2,
λ = 41.5 m, and L = −3.83× 101 m. Mean wind speed at 2.25 m was 7.75 m/s.
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Figure D.31: Comparison of surface pressure spectrum estimate and computed models for
block 31. Best model as determined by AIC is MF-1-3, , with C = 4.450 m2/s2,
λ = 46.2 m, and L = −5.66× 101 m. Mean wind speed at 2.25 m was 7.61 m/s.
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Figure D.32: Comparison of surface pressure spectrum estimate and computed models for
block 32. Best model as determined by AIC is RD-1-3, , with C = 3.204 m2/s2,
λ = 48.3 m, and L = −8.28× 101 m. Mean wind speed at 2.25 m was 7.18 m/s.
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Figure D.33: Comparison of surface pressure spectrum estimate and computed models for
block 33. Best model as determined by AIC is RD-1-3, , with C = 3.311 m2/s2,
λ = 41.5 m, and L = −8.12× 101 m. Mean wind speed at 2.25 m was 7.77 m/s.
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Figure D.34: Comparison of surface pressure spectrum estimate and computed models for
block 34. Best model as determined by AIC is RD-5-3, , with C = 1.281 m2/s2,
λ = 1.8 m, Υ = 4.25 , and L→∞. Mean wind speed at 2.25 m was 7.88 m/s.
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Figure D.35: Comparison of surface pressure spectrum estimate and computed models for
block 35. Best model as determined by AIC is RD-1-3, , with C = 3.396 m2/s2,
λ = 55.6 m, and L = −6.63× 101 m. Mean wind speed at 2.25 m was 6.86 m/s.
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Figure D.36: Comparison of surface pressure spectrum estimate and computed models for
block 36. Best model as determined by AIC is RD-5-3, , with C = 1.039 m2/s2,
λ = 1.9 m, Υ = 4.02 , and L→∞. Mean wind speed at 2.25 m was 6.65 m/s.
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Figure D.37: Comparison of surface pressure spectrum estimate and computed models for
block 37. Best model as determined by AIC is RD-5-3, , with C = 1.146 m2/s2,
λ = 9.1 m, Υ = 5.18 , and L→∞. Mean wind speed at 2.25 m was 5.91 m/s.
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Figure D.38: Comparison of surface pressure spectrum estimate and computed models for
block 38. Best model as determined by AIC is RD-5-3, , with C = 1.228 m2/s2,
λ = 7.8 m, Υ = 4.80 , and L→∞. Mean wind speed at 2.25 m was 6.18 m/s.
265
10−1 100 101
k1 (m
−1)
10−7
10−5
10−3
10−1
101
F
p
p
(k
1
)
(P
a2
·
m
)
Figure D.39: Comparison of surface pressure spectrum estimate and computed models for
block 39. Best model as determined by AIC is MF-1-3, , with C = 1.723 m2/s2,
λ = 61.8 m, and L→∞. Mean wind speed at 2.25 m was 3.64 m/s.
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Figure D.40: Comparison of surface pressure spectrum estimate and computed models for
block 40. Best model as determined by AIC is MF-1-3, , with C = 0.844 m2/s2,
λ = 26.4 m, and L→∞. Mean wind speed at 2.25 m was 3.40 m/s.
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Figure D.41: Comparison of surface pressure spectrum estimate and computed models for
block 41. Best model as determined by AIC is RD-1-3, , with C = 0.558 m2/s2,
λ = 36.7 m, and L→∞. Mean wind speed at 2.25 m was 3.03 m/s.
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Figure D.42: Comparison of surface pressure spectrum estimate and computed models for
block 42. Best model as determined by AIC is RD-1-3, , with C = 0.629 m2/s2,
λ = 51.0 m, and L→∞. Mean wind speed at 2.25 m was 3.35 m/s.
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Figure D.43: Comparison of surface pressure spectrum estimate and computed models for
block 43. Best model as determined by AIC is MF-1-3, , with C = 2.042 m2/s2,
λ = 81.9 m, and L = −4.89× 101 m. Mean wind speed at 2.25 m was 3.91 m/s.
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Figure D.44: Comparison of surface pressure spectrum estimate and computed models for
block 44. Best model as determined by AIC is RD-5-3, , with C = 0.774 m2/s2,
λ = 12.8 m, Υ = 5.12 , and L→∞. Mean wind speed at 2.25 m was 4.82 m/s.
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Figure D.45: Comparison of surface pressure spectrum estimate and computed models for
block 45. Best model as determined by AIC is RD-5-3, , with C = 0.649 m2/s2,
λ = 12.6 m, Υ = 5.21 , and L→∞. Mean wind speed at 2.25 m was 4.55 m/s.
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Figure D.46: Comparison of surface pressure spectrum estimate and computed models for
block 46. Best model as determined by AIC is MF-1-3, , with C = 2.013 m2/s2,
λ = 74.8 m, and L = −4.58× 101 m. Mean wind speed at 2.25 m was 4.53 m/s.
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Figure D.47: Comparison of surface pressure spectrum estimate and computed models for
block 47. Best model as determined by AIC is RD-5-3, , with C = 0.622 m2/s2,
λ = 3.1 m, Υ = 3.70 , and L = 1.65× 102 m. Mean wind speed at 2.25 m was 5.61 m/s.
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Figure D.48: Comparison of surface pressure spectrum estimate and computed models for
block 48. Best model as determined by AIC is MF-1-3, , with C = 1.435 m2/s2,
λ = 29.0 m, and L→∞. Mean wind speed at 2.25 m was 5.18 m/s.
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Figure D.49: Comparison of surface pressure spectrum estimate and computed models for
block 49. Best model as determined by AIC is MF-1-3, , with C = 0.396 m2/s2,
λ = 54.7 m, and L = 4.17× 101 m. Mean wind speed at 2.25 m was 2.49 m/s.
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Figure D.50: Comparison of surface pressure spectrum estimate and computed models for
block 50. Best model as determined by AIC is RD-5-3, , with C = 1.437 m2/s2,
λ = 13.7 m, Υ = 4.37 , and L→∞. Mean wind speed at 2.25 m was 6.88 m/s.
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Figure D.51: Comparison of surface pressure spectrum estimate and computed models for
block 51. Best model as determined by AIC is RD-1-3, , with C = 3.665 m2/s2,
λ = 67.5 m, and L = −1.33× 102 m. Mean wind speed at 2.25 m was 7.59 m/s.
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Figure D.52: Comparison of surface pressure spectrum estimate and computed models for
block 52. Best model as determined by AIC is RD-1-3, , with C = 3.688 m2/s2,
λ = 81.1 m, and L = −5.71× 101 m. Mean wind speed at 2.25 m was 7.31 m/s.
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Figure D.53: Comparison of surface pressure spectrum estimate and computed models for
block 53. Best model as determined by AIC is RD-1-3, , with C = 3.179 m2/s2,
λ = 94.3 m, and L = −5.99× 101 m. Mean wind speed at 2.25 m was 6.46 m/s.
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Figure D.54: Comparison of surface pressure spectrum estimate and computed models for
block 54. Best model as determined by AIC is RD-5-3, , with C = 1.756 m2/s2,
λ = 18.0 m, Υ = 4.96 , and L→∞. Mean wind speed at 2.25 m was 7.18 m/s.
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Figure D.55: Comparison of surface pressure spectrum estimate and computed models for
block 55. Best model as determined by AIC is RD-1-3, , with C = 3.269 m2/s2,
λ = 73.5 m, and L = −5.53× 102 m. Mean wind speed at 2.25 m was 6.61 m/s.
10−1 100 101
k1 (m
−1)
10−6
10−4
10−2
100
102
F
p
p
(k
1
)
(P
a2
·
m
)
Figure D.56: Comparison of surface pressure spectrum estimate and computed models for
block 56. Best model as determined by AIC is RD-5-3, , with C = 1.135 m2/s2,
λ = 18.3 m, Υ = 3.99 , and L→∞. Mean wind speed at 2.25 m was 5.78 m/s.
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Figure D.57: Comparison of surface pressure spectrum estimate and computed models for
block 57. Best model as determined by AIC is MF-1-3, , with C = 2.912 m2/s2,
λ = 69.9 m, and L = −1.77× 102 m. Mean wind speed at 2.25 m was 5.61 m/s.
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Figure D.58: Comparison of surface pressure spectrum estimate and computed models for
block 58. Best model as determined by AIC is RD-1-3, , with C = 2.969 m2/s2,
λ = 101.6 m, and L = −6.17× 101 m. Mean wind speed at 2.25 m was 6.10 m/s.
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Figure D.59: Comparison of surface pressure spectrum estimate and computed models for
block 59. Best model as determined by AIC is RD-5-3, , with C = 1.403 m2/s2,
λ = 17.9 m, Υ = 4.33 , and L→∞. Mean wind speed at 2.25 m was 6.59 m/s.
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Figure D.60: Comparison of surface pressure spectrum estimate and computed models for
block 60. Best model as determined by AIC is MF-1-3, , with C = 2.306 m2/s2,
λ = 39.0 m, and L = −2.49× 102 m. Mean wind speed at 2.25 m was 6.00 m/s.
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Figure D.61: Comparison of surface pressure spectrum estimate and computed models for
block 61. Best model as determined by AIC is MF-1-3, , with C = 0.023 m2/s2,
λ = 33.2 m, and L = 3.45× 10−4 m. Mean wind speed at 2.25 m was 0.34 m/s.
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Figure D.62: Comparison of surface pressure spectrum estimate and computed models for
block 62. Best model as determined by AIC is MF-1-3, , with C = 0.071 m2/s2,
λ = 10.3 m, and L = 9.37× 100 m. Mean wind speed at 2.25 m was 1.36 m/s.
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Figure D.63: Comparison of surface pressure spectrum estimate and computed models for
block 63. Best model as determined by AIC is MF-1-3, , with C = 0.079 m2/s2,
λ = 11.5 m, and L = 1.12× 101 m. Mean wind speed at 2.25 m was 1.47 m/s.
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Figure D.64: Comparison of surface pressure spectrum estimate and computed models for
block 64. Best model as determined by AIC is MF-1-3, , with C = 0.265 m2/s2,
λ = 48.4 m, and L = 1.15× 101 m. Mean wind speed at 2.25 m was 1.59 m/s.
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Figure D.65: Comparison of surface pressure spectrum estimate and computed models for
block 65. Best model as determined by AIC is MF-1-3, , with C = 0.380 m2/s2,
λ = 23.1 m, and L = −3.03× 10−1 m. Mean wind speed at 2.25 m was 1.80 m/s.
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Figure D.66: Comparison of surface pressure spectrum estimate and computed models for
block 66. Best model as determined by AIC is MF-1-3, , with C = 1.635 m2/s2,
λ = 98.5 m, and L→∞. Mean wind speed at 2.25 m was 2.40 m/s.
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Figure D.67: Comparison of surface pressure spectrum estimate and computed models for
block 67. Best model as determined by AIC is RD-1-3, , with C = 2.072 m2/s2,
λ = 182.0 m, and L→∞. Mean wind speed at 2.25 m was 3.23 m/s.
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Figure D.68: Comparison of surface pressure spectrum estimate and computed models for
block 68. Best model as determined by AIC is RD-1-3, , with C = 1.378 m2/s2,
λ = 42.5 m, and L = −1.37× 101 m. Mean wind speed at 2.25 m was 4.81 m/s.
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Figure D.69: Comparison of surface pressure spectrum estimate and computed models for
block 69. Best model as determined by AIC is RD-1-3, , with C = 1.841 m2/s2,
λ = 55.2 m, and L = −4.66× 101 m. Mean wind speed at 2.25 m was 5.17 m/s.
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Figure D.70: Comparison of surface pressure spectrum estimate and computed models for
block 70. Best model as determined by AIC is RD-1-3, , with C = 1.287 m2/s2,
λ = 43.1 m, and L→∞. Mean wind speed at 2.25 m was 4.48 m/s.
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Figure D.71: Comparison of surface pressure spectrum estimate and computed models for
block 71. Best model as determined by AIC is MF-1-3, , with C = 1.118 m2/s2,
λ = 23.1 m, and L→∞. Mean wind speed at 2.25 m was 4.38 m/s.
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Figure D.72: Comparison of surface pressure spectrum estimate and computed models for
block 72. Best model as determined by AIC is MF-1-3, , with C = 0.904 m2/s2,
λ = 16.9 m, and L→∞. Mean wind speed at 2.25 m was 4.28 m/s.
282
10−1 100 101
k1 (m
−1)
10−6
10−4
10−2
100
102
F
p
p
(k
1
)
(P
a2
·
m
)
Figure D.73: Comparison of surface pressure spectrum estimate and computed models for
block 73. Best model as determined by AIC is RD-1-3, , with C = 1.345 m2/s2,
λ = 45.8 m, and L→∞. Mean wind speed at 2.25 m was 4.53 m/s.
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Figure D.74: Comparison of surface pressure spectrum estimate and computed models for
block 74. Best model as determined by AIC is RD-1-3, , with C = 0.842 m2/s2,
λ = 25.7 m, and L→∞. Mean wind speed at 2.25 m was 4.13 m/s.
283
10−1 100 101
k1 (m
−1)
10−7
10−5
10−3
10−1
101
F
p
p
(k
1
)
(P
a2
·
m
)
Figure D.75: Comparison of surface pressure spectrum estimate and computed models for
block 75. Best model as determined by AIC is MF-1-3, , with C = 0.889 m2/s2,
λ = 19.8 m, and L→∞. Mean wind speed at 2.25 m was 3.89 m/s.
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Figure D.76: Comparison of surface pressure spectrum estimate and computed models for
block 76. Best model as determined by AIC is RD-1-3, , with C = 0.754 m2/s2,
λ = 46.0 m, and L→∞. Mean wind speed at 2.25 m was 3.67 m/s.
284
10−1 100 101
k1 (m
−1)
10−8
10−6
10−4
10−2
100
102
F
p
p
(k
1
)
(P
a2
·
m
)
Figure D.77: Comparison of surface pressure spectrum estimate and computed models for
block 77. Best model as determined by AIC is MF-1-3, , with C = 1.405 m2/s2,
λ = 63.7 m, and L = −7.77× 100 m. Mean wind speed at 2.25 m was 3.27 m/s.
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Figure D.78: Comparison of surface pressure spectrum estimate and computed models for
block 78. Best model as determined by AIC is MF-1-3, , with C = 2.439 m2/s2,
λ = 126.9 m, and L = −1.07× 101 m. Mean wind speed at 2.25 m was 3.29 m/s.
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Figure D.79: Comparison of surface pressure spectrum estimate and computed models for
block 79. Best model as determined by AIC is MF-1-3, , with C = 2.975 m2/s2,
λ = 186.5 m, and L→∞. Mean wind speed at 2.25 m was 2.24 m/s.
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Figure D.80: Comparison of surface pressure spectrum estimate and computed models for
block 80. Best model as determined by AIC is MF-1-3, , with C = 0.738 m2/s2,
λ = 96.4 m, and L→∞. Mean wind speed at 2.25 m was 1.25 m/s.
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