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Abstract
In [1, 2] authors provided preliminary results for synthesizing
speech from electroencephalography (EEG) features where they
first predict acoustic features from EEG features and then the
speech is reconstructed from the predicted acoustic features us-
ing griffin lim reconstruction algorithm. In this paper we first
introduce a deep learning model that takes raw EEG waveform
signals as input and directly produces audio waveform as out-
put. We then demonstrate predicting 16 different acoustic fea-
tures from EEG features. We demonstrate our results for both
spoken and listen condition in this paper. The results presented
in this paper shows how different acoustic features are related
to non-invasive neural EEG signals recorded during speech per-
ception and production.
Index Terms: electroencephalography (EEG), speech synthe-
sis, deep learning, technology accessibility
1. Introduction
Synthesizing speech from neural signals might help people with
speaking disabilities or disorders like aphasia, stuttering etc to
use virtual personal assistants like Bixby, Siri, Alexa etc there
by helping in improving technology accessibility. It might also
help people who can’t produce any voice at all like for exam-
ple people recovering from sever stroke or amyotrophic lateral
sclerosis (ALS) with speech restoration. So far most promis-
ing results on synthesizing speech from neural signals were ob-
tained using speech synthesis from invasive electrocorticogra-
phy (ECoG) neural signals where a subject need to undergo a
brain surgery to implant ECoG electrodes on the surface of the
brain. The ECoG signals offer very high temporal resolution,
good spatial resolution and signal to noise ratio. The works de-
scribed in references [3, 4, 5] provides results on synthesizing
intelligible speech from ECoG recordings. One major limita-
tion of ECoG approach is the requirement of brain surgery to
implant the electrodes which makes ECoG based speech pros-
thetic systems difficult to deploy and study.
On the other hand we have electroencephalography (EEG)
signals which is a non-invasive way of measuring electrical ac-
tivity of human brain where EEG sensors are placed on the scalp
of the subject to obtain the EEG readings. The EEG signals of-
fers high temporal resolution like ECoG signals, however the
major disadvantage of EEG is the spatial resolution and signal
to noise ratio offered are poor compared to ECoG. The non-
invasive nature of EEG makes it easy to study and deploy com-
pared to ECoG. Due to the poor signal to noise ratio offered
by EEG signals the performance or accuracy of EEG based
brain computer interface (BCI) systems are poor compared to
ECoG based BCI systems. In [6, 7, 8] authors demonstrated the
feasibility of performing continuous and silent speech recogni-
tion using EEG signals in presence and absence of background
noise. They used principles of automatic speech recognition
(ASR) to translate the EEG recordings to text. Their results
were demonstrated for limited English vocabulary. Similarly
in [9, 10] authors demonstrated speech recognition using ECoG
signals with better accuracy. One approach to synthesize speech
from EEG signals would be first use an EEG based continuous
speech recognizer to produce text from EEG and then use an
existing state of art text to speech (TTS) system to convert text
to sound. However this approach suffers from following lim-
itations - First of all the word error rates reported by current
existing EEG based continuous speech recognizer is very high
during test time [6, 8, 11] and then using a TTS system at the
final stage in the pipeline will introduce additional latency. It
is possible to produce personalized sound using speaker depen-
dent TTS but it is not clear how these systems will perform if the
speech is broken or distorted like in the case of speech from an
aphasia or stuttering patient. So an alternative approach would
be to produce speech directly from EEG signals. In [1] authors
provided preliminary results for synthesizing speech from EEG
features where they reconstruct speech waveform from the pre-
dicted acoustic features, however they were not able to produce
intelligible speech. In [2] authors improved the results pre-
sented in [1] by using attention mechanism [12] between the
encoder and decoder in their model and they also identified the
right sampling frequency to extract features to produce more
intelligible speech compared to [1]. However in [2] the speech
waveform constructed from the predicted acoustic features were
noisy.
In this paper we introduce a deep learning model that takes
raw EEG waveform signals as input and directly outputs speech
or audio waveform. We show that by this approach it is possi-
ble to produce audio waveform from EEG signal with less noise
compared to [2]. We were not able to produce intelligible audio
but the results presented in this paper along with results from [2]
shows further evidence on the future possibility of producing
high quality intelligible audio from EEG. We finally demon-
strate predicting sixteen different acoustic features from EEG
features in this paper. In [1, 2] authors demonstrated predicting
only one type of acoustic feature namely mel frequency cepstral
coefficients (MFCCs) from EEG features.
2. Deep Learning Models
Figure 1 explains the architecture of our speech synthesis
model. The model consists of a temporal convolutional net-
work (TCN) [13] layer with 256 filters which takes raw EEG
waveform signals from 31 channels as input and the features ex-
tracted by the TCN layer is up sampled at a rate of 15 (5 times
3). A dropout regularization [14] with dropout rate 0.2 and a
TCN layer with 32 filters is applied before the final up sam-
pling layer. The up sampled features are then passed to a time
distributed dense layer consisting of linear activation function
with one hidden unit which directly outputs the audio wave-
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form. The model was trained for 5000 epochs using adam [15]
optimizer with a batch size of 100. We used mean squared error
(MSE) as the loss function for the model.
For predicting different acoustic features from EEG fea-
tures we used a gated recurrent unit (GRU) [16] based regres-
sion model. The model consists of a single layer of GRU with
128 hidden units which takes EEG features of dimension 30 as
input and the GRU output features are passed to a dropout reg-
ularization with dropout rate 0.2 and then to a time distributed
dense layer with linear activation function. The number of hid-
den units in the time distributed dense layer was same as the
dimension of the acoustic feature type the model was predict-
ing for the given input EEG features. The model was trained for
500 epochs with a batch size of 100. The MSE was used as the
loss function for the model with adam as the optimizer.
Figure 1: Speech Synthesis Model
3. Data Sets used for performing
experiments
We used the Data set used by authors in [1] for this work. In
their experiment they first ask four subjects to listen to natural
English utterances and speak out loud the utterances that they
listened to. The EEG signals were recorded in parallel while
they were listening to the utterances known as listen EEG and
also the EEG signals were recorded in parallel while they were
speaking out the utterances known as spoken EEG. The listen-
ing utterances and their speech was also recorded. In this paper
by the term listen condition we refer to the problem of predict-
ing listening utterance waveform or listening utterance different
acoustic features from listen EEG waveform or listen EEG fea-
tures and by the term spoken condition we refer to the problem
of predicting spoken speech waveform or spoken speech dif-
ferent acoustic features from spoken EEG waveform or spoken
EEG features. More details of the experiment design for col-
lecting simultaneous speech and EEG data are covered in [1].
They used Brain product’s ActiChamp EEG amplifier.
Their EEG cap had 32 wet EEG electrodes including one elec-
trode as ground. It is based on standard 10-20 EEG sensor
placement method for 32 electrodes.
For each experiment set we used 80% of the data as training
set, remaining 10% as validation set and rest 10% as test set.
The train-test split was done randomly. There was no overlap
between training, testing and validation set. The way we splitted
data in this work is exactly same as the method used by authors
in [1, 2].
4. EEG and Speech feature extraction
details
We followed the same EEG preprocessing methods used by au-
thors in [2]. The EEG signals were sampled at 1000Hz and a
fourth order IIR band pass filter with cut off frequencies 0.1Hz
and 70Hz was applied. A notch filter with cut off frequency 60
Hz was used to remove the power line noise. The EEGlab’s [17]
Independent component analysis (ICA) toolbox was used to re-
move other biological signal artifacts like electrocardiography
(ECG), electromyography (EMG), electrooculography (EOG)
etc from the EEG signals. These EEG signals after artifact
removal or correction were fed to the speech synthesis model
described in Figure 1. Thus the model in Figure 1 took EEG
waveform from 31 channels as input as the 32nd channel was
ground.
We then extracted five statistical features for EEG, namely
root mean square, zero crossing rate, moving window average,
kurtosis and power spectral entropy [18] as explained by authors
in [7, 6] for the problem of predicting different acoustic features
from EEG features.
The recorded speech signal was sampled at 16KHz fre-
quency. It was then down sampled to 15KHz frequency. We
then extracted 16 different acoustic features namely power spec-
trogram of dimension 12, Constant-Q chromagram of dimen-
sion 12, chroma based features [19] of dimension 12, mel-
scaled spectrogram of dimension 128, root-mean-square (RMS)
of dimension one, spectral centroid of dimension one, spectral
bandwidth of dimension one, spectral contrast of dimension 7,
spectral flatness of dimension one, roll-off frequency of dimen-
sion one, coefficients of fitting a first order polynomial to the
columns of a spectrogram of dimension 2, tonal centroid fea-
tures [20] of dimension 6, zero-crossing rate of dimension one,
tempogram of dimension 384, loudness of dimension one and
pitch of dimension one.
The EEG features and all the audio features were extracted
at a sampling frequency of 31 Hz. In [2, 1] authors extracted
features at 100Hz, 32 Hz.
5. EEG Feature Dimension Reduction
Algorithm Details
We used kernel principal component analysis (KPCA) [21] to
de-noise the EEG feature space by performing dimension re-
duction for the extracted 155 EEG features (31 channel X 5
features) as explained by authors in [8, 1, 2]. By following the
dimension reduction method explained by authors in [8, 6] we
reduced 155 EEG features to a dimension of 30. More details
of explained variance plot used to identify the right feature di-
mension is covered in [8, 6]. We used a polynomial kernel with
degree 3 for performing kernel PCA.
6. Results
In [2] authors used mel cepstral distortion (MCD) [22] as the
performance metric during test time but since here we are di-
rectly producing audio waveform as the output we used root
mean squared error (RMSE) between the predicted audio wave-
form and ground truth audio waveform from test set as perfor-
Figure 2: Test time results for predicting different types of
acoustic features from EEG features for subject 1 for Listen
condition
Figure 3: Test time results for predicting different types of
acoustic features from EEG features for subject 2 for Spoken
condition
mance metric during test time for speech synthesis problem.
The Figure 6 shows the obtained test time results for speech
synthesis for four subjects for both spoken and listen condi-
tion. For spoken condition we observed lowest RMSE value
of 0.583 for subject 2 and for listen condition we observed low-
est RMSE value of 0.489 again for subject 2. The Figure 7
shows the visualization of the predicted waveform and ground
truth waveform from test set for a sample for subject 1 for spo-
ken condition. As seen from the plots, our predicted waveform
was comparable with the waveform reconstructed from the pre-
dicted MFCC or acoustic features explained in [2] in terms of
capturing very broad characteristics of the actual waveform for
the same transcript from the same subject, however we observed
that our predicted waveform had amplitude values amplified by
a bigger margin compared to the predicted waveform explained
in [2]. Figures 8 and 9 shows the corresponding spectrogram for
the actual and predicted waveform. As seen from the spectro-
grams, the predicted and actual waveform shared some features
Figure 4: Test time results for predicting different types of
acoustic features from EEG features for subject 2 for Listen
condition
in common in frequency domain.
Figure 5: Test time results for predicting different types of
acoustic features from EEG features for subject 1 for Spoken
condition
For predicting different acoustic features from EEG fea-
tures we again used RMSE as the performance metric during
test time. Figures 5 and 2 shows the test time results for subject
1 for spoken and listen condition. Figures 3 and 4 shows the
test time results for subject 2 for spoken and listen condition. In
the plots x axis label f1 corresponds to first type of acoustic fea-
ture (ie : power spectrogram of dimension 12), f2 corresponds
to second type of acoustic feature (ie: Constant-Q chromagram
of dimension 12) and so on. As seen from the plots we ob-
served highest RMSE value for predicting acoustic feature type
10 or f10 (ie: roll-off frequency of dimension one) for subject 1
and 2 for both listen and spoken condition. Similar results were
obtained for remaining subjects 3 and 4 as well.
Figure 6: Speech synthesis test time results for four subjects
Figure 7: Speech synthesis test time result for subject 1. The
text corresponding to actual waveform was ’Hi Bixby’
7. Conclusion and Future work
In this paper we demonstrated generating audio waveform di-
rectly from EEG waveform with low RMSE values during test
time using deep learning model. We further demonstrated pre-
dicting 16 different types of acoustic features from EEG fea-
tures. Even though we were able to generate audio waveform
only with very broad characteristics of the actual waveform,
our generated waveform was comparable to the waveform ex-
plained in [2] by visual inspection in terms of capturing the
broad characteristics of the actual audio. The results presented
in this paper along with the results explained in [2] further ad-
vances the research on speech synthesis using EEG.
Our future work will focus on developing highly intelligi-
ble audio waveform from EEG signals by overcoming the limi-
tations of this paper and [2].
Figure 8: Spectrogram of Actual Waveform. The text corre-
sponding to actual waveform was ’Hi Bixby’
Figure 9: Spectrogram of corresponding predicted Waveform
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