






































 本論文では，MAX-MIN Ant Systemの効率的なフェロモンの初期化法について論じる．
近年，群知能を利用した最適化手法が活発に研究されており，その一つにアントコロニ












 本研究では，まず現在までに提案されている ACO のフェロモンの初期化法に関して，
巡回セールスマン問題を対象に，系統的に比較検討を行った．その結果，安定して精度





を示した．よって本研究は，MAX-MIN Ant System の効率的なフェロモンの初期化法を
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[Holland 75]，焼きなまし法[Kirkpatrick 83][Cerny 85]，タブーサーチ[Glover 86]がある． 
近年，群知能をモデル化したメタヒューリスティクスが活発に研究されている．蟻の
行動をモデル化したアントコロニー最適化法（ACO）[Dorigo 91, 04]が提案された後，
鳥の行動をモデル化した Particle Swarm Optimization（PSO）[Kennedy 95][Poli 07][Banks 
07, 08]，蜂の行動をモデル化した Artificial Bee Colony Algorithm（ABC）[Karaboga 05, 08, 
12]が提案された．ACO と PSO は同時期に提案されているが，ACO の主な対象は組合
せ最適化問題であり，PSO の主な対象は関数最適化問題であるため，それぞれ独立に研
究が行われていた．ACO のワークショップ（ANTS）が 1998 年から隔年で開催され，
2004 年からは群知能全般の議論の場となった．さらに，計算知能分野の代表的な国際
会議である GECCO では，2005 年から群知能のセッションが設けられ，群知能手法の研
究が活発に行われてきている．GA，ACO，PSO，ABC の年度ごとの論文数の割合を図
1.1 に示す．調査対象は，ACM1，Elsevier2，IEEE3のコンピュータサイエンス分野の Journal
と Proceedings である．図 1.1 より，2013 年でも GA の論文数の割合は 50%以上である
が，群知能を用いた最適化手法の研究は今後も活発に行われると予想できる．本研究は，
群知能の最適化手法の中で，組合せ最適化問題を中心に研究が行われている ACO に着 











 ACO は，蟻の採餌行動をモデル化したメタヒューリスティクスであり，最初の ACO
として Ant System[Dorigo 91, 96b]がある．Ant System は巡回セールスマン問題を対象に
提案されたが，他の最適化手法と比べて性能が良いものではなかった．しかし，新しい
メタヒューリスティクスの提案としての貢献があり，Elitist Ant System[Dorigo 91, 96b]，
Ant-Q[Gambardella 95][Dorigo 96a]，MAX-MIN Ant System[Stützle 96, 00]，Ant Colony 
System[Dorigo 97a, b]，Rank-based Ant System[Bullnheimer 97, 99]，Hyper-cube Ant 
System[Blum 01, 04]，Population-based ACO[Guntsch 02]，Multi Colony ACO[Middendorf 02]，
Beam-ACO[Blum 05]，Cunning Ant System[筒井 07]と様々な ACO が発表されてきている．
特に性能が良い ACO として Ant Colony System と MAX-MIN Ant System が有名であり，









































 本研究の目的は，MAX-MIN Ant System の効率的なフェロモンの初期化法を提案し，

















 本論文は全 6 章からなり，第 1 章は序論，第 6 章は結論とした．第 2 章では研究分野
の概要に関して述べる．まず，基礎事項として巡回セールスマン問題について説明する．
次に，ACO について説明し，ここで従来研究について述べる．最後に，関連研究とし
て他のメタヒューリスティクスについて説明する．第 3 章では，ACO のフェロモンの
初期化法の従来研究に対して行った比較検討の知見を示す．第 4 章では，時間依存巡回
セールスマン問題を対象に，ACO の効率的なフェロモンの初期化法を提案する．第 5











ティクスであり，様々な問題に適用されている[Dorigo 04, 06, 10][Mullen 09]．ACO は，
探索領域の情報をフェロモンと見なし，複数の蟻がフェロモンに基づいて解を作成する．
ACO の基本的なアルゴリズムを図 2.1 に示す．通常，探索前に探索領域の情報は保持し
ていないため，フェロモンは均一に初期化される．その後，複数の蟻による解の作成と
フェロモンの更新が繰り返し行われることで，フェロモンの偏りが生じる． 





procedure ACO ( ) 
 Set parameters 
 Initialize pheromone trails 
 while ( termination condition not met ) do 
  Construct ant solutions 
  Apply local search // オプション 
 Update pheromone trails 
 end-while 
end-procedure 
図 2.1 ACO の基本的なアルゴリズム 
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があり，Elitist Ant System[Dorigo 91, 96b]，Ant-Q[Gambardella 95][Dorigo 96a]，MAX-MIN 
Ant System[Stützle 96, 00] ， Ant Colony System[Dorigo 97a, b] ， Rank-based Ant 
System[Bullnheimer 97, 99]，  Hyper-cube Ant System[Blum 01, 04]，Population-based 
ACO[Guntsch 02]，Multi Colony ACO[Middendorf 02]，Beam-ACO[Blum 05]，Cunning Ant 
System[筒井 07]と様々な ACO が発表されてきている．特に性能が良い ACO として Ant 
Colony System と MAX-MIN Ant System が有名であり，Ant Colony System と MAX-MIN 
Ant System に関する研究が多い． 
 
2.1.2 ACO の基本形 
 最初の ACO である Ant System（AS）[Dorigo 91, 96b]が，ACO の基本形である．対象
問題が TSP の場合，フェロモンは都市間に関連付けられた値であり，都市 ji, 間のフェ








m は蟻の数， NNs は NN 法で作成した解， )(sf は解 s の巡回路長である． 
 フェロモンの初期化の後，終了条件を満たすまで，複数の蟻による解の作成とフェロ
モンの更新が繰り返される．蟻 k が都市 i にいるとき，蟻 k が次に移動する都市として














kN は蟻 k の未訪問都市集合， ij はヒューリスティック値と呼ばれる問題固有の値，α
はフェロモンの重みを表すパラメータ，βはヒューリスティック値の重みを表すパラメ
























縮のために Candidate List[Dorigo 04]を用いることが一般的である．Candidate List とは，
各都市に関する距離が小さい上位 cln 個の都市の集合である．蟻が解を作成するとき，
未訪問都市集合に Candidate List の要素が含まれている場合，未訪問都市集合と
Candidate List の共通部分の都市に対して選択確率を計算し，次に移動する都市を確率的


















ρ は範囲 ]1,0[ のパラメータ， ks は k 番目の蟻が作成した解である．ρ は現在のフェロモ
ンの値を減らす割合を表すため，フェロモンの蒸発率と呼ばれている． 
 
2.1.3 代表的な ACO 
(1) MAX-MIN Ant System（MMAS）[Stützle 96, 00] 




た，AS は蟻が作成したすべての解に対してフェロモンの更新を行うが，MMAS は 1 つ
の解 bests のみを用いてフェロモンの更新を行う． bests は，探索開始時からの最良解 gbs ，




best  (2.6) 
  
otherwise0
),(  if)(/1 bestbestbest sjisf









x ab  (2.8) 
 
 次に，フェロモンの最大値 max について述べる．式(2.7)より，反復ごとのフェロモン
の増加量が最大となるのは，最適解 opts を用いてフェロモンの更新を行った場合である．










sfij  (2.9) 
 








 次に，フェロモンの最小値 min について述べる．MMAS の探索が収束している状況を
仮定すると， gbs に含まれる辺のフェロモンの値は max ， gbs に含まれない辺のフェロモ
ンの値は min となる．この状況で蟻が解を作成するとき，蟻が gbs に含まれる辺を選ぶ確
率を decp ，蟻が gbs を作成する確率を bestp とすると， decp と bestp の関係は式(2.11)となる． 
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n pp bestdec  (2.11) 
 
よって， bestp をパラメータとして min の計算に用いることで，適切に探索の多様化を調
整できる．このためには， decp と min の関係を表すことが必要である．未訪問都市への
選択確率（式(2.2)）において，αとヒューリスティック値を 1 とし，フェロモンのみの






p  (2.12) 
 













以上より， max と min は探索開始時からの最良解 gbs が更新されるごとに再計算される． 




(2) Ant Colony System（ACS）[Dorigo 97a, b] 
 ACS は，強化学習の Q-Learning[Watkins 92]からヒントを得た ACO である．まず，ACS












  if]][[ maxarg 0
J
qq
j ililNl k  (2.15) 
 
q は範囲 )1,0[ の一様乱数， 0q は範囲 ]1,0[ のパラメータ，J は式(2.2)から求まる都市であ
る．式(2.15)より，確率 0q で選択確率が最大となる都市を決定的に選択することから，
他の ACO と比べて探索の集中化が強められている． 
 ACS のフェロモンの更新は，局所更新（式(2.16)）と大域更新（式(2.17)）の 2 つがあ
る． 
 












後に行われる．ただし，大域更新は gbs に含まれる辺のみに対して行われ， gbs に含まれ
ない辺のフェロモンの値は変化しない．よって，ACS の 0 は MMAS における min に相
当し， )(/ gbsf の値は MMAS における max に相当する．ACS では小さい値でフェロモ
ンの初期化が行われ，探索が進むにつれて重要な辺のフェロモンの値が大きくなる． 
 
2.1.4 ACO の収束に関する指標 
 ACO の探索の収束を確認するための指標として，λ-branching factor がある[Dorigo 04]．
都市 i に関して，i を始点とする辺のフェロモンの最大値を imax ，最小値を iminとする．
このとき，次の条件を満たす都市数を計算する． 
 
Njiiiij )( minmaxmin  (2.18) 
 
λ はパラメータであり，一般的には 0.05 が用いられる．すべての都市に対して式(2.18)
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の都市数を計算し，その平均値が λ-branching factor となる．よって，対称 TSP の λ- 
branching factor の値は範囲 ]1,2[ n となり，非対称 TSP の λ-branching factor の値は範囲







巡回セールスマン問題（TSP）は完全グラフ ),( ANG として表現できる[Gutin 07]．
N は頂点集合，A は辺集合であり，頂点数 || Nn となる．TSP では頂点を都市と呼び，
辺には移動コストが与えられている．TSP の目的は，総移動コストが最小となるハミル
トン閉路を求めることである．通常，都市間の移動コストは距離として扱う．また，単
純に TSP という場合は，都市 i から j への距離 ijd と都市 j から i への距離 jid が等しい対
称 TSP を表す．一方， jiij dd となる TSP を非対称 TSP という．TSP の問題の理解は容




 TSP のベンチマーク問題として最も有名なものに TSPLIB1[Reinelt 91]がある．TSPLIB
では，対称 TSP，非対称 TSP の他に，ハミルトン閉路問題，配送計画問題のベンチマ
ーク問題も公開されている．対称 TSP に関しては，都市数 16 から 85900 の 111 問があ
り，各問題は“問題名.tsp”のテキストファイルで公開されている．図 2.2 に eil51.tsp
の一部を示す．DIMENSION は都市数，EDGE_WEIGHT_TYPE は距離の計算方法，
NODE_COORD_ SECTION は都市情報を表している．距離の計算方法は 13 種類存在
し，EUC_2D は用いられていることが多い計算方法である．EUC_2D における ijd は，  




NAME : eil51 
COMMENT : 51-city problem (Christofides/Eilon) 
TYPE : TSP 
DIMENSION : 51 
EDGE_WEIGHT_TYPE : EUC_2D 
NODE_COORD_SECTION 
1 37 52 
2 49 49 
3 52 64 
… 
51 30 40 
EOF 
図 2.2 eil51.tsp の一部 
 
 
都市 i の座標を )( ii yx ，都市 j の座標を )( jj yx とすると，ガウス記号を用いて式(2.19)で
計算される． 
 
]5.0)()([ 22 jijiij yyxxd  (2.19) 
 




eil51.opt.tour の一部を図 2.3 に示す．すべての tour ファイルに関して，巡回路は都市 1
から出発しており，− 1 は都市 1 に戻ることを意味している． 




NAME : eil51.opt.tour 
COMMENT : Optimal tour for eil51.tsp (426) 
TYPE : TOUR 








図 2.3 eil51.opt.tour の一部 
 
 
る Web サイトがある2．世界地図の TSP は，世界地図上に 1904711 都市を配置した問題
であり，2003 年に作成された．その後，活発に最適解への挑戦が行われている．また，















・ Nearest Neighbor 法 
 TSP の代表的な構築法として，Greedy 法に基づいた Nearest Neighbor（NN）法がある











procedure NearestNeighborHeuristic ( a ) // a は出発都市 
 s = ( a ) // a から出発 
 N’ = N − { a } // N’は未訪問都市集合 
 i = a 
 while ( N’ is not empty ) do 





  s ← s j // s に j を追加 
  N’ ← N’ − { j } 
  i ← j 
 end-while 
 s ← s a // 出発都市に戻る 
end-procedure 




都市を a とした場合，都市 ji, に関するセービング値は式(2.20)で計算する 
 




Step 1. ランダムな都市を出発都市 a とする． 
Step 2. a と a 以外の都市をつなぎ， )1(n 個の閉路を作成する． 
Step 3. a 以外のすべての都市 ji, に対して，セービング値 ijs を計算する． 
Step 4. セービング値 ijs について降順に都市 ji, のペアをソートする． 
Step 5. 都市 ji, のペアがともに a に隣接しているならば，辺 ),( ai と辺 ),( ja を削除し， 
 辺 ),( ji を追加する． 
Step 6. Step 3.と Step 4.をハミルトン閉路が作成されるまで繰り返す． 
 
・ Christofieds のアルゴリズム 
 NN 法とセービング法は，作成される解の精度に関して保証がない．一方，TSP が三
角不等式を満たしている場合，Christofieds のアルゴリズムは最適解の 1.5 倍以下の精度
の解を作成できる[山本 97]．Christofieds のアルゴリズムを以下に示す． 
 
Step 1. 最小全域木を作成する． 
Step 2. 最小全域木の奇数次数の頂点集合に対して，総距離が最小となる都市の対集合
を求める． 









イメージを図 2.5 に示す． 
 局所探索には Best-Improvement と First-Improvement の 2 つの方針がある[Hansen 06]．
Best-Improvement は，近傍に含まれるすべての解を評価し，最良の解に改善する方法で



















 k-opt とは，解に含まれる辺 k 本を組み替えることで改善を試みる手法である．よっ
て， nk の場合は列挙法と同様になる．k-opt は，単純に k を増やせば性能が良くなる
ものではなく，k を増やすと計算量も大きくなるため， 3,2k が一般的に用いられてい




2.3.1 ACO のフェロモンの初期化法 
通常の ACO は，フェロモンを均一に初期化し，探索が進むにつれてフェロモン分布
に偏りが生じる．よって，フェロモンの初期状態に偏りを与えることで探索領域の削減
が可能であり，現在までに 3 つの手法が提案されている． 
 
(1) Dual Nearest Neighbor 法によるフェロモンの初期化[Tsai 04] 
 Tsai らは，NN 法を改良した Dual Nearest Neighbor（DNN）法を提案し，ACS に対し
て DNN 法を用いてフェロモンの初期状態に偏りを与えた．DNN 法は，まずランダムに
都市 a を 1 つ選択し，a から最も遠い都市 b を求める．この 2 つの都市 ba, を起点とし，
交互に最も近い未訪問都市を選択する手法である．よって，DNN 法では 2 つの経路が










i + 1 
j 
j + 1 
i i + 1 
j + 1 j 
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procedure DualNearestNeighborHeuristic( ) 




 1DNNp = ( a ) // ランダムな都市 a から出発 
 2DNNp = ( b ) // a から最も離れている都市から出発 
 N’ = N − { a , b } // N’は未訪問都市集合 
 while ( N’ is not empty ) do 





  1DNNp ← 1DNNp i // 1DNNp に i を追加 
  N’ ← N’ − { i } 
  a ← i 
  if ( N’ is empty ) then 
   break 
  end-if 





  2DNNp ← 2DNNp j // 2DNNp に j を追加 
  N’ ← N’ − { j } 
  b ← j 
 end-while 
end-procedure 
図 2.7 Dual Nearest Neighbor 法のアルゴリズム 
 
 
(2) 複数の局所最適解によるフェロモンの初期化[亀田 07][Kanoh 10] 
 亀田らは，MMAS を対象に，複数の局所最適解（初期解集合）をフェロモンの初期
化に用いる手法を提案した．初期解集合の作成には，出発都市を変更して NN 法を複数












rr  (2.21) 
  
otherwise0




sjisf  (2.22) 
 
0 は通常の MMAS のフェロモンの初期値，r は初期解の重みを表すパラメータ， ks0 は
k 番目の初期解である．r は範囲 ]1,0[ の値をとり，1 に近いほど初期解を用いて追加され
るフェロモンの値が大きくなる． 
 
(3) 最小全域木によるフェロモンの初期化[Dai 09] 








ij  (2.23) 
 
0 は通常の ACS のフェロモンの初期値，θは MST の重みを表すパラメータである．ACS


















Step 1. ランダムに初期集団（複数の解）を作成する． 
Step 2. 集団に対して適応度（解の評価値）を計算する． 
Step 3. 選択，交叉，突然変異により，次世代集団を作成する． 






ズムの TSP に対する研究では交叉に関するものが多く，Order Crossover[Davis 85]，Cycle 
Crossover[Oliver 87]，Partially Matched Crossover [Gorldberg 89]，Edge Recombination 
Crossover[Whitley 89]，Subtour Exchange Crossover[山村 92]，Edge Exchange Crossover[前
川 95]，Edge Assembly Crossover[永田 99]が提案されている．  
 
(2) 焼きなまし法 

















p  (2.24) 
 
T は温度を表すパラメータである．探索の序盤では，T は大きい値であり，高い確率で





Step 1. 初期解を作成し，T を初期化する． 
Step 2. 近傍解を選択する． 
Step 3. 式(2.24)の確率に基づいて解を変更する． 
Step 4. T を計算する． 










適していると考えられる．構築法に近いメタヒューリスティクスとして ACO がある． 
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ACO の性能に大きく影響を与える[Dorigo 04]． 
 通常の ACO では，探索前に探索領域の情報を保持していないため，均一にフェロモ
ンの初期化を行う．一方，探索前に前処理を行い，フェロモンの初期状態に偏りを与え
て探索領域を削減する手法がある [Tsai 04][亀田 07] [Dai 09] [Kanoh 10]．[Tsai 04][Dai 
09]は Ant Colony System（ACS）のフェロモンの初期化を工夫したものであり，[亀田




の初期化法がもたらす影響は，ACS よりも MMAS の方が大きいと考えられる．よって
本章では，解探索は MMAS で行うこととし，各フェロモンの初期化法[Tsai 04][亀田











 [亀田 07][Kanoh 10]は MMAS をベースに提案されているため，本研究で用いた変更は
ない．一方，[Tsai 04][Dai 09]は ACS をベースに提案されているため，そのままでは
MMAS に適用できない．通常の MMAS は，フェロモンの最大値でフェロモンを初期化
し，探索が進むにつれてフェロモンの値が小さくなる．それに対し，ACS はフェロモ
ンの最小値でフェロモンを初期化し，探索が進むに連れて一部のフェロモンの値が大き
くなる．よって，[Tsai 04]の DNN 法を用いるフェロモンの初期化は式(3.1)で，[Dai 09]















ij  (3.2) 
 
以降では，Tsai らの手法（式(3.1)）を TSAI，Dai らの手法（式(3.2)）を DAI，亀田らの
手法を KMD と表記する． 
実験のためのプログラムは Visual C++ 2010 64bit で作成し，Windows7 64bit，Core 
i7-860，16GB RAM の環境で実験を行った．各手法に用いたパラメータの値は表 3.1 で
あり，TSPLIB[Reinelt 91]で公開されているベンチマーク問題に対して乱数のシードを変
えて 50 回実験を繰り返した． 
 
3.2.2 フェロモン初期化法の特徴 






表 3.1 TSP を対象とした各手法のパラメータの値 
パラメータ MMAS TSAI DAI KMD 
蟻の数 n n n n 
α 1 1 1 1 
β 5 5 5 5 
ρ 0.02 0.02 0.02 0.02 
ncl 20 20 20 20 
n0 NA NA NA n / 2 





























A  (3.5) 
 
A(s)は解 s に含まれる辺集合，A(MST)は MST に含まれる辺集合である．よって， coverR
は最適解の辺の見逃しが少ないほど大きい値となり， reductionR はフェロモンの初期値に偏
りを与える辺が少ないほど大きい値となる． coverR は最適解がないと計算できないため，
TSPLIB において最適解が公開されている問題を対象に値を求めた．各手法の coverR と
reductionR の値を表 3.2 に示す． 
TSAIのフェロモンの初期化に用いる DNN法は，2 つの経路を作成するものであるため，
|| 0A  は必ず )2(n となる．また，DAI のフェロモンの初期化に用いる MST は全域木
であるため， || 0A  は必ず )1(n となる．よって，TSAI と DAI は coverR が低くなる傾向 
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表 3.2 TSAI，DAI，KMD の coverR と reductionR の値 
問題 cover
R  reductionR  
TSAI DAI KMD TSAI DAI KMD 
eil51 0.58 0.73 1.00 0.96 0.96 0.92 
eil76 0.64 0.71 1.00 0.97 0.97 0.94 
eil101 0.60 0.70 1.00 0.98 0.98 0.95 
kroA100 0.66 0.76 0.99 0.98 0.98 0.97 
a280 0.69 0.77 1.00 0.99 0.99 0.97 
pcb442 0.65 0.76 1.00 1.00 1.00 0.98 
 
 
にあり， reductionR は 1 に近い値となる．一方，KMD の 0A は 99%以上の最適解の辺が含ま
れていることから，TSAI と DAI よりも KMD の方がフェロモンの初期化に適している




 以降の実験では，表 3.3 のベンチマーク問題に対して実験を行う．表 3.3 の探索の終
了条件は ACO の反復回数を表している． 
 
(1) 探索収束時の比較 
探索収束時の最良解の巡回路長を表 3.4 に示す．表 3.4 の太字は平均巡回路が最小で
あることを表しており，表 3.4 より次のことが確認できる． 
 





表 3.3 フェロモンの初期化法の比較に用いたベンチマーク問題 
問題 都市数 最適解の巡回路長 探索の終了条件 
eil51 51 426 1500 
eil76 76 538 2000 
eil101 101 629 3000 
kroA100 100 21282 3000 
kroA200 200 29368 4000 
lin318 318 42029 4000 
 
 
表 3.4 探索収束時の最良解の巡回路長 
問題 
MMAS TSAI DAI KMD 
Mean SD Mean SD Mean SD Mean SD 
eil51 429 1 429 2 428 1 428 1 
eil76 540 2 544 5 540 2 541 2 
eil101 636 5 638 5 642 4 640 4 
kroA100 21451 37 21639 417 21445 77 21364 58 
kroA200 29464 61 29621 123 29661 136 29502 39 
lin318 42390 125 42898 226 42629 265 42517 203 
 
 
・ lin318 では，TSAI の最良解の精度が落ちてしまっている． 
・ DAI は MST をフェロモンの初期化に用いるため，TSAI と同様に reductionR の値は大き
いが，すべての問題で MMAS と同程度の解が得られている． 






フェロモン初期化法による探索の様子の変化を図 3.1 と図 3.2 に示す．図 3.1 と図 3.2
の太字は問題ごとの平均値の最小値を表しており，図 3.1 と図 3.2 より次のことが確認
できる． 
 
・ TSAI と DAI のフェロモンの初期化に必要な計算時間は，通常の MMAS と同程度
である． 










の解が求まる CPU 時間（秒）を比較した（表 3.5）．表 3.5 の太字は問題ごとの最小値
を表しており，すべての問題で KMD が最も早く近似解を求めていることがわかる． 
 
(4) MMAS と局所探索のハイブリッド化 
局所探索の影響を確認するため，MMAS と KMD に対して，蟻が作成した解に 2-opt
を適用する．以降では，MMAS に 2-opt を加えたものを MMAS+ls，KMD に 2-opt を加
えたものを KMD+ls と表記する．まず，MMAS+ls と KMD+ls の探索収束時の最良解の
















































































































































表 3.5 誤差率 0.05 の近似解に到達する CPU 時間 
問題 MMAS TSAI DAI KMD 
eil51 0.62 0.37 0.25 0.09 
eil76 1.47 0.60 0.21 0.09 
eil101 7.52 3.04 4.60 1.31 
kroA100 3.74 3.70 2.57 0.19 
kroA200 23.29 17.19 20.62 1.69 
lin318 109.33 104.98 82.97 43.39 
 
 
表 3.6 局所探索を導入した場合の探索収束時の最良解の巡回路長 
問題 
MMAS+ls KMD+ls 
Mean SD Mean SD 
eil51 426 0 426 0 
eil76 538 0 538 0 
eil101 629 0 629 0 
kroA100 21282 0 21282 0 
kroA200 29368 0 29368 0 
lin318 42077 28 42087 49 
 
 
次に，局所探索による探索の様子の変化を図 3.3 と図 3.4 に示す．図 3.3 と図 3.4 より，
次のことが確認できる． 
 
・ MMAS+ls の収束に関して，kroA200 では KMD より遅くなってしまい，さらに lin318


















































































































































 最後に，最適解に対する最良解の誤差率が 0.01 と 0.005 に到達する CPU 時間（秒）
を表 3.7 に示す．局所探索を適用する場合，解の精度が重要であることが考えられるが，
必要とされる具体的な精度は対象問題によるため，ここでは誤差率 0.01 と 0.005 を比較
した．表 3.7 の太字は問題ごと誤差率ごとの最小値を表しており，ハイフンは近似解に
到達しなかったことを表す．表 3.7 より，次のことが確認できる． 
 
・ MMAS と KMD は近似解が求まっていない場合があり，局所探索を組み込むことで
最良解の精度が向上している． 




表 3.7 誤差率 0.01 と 0.005 の近似解に到達する CPU 時間 
問題 
誤差率 0.01 誤差率 0.005 
MMAS KMD MMAS+ls KMD+ls MMAS KMD MMAS+ls KMD+ls 
eil51 1.37 0.88 0.03 0.01 5.47 - 0.08 0.01 
eil76 3.94 1.51 0.81 0.04 5.16 8.68 1.82 0.07 
eil101 20.39 - 7.11 0.32 - - 10.66 0.57 
kroA100 10.92 1.40 0.16 0.14 - 7.96 0.31 0.14 
kroA200 48.55 7.36 33.27 1.81 73.07 54.15 109.61 2.69 












 本章では，現在までに提案されている ACO のフェロモンの初期化法に関して比較検






















境が変化するごとに再探索を行うものである[Guntsch 01][Eyckelhof 02][Mavrovouniotis 
11, 13]．しかし，この方法で見つけた解は最良解とは限らない． 
 本章では，TDTSP の移動コストを旅行時間と考え，予測交通量[Kanoh 05][Ichiba 06]




















として，TSPLIB[Reinelt 91]の問題から TDTSP を作成した．TDTSP の解探索の概念図を
図 4.1 に示す．時間 t における都市 ji, 間の旅行時間 )(tTij は，1 つ前の都市 ji, 間の旅行











ij  (4.1) 
 
min
ijT は都市 ji, 間の旅行時間の最小値， fC は旅行時間の変化の大きさを表す範囲 ]1,0[ の
パラメータ，R は範囲 ]1,1[ の一様乱数である． minijT は TSPLIB で定義されている都市 ji,
間の距離 ijd として TDTSP を作成した．旅行時間 )(tTij は解の探索前に既知であるもの

























4.3.1 TDTSP を対象とした MMAS 
 提案手法では，安定して精度の良い解を発見できる MMAS をベースに解探索を行う．
MMAS 以外の代表的な ACO として Ant Colony System（ACS）[Dorigo 97a, 97b]がある．


















4.3.2 MMAS のフェロモンの初期化 




 MMAS のフェロモンの初期化法に関しては第 3 章で既に述べており，最も性能が良
い MMAS のフェロモンの初期化法は，複数の局所最適解を用いる手法であった[亀田 




 提案手法で用いた初期解集合の作成方法（MNN-TDTSP）を図 4.2 に示す．TDTSP は
出発都市が固定されているため，通常の TSP を対象とした MNN 法では 1 通りの解しか
作成できない．そこで，出発都市から最初に訪問する都市を初期解ごとに変更し，出発













図 4.4 に示す．ダイクストラ法は，出発する顧客に対して，旅行時間の昇順で他の顧客 
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procedure MNN-TDTSP ( ) 
 for ( k = 2 to n ) do 
  10ks = ( 1 ) // 1 は出発都市 
  10ks ← ksk 10  // 2 番目の都市として k を 10ks に追加 
  N’ = N − { 1 , k } // 未訪問都市集合 
  i = k 
  t = )0(1iT  // 2 番目の都市の出発時間 
  while ( N’ is not empty ) do 
   j = )(minarg tTil
Nl
 // 旅行時間に関する最近隣都市 
   10ks ← jsk 10  // j を 10ks に追加 
   N’ ← N − { j } // 未訪問都市集合 
   t ← t + )(tTij  
   i ← j 
  end-while 
  10ks ← 110ks  // 出発都市に戻る 
  )( 10ksT = t + )(1 tTi  
 end-for 
end-procedure 











procedure ProposedMethod ( ) 
 Input TDTSP 
 Set parameters 
 Construct initial solutions using MNN-TDTSP 







 Initialize pheromone trails 
 while ( termination condition not met ) do 
  for ( k = 1 to m ) do // m は蟻の数 
   Construct a solution ks  
  end-for 







  if ( )( ibsT < )( gbsT ) then 
   gbs ← ibs  
  end-if 
  Update pheromone trails using ibs  
 end-while 
end-procedure 
図 4.3 提案手法の処理の流れ 
 
 
4.4 TSP のベンチマークによる評価実験 
 
4.4.1 比較手法 
比較手法として次の 4 つの手法を用いた． 
 




procedure CalcTravelTime ( s , g , t , cln ) 
 // s は出発地 
 // g は目的地 
 // t は s の出発時間 
 // cln は Candidate List のサイズ 
 Initialization for Dijkstra’s Algorithm 
 c = 0 // 確定したデポまたは顧客の数 
 while ( c cln ) do 
  Execute Dijkstra’s Algorithm until a travel time between customers is fixed 
  c++ 
 end-while 
 Create a candidate list of s at t 
 while ( )(tTsg  is not fixed ) do 
  Execute Dijkstra’s Algorithm until a travel time between customers is fixed 
 end-while 
end-procedure 
図 4.4 顧客間の旅行時間の計算方法 
 
 
・ MMAS：提案手法のベースとなっている ACO である．安定して精度の良い解を発
見できるが，他の ACO よりも収束が遅い． 
・ MMAS+mst：MST をフェロモンの初期化法[Dai 09]を MMAS したものである． 



















TDTSP は旅行時間が時間によって変化するため，高速に MST を求めることは困難であ
る．よって，対称グラフの MST を求めるアルゴリズムであるプリム法[Korte 00]と同様
に全域有向木を求め，その全域有向木を近似的な MST（MST’）としてフェロモンの初
期化に用いた．各手法のパラメータの値を表 4.1 に示す．これらの値は予備実験により
求めた．ACO における探索の終了条件は，蟻による解の作成回数を 5000n とした． 
 
4.4.2 実験方法 
 プログラムは Visual C++ 2010 64bit で作成し，Windows7 64bit，Core i7-860，16GB RAM
の環境で実験を行った．TDTSP の例題として，TSPLIB で公開されている問題の中から
表 4.2 の 9 問を用いた．これらの問題は小さいサイズの問題であるが，配送車が 1 日に 
 
 
表 4.1 TDTSP を対象とした手法ごとのパラメータの値 
パラメータ ACS MMAS MMAS+mst 提案手法 
蟻の数 10 n n n 
α 1 1 1 1 
β 5 5 5 5 
ρ 0.1 0.02 0.02 0.02 
ncl 20 20 20 20 
q0 0.9 NA NA NA 
θ NA NA 1.8 NA 
r NA NA NA 0.9 
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訪問できる顧客の数は 200 ほどであることから，評価実験に適していると考えた．実験 
は，手法と問題ごとに乱数のシードを変えて 100 回行った． 
TSP のベンチマーク問題から式(4.1)を用いて TDTSP を作成するため，旅行時間の変
化間隔 t と旅行時間の変化の大きさ fC を決める必要がある．日本では道路交通情報通
信システム（VICS）により 5 分間隔で最新の交通情報を得ることができる．各問題の
最適解から，eil51，eil76，eil101 の旅行時間の単位を分と仮定して t を 5 とし，それ以
外の問題は単位を秒と仮定して t を 300 と設定した． fC に関しては，東京都中央区
11km×9km の道路網に対し，平日の交通量データを確認した．具体的には，異なる交
差点を 300 個ランダムに選んで顧客とし，89700 通りの顧客間に関して，リンク旅行時
間が変化するごとにダイクストラ法で顧客間の旅行時間を計算した．その結果から，顧
客間の旅行時間の変化率を |)(/)(| ttTtT iijiij として平均変化率を計算した（図 4.5）．図
4.5 より， fC は 0.1 として TDTSP を作成した． 
 表 4.2 における TSP の最適解 opts の総旅行時間 )( optsT は，これらの条件で TDTSP を作
成し，TSP の最適解を TDTSP で評価した総旅行時間である．NA と表記しているもの 
 
 
表 4.2 TDTSP の例題として用いた TSP のベンチマーク問題 
問題 都市数 Δt 
TSP の最適解 sopt 
T(spb) 
巡回路長 T(sopt) 
eil51 51 5 426 582 501 
eil76 76 5 538 731 643 
eil101 101 5 629 869 792 
kroA100 100 300 21282 27574 24908 
u159 159 300 42080 NA 53962 
d198 198 300 15780 NA 17905 
kroA200 200 300 29368 NA 35781 
pr299 299 300 48191 NA 63492 




図 4.5 現実の旅行時間の平均変化率 
 
 
は，最適解の巡回路が公開されていない問題である．また，表 4.2 における pbs は，実験
で得られた問題ごとの最良解を表している．具体的には，各問題に対して手法ごとに
100 回実験を行っているため，各問題に 400 個の gbs が求まる．400 個の gbs に対して 2-opt
を適用し，得られた最良の局所最適解を pbs とした．以降の実験結果では，
)1)(/)(( pbgb sTsT で計算される値を gbs の誤差率として用いる 
 
4.4.3 フェロモンの初期化法の特徴 
 まず，フェロモンの初期化法の特徴を確認するため，MST’と MNN-TDTSP における
coverR （式(3.3)）と reductionR （式(3.4)）の値を表 4.3 に示す．表 4.3 より，次のことが確認
できる． 
 
・ MST’に含まれる辺の数は )1(n であるため，MST’の reductionR は nn /)1( であり 1 に
近い値となる． 
・ MNN-TDTSP の coverR の値は MST’の値の約 3 倍であり，MNN-TDTSP は MST’より


















・ MNN-TDTSP の reductionR の値は MST’の値よりも小さく，eil51 では全体の辺の約 2 割
が MNN-TDTSP に含まれている． 
・ MNN-TDTSP の reductionR の値から，MNN-TDTSP に含まれる辺の数は MST’に含まれ
る辺の数と比較して，約 16 倍から 50 倍大きい． 
 
以上より，MMAS+mst と提案手法を比較すると，MMAS+mst の方が収束は早いが，




に対して， gbs の誤差率の推移と λ-branching factor の推移を図 4.6 に示す．TDTSP は非
対称 TSP であるため，λ-branching factor は範囲 ]1,1[ n の値となる．λ-branching factor が
1 に近いほど一部の辺のフェロモンの値が相対的に大きくなっており，ACO の探索領域 
 
 
表 4.3 MST’と MNN-TDTSP における coverR と reductionR の値 
問題 
MST’ MNN-TDTSP 
Rcover Rreduction Rcover Rreduction 
eil51 0.25 0.98 0.93 0.83 
eil76 0.33 0.99 0.94 0.87 
eil101 0.41 0.99 0.94 0.88 
kroA100 0.37 0.99 0.94 0.92 
u159 0.42 0.99 0.96 0.92 
d198 0.32 0.99 0.97 0.95 
kroA200 0.44 1.00 0.95 0.94 
pr299 0.35 1.00 0.97 0.94 
lin318 0.36 1.00 0.96 0.95 
46 
 
が削減されていることを表す．図 4.6 より，探索の終了条件において，各手法は探索が 
収束していると判断できる． 










































表 4.4 探索終了時の )( gbsT  
問題 
ACS MMAS MMAS+mst 提案手法 
Mean SD Mean SD Mean SD Mean SD 
eil51 520 9 517 6 522 10 517 6 
eil76 662 15 654 4 678 15 654 4 
eil101 827 14 835 9 836 17 835 9 
kroA100 25643 565 25378 124 26329 500 25404 150 
u159 57096 1742 55071 366 57893 1402 55037 396 
d198 18777 300 18845 29 19105 427 18859 46 
kroA200 36851 636 36579 267 38373 810 36588 223 
pr299 66521 1626 66639 768 69077 1349 66618 734 
lin318 56185 1074 56371 771 58816 1537 56350 667 
 
 
・ ACS と MMAS の )( gbsT の平均値を比較すると，eil76 では )( pbsT の約 2%，kroA100
では )( pbsT の約 1%，u159 では )( pbsT の約 4%の違いがあり，その他の問題では )( pbsT
の 1%未満の違いとなっている． 
・ ACS と MMAS の標準偏差を比較すると，すべての問題で MMAS の値が小さく，
MMAS は ACS よりも安定している． 
・ MMAS+mst と MMAS の )( gbsT の平均値を比較すると，eil51 では )( pbsT の約 1%，
eil101 では )( pbsT の 1%未満，d198 では )( pbsT の約 2%の違いがあり，それ以外の問
題では )( pbsT の 4%以上の違いがある． 




と MMAS の違いはフェロモンの初期化のみであるため，MST’の coverR （表 4.3）が小さ






まず，手法ごとの探索の様子を確認するため，CPU 時間（秒）ごとの gbs の誤差率を
図 4.7-9 に示す．図 4.7-9 では，MMAS が収束したと判断できる CPU 時間までの結果を
示しており，次のことが確認できる． 
 
・ 誤差率 0.2 に到達する CPU 時間は，ACS，MMAS+mst，提案手法，MMAS の順で
小さい． 
・ 提案手法は MMAS と比べ，すべての問題に対して収束が早まっている． 
・ MMAS+mst は誤差率 0.1 に到達していない問題がある． 
 
MMAS+mst は reductionR が大きいため収束が早いが， coverR が小さいため MMAS より解の
精度が低下している．一方，提案手法は MMAS+mst より収束は遅いが coverR が大きいた
め，MMAS と比べて解の精度を落とさずに収束を早められている．収束速度の比較に
関しては，図 4.5 の λ-branching factor の結果からも見て取れる． 
次に， gbs の誤差率が 0.10 となる CPU 時間（秒）を表 4.5 に，0.05 となる CPU 時間
（秒）を表 4.6 に示す．表 4.5 と表 4.6 の太字は問題ごとの最小の平均値を表している．
また，表 4.5 と表 4.6 のハイフンは探索失敗を意味しており，探索終了時の gbs の誤差率
が 0.10 または 0.05 より大きい場合が 1 回でもあった場合に該当する．現実の交通量デ
ータには計測誤差が 10%以上含まれており，本来は予測交通量にも誤差が含まれる．巡
回路の総旅行時間では誤差が平均化されることも考え， gbs の誤差率が 0.10，0.05 とな
る CPU 時間を確認した．表 4.5 と表 4.6 より次のことが確認できる． 
 
・ ACS で誤差率 0.10 の近似解が求まる問題（eil51，eil101，lin318）に対しては，必
要な CPU 時間は ACS が最も小さい． 











































































































































表 4.5 gbs の誤差率が 0.10 となる CPU 時間（ベンチマーク） 
問題 
ACS MMAS MMAS+mst 提案手法 
Mean SD Mean SD Mean SD Mean SD 
eil51 0.03 0.11 0.17 0.06 0.11 0.25 0.07 0.03 
eil76 - - 0.48 0.09 - - 0.20 0.06 
eil101 0.36 0.69 1.82 0.28 - - 1.09 0.26 
kroA100 - - 1.05 0.15 - - 0.42 0.09 
u159 - - 3.62 0.38 - - 2.11 0.42 
d198 - - 4.58  0.36 - - 2.49 0.42 
kroA200 - - 6.58 0.53 - - 3.68 0.48 
pr299 - - 28.27 3.25 - - 20.81 3.02 
lin318 7.19 31.07 24.06 2.71 - - 16.35 2.78 
 
 
表 4.6 gbs の誤差率が 0.05 となる CPU 時間（ベンチマーク） 
問題 
ACS MMAS MMAS+mst 提案手法 
Mean SD Mean SD Mean SD Mean SD 
eil51 - - - - - - - - 
eil76 - - 0.64 0.10 - - 0.32 0.10 
eil101 - - - - - - - - 
kroA100 - - 1.61 0.26 - - 0.99 0.69 
u159 - - - - - - 3.27 2.34 
d198 - - - - - - - - 
kroA200 - - 10.42 1.51 - - 7.18 1.22 
pr299 - - - - - - - - 





誤差率 0.05 の近似解が求まっている問題もある． 
・ MMAS で求められている近似解は，提案手法でも求められている． 









 実験対象の道路網は，日本で最も交通量が多い東京都中央区 11km×9km（図 4.10）と
し，交通量データは 2003 年 6 月 17 日（図 4.11）から 19 日のものを用いた．具体的な






の 4 つの問題を作成した．また図 4.11 による交通量の変化から，デポを出発する時間
を 6 時，12 時，18 時とし，顧客数と出発時間による 12 個の問題に対して実験を行った．
図 4.10 は顧客数 100 の例を示しており，赤い正方形はデポを，青い丸は顧客を，黒い

































ベンチマーク問題に対する実験と同様に，CPU 時間（秒）ごとの gbs の誤差率を図 4.12-15
に， gbs の誤差率が 0.10 となる CPU 時間（秒）を表 4.7 に， gbs の誤差率が 0.05 となる
CPU 時間（秒）を表 4.8 に示す． 







 表 4.7 と表 4.8 より，次のことが確認できる． 
 
・ ACS で近似解が求まる場合は，必要な CPU 時間は ACS が最も小さい． 
・ 安定して求められた近似解の数は，MMAS と提案手法が最も多く，MMAS+mst が
最も少ない． 
・ MMAS で求められている近似解は，提案手法でも求められている． 
















































































































































































表 4.7 gbs の誤差率が 0.10 となる CPU 時間（広域道路網） 
問題 
ACS MMAS MMAS+mst 提案手法 
Mean SD Mean SD Mean SD Mean SD 
50-6 0.61 0.24 1.67 0.12 0.66 0.12 1.23 0.11 
50-12 0.67 0.39 1.69 0.18 0.80 0.16 1.32 0.11 
50-18 0.48 0.36 1.42 0.13 0.57 0.04 1.09 0.09 
100-6 1.07 0.57 5.09 0.28 1.89 0.37 3.67 0.26 
100-12 - - 5.18 0.20 - - 3.83 0.29 
100-18 0.98 0.53 4.46 0.24 1.69 0.15 3.23 0.21 
200-6 17.48 26.66 25.48 1.72 - - 20.65 1.64 
200-12 2.66 2.06 19.54 1.13 9.17 6.28 14.08 0.95 
200-18 1.75 0.55 19.37 1.03 7.36 1.04 13.33 0.99 
300-6 - - 55.65 2.95 - - 40.77 2.86 
300-12 7.59 6.48 47.97 2.44 - - 34.41 1.91 





 本章では，予測交通量に基づく ACO による TDTSP の解法を提案した．提案手法は，
安定して精度の良い解を求めることができる MMAS をベースとし，フェロモンの初期
値に偏りを与えることで探索領域を狭め，収束を早めるものである．複数の初期解に基







表 4.8 gbs の誤差率が 0.05 となる CPU 時間（広域道路網） 
問題 
ACS MMAS MMAS+mst 提案手法 
Mean SD Mean SD Mean SD Mean SD 
50-6 - - 2.26 0.55 - - 1.62 0.11 
50-12 - - - - - - - - 
50-18 - - 1.92 0.20 - - 1.33 0.07 
100-6 - - 5.96 0.32 - - 4.42 0.20 
100-12 - - 7.70 3.68 - - 4.97 0.27 
100-18 - - 6.10 0.77 - - 4.27 0.23 
200-6 - - - - - - - - 
200-12 - - 27.78 1.52 - - 20.79 1.29 
200-18 - - 32.39 13.53 - - 19.07 1.13 
300-6 - - 76.26 6.77 - - 57.90 3.36 
300-12 - - 73.28 9.43 - - 55.03 2.77 
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t は現在時間， lt は道路 l を通る時間， ),(' ll ttT は予測旅行時間， )( ll tT は実際の旅行時間，
















図 5.2 旅行時間の予測誤差率のモデル 
 
 
実験に使用した問題は，第 4 章で作成した問題のうち，顧客数 300 以外の計 9 個であ
る．配送車のルート探索に使用できる計算時間は，現実問題では様々な要素から影響を
受ける．例えば，コンピューティング環境，交通量データの通信遅延，予測交通量の計
算時間などが考えられる．予測交通量の計算時間に関しては，リンク数 502 で約 1 秒の
手法がある[Min 11]．本研究で用いた広域道路網はリンク数 10056 であるため，Min ら
の手法を用いた場合，予測交通量の計算に約 20 秒必要となる．VICS で提供されている
交通量データは，基本的には 5 分間隔で更新されるが，一部の道路では 1 分間隔で更新
される．よって，探索時間を十分に取れる場合と，3 通りのルート探索時間（秒）を用
いて実験を行った（表 5.1）．各計算時間は表 4.7 と表 4.8 の結果から設定し，計算時間
（短）は ACS が安定して 10%の近似解を発見できる時間，計算時間（中）は提案手法
が安定して 10%の近似解を発見できる時間，計算時間（長）は提案手法が安定して 5%
の近似解を発見できる時間である．各実験は乱数のシードを変えて 30 回行った．その
















表 5.1 ルート探索における探索の終了条件 
顧客数 
ルート探索の計算時間（秒） 探索が収束するまで 
（蟻による解の作成回数） 短 中 長 
50 0.5 1.1 1.4 50×5000 
100 1.0 3.3 4.3 100×5000 
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次の 4 つの手法を用いた結果を表 5.2 に示す． 
 
・ Plain：配送車がデポに配置されているとき（ 0t ）の交通量データを用いてルート
探索し（式(5.2)），その結果に沿って配送車が移動する． 
・ Repeat[Guntsch 01][Eyckelhof 02][Mavrovouniotis 11, 13]：最新の交通量データを用い
てルート探索し（式(5.2)），交通量データが更新されるたびにルートを再探索する． 










・ デポを 6 時または 12 時に出発する問題では，予測交通量に基づく探索の有効性が
確認できる． 
 
表 5.2 予測交通量に基づく探索と最新の交通量データに基づく探索の比較 
問題 Plain Repeat 
予測誤差率の最大値 0.2 予測誤差率の最大値 0.5 















































































































・ 予測誤差率の最大値が 0.2 の結果を見ると，デポを出発する時間が 12 時において，
明らかに Prediction よりも Pred+Rep の方が総旅行時間は小さい．デポを 12 時に出
発する場合，交通量の変化が大きいためであると考えられる． 
・ 予測誤差率の最大値が 0.5 の結果を見ると，予測誤差率の最大値が 0.2 の結果より
も，Prediction と Pred+Rep の違いが大きくなっている． 












(2) ACS，MMAS の比較 
 第 4 章より，提案手法と MMAS の収束時の最良解の誤差率は同程度である．よって，
ここでは ACS と MMAS を比較する．探索時間を十分に取った場合の ACS と MMAS の
比較結果を表 5.3 に示す．表 5.3 の太字は各問題の最小の平均値であり，表 5.3 より次
のことが確認できる． 
 
・ 100-6，200-6，200-12，200-18 の 4 つの問題で，MMAS は ACS よりも総旅行時間
の平均値が明らかに小さい． 
・ すべての問題で，MMAS は ACS よりも標準偏差が小さい． 
 
以上より，探索時間が十分に取れる場合，ACS よりも MMAS の方が安定して総旅行 
68 
 
表 5.3 探索時間を十分に取った場合の ACS と MMAS の比較 
問題 
予測誤差率の最大値 0.2 予測誤差率の最大値 0.5 
ACS MMAS ACS MMAS 
Mean SD Mean SD Mean SD Mean SD 
50-6 12593 498 12609 248 12911 490 12608 232 
50-12 13177 341 12861 185 13273 325 13234 271 
50-18 11471 277 11306 128 11628 380 11505 128 
100-6 17923 889 16959 295 18275 1120 17474 498 
100-12 18817 821 18332 410 19272 761 18789 491 
100-18 16555 702 16296 431 16866 564 16507 293 
200-6 27743 1070 26334 500 28174 1109 26851 543 
200-12 27745 511 26816 387 28962 913 27299 348 






 探索時間（短）における結果を表 5.4（予測誤差率の最大値が 0.2）と表 5.5（予測誤
差率の最大値が 0.5）に，探索時間（中）における結果を表 5.6（予測誤差率の最大値が
0.2）と表 5.7（予測誤差率の最大値が 0.5）に，探索時間（長）における結果を表 5.8（予
測誤差率の最大値が 0.2）と表 5.9（予測誤差率の最大値が 0.5）に示す．各表において，
太字は問題ごとの最小の平均値である．これらの結果から次のことが確認できる． 
 





表 5.4 探索時間（短）における予測誤差率の最大値が 0.2 の結果 
問題 
ACS MMAS 提案手法 
Mean SD Mean SD Mean SD 
50-6 13056 466 13240 184 14614 720 
50-12 13507 250 13744 254 17969 515 
50-18 11857 201 12137 336 13192 690 
100-6 18473 892 19580 960 26048 1717 
100-12 19568 707 20047 492 26353 995 
100-18 17013 723 17197 542 20679 693 
200-6 28433 1037 29509 964 56535 1894 
200-12 28397 572 28518 514 52102 1796 
200-18 24858 863 25063 447 43730 3007 
 
 
表 5.5 探索時間（短）における予測誤差率の最大値が 0.5 の結果 
問題 
ACS MMAS 提案手法 
Mean SD Mean SD Mean SD 
50-6 13296 482 13388 367 14094 1493 
50-12 13603 363 13818 492 15535 822 
50-18 11951 359 12135 224 16574 439 
100-6 18962 1029 19867 559 27071 2084 
100-12 20037 909 20212 529 27762 1206 
100-18 17283 660 17649 356 21582 1181 
200-6 28858 895 29393 543 60166 2745 
200-12 29023 773 29030 390 54238 2425 




表 5.6 探索時間（中）における予測誤差率の最大値が 0.2 の結果 
問題 
ACS MMAS 提案手法 
Mean SD Mean SD Mean SD 
50-6 12918 534 13069 396 12636 359 
50-12 13240 342 13480 366 13546 330 
50-18 11664 389 11767 150 11462 158 
100-6 17961 809 17926 327 17344 362 
100-12 19587 917 19231 586 18833 479 
100-18 16762 789 16851 500 16037 345 
200-6 27914 945 27300 767 26231 318 
200-12 28307 754 27889 500 26696 382 
200-18 24534 747 24143 573 23450 251 
 
表 5.7 探索時間（中）における予測誤差率の最大値が 0.5 の結果 
問題 
ACS MMAS 提案手法 
Mean SD Mean SD Mean SD 
50-6 13162 452 13183 392 12773 278 
50-12 13563 376 13481 227 13175 151 
50-18 11878 397 11850 227 11502 168 
100-6 18459 1297 19020 767 17724 460 
100-12 19786 986 19487 594 18636 374 
100-18 16805 653 16831 365 16255 341 
200-6 29050 1090 27981 460 26763 429 
200-12 28950 913 28463 678 27219 364 





表 5.8 探索時間（長）における予測誤差率の最大値が 0.2 の結果 
問題 
ACS MMAS 提案手法 
Mean SD Mean SD Mean SD 
50-6 12915 444 12664 383 12504 231 
50-12 13329 405 13188 311 13066 158 
50-18 11706 363 11457 262 11251 192 
100-6 18309 1724 17847 798 17267 391 
100-12 19535 878 18681 680 18370 268 
100-18 16757 732 16537 900 16137 284 
200-6 27698 1087 26550 960 26142 487 
200-12 28411 832 27030 576 27108 459 
200-18 24984 1235 23766 1044 23185 291 
 
表 5.9 探索時間（長）における予測誤差率の最大値が 0.5 の結果 
問題 
ACS MMAS 提案手法 
Mean SD Mean SD Mean SD 
50-6 13137 561 12895 471 12657 362 
50-12 13478 265 13428 317 13220 264 
50-18 11854 355 11614 315 11442 118 
100-6 19185 1473 18345 820 17468 386 
100-12 19706 942 19134 809 18510 474 
100-18 17038 522 16721 691 15990 308 
200-6 28643 1020 27341 937 26963 539 
200-12 28824 876 27721 697 27154 439 





・ 探索時間（短）の場合の顧客数 200 の問題では，提案手法の平均値が他の手法の約
2 倍の値となっている．これは，フェロモンの初期化に必要な計算時間の割合が大
きくなってしまい，ルート探索が行えていないためだと考えられる． 
・ 探索時間（中）の場合，50-12 以外の問題で提案手法の平均値が最小である． 
・ 探索時間（長）の場合，200-12 以外の問題で提案手法の平均値が最小である． 
・ 表 5.3，表 5.8，表 5.9 より，MMAS はまだ探索が収束していないと考えられる． 
 
以上より，交通量データの更新間隔が 5 分や 1 分であるのに対し，提案手法が ACS






て問題を作成した．比較手法として ACS と MMAS を用いて実験を行い，予測交通量に
基づく探索の有効性と，探索時間が制限されている場合の提案手法の有効性を確認した．
その結果，探索時間が 2 秒未満の場合は ACS が有効であるが，交通量データの更新間












6.1.1 第 3 章「巡回セールスマン問題を対象とした MAX-MIN Ant System の効率
的なフェロモンの初期化法」の結論 




・ 複数の局所最適解をフェロモンの初期化に用いる手法は，最大で約 25 倍の収束の
早さの向上が見られた． 
 
6.1.2 第 4 章「予測交通量に基づくアントコロニー最適化法による時間依存巡回
セールスマン問題の解法」の結論 
・ MNN-TDTSP を MMAS のフェロモンの初期化に用いることで，TDTSP に対して
MMAS の収束速度の向上を果たせた． 
・ 提案手法は，MMAS の解の精度を落とすことなく，収束が約 2 倍早くなった． 
 
6.1.3 第 5 章「実データを用いた宅配便ルート問題のためのハイブリッドアント
コロニー最適化法」の結論 
・ 宅配便ルート問題を対象に，予測交通量と繰り返し探索の有効性を確認した． 
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