Abstract. This article provides sufficient conditions for the existence of periodic solutions with nonconstant sign in a family of polynomial, non-autonomous, first-order differential equations that arise as a generalization of the Abel equation of the second kind.
1.
Introduction. The family of polynomial, non-autonomous, first-order Ordinary Differential Equations (ODE) that answer tȯ
are know as Abel-like [1] or generalized Abel equations [2] because, when n = 3, they reduce to the Abel ODE of the first kind [3] . Due to its well known connection with the number of lymit cycles of planar, polynomial systems and, consequently, with Hilbert's 16th problem [4] , considerable research interest has been devoted to study the existence of periodic solutions in (1) . Remarkable works in this field include, among others, [1, 2, 5, 6, 7, 8, 9, 10] and the references therein, which report estimates on the number of periodic solutions of (1)-like ODE under certain assumptions on the coefficients a i (t) with different degrees of tightness.
Recently, a further generalization of (1), namely,
has been investigated in [11] . The study of periodic solutions in this class of ODE is specifically interesting because of its application to estimate the number of limit cycles in a class of planar vector fields that include the so-called rigid systems.
However, as it happens in most of the above cited works, attention is focused only on limit cycles with definite sign. It is an interesting fact that (2) admits negative powers of m; indeed, Abel ODE of the second kind [3] may arise from (1) by setting m = −1, n = 2. The existence of periodic solutions in (1) with m ∈ Z − is a problem with few records in the scientific literature, mainly because for nontrivial limit cycles with constant sign the change x → x −1 transforms (2) to (1) for certain values of m and n. Nevertheless, even less reports have been published dealing with periodic solutions with nonconstant sign [12] , a case which cannot be tackled through the change x → x −1 . This article generalizes the results in [12] for Abel ODE of the second kind with the obtention of sufficient conditions that guarantee the existence of periodic solutions with nonconstant in (2)-like generalized Abel ODE. Moreover, it is shown that the particularization of the derived conditions in the general case to Abel ODE of the second kind is sharper than the obtained in [12] for specific situations. In turn, the analysis comes in addition to the results derived in [11] for limit cycles with definite sign in (2) .
Let us then consider the class of polynomial, non-autonomous, first-order differential equations of the form
Notice that if a solution of (3) has nonconstant sign, then its zeros are also zeros of a 0 (t). Hence, the search of periodic solutions with nonconstant sign in (3) only makes sense when a 0 (t) itself has nonconstant sign. The main result of the paper reads as: Theorem 1.1. Let m, n be positive integers, and let a 0 (t), ..., a n (t) be C 1 , T -periodic functions. Assume that a 0 (t) has at least one zero in [0, T ] and that one of the following conditions is satisfied: i) m is odd and there exists β > 0 such that:
ii) m is even and there exists β > 0 such that:
Then equation (3) has a T -periodic solution that has the sign of (−1) m a 0 (t), and it is also C 1 .
It is worth remarking that, by fixing a value for β, (4)-(5) boils down to tighter but easily checkable conditions that depend solely on the coefficients a 0 (t), ..., a n (t). A much simpler, yet also tighter, alternative to (4)- (5) that is independent of n may be obtained as follows: the existence of M := max t∈R {|a 2 (t)|, . . . , |a n (t)|} ∈ R + 0 is guaranteed by the continuous and T -periodic character of a i (t); then, setting β = 1 2 , it is found that (4)- (5) is fulfilled if
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One can also derive conditions for the existence of periodic solutions that depend only on a 0 (t) and a 1 (t) for a subset of specific generalized Abel equations of the form (3), namely, those with a 2i = 0, i ≥ 1. Let us consider the ODE:
Theorem 1.2. Let k, m be positive integers, and let a 0 (t), a 1 (t), ..., a 2k−1 (t) be
Assume that a 0 (t) has at least one zero in [0, T ] and that one of the following conditions is satisfied: i) m is odd and
.
ii) m is even and
Then, equation (3) has a T -periodic solution that has the sign of (−1) m a 0 (t), and it is also C 1 .
It follows from the proofs of Theorems 1.1 and 1.2 that, unless m = 1 and all the zeros of a 0 (t) are simple, the construction of a T -periodic solution, x * (t), arising from both results requires the use of the Center Manifold Theorem. In such cases, there may exist a family of periodic solutions of (3) or (6) with the same sign as (−1) m a 0 (t). However, even if x * (t) is non unique, there do not exist other T -periodic solutions with nonconstant sign in (3) or (6) sharing only some of the zeros of a 0 (t): Theorem 1.3. Let the assumptions of Theorem 1.1 (resp. Theorem 1.2) be fulfilled. Then, any C 1 , T -periodic solution of (3) (resp. (6)) with at least one zero in [0, T ] has the sign of (−1) m a 0 . Moreover, if m = 1 and all the zeros of a 0 (t) are simple, then (3) has a unique C 1 , T -periodic solution with nonconstant sign.
Finally, it is worth pointing out two issues. On the one hand, the study on periodic solutions with nonconstant sign of (3) or (6) might be complemented with an analysis of the possible existence of nontrivial limit cycles with definite sign in some specific situations. Unfortunately, [11] is not useful for this purpose because a key assumption therein is a 0 (t)a n (t) = 0, for all t. However, notice that the above suggested change of variables x → x −1 transforms (3) intȯ
When m + 2 ≥ n this ODE follows the pattern (1), and one could then use results available in the literature that do not require definite sign for the coefficient of x m+2 , i.e. for a 0 (t).
On the other hand, two important aspects that are not studied in the paper are stability and numerical approximation of the T -periodic solutions with nonconstant sign, which are left as open problems for further research. Possible starting points for these investigations might be the stability analysis procedure for Abel ODE of the 2nd kind, i.e. with m = 1 and n = 2 in (3), followed in [12] , and the approximations of periodic solutions with constant sign for Abel ODE of the 2nd kind in the normal form developed in [13] and [14] using Galerkin and iterative schemes, respectively.
The remainder of the paper is organized as follows. The proofs of Theorems 1.1, 1.2 and 1.3 are in Sections 2, 3 and 4, respectively. Finally, Section 5 is devoted to compare the conditions for the existence of periodic solutions with nonconstant sign in Abel equations of the second kind derived in [12] with the one provided in Theorem 1.1.
2. Proof of Theorem 1.1. Let us first recall a result from [12] which is essential in subsequent demonstrations.
where Ω := R × R * , R * = R \ {0} and S is a locally Lipschitz function. Assume that p, q ∈ R and let r := {(t, x) : x = pt + q} be a straight line of slope p, which splits R 2 into the half planes Ω
Recall that the T -periodicity and C 1 character of a 0 (t) implies that min{ȧ 0 (t)} ≤ 0 and max{ȧ 0 (t)} ≥ 0. Furthermore, the assumptions of Theorems 1.1 and 1.2 entail that (−1) m a 1 (t) < 0. Theorem 1.1 considers a case in which a 0 (t) has nonconstant sign. The next Lemmas study the behavior of the solutions of (3) in an open interval (a, b) where a and b are two consecutive zeros of a 0 (t). Lemma 2.2. Let the assumptions of Theorem 1.1 be fulfilled, and let also
If a and b are two consecutive zeros of a 0 (t), then there exists p > 0 such that
Proof. Letting x = p(t − b), with p > 0, in (10) one gets:
Assume that t ∈ (a, b). Then, by the Mean Value Theorem, for each t there exists ξ ∈ (t, b) such thatȧ
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Let m be even. Then, as (t − b) 1−m < 0 in (a, b), we have from (12) that
Alternatively, when m is odd it results that (t − b) 1−m > 0 in (a, b), and from (12):
Hence, denoting
and (14) can be merged as:
and selecting p = β T , where β is given by condition (4), we obtain:
Remark 2. Notice that there is no loss of generality in assuming that (−1) m a 0 (t) be negative in (a, b) because, otherwise, the change of variables (t, x) → ((−1)
, while conditions (4) and (5) remain invariant.
In fact, this is the point that requires the establishment of different conditions depending on the parity of m, since the sign ofȧ 0 is conserved under the change of variables (t, x) → ((−1) m t, −x) when m is odd, but it is reversed when m is even.
The hypotheses of Theorem 1.1 are assumed to be fulfilled throughout the remainder of the section. Lemma 2.3. Let a, b ∈ R be such that a 0 (a) = a 0 (b) = 0, with (−1) m a 0 (t) < 0 for all t ∈ (a, b). Then, any negative solution x(t) of (3) defined on [t 1 , t 2 ), with t 1 ≥ a and x(t 1 ) sufficiently close to 0, can be extended to [t 1 , b).
Proof. The ODE (3) may be written aṡ
in Ω − := R×R − . Let us denote as x(t) a solution of (15) with x(t 1 ) < 0. Let us also consider that I ω = (ω − , ω + ), with ω − < t 1 , be its maximal interval of definition and assume that ω + < b. Hence, t → ω + means that either x(t) → −∞ or x(t) → 0.
On the one hand, applying Lemma 2.1 to the straight line
where p is given by Lemma 2.2, we obtain that when
, and therefore, x(t) → −∞ for t → ω + < b.
On the other hand, let us take c ∈ R, t 1 < c < ω + and select δ ∈ R + small enough, in such a way that
The existence of δ is ensured by the assumption (−1)
. Defining now r δ := {( t, x) : x + δ = 0}, it is straightforward that S(t, x) < 0, for all (t, x) ∈ [c, ω + ] × R − ∩ r δ and, by Lemma 2.1.ii, x(t) + δ < 0 for t ∈ (c, ω + ), that is,
Therefore, the assumption ω + < b is contradictory: it has to be ω + ≥ b and the solution x(t) is defined in [t 1 , b).
Lemma 2.4. Let a, b ∈ R be such that a 0 (a) = a 0 (b) = 0, with (−1) m a 0 (t) < 0 for all t ∈ (a, b). Then, there exists a C 1 solution x * (t) of (3) in (a, b), which is negative and such that
Proof. The ODE (3) may be transformed into the planar, generalized Liénard system [15] :
It is worth remarking that, when x = 0, the portrait of the integral curves of (3) and the phase plane of (16)- (17) are coincident. The jacobian matrix of (16)- (17) in (a, 0) is:
Recall also that a 1 (a) = 0. Hence, the local analysis of the equilibrium when m = 1 is essentially different from the case m = 2.
The proof for m = 1 runs parallel to that of Lemma 4 in [12] , which is carried out therein for n = 2 but can be straightforwardly extended to deal with a generic, positive integer n.
Let us then focus on m ≥ 2. In such a scenario, the eigenvalues of the nonhyperbolic critical point (t, x) = (a, 0) are 
a1(a) < 0, this orbit lies on the subsets A + := {(t, x) : t < a, x > 0} and
The branch of the manifold that lies in A − is a negative,
a1(a) = 0, then this orbit matches a C 1 solution x * (t) of (3) that satisfies
Thus, let us see that this orbit lies in A − for t > a. For, let us denote such an orbit as x = h(t), with h(a) =ḣ(a) = 0 and satisfying
As a n (a)h(a)
for t−a small enough; consequently, h and −a 0 (t)a 1 (t) have the same sign in a neighborhood of (a, 0), and taking into account that (−1) m a 0 (t) < 0 and (−1) m a 1 (t) < 0, we obtain that h(t) < 0 for 0 < t − a << 1.
Notice finally that, by Lemma 2.3, x * (t) is defined in (a, b).
Lemma 2.5. Let a, b ∈ R be such that a 0 (a) = a 0 (b) = 0, with (−1) m a 0 (t) < 0, for all t ∈ (a, b). Then, there exists a C 1 solution x * (t) of (3) in (a, b), which has the sign of (−1) m a 0 (t), and is such that
Proof. Let x * (t) be the solution of (3) featured in Lemma 2.4. Then, let us focus the attention on the behavior for t → b − .
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Firstly, by Lemmas 2.2 and 2.1 we know that there exists p such that x * (t) > p(t−b) for all t ∈ (a, b). But since x * (t) is negative in (a, b), then p(t−b) < x * (t) < 0 and, taking limits for t → b − , it is immediate that x * (t) → 0. Secondly, consider the planar, autonomous system (16)- (17) , which is equivalent to (3) in (a, b) . The situation is equivalent to the proof of Lemma 2.4. Hence, we refer the reader to the proof of Lemma 5 in [12] for m = 1 and we focus the attention on the case m ≥ 2.
When m ≥ 2, (t, x) = (b, 0) is a non-hyperbolic critical point with eigenvalues
, the associated invariant subspaces of the linearized system being
Since we have a negative solution x * which tends to zero when t → b − , then it has to be either a center manifold or the stable/unstable manifold. But the stable/unstable manifold is tangent to the line {t = b}, and since our solution satisfies p(t − b) < x * (t) < 0, then it has to be a center manifold, and thereforė
Let us now complete the proof of Theorem 1.1. Recalling that a 0 (t) has, at least, one zero in [0, T ] by hypothesis, let t 0 ∈ R be such that a 0 (t 0 ) = 0 and define
Let also P and N stand for the sets of maximal intervals in [t 0 , t 0 + T ] where (−1) m a 0 (t) is positive and negative, respectively. Let also I i = (a i , b i ), a i , b i ∈ Z, denote an interval of P ∪ N . Lemma 2.5 ensures that, for every I i , there exists a C 1 solution x * i (t) of (3) on I i , which has the sign of (−1) m a 0 (t), and is such that x * i (t) → 0 when t → a 
is indeed a continuous solution of (3) in R which is also C 1 in every open interval I i .
Let us finally prove that x * (t) is C 1 for all t i ∈ Z. When m = 1, this follows immediately from [12] . Alternatively, when m ≥ 2 the graph of x * (t) in a neighborhood of t i is the orbit of a center manifold of (16)- (17), so x * (t) is C 1 in t i (see the discussion in the proof of Lemma 2.4). Therefore, the T -periodic extension of x * is a C 1 solution of (3) defined in R.
3. Proof of Theorem 1.2. It follows from Remark 2 that the sign of a 2i−1 (t) is invariant under the change of variables (t, x) → ((−1) m t, −x). In turn, this change also keeps invariant conditions (7) and (8) . Hence, the proof of Theorem 1.2 follows equivalently to that of Theorem 1.1, the only difference being in Lemma 2.2, which has to be replaced by:
Lemma 3.1. Let the assumptions of Theorem 1.2 be fulfilled, and let also
If a and b are two consecutive zeros of a 0 (t), then there exists p > 0 such that S(t, x) > p for each (t, x) ∈ r p := {(t, x) : x = p(t − b)}, with a < t < b.
Proof. Letting x = p(t − b) in (19), with p > 0, one gets: .
