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Abstract—A large amount of algorithms has recently been
designed for the Internet under the assumption that the distance
defined by the round-trip delay (RTT) is a metric. Moreover,
many of these algorithms (e.g., overlay network construction,
routing scheme design, sparse spanner construction) rely on
the assumption that the metric has bounded ball growth or
bounded doubling dimension. This paper analyzes the validity
of these assumptions and proposes a tractable model matching
experimental observations.
On the one hand, based on Skitter data collected by CAIDA
and King matrices of Meridian and P2PSim projects, we verify
that the ball growth of the Internet, as well as its doubling
dimension, can actually be quite large. Nevertheless, we observed
that the doubling dimension is much smaller when restricting the
measures to balls of large enough radius. Moreover, by computing
the number of balls of radius r required to cover balls of radius
R > r, we observed that this number grows with R much slower
than what is predicted by a large doubling dimension.
On the other hand, based on data collected on the PlanetLab
platform by the All-Sites-Pings project, we confirm that the
triangle inequality does not hold for a significant fraction of
the nodes. Nevertheless, we demonstrate that RTT measures
satisfy a weak version of the triangle inequality: there exists
a small constant ρ such that for any triple u, v, w, we have
RTT (u, v) ≤ ρ ·max{RTT (u,w), RTT (w, v)}. (Smaller bounds
on ρ can even be obtained when the triple u, v, w is skewed). We
call inframetric a distance function satisfying this latter inequality.
Inframetrics subsume standard metrics and ultrametrics.
Based on inframetrics and on our observations concerning
the doubling dimension, we propose an analytical model for
Internet RTT latencies. This model is tuned by a small set of
parameters concerning the violation of the triangle inequality
and the geometrical dimension of the network. We demonstrate
the tractability of our model by designing a simple and efficient
compact routing scheme with low stretch. Precisely, the scheme
has constant multiplicative stretch and logarithmic additive
stretch.
I. INTRODUCTION
The quest for a better understanding of the Internet structure
at the router level as well as at the AS level has yield a
tremendous amount of work over the last decade, initiated by
the pioneering contributions of Faloutsos et al. [1] identifying
power laws in the Internet. A large amount of algorithms has
also recently been designed for the Internet, including overlay
network construction [2], routing scheme design [3], [4],
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sparse spanner construction [5], closest server selection [6]–
[8], etc. The design of these algorithms assumes that the
distance defined by the round-trip delay (RTT)1 is a metric,
and hence, in particular, that the triangle inequality
RTT (u, v) ≤ RTT (u,w) +RTT (w, v)
is satisfied for any triple u, v, w. Moreover, the performance
analysis of many of these algorithms relies on the assumption
that RTT has bounded ball growth, i.e., for any r > 0, the size
of any ball of radius r can be bounded by a constant times
the size of the ball of radius r/2 centered at the same node
(e.g., [7], [9]). Important contributions (e.g., [10], [11]) have
relaxed this assumption to the bounded doubling dimension
hypothesis, i.e., for any r ≥ 0, any ball of radius r can
be covered by a constant number of balls of radius r/2.
Metrics of bounded doubling dimension have actually recently
received a considerable attention because they provide a richer
framework for the design and analysis of algorithms (cf., e.g.,
[10]–[15])
The bounded ball growth assumption can be well moti-
vated intuitively [9] and is consistent with the transit-stub
model [16]. Although it can be shown [17] that the RTT delays
are poorly correlated to metrics such as physical distances,
the formal verification of the bounded ball growth assumption
has been statistically established in average by [1], [18]. For
instance, [1] shows that the RTT distance over all pairs follows
a power law, i.e., the number of pairs P (h) at RTT distance
h satisfies P (h) ∝ hc for some constant c. As a consequence,
P (2h) ∝ 2c · P (h). Nevertheless, the averaging over all pairs
may hide the ball growth misbehavior for a large number of
centers, and the assumption P (2h)/P (h) ≤ O(1) is not strong
enough to enable algorithms designed under the bounded ball
growth assumption to perform efficiently in a framework in
which the bound only holds in average.
On the other hand, previous work tends to indicate that
the basic metric assumption is questionable. In particular, [6],
[18]–[20] already pointed out that the triangle inequality can
be violated by the RTT latencies.
In this paper, we experimentally revisit the validity of the
metric and geometrical assumptions made for the RTT latency
distances. Significant contributions have been made by [6],
[8], [21], [22] to better understand the RTT distance, but their
1The RTT between two nodes u and v is the time taken to send a packet
from u to v and to receive an acknowledgment back from v to u.
approach relies on extrapolating the missing data by using the
triangle inequality, which is not necessarily satisfied by the
RTT distance.
We propose a tractable analytical model for the RTT dis-
tances in the Internet, matching our experimental observations.
We demonstrate the tractability of our model by showing how
it can be used to design and analyze sophisticated algorithms.
Our results are therefore complementary to the results in [18].
Indeed, [18] was (with [1]) among the first contributions
considering experimentally the ball growth of the Internet, and
modeling the violation of the triangle inequality. The objective
of [18] was however quite different from ours. It developed a
fine tuned and compact statistical tool box for the purpose of
simulation and emulation of protocols. This tool box provides
an artificial synthesis of a realistic delay space. In contrast
we develop an analytical model for the purpose of design and
analysis of algorithms. Consequently, we focus on worst case
analysis of the experimental data, rather than on the global
statistical distribution of the parameters.
A. On the Geometrical Dimension of the Internet
Based on Skitter data collected by CAIDA [23], we verify
that the ball growth of the Internet is small for a vast majority
of ball centers. However, this property does not hold for short
radii or for specific placements of the ball centers (e.g., in
New Zealand). The violation of the ball growth for small radii
has some impact on the performances of algorithms designed
by assuming that the bounded ball growth property holds at
all scales, especially as our experiments demonstrate that the
deviation to the bounded ball growth hypothesis at small scales
can be significant. This implies that any analytical model must
impose some threshold on the validity of the bounded ball
growth asumption. It remains that, even for large enough balls,
the bounded growth hypothesis is violated in some areas of
the network. This latter fact leads us to relax the constraint,
and to turn our attention toward the doubling dimension of the
Internet.
Checking the doubling dimension of the Internet requires
a complete distance matrix, and thus could not be performed
using the Skitter measurements from CAIDA. Instead, we used
King measurements coming from Meridian project [24] and
P2PSim simulator [25]. Our experiments on these platforms
demonstrate that one can hardly claim that the Internet has
small doubling dimension in general. Indeed, as for the ball
growth, the doubling dimension can be large for many balls for
a large range of radii. Now, this observation is counterbalanced
by the following fact. By computing the number of balls of
radius r required to cover balls of radius R > r, we observed
that this number grows with R much slower than what is
predicted by a large doubling dimension.
B. On the Triangle Inequality in the Internet
Based on data collected on the PlanetLab platform by
the All-Sites-Pings project [26], we confirm that the triangle
inequality does not hold for a significant fraction of the nodes.
Nevertheless, the same data also show that RTT measures
satisfy a weak version of the triangle inequality. Namely, there
exists a small constant ρ such that, for most of the triples
u, v, w, we have
RTT (u, v) ≤ ρ ·max{RTT (u,w), RTT (w, v)},
to be contrasted with the triangle inequality. We call inframet-
ric a distance function satisfying this latter relaxed inequality.
Note that inframetrics subsume standard metrics (1 ≤ ρ ≤ 2)
and ultrametrics (ρ = 1).
Better bounds on ρ can even be obtained when the triple
u, v, w is skewed, i.e., when the side v, w of the triangle is
much smaller than the side u, v (cf. Fig. 1). Our experiments
demonstrate that the triangle inequality is violated more fre-
quently for skewed triangles, but that the violation is less
severe than for arbitrary triangles.
C. On the Inframetric Nature of the Internet
The observations summarized in the two previous subsec-
tions enable us to design an accurate analytical model for the
RTT latencies in the Internet. Our model is tuned by two
sets of parameters. The first set concerns the deviation to
the triangle inequality. It consists of the parameter ρ defined
above, and a pair of parameters (ρs, δ) allowing us to use
tradeoffs between the deviation from the triangle inequality,
and the skewness of the triangle involved in the inequality.
Such tradeoffs will be shown helpful for the analysis of algo-
rithms computing overlay data structures aiming at preserving
distances approximatively.
The second set of parameters of our model concerns the
geometrical dimension of the network, precisely its doubling
dimension. It consists of three parameters α, β and τ . The
parameters α and β enable to establish bounds on the doubling
dimension at various scales. These bounds are however only
valid for balls of radius at least τ . Note that we actually
generalize the standard notion of doubling dimension by
comparing balls of radius r with balls of radius r/ρ. While
this modification in the definition of doubling dimension does
not modify the nature of the geometrical dimension of the
network, it simplifies the analysis a lot.
D. Low Stretch Compact Routing Schemes in Inframetric
Spaces
Designing compact routing schemes is a case study that
illustrates the tractability of our model. We design a simple and
efficient compact routing scheme with low stretch, in the same
spirit as the TZ algorithm [3], [4]. Precisely, we show how
Slivkins routing algorithm [11] can be revisited to fit with the
inframetric model, and how its complexity can be analyzed in
this framework. We have chosen to consider Slivkins algorithm
because it tackles the core of the problem. This algorithm is
itself an extension of an algorithm by Chan et al. [27]. It
has received considerable attention, and has been successively
refined in [12], [14], and [15]. In these algorithms, routing
in a metric often serves as a basis for constructing compact
routing schemes in general networks. In the inframetric model,
we present a compact routing scheme using routing tables of
polylogarithmic size at each node, with constant multiplicative
stretch, and logarithmic additive stretch. I.e., the length of the
route between any source s and target t computed by our
scheme is at most a·RTT (s, t)+b where a is a small constant,
and b grows logarithmically in the size of the network.
II. THE INFRAMETRIC MODEL
This section describes the inframetric model for the Internet.
This analytical model will be validated later in the text,
via extensive experiments performed using data collected by
CAIDA, PlanetLab, Meridian and P2PSim. As said before,
the inframetric model is tuned by a small set of parame-
ters concerning the violation of the triangle inequality and
the geometrical dimension of the network (ball growth or
doubling dimension). These parameters appear explicitly in
Definitions 1, 2, and 3 summarizing the essence of our model.
A. Inframetrics
In this paper, we call distance any function aiming at
capturing a notion of proximity between elements of a finite
set V . Clearly the RTT latency falls into this category. Recall
that a nonnegative (distance) function d : V × V → R is a
metric if it satisfies:
• d(u, v) = 0 if and only if u = v;
• d(u, v) = d(v, u) (symmetry property);
• d(u, v) ≤ d(u,w) + d(w, v) (triangle inequality).
As we mentioned in the introduction, and as our experiments
presented later in the paper will demonstrate, the RTT latency
merely satisfies the two first properties, but significantly vio-
lates the triangle inequality. We thus introduce a relaxed ver-
sion of this latter property, yielding the notion of inframetric.
Definition 1: A distance d : V × V → R is a ρ-inframetric
for ρ ≥ 1 if it satisfies the two first axioms of metrics and the
following relaxed triangle inequality: for any triple u, v, w in
V ,
d(u, v) ≤ ρ max{d(u,w), d(w, v)}. (1)
Note that, if d is a metric, then ρ ≤ 2 by the triangle inequal-
ity, and that ultrametrics are defined as the metrics satisfying
Inequality 1 with ρ = 1. Our experiments demonstrate that
the RTT latency is a ρ-inframetric for some small ρ > 2. In
fact, by restricting the measure of ρ to some specific types
of triangles u, v, w, called skewed (cf. Fig. 1), one can obtain
significantly smaller values for ρ.
Definition 2: Let 0 < δ ≤ 1. A triangle u, v, w is δ-skewed
if d(w, v) ≤ δ d(u, v). An inframetric d is (ρs, δ)-skewed for
ρs > 0 if for any δ-skewed triangle u, v, w, we have d(u,w) ≤
ρs d(u, v).
The notion of (ρs, δ)-skewness for a ρ-inframetric d is
particularly interesting if ρs is significantly smaller than ρ.
In particular, a detour via w when routing from u to v in
a δ-skewed triangle u, v, w results in a stretch factor ρs + δ
instead of ρ+δ. The reason why it is interesting to restrict the
measure of ρ to skewed triangles will be clear once we present
our application to the design of compact routing schemes.
Note that for any ε ∈ (0, 1], classical metrics are (1+ ε, ε)-
skewed, and that ultrametrics are (1, ε)-skewed.
w
u
v
Fig. 1. A skewed triangle u, v, w
B. Ball Growth and Doubling Dimension
In this subsection, we generalize the notions of ball growth
and doubling dimension to inframetrics. Given a distance
function d on a set V , Bu(r) denotes the ball of radius r ≥ 0
centered at u ∈ V , i.e., Bu(r) = {v ∈ V | d(u, v) ≤ r}. The
standard definitions of ball growth and doubling dimension
compare balls of radius 2r with balls of radius r. These notions
can naturally be extended to ρ-inframetrics by comparing balls
of radius ρr with balls of radius r. A ρ-inframetric d has
growth γ ≥ 1 if, for any r ≥ 0 and u ∈ V ,
|Bu(ρr)| ≤ γ |Bu(r)|.
Metrics of bounded growth are special cases of metrics
of bounded doubling dimension, defined as follows. A ρ-
inframetric is γ-doubling if, for any r ≥ 0 and u ∈ V ,
Bu(ρr) ⊆ ∪i∈IBvi(r)
for some vi ∈ V , i ∈ I , |I| ≤ γ. As for usual metrics, infra-
metrics of bounded growth are special cases of inframetrics
with bounded doubling dimension. Specifically, we have:
Lemma 1: Let d be an inframetric. If d is of growth γ then
it is γ′-doubling with γ′ ≤ γ4.
Proof: Let d be a ρ-inframetric of growth γ. Let r ≥ 0.
From the inframetric property, we get Bu(ρr) ⊆ Bv(ρ2r) for
any v ∈ Bu(ρr). On the other hand, since d is of growth γ,
|Bv(r/ρ)| ≥ |Bv(ρ2r)|/γ3. Hence, |Bv(r/ρ)| ≥ |Bu(ρr)|/γ3
for any v ∈ Bu(ρr). Thus
|Bv(r/ρ)| ≥ |Bu(ρ
2r)|/γ4 for any v ∈ Bu(ρr). (2)
Let us now consider the following greedy process for covering
Bu(ρr) with balls of radius r:
k← 0;
while Bu(ρr) \ ∪1≤i≤kBvi(r) 6= ∅ do
select an arbitrary vk+1 ∈ Bu(ρr) \ ∪1≤i≤kBvi(r);
k ← k + 1;
The process stops when Bu(ρr) ⊆ ∪1≤i≤kBvi(r). Let
w ∈ Bvi(r/ρ), and j 6= i. If w ∈ Bvj (r/ρ), then
d(vi, vj) ≤ ρ max{d(vi, w), d(vj , w)} ≤ r, a contradiction.
Hence d(vj , w) > r/ρ, and therefore the balls Bvi(r/ρ) are
pairwise disjoint, for i = 1, . . . , k. Thus, by Eq. 2, we get
| ∪1≤i≤k Bvi(r/ρ)| ≥ k |Bu(ρ
2r)|/γ4. Since by the bounded
growth property Bvi(r/ρ) ⊆ Bu(ρ2r) for any i ∈ {1, . . . , k},
we get that k ≤ γ4, which completes the proof.
In view of our experiments regarding the Internet, the afore-
mentioned definitions of ball growth and doubling dimension
have two drawbacks. First, we observe a limited growth of the
ball sizes only for radii above a certain threshold. Second, the
definitions |Bu(ρr)| ≤ γ |Bu(r)| or Bu(ρr) ⊆ ∪i∈IBvi(r),
|I| ≤ γ, actually still yields relatively large γ’s even for
reasonably large balls. These two problems are handled by
the following definition that reflects more accurately our
observations on the Internet.
Definition 3: A ρ-inframetric is (α, β)-doubling with thres-
hold τ if, for any u ∈ V , any r ≥ τ , and any R ≥ ρr,
Bu(R) ⊆ ∪i∈IBvi(r)
for some vi ∈ V , i ∈ I , |I| ≤ βαlogρR/r.
The role of τ in the above definition is to limit the deviation
due to too small balls, or balls of too small radius. The
role of the pair (α, β) is more subtle. Note that (γ, 1)-
doubling inframetrics are simply γ-doubling inframetrics. The
two parameters α and β give more flexibility to the model.
Indeed, if R = ρir for i ≥ 1, then the usual definition of
γ-doubling dimension implies that any ball of radius ρir can
be covered by at most f(i) balls of radius r with f(i) ≤ γi.
Our observations demonstrate however that f(i) ∝ βαi with
βα = γ but α ≪ γ. In other words, even if some balls of
radius ρr require a large number βα of balls of radius r to
be covered in the Internet, the number of balls of radius r
required to cover balls of radius ρir grows rather slowly with
i, like βαi, and not like (βα)i.
III. INTERNET LATENCIES AS AN INFRAMETRIC
In this section, we present our experimental study of Internet
latencies in terms of triangle inequality violations, and analyze
how they fit with the inframetric model.
Internet latencies are basically measured through round trip
times (RTT for short). The RTT between two nodes u and v
is the time taken to send a packet from u to v and to receive
an acknowledgment back from v to u. Such a measurement
is typically made using the ping command. Note that under
stable network conditions, this measure is inherently symmet-
ric. Large dense matrices of estimations can also be obtained
through the King method [28] using recursive DNS queries.
However, we prefer PlanetLab measurements (from All-Sites-
Pings project [26]) for testing triangle inequalities because it
provides better accuracy while still containing many triangle
measurements. The All-Sites-Pings project consists in taking
regular snapshots of RTT measurements between various pairs
of sites of PlanetLab. In our study, we use snapshots taken
during one hour (where approximately 15 pings are made
between each pair of sites in PlanetLab). The data consists
in the minimal, average and maximal values of the measured
latencies. A snapshot typically contains between 200 and 300
nodes.
A. Methodology
RTT measurements may vary due to node overload, espe-
cially for PlanetLab nodes which serve as an open testbed for
many research projects. Since we are interested in modeling
network distances under steady network load, we filter out
measures with high overload (on a node or in the network).
For this purpose, we use the following heuristic. We measure
the difference between minimal, maximal and average values
on the measures given by one snapshot between a fixed pair
of nodes. We then filter out the pairs for which the three
values differ from each other by more than 10%. For the
same purpose, we ignore nodes answering to less than 10
ping requests, nodes having more than 30% of their measures
filtered out by the first test, and nodes having a difference
between their average RTT to other nodes higher than 1
second. Indeed, we consider that such behaviors correspond
to overloaded nodes. After such filtering, the data is almost
symmetrical, i.e., RTT (u, v)/RTT (v, u) is always very close
to one.
Finally, a significant fraction of the nodes does not provide
any data in a snapshot (but they are probed by other nodes) and
a significant fraction of the entries is missing. A snapshot is
typically a 130×220 matrix with 13 % of the entries missing.
After our filtering process, we end up with a matrix with size
100 × 150 approximately and the same proportion of valid
entries. We also make use of the matrix obtained by averaging
our 161 filtered snapshots made in 2007 in one single matrix
in order to get a picture more homogeneous in terms of year
period, we call that matrix average matrix.
We have studied 288 snapshots taken on each hour of twelve
days spread from December 2005 to June 2007 (one in 2006,
two in 2005 and nine in 2007). The notation 2006-12-10–03
will denote the snapshot made on December 2006, the 10th,
from 3 am to 4am (GMT +8:00).
B. Triangle inequality
In order to test the triangle inequality, we compute the
ratios RTT (u, v)/(RTT (u,w)+RTT (w, v)) for all triangles
for which the measures are available (each snapshot contains
several hundred thousands triangles). We study separately the
triangles depending on their skewness: the parameter δ > 0
for which they satisfy RTT (w, v) < δ RTT (u,w) (we
authorize δ =∞ in this section for the sake of simplicity). The
ratios depending on the skewness are illustrated in Figure 2
wich plots the cumulative distribution of these ratios on all
snapshots. The figure should be read as follows: a point x, y on
a curve indicates that a fraction y of the triangles considered in
the curve has a ratio at most x. We can see that approximately
5 % of the triangles do not satisfy the triangle inequality.
Interestingly, skewed triangles (δ = .5 and .1) violations are
more frequent (6 % and 13 % respectively).
In order to test the inframetric inequality, we compute
the ratios RTT (u, v)/max{RTT (u,w), RTT (w, v)} on the
same set of triangles. The results are illustrated on Figure 3
which plots the cumulative distribution of these ratios for
various skew parameters δ. The curve δ = ∞ (i.e., with all
the triangles) indicates that Internet latencies are close to a
2-inframetric. Figure 4 provides the same distribution plot (on
the average matrix) visible for ratios between 1 and 7. We see
that the inframetric triangle inequality with ρ = 7 is almost
never violated. Interestingly, we get similar results on the total
matrix as on the average matrix.
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Fig. 2. Cumulative distribution over all snapshots of
RTT (u, v)/(RTT (u, w) + RTT (w, v)) for all triangles such that
RTT (w, v) < δ RTT (u, w) for δ = .1, .3, .5, 1,∞.
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Fig. 3. Cumulative distribution over all snapshots of the ratio
RTT (u, v)/max{RTT (u, w), RTT (w, v)} for all triangles such that
RTT (w, v) < δ RTT (u, w) for δ = .1, , .5, 1 and ∞.
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Fig. 4. Average matrix (over 2007).
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Fig. 5. A point (x, y) corresponds to a triangle u, v, w in the 2006-
12-10–06 snapshot with x = RTT (u, v) (in milliseconds) and y =
RTT (u, v)/max{RTT (u, w), RTT (w, v)}.
To give more insight on the nature of triangle inequality
violations, we plot in Figure 5 a point x = RTT (u, v), y =
RTT (u, v)/max{RTT (u,w), RTT (w, v)} for all triangle
u, v, w of the 2006-12-10–06 snapshot. Several alignments of
points can be observed. Each vertical line corresponds to some
pair of nodes u, v for which many nodes w with RTT (u,w) <
RTT (u, v) and RTT (w, v) < RTT (u, v) give a point (x, y)
where x = RTT (u, v) and y > 1. Oblique lines are due to
pairs u,w such that are several nodes v with RTT (w, v) ≤
RTT (u,w) for a wide range of values for RTT (u, v). Each
v yields a point (RTT (u, v), RTT (u, v)/RTT (u,w)). All
these lines pass through the origin. Note how lines get steeper
for small RTT (u,w). We obtain similar plots for the average
matrix. We have chosen to show the snapshot plot because the
lines due to special pairs of nodes were more visible on that
plot.
Figure 6 is made of points x = δ, y =
RTT (u, v)/max{RTT (u,w), RTT (w, v)} for all triangles
u, v, w of the average matrix where δ = min{RTT (u,w),
RTT (w, v)}/max{RTT (u,w), RTT (w, v)} is the skewness
of the triangle. For most of the δ-skewed triangles, the skewed
triangle inequality is roughly satisfied with ρs ranging from
1.2 to 1.8 for 0 ≤ δ ≤ 0.7. The inequality with ρs < 1.2 is
violated quite frequently even with very small δ. We obtain
similar plots when using snapshot matrices with a slightly
better bounds on ρs.
IV. BALL GROWTH AND DOUBLING DIMENSION OF
INTERNET LATENCIES
In this section we study the ball growth on Skitter data
which provides the measurements with the largest set of desti-
nations but only from few sources. We then study the doubling
dimension on large complete distance matrices obtained with
the King method.
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Fig. 6. A point (x, y) corresponds to a x-skewed triangle u, v, w in the
average matrix with y = RTT (u, v)/max{RTT (u, w), RTT (w, v)}.
A. Caida Skitter measurements
The Skitter project of Caida consists in few monitors
regularly probing a fixed very large set of IP addresses. Each
probe consists in a traceroute query, i.e., a sequence of
pings with increasing TTL. (The TTL is a limit on the number
of hops authorized for a ping packet). We extract from this data
a RTT measurement from each monitor to each IP address
probed as well as a hop distance measurement (obtained as
the minimal cutoff TTL necessary to reach the destination).
From this data we can indeed get a very precise idea of the
ball growth of monitors. We have used the data of May 2004
because most of the probes were successful at that period
(between 450 000 and 500 000 successful probes per monitor
in the IPv4 list) whereas more recent traces have 30-40 %
less successful probes. Due to space limitations, we only
present May 2004 curves excluding intermediate routers. We
get similar curves for other periods or when including routers.
B. Bounded growth
Figure 7 plots the growth of balls defined by hop counts
as a function of the TTL hop count. There is clearly no low
bound on this growth. This is not surprising since we count the
number of leaves in the routing tree from a monitor at various
depths. Figure 8 plots the growth of balls defined by RTTs as a
function of the RTT radius. The RTT ball growth is generally
smaller than 8 except for small radii and for two monitors.
Interestingly, the growth of balls defined by RTT distance is
generally much lower than the growth of balls defined by hop
counts.
Now consider the highest growths observed. The highest
peak is due to ihug monitor which is indeed an isolated
monitor located in Auckland, New-Zealand. It has a peak of
300 000/3500 ≈ 85 at 150 milliseconds (i.e., the size of the
300 milliseconds ball is 300 000 compared to 3500 for the 150
milliseconds ball). Few destinations are indeed reachable from
New-Zealand within 150 milliseconds (only those in Australia
and close Asia) whereas a large portion of destinations in
 0
 50
 100
 150
 200
 250
 2  4  6  8  10  12  14
|B(
2h
)| /
 |B
(h)
|
TTL h
Other monitors
arin (Maryland)
ihug (New Zeland)
nrt (Japan)
yto (Canada)
|B(
2h
)| /
 |B
(h)
|
|B(
2h
)| /
 |B
(h)
|
Fig. 7. Growth ratio BTTLx (2h)/BTTLx (h) as a function of h (number of
hops) for various monitors x. Plot begins when Bx(h) ≥ 20.
 0
 10
 20
 30
 40
 50
 60
 70
 80
 90
 0  50  100  150  200  250  300  350
|B(
2r)
| / |
B(r
)|
RTT r
Other Monitors
ihug (New Zeland)
nrt (Japan)
|B(
2r)
| / |
B(r
)|
Fig. 8. Growth ratio BRTTx (2r)/BRTTx (r) as a function of r (in
milliseconds) for various monitors x. Plot begins when Bx(r) ≥ 20.
America and Asia are reached within 300 milliseconds. Less
strikingly, a similar phenomenon occurs at 110 milliseconds
for nrt monitor which is located at Tokyo in Japan.
Figure 9 zooms in smaller RTTs. The highest peak is due to
arin monitor which is located at Bethesda, Maryland (near
Washington). It presents a peak of 9900/350 at 4 millisecond.
The peak is probably due to high density of the network (or of
the destination set) in that region. In the same region, iad in
Washington DC and g-root in Vienna, Virginia show rather
high ratios for small RTTs. Indeed, almost all monitors appear
to have two peaks, one for a very short radius and a second
for a larger radius. Most monitors have smooth peaks. Notably,
yto monitor, located in Ottawa, Canada, has a first peak of
720/35 at 2.5 milliseconds and a second peak of 46 500/3 200
at 15 milliseconds. The second peak could be explained by a
threshold r where high speed international connectivity occurs.
Many destinations are thus found within RTT less than 2r
when significantly fewer destinations are found with RTT less
than r. Indeed, second peaks at larger radii can be encountered
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when crossing broad physical deserts like oceans as illustrated
by the striking peak of ihug located in Auckland.
Concerning short radii, the highest peaks are observed by
considering the smallest possible radii. For instance, the radius
r where the nearest destination from a monitor u is reached
gives rise to a peak of |Bu(2r)|/2 which can be large. Such
peak highly depends on the choice of the IPv4 list used
for probing. To avoid such artifact, we only consider balls
containing at least 20 nodes. Considering the hierarchical
architecture of Internet it would not be surprising to find
embedded trees at that scale. Complete regular trees are a
notable example of structure with high ball growth and high
doubling dimension.
To summarize, the ball growth appears to be bounded by
15 for radii greater than 7 milliseconds for all monitors but
one and it is mostly lower than 5. We observe similar results
for 2007 data. However the 2007 peaks are lower due to the
fact that the destination set is less dense.
C. Doubling property
It is known that a bounded growth space is a particular
case of low doubling metric. Randomly sampling nodes in a
bounded growth space results in a bounded growth space [7].
However, sampling a bounded growth space results in general
in a doubling metric. Including an isolated island of nodes
(such as New-Zealand) can typically induce a high ball growth
for these nodes. Considering the growths observed on Skitter
data, doubling metrics seem a good candidate for modeling
the geometry of latencies space. However, we must keep in
mind that short radii may be problematic.
To test the doubling property on Internet latencies, we need
a large set of nodes with all to all measurements (Skitter data
only contains a small complete matrix between the monitors).
To test larger scales, we have used two matrices obtained with
the King method [28]. We have used the 1740×1740 matrix of
the P2PSim simulator [25] and the 2500× 2500 matrix of the
Meridian project [24]. The King method consists in estimating
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as a function of R/r in a complete 2303× 2303 Meridian sub-matrix.
the latency between two domain nameservers (DNS) u and v
by making a recursive request for v through u. The delay for
a direct request to u is then subtracted.
Given a complete matrix of distances, we test the (α, β)-
doubling property as follows. We repeatedly select two random
radii r,R with r < R and run a heuristically optimized greedy
algorithm to cover a randomly chosen ball B of radius R with
balls of radius r. The number Ur,R(B) of balls of radius r
necessary to cover B is an estimation of βαlogρ R/r.
Figure 10 illustrates Ur,R as a function of R/r on the
Meridian matrix in log-log scale. More precisely, for each ball
B of radius R and radius r < R taken as input by our heuristic,
we plot a point (x, y) where x = R/r and y = Ur,R(B) is
the number of balls of radius r found to cover B. Most of
the points lie between 2 · (2.35)log2 R/r and 25 · (2.35)log2 R/r.
As the matrix is not complete, we have extracted a complete
sub-matrix of size 2303×2303. We also tried different ranges
of radii, the highest values of Ur,R(B) have been observed
for all radii ranges, from r = 1 milli-seconds to r = 200
milliseconds. High R/r ratios can only be observed with small
r. Observation on short radii cannot be conclusive since King
matrices are made between nameservers and may miss high
local density situations as those producing high ball growth
on Skitter data for short distances.
We have obtained similar bounds for the P2PSim matrix
which is a complete matrix of size 1740 × 1740. However,
for higher R/r ratios, we observe lower Ur,R values on that
matrix. This is probably due to the fact that some nodes un-
derestimate their distance to many others because of overload
and the subtraction inherent to the method. This artifact was
already pointed out by the authors of the P2PSim matrix [29].
It appears that such nodes have been better filtered out in the
Meridian matrix.
Based on the observation of the largest complete latency
matrices available, we can reasonably argue that Internet
latencies satisfy the (α, β)-doubling property for a small value
of α. The data sets investigated suggest 2 ≤ α ≤ 3 and
β ≤ 30. Note that points in a D dimensional grid with L1
norm form a (1, 2D)-doubling metric. We should thus compare
α to 2 for a one-dimensional space and 4 for a bi-dimensional
space. As Internet is embedded on a sphere, it is not surprising
to find an α value between 2 and 4. The reason why β is
significantly larger than α may come from the Internet nature
or from the inaccuracy of the data sets. Even moderately
high values of β requires our fine grained definition of the
doubling property in order to obtain low bounds in algorithm
performances as illustrated in the next section. In particular,
the classical definition of doubling dimension would result
in an artificially high bound of 100log2 R/r rather than the
25 · (2.35)log2 R/r bound observed on real data.
V. COMPACT ROUTING IN DOUBLING INFRAMETRICS
In this section, we consider an n-node ρ-inframetric space
(V, d) which is (α, β)-doubling with threshold τ . We also
assume that the inframetric is (ρs, δ)-skewed with δ ≤ 1 (this
assumption is relaxed in the last corollary).
A. Doubling inframetrics geometrical properties
Doubling metrics properties in computer science algorith-
mic problems are often analyzed trough a central decompo-
sition tool: the r-nets [10]. This tool can be extended to the
inframetrics setting: we say that a subset S of V is an r-net
if for any u, v ∈ S, d(u, v) > r, and, for any w ∈ V , there
exists u ∈ S such that d(u,w) ≤ r. An r-net always exists for
any r > 0 and can be constructed greedily in a similar way
as the greedy algorithm in Lemma 1 proof.
Note that if S is an r-net in V , then for any u ∈ V , Bu(r/ρ)
contains at most one node of S. Indeed, assume that v, w ∈
S ∩ Bu(r/ρ), then d(v, w) ≤ ρ · r/ρ, contradicting the r-net
definition. Moreover, for any i > 0 and t ≥ ρiτ , Bu(t) can
be covered by less than β ·αi ball of radius t/ρi. We get that:
Lemma 2: For any r > ρτ , any ball of radius t ≥ ρr
contains at most βα1+logρ(t/r) nodes of an r-net in V .
B. Low stretch compact routing
Let ∆ be the aspect ratio of d, i.e. the maximum distance
in (V, d) over the minimum distance in (V, d) . We say that
a routing scheme has stretch (a, b) if the path length of the
routing is at most aD+ b between any two nodes at distance
D. Each node has an O(log n) bits ID.
Theorem 1: For any positive ε < δ/ρ, there exists a
compact routing scheme in (V, d) with stretch (ρs/(1 −
ρε), τρ2 logn), table size βα3+logρ( 1ε ) logρ(∆/τ) log n bits
per node, and node label size O(logρ(∆/τ) log n) bits.
Proof: We show how Slivkins routing scheme [11] can
be extended to our setting. For the sake of simplicity, assume
that the smallest non zero distance is 1.
For every i ∈ {1, . . . , ⌈logρ(∆/τ)⌉}, let Si be a ρiτ -net. We
say that the nodes of Si are of level i. We define an ancestor
relationship in the hierarchy of nets as follows. For any node
u and i ≥ 1, we denote by ai(u) the ancestor of level i of u.
Let a1(u) be the closest node to u in S1. For any i > 0, ai(u)
is the node in Si which is the closest to ai−1(u). Applying
the inframetric inequality repeatedly over the levels, one can
see that for any u ∈ V and i ≥ 1, ai(u) is at distance at most
ρi+1τ from u.
Let ε < δ/ρ be any positive real. For every u ∈ V and each
i ∈ {1, . . . , ⌈logρ(∆/τ)⌉}, let Ri(u) = Si ∩ Bu(ρi+2τ/ε).
From Lemma 2, we get that Bu(ρi+2τ/ε) contains at most
β α3+logρ(1/ε) nodes of Si, since ρi+2τ/ε ≥ ρi+3τ .
For every u ∈ V , we define TABLE(u) and LABEL(u)
respectively as the routing table and the label of u in our
routing scheme.
TABLE(u) stores the IDs and IP addresses of all nodes
in Ri(u) for each i ∈ {1, . . . , ⌈logρ(∆/τ)⌉}, which is at
most β α3+logρ(1/ε)⌈logρ(∆/τ)⌉ IDs in total from the pre-
vious discussion. The table size of u is therefore at most
β α3+logρ(
1
ε
) log(∆/τ) log n bits.
LABEL(u) is the set of IDs of a1(u), . . . , a⌈logρ(∆/τ)⌉(u),
yielding a label size at most O(logρ(∆/τ) log n) bits.
Suppose we route from a source s to a target t. Let s = u0.
The first phase of the routing scheme proceeds as follows: in
each step, the current node uk, k ≥ 0, forwards the packet
with header LABEL(t) to the node uk+1 in LABEL(t) having
lowest level, and whose ID appears in TABLE(uk). The first
phase of the routing scheme ends as soon as the current node
is at distance at most ρτ to a1(t).
Let us analyze this first phase of the routing. Let i be such
that ρi−1τ ≤ ε · d(s, t) < ρiτ . We have d(ai−1(t), t) ≤
ρiτ ≤ ρε · d(s, t). Thus, d(s, ai−1(t)) ≤ ρi+1τ/ε and
ai−1(t) ∈ Ri−1(s). The next node u1 on the routing path
is thus either ai−1(t) or a node of level < i − 1. It thus
satisfies d(u1, t) ≤ ρiτ ≤ ρε·d(s, t). Since ρε < δ, the triangle
s, t, u1(t) is δ-skewed. Therefore, d(s, u1) ≤ ρs ·d(s, t). Thus,
the current distance to t has been multiplied by a factor of at
most ρε < δ ≤ 1 with a hop of length at most ρs · d(s, t).
Moreover ε · d(u1, t) ≤ ερiτ ≤ ρi−1τ . Repeating the same
analysis until the routing path reaches a1(t), we get a total
path length at most
∑
j≥0 ρs(ρε)
j · d(s, t) ≤ ρs1−ρε d(s, t),
hence yielding a multiplicative stretch ρs/(1− ρε).
The final phase of the routing scheme consists in reaching t
from a1(t). It proceeds the same way under both assumptions
(skewness or not). Each node knows the ID of its ancestor
of lowest level, which is at distance less than ρτ . In order
to route among the nodes with same lowest ancestor a1(t),
we can use a constant degree DHT (e.g., [30]–[32]) allowing
to route within O(log n) hops between two such nodes. Such
a DHT requires only O(log n) extra bits of memory in each
node. As all nodes of the DHT lie in the ball of radius ρτ
centered at a1(t), each hop is of length at most τρ2 in the
inframetric, thus yielding an additional length τρ2 logn to the
routing path.
Remarks. Note that ρ ≤ 2 and ρs ≤ 1+ δ in classical metrics
for any δ > 0. Setting δ = 2ε, the stretch factor of our routing
scheme becomes (1+2ε)/(1−2ε) = 1+4ε+o(ε). The above
routing scheme may besides result in congestion since many
routes may use the same intermediate nodes of the ρiτ -nets.
Nevertheless, it can be adapted to balance the load by routing
through a random node in Ba(ρiτ) for a ∈ Si, i ≥ 1, instead
of routing to a directly. The routing table sizes are slightly
increased by this change.
As any ρ-inframetric is (ρ, 1)-skewed, we obtain the fol-
lowing corollary if we relax the skewness assumption.
Corollary 1: For any positive ε < 1/ρ, there exists a
compact routing scheme in (V, d) with stretch (ρ/(1 −
ρε), τρ2 logn), table size βα3+logρ( 1ε ) logρ(∆/τ) log n bits
per node, and node label size O(logρ(∆/τ) log n) bits.
VI. DISCUSSION
Our approach could be extended in several directions. Our
model fits both instantaneous PlanetLab snapshots as well as
an average view of all the snapshots of a year. However,
RTTs can significantly vary during a day. Studying, modeling
and bounding the dynamics of Internet latencies would be a
natural follow up of our work. Finding appropriate algorithmic
properties could allow to alleviate theoretical limitations in the
dynamic setting (as those pointed in [33]).
Another track is to consider routing delays rather than
round trip times. This would result in an asymmetric distance
function. Our inframetric model could be extended in such a
context as long as asymmetry is bounded, e.g., there exists ρa
such that d(u, v) ≤ ρad(v, u) for all u, v.
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