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Резюме: Впервые приводится соотношение между  функцией Миттага-
Лефлера к экспоненциальной. Результаты применяются  к построению  
решения задачи Коши для обыкновенных линейных операторных 
дифференциальных уравнений с постоянными коэффициентами  и дробными 
производными. На примере показывается,  что когда порядок производных 
(дробных) приближается к целым  числам, тогда результаты совпадают с 
классическими.  
 Ключевые слова: экспоненциальная функция,  функция Миттага-
Лефлера, дробно-производная, задача Коши, линейные операторные 
дифференциальные уравнения.  
        
§1. Введение. Несмотря на то, что в последнее время бурно 
развиваются разные задачи из теории управления, оптимизации, газовой 
динамики  [1-4] и др. с дробными производными на основе  функции 
Миттага-Лефлера до настоящего времени не установлена ее связь с  
экспоненциальными функциями [2]. Поэтому многие вопросы, связанные 
например с теорией устойчивости [5,6] остаются открытыми.  
 В настоящей заметке приводится соотношение между этими 
функциями и их  результат применяется к нахождению решения  задачи 
Коши для линейных обыкновенных операторных дифференциальных 
уравнений постоянными коэффициентами, с дробными  производными. 
Далее приводится конкретный пример иллюстрирующий приближение 
решение к классическим решениям, когда порядок дробных производных 
стремится к целым числам.  
§2. Функция Миттага-Лефлера.  Функции Миттага-Лефлера 
представляется в виде [2,7]: 
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где  )(  является Гамма функцией Эйлера [2], z -любое действительное или 
комплексное переменные.  
 Пологая замену 
xz   и ,учитывая формулу     !1 kk   ,  из (1) и 
(2) получим: 
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 Если обратить  внимание на формулу из [2] 
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и учитывая, что   ,)!1(0   то далее имеем  
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где  х - дельта функция Дирака [2].  
 
         §3. Связь  функции Миттага-Лефлера с экспоненциальный  
функций .
xe  Тогда, аналог инвариантной функции Эйлера 
xe  из 
аддитивного анализа [8] для производной  дробного порядка получается из 
функции Миттага-Лефлера с помощью  следующей формулы   
 
     
...
!12!1!1
(x) h
121
1
1










 


xx
k
x
k
k
 .                                     (7) 
Действительно, 
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 Таким образом, как следует из (6), первое слагаемое последнего 
является  х , т.е. дельта функция Дирака. А остальные являются  )(xh

.   
Если   ,0x  то из (7
ꞌ
) имеем:  
          (x). h(x) hD 
                                                           (8) 
Поэтому построим новую функцию ),( 

xh являющейся  аналогом функции  
Эйлера  
xe  для дробной производной исходя из (7) в следующем виде: 
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Действительно: 
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    Предполагая, что 0x  )0)(( x ,исходя из (6), имеем:  
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Теперь, возвращаясь к анализу или алгебре [8,9], покажем, что для любого 
вещественного ]1,0( существуют натуральные числа m  и n  
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причем эти m  и  n  не единственны. 
Действительно, к каждому вещественному числу можно сколь угодно 
точно приближаться  рациональным числом, а к любому  рациональному 
числу можно сколь угодно точно приближаться  числом  вида 
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
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. 
Пусть   Nkk   ,10,1,0  , тогда имеет место представление  
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где каждый 
i
  принимает одно из чисел от нуля до девяти. Тогда рассмотрим 
следующее рациональное число:  
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где 2p - число простое, а Nq  такое, что ),...,,(
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Таким образом, существуют nmNnm  ,,  такие, что  
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Пример. Пусть 
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т.е.,  из последнего соотношения  207m  ,  500n   получено  00056,0 . 
Таким образом, задавая сколь угодно малое 0  можно подобрать  
соответствующим mи n . Этим установлено следующее  утверждение. 
Лемма. Для любого вещественного  числа  )1,0(    существуют  
такие натуральные числа nmNnm  ,, ,    что для любого 0  имеем  
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Теперь рассмотрим следующую функцию 
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Тогда при  x>0 имеем  
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Далее, займемся функцией (12) и постараемся привести её к 
экспоненциальному виду.  Для простоты рассмотрим следующую функцию: 
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Последнее выражение представим в виде суммы )12( n  ряда в следующем 
виде 
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Легко видеть, что [2], интегрируя (15) с порядком  
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Таким образом, дифференцируя (16) с порядком 








12
1
1
n
s
 имеем 
 
.2,0,
)!1
12
1
(
)(
),(),(
12
12
0
1
12
1
12
1
1
12
1
1
0
12
1
1
nsdte
n
s
tx
dx
d
eDxJIDxJ
t
x n
s
s
xn
s
s
s
n
s
n
s
s
n
n

























                            (18) 
 
 Подставляя (18) в (14) имеем: 
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Этим установлено следующее утверждение. 
Теорема1.  Пусть  nmNnm  ,, , тогда справедливо  следующая 
формула 
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Замечание.  Легко можно видеть ,что при  0 nm  имеем: 
    ,,
11
xhxDh   
и  
  xexh  ,1 . 
 
 
§4. Решение задачи Коши для линейных обыкновенных 
операторных  дифференциальных уравнение с дробными 
производными. Иллюстрируем выше приведенные  результаты  при 
решении  задачи  Коши для обыкновенных операторных дифференциальных 
уравнений дробного порядка, т.е. имеем  
  0,0yD...yD yD
0p1-p
1-p
1
 xxyaaap                   (20) 
с начальными условиями 
   ,xyD
0
kxx
k  

     ,1,0  pk                                        (21)  
где  pkak ,1   и ,k   1,0  pk  действительные постоянные ,  1,0 ,
 Рассмотрим  функцию  xh  инвариантную относительно  производной 
порядка  , как в (7),  где   порядок производной . Как видно из  (8), 
функция (7)  действительно является инвариантной для  производной 
порядка  . 
 Будем искать решение уравнение (20) в виде (9), тогда: 
                      
   .,,hD 

 xhx kk                                                          (22) 
Подставляя (22) в (20) получим:   
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где  для ненулевого решения уравнения (20) получаем следующее   
характеристическое  уравнение      
                      
.0...
1
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1
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
pp
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 Решив  характеристическое уравнение (23), находим  ее 
корни p ,...,, 21 , где для простоты предположим, что они различные. Тогда 
общее решение уравнение (20) имеет вид: 
                                 
   ,,
1
k
p
k
k xhcxy 

                                                           (24) 
где ),1( pkck    произвольные  постоянные числа, которые определяются из 
начального условия (21). 
Действительно, вычислив  производные из (24) 
                              
   ,,cxyD
p
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и подставив последние в (21) получим: 
               
  ,,c 0
p
1i
i ki
k
i xh   

    1,0  pk .                                                   (26) 
Определив произвольные постоянные ic  из системы  линейных 
алгебраический уравнений(26), в виде: 
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где 
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Переходя от функций  Миттага-Лефлер (9), (14) к экспоненциальным 
функций (19),  легко можно видеть, что выражение для решения граничный 
задачи  (20), (21) как видно из (24)-(27), примет вид 
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 Таким образом, доказано  следующее утверждение. 
Теорема 2: Пусть    1,0,,1  pkpia ki   заданные вещественные 
постоянные,  1,0  тогда, задача Коши (20), (21) при 00  xx  имеет 
единственное решение, которое представимо в виде (30), где   и 
s определяются из (28) и (29) соответственно.   
Замечание: При 1 задача (20), (21) превращается в классическую 
задачу  Коши [10] для уравнения  p -го порядка, а решение  (30) при  
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 примет вид   
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а s  получается подобным  образом. 
Теперь покажем, что при x  решение (30) стремится к нулю, когда 
),1(,0 pi
i
 , т.е. 0)( xy  при  x . Тогда преобразование (30) на 
следующем виде  
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где при x   решение стремится к нулю, т.е.  при  x  из (30) 0)( xy .  
 Пример:  Пусть 1p . Тогда задача Коши (20) и (21) переходит к виду 
                                                     0,0
01
 xxyayD .                              (31) 
с начальным  условием   00 xy , т.е.  решение  (30) будет    
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вид: 
                   
 
   
 
   
,
!
12
2
!
12
2
)(
0
0
12
12
1
12
2
0
12
12
1
2
0
12
1
12
2
2
0
12
1
0
xx
x
x
a
n
s
n
s
x
x
a
n
ns
n
s
n
s
dte
n
ns
tx
dx
d
a
dte
n
ns
tx
dx
d
a
xy
t
m
n
n
ns
t
m
n































                              (32) 
Отметим, что при 1  т.е. при 0 nm  из (32) получим: 
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Таким образом, было показано, что при 1   решение (32) уравнения 
(31) превращается в классическую формулу [10]  .   
Отметим, что, представление решение (30) задачи Коши для дробных 
производных (20),(21) при 0
k
  и  x  стремится к нулю  как 
экспоненциальная  функция. Для примера  (31) из формул (32) видно, что 
когда   0
1
a  при t  решение )(xy   стремится  к нулю.      
Отметим, что можно распространит полученные  результаты (30), для 
решения матричного случая, т.е. когда рассматривается вместо (20) системы 
с матричными коэффициентами   [11]. А эти позволить рассмотрит задачи 
оптимальной стабилизации [11-15] и задачи оптимизации с неразделенными 
двухточечными краевыми условиями [14, 16-18]. 
Заключение. Впервые функции Миттага-Лефлера представляется с 
помощью экспоненциальной функцией. Это позволяет  аналитически 
построение решения задачи Коши для линейных операторных 
дифференциальных уравнений дробной производной. Благодаря  
представлению решения с помощью экспоненциальной функции 
показывается асимптотической устойчивость решения задачи Коши (20), 
(21), когда корни характеристического уравнения (23) лежать на левой 
полуплоскости. 
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