We derive two-sided bounds for moments of random multilinear forms (random chaoses) with nonnegative coeficients generated by independent nonnegative random variables X i which satisfy the following condition on the growth of moments: X i 2p ≤ A X i p for any i and p ≥ 1. Estimates are deterministic and exact up to multiplicative constants which depend only on the order of chaos and the constant A in the moment assumption.
Introduction
In this paper we study homogeneous tetrahedral chaoses of order d, i.e. random variables of the form S = Chaoses of order d = 1 are just sums of independent random variables, object quite well understood. R. Latała [5] derived two-sided bounds for a i X i p under general assumptions that either a i , X i are nonnegative or X i are symetric. The case d ≥ 2 is much less understood. There are papers presenting two-sided bounds for moments of S in special cases when (X i ) have normal distribution [6] , have logarithmically concave tails [1] or logarithmically convex tails [3] .
The purpose of this note is to derive two-sided bounds for S p if coefficients (a i 1 ,...,i d ) are nonnegative and (X i ) are independent, nonegative and satisfy the following moment condition for some k ∈ N, X i 2p ≤ 2 k X i p for every p ≥ 1.
The main idea is that if a r.v. X i satisfy (1) then it is comparable with a product of k i.i.d. variables with logarithmically concave tails. This way the problem reduces to the result of Latała and Łochowski [7] which gives two-sided bounds for moments of nonnegative chaoses generated by r.v's with logarithmically concave tails.
Notation and main results
We set Y p = (E|Y | p ) 1/p for a real r.v. Y and p ≥ 1, log(x) = log 2 (x) and ln stands for the natural logarithm. By C, t 0 (sometimes C(k, d), t 0 (k, d)) we denote constants, that may depend on k, d and may vary from line to line. We write
We say that X (r) i has logarithmically concave tails if the function N (r) i is convex. We put
We will show the following
i ) r≤d,i≤n be independent non-negative random variables satisfying (1) and EX
Theorem 2.1 in the same way as in the proof of Theorem 2.2 in [7] yields the following two-sided bounds for tails of random chaoses. 
Now we are ready to present two-sided bounds for undecoupled chaoses. We define in this case N i (t) = − ln P(X i ≥ t),
Theorem 2.3. Let (X i ) i≤n be nonnegative independent r.v's satisfying (1) and EX i = 1. Then for any symmetric array of nonnegative coeficients
we have
Moreover, 
Preliminiares
In this section we study properties of nonnegative r.v's satisfying condition (1). We will assume normalization EX = 1 and define N(t) = − ln P(X ≥ t).
Lemma 3.1. There exists a constant C = C(k) such that for any x ≥ 1, and
Proof. We need to show that
It is enough to prove the assertion for x <
is obvious for C > 2 . In that case x = 1 2 X q for some q ≥ 1 (since X 1 = 1). From the Paley-Zygmunt inequality and (1)
The assertion follows by (4) and (5) In fact one may reverse the statement of Lemma 3.1.
Remark 3.2. Let X be a nonnegative r.v., EX = 1 and there exist constants C, β > 0 such that N(Ctx) ≥ t β N(x) for t, x ≥ 1. Then there existsK =K(C, β) such that
Proof. In this proof K means constant which may depend on C and β and vary from line to line. Integration by parts yields
Let α = N(2 X p ) 1 β / X p , substituting y = αt into (6) we get
By Chebyshev's inequality N(2 X p ) ≥ p ln 2 and the assertion follows by (7).
Now we state the crucial technical lemma. 
Proof. Let M(t) = N(t k ). By Lemma 3.1 there exists C (depending on k) such that M(Cλt) ≥ λM(t) for all λ ≥ 1, t ≥ 1. By [8, Lemma 3.5] (applied with t 0 = 1) there exists convex nondecreasing function H, constants C = C(k), t 0 = t 0 (k) > 0 such that
Let Y i be nonnegative i.i.d, r.v's such that P(Y l ≥ t) = e −H(t) , then (iii) and (iv) hold. Now we verify (i) and (ii). For t ≥ max{1, t 0 } we have
where the last inequality comes from Lemma 3.1. Furhermore,
By Chebyshev's inequality 1 = EX ≥ eP(X ≥ e) = e 1−N (e) , so N(e) ≥ 1 and by Lemma 3.1 we get for t ≥ 1,
Lemma 3.1 also gives
k C, so from (11) and (10)
Inequalities (9) and (12) 
implies (i) and (ii). To show (v) observe that
an by (8) 
Proof. Lemma 3.3 (ii) yields
We have EY
, so by Jensen's inequality we get for any ε ∈ {0, 1} d ,
The lower estimate in Proposition 4.1 follows by (13) and (14). The proof of the upper bound is analogous.
So to prove Theorem 2.1 we need to estimate
ir,l p . To this end we will apply the following result of Latała and Łochowski. 
To use the above result we need to normalize variables Y (r) i,l . Let
Theorem applied to variables Y (r)
together with (15) gives
where
To finish the proof of Theorem 2.1 we need to show that
First we will show this holds for d = 1, that is
We have
So to establish the upper bound in (17) it is enough to prove
or equivalently (after permuting indexes) that for any 0 ≤ k 0 ≤ k,
Let us fix sequences (a i,l ) such that
Let C be a constant from Lemma 3.1, define
For such w i we have
where the third inequality comes from the observation that w i = 0 implies max{a i,1 , . . . , a i,k 0 } ≥ 1.
To show the lower bound in (17) we fix w i ∈ B p , choose a i,1 = a i,2 = . . . = a i,k = w We showed that (17) holds. Now we prove (16) for any d. We have 
where the last equivalence follows by (17). Iterating the above procedure d times we obtain (16).
Remark 4.2.
Deeper analisys of the proof shows that constant C from Theorem 2.1 is less then (C ′ )
