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I. INTRODUCTION
R APID development in the data generation and acquisition technique brings data of unprecedented size, which abounds around our lives in terms of the high-frequency financial data, microarray, text, video, longitudinal data, Internet data, network data, among others. Understanding as well as handling massive data becomes a hot topic in the machine learning community and recently has triggered enormous research activities [4] , [7] , [14] , [17] , [30] , [35] , [36] , [40] . The main challenge for this purpose is to reduce the computational burden and memory requirement of existing learning systems without degrading their generalization abilities.
Due to the prominent performance in applications [26] and theory [5] , kernel approach [9] is one of the most popular tool to generate learning systems of high quality, such as the support vector machines (SVMs) [39] for classification and regularized least squares (RLSs) [14] for regression. Recall that learning systems generated by kernel approach require computational complexity at least O(m 2 ) [sometimes O(m 3 )] with m the number of samples. Moreover there are two parameters including the kernel and regularization parameters that need tuning in the learning process of these systems. Kernel approach are generally not suitable to tackle the massive data. To overcome these challenges, several scalable variants, such as the localized SVMs [17] , [25] , distributed learning [14] , [15] , [36] and learning with subsampling [16] , [21] , [22] , have been developed to produce scalable learning systems based on kernel approach. All these variants are justified to maintain the prominent generalization abilities of the original learning systems based on kernel approach, but can significantly reduce its computational burden. The magic behind the success of these strategies is the use of an extra parameter, like the number of data blocks in distributed learning [36] , the number of partition in localized SVMs [17] and the size of subsamples in learning with subsamples [22] , to balance the generalization ability and computational burden. Existing theoretical results in [3] , [14] , [15] , [17] , [21] , [22] , and [36] show that the learning performance of these variants is not sensitive to the introduced parameters in the sense that the optimal learning rates can be derived for a great number of candidates of these parameters. However, the ranges of these candidates generally depend on some a-priori knowledge of the data like the smoothness of the regression function [5] , which is commonly either unknown or not easy to verify.
In this paper, we attempt to propose a more efficient and practical learning system, of which the parameters can be determined easily and the generalization ability is not degraded so much. The basic idea is to incorporate the size of subsampling into the kernel parameter by using some intrinsic features of the polynomial kernel. To be detailed, let K s (x, x ) := (1 + x · x ) s be the polynomial kernel with kernel parameter s and H s be the reproducing kernel Hilbert space (RKHS) associated with K s endowed with norm · s . It is obvious that H s is an n-dimensional linear space with n = ( s+d s ), where d denotes the dimension of the input space. Note that the regularization parameter and kernel parameter in kernel approach are used to reflect the bias-variance tradeoff via controlling the capacity of the hypothesis space, i.e., the set of all candidates of potential estimators in the learning process. An intuitive observation is: if we can show that the kernel parameter of the polynomial kernel, s, plays a leading role in the polynomial kernel regression, then it might be sufficient to produce a desired estimator via subsampling only n columns (n ≤ m) of the kernel matrix, and remove the regularization term.
Motivated by the above observations, we develop a novel learning system, called fast polynomial kernel learning (FPL), mainly to reduce the computational burden of kernel approach. Two distinguishing features of FPL are: 1) the regularization parameter used in the classical kernel approach is not required, thus there is only one parameter, i.e., the size of subsampling n and 2) n can be explicitly determined by n = ( s+d s ), where d is the dimension of the input space and s is the degree of the used polynomial kernel, which is discrete and generally much easier to be tuned from a deterministic range. Once the partial kernel matrix with n columns is selected, the estimator is derived directly by the pseudo-inverse technique. Moreover, we present some subsampling mechanisms with feasibility verifications to realize the optimal learning performance of FPL. According to the procedure of FPL, the computational complexity of FPL is O(n 2 m), which is much smaller than O(m 3 ), especially when n m. Since the parameter s is crucial for FPL, we suggest an upper bound of s, and show that it suffices to use the well-known cross-validation method [12, Ch. 8] or hold-out method [12, Ch. 7 ] to choose an s from this interval, with excellent performance of FPL.
The prominent performance of FPL is verified by both theoretical analysis and numerical experiments. Theoretically, the new learning system is proved to be an almost optimal strategy provided the regression function is smooth in the framework of learning theory [5] . Furthermore, it is also shown that the pseudo-inverse technique can realize the almost optimality. Numerically, both toy simulations and experiments of UCI datasets imply that FPL is more efficient than the classical kernel approaches, in the sense that it can significantly reduce the computational burden without degrading the generalization capability very much.
The rest of this paper is organized as follows. In the next section, we present the new learning system based on polynomial kernels. In Section III, we study the theoretical behaviors of the new method. In Section IV, we compare our results with some related work. In Section V, a series of numerical experiments are provided to show the effectiveness of the proposed method and also verify the developed theoretical results. Section VI presents the proofs of our main results, and we conclude this paper in Section VII.
II. FAST LEARNING WITH POLYNOMIAL KERNELS
In this section, we develop the new learning system following the motivations and feasibility verifications.
A. Motivations
be the set of samples with x i ∈ B d , the unit ball of R d and y i ∈ [−M, M] for some positive number M. For a given Mercer kernel K, the RLSs based on kernel approach is defined by
where (H K , · K ) is the RKHS associated with K. The regularization term in (1) is introduced to avoid over-fitting in the sense that the derived estimator fits the training samples very well but fails to predict other points. If H K is an infinite dimensional space, then the regularization term is necessary to guarantee the uniqueness of the solution to (1) via controlling its RKHS norm. However, if H K is a finite dimensional space, one can control the dimension of H K via the kernel parameter to reflect the tradeoff between bias and variance. In particular, for the polynomial kernel, [39] found that the regularization parameter in (1) should decrease exponentially fast with m. Furthermore, [27] and [12, Th. 11.3] showed that, as far as the learning rate is concerned, the regularization parameter in (1) can decrease arbitrarily fast for a suitable degree of polynomial kernel. An extreme case is that the regularization parameter in (1) associated with the polynomial kernel K s can be vanished. Thus, the empirical risk minimization on H s f z = arg min
can realize the optimal performance of algorithm (1) with
where P d s denotes the set of algebraic polynomials defined on B d of degree at most s.
It is well-known that over-fitting is usually caused by two factors. The one is the algorithm-based factor, such as illcondition of the kernel matrix and the other is the model-based factor like too large capacity of the hypothesis space. When the polynomial kernel is utilized, the main task of the regularization term is to assure that a simple matrix-inverse technique can finish the learning task, since the capacity of the hypothesis space can be controlled by tuning the kernel parameter s, which is essentially different from other kernels, such as the Sobolev kernel [5] , [37] and Gaussian kernel [8] , [38] . Since
is a linear independent system, then
In this way, (3) can be converted to
To verify the feasibility of (5), there are two things should be investigated. One is how to determine {η i } n i=1 such that (4) holds, and the other is how to guarantee the nonsingularity of the selected matrix A m,n :
B. Feasibility Verifications
To present the selection strategy of {η i } n i=1 , we introduce the conceptions of Haar space and fundamental system [34] . Instead, for d ≥ 2, we introduce the fundamental system with respect to the polynomial kernel K s .
Definition 1:
From the above definition, it is easy to see that an arbitrary K s -fundamental system implies (4). The following proposition reveals that almost all set with n = ( d+s s ) points is a K s -fundamental system.
Based on Proposition 1, we can design simple strategies to choose the centers {η j } n j=1 . In particular, {η j } n j=1 can be selected either deterministically on B d or randomly Independent and identically distributed (i.i.d.) according to the uniform distribution, since the uniform distribution is continuous with respect to the Lebesgue measure. Then the following relation holds almost surely:
Based on these selection strategies of {η j } n j=1 , we prove the nonsingularity of the matrix A m,n in the following proposition.
Proposition 2: Let s, m, n ∈ N. If {x i } m i=1 are i.i.d. random variables drawn according to arbitrary distribution μ and {η j } n j=1 is a K s -fundamental system, then for arbitrary vector c = (c 1 , . . . , c n ), there exists a set of positive number {a i } such that
holds with probability at least 1 − (C 3 n/m), where C 3 is a constant depending only on d.
It can be easily deduced from Proposition 2 that with probability at least 1 − (C 3 n/m), the matrix A m,n is nonsingular.
be a sample set, and s ∈ N be the degree of polynomial kernel
Step 1: Let n = s+d s be the number of centers and {η j } n j=1 be the set of centers, which is a K s fundamental system. Set
Indeed, if A m,n is singular, then it follows from Proposition 2 that there exists a nontrivial set {c j } n j=1 such that:
This implies
which is impossible since {η j } is a K s -fundamental system. As n is generally much smaller than m, the probability to guarantee the nonsingularity of the matrix is close to 1. As a consequence, Propositions 1 and 2 verify the feasibility of (5).
C. Learning Algorithm
Inspired by the above two theorems, we present an efficient learning system based on (5), called FPL as shown in Algorithm 1.
According to Proposition 1, arbitrary n points on B d build up a K s -fundamental system almost surely. We suggest to draw {η j } n j=1 independently according to the uniform distribution. Our theoretical analysis in Section III and numerical results in Section V will show that the learning performance of FPL is generally independent of the selection of {η j } n j=1 . It can be found in Algorithm 1 that there is only one parameter s in FPL. To determine s, we use the cross-validation method [12, Ch. 8] or hold-out method [12, Ch. 7] . For the sake of brevity, we only provide theoretical assessments of the later one. It should be noted that for the cross-validation method, we can also derive a similar learning rate by using the similar method of this paper. Specifically, there are three steps to implement the hold-out strategy: 1) splitting the sample set into two independent subsets z 1 with cardinality m 1 and z 2 with cardinality m 2 ; 2) using z 1 to build the sequence {f z,s } m 1/d s=1 ; and 3) using z 2 to select a proper value of s and thus yield the final estimator f z , where a denotes the largest integer no more than a ∈ R. Now, let us explain how to determine the parameter s via z 2 . Given the set = {0, 1, 2, . . . , m 1/d }, s is determined according to the following data-driven way:
where π M t denotes the clipped value of t at ±M, that is, π M t := min{M, |t|}sgn(t) and sgn(t) is the sign of t.
III. THEORETICAL BEHAVIOR
We analyze the learning performance of FPL in the framework of learning theory [5] . Let z = {(x i , y i )} m i=1 be drawn independently and identically according to an unknown distri-
be the generalization error of an estimator f . It is well known that E( f ) is minimized by the regression function (see [5] )
be the Hilbert space of ρ X square integrable function on X, endowed with norm · ρ .
Therefore, the goal of learning is to find the best approximation of the regression function f ρ within a hypothesis space H. Let f z ∈ H be an estimator based on z and f H ∈ H be the best approximation of f ρ , i.e., f H := arg min g∈H f − g ρ . A preferable way in learning theory to bound E( f ) − E( f ρ ) is to divide it into bias and variance
It is well known [5] , [12] that a small H will derive a large bias E(
The best hypothesis space H * is obtained when the best comprise between the conflicting requirements of small bias and small variance is achieved. This is the well known "bias-variance" dilemma. Previous studies [8] , [10] , [13] , [23] , [24] , [28] , [31] , [39] on (1) show that H * can be obtained by tuning the regularization parameter as well as the kernel parameter and (almost) optimal learning rates can be obtained. In this section, we shall prove that such H * can also be obtained via tuning s only for (5) in terms of establishing the same (almost) optimal learning rates. To achieve this purpose, we introduce the measurement and a-priori information of f ρ at first. It was shown in [6] and [27] that formulating the learning problem in terms of probability estimates may bring additional advantages, compared with the classical expectation estimates. For example, some phasetransition phenomenon can be observed in the former one. To this end, we present a formal way to measure the performance of learning schemes in probability. Let
and M( ) be the class of all Borel measures ρ on Z such that f ρ ∈ . For each ε > 0, we enter into a competition over all possible estimators based on m samples m : z → f z by [6] AC m ( , ε) := inf
where |k| := k 1 + · · · + k d . The classical Sobolev class is then defined for any r ∈ N by
The following theorem is the first main result of this paper, showing that with appropriately selected s, FPL achieves the near optimal learning rate in probability. 
such that for any
Different from the learning rates established in expectation [12] , Theorem 1 exhibits a sharp phase-transition phenomenon of FPL in terms that the probability of success changes dramatically within the critical interval [ε − m , ε + m ]. It drops from a constant ε 0 to an exponentially small quantity. Due to (9), up to a logarithmic factor, ε − m and ε + m are asymptomatically identical, showing that the phase-transition interval is extremely narrow.
The values ε − m and ε + m are critical for indicating learning rates of FPL. In particular, it can be found in [6] that ε − m implies a lower bound of learning rate, while ε + m indicates an upper bound. Based on Theorem 1, we can derive almost optimal learning rates for FPL in the following corollary.
Corollary 1: If f ρ ∈ W r and s ∼ m 1/(2r+d) , then
with constants C 5 and C 6 depending only on M, d, f ρ , and r. It was shown in [6] and [12] that the rate O(m −2r/(2r+d) ) is the optimal learning rate for all learning algorithms based on m samples, provided f ρ ∈ W r and |y| ≤ M. Theorem 1 and Corollary 1 show that (5) is almost optimal choice if the smoothness information of the regression function is known. In short, Theorem 1 and Corollary 1 demonstrate that FPL reduces the computational burden of kernel methods without degrading their generalization capability, provided the kernel parameter s is appropriately tuned. In the following theorem, we show that the hold-out strategy provides an efficient way to select s in terms of deducing the same almost optimal learning rate. 
IV. COMPARISON TO THE EXISTING METHODS
In the era of big data, developing learning systems of high quality, i.e., good generalization ability and low computational burden, is a hot topic in the machine learning community. Up till now, several scalable variants of kernel methods have been proposed to reduce their computational burdens. Three typical examples are the localized learning [17] , distributed learning [36] , and learning with subsampling [11] . In particular, localized learning first divides the input space into disjoint partitions and then runs kernel methods on the samples whose inputs locate on the partition containing the query point. Distributed learning starts with partitioning the data set into disjoint subsets, then assigns each data subset to a local machine to produce a local estimator by using RLS and finally synthesizes a global estimator by (weighted) averaging all local estimators. Learning with subsampling devotes to randomly select centers of kernel with small size in a data dependent (or independent) way. The feasibility of these modifications has been verified in [17] and [25] for localized learning, [14] , [15] , [36] for distributed learning and [21] , [22] for learning with subsampling in terms of providing the same optimal learning rates as the original kernel methods.
The advantage of the learning system proposed in this paper lies on the fact that there is no additional parameter involved, which is different from the aforementioned approaches. Utilizing the special features of the polynomial kernel, we even remove the regularization parameter of the classical kernel methods with polynomial kernel. To be detailed, there are three parameters in total: 1) kernel parameter; 2) regularization parameter; and 3) an additional parameter like the number of partition in localized learning, the number of data blocks in distributed learning and the size of subsamples in learning with subsampling, in the previous variants. However, there is only one parameter in FPL, i.e., the degree of polynomial kernel, need to be tuned in the learning process. Thus, although the computational complexity of FPL may be larger than these variants with fixed parameters, the total computational burden of FPL should be much lower. We also present the almost optimal learning rate in confidence to verify the feasibility and efficiency of FPL in the framework of learning theory. All the results show that FPL is a good candidate of learning system to handle massive data.
For polynomial kernel learning, it was deduced from [28] and [39] that the learning rate of algorithm (1) with the polynomial kernel behaves as O(m −(2r/2r+d+1) ), which is improved by Theorem 1 in the perspective of three aspects. First, the learning rate analysis in Theorem 1 is based on distribution-free theory: we do not impose any assumptions on the marginal distribution ρ X . Second, the optimal estimate is established for arbitrary W r (0 < r < ∞) rather than 0 < r ≤ 2. Third, Theorem 1 states that the learning rate can be improved into the almost optimal one, O((m/ log m) −(2r/2r+d) ). Another interesting paper concerning polynomial kernel learning is [29] , where a rate of order O(m −1 ) was derived for SVMs with polynomial kernel.
It should be mentioned that for another popular kernel, Gaussian kernel, the generalization error analysis has been conducted in [8] , [13] , and [32] . It is valuable to compare the performance between Gaussian kernel learning and FPL, since Gaussian kernel learning is a baseline algorithm in the machine learning community for regression. In the former one, there are two parameters including the width of the Gaussian kernel and the regularization parameter that need tuning. However, both parameters are real numbers in some intervals. A common way to determine them is the cross-validation strategy, which causes tremendous computations if the size of samples is large. Distinguished with two real parameters in Gaussian kernel learning method, there is only one discrete parameter, i.e., the polynomial order s. Moreover, our developed theoretical result shows that s = m (1/d+2r) is an almost optimal choice for arbitrary f ρ ∈ W r p . Although, the smoothness parameter r is usually unknown in practice, Theorem 1 gives us a potential effective way to determine s. 
V. NUMERICAL EXPERIMENTS
In this section, we present toy simulations and UCI data experiments to show the effectiveness of the proposed FPL as well as verify the developed theoretical assertions on FPL. All the numerical experiments are carried out in MATLAB R2013b environment running Windows 7, Intel Core i7-3770K CPU@ 3.50 GHz.
A. Toy Simulations 1) Experimental Setting:
In this part, we introduce the settings of the toy simulations.
Methods: In toy simulations, there are four methods being employed. The first one is the RLSs (1) with Gaussian kernel (denoted by GKR), which is regarded as a baseline learning scheme for regression; the second one is the RLS algorithm (1) with polynomial kernel (denoted by PKR), which provides a reference for FPL; the third one is FPL whose centers {η j } n j=1 are drawn independently and identically to the uniform distribution; the last one is the FPL (denoted by FPL1) whose centers {η j } n j=1 are the first n points of the input samples.
Samples: In toy simulations, the training samples are generated as follows. Let f (t) = (1 − 2t) 5 + (32t 2 + 10t + 1), where t ∈ [0, 1] and a + = max{a, 0}. Then it is easy to see that
be drawn independently and identically according to the uniform distribution with size m and y = {y i } m i=1 with y i = f (x i ) + δ i , where the noise {δ i } m i=1 are drawn independently and identically according to the Gaussian distribution N (0, σ 2 ) with variance σ 2 . The test samples are generated as follows. x = {x i } m i=1 are drawn independently and identically according to the uniform distribution with size m and y i = f (x i ). In the numerical experiment, TestRMSE is the mean square root error (RMSE) of the testing data via times simulations with ∈ N. TrainRMSE is the mean RMSE of the training data via times simulations. TrainMT and TestMT denote the mean training time and the mean testing time via times simulations, respectively.
Targets: In these experiments, we implement six simulations to verify the theoretical assessments and show the effectiveness of FPL. The first one is to verify the motivation in Section II-A in terms of studying the role of regularization parameter in the RLSs (1) with polynomial kernel. The second one is to study the role of kernel parameter s in FPL via comparing it with PKR. The third one is to show the relation between the generalization ability and the center generation mechanism. In this simulation, we also verify the learning rates established in Corollary 1 via running FPL on the mentioned data with different sizes. The fourth one is to illustrate the relation between the generalization ability of FPL and the level of noise. The fifth one is to exhibit a phase-transition phenomenon of FPL to verify the assertions of Theorems 1 and 2. The last one is to compare FPL with RLS and show its advantages.
2) Simulation Results: In this part, we report the experimental results and present some discussions.
Simulation 1: In this simulation, we set m = m = 1000, = 50, and σ 2 = 0.1. As mentioned in Section II-A, the regularization parameter in RLS (1) with polynomial kernel is to conquer the singularity of the kernel matrix rather than reduce the capacity of the hypothesis space. To verify it, we draw n = ( s+d s ) samples i.i.d. from {x i } m i=1 according to the uniform distribution to build up the center sets {η j } n j=1 . Since {x i } m i=1 are i.i.d. drawn according to the uniform distribution, {η j } n j=1 is almost surely a K s -fundamental system. We then study the relations between TestRMSE and λ for the following two models: RLS (1) with polynomial kernel f z,s,λ = arg min
and f z,s,λ = arg min
It should be noted that the model (11) is almost the same as (12) , since their hypothesis spaces are almost the same and the penalties are identical. To solve (11), we need to calculate the inverse of the matrix K+λmI m , where
is the kernel matrix and I m is an identity matrix of the size m × m. Once ( s+d s ) < m, the kernel matrix is singular and Fig. 1 . Left figure shows the relation between test error and λ of (11). The right one illustrates the relation between test error and λ of (12) . The details are better seen by zooming on a computer scene.
thus, the regularization is necessary. However, to solve (12), we only need to compute the pseudo-inverse of the matrix (A m,n +λI m,n ), where A m,n is defined in Algorithm 1 and I m,n ∈ R m×n contains the first n columns of I m . It can be derived from Proposition 2 that A m,n is nonsingular with high confidence. In a word, models (11) and (12) seem the same, while the approach to solve these models are different. For a fixed s (chosen to be the best according to the testing data directly), we consider TestRMSE as a function with respect to λ and depict it in Fig. 1 . It is shown in Fig. 1 that there exists an optimal λ > 0 for (11) and the regularization term is not necessary for (12) . In particular, TestRMSE of (12) increases linearly with λ when λ < 10 −3 , while for λ > 10 −3 , the slope becomes smaller. We give a simple explanation of this phenomenon. As discussed in (8) , the generalization error can be decomposed into bias and variance. It is obvious that the bias is a linear function with respect to λ. However, the relation between the test error and λ is more sophisticated. The linearity when λ < 10 −3 thus implies that adding the penalty does not decrease the variance, showing that s plays the dominant role over the penalty in controlling the variance. On the other hand, when λ increases, the penalty plays more and more important role. The inflection of slope means that the penalty plays more important role than s to bound the variance. But it can be found in the left panel of Fig. 1 that the optimal λ of (11) is around 6 × 10 −5 , which is much smaller than 10 −3 , showing that the variance is independent of the penalty. Hence, the penalty in (11) is introduced to conquer the nonsingularity of the kernel matrix rather than reduce the capacity of H s . This verifies our motivation for designing fast learning strategy based on the polynomial kernel by noting models (11) and (12) are almost the same.
Simulation 2: In this simulation, we study the importance of s in both (5) and (11) to verify whether there are additional requirements imposed on FPL. The experimental settings of this simulation are the same as those of Simulation 1. We take TestRMSE as a function of s by selecting the optimal λ in (11), from 50 candidates drawn equally spaced in [10 −5 , 1], according to the test samples directly. The simulation results are reported in Fig. 2 .
It can be found in the left panel of Fig. 2 that there exists an optimal s minimizing TestRMSE. Since f ∈ W 4 ([0, 1]), it can be found in [28] that the optimal s may close to the value m 1/(2r+d) = 3. Our simulation result shows that the optimal s of (11) is 8, which is near 3. As far as FPL is concerned, it is demonstrated in the right panel that the optimal value of s is 7, which is also near 3, verifying our theoretical assertion in Theorem 1. Comparing these two figures in Fig. 2 , we find that the relations between test error and s are almost the same for the mentioned two learning schemes. This shows that the requirement of s in FPL is almost the same to that in PKR.
Simulation 3: In this simulation, we set m = 1000, = 50, and σ 2 = 0.1. Our aim is to study the action of the center generation mechanism in FPL. We compare the following four methods of choosing η in (5). FPL denotes that η = {η i } n i=1 are drawn i.i.d. according to the uniform distribution. FPL1 denotes that {η i } n i=1 are selected as the first n inputs of samples. FPLF denotes that {η i } n i=1 are chosen as the n equal points in [0, 1]. FPLG denotes that {η i } n i=1 are generated i.i.d. according to the Gaussian distribution N (1/2, 1) . We figure out the TestRMSE of these four approaches with different sizes of samples (from 80 to 1000) and optimal s (selected according to the test samples). The experimental results are reported in Fig. 3 .
It can be found in Fig. 3 that for a suitable s, the choice of η does not affect the learning capability of FPL. This verifies the theoretical results in Proposition 2 and Theorem 1. Furthermore, it is shown in the first panel of Fig. 3 that the learning rate decreases monotonously with respect to the size of samples. This also verifies the learning rate established in Corollary 1.
Simulation 4: In this simulation, we aim at studying the relation between generalization ability of FPL and the level of noise by drawing the curves of TestRMSE and TrainRMSE with respect to the standard deviation σ of the training noise. For this purpose, we set m = m = 1000, and let the standard deviation vary from 0.025 to 1. For each setting, we repeat 50 times and use threefold cross validation to select the kernel parameter s. The simulation results are reported in Fig. 4 It is shown in Fig. 4 that both TestRMSE and TrainRMSE increase linearly with respect to the standard deviation. In particular, the slope of the line concerning TrainRMSE is almost 1, showing that there is no over-fitting for FPL. However, the slope of the line concerning TestRMSE is almost 0.1, implying the power of FPL in learning noisy data. In short, using the proposed parameter selection strategy, FPL can handle noisy data with different noise levels very well and avoid over-fitting. This coincides with our assertions in Section II and verifies Theorem 2.
Simulation 5: In this simulation, we focus on exhibiting the phase-transition phenomenon presented in Theorems 1 and 2. We set σ 2 = 0.1 and use threefold cross-validation to select the kernel parameter s. Given a series of tolerance values and sizes of samples, we repeat 50 times running of FPL at each point, and record its value as 0 (a successful case) if the test error is smaller than the tolerance and 1 (a failure case) otherwise, and then use the colors from red to blue to represent the failure probabilities from 1 to 0. We plot a 2-D figure to reflect the failure probability, where x and y-axes represent the sample size and tolerance, respectively. Since the main motivation of developing FPL is to tackle massive data. The sample sizes in this simulation are relatively large: m = m = 1000 : 1000 : 50000. The simulation result is shown in Fig. 5 .
Theorems 1 and 2 present a sharp phase-transition phenomenon of FPL in the sense that the probability of success changes dramatically when the tolerance value is in the critical interval [ε − m , ε + m ]. Fig. 5 shows that such a phenomenon does exist, even when the size of sample are large. In the below part of Fig. 5 , the colors of all points are red, which means that the failure probabilities are close to 1. Thus, if the size of samples is small, FPL cannot yield an estimator with very small tolerance. In the upper area, the colors of these points are blue, showing that the successful probabilities are close to 1. Between these two areas, there exists a band, in which the colors of points vary from red to blue dramatically, exhibiting the phase-transition phenomenon. It is shown that the phasetransition interval is extremely narrow. All these coincide with the theoretical assertions of Theorems 1 and 2.
Simulation 6: In the last simulation, we compare the learning performance of FPL and FPL1 with GKR and PKR. 1 Here, we set m = m = 1000, σ 2 = 0.1, and = 50. Since there are two parameters in GKR: width of the Gaussian kernel and the regularization parameter λ G , and two parameters in PKR: degree of polynomial kernel and the regularization parameter λ P , we use the threefold cross-validation to choose these parameters from 50 candidates of λ G and λ P as 10 −5+0.1i , where i = 0, . . . , 49, 50 candidates of s as {1, 2, . . . , 50}, 40 candidates of δ as 0.01 + 0.025j, where j = 0, . . . , 39. However, for FPL and FPL1, there is only the kernel parameter s, and we also use the threefold cross-validation method to choose the optimal s from {1, . . . , 50}. First, we draw the original function as well as its noisy samples and also depict the estimators learned by the mentioned four learning schemes. The simulation results are shown in Fig. 6 .
It can be found in Fig. 6 that the learned functions of all the mentioned methods are almost the same. Since both the Gaussian kernel and polynomial kernel are infinitely smooth function and the regression function is at most fourth smoothness and m = 1000, all of them cannot approximate the regression function within a very small tolerance value. This coincides with the lower bound of Theorem 1. We also exhibit the detailed comparisons in Table I .
It can also be found in Table I that all of the mentioned approaches possess the similar TestRMSE. However, the training time of FPL and FPL1 is much less than that of the other two methods. The main reasons of this phenomenon are based on the following assertions. On one hand, there is only one parameter that needs tuning in FPL. On the other hand, the computational complexity of FPL is O(mn 2 ), which is smaller than O(m 3 ) for a small s due to n = ( s+d s ). Noting that the deduced FPL (or FPL1) estimator is a linear combination of a few basis functions, while the number of adopted basis functions of GKR and PKR are 1000, the test time of FPL and FPL1 is also much less than that of the other two methods.
B. UCI Data Experiments 1) Experimental Setting:
In this part, we introduce the simulation settings of the UCI data experiments.
Method choices: In the UCI data experiment, we compare four methods containing SVMs [26] , GKR, PKR, and FPL on ten real-world benchmark data sets covering various fields. We use threefold cross-validation to select parameters of the aforementioned methods among 40 candidates of the width of Gaussian kernel and 50 candidates of the regularization parameter λ. However, due to the theoretical analysis proposed in [39] Table II. 2) Experimental Results: The experiment results of UCI data are reported in Tables III and IV. As shown in Table III , TrainRMSE and TestRMSE of all the mentioned methods are similar. But as far as the TrainMT is concerned, it can be found in Table IV that FPL outperforms the others. It can also be found in Table IV that the TrainMT of PKR is smaller than GKR and SVM. This is because we use the theoretical result in [39] to select the kernel parameter s. It was shown in [39] (see also Theorem 1 in this paper) that it suffices to select s in the set {1, . . . , m 1/d }. This degrades the difficulty of the parameter selection of PKR. Since TestMT depends on the sparsity of the estimator, we also give a comparison of the sparsity of the mentioned methods in Table IV . In a nutshell, as far as the generalization capability is concerned, all of these methods are of high quality. However, as far as the computational burden is concerned, FPL is superior to the others. Furthermore, different from PKR, FPL can deduce sparse estimators. Noting in Table IV that the training time of FPL is much less than the classical kernel approach, especially when the size of data exceeds ten thousands. From these experiment results, FPL provides a possibility to tackle massive data.
VI. PROOFS
Proof of Proposition 1: dimH ζ,n < n means that there exists a nontrivial set {a i } n j=1 such that
That is, the system of equations
is solvable. In other words, the matrix ((1
Thus, the singularity of the matrix ((1
The above assertion shows that ζ i , i = 1, . . . , n are n distinct zero points of P. Noting that the degree of P is at most s, it can be easily deduced from [1, Lemma 
Let h be the mesh norm of a set of points
where d(ξ, ξ ) is the geodesic (great circle) distance between the points ξ and ξ on S d . The second one is the well-known cubature formula on the sphere, which can be found in [18] . 
where d s denotes the set of algebraic polynomials of degree at most s defined on S d+1 .
Proof of Proposition 2:
. At first, we present an upper bound of h . Let D(ξ, r) be the spherical cap with center ξ and radius r. Then for arbitrary ε > 0, due to the definition of the mesh norm, we obtain
Let t 1 , . . . , t N be the quasi-uniform points [34] on the sphere. Then it is easy to deduce
Therefore, we get
That is
Thus, it follows from Lemma 4 that with confidence at least 1 − (c n/m), there exists a set of numbers {a i } m i=1 satisfying:
is also a set of i.i.d. random variables. By Lemma 3, the above inequality is equivalent to
Let P s (x) = Q s (x, 1 − |x| 2 ), then we can obtain
holds with probability at least 1 − (c n/m). This means, for arbitrary c = (c 1 , . . . , c n )
holds with probability at least 1 − (c n/m). This finishes the proof of Proposition 2.
To prove Theorem 1, we need the following two lemmas, which can be found in [16] (see also [27] ) and [19] , respectively.
Lemma 5: Let H be a linear space with dimension k. Define
Then, there holds for arbitrary h ∈ H that
wherec is constant independent of m or k.
To provide the second lemma, we should introduce the best approximation operator. A function η is said to be admissible [19] if η ∈ C ∞ [0, ∞), η(t) ≥ 0, and supp η ⊂ [0, 2], η(t) = 1 on [0, 1], and 0 ≤ η(t) ≤ 1 on [1, 2] . Let
where G μ k is the well known Gegenbauer polynomial with order μ [19] , that is
Then it is easy to see that {U n } ∞ n=0 is a complete orthonormal system for the weighted L 
It is obvious that L s f ∈ P d s . Lemma 6: Let 1 ≤ p ≤ ∞, and L s be defined in (14) , then for arbitrary f ∈ W r , there exists a constantc depending only on d such that
With the help of the above two lemmas, we prove Theorem 1 as follows.
Proof of Theorem 1: The lower bound can be more easily deduced. Actually, it follows from [6, eq. (3.27) ] that for any estimator f z ∈ m , there holds: 
holds with confidence at least 1−3 exp{−C 4 mε}. This finishes the proof of Theorem 1.
Proof of Corollary 1:
The lower bound of (10) can be found in [12, Th. 3.2] . It suffices to prove the upper bound of (10). we apply the formula To prove Theorem 2, we need the following lemma, which can be found in [2, Proposition 11]. where the first inequality is deduced by (19) , the second inequality is according to the definition of s * , the third one is based on (18), the last one follows from (17) and c 3 = c 1 c 2 + c 2 + 1. This completes the proof of Theorem 2.
VII. CONCLUSION
In this paper, we develop a new learning system based on special features of polynomial kernel and subsampling, called the FPL to reduce the computational burden for kernel methods. Both theoretical analysis and numerical experiments are conducted to show the effectiveness of FPL. Theoretically, we show that FPL can achieve the almost optimal learning rates for kernel methods. This demonstrates that FPL is at least not worse than the kernel methods. Numerically, we exhibited that FPL can significantly reduce the computational burden of kernel methods. Both theoretical and experimental results show that FPL is of high quality and is a good candidate of learning systems to handle massive data.
