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Abstract 
Hansen, P., A. Hertz and J. Kuplinsky, Bounded vertex colorings of graphs, Discrete Mathematics 
111 (1993) 305-312. 
A bounded vertex coloring of a graph G is a usual vertex coloring in which each color is used at most 
k times (where k is a given number). The bounded chromatic number y,(G) of G is the smallest 
number of colors such that G admits a bounded coloring. Upper and lower bounds on yk(G) are 
given in terms of k, the number n of vertices, the usual chromatic number i;(G) and the maximum 
degree d(G) of G. Complexity of bounded vertex coloring is discussed and several classes of graphs 
for which this problem is polynomially solvable are identified. 
1. Introduction 
Vertex colorings of graphs have been extensively studied (see, e.g., Cl, 21) and have 
many applications (see [9] for a survey). A natural additional restriction on coloring 
appears to be to bound the sizes of the color classes. This allows one to express 
limitations in the number of available rooms, machines or other resources at any 
given time in chromatic scheduling problems. Another application is to minimum 
diameter cluster analysis when cluster sizes are bounded (see [7]). A bounded uertex 
coloring of G = ( V, E) is a usual vertex coloring in which each color is used at most 
k times, where k is a given positive integer. The bounded chromatic number yk( G) of G is 
the smallest number of colors such that G admits a bounded coloring (i.e., with 
color classes of size at most k). Clearly, as yk(G) = y(G) for k 2 cc(G), where a(G) 
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is the stability number of G, determining yk(G) in the general case is NP-complete. 
Obviously, for k = 1, y1 (G) = n = / VI. For k = 2, finding y2( G) is equivalent to finding 
a maximum matching in the complementary graph G of G: y2(G) is equal to n minus 
the number of edges in that maximum matching. This can be done in O(,,@lE/) time 
with the algorithm of Micali and Vazirani [l 1,141. For fixed k Z 3, finding yk(G) reduces 
to solving the problem PARTITION INTO ISOMORPHIC SUBGRAPHS, when these 
subgraphs are equal-sized stable sets (see [4, p. 1931 and [S]), which is NP-complete. 
In the next section we provide several lower and upper bounds on y,(G) in terms of 
n, k, the (usual) chromatic number y(G) and the maximum degree A(G) of G. We also 
show that some of these bounds are sharp. In Section 3 we identify some classes of 
graphs for which yk( G) can be found in polynomial time. We conclude with some open 
problems. 
2. Bounds on the bounded chromatic number 
We first evaluate by how much y(G) increases when the size of the color classes is 
bounded by k (rul and Lu J denote the ceiling and floor respectively, of the real 
number a; from now on, we use y, yk and A instead of y( G) and yk(G) and d(G) for short). 
Theorem 2.1. Let G be a graph with n vertices, chromatic number y and bounded 
chromatic number yk. Then 
and both bounds are sharp. 
Proof. (i) Lower bound. Let C1, Cz ,..., C,, denote the color classes in an optimal 
bounded coloring of G. Then 
which, as yk> y, yields the lower bound. 
(ii) Upper bound. Let C; ,C;, . . . , C; denote the color classes in an optimal coloring 
of G. Let I Cl1 = kqi-ri with qi, riEZ, O<ri< k for i= 1,2, . . . . y. Recoloring G with 
different colors for each C: shows that yk<xrzlqi. Moreover, n=CYE1 ICil =kxy,, qi- 
Cy=1 ri>,kzy,, qi-(k-l)?; hence, substituting for Cy=1 qi, yk<y+(n-y))lk and the 
upper bound follows. 
(iii) Sharpness of lower bound. Let n, a, k be natural numbers, a, k<n and 
b=max{rn/kl, u}. W e s h ow that there is a graph G of order n with y=a and yk= b. 
Consider b stable sets Vi, i = 1, . . . , b, of which the first n mod b have r n/b1 vertices 
and the remaining ones have Ln/b J vertices. Let G=( I’, E), with V= uf= 1 Vi and 
E={ {x,y}: XE I’i,yE Vj, i#j (i<a-- 1 or j<a- l)}, i.e., edges join all pairs of vertices 
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in different stable sets, such that at least one vertex belongs to one of the first a- 1 
stablesets.ItiseasilyseenthatIVI=n.Theny(G)baas(V1,V,,...,V,_,,UP_aVi)is 
a usual coloring of G. We have y(G) > a, as choosing USE Vi for 1~ i < a induces a clique 
in G. Hence, y(G) = a. Moreover, from (i) yk > b. As b 3 r n/k 13 n/k, we have k 3 n/b and 
k being integer k >rn/bl. Hence, ( Vi 1 d k for i = 1,2, . . , b and these sets define 
a bounded coloring of G in b colors. Thus, yk = b. 
(iv) Sharpness of upper bound. Let n, a, k be natural numbers, a, k<n and 
b’=a+L(n-u)/k]. W e s h ow that there is a graph of order n with y = a and yk = b’. 
Consider a complete split graph with a clique C on a- 1 vertices and a stable set S on 
n-u+ 1 vertices, all of which are joined to all vertices of the clique. Using one color 
for each vertex of C and one for S yields a usual coloring in a colors; hence, y(G)<u. 
Moreover, Cu { u} for any VES induces a clique with a vertices in G. Thus, y(G) = a. 
Finally, in any bounded coloring of G each vertex of C uses a different color and 
the vertices of S use at least [(n-y+l)/kl colors; as r-l+r(n-y+l)/kl= 
y +L(n - y)/k], we have ;jk 3 b’. From (ii) the result follows. 0 
We next characterize graphs for which both bounds on yk(G) are equal. 
Corollary 2.2. The lower and upper bounds in Theorem 2.1 are equal if and only if 
n-y<k or k= 1 or y= 1 or (7=2 and n= 1 modk). 
Proof. If max(rn/k], y)= y then equality of both bounds holds if and only if 
L(n-y)/k]=O, i e , n - ‘/ < k. If r n/k I> JJ, the equality of the bounds holds if and 
only if 
i.e.,(k-1)(jt-1)=Oifnmodk=Oand(k-l)(y-1),<k-nmodkifnmodk31. Both 
cases are satisfied for k = 1 and for 7 = 1; in addition, the latter case is also satisfied for 
y = 2 and n mod k = 1 and cannot hold for ‘/ k 3 and k 3 2. 
Corollary 2.3. Zf y* 3 1~ then 
Proof. 
an increasing function of y. 0 
This corollary leads to an upper bound on Yk in terms of the maximum degree d of G. 
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Theorem 2.4. Let G be a graph with n vertices, maximum degree A and bounded 
chromatic number yk. If G is a clique, yk = A + 1. Zf G is an odd cycle, 
Yk= 
n-l 
if kdp 
2 ’ 
n-l 
if k>-- 
2 . 
If G is neither a clique nor an odd cycle, 
Ykd 
A+r$j if k<[&l or k>n-A, 
A+1 <k<n-A. 
Proof. The result is obvious for cliques. For odd cycles with vertices indexed by 
successive integers coloring sequentially the vertices with increasing odd indices and 
then those with increasing even indices yields a coloring in the desired number of 
colors. 
If G is neither a clique nor an odd cycle, Yk 6 A +L(n- A)/k J by Corollary 2.3 and 
Brook’s theorem [3] (note that yk< A if k>n- A). Moreover, ykd A + 1 if 
k >rn/( A + l)] as G admits a coloring with all color classes of size rn/( A + 1)1 or 
Ln/(A+ l)] by the Hajnal and Szemeredi theorem [6]. 0 
Consider now the complementary graph G of G. From the Nordhaus-Gaddum 
theorem [12] we easily obtain the following proposition. 
Proposition 2.5. Let G be a graph with n vertices and bounded chromatic number Yk. Let 
c be the complementary graph of G and Yk=Yk(G). Then 
The proof is easy and omitted here. 
3. Polynomially solvable cases 
In this section we present several classes of graphs for which the bounded chromatic 
number can be found in polynomial time. It turns out that for two out of three such 
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classes the lower bound on Yk of Theorem 2.1 is always attained. Recall that a claw is 
a graph with vertices v1,v2,v3,v4 and edges {v1,v4},{v2,v4} and {v3,v4}. 
Proposition 3.1. For all claw-free graphs yk =max(rn/k], 11) and a bounded coloring in 
)jk colors can be found in polynomial time, assuming a usual coloring in ‘/ colors to be 
known. 
Proof. de Werra [15] proved that if a graph G is claw-free, then for all q 3y(G) there 
exists a q-coloring ( V, , V2, , . . , ?‘,) with -l</V;I-jVJ<+l for all i,jE{1,2,...,q}. 
Moreover, such a q-coloring can be found in polynomial time by bichromatic 
interchanges. Setting q=max(rn/kl, y) gives a q-coloring with color classes of size 
[n/q1 or Lnhi. Th en as q >rn/k13 n/k, k 3 n/q and k arn/ql as k is integer; so, 
a bounded coloring has been obtained. (Note, however, that no polynomial algorithm 
is available for finding 7 in claw-free graphs.) 0 
Recall now that a graph is Berge if it contains neither an odd cycle of length greater 
than 3 nor the complement of such a subgraph. 
Proposition 3.2. The bounded chromatic number of Berge graphs G with u(G) < 3 can be 
found in polynomial time. 
Proof. If k= 1 or 2, finding the bounded chromatic number is easy, as discussed in 
Section 1. For k 3 3, finding Ilk reduces to finding 7. Tucker [ 131 has shown that Berge 
graphs without cliques on 4 vertices are perfect. Lovisz [lo] has proved that 
complements of perfect graphs are perfect. Hence, Berge graphs with r(G)6 3 are 
perfect. Thus, their chromatic number can be found in polynomial time, as shown by 
Griitschel et al. [S]. 0 
Note that for perfect graphs G for which k>@(G) finding the bounded chromatic 
number is polynomial. So hard cases are for 3 <k < a(G). Finding classes of perfect 
graphs, other than the above, for which determining Yk is polynomial for all k in that 
range does not seem to be easy. Indeed, even for bipartite graphs only partial results 
could be obtained. 
Theorem 3.3. Let G = ( VI, Vz, E) be a bipartite graph with n vertices, maximum degree 
A and k<rn/(A + 1)l. Then Yk=rn/kl. 
Proof. (i) We may assume A > 1 as the result is trivially true for A < 1. Moreover, we 
may assume [n/k1 = n/k as otherwise k-n mod k isolated vertices can be added to 
G without changing yk. The idea of the proof is to show that G admits a bounded 
coloring (V;, V;, . , Vi@]) such that qi = 1 Vin VI 1 satisfies qi= 0 or k for i > 2. 
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(ii) We have 
A+ (3.1) 
Indeed, assume A 3 n/k - 1; then k b n/( A + 1) and k 2 r n/( A + 1) 1> k, a contradiction. 
(iii) Assume without loss of generality that ( V, 1 f 1 V, 1. Let p = L( 1 V, I - k)/( A - 1) J. 
Then 
(3.2) 
Indeed, from (3.1) n - kA 3 k + 1. Thus, 
kA n kA k+l k 
I VzI-,‘_Z-t>z>Z and w>q 
by elementary manipulations; (3.2) follows. 
(iv) Let 0 < t 6 p. Then V; can be obtained with q1 = t. Indeed, from the definition of 
p, t G (I V, I - k)/( A - 1); hence, 1 V, I - tA 3 k - t and k - t vertices of V2 can be joined to 
t vertices of VI to form Vi. 
(v) Ifp3~V,~modk,from(iv)onecantakeq,=/V,Imodk,q,=Oorkfori>l. 
(vi) If p < I VI ) mod k, from (iv) one can take q1 = p and then modify V; as follows: as 
long as q1 < ( VI I mod k and there is a vertex in VI\ V; with at most one neighbor in 
V,n Vi, add that vertex to Vi, remove its neighbor in V,n Vi if there is one and any 
other vertex in V,n V; otherwise. If q1 = 1 VI I mod k, one can complete the bounded 
coloring with qi = 0 or k for i > 1. Otherwise, q1 < 1 VI I mod k and all vertices of VI\ Vi 
have at least two neighbors in V,nV;. Then one can always choose 
q2=I V,(modk-q,. Indeed, if not, one would have I V,I-)V,nV;)-qz(A-2)< 
k-q,. As IV,l>n/2, A>n/2qz-(2k-q,-3q,)/q, and from (3.1) n/k< 
4-2(qI +qJ(k-2q2). From (3.2) q1 sL@J and, as q1 +q2 < k, it follows that 
k-2q,>O. Then, using (3.1) Adn/k-2~2, a contradiction. 0 
Note that a bounded coloring can be obtained, under the conditions of 
Theorem 3.3, in O(kn) time. Two other easy cases for bipartite graphs in which 
Yk=rn/kl are min(IVImodk,IV,)modk)=O and IV,Imodk+IVz(modk>k. The 
complete bipartite graph K3, 3 shows that if k=rn/(A + 1)1 then one may have 
-dG)>rdkl. 
Even if the condition k <rn/( A + 1)1 is not satisfied, results are available, but for 
fixed k. 
Theorem 3.4. Let G=( VI, I/,, E) be a bipartite graph with n vertices and k a fixed 
number. Then a bounded coloring of G in Yk colors can be found in polynomial time. 
Proof. From Theorem 2.1, Yk( G) is at least equal to r n/k1 . Again, we may assume 
rn/kl=n/k. A bounded coloring (V’l,V;,...,V~,,,l+l) in rn/kl+l colors is 
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immediately available by adding k isolated vertices and setting qi =( P’in VI)=0 or 
k for i= 1,2,...,rn/kl + 1. If yk=rn/kl, G will be called ofclass 1, and otherwise of 
class 2. So, it remains to obtain a polynomial procedure to find if G is of class 
1 together with a bounded coloring of it. Let us consider a partition V’, , Vi,. . . , Vfnikl 
of V, u V, for which the number of sets Vi with both qi # 0 and qi # k is minimum. 
Moreover, let US index by 1,2,...,r the subsets Vi with qi#O and qi#k. Then 
r < k(k - 1)/2. Indeed, one cannot have indices i and j such that qi + qj= k; otherwise, 
one could replace Vi and Vj by sets I’;’ S. Vi and V;l c V2 with the same vertices as in 
ViuV’j, a contradiction to the minimality of r. Moreover, each value for qi cannot 
appear more than k- 1 times as otherwise one could easily replace k color classes with 
the same 4; by k other ones with all vertices in Vi or all in V,. 
Testing if G admits a partial coloring ( V; , V;, . , V:) of rk vertices which satisfies 
1 VIA VI I= qi for i = 1, . , r takes O(@) time. The number of possible combinations of 
qi values is bounded by 
as there are L k/2 1 possible values for each qi and each value can appear at most k - 1 
times. This number being a constant for fixed k the complexity of bounded coloring is 
then in 0(nk’(k-1)/2). 0 
The complexity given above increases very rapidly with k. Algorithms with a lower 
complexity are available for small values of k. For k=2 it suffices to test if G is 
a complete bipartite graph when both 1 VI 1 and 1 V2 / are odd. This takes 0( I E I) time, 
which is equal to the above complexity, but the same can be achieved for k = 3. 
Proposition 3.5. The bounded chromatic number of a bipartite graph can be found 
constructively in O(l El) time when k=3. 
Proof. We assume rn/31=n/3. Using the same reasoning as in the proof of 
Theorem 3.4, we see that the only nontrivial case is when I VI I mod (3)= 1 and 
I V2 1 mod (3) = 2 (and its symmetric). There are two configuration to test: (i) q1 = 1 and 
(ii) q1 =q2 = 2. If any vertex of Vi has a degree <I V2 / -2 then case (i) holds. 
Otherwise, one must test if there are at least two vertices in V2 with degree d / V, I - 2 
(indeed, they cannot have a common nonneighbor, or case (i) would hold). 0 
Theorem 3.4 suggests the conjecture that finding the bounded chromatic number is 
NP-complete for bipartite graphs. For k=2 onwards there are trees of class 1 (e.g., 
a path on 4 vertices) and of class 2 (e.g., a claw). The bounded chromatic number can 
easily be found in polynomial time by dynamic programming for fixed k. However, for 
general k the complexity of finding the bounded chromatic number of a tree is again 
unknown. 
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