4 , where n = + 2.
Throughout this correspondence, we will distinguish between n 2 , n copies of 2 , which gives us the elementary Abelian group and n , which is also n copies of 2 but with the Abelian structure given by 2 2
4 , where n = + 2 and using the Gray map to convert the elements in 4 to elements in 2 2 2 .
Additive codes (see [5] ) can be seen as a generalization of the classical linear codes over a field. In the binary case, they are Abelian subgroups of n = 2 2 4 (n = + 2). It is well known (see [3] ) that any 1-perfect binary additive code is equivalent to a 1-perfect translation invariant propelinear code, so throughout this correspondence we will use both concepts interchangeably.
An isometry of a binary code is a distance preserving 1-1 mapping refer to the group of coordinate permutations : C ! C as Aut (C), the automorphism group of the code. The correspondence is organized as follows. In Section II, we give some basic properties about the automorphism in a binary code. In Section III, we give two characterizations of propelinear codes by using the automorphism group of the code and also by using the minimum-distance graph associated to it. In Section IV, we introduce the automorphism group Aut P (C) of a 1-perfect additive code taking into account the automorphisms which are also group morphisms for the propelinear operation and we compute both the cardinality of AutP (C) and of Aut (C). In Section V, we compute the kernel and rank for all the binary 1-perfect additive codes and, finally, in Section VI, we characterize in an efficiently computable way the Steiner triple system associated with a binary 1-perfect additive code.
II. PRELIMINARIES
Let C be a binary, not necessarily linear code of length n. We will assume that the vector with all the coordinates zeros is in C. Let Sn denote the symmetric group of permutations of the set f1; 2; . . . ; ng. Let These two lemmas are helpful but we should remark that the converse of these lemmas are not true in general.
Lemma II.3: Let K be the kernel of a binary code C and assume for all x 2C there exists a coordinate permutation x such that x ()= x + x () 2 Iso (C). We have K = fa 2 Cj a 2 Aut (C)g.
Proof: Let a 2 K and let c 2 C. Now a + C = C and a(a) = a + a (c) 2 C, so a (c) 2 a + C = C and a 2 Aut (C).
Reciprocally, if a 2 Aut (C) then a (C) = C. We know a(C) = C, so a + a(C) = C and a + C = C. Hence a 2 K.
Lemma II.4: Let K be the kernel of a binary code C then
Aut (C) Aut (K).
Proof: Let 2 Aut (C) so 2 Iso (C). Hence, by Lemma II.2, 2 Aut (K).
III. PROPELINEAR CODES
A code C of length n is said to be propelinear if for any codeword x 2 C there exists x 2 S n satisfying the following conditions: 1) for all x; y 2 C, x + x(y) 2 C (or, equivalently ,8 x 2 C; () = x + x () 2 Iso (C)); 2) x y = z 8 y 2 C, where z = x + x(y). For all x 2 C and for all y 2 n 2 , denote by 3 the binary operation such that x 3 y = x + x(y). Then, (C; 3) is a group, which is not Abelian in general. The vector 0 is always a codeword and 0 is the identity permutation. Hence, 0 is the identity element in C and x 01 = 01
x (x), for all x 2 C (see [8] ). Note that 5 = f x j x 2 Cg is a subgroup of Sn with the usual composition of permutations as the multiplication.
Clearly, the propelinear code class is more general than the linear code class.
Proposition III.1: Let (C; ?) n 2 be a group. C is a propelinear code if and only if the group Iso (C) contains a regular subgroup acting transitively on C.
Proof: Assume C is a propelinear code and take x : C 0! C defined by x(v) = x ? v = x + x(v). We have x y (z) = x (y + y (z)) = x + x (y + y (z)) = x ? y + x y (z) = x ? y + x?y (z) = x?y (z):
Hence, G = fxjx 2 Cg < Iso (C), and jGj = jCj. Given v; w 2 C, it is easy to find x 2 C such that x (v) = w, so G acts transitively on C. In fact, given v; w 2 C take x = w 3 v 01 . Now
For all 2 G call x = , where x = (0). Now x 0! x is a bijection G 0! C due to the fact that G acts transitively on C and is regular.
For x 2 C, define x (v) = x + x (v). It is easy to see that x is a coordinate permutation because x is an isometry on C. For x 2 C define x ? v = x + x(v) = x(v). With this operation, we claim that C has a propelinear structure.
Clearly, x (v) 2 C if and only if v 2 C so we just need to prove that xy = x?y. G acts transitively on C, so xy = x?y if and only if they have the same values on 0 2 C.
First, x y (0) = x (y) = x ? y and, also, x?y (0) = x ? y. Moreover, x?y(z) = x ? y + x?y(z) and, also x y (z)= x (y+ y (z))=x+ x (y)+ x y (z)=x ? y+ x y (z) hence x y = x?y .
The next proposition characterizes propelinear codes looking at the structure of minimum distance graph associated to a given code C.
To make the correspondence self-contained, we will introduce the graph of minimum distances associated to a given binary 1-perfect code C such that (C; ?) n 2 is a group. This graph 0(C) has as vertices the elements in C and two vertices are connected by an edge if they are at distance 3. Also recall that a group acting transitively on a set is said to act regularly if only the identity fixes any point (see [6, p. 8 
]).
Let H be the set of weight 3 codewords in C and observe that H = H 01 = fs 01 js 2 Hg, so we can define the Cayley graph 0C; H = 0((C; ?); H) as the graph with vertices the elements of (C; ?) and edges from g 2 (C; ?) to g ? s 2 (C; ?), for all s 2 H. [9] ): Given a graph 0(C), a necessary and sufficient condition for the existence of a group (C; ?) and a subset H of (C; ?), such that 0(C) = 0 C; H , is that Aut (0(C)) contains a regular subgroup. In that case, (C; ?) is this regular subgroup.
Lemma III.2 (See
Proposition III.3: Let C be a binary 1-perfect code, such that (C; ?) n Proof: From Proposition III.1, C is a propelinear code if and only if the group Iso (C) contains a regular subgroup.
Let 0(C) be the minimum-distance graph associated to C. For a binary code, always Iso (C) Aut (0(C)), but when C is a binary 1-perfect code it is well known (see [1] ) that Iso (C) = Aut (0(C)), so we can conclude that C is a propelinear code if and only if the group Aut (0(C)) contains a regular subgroup. But now, from Lemma III.2, this happens if and only if 0(C) is the Cayley graph of C acting on the set H of the weight 3 codewords.
In a more specific way we can write this last proposition in this other form.
Corollary III.4:
Again we assume that C is a propelinear code.
Let A be the set fa 2 Cj a = g. Let Id(x) = x denotes the identity permutation.
Proposition III.5:
A Id is a normal subgroup and each A is a coset A = A Id + x, where x = .
Proof:
Clearly, is an epijective group homomorphism and Ker()=A Id . Also, every A is a coset A = A Id ? x, but A Id ? x = A Id + x. Proposition III.6: C ? is a subgroup in K and C.
Proof: For c 2 C and a; b 2 C ? , we know (see [7] ) that a; b 2 C ? K If we have a 1-perfect code of length n = 2 t 0 1 and rank rC = n 0 t + s then in [7] it is proved that the kernel has dimension at least 2 t0s for s > 1. From [4] and [12] and also by using the arguments in [7] it is possible to say more; the dual code C ? induces a partition of the coordinates into one set of 2 s 0 1 coordinates which correspond to the coordinates that are zero in every codeword in C ? , and 2 t0s 0 1 disjoint sets of coordinates of size 2 s which are always equal in C ? . If a 0 ; a 1 ; . . . ; a m are the codewords having these sets as their support, then they are always in the kernel of C. In addition, we have the following proposition.
Proposition III.7 [7] , [12] : Let C be a propelinear code, so for x 2 C, x (a 0 ) = a 0 , and x (a i ) = a j for i 6 = 0. Moreover, the dual code C ? determines a lattice of 1-perfect subcodes (and sub-STS (Steiner triple system)) in C that is equivalent to the lattice of 1-perfect subcodes in the Hamming code of length m = 2 t0s 0 1. If C = Ker (#), these properties mean that in each coset in n =C there is one and only one binary vector of length n and weight 1.
In the quoted paper [3] , the 1-perfect additive codes were studied and classified. For each value r and t such that 2 r t 2r there is exactly one 1-perfect additive code of type ( = 2 r 0 1; = 2 t01 0 2 r01 ). The unicity means that if # 0 is another homomorphism of n onto G such that C 0 = Ker (# 0 ) then there exists a permutation 2 S n such that (C) = C 0 and # 0 = # .
This kind of automorphism of C, like the previous , is not only a permutation in Sn, and so a linear mapping on n 2 , but also a propelinear mapping, that is a homomorphism on n . This leads to the consideration of Aut P (C), the automorphism group of C made up of the permutations on Sn that fix the code C and that are also group homomorphisms on F n . Example: In length 15 there are three nonisomorphic 1-perfect additive codes. They exist for (r = 2; t = 4); (r = 3; t = 4) and (r = 4; t = 4).
For the case (r = 3; t = 4), we can see the additive code as the kernel of a group homomorphism #: 
0! G
Let C be the kernel of #: n 0! G and let 2 AutP (C), then is a permutation 2 S n , which is also a homomorphism of n , such that (C) = C. This means that acts on the quotient group n =C G and, so, = ## 01 is well defined and also is an automorphism of G.
On the other hand, if is an automorphism of G, then we could take # which defines a quotient group n =C and, so, a partition in n . For each unit vector ei, representative in a coset, take (ei) such that #(e i ) = #(e i ). Hence is a coordinate permutation 2 S n which fixes code C. We can extend to all n and 2 AutP (C).
This last proposition allows us to compute the cardinality of the automorphism group of an additive code. For instance, in the linear case we have for the Hamming code H t of length n = 2 t 0 1 jAut (Ht)j = The usual group Aut (C ) contains the coordinate permutations which fix code C. Look at the additive propelinear codes of type Now 1 # is a group homomorphism from n to r 2 .
Proposition IV.2:
1 #: n 0! Proof: Let be any involution involving the two coordinates in some 4 . Let these coordinates be ei and ei+1. Take v 2 n and note that (v) = v or (v) = v ? e i ? e i .
Then in both cases 1 #((v)) = 1 #(v).
We can generalize this result by taking any permutation w associated to vector w. We know permutation w is a composition of permu-
We will prove in Theorem V.8 that the kernel of 1 # is the linear span hCi of code C. Proof: We know that is in Aut (C ), so we need only proof there exists a vector c 2 C such that c = .
Note that the all-ones vector and the vectors u = (1 11 11j0 Proof: If C is linear then the kernel K coincides with A Id and C. If C is not linear then from the previous lemmas we know that A Id A K and to prove the proposition we need only see that for all the elements v 2 K we have v = Id or v = .
Let v be a vector in KnA Id . The permutation v associated to vector v is a product of involutions each of which involves the two coordinates in 4 in which the projection of v is (1; 0) or (0; 1). In other words, v is the product of a subset of the involutions which make up . Let which give us the all-ones vector, except perhaps for the two coordinates in the 4 the support of which contains x 1 . Finally, we get a contradiction except for the cases where these two coordinates are ones. This is the case of four coordinates in the 4 part or, in general, 4 + 8 coordinates in the 4 part, so 2(4 + 8) = 2 t . This equation has solution only for t = 3 (which corresponds to a code of length 7).
As a corollary of Propositions V.4 and V.5 it is easy to compute the dimension of the kernel for all the 1-perfect additive codes and we can state the following theorem.
Theorem V.7: Let C be a binary 1-perfect additive code of type In summary, Table I gives us the allowable parameters and dimension of the kernels for 1-perfect additive codes.
Theorem V.8: Let (C; ?) be a binary 1-perfect additive code of type The conclusion is that H = hCi and r C = dim(H) = n 0 r.
We can sum up and give the results in Table I .
VI. BINARY ADDITIVE CODES AND STS
Let C be a binary additive code of type (2 r 0 1; 2 t01 0 2 r01 ; 0), where 2 r t 2r. The parameters uniquely determine the code and the associated Steiner triple system to within isomorphism when t 4. The Hamming code (of length 2 t 0 1) and its associated triple system PG (t 0 1; 2) can be easily recognized and the code is easily generated from the triple system. We will show that, similarly, the Steiner triple system associated with a 1-perfect additive binary code can be easily recognized and can generate the corresponding code as well.
Proposition VI.1: Let C be a binary 1-perfect additive code of type (2 r 0 1; 2 t01 0 2 r01 ), of length n = 2 t 0 1, where t 4, then the STS(n) associated with it is unique and can be easily recognized and used to construct the code.
Proof: Let C be as in the proposition having dual code C ? of dimension r = t 0 s. Let S = fijci = 0 for all c 2 C ? g, and assume the 2 coordinates are R = f1; 2; . . . ; 2 r 0 1g. We know that jSj = 2 s 0 1. Let be the fundamental involutory automorphism of the code which is a product of involutions (aa 0 ) with R as the set of fixed points. Consider the triples corresponding to the supports for the words of weight 3 in C.
• For each involution (aa 0 ), the third point i 2 R of the triple containing that pair is in S. From previous arguments, we know that each of these fixed triples t a = fi; a; a 0 g are in A Id and, in fact, form part of a basis for it. Since C ? A Id we have c 1 (a; a 0 ) = 0 and thus c 1 ei = 0 for all c 2 C ? .
• Each point i 2 S which is in at least one fixed triple must be in at least 2 r01 such fixed triples. If ta = fi; a; a 0 g is one fixed triple then for each other j 2 R there is a triple t j = fj; a; bg but t a + t j + (t j ) = t b = fi; b; b 0 g 2 A 0 : There are 2 r 0 2 points j 2 R generating (2 r 0 2)=2 other fixed triples containing i.
• The remaining triples through a are contained in the 4 coordinates.
If t = fa; u; vg is such a triple and ta; tu; tv are the corresponding fixed triples containing the involutions (aa 0 ); (uu 0 ); (vv 0 ), respectively, then t+(t) 2A 0 and t a +t u +t v +t+(t) must be a word of weight 3 in the Hamming subcode Hr and thus each point is in exactly 2 r01 fixed triples and there must be 2 t0r 01 = jSj such points. Thus, on S we have an Hamming subcode Hs Hr.
• For each i 2 S, let i be the product of involutions (aa 0 ) such that ta = fi; a; a 0 g 2 C and let Ri be the corresponding set of coordinates. which must map the triples traversing these Ri onto the triples in the PG (s 0 1; 2) subsystem on S. Finally, is the product of the i . It is now straightforward to construct the additive code (see [3] ).
We note that when t = 4; r = 2 then we have three STS (7) intersecting in a sub-STS (3) . The STS (7) are PG (2; 2) and have rank 4 (not 5) but they also have propelinear representations and fundamental involutory automorphisms which fix the sub-STS (3) . One can still compute the automorphisms i and (in several equivalent ways) and hence the code.
