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Resumen
En esta Tesis se profundiza en el problema de seleccio´n de proyectos considerando variables
de entorno a partir del estudio de la programacio´n de tareas de mantenimiento en sistemas
ele´ctricos. Se aplican principios de control de procesos dina´micos en sistemas f´ısicos y
mediante te´cnicas de investigacio´n cualitativas se modela sistema y entorno en ontolog´ıas
de dominio sobre las que se replican las preferencias del decisor.
Se disen˜a un modelo de tres etapas: La primera etapa sera´ la aceptacio´n o no de un
proyecto en funcio´n de la relevancia que tenga para el sistema. Sobre las aceptadas, en la
segunda etapa se seleccionara´n un subconjunto de alternativas que maximice el rendimiento
mediante un modelo adaptativo de bu´squeda secuencial. En la tercera etapa, se realiza la
distribucio´n de los medios disponibles mediante una te´cnica de asignacio´n secuencial de
recursos,
Finalmente, se desarrolla una aplicacio´n pra´ctica de este modelo como herramienta de
ayuda a la decisio´n multicriterio y multiobjetivo en la programacio´n de tareas de mante-
nimiento en sistemas ele´ctricos.
Resumo
Nesta tese profu´ndase no problema de seleccio´n de proxectos considerando variables de con-
torna a partir do estudo da programacio´n de tarefas de mantemento en sistemas ele´ctricos.
Apl´ıcanse principios de control de procesos dina´micos en sistemas f´ısicos e mediante te´cni-
cas de investigacio´n cualitativas modelase sistema e contorna en ontolox´ıas de dominio
sobre as que se replican as preferencias do decisor.
Dese´n˜ase un modelo de tres etapas: A primeira etapa sera´ a aceptacio´n ou non dun proxecto
en funcio´n da relevancia que ten˜a para o sistema. Sobre as aceptadas, na segunda etapa
seleccionaranse un subconxunto de alternativas que maximice o rendemento mediante un
modelo adaptativo de procura secuencial. Na terceira etapa, real´ızase a distribucio´n dos
medios dispon˜ibles mediante unha te´cnica de asignacio´n secuencial de recursos.
Desenvo´lvese unha aplicacio´n pra´ctica deste modelo como ferramenta de axuda a´ decisio´n
multicriterio e multiobxectivo na programacio´n de tarefas de mantemento en sistemas
ele´ctricos.
Abstract
This thesis explores the portfolio problem considering context variables from the study of
scheduling maintenance on electrical systems. Principles of control of dynamic processes
in physical systems are applied. The system and its environment are modeled by domain
ontologies on which the preferences of the decision maker are replicated.
A three stage model is designed: The first stage will be the acceptance or rejection of a
project based on its importance for the system. In the second stage a subset of alternatives
from the accepted set is selected to maximize performance through a sequential search
adaptive model. In the third stage, the distribution of available resources is done using a
technique of sequential resource allocation.
A system of decision support, multicriteria and multiobjective, for tasks scheduling main-
tenance on electrical systems is developed as practical application of the model.
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Cap´ıtulo 1
Introduccio´n.
1.1. Presentacio´n
En la literatura econo´mica abundan los estudios acerca de los objetivos de una organiza-
cio´n. La Microeconomı´a defiende como objetivo fundamental la maximizacio´n del beneficio.
En el planteamiento de Galbraith, por contra, el objetivo u´ltimo de la empresa es la su-
pervivencia, mientras que el resto de los objetivos son metas inmediatas para el logro de la
citada supervivencia. La gestio´n empresarial se define como “el proceso de utilizar racio-
nalmente los recursos que la empresa se apropia o capta, en orden a cumplir los objetivos
que se plantea. ” [Tie´90].
Bajo este enfoque, la bu´squeda del ma´ximo beneficio pierde intere´s pues, en la practica,
resulta improbable que se opte por la alternativa o´ptima por ser la racionalidad limitada
[Sim57].
Bajo la perspectiva de la utilizacio´n racional de los recursos subyace el problema de la
seleccio´n de proyectos de inversio´n, entendida en un sentido amplio como todo desem-
bolso financiero dedicado a “la adquisicio´n de mercanc´ıas materias primas, consumos,
prestaciones de servicios al personal y a terceros, etc. ” [FCDT02].
En muchas situaciones comunes, las decisiones son tomadas por un decisor habituado a
tratar con dichas circunstancias con resultados aceptables, ya que, normalmente, se tra-
ta de satisfacer pocos objetivos, seleccionando entre las alternativas disponibles, que no
siempre son todas las posibles ni esta´n apoyadas por informacio´n suficiente para justificar
adecuadamente la accio´n seleccionada. En cambio, en las organizaciones, las decisiones
implican objetivos mu´ltiples, varios decisores y esta´n sujetas a revisiones externas. En
estos casos, la utilizacio´n de una metodolog´ıa de toma de decisiones permite abordar pro-
blemas de estructura compleja, justificando y cohesionando las decisiones y minimizando
la subjetividad. Durante los u´ltimos 60 an˜os los estudios han ido evolucionando desde
una concepcio´n monocriterio con preponderancia de los criterios econo´micos, hacia una
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concepcio´n ma´s amplia que considera diversos puntos de vista y an˜ade nuevos criterios
a los econo´micos [Loa03]. En esta l´ınea, la literatura cient´ıfica, cada vez ma´s, considera
soluciones que satisfacen en un grado aceptable al decisor en lugar de intentar alcanzar
una solucio´n o´ptima que sea la mejor en todos los criterios simulta´neamente, pero que
podr´ıa no estar disponible a tiempo o, simplemente, no ser realizable. Del mismo modo,
la presencia de varios proyectos concurrentes afecta a la evaluacio´n que se hace sobre ellos
de manera individual debido a diversos factores: sinergias, ahorros en costes, complemen-
tariedades,. . . Crecientes referencias contemplan la necesidad de introducir las interdepen-
dencias a la hora de seleccionar una cartera de proyectos ([Che04], [Nut00] y [MCMP05]).
Y tambie´n se han estudiado profusamente las condiciones en las que se seleccionan los
proyectos y el tipo y calidad de la informacio´n utilizada para ello.
A la vista de la complejidad del problema de la toma de decisio´n, han surgido numerosas
herramientas cuyo objetivo principal es ayudar al decisor. Cada una de ellas esta´ orientada
a un tipo de problema asociado con una informacio´n disponible, de modo que resulta dif´ıcil
encontrar una herramienta que sirva para todos los casos y contextos. Entre las trabas que
se encuentran estas herramientas caben citar:
Desconocimiento por parte del decisor o comodidad al utilizar un me´todo menos
adecuado pero mejor conocido.
Muchos modelos de decisio´n han sido disen˜ados para trabajar con datos dif´ıciles de
conseguir fuera del marco teo´rico.
Dificultad a la hora de comparar proyectos no homoge´neos.
Los criterios empleados en los modelos no siempre aportan la informacio´n necesaria
para tomar una decisio´n satisfactoria, independientemente de cuantos criterios se
consideren en los modelos.
Pocos modelos incorporan las interdependencias entre proyectos y tampoco las ex-
periencias y conocimientos de los gestores ma´s cercanos a los mismos.
En este estudio se pretende encontrar un me´todo formal de toma de decisiones que permita
salvar estos obsta´culos y que pueda aplicarse en diversos a´mbitos. La gestio´n de las tareas
de mantenimiento de instalaciones ele´ctricas es una aplicacio´n pra´ctica que se analiza en
profundidad.
Estas tareas tienen caracter´ısticas comunes con otros casos de estudio [BBH+02] en los
que es necesaria una decisio´n clara, transparente, comprensible y reproducible.
Se requiere la participacio´n de varios niveles de gestio´n
Involucra varios escenarios.
Debe ajustarse a la regulacio´n institucional.
Afecta a las necesidades de nueva financiacio´n o puede redirigirla.
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Condiciona nuevas instalaciones o reformas de las existentes.
Conviven alternativas con elevado riesgo econo´mico o tecnolo´gico.
Las decisiones tendra´n consecuencias en el futuro.
Siguiendo las teor´ıas expuestas en los modelos habituales de toma de decisio´n, el proceso
de toma de decisio´n comienza con la definicio´n del problema que se quiere estudiar, antes
de establecer los requerimientos y objetivos que deben cumplirse y los me´todos que se
empleara´n para evaluarlos.
No obstante, la idea original de este estudio, ma´s alla´ de resolver un problema laboral es-
pec´ıfico, es contribuir al incremento de conocimientos cient´ıficos sobre el problema cla´sico
de seleccio´n de proyectos. Al plantear las preguntas necesarias para indentificar la metodo-
log´ıa de estudio, se presto´ atencio´n a que no establecieran l´ımites al estudio de su utilidad
en otros campos diferentes al del caso pra´ctico. Esta idea ha condicionado la solucio´n final
y es la justificacio´n u´ltima de haber elegido este tema para esta Tesis Doctoral.
El me´todo de tres etapas (soportado por una base de conocimiento del dominio que se
estudia) desarrollado en el contenido del documento es consistente, replicable y generali-
zable y, por tanto, cumple con las caracter´ısticas del rigor cient´ıfico. Lo mismo ocurre con
los me´todos utilizados para identificar variables y medir su influencia.
La solucio´n propuesta contribuye, por tanto, a aumentar el conocimiento sobre la disci-
plina estudiada, y, adicionalmente, aporta nuevos caminos de investigacio´n al incorporar
herramientas de otras ciencias, como la ingenier´ıa, la filosof´ıa y la informa´tica, aplicando
conceptos propios de dichas disciplinas en campos alternativos.
Finalmente, la propia incorporacio´n de esta visio´n, abre l´ıneas de investigacio´n futura que
sera´n expuestas en las conclusiones del documento.
1.2. Planteamiento del problema.
La definicio´n del problema es el paso crucial en la toma de una buena decisio´n. Si esta´ bien
planteada permitira´ acometer sin dudas las siguientes fases del proceso de la toma de deci-
sio´n al asegurar que todos los esfuerzos van encaminados en la direccio´n correcta. Nuestro
objetivo sera´ partir de una definicio´n del problema en una declaracio´n que incorpore las
condiciones iniciales y las condiciones deseadas antes de decidir el me´todo de decisio´n que
se empleara´ para resolverlo. Sin embargo, con cara´cter previo a este objetivo, se hara´ una
revisio´n del entorno en el que se enmarca el problema en estudio.
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1.2.1. Enunciado del Problema
Consideremos un conjunto de instalaciones, que componen un sistema estructurado man-
tenible. Cada instalacio´n esta´ formada por diversos elementos con una funcio´n concreta.
Tanto instalaciones, como elementos sufren modificaciones a lo largo del tiempo que pro-
vocan cambios de estado. Es decir, el sistema estara´ en continua evolucio´n. Como en los
sistemas biolo´gicos, los cambios o mutaciones pueden ser lentos o ra´pidos 1. En ambos ca-
sos, el sistema podr´ıa dejar de funcionar como estaba previsto. Para mantener el sistema
en funcionamiento habra´ que emprender distintas acciones de mantenimiento. Determinar
que´ actividades se realizara´n en un periodo de tiempo de programacio´n y sobre que´ ele-
mentos concretos cuando una mutacio´n es detectada es uno de los objetivos de los gestores
de mantenimiento de instalaciones.
Cuando se identifica una pe´rdida de funcionalidad del sistema [1] , incluso aunque dicha
pe´rdida sea hipote´tica en el momento actual, es necesario tomar decisiones de mantenimien-
to para identificar las tareas que es necesario realizar al objeto de devolver la funcionalidad
al sistema.
En primer lugar, habra´ que determinar si la pe´rdida de funcionalidad justifica iniciar las
tareas de reparacio´n o sustitucio´n del componente del sistema que falla (o podr´ıa fallar) o,
por el contrario, dicho componente puede seguir funcionando en su estado actual dentro
del sistema. La opcio´n ”No hacer nada” es una solucio´n va´lida, en la que habra´ que
considerar las consecuencias futuras para el sistema mediante ana´lisis de riesgos basado
en probabilidades de ocurrencia de eventos.
Al mismo tiempo, debe valorar la afeccio´n que para el resto de las tareas puede suponer la
incorporacio´n de la nueva, en forma de costes directos o indirectos o en forma de incremento
del periodo de realizacio´n o finalizacio´n. Con estos datos el responsable de mantenimiento
debe tomar una decisio´n que de´ respuesta a las siguientes preguntas:
¿Que´ variables debo tener en cuenta al analizar este problema?
¿Es necesario realizar acciones de mantenimiento para resolver este problema?
Si la respuesta es positiva habra´ que responder a estas dos preguntas adicionales:
¿Cua´ndo sera´ el mejor momento para realizarla?
¿Quie´n y con que´ medios la podra´ ejecutar?
Mientras se buscan las respuestas a estas cuestiones, es preciso recordar que ya exist´ıan
tareas cuyo curso debe continuar para cumplir con todos los objetivos de mantenimiento
de sistemas.
1Una mutacio´n lenta se produce por envejecimiento de los materiales. Una mutacio´n ra´pida sera´ un
fallo brusco de un material o equipo que provocara´ una aver´ıa de funcionamiento.
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A lo largo de este trabajo hablaremos de problemas, tareas, trabajos, operaciones o activi-
dades de mantenimiento. Dependiendo del contexto, podr´ıan representar distintos concep-
tos segu´n la fase de planificacio´n en curso. Sin embargo, independientemente del significado,
el problema se puede asimilar en todos los casos al problema de seleccio´n de una cartera
de proyectos que, segu´n la metodolog´ıa de toma de decisio´n, habra´ que intentar encuadrar
dentro de las siguientes opciones posibles [Cas96]:
Aceptacio´n o no del proyecto considerado individualmente.
Seleccio´n de un u´nico proyecto de entre un conjunto de alternativas excluyentes.
Seleccio´n de un subconjunto de alternativas dentro de un conjunto de proyectos
aceptables debido a la existencia de restricciones activas en los recursos disponibles
para acometer varios proyectos.
En la pra´ctica, el responsable de mantenimiento se ve obligado a responder secuencialmente
a los tres tipos de problema.
En primer lugar, tiene que decidir si el problema detectado le afecta lo suficiente
como para iniciar una l´ınea de actuacio´n.
En segundo lugar, debe escoger entre un subconjunto de alternativas todas ellas
aceptables, que se realizara´n en un determinado espacio de tiempo.
Finalmente, a la hora de la programacio´n de las tareas se encontrara´ con que las
alternativas se convierten en excluyentes en cuanto se asignan los recursos para una
unidad de tiempo laboral.
La respuesta que se busca no es una lista de prioridades donde se vayan incorporando
todas las nuevas tareas modificando las prioridades existentes de acuerdo a la cantidad
de recursos disponibles. Si se aplican los me´todos de jerarquizacio´n a esta tarea de un
modo estricto, la prioridad resultante de esta tarea dif´ıcilmente se ver´ıa afectada por la
incorporacio´n de otras tareas e incluso, aunque lo hiciese, las condiciones de entorno ya
tienen un papel relevante sobre la prioridad de las tareas del “d´ıa siguiente”. Es decir, en
las tareas de mantenimiento hay que priorizar aquellas que es posible atender en un periodo
de tiempo determinado, por ejemplo un d´ıa, aunque su prioridad absoluta sea ma´s baja
que otras tareas cuya realizacio´n es imposible ese d´ıa. Y del mismo modo, si se contempla
la repercusio´n de la paralizacio´n de una tarea diaria ya iniciada en la valoracio´n de la
prioridad, una tarea con mayor puntuacio´n objetiva, puede verse afectada negativamente
por la dificultad de paralizar el trabajo ya iniciado.
Por otro lado, dada la dispersio´n de la actividad sobre la que hay que tomar decisiones,
modelizar el funcionamiento de la empresa de manera detallada resulta una labor tita´nica e
infructuosa, al estilo del trabajo eterno de S´ısifo para subir una piedra a la colina y empezar
de nuevo cada d´ıa, pues la semejanza entre el sistema ele´ctrico con sus caracter´ısticas y un
ser vivo, dificultan predecir co´mo va a ser su evolucio´n y hacia do´nde va a encaminar sus
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pasos en el futuro. Incluso pensando en el presente, la duracio´n de la tarea de recopilacio´n
de datos para la foto instanta´nea que modeliza el momento actual, hace que al finalizar
la toma de datos, estos ya no sean va´lidos por desfasados, lo que obligar´ıa a comenzar de
nuevo.
En este punto, el concepto de “Smart Grid”, que aproxima el concepto de red ele´ctrica al
concepto de red de comunicaciones, puede aportar un cambio de enfoque, pues con esta
visio´n, la propia red f´ısica pierde importancia frente a la red lo´gica. Sin embargo, la red
lo´gica, que puede ser muy u´til para definir planificaciones o pol´ıticas de mantenimiento
orientadas a la consecucio´n final del objetivo de mantener el sistema en funcionamiento,
no tiene mucha utilidad a la hora de programar las propias tareas que garantizan la
mantenibilidad del sistema.
Una de las premisas del mantenimiento es que cuando las cosas funcionan bien nadie
se acuerda de e´l. Si un responsable toma las decisiones adecuadas para que el sistema
funcione correctamente nadie se dara´ cuenta de su existencia y podra´ hacer su trabajo con
tranquilidad. Si el sistema llega a fallar por malas decisiones, la repercusio´n sera´ elevada.
La opinio´n de un usuario del sistema no puede ser controlada por el responsable, pero la
presio´n que dicha opinio´n y otras opiniones pu´blicas ejercen sobre el decisor condicionan
a e´ste a la hora de decidir. Del mismo modo, la forma de actuar de otras empresas del
sector tambie´n va a influir sobre las decisiones, as´ı como las tendencias legislativas o de
los mercados econo´micos.
Dedicaremos los siguientes apartados de este trabajo a la bu´squeda de un me´todo de ayuda
que permita al decisor orientar su camino hacia la toma de buenas decisiones cuando se le
plantean cuestiones como las expuestas en los objetivos de esta Tesis, partiendo de unos
datos incompletos, mayoritariamente cualitativos y con unos pocos cuantitativos parciales
(focalizados solo hacia un aspecto del problema) y basados en funciones de probabilidad,
manejando siempre valores de incertidumbre y riesgo elevados. Se hara´ especial e´nfasis en el
proceso de caracterizacio´n del entorno ya que de su modelizacio´n dependera´ la aplicabilidad
de todo el me´todo.
La bu´squeda de una solucio´n o´ptima a partir de un modelo excesivamente ambicioso,
considerando muchos para´metros definidos por mu´ltiples datos, no dejar´ıa de ser un bonito
ejercicio acade´mico con una dif´ıcil aplicacio´n pra´ctica.
1.3. Estrateg´ıa de investigacio´n y contribuciones.
La gestio´n de tareas de mantenimiento sobre instalaciones es una actividad muy dina´mica
sujeta a continuos cambios y mutaciones. Sobre esta premisa, se planteo´ orientar la inves-
tigacio´n hacia el estudio de los sistemas dina´micos y hacia el modo en que los gestores
expertos toman decisiones en esas condiciones. Al abrir esta l´ınea de investigacio´n, la po-
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sibilidad de utilizar conceptos de procesos biolo´gicos y f´ısicos incorpora un nuevo espectro
de herramientas que tienen en cuenta variables que el decisor trata normalmente de forma
cualitativa. T´ıpicamente estas variables sera´n las variables externas y las internas de tipo
cualitativo, como las preferencias del decisor. Puesto que uno de los objetivos es obtener
una herramienta de ayuda a la decisio´n, conocer co´mo funciona el razonamiento humano
detra´s de las decisiones de asignacio´n de trabajos tiene una especial relevancia. Desde el
principio se aplico´ un enfoque pragma´tico, que adema´s de cumplir un objetivo de utili-
dad, aporta luz a la investigacio´n analizando las causas y efectos tanto de la influencia de
las variables como de las decisiones. El ana´lisis de las relaciones causales, tratar procesos
como cajas negras con entradas y salidas y el concepto de control adaptativo fueron inicial-
mente ideas tomadas de otros campos de la experiencia personal, cuya aplicacio´n al caso
de estudio se considero´ interesante explorar. El enfoque pra´ctico tambie´n esta´ detra´s del
planteamiento global del proceso de toma de decisiones. Considerar el proceso de gestio´n
de trabajos como un todo ha orientado todo el proceso de elaboracio´n de este trabajo
primando la sencillez y la eficacia de los modelos y estableciendo la importancia de las
conexiones entre el modelo teo´rico y la realidad que se quiere representar. El enfoque pro-
puesto ha llevado a analizar combinaciones de te´cnicas existentes en diferentes disciplinas
para desarrollar un me´todo gene´rico, con aplicacio´n inmediata en la ayuda a las organi-
zaciones en la gestio´n de sus tareas de mantenimiento, pero tambie´n aplicable en otras
disciplinas sin cambios conceptuales.
1.4. Organizacio´n del documento.
El presente documento esta´ organizado en cuatro cap´ıtulos centrales.
El primero de ellos, Cap´ıtulo 2 aborda:
En que´ consisten las labores de mantenimiento de las instalaciones ele´ctricas, rea-
lizando una introduccio´n somera del entorno, f´ısico y normativo, que rodea dichas
labores.
La importancia de acertar en la seleccio´n de las tareas que es necesario realizar en
un periodo determinado de programacio´n de trabajos.
Los conceptos matema´ticos de sistema y estado.
Las dificultades de conseguir los datos necesarios para modelar sistemas de gran
taman˜o y complejidad. Por otro lado, se introducen modelos disen˜ados para resolver
esos problemas.
Los me´todos de seleccio´n disponibles para cada uno de los problemas:
• El problema de aceptacio´n o no de un proyecto considerado individualmente.
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• El problema de seleccio´n de un subconjunto de alternativas dentro de un con-
junto de proyectos aceptables.
• El problema de seleccio´n de un u´nico proyecto de entre un conjunto de alterna-
tivas excluyentes.
En el cap´ıtulo 3:
Se plantea el problema de planificacio´n de trabajos como un problema de seleccio´n
de proyectos.
Se explica el modelado de sistemas mediante ecuaciones matema´ticas, co´mo se re-
presentan y relacionan las variables que intervienen en un proceso.
Se comparan los metodos racionalista y del caso para identificar las variables rele-
vantes para la seleccio´n de proyectos.
Se estudia el razonamiento basada en el caso como herramienta de representacio´n
del conocimiento de las variables.
Se analiza el control de procesos y co´mo influyen las variables sobre los mismos.
Tras la exposicio´n teo´rica de los cap´ıtulos anteriores, en el cap´ıtulo 4:
Se expone una aplicacio´n pra´ctica centrado en el mantenimiento de instalaciones
ele´ctricas.
Se describen las bases de datos del conocimiento. Sobre ellas se procesara´n los datos
necesarios para el modelo de decisio´n.
Se expone el funcionamiento de la herramienta de Ayuda a la decisio´n para la selec-
cio´n de tareas e incorporacio´n en programacio´n.
En el cap´ıtulo 5:
Se desarrollan las tres etapas que componen la herramienta de decisio´n sobre un
conjunto real de tareas: 1. Etapa de Aceptacio´n. 2. Etapa de Programacio´n. 3. Etapa
de Asignacio´n.
Finalmente se hace un ana´lisis comparativo: Modelo teo´rico frente a caso real.
Se finaliza el estudio con las conclusiones.
8
1. NOTAS
Notas
1Un caso real de decisio´n se produce cuando un fabricante, suministrador de mu´ltiples elementos para
la red de distribucio´n en distintas partes del mundo, detecta por sus procedimientos de calidad que deter-
minado lote de uno de sus productos tiene una tasa de fallo del 25 % pasado dos an˜os de su fabricacio´n.
Inicia una campan˜a de comunicacio´n a sus clientes y contacta con el departamento de Mantenimiento,
de una empresa distribuidora que utilizaremos como muestra, para notificarle que tiene en su poder 2200
equipos de ese lote y el riesgo de fallo que ello supone. El responsable de la empresa tiene localizados en
instalaciones en servicio un total de 2000 elementos en instalaciones en servicio y otros 200 en almacenes.
El fabricante se compromete a asumir el coste de su producto, entregando uno libre de defectos por cada
equipo defectuoso que se le entregue, pero no se responsabiliza de los costes indirectos y del lucro cesante
que se genere en la sustitucio´n. En los equipos almacenados el coste para la distribuidora es residual de
la propia gestio´n de los equipos, pero en la sustitucio´n de los elementos instalados los costes de gestio´n
del cambio y de la propia sustitucio´n tienen un peso significativo, pues podr´ıa ser necesario gestionar un
cambio de las condiciones de funcionamiento de la red (recursos de explotacio´n), desplazar equipos para
realizar la sustitucio´n en cada instalacio´n dispersa geogra´ficamente (recursos de sustitucio´n) y trasladar los
elementos, el sustituido y el sustituto, entre origen y destino: el sustituto desde el almace´n a la instalacio´n
y el sustituido desde la instalacio´n al almace´n (recursos de transporte). La suma de estos costes y del
resto de costes indirectos componen el coste mı´nimo esperado para la tarea de sustitucio´n. Adema´s de la
repercusio´n de esos costes en el presupuesto anual, el responsable de mantenimiento debe contar con la
distribucio´n temporal impuesta por el entorno. Es decir, incluso suponiendo que los recursos son ilimitados
en su empresa distribuidora, el fabricante establece limitaciones por su proceso de fabricacio´n, los trans-
portistas emplean un tiempo mı´nimo de transporte en llegar desde la fabrica al almace´n, los empleados
utilizan unos tiempos en desplazarse hasta las instalaciones, las instalaciones tienen restricciones te´cnicas
que hacen imposible disponer de todas ellas simulta´neamente, obligando por tanto a una determinada
secuencia de actuacio´n, etc. La suma de estos tiempos dara´ la duracio´n mı´nima esperada para la tarea
de sustitucio´n. Por otra parte, el responsable de mantenimiento debe considerar que, en el tiempo que el
producto lleva instalado en su empresa, la tasa de fallo observada puede ser muy diferente a la predicha
por el fabricante. Podr´ıa ser muy inferior por lo que la noticia trasladada por el fabricante incluso le podr´ıa
parecer demasiado alarmista o podr´ıa ser muy superior y considerarla insuficiente. Esta percepcio´n va a
tener un peso considerable sobre la decisio´n que tiene que tomar.
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Teor´ıa del Problema.
2.1. Descripcio´n general del entorno.
Segu´n la definicio´n dada por REE( [dE09]) un sistema ele´ctrico “es el conjunto de ele-
mentos que operan de forma coordinada en un determinado territorio para satisfacer la
demanda de energ´ıa ele´ctrica de los consumidores.” Los sistemas ele´ctricos esta´n consti-
tuidos por los siguientes elementos:
1. Centrales de generacio´n donde se produce la electricidad (Centrales Te´rmicas, hidra´uli-
cas, ciclos combinados, parques eo´licos, fotovoltaicos, . . . )
2. L´ıneas de transporte de la energ´ıa ele´ctrica en alta tensio´n.
3. Estaciones transformadoras (Subestaciones) que elevan/reducen la tensio´n de las
l´ıneas para facilitar el trasvase de energ´ıa.
4. L´ıneas de distribucio´n de media y baja tensio´n que llevan la electricidad a los puntos
de consumo.
5. Elementos de control supervisando la operacio´n de todo el sistema.
La energ´ıa ele´ctrica tiene una caracter´ıstica muy importante que condiciona su uso: no
es posible almacenarla en grandes cantidades durante periodos largos de tiempo. Por esta
razo´n es necesaria una coordinacio´n completa en cada elemento del sistema para que pueda
ser consumida en el momento en que surge la demanda. Esta peculiaridad distingue este
sistema de otros problemas de produccio´n o distribucio´n cla´sicos en el mundo empresarial.
Un sistema ele´ctrico tradicional produce la energ´ıa en grandes centrales ubicadas en un
punto cercano a las materias primas (r´ıos, minas, . . . ) y alejado de los principales puntos
de consumo (ciudades). El sistema de transporte y distribucio´n se encarga de aproximar la
energ´ıa generada a los consumidores, utilizando una red muy semejante a una estructura
arbo´rea donde los elementos se van ramificando a partir de la red de transporte (red
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troncal), reduciendo la tensio´n y aumentando la ramificacio´n (red de distribucio´n) a medida
que se aproximan al consumidor final [Wil00].
La gestio´n de la generacio´n esta´ cambiando en los u´ltimos an˜os, desde la concepcio´n cla´sica
de grandes centrales a una nueva era en la que las tecnolog´ıas actuales permiten el uso
de generacio´n distribuida, mucho ma´s cercana al punto donde se demanda la energ´ıa, con
unos costes muy competitivos.
Tambie´n esta´ evolucionando la concepcio´n de la demanda con la llegada del neologismo
”Smart Grid”, que introduce la virtud de la gestio´n del consumo para conseguir mayores
beneficios.
El sistema de transporte y distribucio´n tiene por misio´n fundamental entregar energ´ıa
ele´ctrica a los consumidores all´ı donde la energ´ıa vaya a ser consumida y en el estado
correcto para el consumo. Para conseguir esta misio´n se requiere el cumplimiento de varios
hitos:
1. Debe existir un camino entre el consumidor y la central generadora que sea directo
y con la capacidad suficiente para transportar la energ´ıa demandada por ese cliente.
Ese camino puede ser comu´n en determinados tramos, pero siempre tendra´ un tramo
individual, por lo que si se habla de millones de clientes hay que hablar de millones
de caminos o, lo que es lo mismo, millones de instalaciones.
2. El camino entre consumidor y generador debe ser fiable, aportando continuidad y
estabilidad en el flujo de energ´ıa para no alterar el comportamiento del consumidor.
En el mundo actual la fiabilidad que se pide a un sistema ele´ctrico esta´ muy por
encima de lo que se considera razonable en otros sectores: Una continuidad de sumi-
nistro de “solo” el 99, 9994 % durante un an˜o en un cliente urbano de baja tensio´n,
podr´ıa acarrear sanciones econo´micas para la empresa ele´ctrica que reportase ese
valor segu´n la legislacio´n vigente en Espan˜a que establece 6 horas de interrupcio´n
ma´xima a un cliente en zona urbana [Esp00].
3. El producto entregado debe cumplir las expectativas del cliente, es decir, debe cum-
plir los requisitos f´ısicos necesarios para que pueda ser empleado por el consumidor
final de acuerdo a la reglamentacio´n y normalizacio´n que se aplica en cada punto de
consumo.
En Espan˜a se promulgo´ la Ley 54/1997 que regula la actividad de transporte y distribucio´n
con la expresa finalidad de adecuar el suministro de energ´ıa ele´ctrica a las necesidades de
los consumidores, racionalizando, maximizando la eficiencia y optimizando dichas activi-
dades [Esp97]. El Real Decreto 1955/2000, de 1 de diciembre, desarrollando dicha ley, fija
las normas para las actividades de transporte, distribucio´n, comercializacio´n, suministro y
procedimientos de autorizacio´n de instalaciones de energ´ıa ele´ctrica. El articulo 38 define
las redes de distribucio´n (el camino entre productor y consumidor) como ”todas aquellas
instalaciones ele´ctricas de tensio´n inferior a 220 kV salvo aquellas que, de acuerdo con lo
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previsto en el art´ıculo 5 del presente Real Decreto, se consideren integradas en la red de
transporte. As´ı mismo se considerara´n elementos constitutivos de la red de distribucio´n to-
dos aquellos activos de la red de comunicaciones, protecciones, control, servicios auxiliares,
terrenos, edificaciones y dema´s elementos auxiliares, ele´ctricos o no, de destino exclusivo
para el adecuado funcionamiento de las instalaciones espec´ıficas de las redes de distribu-
cio´n antes definidas, incluidos los centros de control en todas las partes y elementos que
afecten a las instalaciones de distribucio´n.” [Esp00]. Y el articulo 40 introduce el concepto
de gestor de la red de distribucio´n de una zona ele´ctrica, que sera´ la empresa distribuidora
propietaria de las instalaciones en esa zona. Entre las funciones de los gestores de las redes
de distribucio´n cabe destacar, por su importancia para el caso en estudio, las siguientes:
C¸oordinar las actuaciones de maniobra y mantenimiento que se lleven a cabo en el
a´mbito de su zona ele´ctrica de distribucio´n as´ı como con los gestores de redes de
distribucio´n colindantes.”
”Participar como proveedores en el servicio complementario de control de tensio´n de
la red de transporte, de acuerdo con los procedimientos de operacio´n establecidos por
el operador del sistema. Para ello gestionara´ los elementos de control de tensio´n dis-
ponibles en el a´mbito de su zona generadores, reactancias, bater´ıas de condensadores,
tomas de los transformadores, etc. , conforme a lo establecido en los procedimientos
de operacio´n de las redes de distribucio´n que se desarrollen.”
Y, sobre las obligaciones que define el art´ıculo 41 del RD1955/2000, tendra´n especial
relevancia:
Suministrar energ´ıa ele´ctrica a los consumidores a tarifa o a otros distribuidores en
los te´rminos establecidos reglamentariamente.
Realizar sus actividades en la forma autorizada y conforme a las disposiciones aplica-
bles, prestando el servicio de distribucio´n de forma regular y continua con los niveles
de calidad establecidos en el presente Real Decreto y sus disposiciones de desarrollo.
Maniobrar y mantener sus redes de distribucio´n de acuerdo con los procedimientos
de operacio´n de la distribucio´n que se desarrollen.
Atender en condiciones de igualdad las demandas de nuevos suministros ele´ctricos
y la ampliacio´n de los existentes, con independencia de que se trate de suministros
a tarifa o de acceso a las redes, en las zonas en las que operen, sin perjuicio de lo
que resulte de aplicacio´n del re´gimen de acometidas establecido en el presente Real
Decreto.
Por otra parte, el art´ıculo 42 establece que todos los elementos integrantes de las instala-
ciones de la red de distribucio´n debera´n disponer de un equipamiento adecuado para poder
atender a las necesidades te´cnicas requeridas, garantizando la seguridad de las mismas,
cumpliendo con los procedimientos de operacio´n de las redes de distribucio´n que se aprue-
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ben al respecto y estar dimensionadas con capacidad suficiente para atender la demanda
teniendo en cuenta las previsiones de su crecimiento en la zona.
El RD1955/2000 define la calidad de servicio (las expectativas que debe cumplir el pro-
ducto para satisfacer al cliente) como “conjunto de caracter´ısticas, te´cnicas y comerciales,
inherentes al suministro ele´ctrico exigibles por los sujetos, consumidores y por los o´rga-
nos competentes de la Administracio´n.”. La calidad de servicio viene configurada por el
siguiente contenido:
1. Continuidad del suministro, relativa al nu´mero y duracio´n de las interrupciones del
suministro.
2. Calidad del producto, relativa a las caracter´ısticas de la onda de tensio´n.
3. Calidad en la atencio´n y relacio´n con el cliente, relativa al conjunto de actuaciones
de informacio´n, asesoramiento, contratacio´n, comunicacio´n y reclamacio´n.
Y se diferencia este concepto en funcio´n de la extensio´n. As´ı se hablara´ de “calidad indivi-
dual” aplicable a cada consumidor en cada punto de suministro con contrato y de “calidad
zonal”, refirie´ndose a una determinada zona geogra´fica atendida por un u´nico distribuidor.
La Ley 54/1997 supuso el fin de una larga etapa en la regulacio´n del sistema ele´ctrico,
pues se cambia la nocio´n de servicio pu´blico por la de servicio esencial, es decir, la expresa
garant´ıa del suministro a todos los consumidores demandantes del servicio dentro del
territorio nacional. Y se liberaliza el sector, quedando solo bajo el control del Estado
la actividad del Transporte. El resto de actividades destinadas al suministro de energ´ıa
ele´ctrica se ejercera´n bajo el principio de la libre competencia, esto es, con libertad a la
iniciativa empresarial para el ejercicio de dichas actividades.
Bajo estas premisas, el Real Decreto 1955/2000 solo regula la Planificacio´n de la red
de transporte, cuyo horizonte temporal se fija en cinco an˜os, y se basa en los siguientes
principios generales:
”El desarrollo de la red debe cumplir los requisitos de seguridad y fiabilidad para
las futuras configuraciones de la red y debe ser econo´micamente justificable por una
reduccio´n de costes derivados de una gestio´n ma´s eficiente del sistema resultante o
por una operacio´n ma´s segura que minimice la energ´ıa no suministrada”.
La obligacio´n de suministro por parte de los suministradores sera´ tenida en cuenta
en los criterios de planificacio´n.
La integracio´n de criterios medioambientales para minimizar el impacto medioam-
biental global.
La evolucio´n de las redes de transporte y de distribucio´n tendra´ que ser coordinada,
as´ı como la entrada de nuevos agentes productores y consumidores, con objeto de
mantener la coherencia en el desarrollo del sistema ele´ctrico en su conjunto.
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Las empresas distribuidoras esta´n afectadas por los mismos principios, sin embargo, la
libre iniciativa empresarial queda condicionada por la propia regulacio´n, ya que, al ser
un monopolio natural, se fija la retribucio´n para evitar posiciones de abuso y se obliga a
atender cualquier peticio´n de los clientes ubicados en una zona de distribucio´n dentro de
unos plazos y a un precio fijado, en muchas ocasiones, por decreto.
Las empresas distribuidoras de electricidad, tradicionalmente, ten´ıan fijada la retribucio´n
de su actividad reglamentariamente atendiendo a los siguientes criterios [Esp13]: a) cos-
tes de inversio´n, b) operacio´n y mantenimiento de las instalaciones, c) energ´ıa circulada,
d) modelo que caracterice las zonas de distribucio´n, e) los incentivos que correspondan
por la calidad del suministro y la reduccio´n de las pe´rdidas, f) otros costes necesarios para
desarrollar la actividad. En 2008 el Real Decreto 222/2008, de 15 de febrero, por el que se
establece el re´gimen retributivo de la actividad de distribucio´n de energ´ıa ele´ctrica, propo-
ne una revisio´n del re´gimen econo´mico de la actividad de distribucio´n de energ´ıa ele´ctrica,
de forma que se superen las deficiencias derivadas, en primer lugar, del hecho de que los
incrementos anuales de la retribucio´n de la actividad de distribucio´n ele´ctrica se establecen
a nivel global para todo el conjunto de empresas, sin considerar las especificidades propias
de cada zona geogra´fica (en especial, las variaciones zonales de la demanda), lo que no
retribuye adecuadamente la inversio´n en aquellas zonas en las que la demanda crece por
encima de la media. Por otra parte, dicho re´gimen no tiene en cuenta incentivos orienta-
dos a la mejora de la calidad, ni a la reduccio´n de pe´rdidas, necesarios para inducir a las
empresas a invertir para la consecucio´n de estos objetivos en beneficio de los consumidores
[Esp08].
Los criterios para la determinacio´n de la retribucio´n de la actividad de distribucio´n por el
desarrollo y gestio´n de redes de distribucio´n tienen por objeto incentivar la mejora de la
eficacia de la gestio´n, la eficiencia econo´mica y te´cnica y la calidad del suministro ele´ctrico,
as´ı como la reduccio´n de las pe´rdidas de las redes de distribucio´n. Se determinara´ atendien-
do a periodos regulatorios de cuatro an˜os de duracio´n. Este tipo de esquema es conocido
como regulacio´n por incentivos [LT93]. En concreto, hoy en d´ıa la actividad de distribu-
cio´n en la mayor´ıa de los pa´ıses europeos y tambie´n en otras partes del mundo, se regula
mediante fo´rmulas de limitacio´n de precios (price cap) o limitacio´n de ingresos (revenue
cap) por per´ıodos plurianuales de 4 o 5 an˜os. La ventaja de este modelo es que incentiva
la eficiencia y la reduccio´n de costes por parte de las empresas, sabiendo estas ex ante sus
ingresos, y por tanto pudiendo disfrutar de mayores beneficios derivados de una gestio´n
eficiente [Jos06].
Durante los u´ltimos 10 an˜os se han publicado numerosos estudios ([GMS+11]) sobre el
tema de la retribucio´n de la distribucio´n ele´ctrica, muchos de ellos avalados por la Co-
misio´n Nacional de la Energ´ıa, y la planificacio´n de las inversiones en nuevos activos del
sistema de distribucio´n. Sin embargo, pocos han profundizado en el tema de la ayuda a
la decisio´n de los gestores del Mantenimiento de los Sistemas Ele´ctricos de Potencia. La
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mayor parte de los estudios se orientan a la bu´squeda de un coste de referencia con el que
puedan compararse cuantitativamente los costes del mantenimiento para determinar si la
retribucio´n que reciben las distribuidoras es adecuado o no.
La Real Academia de la Lengua define el mantenimiento, en su segunda acepcio´n como:
“Conjunto de operaciones y cuidados necesarios para que instalaciones, edificios, indus-
trias, etc. , puedan seguir funcionando adecuadamente”. Las instalaciones de las empresas
Figura 2.1: Mapa de la red de transporte de Espan˜a. (Imagen tomado de [dE09])
distribuidoras componen autenticas redes muy semejantes a las que se pueden encontrar
en sistemas vivos. Es fa´cil, viendo la estructura de una red en una determinada zona
geogra´fica como la representada en la Figura 2.1, hacer una analog´ıa con un organismo
vivo [CG03]. Herbert Spencer propuso utilizar las leyes naturales de la vida y sus procesos
para entender la sociedad. As´ı, procesos biolo´gicos como son evolucio´n, funcio´n, organiza-
cio´n y estructura son va´lidos para explicar la sociedad. Desde el enfoque biolo´gico, cada
elemento del cuerpo tiene una funcio´n que cumplir para que todo el organismo funcione.
Las partes del organismo tienen una relacio´n de interdependencia en la que se necesita de
la concurrencia adaptada de todas y cada una de sus partes, y cada parte necesita que
las dema´s funcionen perfectamente para obtener el mejor resultado que se traduce en una
mejor calidad de vida.
Esta analog´ıa tambie´n puede ser utilizada en un sistema ele´ctrico, donde cada uno de
los elementos que la conforman: instalaciones, mantenedores, usuarios,. . . puede ser con-
siderada como una parte de un sistema vivo con una funcio´n concreta para que pueda
mantenerse en funcionamiento. Desde este punto de vista biolo´gico, la supervivencia ser´ıa
el objetivo u´ltimo de la red de distribucio´n por encima del paradigma econo´mico del Be-
neficio, que suele emplearse para caracterizar los resultados de las distribuidoras, tal como
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sen˜alo´ Galbraith, defendiendo la supervivencia como objetivo u´ltimo de las empresas. Co-
mo se indico´ anteriormente, las redes ele´ctricas se diferencian de muchos otros sistemas
industriales en factores como:
1. El taman˜o. Tanto en extensio´n geogra´fica como en nu´mero de componentes.
2. La dispersio´n de los elementos que la componen. En una industria todas
las ma´quinas se concentran en naves que facilitan una cadena de montaje, pero,
incluso aunque la industria sea muy grande y tenga varias cadenas de montaje, se
puede acceder a todos los elementos de forma concentrada en el espacio; en cambio,
los elementos de la distribucio´n ele´ctrica esta´n distribuidos mayoritariamente por la
geograf´ıa.
3. La edad del sistema. Una fa´brica se construye con una tecnolog´ıa propia de la
e´poca; al final de su vida u´til se renovara´ con nueva tecnolog´ıa o se abandonara´ la
produccio´n, entre ambos estados se producira´n procesos de envejecimiento que ira´n
cambiando las caracter´ısticas de actuacio´n y que se corregira´n o no manteniendo
la planta en funcionamiento. Independientemente de que se introduzcan elementos
nuevos en las instalaciones, la edad de la planta siempre se puede fijar con bastante
precisio´n. En cambio, una red de distribucio´n se construye por etapas a partir de
un plan de electrificacio´n zonal. Desde finales del siglo XIX se vienen haciendo estos
planes a lo largo de todo el mundo y siguen genera´ndose a medida que avanza el
desarrollo de los nu´cleos urbanos. Una vez hecha la inversio´n inicial en una e´poca
dada, el crecimiento vegetativo de la poblacio´n humana determina la evolucio´n de la
red de distribucio´n; sin embargo, el incremento de la poblacio´n no sigue un patro´n
determinista, por lo que la nueva red se va a imbricar con la red existente hasta
el punto de que, a partir de un corto periodo de tiempo, resulta dif´ıcil afirmar que
un tramo de red pertenece a una e´poca determinada, puesto que cada uno de los
elementos que la componen puede pertenecer a e´pocas diferentes.
Estos factores diferenciales hacen que resulte muy dif´ıcil aplicar conceptos del manteni-
miento industrial a toda la red. As´ı, el fallo del sistema, entendido como la pe´rdida de
capacidad para realizar las funciones requeridas o satisfacer los requisitos especificados,
solo puede aplicarse disgregando la red o sistema en subredes o subsistemas. Un suceso
que causa la pe´rdida de la capacidad de realizar la funcio´n para la que fue concebido el
subsistema, puede no afectar a la capacidad de seguir realizando su funcio´n al subsistema
de rango superior 1 .
1Supongamos un sistema definido por una red mallada de cuatro nodos en los ve´rtices de un cuadrado
que representan cuatro ciudades a las que hay que suministrar energ´ıa. Los lados del cuadrado representan
las l´ıneas de distribucio´n. Cada l´ınea es un subsistema cuya misio´n es transportar energ´ıa entre dos nodos.
Un suceso que incapacita una de las cuatro l´ıneas para su misio´n, pone en estado de fallo ese subsistema,
sin embargo el sistema de distribucio´n sigue siendo capaz de transportar la energ´ıa a las cuatro ciudades,
por lo que es necesario analizar mu´ltiples estados para definir el estado de funcionamiento del sistema.
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Las tareas de mantenimiento, segu´n [Kne96b], son el conjunto de actividades que debe
realizar el usuario para mantener la funcionalidad del elemento o sistema. Las caracter´ısti-
cas de disen˜o son importantes y condicionan el mantenimiento y la disponibilidad del
servicio, pero una vez que el sistema ha entrado en funcionamiento toman el relevo los
recursos disponibles y las restricciones para el usuario. En las redes ele´ctricas de distribu-
cio´n, tal como se comentaba anteriormente, el disen˜o esta´ condicionado por factores como
la tecnolog´ıa disponible en cada momento, pero tambie´n por la esperanza de retribucio´n
de una determinada inversio´n. As´ı, cuando se construye una nueva instalacio´n tiene un
peso muy importante la consideracio´n que para el regulador tenga la misma, puesto que
la empresa distribuidora optara´ por aquella tecnolog´ıa que, cumpliendo las normativas vi-
gentes, permita atender los requisitos demandados con el mayor beneficio esperado segu´n
los para´metros de rentabilidad utilizados para cada una de las diferentes empresas. Esos
mismos para´metros de rentabilidad, tambie´n afectara´n a los recursos: personal de manteni-
miento, elementos de reparacio´n, inventario de repuestos, herramientas, equipos de prueba,
comprobacio´n metrolo´gica y calibracio´n, disponibilidad de datos te´cnicos (instrucciones de
mantenimiento, informacio´n sobre instalaciones, planos y especificaciones,. . . ) as´ı como a
los recursos informa´ticos tanto hardware como software, imponie´ndoles restricciones pre-
supuestarias en primera instancia, convirtiendo los recursos en limitados. Cada limitacio´n
genera una restriccio´n de programacio´n en el tiempo disponible de los recursos existentes.
A estas restricciones habra´ que an˜adir las impuestas por la normativa de seguridad de per-
sonas y equipos, por los factores climatolo´gicos que afectara´n a la hora de la programacio´n,
etc.
Las tareas de mantenimiento se suelen clasificar en tres categor´ıas cla´sicas:
1. Tareas de mantenimiento correctivo. Se realizan para recuperar la funcionali-
dad de un elemento o del sistema tras la pe´rdida de toda o parte de su capacidad.
Las fases que componen esta tarea son:
a) deteccio´n del fallo, b) localizacio´n del mismo, c) desmontaje de las piezas dan˜adas,
d) recuperacio´n o sustitucio´n de dichos elementos, e) montaje, f ) pruebas y verifi-
caciones.
2. Tareas de mantenimiento preventivo. Sirven para reducir la probabilidad de
fallo del elemento o sistema o para tratar de maximizar el beneficio operativo, re-
cuperando caracter´ısticas de los elementos degradados por el paso del tiempo. Se
compone de las siguientes fases:
a) desmontaje de los elementos en mantenimiento, b) recuperacio´n o sustitucio´n de
las piezas degradadas, c) montaje, d) pruebas y verificaciones.
3. Tareas de mantenimiento condicional. Tratan de determinar, mediante la vi-
gilancia de ciertos para´metros espec´ıficos de cada elemento, el momento previo a la
pe´rdida de prestaciones o cambio de estado a fallo de dicho elemento, para realizar
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entonces el mantenimiento preventivo. Su fases son: a) evaluacio´n de la condicio´n,
b) interpretacio´n de la condicio´n, c) toma de decisiones.
Este u´ltimo tipo de tarea siempre va seguido de un mantenimiento preventivo si tiene
e´xito o de un correctivo en caso contrario. Su presencia se justifica desde el momento en
el que puede optimizar la vida u´til de cada elemento evitando los fallos al alertar de la
proximidad de los mismos, mejorando as´ı la rentabilidad de las instalaciones y reduciendo
costes de reparacio´n.
Las tareas de mantenimiento de una red de distribucio´n ele´ctrica, por las caracter´ısticas
expuestas, representan un factor cr´ıtico en la ecuacio´n de rentabilidad. Sin embargo, en
una red de distribucio´n ciertos costes son dif´ıciles de analizar y controlar, como, por poner
un caso concreto, el coste inicial de mantenimiento necesario para establecer un sistema
preparado para la operacio´n o el coste de oportunidad o las consecuencias de no realizar
mantenimiento.
Durante los u´ltimos 60 an˜os se ha producido una evolucio´n de la pol´ıtica de realizacio´n de
las tareas de mantenimiento en todo sistema industrial, incluidas las redes de distribucio´n.
As´ı, considerando el instante de ejecucio´n de las tareas de mantenimiento con respecto al
instante de produccio´n del fallo, podr´ıamos establecer las siguientes pol´ıticas:
1. Mantenimiento basado en la produccio´n del fallo. Una vez se ha producido
un fallo en el sistema, se realizan tareas de mantenimiento correctivo a fin de restituir
la funcionalidad del sistema. E´sta era la pol´ıtica tradicional del mantenimiento y su
principal ventaja radica en el total aprovechamiento de la vida u´til de cada elemento.
Como desventajas cabe citar que el fallo de un elemento puede causar el fallo de otros
elementos que hubieran resistido en servicio de no haberse producido el fallo inicial,
encareciendo la reparacio´n y el hecho de que al producirse el fallo en un momento no
controlado, es de esperar mayores tiempos de indisponibilidad, ya que, normalmente,
el fallo no se producira´ cuando todos los elementos necesarios para su reparacio´n este´n
ma´s a mano. Este tipo de mantenimiento solo produce tareas correctivas.
2. Mantenimiento basado en la vida del sistema. Partiendo de la base de que
la vida de cada elemento tiene una duracio´n determinada, se establecen tareas pe-
rio´dicas destinadas a sustituir los elementos antes de finalizar su vida u´til de manera
planificada. Como ventajas presenta la posibilidad de eliminar los fallos y la reduc-
cio´n de la indisponibilidad del sistema, pues la sustitucio´n se hace en el momento
en que esta´n disponibles todos los recursos para ello. Como inconveniente principal
destacamos la reduccio´n de rentabilidad en el uso de los elementos, pues, sea cual
sea su estado, se van a sustituir antes de finalizar su vida u´til. Si todo funciona
correctamente solo se realizan tareas preventivas.
3. Mantenimiento basado en la condicio´n. Surge para salvar el inconveniente del
me´todo anterior y parte del principio de que solo sera´ necesario realizar tareas de
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mantenimiento cuando se produzca un cambio en la condicio´n del sistema o en las
prestaciones esperadas del mismo. Para detectar el cambio se realizara´n tareas de
inspeccio´n perio´dicas controlando para´metros de envejecimiento o fatiga de los ele-
mentos y cuando los indicadores alcanzan el valor cr´ıtico se programan las tareas de
mantenimiento preventivo necesarias. Entre sus ventajas cabe destacar las siguientes:
Deteccio´n temprana de los problemas.
Reduccio´n del tiempo de indisponibilidad. La presencia de las alarmas va a
permitir manejar mejor los recursos y las tareas.
Mejora de la seguridad. Es posible detener el sistema en caso de peligro.
Entre sus inconvenientes sen˜alaremos el que no es posible aplicarlo siempre, ya que
requiere de elementos adicionales que podr´ıan llegar a encarecer notablemente el
sistema. Se realizan tareas de mantenimiento condicionales acompan˜adas de tareas
de mantenimiento preventivo y correctivo.
4. Mantenimiento basado en la fiabilidad [NAS00a]. Es un sistema con sus or´ıgenes
en la industria aerona´utica cuyo objetivo fundamental es evitar los fallos y la pe´rdida
de funcionalidad del sistema. Las tareas de mantenimiento (correctivas, preventivas y
condicionales) se combinan tras analizar las funciones del sistema, las consecuencias
de fallo y los modos de fallo de un modo sistema´tico que permite obtener una mejor´ıa
de los resultados en cuanto a disponibilidad, funcionalidad y costes. Actualmente
es el tipo de mantenimiento empleado en sectores de gran complejidad como la
industria ae´rea, la espacial o la nuclear y se esta´ expandiendo a otras industrias
aunque ma´s lentamente, debido a que requiere un elevado esfuerzo de documentacio´n
de los procesos antes de que los resultados comiencen a ser visibles, por lo que sus
ventajas no pueden llegar apreciarse cuando los requerimientos empresariales exigen
resultados en el corto plazo. Este proceso de documentacio´n busca responder a las
siguientes cuestiones:
¿Que´ hace el sistema y cua´les son sus funciones?
¿Co´mo pueden producirse fallos en el funcionamiento del sistema?
¿Cua´les son las consecuencias de cada tipo de fallo?
¿Que´ puede hacerse para reducir la probabilidad de fallo, identificar el origen
del mismo o reducir sus consecuencias?
Resulta evidente que documentar esta informacio´n puede requerir ingentes cantida-
des de recursos pues deber´ıan responderse para cada subsistema y elemento, tipi-
ficando como puede fallar y analizando las consecuencias de manera estad´ıstica a
partir de experiencias previas.
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La tendencia clara en el sector de la distribucio´n es evolucionar hacia el mantenimiento
basado en la fiabilidad. Sin embargo, su implantacio´n todav´ıa es incipiente, estando orien-
tada a equipos cuya importancia en la red, por coste y funcio´n como los transformadores
y generadores, justifican el esfuerzo de conseguir identificar sus modos de fallo para tratar
de adelantarse al mismo, pues su fallo incontrolado se traduce en una indisponibilidad con
una repercusio´n temporal y econo´mica sustancial.
Sobre el resto de los elementos, cuyos fallos son relativamente menos importantes pues su
afeccio´n econo´mica o funcional sobre el sistema global tiene poco peso de forma individual,
los principios de este tipo han calado hondo en los departamentos de mantenimiento; sin
embargo, su aplicacio´n formal de manera rigurosa exige un esfuerzo desproporcionado con
respecto a los resultados que cabe esperar.
Los principios de esta u´ltima generacio´n de mantenimiento se podr´ıan considerar una
filosof´ıa de vida dentro de la empresa implicando a toda la organizacio´n para conseguir los
objetivos y modificando fundamentalmente el disen˜o de las instalaciones[Sol].
2.2. Decisiones de mantenimiento de instalaciones.
Una vez expuesto cual es el entorno en el que se desenvuelve el problema, vamos a plan-
tear ahora cuales son los problemas de decisio´n que tienen que resolver habitualmente los
responsables de mantenimiento en general y el caso particular de las empresas de distri-
bucio´n ele´ctrica 2. Cada responsable de mantenimiento debe conocer las caracter´ısticas y
2Para explicar el proceso hagamos una analog´ıa con un caso cercano: el mantenimiento del propio coche.
Cuando se compra un coche el fabricante entrega un libro de mantenimiento con las revisiones programa-
das (Mantenimiento preventivo basado en el ciclo de vida de los elementos) que va a recibir el coche a
lo largo de su vida en funcio´n de la experiencia que ha tenido el fabricante en todos los veh´ıculos que
han precedido al que acabamos de comprar, en el que supondremos que tiene prevista una revisio´n cada
10.000km circulados o cada an˜o. Cualquier veh´ıculo actual incorpora un ordenador que gestiona las alarmas
de ciertos elementos cuyo fallo puede provocar destruccio´n de algu´n elemento vital del propio veh´ıculo o
poner en riesgo la seguridad de los ocupantes y esa informacio´n se le muestra al conductor en el panel de
mandos. La u´ltima tecnolog´ıa permite disponer de ma´s y mejor informacio´n, pero todos los veh´ıculos han
incorporado todas aquellas alarmas que estaban disponibles en el momento de su fabricacio´n. El conductor
actu´a como responsable de mantenimiento del sistema Automo´vil encarga´ndose de realizar o gestionar
todas las tareas necesarias para garantizar que siga cumpliendo su funcio´n de llevarle de un sitio a otro.
A partir de la informacio´n facilitada por el fabricante, sus experiencias en la conduccio´n, la observacio´n
de ciertos para´metros del propio veh´ıculo y la disponibilidad de tiempo y dinero para dejar el coche en el
taller para que le realicen las tareas necesarias compondra´ un plan de mantenimiento para su automo´vil.
Aunque el veh´ıculo sea exactamente el mismo, el plan de mantenimiento va a depender del entorno en
el que se desenvuelve el veh´ıculo y su conductor. El desgaste de neuma´ticos, el consumo de aceite, los
desgastes de rodamientos, . . . sera´n distintos cuando un coche viaja mayoritariamente por autopista que
cuando circula por pistas rurales. Decisiones como cuando cambiar los neuma´ticos en funcio´n del estado
de alarma por el desgaste, cuando reparar un golpe que afecte solo a la este´tica del veh´ıculo, si un ruido al
circular es suficientemente molesto como para ir al taller o incluso cada cuanto tiempo se lava el veh´ıculo,
estara´n condicionadas por la capacidad econo´mica del propietario del veh´ıculo adema´s de por las propia
percepcio´n/sensibilizacio´n que el conductor tenga sobre cada uno de esos temas. Estos mismos condicio-
nantes tambie´n afectara´n a la eleccio´n del taller donde se realizara´n las revisiones y reparaciones y que´ tipo
de actuaciones realizara´ el propio conductor y cuales sera´n encargadas a terceros. Comparando sistema
veh´ıculo con sistema empresa distribuidora tendremos que el fabricante seria la combinacio´n de los depar-
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funciones de los elementos que compone la subred de su a´mbito y con ellos establecer un
plan de actuaciones que le permita mantener la funcionalidad de la red de distribucio´n a
cuyo correcto funcionamiento contribuye.
Como empresa que es, toda empresa distribuidora tiene objetivos econo´micos que cumplir
que van a limitar la cantidad de recursos disponibles. Y como actividad regulada existen
unos requisitos legales que fijan tareas mı´nimas a realizar. El art´ıculo 163 de Real De-
creto 1955/2000 establece que las instalaciones de produccio´n, transporte y distribucio´n
de energ´ıa ele´ctrica debera´n ser revisadas por te´cnicos titulados, al menos cada tres an˜os,
elaborando una certificacio´n expresa del resultado del reconocimiento en la que se refleje
el cumplimiento de las medidas reglamentarias o las medidas correctoras necesarias. Las
inspecciones reglamentarias aseguran el cumplimiento de las condiciones te´cnicas de cada
elemento de la red. Su misio´n es garantizar que la instalacio´n sigue manteniendo las mis-
mas caracter´ısticas que cuando se realizo´ el disen˜o y que ningu´n elemento representa un
peligro para la seguridad de los usuarios o instalaciones. Estas actuaciones representan el
mı´nimo de los costes fijos del mantenimiento.
La liberacio´n del sector energe´tico y del ele´ctrico en particular, propicio´ la expansio´n del
concepto de ”utility” multidisciplinar con objetivos de crecimiento en cuotas de mercado y
resultados econo´micos. Puesto que las restricciones te´cnicas establecen un marco base, los
elementos diferenciadores entre empresas deben buscarse en conceptos como la calidad de
servicio y atencio´n, la capacidad para anticipar y gestionar las obligaciones reglamentarias,
sociales y del medio ambiente, y la racionalizacio´n de los costes de los productos y servicios.
Para la calidad de servicio las revisiones reglamentarias, que representan el mantenimiento
basado en el ciclo de vida de las instalaciones, no suponen un elemento diferenciador, pues
un elemento cuyo estado sea correcto el d´ıa de la inspeccio´n puede sufrir un fallo en el
periodo que transcurre hasta la siguiente originando una pe´rdida de servicio. Pensando
en la calidad del servicio y la satisfaccio´n del cliente, se hace imprescindible tomar una
senda que conduzca hacia un tipo de mantenimiento que evite los fallos intempestivos o
por lo menos los reduzca hasta l´ımites tolerables. Por ese camino es necesario utilizar el
mantenimiento basado en la condicio´n para tratar de determinar el momento en el que se
va a producir el fallo y adelantarse en la eliminacio´n de la causa futura que lo causara´. Este
tipo de mantenimiento basado en la condicio´n exige recursos que crecen proporcionalmente
con la cantidad de condiciones que se pretende evaluar. Es en esta partida, que tambie´n
forma parte de los costes fijos del mantenimiento, donde las empresas distribuidoras tienen
ma´s grados de libertad a la hora de fijar sus objetivos. La tecnolog´ıa disponible a d´ıa de
hoy pone al alcance de las empresas la monitorizacio´n de para´metros impensables hace
tan so´lo 20 an˜os atra´s. Sin embargo, la economı´a de escala que hay que aplicar a la
hora de monitorizar determinados para´metros de ciertos elementos marca diferencias entre
tamentos de planificacio´n y construccio´n de nuevas instalaciones. Y el conductor ser´ıan los responsables de
las distintas a´reas organizativas. Dado el taman˜o del “veh´ıculo” que hay que conducir, es necesario hacer
un reparto de responsabilidades entre diferentes unidades multidisciplinares que atienden a subsistemas
geogra´ficos y unidades especializadas que se encargara´n de elementos espec´ıficos de la red de distribucio´n.
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empresas. Simplificando un poco, para cada uno de los elementos del abanico de ellos que
componen la red, existen diferentes para´metros monitorizables. Cada para´metro o conjunto
de ellos puede predecir, con las herramientas adecuadas, una tipolog´ıa de produccio´n de
fallo. Los me´todos de desencadenamiento del fallo pueden tener diferente incidencia en las
redes por diversos factores: la climatolog´ıa, la contaminacio´n, la disposicio´n geogra´fica, los
criterios constructivos, etc. Por lo tanto, las empresas van a dar ma´s importancia a realizar
el despliegue de un programa de monitorizacio´n de para´metros en ciertos elementos cuyo
fallo es ma´s preocupante en su red3.
Una vez decidido que´ para´metros hay que monitorizar para cada elemento, la segunda
decisio´n diferencial ser´ıa que´ elementos se monitorizan y la tecnolog´ıa empleada para
ello. Cada empresa puede tomar diferentes criterios de priorizacio´n: repercusio´n para la
calidad del servicio en caso de fallo del elemento, coste de la reparacio´n en caso de fallo,
riesgo para otras instalaciones, costes de instalacio´n y mantenimiento, disponibilidad de
las instalaciones para realizar la instalacio´n, etc4.
Finalmente, el tercer elemento de decisio´n que va provocar diferencias, sera´ el plazo tem-
poral que cada empresa asigne a un plan de monitorizacio´n de los para´metros definidos
en los elementos seleccionados. Puede darse la situacio´n de que una empresa monitorice
el estado de envejecimiento del aislamiento de todos sus cables todos los an˜os, porque
as´ı se lo aconseja su experiencia para evitar una tasa de fallo elevada en ese elemento, o
puede monitorizarlos cada dos o tres an˜os con lo que necesitar´ıa la mitad o un tercio de
los recursos empleados en el primer caso.
Los recursos fijos que la empresa distribuidora pone a disposicio´n de los responsables del
mantenimiento vienen condicionados por el estado de salud econo´mica de la empresa. Los
recursos variables esta´n condicionados por la salud te´cnica de las instalaciones. La suma
de ambas cantidades determinara´ el tipo de mantenimiento y la cantidad de tareas que se
podra´n acometer. Al inicio de cada ejercicio presupuestario, un responsable de manteni-
miento tiene que decidir que´ tareas puede realizar para mejorar el funcionamiento presente
y futuro de la instalacio´n, garantizando que se cumplen los objetivos de mantener la segu-
ridad de las personas por encima de cualquier otro condicionante y tratar de mejorar los
resultados del funcionamiento del sistema reduciendo todos los elementos de disfuncio´n que
este´n a su alcance: pe´rdidas, interrupciones, desgastes y fatigas, roturas,. . . Dentro de cada
3Una empresa cuya red se ubique en un ambiente marino con contaminacio´n cuyos elementos sufran
una ra´pida degradacio´n por corrosio´n salina, pondra´ ma´s medios para tratar de detectar dicha corrosio´n
que una empresa cuya distribucio´n se haga mayoritariamente en un clima a´rido a la que no le falla ningu´n
elemento por este tipo de corrosio´n.
4Una red rural con l´ıneas de distribucio´n ae´rea tiene una elevada necesidad de monitorizar los elementos
que componen esas l´ıneas: apoyos, crucetas, aisladores, etc y una baja necesidad de monitorizar el envejeci-
miento del aislamiento de los cables subterra´neos, cuya vigilancia es cr´ıtica en instalaciones de tipo urbano
donde este es el componente principal de la l´ıneas de distribucio´n. Y en el mismo escenario, la monitoriza-
cio´n de la l´ınea se puede hacer mediante inspecciones visuales y mediciones puntuales de temperaturas y
espesores realizadas por personal recorriendo a pie toda la l´ınea o utilizando alta tecnolog´ıa con equipos y
sensores de alta resolucio´n montados en helico´pteros.
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ejercicio presupuestario, debe gestionar sus recursos para atender las tareas planificadas
de tipo recurrente y las no planificadas de tipo ocasional que van surgiendo, priorizando
unas y laminando en el tiempo otras en funcio´n de la repercusio´n esperada en el objetivo.
La tarea de seleccionar el tipo de tareas que se realizara´n a cada elemento de la red y los
elementos sobre los que se actuara´, es el t´ıpico problema de seleccio´n de una cartera de
proyectos. La literatura que trata de su resolucio´n es muy abundante, tanto en cuanto al
problema gene´rico como en el caso particular de instalaciones ele´ctricas.
2.3. Definicio´n de Sistemas y sus procesos.
En un sistema industrial es necesario tratar de adivinar el comportamiento futuro del
sistema. En ese comportamiento, influyen todos los aspectos que rodean a dicho sistema
como son [Dub98]: a) rendimiento, b) disponibilidad, c) fiabilidad, d) coste de ciclo de
vida, e) mantenimiento, f) soporte log´ıstico, g) fallos esperados, h) equipos de reparacio´n,
i) repuestos, etc.
Todo sistema esta´ formado por componentes. Las principales propiedades de los compo-
nentes son:
Tienen un nu´mero de estados discreto y conocido.
Se conoce el mecanismo de cambio de estado.
En los sistemas reales, los componentes sera´n los elementos f´ısicos que conforman el siste-
ma. Los estados se eligen arbitrariamente con la u´nica restriccio´n de que sean relevantes
para la descripcio´n del comportamiento futuro del sistema. Un estado se describe por me-
dio de una variable b. Para cualquier elemento del sistema dicha variable podra´ tomar los
siguientes valores:
b =

Elemento Operativo y Sano −→ 0
Elemento Dan˜ado, pero sigue en servicio −→ 1
Elemento Dan˜ado y fuera de servicio −→ 2
Elemento Dan˜ado, pero el fallo todav´ıa no ha sido detectado −→ 3
Elemento Dan˜ado, pero el fallo todav´ıa no ha se puede reparar −→ 4
(2.1)
El mecanismo de cambio de estado se puede describir matema´ticamente como:
Una funcio´n, de la forma fb(t− tb), que representa la densidad de probabilidad de que un
componente, que en el instante tb tiene un estado b, cambie de estado en el instante t y
una probabilidad Bb(t− tb, b− > b′) de que un elemento cambie del estado b al b′, teniendo
en cuenta que el cambio se produce en el instante t posterior a tb cuando el elemento pasa
al estado b.
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El vector de estado se define como: B = (b1, b2, b3, ..., bn) donde bi representa el estado del
componente i.
El espacio (B, t) indica que un sistema se incorpora en el instante t en el vector de estado
B.
Un sistema es una coleccio´n de componentes que tienen una funcio´n real definida en el
espacio {B, t} que denominaremos funcio´n de sistema. Toda funcio´n de sistema describe
el estado del sistema en relacio´n al vector de estado del sistema y otros posibles factores
relevantes.
2.4. Necesidad del modelado de sistemas.
En [Dub98] se identifican tres mecanismos de cambio de estado de un componente5 . Estos
procesos son respectivamente:
Procesos estoca´sticos inherentes al componente. Son los cambios de estado que se
deben a fallos que se producen en el componente debido a su propia naturaleza6.
Procesos de interaccio´n. El cambio de estado de un componente se debe a un evento
ocurrido en el cambio de estado de otro componente7.
Procesos externos. Son los cambios de estado debidos a la influencia del entorno8.
Los procesos estoca´sticos han sido profusamente estudiados en la literatura, siempre im-
poniendo importantes simplificaciones necesarias para aplicar modelos matema´ticos reso-
lubles [Tij03], [LS04]. Uno de los procesos mejor estudiados es el deterioro de los sistemas.
Todos los sistemas se deterioran con el paso del tiempo debido al envejecimiento de los
materiales. Sin embargo, no existe una u´nica definicio´n matema´tica que contemple las
caracter´ısticas de cualquier sistema. Dejando aparte los estudios f´ısico-qu´ımicos de los
procesos de deterioro y centrandonos en la investigacio´n operativa, resulta innumerable la
cantidad de estudios que tratan este tema. Por citar solo unos pocos: [BMZ00], [NC10a],
[CWC11a] y [LXYZ07a].
Sin embargo, todos los modelos parten de ciertas hipo´tesis y simplificaciones que dificil-
mente se dan en los sistemas reales:
Los sistemas siempre tienen limitado el nu´mero de componentes para facilitar los
ca´lculos.
5 En el sistema coche se produce un cambio de estado cua´ndo:1. Una rueda del coche pincha. Suponiendo
que el coche tiene sensores de presio´n en los neuma´ticos, si durante la circulacio´n normal se produce un
pinchazo, se activaran los sistemas de asistencia a la conduccio´n para ajustar la velocidad y la traccio´n
hasta que el veh´ıculo se detenga. 2. Comienza a llover mientras el coche circula. El detector automa´tico de
lluvia activara´ los limpiaparabrisas.
6Un pinchazo de una rueda.
7 La activacio´n del sistema de control de traccio´n por la pe´rdida de presio´n del neuma´tico pinchado.
8 La activacio´n de los limpiaparabrisas cuando empieza a llover.
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Los componentes tienen un nu´mero finito de estados, que normalmente se reduce a
dos: a. Sano. b. Defectuoso.
Cuando un componente se dan˜a, se sustituye por otro y el sistema vuelve a tener
exactamente las mismas condiciones que en el estado inicial.
Los tiempos de reparacio´n o sustitucio´n de un componente dan˜ado son despreciables.
No hay tiempos de espera para la reposicio´n de componentes.
En cambio en los sistemas reales, salvo en los ma´s simples, el nu´mero de componentes suele
ser lo suficientemente elevado como para hacer dif´ıcil el ana´lisis detallado de cada uno de
ellos. Cada componente puede tener mu´ltiples estados que van del sano al defectuoso
pasando por diversos grados de deterioro, con diferente afeccio´n sobre la disponibilidad y
salud del sistema. Cuando se sustituye un componente de un sistema complejo, el sistema
puede quedar en el estado previo a la reparacio´n o en un estado diferente sin precisar.
Los tiempos de reparacio´n o sustitucio´n afectan a la disponibilidad del sistema, pues
esta´n condicionados por la asignacio´n de recursos y los tiempos de acopio de los materiales
necesarios para la reparacio´n. Tantas variables complican la resolucio´n de problemas con los
modelos cuantitativos de optimizacio´n, ya que normalmente no se dispone de la informacio´n
necesaria para modelar adecuadamente el sistema a pesar de que en la actualidad las
corporaciones prestan una especial atencio´n a los problemas del conocimiento.
La prediccio´n del futuro, necesaria para todas las labores de direccio´n de empresas, esta´n
basadas en la informacio´n y el conocimiento (interno y del entorno) y condicionadas por
la complejidad y la incertidumbre [DT01].
En [Zac07] se propone una categorizacio´n de las indeterminaciones de la informacio´n y
el conocimiento alcanzable, en funcio´n de la disponibilidad y las capacidades de proceso
necesarias:
Incertidumbre: La informacio´n disponible no es suficiente para tener un buen cono-
cimiento del problema.
Complejidad: La cantidad de datos necesarios dificultan el tratamiento de los mismos
debido a las limitaciones propias del decisor [Sim57].
Ambigu¨edad: No existe un marco de referencia que se pueda utilizar para garantizar
que la interpretacio´n de los datos es correcta.
Equivocacio´n: Existen datos que pueden conducir a resultados erro´neos cuando se
interpretan en marcos conceptuales diferentes, bien por ser contradictorios o por ser
de cara´cter competitivo.
La manera de afrontar cada uno de estos problemas es diferente:
La incertidumbre se puede reducir por distintos medios:
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• Consiguiendo informacio´n adicional.
• Desarrollando la habilidad de predecir, inferir o estimar el estado futuro a partir
de datos incompletos con un nivel de confianza y fiabilidad razonable.
• Desarrollando la flexibilidad de adaptarse a los eventos imprevistos.
• Reservas de recursos.
La complejidad se presenta cuando el nu´mero de situaciones o de relaciones entre ellas
es demasiado grande para ser procesado. Es pues, un te´rmino relativo que depende
de la capacidad de las personas u organizaciones. La manera habitual de afrontarla
consiste en:
• Aumentar la capacidad de proceso: nuevos expertos, ma´s recursos,. . .
• Descomponer el conjunto en partes ma´s sencillas cuando es posible, de forma
que el resultado final se obtiene integrando todos los elementos diferenciales.
La ambigu¨edad representa la falta de claridad o la incapacidad para interpretar algo
de forma absoluta. Puede resolverse por alguno de los siguientes caminos:
• Redefinir el problema para concretar algu´n aspecto.
• Aprender ma´s sobre el problema, por medio de experiencias o conocimientos
del entorno propios o ajenos.
• Eligiendo un marco interpretativo aceptado por otros.
La posibilidad de equivocacio´n se refiere a la existencia de varias interpretaciones del
mismo hecho. Cada interpretacio´n es va´lida por si misma, pero en la comparativa
con las dema´s aparecen diferencias, exclusiones o conflictos. Los me´todos cla´sicos de
solventar estas situaciones pasan por discusiones interactivas o interpretativas y por
procesos de negociacio´n.
Las dificultades para conseguir los datos necesarios para modelizar un sistema suponen un
grave inconveniente en la resolucio´n de problemas que en general se descompone en dos
fases diferenciadas [MF13]:
1. Crear un modelo de representacio´n del problema.
2. Usar el modelo para obtener una solucio´n.
Cuanto ma´s preciso sea el modelo, ma´s fiable sera´ la solucio´n obtenida. Por contra, tal
como se ha expuesto en los apartados anteriores, sera´ ma´s complicado de construir y mucho
ma´s exigente en cuanto a la informacio´n necesaria.
La representacio´n matema´tica de problemas complejos se ha estudiado profusamente du-
rante las u´ltimas de´cadas desde el punto de vista de la implementacio´n de algoritmos
para su resolucio´n computacional. En [Kar72] se recopilaban 21 problemas que tratan
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sobre combinatoria y teor´ıa de grafos, sobre los que se han planteado muchos modelos
que permiten afrontar problemas complejos. Entre los problemas ma´s conocidos y estudia-
dos se encuentran el Problema de Satisfacibilidad Booleana (SAT), Problema del Agente
Viajero (TSP), Programacio´n No Lineal (NLP), Problema de Asignacio´n Secuencial de
Tareas (JSSP) y el Problema de rutas de veh´ıculos (VRP).
Como hemos expuesto anteriormente, el mantenimiento de equipos es una disciplina com-
pleja que engloba multitud de aspectos y conocimientos. Solo los an˜os de experiencia
acumulada y compartida permiten afrontar con garant´ıas esta actividad, en la que la ca-
pacidad de ana´lisis es primordial en la toma de decisiones. Partiendo de esta premisa y
con el concepto de la ”racionalidad limitada” de Simon [Sim57] en mente, este capitu-
lo va a centrarse en el planteamiento matema´tico de las operaciones ma´s significativas y
caracter´ısticas a las que tiene que dar respuesta todo mantenedor de sistemas distribuidos.
Cuando se detecta un problema, el responsable de mantenimiento debe decidir si tiene que
actuar o no. Elegir el tipo de accio´n requerida y programar las acciones necesarias para
llevarla a cabo con los recursos disponibles. Es decir, se enfrenta secuencialmente a los tres
tipos cla´sicos de desarrollamos a continuacio´n.
2.5. Aceptacio´n o no del proyecto considerado individual-
mente.
El primero de los problemas se puede modelar matema´ticamente como un problema de
satisfacibilidad booleana donde la funcio´n objetivo busca la respuesta, afirmativa o nega-
tiva, de la pregunta ¿Es necesario actuar ya? El problema de la satisfacibilidad booleana
es un problema NP-completo! (NP-completo!) donde interesa saber si una expresio´n
booleana, con variables y sin cuantificadores, tiene asociada una asignacio´n de valores pa-
ra sus variables que hace que la expresio´n sea verdadera. Como se indica en [MF13], se
suele representar como una cadena binaria de longitud n. Cada elemento de la cadena
corresponde a una variable del problema. El espacio de bu´squeda de soluciones del pro-
blema tiene una dimensio´n 2n, pues hay 2n cadenas binarias de longitud n. Cada punto
del espacio de bu´squeda es una solucio´n factible. Es un problema utilizado en el mundo de
la computadoras y en el de los problemas de decisio´n, pues muchos problemas complejos
pueden resolverse aplicando SAT por descomposicio´n del sistema en otros ma´s simples.
Este problema ha generado cantidad de literatura desde que en el an˜o 1971 Cook [Coo71]
demostro´ que era un problema NP-completo!. Desde entonces se han planteado mu´lti-
ples variantes para resolverlo [GJ90] y en los u´ltimos an˜os se esta´n aplicando con e´xito
soluciones basadas en algoritmos gene´ticos.
En las operaciones de mantenimiento es muy frecuente encontrar este tipo de problemas,
aunque tambie´n se suelen plantear como problemas de optimizacio´n. En este campo, el
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problema se resuelve tradicionalmente por la intervencio´n del razonamiento, experiencia y
conocimientos del responsable debido a que, por su propia naturaleza, resulta complicado
encontrar un algoritmo que lo resuelva.
El modelo matema´tico de este problema es el siguiente [GPFW99a]:
Sean las variables booleanas:
x1, x2, . . . , xn
con las cuales se pueden conformar m cla´usulas C1, C2, . . . , Cm, de modo que cada cla´usula
es una disyuncio´n de una o ma´s variables xi:
Ci = x1 ∨ x2 ∨ · · · ∨ xk =
k∨
i=1
xi (2.2)
donde ∨ representa la disyuncio´n lo´gica.
El objetivo del problema es determinar si existe una combinacio´n de valores de la variables
que conviertan en verdadera (sea satisfacible) la siguiente formula, denominada Fo´rmula
Normal Conjuntiva (Conjunctive Normal Form):
C1 ∧ C2 ∧ · · · ∧ Cm =
m∧
1
Ci (2.3)
donde ∧ representa la conjuncio´n lo´gica.
2.6. El problema de seleccio´n de un u´nico proyecto de entre
un conjunto de alternativas excluyentes.
Un me´todo cla´sico de afrontar la seleccio´n de un subconjunto de alternativas dentro de
un conjunto de proyectos aceptables consiste en plantear un problema de secuenciacio´n de
tareas (Job Shop Scheduling Problem), partiendo de las siguientes hipo´tesis:
1. Los proyectos son tareas de mantenimiento sobre instalaciones concretas.
2. Cuando determinados recursos de mantenimiento son asignados a una tarea/instalacio´n
no pueden ser reasignados durante el periodo de planificacio´n.
3. Se trabaja con mu´ltiples proyectos en paralelo.
4. Los proyectos se rechazan para un periodo de planificacio´n. En los periodos sucesivos
pueden ser aceptados.
El problema del mantenimiento industrial consiste en asignar un proyecto (definido como
una tarea que hay que realizar sobre una instalacio´n) para cada recurso disponible, ocu-
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pando todos los recursos y realizando todas las tareas aceptadas en la fase anterior por ser
necesarias en cada instalacio´n.
2.6.1. Problema de asignacio´n secuencial de tareas.
Segu´n [dHMC04] el problema de asignacio´n secuencial de tareas consiste en la distribucio´n
de los recursos entre diferentes actividades que se ejecutan simulta´neamente a lo largo
del tiempo. Este problema esta´ presente en mu´ltiples a´reas de conocimiento, pero en el
mantenimiento se trata de un problema fundamental, pues hay que asignar a recursos
limitados (equipos humanos de trabajo o maquinas), la realizacio´n de las operaciones o
tareas necesarias para ejecutar las reparaciones de los sistemas que se quieren mantener.
En general, la funcio´n objetivo estara´ relacionada con el tiempo de ejecucio´n de las tareas
para minimizar el tiempo total o las esperas.
En produccio´n industrial este problema, del tipo Tiempo Polinomial No Determinista-
Dif´ıcil (NP-Hard), se plantea de la siguiente manera [Bar12a]:
Sea J = {J1, J2, . . . , Jn} el conjunto de todas las tareas.
Sea M = {M1,M2, . . . ,Mm} el conjunto de todas los equipos que deben ejecutar dichas
tareas.
Cada trabajo Ji esta´ formado por una conjunto de ni operaciones op = {opi1, opi2, . . . , opini}
cuya relacio´n de precedencia viene determinada por la secuencia te´cnica de cada trabajo.
Cada operacio´n opij debe ser realizado durante pij unidades de tiempo en un equipo
Mj ∈M .
Consideraciones t´ıpicas consisten en suponer ni = m,∀i para simplificar las combinaciones
y que pij esta´ establecido de antemano, reducie´ndose el problema a determinar el instante
de inicio ti.
Se define el conjunto Ek que contiene las operaciones que deben y pueden ejecutarse en
el equipo k sin que exista superposicio´n temporal y se calcula la funcio´n objetivo Z, que
normalmente sera´ minimizar el tiempo de terminacio´n ma´ximo de la ultima tarea en el
sistema ma´xCi:
Z = mı´n(ma´xCi) (2.4)
La ordenacio´n de todas las operaciones en los conjuntos Ek da lugar a unas solucio´n del
problema JSSP planteado [CSJ].
Incluso con este planteamiento tan simple, este tipo de problemas es uno de los problemas
de optimizacio´n combinatoria ma´s dif´ıciles de resolver. En el mantenimiento de sistemas
industriales, existe una dificultad adicional derivada de la indeterminacio´n de la duracio´n
de cada tarea opij .
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Habra´, por tanto que determinar en que conjunto Ek se encaja la tarea opij en funcio´n de
la capacidad de dicho conjunto al principio del per´ıodo de programacio´n para acometer
ma´s tareas. Tendremos, por tanto, una serie de restricciones que pueden clasificarse en los
siguientes tipos [Bar12a]:
Restricciones de precedencia:
Habra´ operaciones opij que debera´n ser ejecutadas en un orden concreto, es decir, la
operacio´n opij1 debera´ estar terminada antes de acometer la operacio´n opij2
La secuencia no tiene por que´ ser completa, es decir, algunas operaciones pueden rea-
lizarse en cualquier momento pues no tienen dependencia con las otras operaciones,
mientras otras estara´n sujetas a dependencias.
Entre las operaciones pueden existir interrupciones o tiempos muertos
Restricciones de recurso:
Cada equipo solo puede realizar una operacio´n en cada unidad de tiempo.
Las diferencias entre las dimensiones de tareas y equipos, fuerza a seleccionar un
orden para la ejecucio´n de todas las operaciones de cada equipo.
Seleccionando una de entre todas las permutaciones posibles se obtendra´ la solucio´n.
Este tipo de problemas se representa habitualmente en forma de grafo disyuntivo. Un grafo
disyuntivo G = (V,C,D) contendra´ los siguientes elementos:
Un conjunto V de nodos con las tareas que es necesario realizar.
Un conjunto C de aristas de precedencia. Unen nodos que representan operaciones
del mismo trabajo.
Un conjunto D de aristas de recurso. Unen nodos que representan operaciones que
se ejecutan en la misma instalacio´n.
El ana´lisis mediante grafos como el presentado en la figura 2.2, permite emplear mu´lti-
ples algoritmos de resolucio´n estudiados con gran detalle y probados en otros campos.
Puesto que los datos empleados para definir las entidades, los trabajos y el dominio se
van a organizar en ontolog´ıas, que se desarrollara´n en el apartado 3.5.3, y estas son es-
tructuras jera´rquicas, la creacio´n de grafos a partir de ellas es una operacio´n fa´cilmente
automatizable.
A pesar de que el JSSP esta´ abundantemente documentado y analizado, en este estudio se
esta´n analizando trabajos que se realizan sobre instalaciones distribuidas por la geograf´ıa,
por lo que se existen otras alternativas mejor adaptadas. As´ı, tambie´n se podra´ plantear
el problema de asignacio´n secuencial de tareas como un problema de seleccio´n de rutas de
veh´ıculos ( VRP)
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Figura 2.2: Grafo Disyuntivo.
2.6.2. Problema de rutas de veh´ıculos.
El estudio de las rutas de veh´ıculos en empresas log´ısticas ha sido objeto de mu´ltiples
estudios desde que se planteo´ el problema por primera vez en los an˜os cincuenta [DR59].
El objetivo general consiste en tratar de averiguar las rutas de una flota de transporte
para dar servicio a unos clientes. Este tipo de problemas pertenece a los problemas de
optimizacio´n combinatoria. La funcio´n objetivo depende de la tipolog´ıa y caracter´ısticas
del problema. Lo ma´s habitual es intentar [Ran88]:
1. minimizar el coste total de operacio´n,
2. minimizar el tiempo total de transporte,
3. minimizar la distancia total recorrida,
4. minimizar el tiempo de espera,
5. maximizar el beneficio,
6. maximizar el servicio al cliente,
7. minimizar el nu´mero de veh´ıculos,
8. equilibrar la utilizacio´n de los recursos,
La formulacio´n matema´tica del problema cla´sico ser´ıa:
Sea V = {v0, v1, . . . , vn} un conjunto de ve´rtices, donde:
En v0 esta´ localizado el punto de distribucio´n o base.
Sea V ′ = V \{v0} un conjunto de n ciudades.
A = {(vi, vj)} /vi, vj ∈ V ; i 6= j es un conjunto de arcos entre ve´rtices.
C es la matriz de costes de desplazamiento o distancias cij entre los clientes vi y vj .
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d es el vector de demanda de los clientes.
Ri es la ruta para el veh´ıculo i.
m es el nu´mero de veh´ıculos (todos ide´nticos). Se asigna una ruta a cada veh´ıculo.
Cuando cij = cji∀(vi, vj) ∈ A el problema se denomina sime´trico y es habitual reemplazar
A con el conjunto de lados E = {(vi, vj) /vi, vj ∈ V ; i < j}.
Con cada ve´rtice vi ∈ V ′ esta´ asociada una cantidad de producto qi que debe ser repartida
por cada veh´ıculo. El problema de VRP consiste entonces en determinar el conjunto r de
rutas de veh´ıculos con el coste mı´nimo que tienen el comienzo y el final en la base, de
modo que cada ve´rtice de V ′ se visita exactamente una sola vez por un solo veh´ıculo.
Para facilitar el ca´lculo, se puede definir b(V ) = [
∑
vi∈V di] como valor mı´nimo del nu´mero
de veh´ıculos necesarios para atender la demanda de todos los clientes del conjunto V.
Vamos a definir un tiempo de servicio δ como el tiempo necesario para descargar todos
los productos. Entonces δi sera´ el tiempo requerido por un veh´ıculo para descargar en el
vertice vi. Es necesario que la duracio´n total de cualquier ruta del veh´ıculo (viajes ma´s
servicios de descarga) no supere un l´ımite determinado de tiempo D.
Una solucio´n posible se compone de:
una particio´n {R1, . . . , Rm} de V ;
una permutacio´n σi de Ri
⋃
0 especificando el orden de los clientes en la ruta i.
El coste de una ruta determinada ( Ri = v0, v1, . . . , vm+1), donde vi ∈ V y v0 = vm+1 = 0
(0 denomina al centro de distribucio´n o base), esta´ dada por:
C(Ri) =
m∑
i=0
ci,i+1 +
m∑
i=1
δi (2.5)
Una ruta Ri es factible si se detiene el veh´ıculo exactamente una vez en cada cliente y la
duracio´n total de la ruta no excede del l´ımite especificado de antemano D.
Finalmente, el coste de la solucio´n del problema S es:
CV RP (S) = sum
m
i=1C(Ri). (2.6)
Para aplicar este problema al mantenimiento habr´ıa que asumir:
El centro de distribucio´n o base v0 es el centro de trabajo donde se ubica el personal
y los recursos
Los veh´ıculos son equipos de trabajo, con una capacidad limitada.
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Los clientes ubicados en los ve´rtices vi son las instalaciones sobre las que es necesario
realizar trabajos.
La demanda di es la cantidad de trabajo que hay que realizar en la instalacio´n vi.
Sin embargo, en el mantenimiento de instalaciones distribuidas existen una serie de pre-
misas que marcan diferencias con respecto a este modelo simplificado:
La demanda di de trabajo necesario en una instalacio´n no es una constante. Es
decir, la previsio´n de la demanda antes de iniciar la ruta y la demanda tras realizar
la tarea pueden ser diferentes. Estas diferencias pueden ser positivas o negativas,
pero siempre afectan a la ruta Ri en cuestio´n, alterando la planificacio´n de tiempo
y los costes finales 9.
Pueden aparecer instalaciones que es necesario visitar cuando inicialmente no estaba
previsto 10.
di(t0) = 0→ di(ti) 6= 0
Una vez visitada una instalacio´n puede ser necesario volver a visitarla antes de
finalizar la ruta para realizar algu´n tipo de tarea distinta a la principal de la ruta
planificada.
Adema´s de la duracio´n l´ımite D de cada ruta Ri, puede existir un tiempo l´ımite
global para realizar todas las rutas DT . Este tiempo tiene especial relevancia pues
sera´ normal que el nu´mero de veh´ıculos m sea distinto del mı´nimo necesario y, por
tanto, pueden existir rutas no o´ptimas para cumplir con este requisito.
Los equipos de trabajo son diferentes. No todos pueden hacer las mismas funciones.
En el caso cla´sico con veh´ıculos, esto equivaldr´ıa a distinta capacidad de transporte,
lo que obliga a que determinados veh´ıculos atiendan a clientes con una demanda ds
mayor que la capacidad de otros veh´ıculos.
Ciertos trabajos sobre las instalaciones tienen que realizarse en per´ıodos concretos
de tiempo, debido a restricciones de servicio.
Con estas premisas, el problema VRP se convierte en una variante con mu´ltiples viajes,
ventanas de tiempo y viajes de retorno.
2.6.3. Problema de rutas de veh´ıculos con viaje de regreso, mu´ltiples
viajes y ventanas de tiempo.
En [O+11] se presenta un modelo conceptual para encontrar un conjunto de rutas para
veh´ıculos que considera recorridos de ida (linehauls) y recorridos de regreso (backhauls)
9Un trabajo programado de sustitucio´n de un elemento puede complicarse si durante el desensamblado
se rompe otro elemento cuya sustitucio´n no estuviese prevista.
10Aver´ıas detectadas durante el periodo de programacio´n.
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separados, mu´ltiples viajes y ventanas de tiempo (Problema de rutas de veh´ıculos con
retorno, viajes mu´ltiples y ventanas de tiempo (VRPB-MTTW)). La misio´n de la primera
parte de la ruta es atender la demanda de los clientes. Durante la segunda parte, los
recorridos de regreso permiten realizar una actividad diferente. De este modo, en el viaje
de ida se pueden realizar las entregas de productos mientras que en el viaje de regreso se
realizan las retiradas de productos defectuosos objeto de devolucio´n.
Un veh´ıculo realiza varias rutas en cada periodo(multi-trip) y vuelve al depo´sito antes de
atender las dema´s rutas. Esta condicio´n so´lo puede ser completamente satisfecha cuando
el tiempo de servicio esta´ dentro del horizonte de planificacio´n.
Cada veh´ıculo va a servir a los clientes en una determinada ventana de tiempo que habra´ si-
do establecida en el origen del periodo, as´ı como la demanda de dicho cliente. Esta restric-
cio´n hace que el veh´ıculo tenga que esperar si ha llegado antes de las ventanas de tiempo.
La ventana de tiempo es un intervalo temporal que los clientes proporcionan para aceptar
el producto servido.
Habra´ que considerar tambie´n los tiempos de carga y descarga que representan el tiempo
de traslado de las mercanc´ıas desde el almace´n a los veh´ıculos y viceversa. El tiempo de
carga y descarga no excedera´ el tiempo de servicio inicial y final del tiempo de servicio.
Este modelo prioriza a los clientes de la ruta de ida frente a los clientes de regreso.
Las funciones objetivo son minimizar el nu´mero de veh´ıculos, minimizar el tiempo total
de las rutas, y minimizar el rango de tiempos de las rutas.
La solucio´n se puede hallar lexicogra´ficamente o por orden alfabe´tico. Es decir, la prioridad
de la funcio´n objetivo se da de forma consecutiva, el primer objetivo tiene mayor prioridad
que el segundo y el tercer objetivo. Las variables de decisio´n son el nu´mero de rutas, la
secuencia de servicio de los clientes en cada ruta y recorrido, el tiempo de llegada, la marca
de tiempo del primer servicio, la marca de tiempo del u´ltimo servicio, y tiempo de partida
para cada cliente. Los para´metros son nu´mero de clientes de ida, nu´mero de clientes de
regreso, demanda de los clientes de ida, demanda de los clientes de regreso, la distancia,
velocidad del veh´ıculo, ventana de tiempo y el horizonte de planificacio´n. Hay muchas
restricciones en un problema de enrutamiento de este tipo:
1. Cada ruta comienza y termina en el depo´sito.
2. El horizonte de planificacio´n indica el inicio y el final de la actividad del veh´ıculo.
3. La demanda de entrega y la demanda de recogida son deterministas y conocidas.
4. El veh´ıculo sirve a los clientes de regreso despue´s que a los clientes de ida.
5. Cada cliente so´lo puede ser servido una vez por un veh´ıculo.
6. La carga del veh´ıculo no debe superar la capacidad del mismo.
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7. El tiempo de servicio so´lo puede iniciarse entre la marca de tiempo del primer servicio
y la marca de tiempo del u´ltimo servicio.
Si bien este modelo parece ser el mejor adaptado para representar la actividad de mante-
nimiento de instalaciones distribuidas, todav´ıa es necesario afinar ma´s el modelo pues:
Suponiendo que el producto para los clientes de entrega en la ruta de ida sean los
trabajos planificados de tipo preventivo y los productos de la ruta de regreso sean
los trabajos de tipo correctivo, no planificados, la demanda de estos u´ltimos no sera
determinista.
Puede ser necesario que la prioridad de servicio se altere y que se sirva primero a los
clientes de regreso.
Pueden existir excesos de capacidad puntuales que deben ser atendidos.
2.7. El problema de seleccio´n de un subconjunto de alter-
nativas dentro de un conjunto de proyectos aceptables.
El (Secretary Problem) es, quiza´s, la versio´n ma´s estudiada del problema de bu´squeda
secuencial, en el que la opcio´n ”buena” esta´ orientada a hallar el mejor candidato de entre
el conjunto de opciones disponibles. El origen del nombre se debe al trabajo [FM60] en
el que se estudia un problema de seleccio´n de candidatos a un puesto de empleo con el
objetivo de encontrar al mejor posible de entre los N disponibles, con el supuesto de que
todos ellos se pueden organizar en una sola dimensio´n de calidad total [BHZ13].
Los candidatos se presentan secuencialmente al entrevistador en un orden aleatorio. El
entrevistador no tiene ningu´n conocimiento sobre la distribucio´n de los valores de calidad
de los demandantes. Con cada nuevo solicitante, el entrevistador aprende la calidad (o
rango actual en la versio´n ma´s estricta) de este solicitante, y luego debe elegir entre detener
la bu´squeda, procediendo a la contratacio´n del actual solicitante, o continuar la bu´squeda
tratando de encontrar un candidato mejor. Si el entrevistador sigue, no puede volver atra´s y
elegir un candidato anterior, es decir, no hay ninguna posibilidad de ((recuperar)) candidatos
ya entrevistados en esta bu´squeda. Para maximizar las posibilidades de seleccionar el mejor
candidato en la configuracio´n del secretary problem, el entrevistador debe muestrear un
37 % de los solicitantes y luego seleccionar el primer candidato a partir de entonces que es
mejor que todos los solicitantes anteriores. Una forma sencilla de hacerlo es establecer un
nivel de aspiracio´n igual a la calidad del mejor candidato visto hasta ahora, y despue´s de
haber visto al 37 % de los candidatos, fijar ese nivel de aspiracio´n y utilizarlo para detener
la bu´squeda con el siguiente solicitante que supera esa aspiracio´n.
Si bien la aplicacio´n de la regla del 37 % es simple, sus derivaciones no lo son. En primer
lugar, el enfoque general de muestreo de un cierto nu´mero de solicitantes, el establecimien-
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to de un nivel de aspiracio´n basado en esa muestra, y luego escoger al siguiente solicitante
encontrado que excede el nivel de aspiracio´n fijado. Esto no tiene por que´ resultar un
procedimiento o´ptimo. En segundo lugar, tampoco es intuitivo el hecho de que para po-
blaciones de individuos muy grandes N → ∞ el taman˜o de la muestra (para el ajuste
del nivel de aspiracio´n) se aproxima a 1e ≈ 0, 368. Obviamente es poco realista suponer
que los humanos se enfrentan a un problema de bu´squeda siguiendo esta pauta de mues-
treo y seleccio´n. En este punto los economistas a menudo argumentan que, mientras que
los humanos en realidad no llevan cabo ca´lculos complicados, actu´an como si estuvieran
hacie´ndolos.
Matema´ticamente el problema se describe por dos nu´meros (r, s), donde r es el nu´mero de
elementos hasta ahora presentado y s es el rango aparente del rth elemento presentado.
Si s 6= 1 obviamente no es el mejor y no deber´ıa ser aceptado. Despue´s de analizar otro
elemento, el nuevo estado del proceso sera´ (r+1, s′), donde s′ tiene la misma probabilidad
de ser cualquiera de estos valores: 1, 2, . . . , r + 1. Si s = 1 este elemento ser´ıa aceptable.
La probabilidad de que el elemento tth sea el mejor de todos los disponibles se puede
calcular simplemente como: r/n.
Siendo V (r, s) la probabilidad ma´xima esperada de la eleccio´n del mejor elemento, cuando
el estado del proceso es (r, s), el principio de programacio´n dina´mica produce las ecuaciones
[Fre83]:
V (r, 1) = ma´x
r
n
,
1
r + 1
r+1∑
s′=1
V (r + l, s′) (2.7)
V (r, s) =
1
r + a
r+1∑
s′=1
V (r + 1, s′) (s = 2, 3, ..., r) (2.8)
con V (n, s) = 1 si s = 1 y s = 0 en caso contrario.
36
Cap´ıtulo 3
Descripcio´n de las alternativas
3.1. Introduccio´n
Los sistemas reales no esta´n aislados. Se encuentran imbricados con su entorno. Este
entorno es una de las principales dificultades que se le presentan al decisor, pues no es
controlable e, incluso, es dif´ıcilmente precisable. La definicio´n de entorno no es sencilla.
Segu´n el diccionario de la RAE en su primera acepcio´n ser´ıa ”ambiente, lo que rodea”. La
segunda acepcio´n hace referencia al mundo informa´tico y es un poco ma´s precisa: ”conjunto
de condiciones extr´ınsecas que necesita un sistema informa´tico para funcionar, como el tipo
de programacio´n, de proceso, las caracter´ısticas de las ma´quinas que lo componen, etc”.
En [HL09a] se hace un interesante repaso de distintas interpretaciones de esta segunda
acepcio´n propuestas por diversos autores frecuentemente referenciados en el campo de
la computacio´n y la inteligencia artificial. En este campo, factores como la ubicacio´n, la
identidad de personas y objetos, los cambios y el tiempo son fundamentales. Sin embargo,
la amplitud de estos conceptos unida a la complejidad y ambigu¨edad inherentes a los
mismos, obligan a implementar modelos para tratar de representar la realidad para su uso
como fuente de informacio´n. La similitud entre la naturaleza de un sistema informa´tico y
un sistema de ayuda a la decisio´n nos permite utilizar las mismas definiciones.
Cuando nos enfrentamos al ana´lisis del entorno de una actividad, la calidad de la informa-
cio´n es el mayor problema. En el momento actual resulta casi imposible modelar de forma
exhaustiva variables como pueden ser las preferencias del decisor, informacio´n espacial y
geogra´fica, informacio´n temporal, cultura, situacio´n social, recursos y su disponibilidad,
actividad, calendario, etc. Para alguna de estas variables existen representaciones ma´s o
menos precisas basadas en modelos estad´ısticos; sin embargo, los resultados aportados por
este tipo de modelo sobre efectos de influencia mutua no son satisfactorios.
Una de las ramas de investigacio´n que esta´ llevando a cabo mayores avances para mode-
lar estos factores es la inteligencia artificial, donde uno de los objetivos primordiales es
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conseguir un razonamiento equiparable al del ser humano. En [HL09a] se recogen varios
requisitos que deben cumplirse en un modelo de contexto ubicuo.
Generalidad: para permitir su uso en la mayor cantidad posible de tareas y servicios.
Tal como se ha expuesto una de las principales caracter´ısticas del mantenimiento es
la diversidad de actividades.
Composicio´n distribuida, para soportar los sistemas distribuidos , muy habituales en
los sistemas reales que hay que mantener.
Validacio´n parcial: dada la complejidad de la mayor´ıa de los sistemas en los que se
centra este estudio, resulta muy u´til poder descomponer cada parte en otras ma´s
pequen˜as.
Calidad de la informacio´n: incluso cuando se puede medir un para´metro, los capta-
dores de informacio´n pueden proporcionarla con distinta precisio´n.
Superficialidad y ambigu¨edad: muy a menudo los datos que proporcionan informacio´n
sobre para´metros del entorno son incompletos, ambiguos o ambas cosas a la vez.
Nivel de formalidad.
Aplicabilidad a entornos existentes.
Desarrollo evolutivo: los grandes sistemas evolucionan a lo largo del tiempo debido
a mu´ltiples factores: cambios de tecnolog´ıa, nuevas situaciones, . . . Cualquier modelo
que se implanta para emular estos sistemas debera´ estar preparado para adaptarse
a los mismos.
Interoperabilidad.
Razonamiento e inferencia. Si bien en muchas ocasiones las tareas de mantenimiento
se componen de elementos repetitivos que pueden ser adecuadamente entrenados ,
otras muchas ocasiones se producen situaciones completamente nuevas, por su origen
o por las circunstancias. En estas situaciones, el cerebro humano aplica reglas de
similitud basadas en el aprendizaje para encontrar una solucio´n.
En los sistemas complejos, con gran nu´mero de subsistemas y elementos, es necesario
manejar un gran volumen de datos simplemente para describirlos. Representar el estado
tambie´n requiere gran cantidad de datos [Dub98]. Por tanto, en la tarea de buscar un
modelo que sirva de ayuda en la toma de decisiones a los gestores de mantenimiento, uno
de los objetivos ba´sicos sera´ una baja complejidad de ca´lculo, pues en caso contrario el
modelo resultante ser´ıa inservible al no presentar los datos a tiempo. Desde el estudio
de Miller [Mil56] en 1956 acerca de las limitaciones del cerebro humano para procesar
todos los componentes de informacio´n disponibles en un problema complejo, muchos han
sido los estudios que se han realizado sobre el tema, pasando por Simon [Sim82], hasta
llegar a [Cow01], que se atreve a ir mucho ma´s alla´ para demostrar que incluso siete
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variables pueden resultar dif´ıciles de procesar en la mayor´ıa de las ocasiones. Trasladando
estas conclusiones sobre el comportamiento del cerebro humano al campo de la toma de
decisiones por parte de los expertos, es fa´cil entender que, casi siempre, las soluciones de
los problemas se obtienen tras la reduccio´n de todas las variables presentes en el momento
en que se tiene que tomar la decisio´n a unas pocas que pueden ser procesadas en base a
conceptos fijados por la experiencia que son memorizados a largo plazo.
3.2. El mantenimiento como seleccio´n de proyectos.
En el cap´ıtulo 2 hemos expuesto los problemas de decisio´n a los que se enfrenta un respon-
sable de mantenimiento a la hora de organizar los trabajos. As´ı como diferentes enfoques
matema´ticos que le pueden ayudar en el problema. La mayor´ıa de estos modelos son deter-
ministas, es decir, la evolucio´n futura de los feno´menos esta´ determinada por las condiciones
iniciales. Los sistemas complejos reales rara vez son deterministas. El cara´cter evolutivo
de los mismos hace que cada pequen˜a mutacio´n (cambio en las condiciones de cualquier
elemento del sistema), provoque evoluciones de resultado dif´ıcil de prever. Puesto que uno
de los objetivos ma´s importante del mantenimiento es tratar de mantener el sistema sano,
cada vez que se detecta un fallo sera´ necesario seleccionar entre diversas alternativas para
restaurar el sistema a dicho estado. El responsable de mantenimiento debe considerar que
la tasa de fallo observada y la percepcio´n de la gravedad de los efectos. Esta percepcio´n
va a tener un peso considerable sobre la decisio´n que tiene que tomar. Al mismo tiempo,
debe valorar la afeccio´n que para el resto de las tareas puede suponer la incorporacio´n de
la nueva, en forma de costes directos o indirectos o en forma de incremento del periodo
de realizacio´n o finalizacio´n. Con estos datos el responsable de mantenimiento debe tomar
una decisio´n que de´ respuesta a la siguiente pregunta:
¿Co´mo acometo esta tarea de manera que el resto de mis objetivos no se vea afectado?
(Que es una versio´n resumida de las preguntas que esta´ Tesis pretende responder:
¿Que´ variables debo tener en cuenta al analizar este problema?
¿Es necesario realizar acciones de mantenimiento para resolver este problema?
¿Cua´ndo sera´ el mejor momento para realizarla?
¿Quie´n y con que´ medios la podra´ ejecutar?)
Mientras se buscan las respuestas a estas cuestiones, es preciso recordar que ya existira´n
tareas cuyo curso debe continuar para cumplir con todos los objetivos del mantenimiento
de sistemas. Considerando el problema detectado como un proyecto, segu´n la metodolog´ıa
de toma de decisio´n habr´ıa que intentar encuadrarlo dentro de las siguientes opciones
posibles [Cas96]:
Aceptacio´n o no del proyecto considerado individualmente.
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Seleccio´n de un u´nico proyecto de entre un conjunto de alternativas excluyentes.
Seleccio´n de un subconjunto de alternativas dentro de un conjunto de proyectos
aceptables debido a la existencia de restricciones activas en los recursos disponibles
para acometer varios proyectos.
En el planteamiento del problema, partimos de la hipo´tesis de unos pocos objetivos glo-
bales, como son asegurar el correcto funcionamiento del sistema y mejorar los procesos
productivos. Sin embargo, puesto que la red es muy extensa, este objetivo se consigue
por agregacio´n de mu´ltiples objetivos parciales cuya consecucio´n garantiza el e´xito del
conjunto. Por tanto, el problema deber´ıa ser abordado desde la o´ptica de la programacio´n
multiobjetivo.
Se acepta normalmente en la pra´ctica de la ingenier´ıa que tareas de mantenimiento su-
puestamente ide´nticas, realizadas bajo similares condiciones, requieren diferentes lapsos
de tiempo [Kne96b]. Las razones principales para estas variaciones se pueden clasificar en
tres grupos:
1. Factores personales: que representan la influencia de la habilidad, motivacio´n, expe-
riencia, actitud, capacidad f´ısica, vista, autodisciplina, formacio´n, responsabilidad y
otras caracter´ısticas similares relacionadas con el personal implicado;
2. Factores condicionales: que representan la influencia del entorno operativo y las con-
secuencias que ha producido el fallo en la condicio´n f´ısica, forma, geometr´ıa y carac-
ter´ısticas similares del elemento o sistema sometido a mantenimiento;
3. Factores de entorno: que reflejan la influencia de aspectos como temperatura, hume-
dad, ruido, iluminacio´n, vibracio´n, momento del d´ıa, e´poca del an˜o, viento, etc. en
el personal de mantenimiento durante la ejecucio´n de la tarea de mantenimiento.
Consecuentemente, la u´nica forma de evaluar el impacto de estos factores, y de otros que
pueden concurrir, sobre la duracio´n de las tareas de mantenimiento, es usar la teor´ıa de
probabilidades como base para la descripcio´n cuantitativa de dicha duracio´n.
3.3. Modelado de sistemas.
En trabajos como los de [Sim77] y [Iwa88a] se establecen las bases que permiten hacer una
seleccio´n de las variables en funcio´n de su influencia en el sistema. Un conjunto de ecuacio-
nes simulta´neas describe el comportamiento de un sistema f´ısico en te´rminos de funciones
relacionales. Relaciones funcionales con la misma expresio´n matema´tica pueden tener sig-
nificados f´ısicos completamente diferentes. Las declaraciones causales son asime´tricas, es
decir, si se conmuta la expresio´n el significado cambia. Este aspecto es muy importante en
la descripcio´n de los sistemas f´ısicos, pues las expresiones matema´ticas por s´ı solas carecen
de sentido.
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3.3.1. Las relaciones causales.
La relacio´n causal es unidireccional: causa → efecto, mientras que la relacio´n funcional
es bidireccional. El conocimiento de la dependencia causal entre las variables es esencial
en multitud de problemas pra´cticos como diagnosis y prediccio´n. Una vez modelado un
sistema por un conjunto de ecuaciones, si se observa una variable con valores anormales
no siempre es trivial detectar cua´les son las variables y las ecuaciones que provocan esos
valores, cua´les podr´ıan resultar afectadas, y que´ otras observaciones son so´lo espu´reamente
relacionadas con la situacio´n inicial. Esto es todav´ıa ma´s evidente cuando el nu´mero de
ecuaciones y variables es muy grande, como ocurre en los sistemas complejos reales.
Los principios f´ısicos en general esta´n expresados en te´rminos de relaciones matema´ticas.
La sabidur´ıa de un experto se usa para razonar sobre la situacio´n y generar explicaciones
causales a partir de un conocimiento acerca de los principios f´ısicos generales y de su
capacidad para reconocer la aplicabilidad de los principios en una situacio´n dada. Las
personas son capaces de explicar el comportamiento en te´rminos causales, incluso cuando
la situacio´n esta´ representada formalmente en un lengua no causal. La identificacio´n de las
circunstancias que rodean un feno´meno, el contexto, permite a las personas decidir sobre
la direccio´n de la causalidad, incluso cuando los feno´menos son descritos por un conjunto
de relaciones funcionales no causales. La teor´ıa de la ordenacio´n causal proporciona una
te´cnica para inferir las relaciones causales entre las variables en un conjunto de relaciones
funcionales.
La definicio´n formal de las relaciones causales dadas por la teor´ıa es u´til en la generacio´n
de una interpretacio´n causal del comportamiento de cualquier sistema descrito por un
sistema de ecuaciones simulta´neas, incluyendo los dispositivos f´ısicos.
Con el fin de aplicar el me´todo de ordenamiento causal para determinar la estructura causal
en un modelo, cada ecuacio´n del mismo debe ser una ecuacio´n estructural que represente
un mecanismo conceptualmente distinto en el sistema. Describir un sistema en te´rminos
de los mecanismos que determinan los valores de las variables es fundamental para el
ana´lisis causal. Aunque hay muchas ecuaciones correctas que se pueden escribir acerca de
una situacio´n dada, muchas de ellas no son estructurales. Cualquier teor´ıa que intenta
inferir relaciones causales en un modelo debe abordar la cuestio´n de la construccio´n de
un modelo correcto que soporte cualquier relacio´n de nuestra percepcio´n de los feno´menos
con el mundo real que se esta´ modelando.
Cuando el sistema esta´ compuesto de muchos elementos, con multitud de variables y
relaciones, se vuelve demasiado complejo para ser comprendido fa´cilmente en su totalidad.
Entonces, es necesario agregar el modelo, simplifica´ndolo, para generar un modelo ma´s
abstracto que implique un menor nu´mero de variables y relaciones, de forma que sea
ma´s sencillo razonar sobre el. Esta agregacio´n la hacen las personas naturalmente, sin
embargo, en el modelo se realiza mediante la agrupacio´n de las variables y las relaciones
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en subsistemas, de tal modo que se pase a describir todo el sistema en te´rminos de estos
subsistemas y sus interacciones pero siempre manteniendo las relaciones causales de las
variables tanto para el sistema como para los subsistemas.
Definicio´n de Ordenamiento Causal.
La idea de ordenamiento causal en un sistema de ecuaciones se puede describir aproxima-
damente como sigue:
Un sistema de n ecuaciones se llama independiente o completo si tiene exactamente n
inco´gnitas.
Dado un sistema independiente S, si s es un subconjunto propio de S, independiente y que
no contiene ningu´n otro subconjunto independiente, s se denomina subconjunto completo
mı´nimo.
Sea S0 la unio´n de todos estos subconjuntos mı´nimos completos de S; entonces S0 se
denomina conjunto de subconjuntos mı´nimos completos de orden cero.
Estructura independiente o completa.
Una estructura en equilibrio es independiente o completa si tiene exactamente el mismo
numero de ecuaciones que de variables
Estructura en equilibrio.
Una estructura en equilibrio es un sistema de ecuaciones de equilibrio que cumple las
siguientes propiedades:
En cualquier subconjunto de k ecuaciones tomadas de la estructura aparecen al
menos k variables con coeficientes distintos de cero en al menos una ecuacio´n de
dicho subconjunto.
En cualquier subconjunto de k ecuaciones en las que aparecen m > k variables
con coeficientes distintos de cero, si los valores de las variables (m − k) se eligen
arbitrariamente, entonces solo existe una u´nica solucio´n para las k variables restantes.
Ecuaciones de modelado.
Las ecuaciones que modelan un sistema parten del conocimiento de sus mecanismos. El
te´rmino mecanismo tiene un sentido amplio referido a distintos elementos conceptuales
que realizan una funcio´n que permite explicar el funcionamiento del sistema completo. Los
mecanismos pueden ser de dos tipos:
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1. leyes que describen procesos f´ısicos, o
2. componentes locales que operan de acuerdo a leyes conocidas.
Las leyes f´ısicas habitualmente se expresan en forma de sistemas de ecuaciones diferencia-
les. En este tipo de sistemas existe una relacio´n asime´trica entre las derivadas, que fijan los
valores para el pro´ximo intervalo de tiempo, y las variables de las ecuaciones, que deter-
minan las derivadas. Una vez que se ha elegido una descripcio´n estructural de un sistema,
se ha establecido impl´ıcitamente una atribucio´n formal de las relaciones causales entre
las variables que debe encajar con nuestra nocio´n intuitiva de causalidad. Las ecuacio-
nes que describen cada mecanismo se denominan ecuaciones estructurales en la literatura
econo´mica.
Cada ecuacio´n de una estructura debe construirse analizando que´ variables influyen en
otras variables para cada mecanismo. Los mecanismos individuales son partes conceptuales
del sistema total que pueden o no estar f´ısicamente separadas. Para cada mecanismo
habra´ una ecuacio´n en la estructura. Esta descripcio´n del sistema a trave´s de mecanismos
que determinan los valores de las variables individuales es fundamental para el ana´lisis
causal. Si un componente es sustituido o comienza a funcionar de manera defectuosa, o
si se altera el comportamiento del mismo para seguir una ley f´ısica distinta, entonces la
ecuacio´n estructural debe modificarse para reflejar el cambio del mecanismo. Una ecuacio´n
matema´tica por si misma solo expresa una relacio´n funcional sime´trica entre variables. No
permite establecer una referencia directa para entender la asimetr´ıa de la relacio´n causal.
Variables endo´genas y exo´genas:
La asimetr´ıa debe introducirse determinando que´ variables se consideraran exo´genas. Sea
D un subconjunto completo de orden k. Sea xi una variable que aparece en D.
Si xi pertenece a un subconjunto no completo de orden menor que k, entonces xi es una
variable endo´gena del subconjunto D. Si xi pertenece a un subconjunto completo de orden
menor que k, entonces xi es exo´gena respecto a D.
Considerar una variable como exo´gena significa excluir del sistema en estudio cualquier
mecanismo que controle el valor de dicha variable. El ana´lisis del ordenamiento causal
depende tanto de las variables exo´genas seleccionadas como de las ecuaciones elegidas.
En este trabajo asumiremos que una variable es exo´gena para el sistema o subsistema en
estudio si el sistema o subsistema no tiene influencia en la determinacio´n de los valores de
dicha variable. Las influencia de las variables exo´genas puede ser estudiado manipulando
o controlando experimentalmente sus valores. Esto es ma´s sencillo en sistemas de pequen˜o
taman˜o o concentrados geogra´ficamente. El valor de una variable exo´gena se habra´ fijado
en un instante temporal muy anterior a los valores de las variables del sistema en los que
estamos interesados. En una primera aproximacio´n, las variables independientes exo´genas
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sera´n las determinadas u´nicamente por factores externos al contexto local del sistema
en estudio. La u´nica restriccio´n en el uso de conocimiento global, deber´ıa consistir en
aplicar exclusivamente aquel que explica, expl´ıcita o impl´ıcitamente, el funcionamiento del
componente en particular que se esta´ analizando.
Importancia de los mecanismos conceptuales.
Describir un sistema en te´rminos de sus mecanismos conceptuales es fundamental para
el ana´lisis causal. Cada ecuacio´n de un modelo corresponde a una forma de entender la
operacio´n conceptual de un mecanismo que opera en la situacio´n modelada. Este requisi-
to es esencial para emplear la te´cnica de ordenamiento causal, pues una erro´nea eleccio´n
de las ecuaciones puede conducir a una estructura causal que no sirve para explicar el
funcionamiento del sistema en la situacio´n estudiada. En general, para cualquier sistema
f´ısico, el nu´mero de ecuaciones que se pueden escribir para describirlo, exceden sobrada-
mente el nu´mero de variables que lo definen. Para producir una estructura causal correcta,
es muy importante seleccionar, de entre todas las posibles, solo aquellas que reflejan el
entendimiento del funcionamiento del mecanismo para la situacio´n estudiada.
Garantizar que un modelo incluye todas las ecuaciones estructurales que definen el sis-
tema es una cuestio´n muy importante. Puesto que las ecuaciones estructurales provienen
de la comprensio´n de los mecanismos, es posible construir un modelo que representa el
comportamiento de los mecanismos de forma expl´ıcita, y, adema´s, se puede generar sis-
tema´ticamente ecuaciones estructurales a partir de dicha representacio´n. Esto es posible
mediante la representacio´n de procesos mediante redes.
3.3.2. Representacio´n de sistemas mediante redes.
Las redes gra´ficas permiten representar de forma expl´ıcita la comprensio´n de los mecanis-
mos subyacentes de un modelo de ecuaciones. Una red de proceso es una representacio´n
sema´ntica de los procesos que tienen lugar en un dispositivo. Intuitivamente se pueden
describir los procesos como aquellos feno´menos que ocurren en un determinado momento
definiendo el comportamiento global del sistema.
En todo sistema f´ısico, las leyes generales controlan los flujos de materia y energ´ıa que
regulan el comportamiento total de cada dispositivo del sistema. Estas leyes explican las
relaciones de conexio´n entre las entradas y las salidas de dichos flujos. En el caso particular
del mantenimiento de sistemas, por complejos o sencillos que sean, habra´ que tener en
cuenta estos flujos, si bien, las energ´ıas que habra´ que considerar sera´n so´lo aquellas que
modifican el estado de los dispositivos. En general, un proceso se modela como un flujo de
materiales o de energ´ıa:
1. Puede ser simple, si lo caracteriza un u´nico flujo
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2. O compuesto si esta´ formado por varios procesos relacionados. Es decir, para un
proceso son necesarios componentes que se producen en un proceso anterior.
Los nodos de un proceso se conectan para formar la red por medio de conectores que defi-
nen el tipo de relacio´n entre ellos. El propo´sito de construir una red que modele un proceso
es conseguir una representacio´n expl´ıcita del mismo que permita entender el comporta-
miento, tanto del sistema como de sus componentes, facilitando un me´todo sistema´tico
para construir el modelo de ecuaciones estructurales. Las ecuaciones expresan aspectos
del comportamiento global del sistema en funcio´n de las variables que intervienen en el
mismo. Las variables representan atributos de cada entidad que compone el sistema, ya
sean dispositivos, materiales o procesos.
3.3.3. Caracterizacio´n de las variables.
Las variables pueden ser cuantitativas o cualitativas:
Cuando se puede medir una variable, ya sea directa o indirectamente, y expresar el
comportamiento de un elemento, subsistema o sistema, en funcio´n de dicho valor,
estamos ante una variable cuantitativa.
Por el contrario, cuando los efectos de una variable no pueden ser medidos, pero el
comportamiento del sistema o elemento esta´ afectado por ella, la variable sera´ cua-
litativa.
Una vez creada la red del proceso, las variables relevantes de cada nodo se pueden generar
automa´ticamente. Esto se hace a partir de una base de conocimiento que recoja las varia-
bles y las leyes generales que rigen el comportamiento de cada tipo de nodo. Las ontolog´ıas
definidas ma´s adelante, en el apartado 3.5.3, contendra´n este conocimiento.
La eficiencia de un sistema se mide utilizando una variable que relacione las entradas y
las salidas. Cuando en un sistema interactu´an procesos independientes, existe una rela-
cio´n entre ellos que no resulta trivial encontrar y explicar. Los procesos independientes
pueden existir de forma auto´noma, pero cuando confluyen en un sistema global, su efi-
ciencia estara´ condicionada por la presencia de los otros procesos. La suma de las salidas
de cada proceso no tiene por que´ producir un resultado aritme´tico. Puede ser mayor o
menor. Obtenidas las variables, se puede construir el sistema de ecuaciones que modela el
comportamiento del sistema.
Ecuaciones de balance de energ´ıa en cada nodo de tipo material.
Ecuaciones de flujo de materia y energ´ıa entre nodos.
Ecuaciones caracter´ısticas que describen rasgos o pautas de comportamiento de di-
ferentes tipos de materiales, procesos o subsistemas.
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Ecuaciones de variables exo´genas que indican el efecto de las variables que son con-
troladas externamente.
Las ecuaciones de variables exo´genas indican que´ variables deben ser consideradas exo´ge-
nas. Habra´ una ecuacio´n por cada variable exo´gena que tomara´n la forma de una constante:
v = c donde v es la variable y c es una constante.
Determinar las variables exo´genas es una parte importante del proceso de construccio´n del
modelo. Cuando un componente (dispositivo, subsistema o sistema) se analiza formando
parte de un sistema mayor, es posible determinar las variables exo´genas de ese componente
tomando como base el conocimiento de las variables controladas por otros componentes y
las relaciones de conectividad entre ellas.
Una estructura dina´mica independiente o completa es un conjunto de n ecuaciones dife-
renciales de primer orden con n variables tales que:
En cualquier subconjunto de k funciones de la estructura, existe, al menos, la primera
derivada de k variables.
En cualquier subconjunto de k funciones donde existe la primera derivada de r(r ≥
k), si los valores de las primeras derivadas de cualquier (r − k) se eligen arbitraria-
mente, las k funciones restantes quedan determinadas un´ıvocamente como funcio´n
de n variables.
Una variable de un sistema dina´mico es exo´gena si su derivada no depende de ninguna
otra variable del sistema. Esto incluye casos donde la derivada so´lo depende de factores
externos y tambie´n casos donde la derivada es una funcio´n de s´ı misma pero no de otras
variables.
Si xi es una variable exo´gena, la i-e´sima ecuacio´n de la estructura dina´mica en forma
cano´nica responde a los siguientes casos:
Caso 1: La derivada es funcio´n de s´ı misma xi = f(xi)
Caso 2: La derivada so´lo depende de factores externos: xi = ci
La exogeneidad significa que una variable no esta´ influenciada por ninguna otra del sistema.
En todo sistema hay variables cuya respuesta a los cambios en otras variables es muy
ra´pida, adaptando su valor para buscar un nuevo punto de equilibrio. En cambio, existen
otras variables cuya respuesta a los cambios es tan lenta que puede considerarse que
es independiente de los valores del resto de variables. La ecuacio´n correspondiente a una
variable de este tipo puede ser sustituida por una ecuacio´n de variable exo´gena, que permite
analizar el sistema sin tener en cuenta el mecanismo real que conecta las variables, pues
su lenta variacio´n lo hace insensible al sistema observado. Esta operacio´n se puede realizar
de dos maneras:
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1. Si una variable xi esta´ cambiando, pero la tasa de cambio depende mayoritariamente
de s´ı misma y muy poco de otras variables, entonces se pueden eliminar esas otras
variables de la expresio´n en el lado derecho de la ecuacio´n diferencial para que sea
una funcio´n so´lo de xi.
2. Si una variable wi esta´ afectada por mu´ltiples variables, pero su tasa de cambio es
muy pequen˜a, la ecuacio´n dina´mica puede ser sustituida por una ecuacio´n donde la
variable sea una constante.
Considerar una variable como exo´gena equivale a eliminar el mecanismo que regula dicha
variable del sistema bajo consideracio´n. Esto es razonable cuando la realimentacio´n que
recibe una variable del resto de variables del sistema es insignificante. Es importante
analizar con detenimiento los valores que pueden considerarse como insignificantes, pues
una mala eleccio´n puede conducir a resultados no deseados.
Estos ana´lisis son de gran relevancia, pues permiten estudiar el sistema de una forma ma´s
sencilla si se encuentra una manera de descomponer el sistema complejo en sistemas ma´s
simples que expliquen el funcionamiento global mediante un mecanismo de agregacio´n.
As´ı, si las variables de un sistema dina´mico grande se pueden dividir en subconjuntos tales
que las variables en cada subconjunto este´n ma´s fuertemente conectadas entre s´ı que a las
variables de otros subgrupos, es posible describir el comportamiento a corto plazo de cada
subsistema independientemente de lo que ocurre en los otros subsistemas. La agregacio´n
en sistemas dina´micos es ma´s que una te´cnica de abstraccio´n nume´rica, ya que el mismo
principio permite justificar la abstraccio´n de modelos incluso en los casos en que so´lo se
dispone de informacio´n cualitativa.
3.3.4. Modelado matema´tico de sistemas.
Tal como se expone en [Lay76a], cualquiera que sea el sistema considerado, ningu´n ana´lisis
cuantitativo es factible hasta que las diferentes interrelaciones existentes de las magni-
tudes del sistema, entre s´ı y con las entradas externas, se hayan expresado en te´rminos
matema´ticos. Esta afirmacio´n se puede generalizar tambie´n para los ana´lisis cualitativos.
En todo sistema real, el modelado matema´tico conduce a un compromiso entre la precisio´n
de la representacio´n y la complejidad de ca´lculo. En primera instancia, se tiende a asumir
simplificaciones de la realidad f´ısica con el fin de asegurar una formulacio´n matema´tica
ma´s sencilla. En etapas posteriores, una vez analizado el comportamiento por comparacio´n
con el modelo sencillo, puede ser necesario desarrollar modelos ma´s precisos. En cualquier
caso, es necesario conocer las limitaciones de cada modelo para no perder de vista el
comportamiento del sistema real.
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Representacio´n de sistemas.
Consideramos un sistema definido por n magnitudes: x1(t), x2(t), . . . , xn(t) cuyas inter-
relaciones se rigen por leyes f´ısicas representadas por ecuaciones diferenciales de primer
grado. Para este sistema existira´n m entradas externas: u1(t), u2(t), . . . , um(t) aplicadas
en varios puntos del mismo e influyendo sobre su comportamiento.
Las salidas del sistema se denotan como v1(t), v2(t), . . . , vp(t).
Puesto que el sistema esta´ descompuesto hasta donde es posible, el nu´mero de entradas m
nunca podra´ ser mayor que el nu´mero de magnitudes n: m ≤ n. Dado que las magnitudes
del sistema contribuyen a las salidas, e incluso alguna de ellas puede ser considerada
directamente una salida tambie´n, se cumplira´: p ≤ n.
Las interrelaciones entre las magnitudes xi y las entradas uj se pueden escribir de la forma:
dx
dt
≡ x˙r = fr(x1, x2, . . . , xn;u1, u2, . . . , um; t) (3.1)
siendo r = 1, 2, . . . , n donde fr representa funciones, que pueden no ser lineales, de varios
argumentos.
Estas ecuaciones pueden ser escritas de forma ma´s concisa como ecuaciones de matrices:
x = f(x, u, t) (3.2)
donde:
x = [x1, x2, . . . , xn] se denomina vector columna de estado,
u = [u1, u2, . . . , um] se denomina vector columna de entrada.
Esta ecuacio´n es la forma cano´nica (o esta´ndar) de la ecuacio´n de estado para un sistema
no lineal y no independiente.
Si suponemos que las salidas no son ma´s que un subconjunto de las magnitudes de estado,
entonces la ecuacio´n de salida asume la forma sencilla:
v = Cx (3.3)
donde v = [v1, v2, . . . , vm] es el vector (columna) de salida,
y C es una matriz de orden pxn,
de tal manera que cada fila contiene un u´nico elemento unidad mientras que el resto de
los valores son cero.
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La inmensa mayor´ıa de las ecuaciones diferenciales no lineales no son resolubles anal´ıtica-
mente, por lo que en caso de existir una fr no lineal entre los elementos de x es necesario
recurrir a me´todos de ca´lculo iterativos paso a paso.
3.4. Me´todos de identificacio´n de variables.
Se analizan los trabajos de [Mer98] y [SA05] para seleccionar los me´todos ma´s adaptados
en la determinacio´n de las variables que influyen en la seleccio´n de proyectos, considerando
los trabajos de mantenimiento como proyectos.
3.4.1. Investigacio´n Racionalista.
Una caracter´ıstica importante de la investigacio´n racionalista consiste en considerar que el
feno´meno en estudio existe tal cual. Es decir, que la misma debe abstraerse del entorno de
la investigacio´n, las creencias y los supuestos del investigador, que adema´s puede estudiar,
manipular y controlar a voluntad las relaciones entre variables y las observaciones de dichos
efectos.
Otra caracter´ıstica significativa de la investigacio´n racionalista se refiere a que el objetivo
de la misma es determinar las distribuciones de un conjunto de variables predefinidas en
la poblacio´n o la verificacio´n de un conjunto de relaciones tambie´n preestablecidas.
Entre las mayores ventajas de este enfoque cabe destacar la precisio´n que puede alcanzar
en las mediciones para cada variable, ofreciendo una gran capacidad de prueba y fiabilidad,
pues los resultados pueden ser corroborados por otros investigadores. Otra de las ventajas
ma´s importantes radica en ser un me´todo bien conocido y aceptado por la comunidad
cient´ıfica.
Sin embargo, entre los inconvenientes de este me´todo, hay que sen˜alar que, debido a que
los datos se recogen fuera de contexto, no pueden explicar variaciones, quiza´s cruciales,
relacionadas con el propio contexto, lo que se traducir´ıa en que resultados obtenidos apli-
cando rigurosamente este me´todo ser´ıan siempre confiables pero no siempre relevantes (en
otras palabras, los resultados podr´ıan no tener importancia).
3.4.2. Me´todo del caso.
Un estudio del caso utiliza t´ıpicamente mu´ltiples me´todos y herramientas para la reco-
pilacio´n de datos por un observador directo a partir de una serie de entidades, en un
u´nico entorno natural. En ese entorno se consideran aspectos temporales y contextua-
les del feno´meno en estudio, pero no existen controles experimentales o manipulaciones.
Los me´todos y las herramientas empleadas incluyen enfoques cuantitativos y cualitativos,
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as´ı como me´todos intrusivos y no intrusivos1. El objetivo es entender, de la manera ma´s
completa posible, el feno´meno que se estudia a trave´s de triangulacio´n perceptual, [Dav01],
consistente en la acumulacio´n de mu´ltiples entidades de apoyo utilizadas como fuentes de
ensayo para asegurar que los hechos que se recogen son correctos.
Un punto sutil pero importante aqu´ı, es que el entendimiento so´lo sera´ conocimiento dentro
de los confines del marco de percepcio´n de alguien, por lo general, el investigador. Es decir,
la comprensio´n que se logra so´lo tiene sentido en el marco de supuestos, creencias y puntos
de vista expresados por el investigador, por lo general basados en su propia experiencia.
Entre la ventajas ma´s importantes de este me´todo cabe destacar:
El feno´meno puede ser estudiado en su entorno natural con todos los para´metros
significativos presentes, de modo que el conocimiento es adquirido mediante la ob-
servacio´n del estado real, lo que confiere gran relevancia a las propuestas teo´ricas.
El me´todo del caso permite la pregunta mucho ma´s significativa de por que´, en lugar
de so´lo que´ y co´mo, pues permite comprender mejor la naturaleza y complejidad del
feno´meno al analizarlo como un todo.
Este me´todo se presta especialmente en investigaciones innovadoras y exploratorias
donde las variables son au´n desconocidas y el feno´meno no esta´ bien comprendido.
Por contra, entre sus inconvenientes, podemos citar:
Se requiere observacio´n directa sobre el caso real, lo que genera a) costes, b) tiempo,
c) dificultades de acceso, d) la necesidad de mu´ltiples me´todos y herramientas, e) falta
de controles, f) las complicaciones del contexto, g) y la dina´mica temporal.
Falta de familiaridad con sus procedimientos para otros investigadores; para muchos
la investigacio´n cualitativa, en general, se percibe como si tuviera tendencia a errores
de construccio´n, mala validacio´n y cuestionable generalizacio´n.
A pesar de esos inconvenientes, el me´todo del caso cumple con las reglas del rigor cient´ıfico:
Observaciones controladas. Se observan feno´menos naturales en su propio entorno.
Son observaciones del mismo tipo que las utilizadas en medicina y antropolog´ıa.
Deducciones controladas. La aplicacio´n de las reglas de la lo´gica formal a propo-
siciones verbales, palabras y sentencias permite obtener teor´ıas va´lidas sin utilizar
ningu´n nu´mero (aunque a veces puede ser necesario en aras de una mayor precisio´n).
Sin embargo, la deduccio´n lo´gica no requiere del uso de las matema´ticas en el caso
ma´s general.
1Se pueden usar datos financieros, entrevistas, memorandos, planes de negocio, organigramas, herra-
mientas y otros elementos f´ısicos, as´ı como observaciones sobre las acciones e interacciones de la direccio´n
o empleados.
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Resultados replicables. Debido a que casi nunca se pueden duplicar exactamen-
te las mismas condiciones en otra situacio´n, la replicabilidad se logra mediante la
aplicacio´n de la teor´ıa obtenida del caso concreto a otro caso con condiciones ligera-
mente diferentes, que podr´ıan conducir a otra prediccio´n. Incluso en el caso de que
la prediccio´n fuese distinta, es posible corroborar la teor´ıa mediante este sistema.
Resultados generalizables. Para poder generalizar los resultados de un estudio de
investigacio´n hay tres me´todos principales:
• Incluir tantas variables independientes como sea posible, de modo que cualquier
situacio´n que incluya los mismos factores podra´ ser incluida en la teor´ıa. Es
deseable que la inclusio´n de variables adicionales no requiera mayor complejidad
en la teor´ıa que se esta´ desarrollando, ya que la simplicidad teo´rica es siempre
una caracter´ıstica deseable de cualquier investigacio´n.
• Incluir mu´ltiples poblaciones en el estudio original para desarrollar una teor´ıa
con mayor comprensio´n del feno´meno estudiado. Esta situacio´n es habitual
cuando se analizan dos sectores de actividad diferentes respecto a un mismo
feno´meno y se sospecha que el sector es irrelevante para ese feno´meno.
• Probar la teor´ıa original en poblaciones alternativas.
La generalizacio´n es un proceso inductivo ma´s amplio que la simple proyeccio´n es-
tad´ıstica de los resultados obtenidos para una muestra de la poblacio´n y, por lo tanto,
no hay ningu´n inconveniente en aplicarla a resultados cualitativos. En este senti-
do, un caso u´nico estudiado a fondo hasta su comprensio´n, puede ser tanto o ma´s
ilustrativo para establecer una teor´ıa perfectamente generalizable como un conjunto
amplio de casos estudiados someramente sobre los que se aplican leyes estad´ısticas
para inferir la misma comprensio´n del feno´meno.
3.4.3. Seleccio´n del me´todo.
El me´todo del caso parece el ma´s adecuado para acometer el estudio de sistemas distri-
buidos de gran taman˜o debido:
1. A la forma de obtener informacio´n, consistente en controles naturales. Estos con-
troles se determinan en la fase de disen˜o del estudio. Este tipo de controles han
sido aplicados durante siglos por cient´ıficos reputados como son los astro´nomos y
geo´logos. Garantizan el rigor cient´ıfico pues esta´n claramente definidas.
2. Es posible observar directamente el sistema en su estado natural. Sobre dichas ob-
servaciones se emplea la lo´gica como herramienta para inferir las relaciones entre las
variables en lugar de me´todos estad´ısticos aplicados sobre una muestra de la pobla-
cio´n. Las colecciones de datos, observaciones, triangulacio´n y reglas lo´gicas permiten
51
3. Descripcio´n de las alternativas.
conseguir deducciones e inferencias con el mismo valor cient´ıfico que la aplicacio´n de
me´todos matema´ticos y estad´ısticos.
3. Puesto que los para´metros esta´n impuestos por el entorno, este me´todo se centra
en identificar las variables, estimar su variabilidad, su influencia en el proceso y en
comprender el funcionamiento y las interrelaciones.
Por todo lo expuesto, nos centraremos en dicho me´todo como eje central de la determina-
cio´n de las variables.
3.5. Representacion del conocimiento de las variables.
En todo sistema f´ısico complejo intervienen mu´ltiples elementos. La dificultad para se-
leccionar las variables que caracterizan completamente el sistema y su comportamiento,
tanto interno como en su interaccio´n con el entorno, esta´ ligada al principio de la comple-
jidad y la creciente variedad de componentes, equipos, ma´quinas, procesos que requieren
un conocimiento significativo de las leyes que los gobiernan.
Otra dificultad importante viene impuesta por la falta de disponibilidad de te´cnicos expe-
rimentados, expertos de dominio, que conozcan en detalle cada proceso u operacio´n que
ocurre dentro del sistema.
Cuando se produce un fallo que no se resuelve en el tiempo previsto, puede llegar a causar
la inactividad del sistema y, por consiguiente, la ca´ıda de la produccio´n y el aumento de
costes. Aqu´ı radica la importancia del adecuado mantenimiento para las empresas.
El razonamiento basado en casos es una te´cnica metodolo´gica que permite identificar las
variables que afectan a un sistema provocando determinados efectos, tal como se ha ex-
puesto anteriormente. Tambie´n ofrece la reutilizacio´n de la experiencia pasada al facilitar
la adquisicio´n de conocimientos y el intercambio del mismo entre procesos, creando la
oportunidad de aprender de las experiencias. En el mundo real, un experto interviene
para diagnosticar un fallo de cualquier sistema industrial. El experto trata de recordar
experiencias pasadas de fallos observados en situaciones similares que pueden conducir a
resultados similares. E´ste es el comportamiento que se trata de reproducir al utilizar el
Razonamiento Basado en el Caso (CBR).
Este conocimiento adicional se basa en el modelado del conocimiento que viene dado por
un modelo de representacio´n en forma de ontolog´ıa de dominio. El termino Ontolog´ıa se
utiliza en filosof´ıa desde los tiempos de Aristo´teles ([AP81], quien creo´ una ontolog´ıa de las
sustancias para tratar de adquirir conocimientos del mundo real a partir de la experimen-
tacio´n del mismo. Durante las u´ltimas de´cadas, el concepto de Ontolog´ıa Filoso´fica (escrito
con mayu´scula) ha originado la ontolog´ıa computacional que hace referencia a la formu-
lacio´n de conceptos y sus relaciones taxono´micas dentro del dominio, de forma rigurosa
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y exhaustiva. Este concepto es de uso intensivo en Inteligencia Artificial para describir a
usuarios y entorno de forma accesible, interpretable y modificable ([HL09a],[CFLGP07a]).
Dentro de la ingenier´ıa, una tarea muy importante es la elaboracio´n de modelos que des-
criban sistemas f´ısicos, para especificar los productos y para describir su interaccio´n con
el entorno. Tradicionalmente, cada modelo se elaboraba para un propo´sito espec´ıfico y,
por tanto, un mismo elemento pod´ıa modelarse de varias maneras. En la actualidad, el
desarrollo de las tecnolog´ıas ha propiciado la incorporacio´n de las ontolog´ıas fuera de las
a´reas filoso´ficas y computacionales para facilitar los entornos colaborativos [GW12].
Construir una ontolog´ıa es decidir que´ entes o individuos existen, los conceptos y propie-
dades que los caracterizan y las relaciones que los unen.
Para identificar las variables, se desarrollara´ una ontolog´ıa de dominio, que contendra´ los
conceptos y el vocabulario que describira´n el campo de estudio. Dentro de esta ontolog´ıa
estara´n definidos los elementos, sus caracter´ısticas y las operaciones que les afectan.
En muchas situaciones, los problemas que encuentran los seres humanos se resuelven con un
equivalente humano de CBR. Cuando una persona se encuentra con una nueva situacio´n
o problema, a menudo se referira´ a una experiencia pasada obtenida en la resolucio´n de
un problema similar. Si la experiencia la vive otra persona, se habra´ an˜adido el caso a
la memoria colectiva humana ya sea por transmisio´n oral o escrita de esa experiencia. La
idea del CBR es intuitivamente atractiva por su similitud con el comportamiento humano
para resolver problemas.
Por lo tanto, CBR implica un razonamiento a partir de situaciones anteriores: retener un
recuerdo de su definicio´n, sus variables y sus soluciones para resolver nuevos problemas en
funcio´n de ese conocimiento. Este es el principio que inspira la investigacio´n sobre el uso
de inteligencia artificial en la resolucio´n de problemas, sus fases se muestran en la figura
3.1 y se describen a continuacio´n.
3.5.1. Modelado del conocimiento.
El proceso de modelado del conocimiento seguira´ entonces las siguientes fases [NDHMTK12]:
1. Se presenta un problema a un razonador basado en casos.
2. El razonador basado en casos busca en la memoria de casos del pasado otros casos
que tengan las mismas especificaciones que el problema del nuevo caso bajo ana´lisis.
3. Cuando se encuentra un caso ide´ntico al actual, si la solucio´n que se le dio se considera
acertada, se ofrecera´ la misma solucio´n para el problema actual.
4. Normalmente los casos recuperados no son ide´nticos al caso actual en ana´lisis y es
necesaria una fase de adaptacio´n. Durante dicha adaptacio´n, primero se identifican
las diferencias entre los casos actuales y recuperados para posteriormente modificar
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la solucio´n teniendo en cuenta estas diferencias. La solucio´n devuelta en respuesta
a la especificacio´n del problema actual puede entonces ser adecuadamente juzgada
para la configuracio´n del dominio considerado.
5. En el nivel ma´s alto de abstraccio´n, un sistema de razonamiento basado en casos
puede ser visto como un caja negra, representado a menudo por un ciclo que incorpora
el mecanismo de razonamiento y los siguientes pasos representados gra´ficamente en
la figura 3.1:
a) La especificacio´n de entrada o Caso que plantea el nuevo problema.
b) La salida que define una propuesta de solucio´n al problema.
c) La memoria de los casos anteriores, la base de casos, a la que se hace referencia
por el mecanismo de razonamiento.
Figura 3.1: Fases del razonamiento basado en Casos (CBR)
La viabilidad del CBR como elemento de apoyo a la toma de decisiones, utilizando la
experiencia de situaciones del pasado para gestionar las nuevas situaciones, esta avalada
por numerosos estudios. De hecho, CBR y la gestio´n del conocimiento persiguen el mismo
objetivo: la adquisicio´n y la reutilizacio´n de la experiencia o el conocimiento pasado.
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3.5.2. Razonamiento sobre ontolog´ıas.
El enfoque propuesto incluye el uso de ontolog´ıas para construir modelos de conocimien-
to de dominio general. Aunque en un sistema CBR la principal fuente de conocimiento
es el conjunto de experiencias anteriores, nuestro enfoque de CBR se orientara´ hacia las
aplicaciones integradas que combinan el conocimiento espec´ıfico del caso con los mode-
los de conocimiento de dominio general. Cuanto ma´s conocimiento este´ incrustado en el
sistema, ma´s eficaz se espera que sea. Los procesos CBR sema´nticos pueden aprovechar
este conocimiento del dominio y obtener resultados ma´s precisos. Los grandes sistemas,
como los sistemas ele´ctricos, se disen˜an y construyen para realizar un largo ciclo de vida.
Es de esperar que, durante esa vida, se produzcan mu´ltiples cambios que les afectan. Los
cambios pueden tener causas internas, por los propios cambios naturales de los elementos
que componen el sistema, y causas externas, debidos a las influencias del entorno en el que
se ubica el sistema. A la hora de utilizar un modelo de conocimiento que permita afron-
tar los retos de la toma de decisio´n en estas circunstancias, la utilizacio´n de ontolog´ıas
presenta ventajas frente a las bases de datos/taxonomı´as que se han empleado tradicio-
nalmente como base de la toma de decisiones. Sin embargo, este paso requiere que, en el
disen˜o de las ontolog´ıas empleadas para describir el sistema, se haya tenido en cuenta la
necesidad de adaptacio´n a los cambios sin perder la historia pasada del sistema, pues el
pasado condiciona el estado actual del mismo [GW12]. El estado actual de las ontolog´ıas
permite conceptualizar mejor las necesidades para el modelado de los procesos empresaria-
les al integrar fuentes de informacio´n diversas, como pueden ser procedimientos, eventos,
descripciones, planos, componentes, modelos, etc, y manipularlas de manera simulta´nea.
En los sistemas de CBR, las ontolog´ıas juegan un papel importante, pues aportan un vo-
cabulario para describir los casos, una estructura de conocimiento que facilita encontrar
los casos y sirven como fuente de conocimiento que permite el razonamiento sema´ntico en
los me´todos de ca´lculo de similitud, la adaptacio´n y el aprendizaje basado en la aplicacio´n
de proceso de razonamiento. Una ventaja adicional, aprovechada en este trabajo, es la
versatilidad que supone el uso de las ontolog´ıas y los me´todos de decisio´n muticriterio
como herramientas de soporte a la decisio´n. Esta ventaja se desarrolla en el cap´ıtulo 4 en
la aplicacio´n pra´ctica de seleccio´n de trabajos de mantenimiento. Las etapas necesarias
para modelar el sistema en estudio se desarrollan en los apartados siguientes.
Desarrollo de las ontolog´ıas.
1. Se construye un ontolog´ıa que recoge el conocimiento sobre las instalaciones necesario
para planificar los trabajos.
2. Se obtiene la ontolog´ıa de las instalaciones para determinar los criterios apropiados
para disen˜ar un modelo que incluya las preferencias del decisor y las caracter´ısticas
del contexto para la planificacio´n de las tareas.
55
3. Descripcio´n de las alternativas.
3. Se desarrollan un modelo de preferencias del decisor y un modelo de contexto utili-
zando los criterios obtenidos.
4. Con el fin de combinar esos modelos para crear una planificacio´n de trabajos u´til para
el decisor se emplea una te´cnica de decisio´n multicriterio basada en una estructura
jera´rquica y comparacio´n de pares.
5. Finalmente, el resultado final del algoritmo se implementa y verifica en una aplicacio´n
pra´ctica.
Arquitectura de planificacio´n de los trabajos basada en ontolog´ıas.
El uso de una ontolog´ıa para la toma de decisiones permite presentar al decisor informa-
cio´n sobre sus preferencias y sobre el contexto. En el presente trabajo, para desarrollar
un me´todo de planificacio´n de trabajos de mantenimiento de instalaciones, se disen˜o´ un
modelo abstracto basado en una ontolog´ıa de entidades y trabajos. Un modelo conceptual
establece una estrategia de trabajo, un esquema general de conceptos y sus interrelacio-
nes [W+03]. En el modelo presentado aparecen los componentes esenciales: la ontolog´ıa
disen˜ada, los criterios, el modelo y un sistema Sistema de Informacio´n Geogra´fica (GIS),
necesario para ubicar las tareas en el espacio.
Criterios utilizados en la ontolog´ıa de planificacio´n de trabajos.
Para ajustar el sistema de soporte a la toma de decisiones en la planificacio´n de trabajos
de mantenimiento, es muy importante determinar todos los criterios relativos a cada tra-
bajo. En este estudio, utilizaremos un me´todo basado en ontolog´ıas para obtener dichos
criterios. El uso de ontolog´ıas es una manera de compartir, reutilizar y procesar conoci-
mientos recurrente en la literatura cient´ıfica de los u´ltimos an˜os, aplicadas a diversas a´reas
adema´s de la computacio´n, donde tuvo sus or´ıgenes. Las ontolog´ıas representan un nivel
de descripcio´n sobre el conocimiento de un sistema que es independiente de la estructura
interna de la misma. El uso de una ontolog´ıa ofrece algunas ventajas como determinar los
criterios apropiados para el decisor y el modelado del contexto, jugando un papel alterna-
tivo a la presencia de expertos en el proceso de toma de decisiones, permitiendo inferencias
y modelando el conocimiento sobre el dominio.
En este estudio, se utilizan las ontolog´ıas como una herramienta que permite imitar el papel
de los expertos, con memoria de experiencias pasadas, en procesos de toma de decisiones.
Adema´s permiten interactuar con el sistema para tareas de ana´lisis en la generacio´n de
nuevo conocimiento. En primer lugar se genera una ontolog´ıa de dominio espec´ıfico.
Ontolog´ıa de dominio espec´ıfico. El modelo conceptual se define por medio de una
ontolog´ıa de dominio espec´ıfico, que consiste en un conjunto de expresiones dentro del mo-
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delo cuyo propo´sito es representar algu´n aspecto de los objetos modelados al tiempo que
describen el conocimiento del dominio para la evaluacio´n del modelo de toma de decisiones.
En general, una ontolog´ıa de dominio espec´ıfico modela una parte del mundo real. Repre-
senta el significado particular de los te´rminos en dicho dominio. Adicionalmente, aporta
una estructura conceptual del problema subyacente, donde la informacio´n es recogida y
orientada para el sistema estudiado.
En primer lugar, se investigo´ la existencia de una ontolog´ıa apropiada para la representa-
cio´n de los trabajos de mantenimiento en instalaciones ele´ctricas. Una vez confirmado que
las ontolog´ıas existentes no representan con el nivel de detalle requerido las tareas objeto
de este estudio, se opto´ por construir una ontolog´ıa de dominio espec´ıfica adaptada al caso
de estudio [NK09a].
Ontolog´ıa de Entidades Una vez establecida la ontolog´ıa de dominio espec´ıfico, se
crea la ontolog´ıa de entidades.
Para este estudio, el concepto de entidad hace referencia a cada uno de los elementos que
componen las instalaciones:
Redes → Circuitos y Subestaciones
Para la creacio´n de la ontolog´ıa de entidades se determinaron las caracter´ısticas propias de
cada entidad pensando en la influencia en la seleccio´n de trabajos. Dichas caracter´ısticas se
dividen en dos grupos: variables de contexto y variables de usuario decisor. En las variables
del decisor incluyen factores que definen las preferencias del decisor.
La ubicacio´n geogra´fica de una entidad es un factor importante en el conocimiento del
contexto. Por ello sera´ necesario utilizar un mo´dulo GIS para caracterizar dicha variable.
Ontolog´ıa de trabajos Para completar el modelo de decisio´n, se creo´ una ontolog´ıa de
trabajos en la que se recogen las caracter´ısticas de los mismos que son u´tiles para la toma
de decisio´n. En cada trabajo concurren factores intr´ınsecos y extr´ınsecos.
3.5.3. Aplicacio´n de razonamiento basado en casos.
Este componente se utiliza para el diagno´stico del problema mediante las cuatro tareas
del proceso CBR:
1. Recuperar los casos ma´s similares.
2. Reutilizar conocimientos para resolver el problema.
3. Revisar la solucio´n propuesta.
4. Retener la experiencia.
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Se implementara´ atendiendo a los siguientes principios:
Representacio´n del Caso. Los casos en la base de casos se deben describir por
medio del vocabulario proporcionado por el modelo de dominio. Esta descripcio´n
debe permitir decidir sobre el tipo y la estructura del caso dentro del dominio de
conocimiento.
Bu´squeda y recuperacio´n de casos. Cuando tratamos con ontolog´ıas, la propia es-
tructura jera´rquica de la misma influye en el concepto de similitud de la evaluacio´n.
Existen dos formas ba´sicas de recuperar casos:
• Recuperacio´n basada en la Clasificacio´n. Se construye un concepto o una des-
cripcio´n individual utilizando las restricciones especificadas en la consulta. Este
concepto/individuo se clasifica para finalmente recuperar todos los elementos
relacionados con e´l en la base de casos.
• Recuperacio´n Computacional. Utiliza funciones nume´ricas de similitud para
evaluar y ordenar los casos con respecto a la consulta. El uso de representaciones
estructuradas de los casos requiere enfoques para la evaluacio´n de la similitud
que permiten la comparacio´n de dos objetos estructurados de forma diferente,
en particular, los objetos que pertenecen a diferentes clases de objetos.
El objetivo es determinar la similitud entre dos objetos, es decir, un objeto que
representa el caso (o una parte de ella) y un objeto que representa la consulta (o
una parte de ella). Una manera de determinar dicha similitud es hallar para cada
atributo simple, una medida de similitud local entre los dos valores de atributo de
ambos objetos, y para cada elemento relacionado con dicho atributo se realizara´ una
medida de similitud comparando recursivamente los dos sub-objetos relacionados.
A continuacio´n, los valores de los para´metros locales y relacionales de similitud se
agregan a la similitud global entre los objetos que se comparan.
Adaptacio´n del Caso. La adaptacio´n del caso juega un papel fundamental en la ca-
pacidad de los sistemas de CBR para resolver nuevos problemas. El enfoque deseado
se fundamenta en la representacio´n expl´ıcita de conocimiento terminolo´gico gene-
ral sobre el dominio. De esa manera, la adaptacio´n del conocimiento se representa
expl´ıcitamente en la taxonomı´a del dominio de conocimiento, indicando que los ca-
sos individuales que esta´n cerca en la taxonomı´a son eventualmente intercambiables.
Se propone utilizar un modelo basado en la ontolog´ıa y un esquema de adaptacio´n
basado principalmente en eliminaciones y sustituciones, fa´cilmente adaptable. Las
dependencias dentro de un caso se representan expl´ıcitamente con el fin de orientar
la adaptacio´n.
• Si se retira un elemento tambie´n se eliminan los elementos dependientes.
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• Si un elemento e1 se sustituye por otros elementos e2 entonces los elementos
dependientes son sustituidos.
La bu´squeda de sustitutos es guiada por la ontolog´ıa. Se requiere adaptacio´n cuando
el caso recuperado: a) no cumple todos los objetivos necesarios establecidos en la
consulta, o b) cuando el caso recuperado resuelve metas que son diferentes de los de
la consulta. Habra´ que suprimir y/o sustituir elementos para adaptar los resultados
al nuevo caso. En [NDHMTK12] se propone un mecanismo de adaptacio´n en el
que se propagan los cambios de la descripcio´n a los elementos de la solucio´n, de la
siguiente manera:
• Se obtiene la lista L de casos individuales que necesitan ser adaptados. Para
ello se sigue una trayectoria relacional de un concepto.
• Cada elemento de L se sustituye por otro nuevo adecuado. La bu´squeda de
sustitutos adecuados se lleva a cabo de manera especializada aprovechando la
lo´gica descriptiva sobre la base de conocimiento de casos y aplicando funciones
de similitud para encontrar un sustituto que sea similar al sustituido.
• Se sustituyen elementos que dependen de otros donde la solucio´n ya ha sido
adaptada.
Mediador. Es responsable por un lado de mantener la consistencia de la base de
conocimiento y, por otro, de inferir nuevos conocimientos que no esta´n expl´ıcitamente
definidos, pero que pueden ser deducidos.
3.6. Influencia de las variables.
El uso de la palabra sistema implica dos conceptos esenciales [Lay76b]:
1. El concepto de interaccio´n entre un conjunto de entidades contenida dentro del sis-
tema considerado,
2. El concepto de un l´ımite, real o imaginario, separando los elementos internos al
sistema de los elementos externos.
En los sistemas f´ısicos, las entidades de intere´s son las magnitudes (generalmente variables
en el tiempo) de ciertas cantidades f´ısicas presentes en el sistema, estas magnitudes es-
tara´n relacionadas entre s´ı por leyes f´ısicas. Las influencias externas al sistema considerado
producen efectos sobre las magnitudes internas del sistema. Sin embargo, la influencia no
tiene por que´ ser rec´ıproca y, por lo tanto, el comportamiento de las variables externas
puede ser completamente arbitrario a lo largo del tiempo, al no estar influenciado por los
cambios del sistema.
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Cuando se trata de controlar un sistema, el objetivo consiste en regular determinadas
magnitudes para lograr que var´ıen a lo largo del tiempo de una manera determinada. Esas
magnitudes sera´n las salidas del sistema. Normalmente las salidas de todo sistema sera´n
medibles. Es importante sen˜alar que los l´ımites del sistema son completamente ela´sticos,
se pueden fijar o cambiar a voluntad con la precaucio´n de recordar cua´les son los l´ımites
en cada momento del ana´lisis.
3.6.1. Las variables en el control de procesos.
La naturaleza se presenta en forma de procesos con una lo´gica ba´sica de causa-efecto. Las
leyes naturales de causa-efecto son de aplicacio´n en los sistemas descritos anteriormen-
te. Una representacio´n t´ıpica de los procesos productivos es el esquema de la figura 3.2,
utilizado en la literatura sobre sistemas de control.
Figura 3.2: Representacio´n esquema´tica de un proceso.
Los procesos evolucionan con el tiempo de acuerdo a su propia dina´mica, en general sujeta
a cambios, y en respuesta a acciones externas, que sera´n modeladas como entradas del
sistema. Las variables de entrada se pueden agrupar en dos grandes tipos:
Variables de control. Variables normalmente medibles, cuyo valor de entrada puede
ser ajustado o regulado de alguna manera conocida.
Perturbaciones. Variables, medibles o no, cuyo valor de entrada es desconocido, lo
mismo que las leyes de su variacio´n.
La principal diferencia entre ambas consiste en que so´lo las primeras pueden ser manipu-
ladas.
Estrategia ba´sica de control.
El objetivo ba´sico de controlar un proceso es lograr que la salida del mismo sea la que se
quiere conseguir. Lo podemos expresar matema´ticamente como:
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yˆ(k + 1|k) = yd(k + 1|k) (3.4)
siendo:
yˆ(k + 1|k) la salida real del sistema en el instante k + 1 predicha en el instante k
y
yd(k + 1|k) la salida deseada en el instante k + 1 calculada en el instante k.
Control de procesos actuando sobre las variables de entrada.
El autor [SR05a] afirma que es posible predecir el comportamiento de los procesos f´ısicos
en instantes discretos de tiempo consecutivos sin entrar en un ana´lisis profundo del com-
portamiento de cada uno de los elementos que componen el sistema, cuya representacio´n
matema´tica incluir´ıa resolver un sistema de ecuaciones diferenciales mucho ma´s comple-
jo y de para´metros desconocidos. Propone un modelo que incorpora los estados de las
variables en dos instantes de control anteriores para calcular una curva de tendencia que
permita calcular el valor de la salida en instantes futuros. De manera gene´rica, se puede
describir un proceso monovariable mediante la siguiente ecuacio´n:
yˆ(k + 1) =
n∑
i=1
aiy(k + 1− i) +
m∑
j=1
bju(k + 1− j) +
p∑
h=1
chw(k + 1− h) + ∆(k) (3.5)
donde y, u y w representan las variables de salida, entrada y perturbaciones medibles, y
ai, bj , ch son las para´metros que ponderan la influencia de dichas variables en la prediccio´n
hecha por el modelo. El vector de perturbaciones ∆(k) representa los ruidos y las pertur-
baciones no medibles que influencian el proceso. Este vector permite el ajuste de la salida
yˆ(k+1) a la salida real obtenida y(k+1) en sucesivos per´ıodos de muestreo. La tendencia
natural ser´ıa incorporar la mayor cantidad de datos histo´ricos disponibles. Sin embargo, la
curva de tendencia podr´ıa modificarse para ajustarse a los valores ma´s antiguos y perder
precisio´n en la prediccio´n. El resultado del modelo no tiene por que´ ser necesariamente
mejor por ese motivo2 pues los valores medidos ma´s antiguos tendra´n normalmente una
influencia menor en el valor estimado actual, y, por tanto, los valores ma´s recientes sera´n
los ma´s relevantes.
Del mismo modo, la tendencia a incluir ma´s variables en el modelo tampoco redundara´ ne-
cesariamente en una mejora de la prediccio´n. La influencia de la mayor´ıa de las variables
2Los datos de la temperatura de la habitacio´n tomados cada 5 minutos durante 24 horas son elementos
de confusio´n ma´s que ayudar en la prediccio´n. Si ayer estaba nublado a las 15:00 y la temperatura exterior
era de 15oC y hoy hace sol y la temperatura a las 15:00 es de 22oC, las variaciones de temperatura en
ambos casos sera´n muy diferentes y la evolucio´n de ayer en el intervalo de 15:00 a 15:05 no revelara´ nada
sobre co´mo va a evolucionar hoy la temperatura de 15:00 a 15:05.
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no se dejara´ notar en instantes consecutivos, por lo que se pueden considerar constantes y
eliminarlas del modelo sin pe´rdida de precisio´n3
De manera gene´rica, describiremos un proceso multivariable mediante la siguiente ecua-
cio´n:
Yˆ (k + 1) =
n∑
i=1
AiY (k + 1− i) +
m∑
j=1
BjU(k + 1− j) +
p∑
h=1
ChW (k + 1− h) + ∆(k) (3.6)
donde Y, U yW son los vectores de salidas, entradas y perturbaciones medibles, yAi, Bj , Ch
son las matrices de pesos que ponderan la influencia de dichos vectores en la prediccio´n
hecha por el modelo. El vector de perturbaciones ∆(k) representa los ruidos y las pertur-
baciones no medibles que influencian el proceso. Este vector permite el ajuste de la salida
Yˆ (k + 1) a la salida real obtenida Y (k + 1) en sucesivos per´ıodos de muestreo.
Control Predictivo de procesos.
El control Predictivo se introdujo en 1974 en [MS74] y se expresa de la siguiente forma
”Basa´ndose en un modelo del proceso, el control predictivo es el que hace que la salida
dina´mica del proceso predicha por un modelo sea igual a una salida dina´mica deseada
convenientemente elegida”. En la figura 3.3 se representa gra´ficamente este concepto.
Figura 3.3: Representacio´n esquema´tica del control predictivo de un proceso.
U(k) =
Yd(k + 1)−
∑n
i=1AiY (k + 1− i)−
∑m
j=2BjU(k + 1− j)−
∑p
h=1 ChW (k + 1− h)−∆(k)
B1
(3.7)
El control predictivo permite conseguir las salidas deseadas del proceso modificando las
entradas, es decir, es el que cumple que:
3Del mismo modo, no por incorporar ma´s variables al modelo, e´ste va a ser ma´s preciso. En el mismo
supuesto, variables como la temperatura exterior o la humedad relativa del aire condicionan la evolucio´n
de la temperatura de la habitacio´n, pero su variacio´n en el tiempo va a ser ma´s lenta, por lo que influyen
casi ide´nticamente en los instantes t(k − 1), t(k) y t(k + 1). De tal manera que, al eliminarlos de todas las
ecuaciones, el resultado va a ser muy similar.
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Yˆ (k + 1) = Yd(k + 1) (3.8)
Si la prediccio´n realizada por el modelo es correcta, la aplicacio´n de control predictivo en
intervalos regulares de tiempo hara´ que los sucesivos valores de las variables de salida,
medidas en cada intervalo, sean iguales a los sucesivos valores predichos, es decir, las
variables medidas seguira´n una trayectoria deseada que, si se ha elegido para que sea
f´ısicamente realizable, permitira´ obtener la salida pretendida de manera ra´pida y eficaz.
Sobre esta idea, se construira´ el modelo de decisio´n en el cap´ıtulo 4 pero previamente es
necesario comprender algunos efectos que condicionan este modelo antes de aplicarlo en
situaciones reales. En todo proceso, los cambios en las variables o las perturbaciones que
le afectan, producira´n dos efectos:
1. Tendera´n a desviar de la consigna la variable bajo control.
2. Cambiara´n la relacio´n dina´mica entre las variables de entrada y salida del proceso.
Cuando se intenta predecir lo que ocurrira´ en el futuro, el peor efecto es el cambio en
la dina´mica del proceso. Puesto que nuestra intencio´n es replicar la intuicio´n humana
a la hora de tomar decisiones, es necesario recurrir a un u´nico modelo matema´tico que
cubra el proceso mientras no haya intervencio´n humana, siendo capaz de resolver todos
los problemas que se le presenten. Si el proceso cambia, el modelo debe cambiar o el error
cometido por el ”no cambio” debe ser admisible (perdida de eficiencia, retrasos,. . . )
Un modelo predictivo basado en para´metros esta´ticos no es u´til en un entorno no contro-
lado, pues las variaciones en las variables y las perturbaciones del entorno de operacio´n
se producen de forma natural. Nuestro objetivo es conseguir un modelo que permita
conocer con precisio´n la salida del proceso a partir de las entradas del mismo. En los sis-
temas complejos, la opcio´n del ana´lisis exhaustivo de todas las variables que intervienen,
suponiendo que fuese posible matema´ticamente, ser´ıa restrictivo por el volumen de datos
que es necesario manejar. En este ambiente, se vuelve muy interesante la idea de ajustar
los para´metros de un modelo que se adapte al proceso y permita predecir la salida con
precisio´n, con un conocimiento limitado de las variables o perturbaciones del entorno.
Sistemas adaptativos.
La idea de la adaptacio´n aplicada a sistemas fue propuesta inicialmente en trabajos como
[A˚E71] y [Men73]. Se basa en dotar al modelo de prediccio´n de un mecanismo de adap-
tacio´n. Para adaptarse, es necesario replicar el proceso de aprendizaje humano utilizando
la informacio´n disponible. Esta informacio´n vendra´ dada fundamentalmente por las varia-
bles de entradas y salidas del modelo predictivo que se pretende ajustar y por los propios
errores de prediccio´n del modelo. Dichos errores, al producirse en los sucesivos instantes de
muestreo, ira´n an˜adiendo un valor incremental sobre el conocimiento previo de la dina´mica
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del proceso. Este conocimiento se representa por el cambio del valor de los para´metros del
modelo.
Matema´ticamente, la expresio´n ser´ıa la siguiente:
ai(k) = ai(k − 1) + ∆ai(ε(k)); i = 1, 2, . . . (3.9)
bi(k) = bi(k − 1) + ∆bi(ε(k)); i = 1, 2, . . . (3.10)
siendo ai y bi los para´metros de ponderacio´n de los vectores de salida y(k) y de entradas
u(k) respectivamente.
En lenguaje natural, esto significa que el valor de cada uno de los para´metros del modelo
en el instante de muestreo k sera´ generado por el mecanismo de adaptacio´n, sumando al
valor del para´metro en el instante anterior k− 1 una funcio´n incremental que depende del
error de prediccio´n ε(k) producido en el instante k. De esta forma se consigue [CMSSF86]:
Si en el instante k el modelo produce la salida deseada sin error (ε(k) = 0), parece
evidente que interesa conservar el conocimiento que poseemos de la dina´mica del
proceso y, por tanto, los para´metros no deben variarse.
En el caso de que el error en el instante k fuese distinto de cero, habra´ que variar
los para´metros del modelo para corregir el desv´ıo. Esa correccio´n se hara´ sobre los
valores previos de los para´metros del modelo (que aportan la base de conocimiento)
mediante una funcio´n incremental que aporta el nuevo conocimiento aprendido en el
ultimo muestreo.
Figura 3.4: Esquema de un sistema adaptativo simple.
Los sistemas adaptativos en sistemas industriales responden en general a un esquema tal
como el representado en la Figura 3.4. La sen˜al de entrada al proceso se aplica simulta´nea-
mente al modelo adaptativo y las salidas de ambos se comparan para producir una sen˜al
de error, a partir de la cual un mecanismo de correccio´n ajusta los para´metros del modelo
adaptativo. Al identificar las entradas y salidas del proceso como u´nicos elementos de con-
trol del mismo, cuya relacio´n dina´mica viene determinada intr´ınsecamente por ecuaciones,
se produce una notable simplificacio´n del problema. No hay que conocer todas las varia-
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bles ni calcular todas sus variaciones, pues el modelo incorpora todo ese conocimiento en
el valor de los para´metros en los instantes de muestreo anteriores. La operacio´n de este
tipo de mecanismos de adaptacio´n asegura que el valor absoluto del error considerado por
el modelo permanecera´ acotado, a partir de un cierto instante de muestreo, por el menor
l´ımite posible de acuerdo con el nivel de ruidos y perturbaciones actuando sobre el proceso.
Si no existieran ruidos y perturbaciones, el error tender´ıa asinto´ticamente hacia cero.
Modelo de referencia.
Vamos a aplicar el principio de superposicio´n de acciones para conseguir el objetivo desea-
do: alcanzar el valor de salida deseado en el menor tiempo posible y con la trayectoria ma´s
ajustada posible a la forma de transicio´n deseada.
Partimos del modelo general:
y(k) =
n∑
i=1
aiy(k − i) +
m∑
i=1
biu(k − i) +
p∑
i=1
chw(k − i) + ∆(k) (3.11)
donde
y(k − i), u(k − i), w(k − i) son las salidas, entradas y perturbaciones medibles del proceso
en el instante k − i respectivamente y ∆(k) representa las perturbaciones del proceso.
La prediccio´n que este modelo permite hacer para el instante k + 1 en el instante k sera´:
yˆ(k + 1|k) =
n∑
i=1
aˆiy(k + 1− i) +
m∑
i=1
bˆiu(k + 1− i) (3.12)
La trayectoria deseada proyectada TDPk permite calcular la salida en k + 1 mediante la
ecuacio´n:
yd(k + 1|k) =
p∑
i=1
αiy(k + 1− i) +
q∑
i=1
βiysp(k + 1− i) (3.13)
Y en este punto es posible calcular la entrada del proceso con la siguiente ecuacio´n:
u(k) =
yd(k + 1|k)−
∑nˆ
i=1 aˆiy(k + 1− i)−
∑mˆ
i=2 bˆiu(k + 1− j)
bˆ1
(3.14)
siendo aˆi, bˆi los para´metros del modelo adaptativo vistos para el instante k desde el instante
k − 1.
Consideraremos que en el instante inicial k = 0, el proceso esta´ en equilibrio con las
variables de entrada y salida iguales a cero. A partir de esta situacio´n, aplicaremos la ley
de control 3.14 con el propo´sito de conducir la salida del proceso a su consigna, que es igual
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a yd. La salida deseada para el instante siguiente se calcula de acuerdo con la ecuacio´n
3.13 a partir de la consigna y de las salidas previas del proceso en los instantes k = 0 y
k = −1 (ambas son iguales a 0), resultando yd(1|0) = y(1).
Como hemos considerado previamente, el valor de yd(1|0) pertenece a una trayectoria
deseada proyectada TDP0 que evoluciona hacia la consigna de acuerdo con la dina´mica
elegida al designar los para´metros de la ecuacio´n 3.12. A partir del valor de yd(1|0), la ley
de control 3.14 calcula la accio´n de control, que resulta ser:
u(k = 0) = u(0).
Se aplica esta accio´n en k = 0 y se observa la salida en k = 1.
En la figura 3.5, se aprecia la evolucio´n de las trayectorias deseadas proyectadas, desde
Figura 3.5: Trayectorias deseadas de salida y accio´n de control en la entrada para cada
instante de control.
TDP0 hasta TDP2 y como se va ajustando el trazado de dichas trayectorias a medida que
se produce un error en la prediccio´n. As´ı, puesto que la salida y(1) 6= yd(1|0) se procede a
calcular la nueva TDP1 a partir de la salida real del sistema y(1).
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El proceso continu´a todas las veces necesarias hasta conseguir que la salida del proceso
alcance el valor de consigna establecido. Las acciones de correccio´n son cada vez menos
bruscas y ma´s afinadas, permitiendo un mejor aprovechamiento de los recursos (ve´ase la
figura 3.5.
Hasta este punto se ha incorporado en el modelo matema´tico del sistema la informacio´n
sobre el pasado del proceso con el conocimiento aportado por las salidas del proceso en
los instantes k y anteriores. Para evaluar el comportamiento del modelo utilizaremos un
criterio de rendimiento tal como se propone en [RS82].
Utilizando la informacio´n sobre las entradas y salidas conocidas en el instante k, existira´ un
horizonte de prediccio´n [k, k + λ] definido por un nu´mero λ de periodos de control, en el
que se puede predecir una secuencia de salidas yˆ(k + j|k) mediante un modelo en funcio´n
de una secuencia de controles uˆ(k + j − 1|k), donde j = 1, 2, . . . , λ [MZM84].
En la figura 3.6 representamos la evolucio´n de las salidas yˆ(k+j|k) del proceso en funcio´n
de una secuencia de control uˆ(k + j − 1|k) donde j = 1, 2, . . . , λ a partir del instante k
para el intervalo [k, k + λ].
Las ecuaciones sera´n:
yˆ(k + j|k) =
nˆ∑
i=1
aˆiyˆ(k + j − i|k) +
mˆ∑
i=1
bˆiuˆ(k + j − i|k) (3.15)
j = 1, 2, . . . , λ
donde
yˆ(k + 1− i|k) = y(k + 1− i); i = 1, . . . , nˆ (3.16)
uˆ(k + 1− i|k) = u(k + 1− i); i = 1, . . . , mˆ (3.17)
siendo y(k + 1− i) la salida medida y u(k + 1− i) la entrada aplicada en el instante k.
Criterio de rendimiento, trayectoria deseada proyectada y accio´n de control.
El rendimiento de la estrategia de control se fundamenta en la minimizacio´n de una
funcio´n de coste disen˜ada de forma que la salida del proceso sea tan pro´xima a la deseada
como sea posible, mientras las acciones de control requeridas sean realizables fa´cilmente.
Para conseguir este compromiso entre ambos elementos, se formula la siguiente ecuacio´n
de coste:
Jk =
1
2
λ∑
j=1
Qj [yˆ(k + j|k)− yr(k + j|k)]2 + 1
2
λ−1∑
j=0
Rj [uˆ(k + j|k)2 (3.18)
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Figura 3.6: Horizonte de prediccio´n del modelo.
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donde yr(k + j|k) es una trayectoria de referencia que se genera para el horizonte de
prediccio´n [k, k + λ] de la siguiente forma:
yr(k + j|k) =
p∑
i=1
αiyr(k + j − i|k) +
q∑
i=1
βiysp(k + j − i) j = 1, 2, . . . , λ (3.19)
donde
yr(k + 1− i|k) = y(k + 1− i), i = 1, . . . , p (3.20)
siendo ysp la consigna deseada.
Se elige esta funcio´n cuadra´tica para garantizar que existe un mı´nimo que sera el o´ptimo
de funcionamiento [Cla88]. Puesto que en cada instante k se define una trayectoria deseada
proyectada, la u´nica accio´n que se aplicara´ sera´ la primera de cada secuencia de control.
Calcular el mı´nimo en cada instante para un sistema complejo con un planteamiento
adaptativo puede convertirse en una tarea imposible por el esfuerzo de co´mputo. Con este
planteamiento el problema se reduce a resolver un sistema de minimizacio´n en un horizonte
finito con λ inco´gnitas:
uˆ(k|k), uˆ(k + 1|k), . . . , uˆ(k + λ− 1|k) (3.21)
Solucio´n matema´tica general. La resolucio´n matema´tica del sistema de forma gene´ri-
ca realizado en [SR05a] conduce a la siguiente expresio´n matricial para las entradas de
control:
Uˆ = −[GT0QG0 +R]−1GT0Q[EYk +GUk − Yr] (3.22)
donde
G0, E y G son matrices de coeficientes obtenidos a partir de los para´metros aˆi y bˆi del
modelo de prediccio´n.
Q y R son las matrices de pesos de ponderacio´n de la influencia de las salidas y las entradas
en la funcio´n de coste.
Yk es el vector de salidas medidas en el instante k.
Uk es el vector de entradas de control en el instante k.
Yr es el vector que define la trayectoria de referencia para la salida.
Uˆ es el vector de entradas de control necesarias.
Este sistema proporciona la secuencia de control completa que minimiza la funcio´n de coste
Jk en todo el intervalo [k, k + λ]. Sin embargo, no es necesario resolver todo el sistema
matricial puesto que so´lo se va a aplicar una accio´n de control en cada instante de muestreo.
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Para el siguiente instante de muestreo se recalculan de nuevo todos los para´metros. Por lo
tanto, resolviendo simplemente la ecuacio´n:
u(k) = uˆ(k|k) = −gT0 [EYk +GUk − Yr] (3.23)
donde gT0 es la primera fila de la matriz [G
T
0QG0]
−1GT0Q
La complejidad de este tipo de ecuaciones se debe fundamentalmente al nu´mero de incog-
nitas. El modo de reducir este nu´mero se explica en el pro´ximo apartado.
Solucio´n simplificada. La simplificacio´n consiste en:
1. Considerar la secuencia de control constante en el intervalo de prediccio´n:
uˆ(k|k) = uˆ(k + 1|k) = · · · = uˆ(k + λ− 1|k) (3.24)
2. Tomar los valores de peso de la funcio´n de coste como:
Qj = 0 (j = 1, . . . , λ− 1) Qλ = 1
Rj = 0 (j = 0, 1, . . . , λ− 1)
La funcio´n de coste resultante pasa a ser:
Jk =
1
2
[yˆ(k + λ|k)− yr(k + λ− 1|k) (3.25)
De aqu´ı, se puede calcular la accio´n de control, pues es la u´nica inco´gnita u(k) = uˆ(k|k)
de la ecuacio´n de la trayectoria de referencia:
yˆ(k + λ|k) =
nˆ∑
i=1
eˆ
(λ)
i y(k + 1− i) +
mˆ∑
i=2
gˆ
(λ)
i u(k + 1− i) + hˆ(λ)uˆ(k|k) (3.26)
donde
hˆ(λ) = gˆ
(λ)
1 + gˆ
(λ−1)
1 + . . .+ gˆ
(1)
1 (3.27)
Sustituyendo y despejando despue´s de imponer Jk = 0 se obtiene:
u(k) = uˆ(k|k) = yr(k + λ|k)−
∑nˆ
i=1 eˆ
(λ)
i y(k + 1− i)−
∑mˆ
i=2 gˆ
(λ)
i u(k + 1− i)
hˆ(λ)
(3.28)
con
eˆλi = eˆ
(λ−1)
1 aˆi + eˆ
(λ−1)
i+1 ; i = 1, . . . , nˆ; j = 2, . . . , λ (3.29)
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gˆλi = eˆ
(λ−1)
1 bˆi + gˆ
(λ−1)
i+1 ; i = 1, . . . , mˆ; j = 2, . . . , λ (3.30)
hˆ(λ) = gˆ
(λ)
1 + gˆ
(λ−1)
1 + . . .+ gˆ
(1)
1 (3.31)
siendo
eˆ
(1)
i = aˆi; i = 1, . . . , nˆ;
eˆ
(λ−1)
nˆ+1 = 0; j = 1, . . . , λ;
gˆ
(1)
i = bˆi; i = 1, . . . , mˆ;
gˆ
(λ−1)
mˆ+1 = 0; j = 2, . . . , λ;
E´ste es el modelo que utilizaremos para obtener los valores en los pro´ximos apartados.
Explicacio´n conceptual Para ilustrar de forma intuitiva el modelo, vamos a explicarlo
sobre una situacio´n habitual de la vida cotidiana.
Supongamos que un conductor de un veh´ıculo dotado de un sistema de control de velocidad
de crucero abandona una zona urbana, con un l´ımite de velocidad de 50 km/h, para entrar
en una v´ıa de velocidad limitada a 120 km/h y pulsa el boto´n de ajuste de velocidad
para colocarlo en 120km/h. El sistema de control de velocidad debe hacer un ajuste de la
aceleracio´n del motor para conseguir pasar de la velocidad inicial a la final de forma suave
y progresiva, siguiendo una curva similar a la indicada en la figura 3.7.
Un cambio brusco no es deseado, ni por el bien del veh´ıculo, pues podr´ıa provocar dan˜os
materiales o importantes sobrecostes en el disen˜o, ni por el de las personas, porque la
sensacio´n de incomodidad ser´ıa enorme en los cambios de consigna.
La trayectoria suave de la salida se consigue mediante el uso de un modelo de referencia
que recibe como entrada el valor deseado o consigna para la variable del proceso y genera
como salida una trayectoria de referencia con las caracter´ısticas deseadas. Un caso t´ıpico
de modelo de referencia puede describirse como:
yr(k + 1) = α1yr(k) + α2yr(k − 1) + β1ysp(k) + β2ysp(k − 1) (3.32)
con:
yr(0) = y0; yr(−1) = y1;
donde yr e ys representan la salida de referencia y la consigna respectivamente.
Con esta ecuacio´n puede obtenerse toda la trayectoria para cada uno de los instantes de
tiempo k = 0, 1, . . . a partir de unos valores iniciales (y0, y1) y en funcio´n de los valores
dados para la consigna.
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Figura 3.7: Modelo de referencia.
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Continuando con el coche anterior, y suponiendo que ahora se pase de autopista a ciudad,
es deseable, de nuevo, que la transicio´n entre la velocidad de autopista y urbana sea muy
suave para evitar deceleraciones incomodas para los pasajeros. Se puede determinar la
trayectoria deseada para el decremento de velocidad asumiendo que en cada intervalo de
tiempo se va a reducir un 20 % la velocidad inicial. El modelo de referencia ser´ıa entonces:
yr(k + 1) = 0,8yr(k), k = 0, 1, . . . (3.33)
yr(0) = 1 Gra´ficamente esta curva se representa en la figura 3.8.
Figura 3.8: Trayectoria de referencia deseada.
Se inicia la deceleracio´n como estaba previsto, pero entre el instante de control t = 1 y
el instante de control t = 2, la carretera presenta una pendiente muy pronunciada y la
velocidad, en lugar de reducirse, aumenta por el efecto de la gravedad sobre el veh´ıculo. En
lugar de alcanzar los 77km/h deseados en ese instante, la velocidad vuelve a subir hasta
los 100km/h. Si se continu´a con la idea de mantener la reduccio´n de velocidad inicialmente
prevista, la deceleracio´n entre el instante t = 2 y el t = 3 ser´ıa el doble de la predicha,
generando incomodidad para los viajeros. Puesto que la velocidad de desaceleracio´n se ha
elegido inicialmente teniendo en cuenta la naturaleza del proceso, parece lo´gico mantener la
razo´n de decrecimiento de la velocidad que se fijo originalmente para generar la trayectoria
deseada, pero partiendo del valor real en el instante t = 2. La trayectoria sera´ ahora definida
por la ecuacio´n:
yd(k + 1) = 0,8y(k) (3.34)
Como se observa en la figura 3.9 se genera una nueva trayectoria proyectada deseada con
la salida calculada a partir del valor real medido de la salida del proceso en cada nuevo
instante de control.
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Figura 3.9: Ajuste de la trayectoria deseada al cambiar las condiciones externas.
Un bloque conductor garantiza que la trayectoria definida por el modelo, al tener en cuenta
la salida real de proceso, sera´ f´ısicamente realizable cuando el proceso se ve sometido a
diferentes tipos de perturbaciones. Esto se consigue dotando de flexibilidad al modelo
al adaptarlo al estado real del proceso en cada nuevo instante de control, reduciendo la
necesidad de realizar acciones dra´sticas de control.
3.6.2. Factores y variables clave de un sistema
Como se ha expuesto en los apartados anteriores, cuando se conoce la naturaleza de un
proceso, es posible ejercer cierto control sobre e´l, incluso aunque no se disponga de la in-
formacio´n necesaria sobre todas las variables que le afectan. Un modelo que relaciona las
entradas del sistema con las salidas deseadas, abstrayendose de la realidad f´ısica del siste-
ma, permite operar con e´l como si de una caja negra se tratase. Este concepto informa´tico
tiene gran utilidad por el aprovechamiento de recursos y la simplicidad de ca´lculo que
proporciona.
Indicadores clave del rendimiento de procesos.
La utilizacio´n de indicadores es una pra´ctica habitual en la gestio´n de las empresas: a) in-
dicadores econo´micos. b) indicadores te´cnicos. c) indicadores organizacionales. Los indica-
dores propuestos se evalu´an como una relacio´n entre factores (numerador y denominador),
actividades de medicio´n, recursos o sucesos, de acuerdo con una fo´rmula dada. Y sirven
para medir todo aspecto cuantitativo o caracter´ıstica cualitativa obligatoria, permitien-
do efectuar comparaciones homoge´neas [SPKG11]. Los factores que definen un indicador
pueden ser internos o externos.
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1. Los factores externos son condiciones variables que quedan fuera del control de la
gestio´n de la compan˜´ıa.
2. Los factores internos esta´n referidos al grupo, la compan˜´ıa, la fa´brica, y las instala-
ciones que esta´n fuera del control de la gestio´n de mantenimiento, pero dentro del
control de la gestio´n de la compan˜´ıa.
Objetivos de los indicadores.
La utilizacio´n de este tipo de indicadores posibilita que la gerencia defina objetivos y
estrategias para mejorar desde un punto de vista econo´mico, te´cnico y organizativo. Estos
objetivos sera´n las consignas, los valores de destino de las TDP que el modelo calculara´.
Para seleccionar los ma´s adecuados a la hora de ayudar al gestor en el control de una
situacio´n gerencial, vamos a analizar que´ tipo de informacio´n se necesita en cada nivel de
decisio´n de la empresa.
Indicadores pertinentes.
Un indicador sera´ pertinente cuando su valor o su evaluacio´n, esta´ en correlacio´n con la
evaluacio´n del para´metro de rendimiento a medir. Cuando esto ocurre, el indicador se
convierte en una herramienta muy u´til para la toma de decisiones.
En el apartado 4.4.4 se van a seleccionar los indicadores pertinentes para la aplicacio´n en
estudio. Sera´n aquellos que cumplen los siguientes requisitos:
1. Aportan informacio´n para la toma de decisiones sobre las acciones que se realizara´n
en futuros periodos de programacio´n.
2. Los datos requeridos para su ca´lculo esta´n disponibles en cada instante k de progra-
macio´n.
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Cap´ıtulo 4
Desarrollo del Modelo de Decisio´n.
4.1. Introduccion
En la aplicacio´n pra´ctica, vamos a estudiar un sistema simplificado del mundo real.
Segu´n la definicio´n dada por REE [dE09] un sistema ele´ctrico ”es el conjunto de elementos
que operan de forma coordinada en un determinado territorio para satisfacer la demanda
de energ´ıa ele´ctrica de los consumidores”. Los sistemas ele´ctricos esta´n constituidos por
los siguientes elementos: a) Centrales de generacio´n. b) L´ıneas de transporte. c) Estacio-
nes transformadoras (Subestaciones). d) L´ıneas de distribucio´n de media y baja tensio´n.
e) Elementos de control y auxiliares. Tal como se apunto´ en los cap´ıtulos anteriores, el
sistema ele´ctrico conforma una estructura compleja muy similar a un organismo vivo, pues
los procesos biolo´gicos que definen la vida:( a) Evolucio´n b) Funcio´n c) Organizacio´n d) Es-
tructura) son va´lidos para explicar el funcionamiento del mismo [CG03]. Las partes de un
organismo tienen una relacio´n de interdependencia en la que se necesita de la concurrencia
adaptada de todas y cada una de las partes y cada parte necesita que todas las dema´s
funcionen perfectamente para obtener el mejor resultado.
Las redes ele´ctricas se diferencian de muchos otros sistemas industriales en factores como:
Taman˜o: tanto en extensio´n geogra´fica como en nu´mero de componentes;
Dispersio´n geogra´fica: Los elementos que la componen esta´n distribuidos por la geo-
graf´ıa.
Edad: La edad de los componentes de un sistema es una de las variables t´ıpicas
cuando se toman decisiones sobre su mantenimiento. En un sistema de distribucio´n
aparecen factores como: 1. distintas etapas constructivas, 2. diferente ciclo de vida en
funcio´n de las caracter´ısticas propias de disen˜o, 3. sustituciones parciales por fallos,
reformas o ampliaciones,. . . que dificultan su determinacio´n y que restan utilidad a
los modelos exactos.
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La tendencia clara en el sector de la distribucio´n es evolucionar hacia el mantenimiento
basado en la condicio´n que permita fijar un nivel de fiabilidad para los equipos y sistemas.
Sin embargo, su implantacio´n todav´ıa es incipiente, estando orientada a equipos concretos
como los transformadores o generadores, cuya importancia en la red, por coste y funcio´n,
justifica el esfuerzo de conseguir identificar sus modos de fallo para tratar de adelantarse
al mismo, pues un fallo incontrolado se traduce en una indisponibilidad con repercusio´n
temporal y econo´mica sustancial ([HJ01],[PTG+92]).
Sobre el resto de los elementos, cuyos fallos son relativamente menos importantes, debi-
do a que su afeccio´n econo´mica o funcional sobre el sistema global tiene poco peso de
forma individual, los principios de este tipo han calado hondo en los departamentos de
mantenimiento; sin embargo, su aplicacio´n formal de manera rigurosa exige un esfuerzo
desproporcionado con respecto a los resultados que cabe esperar.
El mantenimiento basado en la condicio´n exige recursos que crecen proporcionalmente con
la cantidad de condiciones que se pretende evaluar. Es en esta partida, que tambie´n forma
parte de los costes fijos del mantenimiento, donde las empresas distribuidoras tienen ma´s
grados de libertad a la hora de fijar sus objetivos ([SFU08],[FHCZ11a],[GMV12a])
La tecnolog´ıa disponible a d´ıa de hoy, pone al alcance de las empresas la monitorizacio´n de
para´metros impensables hace tan solo 20 an˜os atra´s. Sin embargo, la economı´a de escala
que hay que aplicar a la hora de monitorizar determinados para´metros de ciertos elementos
marca diferencias entre empresas. Simplificando un poco, para cada uno de los elementos
del abanico de ellos que componen la red, existen diferentes para´metros monitorizables.
Cada para´metro o conjunto de ellos puede predecir, con las herramientas adecuadas, una
tipolog´ıa de produccio´n de fallo. Los me´todos de desencadenamiento del fallo pueden tener
diferente incidencia en las redes por diversos factores 1. Por lo tanto, las empresas van a
otorgar ma´s importancia a realizar el despliegue de un programa de monitorizacio´n de
para´metros en ciertos elementos cuyo fallo es ma´s preocupante en su red.
Tras la decisio´n inicial acerca de que´ para´metros hay que monitorizar para cada elemento,
la segunda decisio´n que diferencia a las empresas, ser´ıa que´ elementos se monitorizan
y la tecnolog´ıa empleada para ello. Cada empresa puede tomar diferentes criterios de
priorizacio´n, tales como:
repercusio´n para la calidad del servicio en caso de fallo del elemento,
coste de la reparacio´n en caso de fallo,
riesgo para otras instalaciones,
costes de instalacio´n y mantenimiento,
disponibilidad de las instalaciones para realizar el montaje.
1 como la climatolog´ıa, la contaminacio´n, la disposicio´n geogra´fica, los criterios constructivos, etc.
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Finalmente, el tercer elemento de decisio´n que va provocar diferencias, sera´ el plazo tem-
poral que cada empresa asigne a un plan de monitorizacio´n de los para´metros definidos en
los elementos seleccionados2.
Los recursos fijos que la empresa distribuidora pone a disposicio´n de los responsables del
mantenimiento dependera´n del estado de salud econo´mica de la empresa. Los recursos
variables esta´n condicionados por la salud te´cnica de las instalaciones. La suma de ambas
cantidades determinara´ el tipo de mantenimiento y la cantidad de tareas que se podra´n
acometer.
Al inicio de cada ejercicio presupuestario, un responsable de mantenimiento tiene que de-
cidir que´ tareas puede realizar para mejorar el funcionamiento presente y futuro de la
instalacio´n, garantizando que se cumplen los objetivos de mantener ante todo la seguridad
de las personas y tratar de mejorar los resultados del funcionamiento del sistema reducien-
do todos los elementos de disfuncio´n que este´n a su alcance: 1. pe´rdidas, 2. interrupciones,
3. desgastes y fatigas, 4. roturas,. . .
Dentro de cada ejercicio presupuestario, debe gestionar sus recursos para atender las tareas
planificadas de tipo recurrente y las no planificadas de tipo ocasional que van surgiendo,
priorizando unas y laminando en el tiempo otras en funcio´n de la repercusio´n esperada en
el objetivo.
La labor de seleccionar el tipo de tareas que se realizara´n a cada elemento de la red y los
elementos sobre los que se actuara´, es el t´ıpico problema de seleccio´n de una cartera de
proyectos.
4.2. Descripcio´n de un caso pra´ctico de toma de decisio´n.
El problema que se estudia en este apartado de aplicacio´n pra´ctica es muy comu´n en el
mundo del mantenimiento industrial real. Pra´cticamente todos los productos esta´n fabri-
cados de acuerdo a me´todos de garant´ıa de calidad que cumplen patrones estad´ısticos.
Existe una tasa, casi siempre controlada, de fallo de fabricacio´n y otra de fallos de disen˜o.
Estas tasas de fallo se superponen al envejecimiento natural de los materiales del producto
para an˜adir un amplio abanico de causas de fallo dif´ıciles de predecir. En la actualidad, los
esta´ndares de calidad de todas las compan˜´ıas contemplan acciones de seguimiento, tanto
desde el punto de vista de los fabricantes como desde el punto de vista de los usuarios
intermediarios o finales.
2Una empresa puede monitorizar de forma exhaustiva el estado de la red de tierras de todos sus centros
de transformacio´n, para garantizar la tensio´n de paso y contacto, porque as´ı se lo aconseja su experiencia
para evitar una tasa de fallo elevada en ese elemento, o puede simplemente hacer una medicio´n de las
tensiones indicadas y actuar cuando el valor obtenido no cumpla la normativa. La cantidad de recursos
empleados en el primer caso es mucho mayor.
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Cuando un fabricante detecta, por alguno de sus procedimientos de calidad, que un de-
terminado producto tiene una tasa de fallo superior a la planificada en origen tiene que
tomar medidas o su reputacio´n se vera´ perjudicada. Las medidas incluira´n al menos las
siguientes:
1. Deteccio´n del origen del problema para evitar que se fabriquen ma´s productos con
defectos.
2. Comunicacio´n a los clientes para que puedan tomar medidas preventivas
3. Colaboracio´n con los clientes para mitigar los efectos de los dan˜os causados.
Del mismo modo, cuando un usuario final detecta que un determinado equipamiento falla
antes de lo esperado, o por motivos diferentes, tambie´n tiene que tomar medidas, inclu-
yendo la participacio´n del fabricante en el proceso de solucio´n del problema.
Sea cual sea el camino de deteccio´n del problema, habra´ que tomar decisiones que conduz-
can al restablecimiento de las condiciones de funcionamiento del sistema hasta un estado
asimilable a nuevo.
Supongamos que en una red de distribucio´n de energ´ıa existe una poblacio´n de equipos
auxiliares de control. Esta poblacio´n tiene las siguientes caracter´ısticas:
Se distribuye en varias a´reas geogra´ficas diferenciadas.
La funcionalidad de cada equipo var´ıa en funcio´n de varios estados posibles:
• Activo. El equipo esta´ instalado dentro del sistema y el correcto funcionamiento
del mismo depende de su estado.
• Respaldo. El equipo esta´ instalado dentro del sistema. Sin embargo, su misio´n
es secundaria y existe otro elemento que puede realizar su funcio´n en caso de
indisponibilidad.
• Repuesto. El equipo esta´ en un almace´n como repuesto para sustituir a otro
elemento de las mismas caracter´ısticas cuando se produzca un fallo del mismo.
La deteccio´n de un fallo en un equipo desencadena un proceso complejo de decisio´n. El
primer paso siempre debe ser localizar la causa ra´ız del fallo para garantizar el empleo
de los recursos en tareas eficaces para recuperar la salud del sistema. Las causas tienen
efectos sobre las decisiones al condicionar:
1. El volumen de equipos afectados:
Individuales, afectando a un u´nico equipo.
Generales, toda la poblacio´n de equipos del mismo tipo sufre el dan˜o.
2. La gravedad del problema para el equipo:
Reparable.
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No reparable.
El responsable de mantenimiento va a formarse una percepcio´n sobre los resultados del
fallo del equipo que excede al ana´lisis de factores puramente matema´ticos del ana´lisis
estad´ıstico del defecto encontrado o comunicado por el fabricante.
Al mismo tiempo, debe valorar la afeccio´n que representara´ para el resto de las tareas la
incorporacio´n de la nueva, en forma de costes directos o indirectos o en forma de incremento
del periodo de realizacio´n o finalizacio´n. Con estos datos el responsable de mantenimiento
debe tomar una decisio´n que de´ respuesta a la siguiente pregunta:
¿Co´mo acometo esta tarea de manera que el resto de mis objetivos no se vea afectado?
Si hacemos la analog´ıa Tarea de Mantenimiento = Proyecto habra´ que responder a las
siguientes cuestiones [Cas96]:
Aceptacio´n o no del proyecto considerado individualmente.
Seleccio´n de un u´nico proyecto de entre un conjunto de alternativas excluyentes.
Seleccio´n de un subconjunto de alternativas dentro de un conjunto de proyectos
aceptables debido a la existencia de restricciones activas en los recursos disponibles
para acometer varios proyectos.
La reparacio´n de un sistema, entendida como la restitucio´n del sistema a un estado sano,
involucra a los siguientes elementos:
Recursos de sustitucio´n. Son los estrictamente necesarios para realizar la sustitucio´n
de un equipo defectuoso por otro sano. Se mide normalmente en Horas/Hombre de
trabajo
Recursos de transporte. Son los empleados para trasladar los elementos, el sustituido
y el sustituto, entre origen y destino: el sustituto desde la fa´brica/almace´n a la
instalacio´n y el sustituido desde la instalacio´n al almace´n/taller de reparacio´n.
Recursos de explotacio´n. Son los necesarios para poner el sistema en un estado que
permita realizar la reparacio´n del elemento dan˜ado. Puede ser necesario sacar de
servicio un subconjunto amplio de elementos ma´s alla´ del propio equipo en fallo.
La suma de los costes de los recursos empleados y del resto de costes indirectos componen
el coste mı´nimo esperado para la tarea de sustitucio´n. Adema´s de la repercusio´n de
esos costes en el presupuesto anual, el responsable de mantenimiento debe contar con
la distribucio´n temporal impuesta por el entorno. Es decir, incluso suponiendo que los
recursos son ilimitados en su empresa distribuidora, el fabricante establece limitaciones
por su proceso de fabricacio´n para servir determinados volu´menes de equipos en un plazo
dado; los transportistas emplean un tiempo mı´nimo de transporte en llegar desde la fabrica
al almace´n; los empleados utilizan unos tiempos en desplazarse hasta las instalaciones; las
instalaciones tienen restricciones te´cnicas que hacen imposible disponer de todas ellas
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simulta´neamente; obligando, por tanto, a una determinada secuencia de actuacio´n. La
suma de estos tiempos supondra´ la duracio´n mı´nima esperada para la tarea de sustitucio´n.
En la pra´ctica, el responsable de mantenimiento de nuestro caso pra´ctico, se vera´ obligado
a responder secuencialmente a los tres tipos de problema. En primer lugar, tiene que
decidir si el problema detectado le afecta lo suficiente como para iniciar una l´ınea de
accio´n (es aceptable la no existencia de solucio´n como solucio´n del problema y, por tanto,
no se tomar´ıa ninguna accio´n, dejando que la red evolucione). En segundo lugar, debe
escoger entre un subconjunto de alternativas todas ellas aceptables, que se realizara´n en
un determinado espacio de tiempo. Finalmente, a la hora de la programacio´n de las tareas
se enfrentara´ al hecho de que las alternativas se convierten en excluyentes en cuanto se
asignan los recursos para una unidad de tiempo laboral.
Se acepta normalmente en la pra´ctica de la ingenier´ıa que tareas de mantenimiento su-
puestamente ide´nticas, realizadas bajo similares condiciones, requieren diferentes lapsos
de tiempo [Kne96b]. Las razones principales para estas variaciones se pueden clasificar en
tres grupos:
Factores personales: que representan la influencia de la habilidad, motivacio´n, ex-
periencia, actitud, capacidad f´ısica, vista, autodisciplina, formacio´n, responsabilidad
y otras caracter´ısticas similares relacionadas con el personal implicado;
Factores condicionales: que representan la influencia del entorno operativo y las
consecuencias que ha producido el fallo en la condicio´n f´ısica, forma, geometr´ıa y
caracter´ısticas similares del elemento o sistema sometido a mantenimiento;
Factores de entorno: que reflejan la influencia de aspectos como temperatura,
humedad, ruido, iluminacio´n, vibracio´n, momento del d´ıa, e´poca del an˜o, viento, etc.
en el personal de mantenimiento durante la ejecucio´n de la tarea de mantenimiento.
El tiempo empleado en realizar una tarea es solo uno de los factores que intervienen en la
toma de decisiones y, como acabamos de exponer, esta´ condicionado por mu´ltiples factores.
En el planteamiento del problema, partimos de la hipo´tesis de unos pocos objetivos glo-
bales, como son asegurar el correcto funcionamiento del sistema y mejorar los procesos
productivos. Sin embargo, puesto que la red es muy extensa, este objetivo se consigue
por agregacio´n de mu´ltiples objetivos parciales cuya consecucio´n garantiza el e´xito del
conjunto.
Puesto que nos encontramos con mu´ltiples criterios que afectan a cada decisio´n y se per-
siguen mu´ltiples objetivos, procede un enfoque multicriterio abordado desde la o´ptica de
la programacio´n multiobjetivo.
Dado que la red de distribucio´n esta´ viva, la misma pregunta se le va a presentar al decisor
para distintas tareas en diferentes momentos. Cada d´ıa tendra´ que atender nuevos temas,
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sin abandonar los trabajos en curso, creando nexos de unio´n e interdependencias entre
todos ellos, aunque en un inicio pudiesen haber sido tratados de manera independiente.
En el siguiente apartado se analizan los datos de partida necesarios y las herramientas
matema´ticas seleccionadas para ayudar al responsable de mantenimiento en la tarea de
toma de decisiones en este tipo de cuestiones.
4.3. Representacio´n del conocimiento del caso pra´ctico.
4.3.1. Conceptos modelables del caso pra´ctico.
En una empresa, el inventario de instalaciones, equipos, herramientas y materias primas
es una necesidad primaria. En las empresas de distribucio´n, tener claramente identificado
cada equipo que compone sus instalaciones tambie´n es una necesidad legal.
Datos esta´ticos.
Las instalaciones, y los equipos asociados a las mismas, de una empresa de distribucio´n
ele´ctrica esta´n recopilados habitualmente en bases de datos relacionales. Los datos que se
recogen en ellas hacen referencia a:
Datos de identificacio´n: Co´digos y referencias que permitan reconocerlo de forma
univoca y relacionarlo con otros elementos.
Datos constructivos: Caracter´ısticas propias del elemento, normalmente proporcio-
nadas por el fabricante del mismo.
Datos de interconexio´n: Definen co´mo esta´ conectado el elemento en cuestio´n con el
resto del sistema.
Datos de funcionalidad: Definen la funcio´n del elemento dentro del sistema.
Datos topolo´gicos: Datos que permiten ubicar el elemento dentro de un espacio
geogra´fico.
T´ıpicamente existira´ una correspondencia entre la estructura de la base de datos y la
estructura de la propia red de distribucio´n representada por la figura 4.1. El mantenimiento
de los datos de estas bases de datos permite conocer las caracter´ısticas de fabricacio´n de
todos los elementos instalados en la red, as´ı como su ubicacio´n geogra´fica y topolo´gica en
la misma. Sin embargo, este tipo de bases de datos relacionales no permiten mantener
datos dina´micos como pueden ser el estado de los equipos en un instante dado.
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Figura 4.1: Componentes por niveles de tensio´n de una red de transporte y distribucio´n
ele´ctrica.
Datos de estado.
La mayor´ıa de las instalaciones del sistema ele´ctrico no tienen incorporados sistemas de
monitorizacio´n en tiempo real. Para conocer su estado es necesario recurrir al cla´sico
sistema de muestreo perio´dico de determinados para´metros. El periodo ma´ximo entre
muestreos viene determinado reglamentariamente, pero cada empresa define su propia
frecuencia en funcio´n de su pol´ıtica de mantenimiento.
Los para´metros monitorizados son heteroge´neos, de la misma manera que el modo de
adquirirlos, por lo que la forma de presentacio´n resulta lo´gicamente muy variada. Para el
tratamiento automatizado todos los datos deber´ıan estar en formato digital, sin embargo,
las fuentes de datos son tan dispares como las representadas en la figura 4.2, incluyendo
comunicaciones habladas que habra´ que traducir a alguno de los formatos siguientes:
Informes: Documentos en formato texto, redactados por una persona recopilando
percepciones y/o datos de mediciones recopiladas manualmente, independientemente
de los medios utilizados para su realizacio´n.
Bases de datos: Datos estructurados en forma de registros conteniendo equipos y sus
para´metros.
Ficheros de mediciones: Son ficheros proporcionados por algu´n equipo informa´tico
que recopila la informacio´n captada por sensores electro´nicos. Estos datos se archivan
en un formato que permite su posterior tratamiento. El formato puede ser abierto,
cuando responde a una Norma aceptada por el fabricante del equipo de toma de
datos, o propietario, cuando es necesario utilizar el co´digo informa´tico facilitado por
el fabricante del equipo.
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Figura 4.2: Fuentes de datos para el mantenimiento de instalaciones.
Los volu´menes de datos que se manejan son muy elevados. Incluso con un pequen˜o nu´mero
de instalaciones, el nu´mero de para´metros que es necesario procesar en global excede la
capacidad humana. En una l´ınea ele´ctrica ae´rea formada por n vanos y n+1 apoyos, como
la mostrada en la figura 4.3, habra´ que inspeccionar, para cada uno de los apoyos,varios
Figura 4.3: Representacio´n de una l´ınea ele´ctrica con n vanos y n+1 apoyos.
elementos para comprobar que su estado es acorde a la reglamentacio´n vigente. En el
Real Decreto 337/2014, de 9 de mayo, por el que se aprueban el Reglamento sobre con-
diciones te´cnicas y garant´ıas de seguridad en instalaciones ele´ctricas de alta tensio´n y sus
Instrucciones Te´cnicas Complementarias, se establecen todas las condiciones te´cnicas que
deben cumplir estas instalaciones. En e´l se identifican aquellos defectos con consideracio´n
superior a leve. Se muestran en la figura 4.4.
Para garantizar que una instalacio´n esta´ libre de defectos hay que realizar varias mediciones
o comprobaciones por cada uno de los puntos del listado. La calificacio´n favorable para
una instalacio´n requiere documentar todos los aspectos reglamentarios y te´cnicos de la
misma. Aunque esa recopilacio´n se simplifique informa´ticamente para archivar so´lo aquellos
campos con informacio´n relevante para la empresa: a) 1. identificacio´n, 2. localizacio´n,
3. para´metros de estado (so´lo aquello que ha sufrido modificaciones), el volumen de datos
es fa´cil de calcular:
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Figura 4.4: Recopilacio´n de defectos reglamentarios. (Imagen tomada de BOE
RD337/2014, de 9 de mayo).
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(Nu´mero de Instalaciones) x (Nu´mero de elementos) x (Nu´mero de para´metros de identificacio´n) x
(Nu´mero de para´metros de localizacio´n) x (Nu´mero de para´metros de estado)
(4.1)
Estos datos se generan para cada instante de muestreo. Ciertos datos sera´n estables durante
todo el periodo, pero otros no. As´ı, si un elemento esta´ en un estado diferente al sano,
sera´ sometido a reparacio´n durante el periodo. La reparacio´n puede ser de diferentes tipos
en funcio´n de las posibilidades. Mientras dure este estado, el sistema no estara´ sano, pero
puede estar operativo.
Los estados son de naturaleza evolutiva. Hay un envejecimiento natural de todos los equipos
e instalaciones y por encima de esto existen sucesos disruptivos que dan˜an a los equipos.
Histo´rico de estados.
Los datos de cada estado para cada elemento de la red, se archivan para el tratamiento
estad´ıstico. El archivo de informacio´n histo´rica permite aplicar te´cnicas de miner´ıa de
datos. Junto con los datos de estado, es habitual que exista algu´n tipo de repositorio de
informacio´n acerca de las acciones tomadas ante determinados estados de un elemento.
Ser´ıan los registros de aver´ıas y trabajos.
4.3.2. Representacio´n de los conceptos.
Definicio´n de los requerimientos para el caso pra´ctico.
El primer objetivo de este estudio es construir un entorno de trabajo que permita responder
a las preguntas:
¿Co´mo acometo la tarea de manera que el resto de objetivos no quede afectado?
Aceptacio´n o no del proyecto considerado individualmente: ¿Acepto el proyecto aho-
ra?
Seleccio´n de un subconjunto de alternativas dentro de un conjunto de proyectos
aceptables: ¿Que´ tareas acometo en este periodo de programacio´n?
Seleccio´n de un u´nico proyecto de entre un conjunto de alternativas excluyentes:
¿Que´ tareas puedo acometer con los recursos disponibles?
La respuesta de todas ellas requiere poder realizar consultas sobre las fuentes de informa-
cio´n comentadas en el apartado anterior. Esto es lo que hacen habitualmente los responsa-
bles de la actividad de mantenimiento. Para tratar de ayudar en el proceso de interpreta-
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cio´n de los datos en primera instancia y de elaborar opciones de decisio´n en las siguientes
etapas, resulta imprescindible contar con al colaboracio´n de sistemas informa´ticos.
Los algoritmos de seleccio´n de alternativas so´lo pueden funcionar si los datos responden a
patrones. Estos patrones se definen a partir de un modelo conceptual.
Segu´n [W+03] el desarrollo de modelos conceptuales significa especificar lo siguiente:
Componentes del sistema a estudiar u objetos esenciales del mismo.
Las relaciones reconocibles entre los objetos.
¿Que´ tipo de cambios en los objetos o sus relaciones afectan el funcionamiento del
sistema?¿De que´ manera?
Objetivos y me´todos de investigacio´n.
Una caracter´ıstica muy importante de los modelos conceptuales es que proporcionan las
herramientas conceptuales y metodolo´gicas para la formulacio´n de hipo´tesis y teor´ıas, ya
que establecen las condiciones previas para la formulacio´n de teor´ıas.
Los modelos conceptuales pueden mapear la realidad, orientar la investigacio´n y sistema-
tizar el conocimiento, mediante la integracio´n y proposicio´n de hipo´tesis. El modelo de
realidad que nos interesa en este cap´ıtulo, esta´ orientado a ayudar a resolver los proble-
mas, facilitando bu´squedas estructuradas segu´n el pensamiento humano. La estructura de
bu´squeda de informacio´n en un conjunto de datos se compone de las etapas mostradas en
la figura 4.5:
Figura 4.5: Estructura de busqueda de informacio´n dentro de datos heteroge´neos.
Inicio. Recopilar los medios o recursos utilizados por el usuario para comenzar la
bu´squeda de informacio´n.
Encadenamiento. Enlazar ideas o conceptos relacionados entre s´ı del mismo modo
que se hace al seguir enlaces o referencias de documentos cuyo contenido se sabe
relevante y relaccionado con la bu´squeda.
Bu´squeda. Bu´squeda semiestructurada por contenidos.
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Filtrado. Filtrado de los datos obtenidos a partir de las diferencias conocidas de las
fuentes de informacio´n.
Actualizacio´n. Actualizacio´n de los datos de manera perio´dica.
Extraccio´n. Identificar selectivamente material relevante en una fuente de informa-
cio´n.
Verificacio´n. Comprobacio´n de la exactitud de la informacio´n obtenida mediante
contrastacio´n con otras fuentes.
Final. Bu´squeda final destinada a garantizar que no queden cabos sueltos.
En la bu´squeda de la informacio´n que nos interesa, lo importante es la informacio´n relacio-
nada con las tareas. Todo trabajo se compone de tareas. Cada tarea se puede descomponer
en niveles de subtareas progresivamente ma´s pequen˜as. Se define una tarea a partir de un
comienzo y un final reconocibles, conteniendo informacio´n sobre los objetivos y directrices
relativas a las medidas que habra´ que tomar y los objetivos previstos. Visto de esta ma-
nera, tanto una tarea grande o cualquiera de sus subtareas (obviamente ma´s simples) se
pueden considerar como una tarea. Esta relatividad en la definicio´n es necesaria con el fin
de analizar las tareas de los diferentes niveles de complejidad [W+03].
Tipos de informacio´n necesarios en las tareas:
Informacio´n del problema: Describe la estructura, propiedades y requerimientos del
problema. En el caso concreto que nos ocupa, sera´ la informacio´n relativa al tipo de
trabajo que se necesita realizar sobre un equipo y que resultados se esperan.
Informacio´n de dominio: Se compone de hechos conocidos, conceptos, leyes y teor´ıas
en el dominio del problema. En nuestro caso el dominio esta compuesto por:
• La informacio´n sobre el dominio espec´ıfico que proporciona informacio´n sobre
que´ factores afectan a los trabajos.
• La informacio´n sobre los elementos o entidades (instalaciones y equipos) que
componen el subsistema ele´ctrico que hay que mantener.
• La informacio´n de los trabajos que se pueden realizar sobre un determinado
equipo, incluyendo toda la informacio´n necesaria para realizarlo
Informacio´n de soluciones a otros problemas en el pasado: El me´todo de ana´lisis del
problema constituye la heur´ıstica de decisio´n que esta´ en manos del responsable de
mantenimiento y que se desarrolla ma´s adelante.
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Desarrollo del modelo adaptado para la aplicacio´n.
Con todo lo expuesto, se construye el modelo conceptual requerido. Es un modelo basado
en tres ontolog´ıas.
Ontolog´ıa de Dominio. Contiene informacio´n sobre los factores de entorno que afectan
a los trabajos Incorpora la informacio´n CBR expuesta en el apartado 3.5.3[NDHMTK12].
En la figura 4.6 se representan las clases de la ontolog´ıa de dominio desarrollada para
analizar el dominio: los fallos, sus causas y las soluciones.
Ontolog´ıa de Entidades. Contiene la informacio´n sobre las instalaciones y equipos
que componen el sistema en estudio En la figura 4.7 se representan las clases de la ontolog´ıa
de entidades que componen la base f´ısica de los equipos objeto de los fallos y trabajos de
mantenimiento.
Ontolog´ıa de Trabajos. Contiene la informacion de la tipolog´ıa de trabajos y tareas
que se pueden realizar sobre un determinado equipo, incluyendo toda la informacio´n ne-
cesaria para realizarlo. En la figura 4.8 se representan las clases de la ontolog´ıa de los
trabajos de mantenimiento sobre instalaciones.
Razonamiento basado en ontolog´ıas. La construccio´n de un razonamiento basado
en ontolog´ıas requiere recuperar datos de fuentes diversas para que un buscador pueda
elaborar su propio conocimiento a partir de dichos datos. Este proceso se representa en la
figura 4.9.
Intervienen los siguientes componentes:
Fuentes de datos. En el apartado 4.3.1 se exponen las fuentes de los diferentes datos
que son necesarios: 1. datos esta´ticos, 2. datos de estado, 3. histor´ıcos de estado.
Buscador de datos. Programa informa´tico que extrae los datos de los diferentes for-
matos empleados para el archivado: Bases de Datos, Informes de texto, Hojas de
Ca´lculo, . . . y los formatea siguiendo el patro´n de conceptos del mapa conceptual.
Ontolog´ıas Los almacenes de los datos conceptuales.
• Ontolog´ıa de Dominio
• Ontolog´ıa de Entidades
• Ontolog´ıa de Trabajos
Procesador de Consultas. Realiza las bu´squedas sobre las ontolog´ıas para presentar
al usuario los resultados obtenidos
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Figura 4.6: Clases de la ontolog´ıa de dominio para el estudio de casos de fallos en instala-
ciones ele´ctricas.
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Figura 4.7: Clases de la ontolog´ıa de las entidades que componen un sistema ele´ctrico
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Figura 4.8: Clases de la ontolog´ıa de los trabajos sobre instalaciones de un sistema ele´ctrico
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Figura 4.9: Representacio´n de la arquitectura del modelo de datos de conocimiento.
Sobre este entorno de conocimiento es posible aplicar los algoritmos de solucio´n.
La toma de decisiones y las ontolog´ıas.
Una vez definidos las caracter´ısticas de entidades, trabajos y contexto, es necesario iden-
tificar las relaciones entre ellos de modo que sea posible plantear una funcio´n de decisio´n
ajustada a las necesidades espec´ıficas del decisor.
Puesto que una ontolog´ıa t´ıpicamente incluye una descripcio´n jera´rquica de los conceptos
importantes en el dominio y una representacio´n de las propiedades cr´ıticas de cada con-
cepto por medio de un mecanismo de valores atributo, es relativamente sencillo utilizar
esta estructura en a´rbol como base de un me´todo jera´rquico de decisio´n multicriterio.
Las estructuras jera´rquicas son una de las mejores maneras de hacer frente a problemas
complejos [For90]. Cuando hay que tomar una decisio´n sobre un problema complejo, al
dividirlo en varios elementos jera´rquicos se pueden realizar evaluaciones simples sobre
cada elemento, para posteriormente, por agregacio´n ponderada, aportar soluciones va´lidas
para el problema complejo. La seleccio´n de los trabajos a realizar sobre un conjunto de
instalaciones es un caso complejo del problema de seleccio´n de proyectos.
El planteamiento de estructuras ontolo´gicas permite abordar el problema de una manera
sistema´tica. Para cada trabajo en cada instalacio´n se obtiene el a´rbol de caracter´ısticas que
lo definen [NDHMTK12]. Puesto que los modelos de trabajos e instalaciones contemplan
tanto las caracter´ısticas propias como las influencias del entorno, la comparacio´n de a´rboles
permitir´ıa obtener una clasificacio´n ordenada de la cartera de trabajos. Sin embargo, una
lista priorizada de las necesidades no resulta especialmente u´til a la hora de programar
trabajos de mantenimiento. Es necesario dotar al proceso de un mecanismo dina´mico
que identifique los recursos disponibles para acometer dichos trabajos en el periodo de
planificacio´n considerado. En ese mecanismo se incorporara´n las restricciones del modelo
que estara´n debidas a:
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Los equipos de trabajo.
Los condicionantes geogra´ficos.
Las interacciones entre trabajos.
Las interacciones entre instalaciones.
Pero tambie´n habra´ que an˜adir las oportunidades, pues pueden producir ahorros muy
importantes de recursos siempre escasos. El orden de prioridad de determinados trabajos
se modificara´:
Cuando coincidan instalaciones cercanas.
Cuando haya que completar periodos de programacio´n.
Cuando haya interaccio´n de trabajos.
El uso de ontolog´ıas permite, adema´s, superar una de las mayores limitaciones a la que
se enfrentan los expertos humanos: las informaciones ma´s recientes se imponen a las ma´s
antiguas, afectando al enfoque que se le da a los problemas al obviar ciertos datos que
pueden resultan relevantes [Cow01]. Para determinar las variables que se tienen en cuenta
en las ontolog´ıas se utiliza un me´todo de seleccio´n basado en entrevistas semi-estructuradas
y grupos focales con gestores dedicados al mantenimiento de instalaciones ele´ctricas [Sof02].
4.4. Seleccio´n de tareas e incorporacio´n en programacio´n:
Herramienta de Ayuda a la decisio´n.
Sobre la base de conocimiento se aplican los modelos matema´ticos explicados en el cap´ıtulo
2 para construir un modelo teo´rico de tres etapas con aplicaciones pra´cticas como herra-
mienta de ayuda a la decisio´n.
4.4.1. Aceptacio´n o no del proyecto considerado individualmente.
Este problema se resuelve utilizando las te´cnicas de satisfacibilidad booleana (SAT). Re-
cordemos que el problema de satisfactibilidad (SAT) se define [GPFW99a]:
Sean las variables booleanasx1, x2, . . . , xncon las cuales se pueden conformar m cla´usulas
C1, C2, . . . , Cm, de modo que cada cla´usula es una disyuncio´n de una o ma´s variables xi:
Ci = x1 ∨ x2 ∨ · · · ∨ xk =
k∨
i=1
xi (4.2)
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El objetivo del problema es determinar si existe una combinacio´n de valores de la variables
que convierta en verdadera (sea satisfacible) la siguiente fo´rmula, denominada Fo´rmula
Normal Conjuntiva (Conjunctive Normal Form, abreviado CNF):
C1 ∧ C2 ∧ . . . Cm (4.3)
donde ∧ representa la conjuncio´n lo´gica.
Factores y variables clave del sistema.
Para medir las variables de un sistema sobre el que se realizan operaciones de mante-
nimiento, cuyo rendimiento y eficacia se quiere evaluar, vamos a utilizar los indicadores
clave proporcionados por la norma UNE15341 sobre Indicadores clave de rendimiento del
mantenimiento. Uno de los objetivos de esta norma consiste en proporcionar los Indica-
dores Clave de Rendimiento del Mantenimiento para apoyar a la gestio´n en el empleo de
los activos te´cnicos de una manera competitiva. En la misma, se proponen las siguientes
utilidades:
1. Medir el estado. La informacio´n del estado de un sistema es un factor importante,
pues permite establecer cuando es necesario realizar acciones de control.
2. Realizar comparaciones (referencias internas y externas). Las comparaciones son
especialmente u´tiles cuando el objetivo es establecer acciones de mejora. En la pla-
nificacio´n a corto plazo de tareas, su aportacio´n no resulta significativa como norma
general.
3. Realizar diagno´sticos (ana´lisis de fuerzas y debilidades). El diagno´stico por ı´ndices
requiere unos plazos de adquisicio´n de datos elevados. Esta herramienta aporta mayor
utilidad para la planificacio´n a medio-largo plazo que para el gestor de trabajos a
corto-medio plazo.
4. Identificar objetivos y definir metas a alcanzar. Esta utilidad resulta imprescindible
en cualquier fase la gestio´n empresarial. Sus valores tendra´n que ser ajustados segu´n
el tipo de gestio´n a realizar.
5. Planificar acciones de mejoras. Cuando se dispone de los datos de desv´ıo es posible
realizar acciones de correccio´n de la trayectoria. Este concepto es muy importante
en nuestro modelo.
6. Medir los cambios de manera continua en el tiempo. Disponer de los datos y sus
histo´ricos es muy importante para controlar la evolucio´n de las variables.
Todas ellas son interesantes para cualquier gestor de trabajos de mantenimiento en diversos
aspectos de su actividad. Sin embargo, para el modelo de toma de decisiones sobre los
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trabajos requeridos en un periodo de planificacio´n y sobre una instalacio´n o conjunto de
ellas, las siguientes son las ma´s importantes:
1. Identificar objetivos y definir metas a alcanzar. Fase imprescindible y necesaria que
condiciona cualquier decisio´n. En el caso de las instalaciones ele´ctricas habra´ objeti-
vos impuestos reglamentariamente adema´s de los empresariales habituales.
2. Medir los cambios de manera continua en el tiempo. Esta medicio´n de cambios
incorpora la medicio´n de estado y las comparaciones, y permite calcular los errores
de salida de las variables que nuestro modelo va a controlar.
3. Planificar acciones de mejoras. En l´ınea con la anterior, las acciones de mejora sera´n
las acciones de control del modelo.
Con los indicadores propuestos por la norma es posible medir el rendimiento del mante-
nimiento en el marco de los factores que influyen en el mismo, tales como los aspectos
econo´micos, te´cnicos y organizativos. Se definen los siguientes conceptos:
Indicador: Caracter´ıstica (o conjunto de caracter´ısticas) de un feno´meno medido, de
acuerdo con una fo´rmula dada, que evalu´a la evolucio´n. En este trabajo se asimila
este concepto a la salida del proceso en un instante k: u(k).
Cuadro de mando: Conjunto de indicadores asociados, consistentes y complementa-
rios, que proporcionan informacio´n sinte´tica y global. Es el vector U de salidas del
proceso que se quieren controlar.
Como se expuso en el apartado 3.6.2 , necesitamos una medida del rendimiento del con-
trol del proceso. El objeto de la norma UNE15341 es precisamente dotar de herramientas
normalizadas para medir ese rendimiento definie´ndolo as´ı: ”El Rendimiento del Manteni-
miento es el resultado de la utilizacio´n activa de recursos para conservar un bien, o para
restaurarlo hasta un estado en el que pueda seguir realizando la funcio´n que del mismo se
requiere. Esto se puede expresar como un resultado alcanzado o esperado”.
El Rendimiento del Mantenimiento depende de factores tanto externos como internos, tales
como:
1. el lugar, 2. la cultura, 3. los procesos de transformacio´n y servicio, 4. el taman˜o, 5. el
re´gimen de utilizacio´n y 6. la antigu¨edad;y se consigue mediante la implantacio´n de ac-
tividades de mantenimiento correctivo, preventivo y de mejora, aplicando mano de obra,
informacio´n, materiales, metodolog´ıas organizativas, herramientas y te´cnicas operativas.
Indicadores de mantenimiento. La norma 15341 estructura el sistema de indicadores
clave de rendimiento en tres grupos:
indicadores econo´micos.
indicadores te´cnicos.
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indicadores organizacionales.
Factores internos y externos. En la citada norma se distingue entre factores internos
y externos:
1. Los factores externos son condiciones variables que quedan fuera del control de la
gestio´n de la compan˜´ıa.
2. Los factores internos esta´n referidos al grupo, la compan˜´ıa, la fa´brica, y las instala-
ciones que esta´n fuera del control de la gestio´n de mantenimiento, pero dentro del
control de la gestio´n de la compan˜´ıa.
La figura 4.10 recoge los indicadores y la clasificacio´n de los factores que los influencian.
Figura 4.10: Factores que influyen en el mantenimiento e indicadores clave de rendimiento
del mantenimiento. Imagen tomada de Norma UNE-EN 15341-2008
Seleccio´n de los indicadores pertinentes. Como se expuso en el apartado 3.6.2,
un indicador es pertinente cuando su valor o su evaluacio´n, esta´ en correlacio´n con la
evaluacio´n del para´metro de rendimiento a medir.
En la norma se enumeran y definen un total de 71 indicadores: 24 indicadores econo´micos,
21 te´cnicos y 26 organizacionales. Estos indicadores sera´n las variables de salida del siste-
ma que se quiere controlar. Las entradas de control se adecuara´n a cada subsistema de
control para garantizar conseguir los resultados deseados. Podemos considerar dos tipos
elementales de subsistemas como componentes del sistema distribuido ele´ctrico, sobre los
cuales es necesario realizar acciones de control:
Equipos o ma´quinas.
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Instalaciones.
A nivel de equipo, ma´quinas o tipos de ma´quinas, puede ser deseable un mejor control de:
la mejora de la disponibilidad;
la reduccio´n del coste efectivo del mantenimiento;
la preservacio´n de la salud y de la seguridad, as´ı como la proteccio´n del medio
ambiente;
la mejora del coste efectivo de la gestio´n del valor del inventario de mantenimiento;
el control de los servicios contratados;
la fiabilidad;
los costes;
la mantenibilidad y soportabilidad del mantenimiento;
En las instalaciones, los indicadores sirven de ayuda en la toma de decisiones relativas a:
inversiones;
la duracio´n de utilizacio´n;
la eleccio´n de una estrategia, tal como el recurrir a contratistas;
En este trabajo se ha realizado un estudio de campo sectorial para identificar las variables
que influyen en los indicadores de rendimiento del mantenimiento.
Metodolog´ıa del estudio de determinacio´n de variables. Como se ha expuesto
en el apartado 3.4.3, el me´todo del caso es el ma´s adecuado para seleccionar las variables
que afectan a un sistema como el estudiado. Para discriminar las variables que influyen se
opto´ por un me´todo de investigacio´n emp´ırica que ofreciese resultados a nivel cualitativo.
Aplicando como te´cnicas de recopilacio´n de informacio´n las entrevistas semi-estructuradas
y grupos focales, ([DBC06] y [TSC07]), se analizaron un total de 48 casos recopilados
durante los an˜os 2011 a 2013. En esas fechas, la investigacio´n se orientaba a recopilar las
variables, identificar su influencia y generar un modelo que predijese su comportamiento
unitario sobre el sistema para tomar la decisio´n sobre esa prediccio´n. El objetivo se cen-
traba especialmente en recopilar las variables exo´genas que condicionan los trabajos de
mantenimiento de instalaciones ele´ctricas. En el ana´lisis agregado de los datos se aplico´ un
proceso iterativo, muy similar a las fases iniciales utilizadas en la teor´ıa fundamentada
(Grounded Theory), pues partiendo de un a´rea de estudio, se permite que lo relevante
surja [CP08a].
Las fases son:
1. Se generan categor´ıas de informacio´n a partir de los datos disponibles.
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2. Cada nueva variable se integra dentro de una categor´ıa o se crea otra nueva.
3. Se continu´a el proceso hasta que se produce la saturacio´n de cada categor´ıa y no
surgen nuevas.
Identificacio´n de variables En cada entrevista y reunio´n de los grupos focales, el
enfoque se dirig´ıa hacia las variables de salida (representadas por los indicadores de man-
tenimiento), para orientar la bu´squeda hacia las causas ra´ıces de las fluctuaciones experi-
mentadas en las salidas (que´ variaciones de las variables externas las provocan). La primera
y ma´s evidente clasificacio´n de las variables de salida viene expresamente definida en la
norma. Los indicadores del rendimiento del mantenimiento pueden ser:
econo´micos,
te´cnicos,
organizacionales.
Para el ca´lculo de los 24 indicadores econo´micos se utilizan 27 factores que proporcionan
informacio´n sobre:
costes,
tiempo de disponibilidad de las instalaciones,
materias primas utilizadas,
cantidad producida en el periodo,
recursos humanos necesarios,
valor de los activos,
valor de produccio´n.
Por otra parte, en el ca´lculo de los 26 indicadores organizacionales se utilizan 41 factores.
Proporcionan informacio´n sobre:
Accidentabilidad.
Formacio´n.
Nu´mero de o´rdenes trabajo.
Recursos humanos.
Repuestos.
Tiempo de Trabajo.
Tiempo de indisponibilidad.
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Finalmente, en el ca´lculo de los 21 indicadores te´cnicos se utilizan 29 factores. Proporcionan
informacio´n sobre:
Accidentabilidad.
Fallos.
Nu´mero de sistemas.
Nu´mero de trabajos.
Residuos.
Tiempo de Trabajo.
Tiempo de disponibilidad.
Tiempo de indisponibilidad.
Durante el proceso de ana´lisis, se identificaron 37 factores que no satisfacen los criterios
de relevancia ya que no aportan informacio´n para la toma de decisiones sobre las acciones
que se realizara´n en futuros periodos de programacio´n, o bien, los datos requeridos para
su ca´lculo no esta´n disponibles al inicio de cada periodo de programacio´n. En particular
se han considerado las siguientes razones:
El desglose en mantenimiento meca´nico, ele´ctrico y de instrumentacio´n no tiene sen-
tido para las tareas que se realizan. Sustituir un equipo puede ser clasificado dentro
de mantenimiento meca´nico, ele´ctrico y de instrumentacio´n, pues puede ser necesario
adaptar el alojamiento f´ısico del nuevo equipo o realizar cableados ele´ctricos. No
estara´n disponibles por este motivo los factores mostrados en el cuadro 4.1.
Factor Descripcio´n
Costes totales de contratacio´n del mante-
nimiento meca´nico
Suma de los costes de contratacio´n de las
actividades de mantenimiento meca´nico.
Costes totales de contratacio´n del mante-
nimiento ele´ctrico
Suma de los costes de contratacio´n de las
actividades de mantenimiento ele´ctrico.
Costes totales de contratacio´n del mante-
nimiento de la instrumentacio´n
Suma de los costes de contratacio´n de las
actividades de mantenimiento de la instru-
mentacio´n.
Cuadro 4.1: Factores de coste no relevantes.
El mantenimiento basado en la condicio´n, preventivo y sistema´tico se engloba fa´cil-
mente dentro del planificado y programado. El desglose de estos conceptos en niveles
inferiores no supone ventajas en instalaciones distribuidas y no resulta sencillo refle-
jar las diferencias en el instante de planificacio´n, pues, en muchas ocasiones, requiere
un ana´lisis posterior. No estara´n disponibles por este motivo los factores mostrados
en el cuadro 4.2.
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Factor Descripcio´n
Tiempo de mantenimiento sistema´tico que
origina tiempo de indisponibilidad
Intervalo de tiempo durante el cual un bien
esta´ en estado de indisponibilidad a causa
de mantenimiento sistema´tico.
Tiempo de indisponibilidad por manteni-
miento planificado y programado
El tiempo total de trabajos de manteni-
miento planificado y programado que re-
quieren tiempo de indisponibilidad.
Tiempo total de indisponibilidad por man-
tenimiento
Intervalo de tiempo durante el cual un bien
esta´ en estado de indisponibilidad a causa
de mantenimiento.
Cuadro 4.2: Factores de tiempos no relevantes.
El nu´mero de empleados dedicados al mantenimiento so´lo es funcio´n de la extensio´n
de las instalaciones y del tipo de mantenimiento de las mismas. Es constante para
el tiempo de programacio´n considerado. No estara´n disponibles por este motivo los
factores mostrados en el cuadro 4.3.
El nu´mero de horas-hombre dedicadas al mantenimiento es funcio´n de la extensio´n
de las instalaciones y del tipo de mantenimiento de las mismas. El reparto dentro
de tipos de mantenimiento no estara´ disponible en los momentos de programacio´n
considerados. Por otra parte, suele ser una constante durante el periodo de progra-
macio´n, por lo que no aporta valor tratarlos como variables. No estara´n disponibles
por este motivo los factores mostrados en el cuadro 4.4.
En el marco laboral actual, no es posible calcular estos valores. Las horas-hombre de
personal interno sera´n un dato conocido. Sin embargo, de los recursos contratados el
u´nico dato disponible sera´ el coste de contratacio´n. No estara´n disponibles por este
motivo los factores mostrados en el cuadro 4.5.
En las instalaciones ele´ctricas, el valor de produccio´n no tiene un significado relevan-
te. Produzcan o no produzcan, los activos de estas instalaciones van a estar sujetos
a mantenimiento. No estara´n disponibles por este motivo los factores mostrados en
4.6.
El factor esta´ ligado a la extensio´n de las instalaciones y por tanto para los periodos
de programacio´n considerados es constante. No estara´n disponibles por este motivo
los factores mostrados en 4.7.
Los factores dependen del uso, caracter´ısticas y extensio´n de las instalaciones y, por
tanto, para los periodos de programacio´n considerados es constante. No estara´n
disponibles por este motivo los factores mostrados en el cuadro 4.8.
La cuantificacio´n de la energ´ıa utilizada no es una tarea balad´ı. El esfuerzo de ca´lculo,
al tratarse de mu´ltiples fuentes y formatos, no reporta ventajas apreciables que
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Factor Descripcio´n
Tiempo total de recuperacio´n Suma de los tiempos de recuperacio´n.
Tiempo de recuperacio´n Intervalo de tiempo durante el cual un bien
esta´ en estado de indisponibilidad debido
a un fallo.
Efectivo de personal interno de manteni-
miento
Personal interno de mantenimiento (direc-
to e indirecto).
Efectivo total de empleados internos Efectivo total del personal interno en el ac-
tivo.
Efectivo de personal indirecto de manteni-
miento
Efectivo de personal interno indirecto de
mantenimiento.
Efectivo de personal directo de manteni-
miento
Efectivo de personal directo de manteni-
miento.
Horas-hombre de mantenimiento por ope-
rario de produccio´n
Horas-hombre de mantenimiento realiza-
das por un usuario o un operario.
Horas-hombre de personal interno directo
de mantenimiento de instrumentacio´n
Horas-hombre realizadas por personal in-
terno de mantenimiento de instrumenta-
cio´n.
Efectivo de personal interno directo de
mantenimiento que usa programas in-
forma´ticos
Efectivo de personal directo de manteni-
miento que utiliza programas informa´ticos
de mantenimiento, durante al menos el 5 %
de su tiempo de trabajo, para cualquier
actividad de mantenimiento o de gestio´n
de los activos (flujo de o´rdenes de traba-
jo, facturas de materiales, planificacio´n, al-
mace´n de piezas de repuesto, etc. ).
Horas-hombre totales de personal de man-
tenimiento
Nu´mero de horas trabajadas por el perso-
nal de mantenimiento.
Efectivo de personal interno directo de
mantenimiento
Personal interno directo de mantenimien-
to.
Horas-hombre totales de los operarios de
produccio´n
Horas realizadas por un usuario o un ope-
rario de produccio´n, en cualquier otra ac-
tividad.
Cuadro 4.3: Factores de efectivos no relevantes.
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Factor Descripcio´n
Horas-hombre totales trabajadas por el
personal de mantenimiento
Nu´mero de horas-hombre de personal in-
terno de mantenimiento trabajadas real-
mente.
Tiempo empleado en mantenimiento co-
rrectivo de urgencia
Mantenimiento que se realiza sin demora
despue´s de detectarse una aver´ıa, para evi-
tar consecuencias inaceptables.
Horas-hombre totales de personal interno
directo de mantenimiento
Nu´mero de horas realizadas por personal
interno directo de mantenimiento.
Horas-hombre de personal interno directo
de mantenimiento ele´ctrico
Nu´mero de horas realizadas por personal
interno directo de mantenimiento ele´ctri-
co.
Horas-hombre de personal interno directo
de mantenimiento meca´nico
Horas-hombre realizadas por personal in-
terno de mantenimiento meca´nico.
Cuadro 4.4: Factores de Horas/Hombre no relevantes.
Factor Descripcio´n
Coste total de personal externo empleado
en mantenimiento
Coste del personal externo dedicado a ac-
tividades de mantenimiento.
Horas-hombre de mantenimiento correcti-
vo
Horas trabajadas en actividades de man-
tenimiento correctivo (interno y externo).
Cuadro 4.5: Factores de costes de personal no relevantes.
Factor Descripcio´n
Valor an˜adido ma´s los costes externos de
mantenimiento
Valor de produccio´n menos el valor de las
materias primas, los servicios generales y
los servicios adquiridos ma´s los costes ex-
ternos del mantenimiento.
Cantidad producida Cantidad obtenida en produccio´n o can-
tidad de servicio realizado por un acti-
vo/bien (toneladas, litros, etc. ).
Coste de transformacio´n de la produccio´n Coste total requerido por un activo o un
bien, para transformar un material de en-
trada en un producto o un servicio, ex-
cluye´ndose las materias primas y los ma-
teriales auxiliares de embalaje.
Cuadro 4.6: Factores de produccio´n no relevantes.
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Factor Descripcio´n
Valor medio de inventario de los art´ıculos
de mantenimiento
Valor medio de inventario de los articu-
los de mantenimiento (piezas de repuesto,
consumibles, materiales) en el periodo res-
pectivo.
Coste total de personal interno empleado
en mantenimiento
Coste del personal interno empleado en
mantenimiento 3.
Coste por personal indirecto de manteni-
miento
Coste total relativo al personal indirecto.
Efectivo del personal de mantenimiento Efectivo de personal directo ma´s el efectivo
de personal indirecto.
Cuadro 4.7: Factores fijos no relevantes.
Factor Descripcio´n
Nu´mero de o´rdenes de trabajo de mante-
nimiento
Nu´mero de todas las o´rdenes de trabajo
de mantenimiento preventivo y correctivo,
as´ı como las o´rdenes de trabajo para me-
joras.
Nu´mero de sistemas cubiertos por un
ana´lisis de criticidad
Nu´mero de sistemas analizados y cubiertos
por una metodolog´ıa, con el fin de evaluar
y reducir los riesgos.
Cuadro 4.8: Factores de mantenimiento no relevantes.
aconsejen el uso de este indicador. Por este motivo, no se considera el factor mostrado
en el cuadro 4.9.
Factor Descripcio´n
Energ´ıa total utilizada Energ´ıa ele´ctrica + gas + fuel-oil + cual-
quier otro tipo de energ´ıa.
Cuadro 4.9: Factor de Energ´ıa: no relevante.
La disponibilidad de los empleados dedicados al mantenimiento es funcio´n del uso,
las caracter´ısticas y la extensio´n de las instalaciones y del tipo de mantenimiento
de las mismas. Es constante para el tiempo de programacio´n considerado. Por este
motivo, no se considera el factor mostrado en 4.10.
Factor Descripcio´n
Horas-hombre de mantenimiento por ope-
rario de produccio´n
Horas-hombre de mantenimiento realiza-
das por personas que no pertenecen al de-
partamento de mantenimiento.
Cuadro 4.10: Factor de implicacio´n del personal no relevante.
La formacio´n del personal de mantenimiento es una obligacio´n empresarial. El coste
asociado a la misma es menos relevante que las horas-hombre dedicadas. Por este
motivo, no se considera el factor mostrado en 4.11.
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Factor Descripcio´n
Coste de formacio´n del personal de man-
tenimiento
Coste de formacio´n del personal de mante-
nimiento directo e indirecto (directo e in-
directo).
Cuadro 4.11: Factor de coste de formacio´n no relevante.
La gestio´n de los repuestos no puede medirse adecuadamente con un indicador pen-
sado para un sistema concentrado, pues al tratarse de un sistema distribuido podr´ıa
sera´ ma´s eficiente disponer de puntos de suministro dispersos y variados para garan-
tizar la disponibilidad cuando sea requerida, sin acumular grandes cantidades en los
almacenes. Por este motivo, no se considera el factor mostrado en 4.12.
Factor
Nu´mero de piezas de repuesto suministradas por el almace´n segu´n peticiones.
Cuadro 4.12: Factor de repuestos no relevante.
Los 59 factores restantes permiten calcular 34 indicadores de rendimiento del manteni-
miento:
Los econo´micos quedan reducidos a los 10 mostrados en el cuadro 4.13.
Indicador Descripcio´n
E1 Coste total del mantenimiento
Valor de sustitucio´n de los activos
E6
Disponibilidad ligada al mantenimiento
Coste total del mantenimiento
E10 Coste total de la contratacio´n
Coste total del mantenimiento
E11 Coste total de los art´ıculos de mantenimiento
Coste total del mantenimiento
E15 Coste del mantenimiento correctivo
Coste total del mantenimiento
E16
Coste del mantenimiento preventivo
Coste total del mantenimiento
E17 Coste del mantenimiento basado en la condicio´n
Coste total del mantenimiento
E18 Coste del mantenimiento sistema´tico
Coste total del mantenimiento
E19
Coste del mantenimiento de mejora
Coste total del mantenimiento
E20
Coste de paradas programadas para mantenimiento
Coste total del mantenimiento
Cuadro 4.13: Indicadores econo´micos relevantes.
La informacio´n agregada que proporcionan permite la medicio´n de las variables agregadas
sobre:
costes,
tiempo de disponibilidad de las instalaciones,
valor de los activos.
Los organizacionales identificados como relevantes son los 7 indicados en la tabla 4.14.
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Indicador Descripcio´n
O5
Horas-hombre de mantenimiento planificado y programado
Horas-hombre totales de mantenimiento disponibles
O7
Horas-hombre perdidas por lesiones del personal de mantenimiento
Horas-hombre totales trabajadas por el personal de mantenimiento
O11
Tiempo empleado en mantenimiento correctivo de urgencia
Tiempo total de indisponibilidad ligado a mantenimiento
O21
Horas-hombre suplementarias de mantenimiento interno
Horas-hombre totales de personal interno de mantenimiento
O22
Nu´mero de o´rdenes de trabajo realizadas segu´n programacio´n
Nu´mero total de o´rdenes de trabajo programadas
O23
No de HH para formacio´n del personal interno de mantenimiento
Horas/hombre totales de mantenimiento interno
O25
HH totales de personal directo en Planificado y Programado
HH totales planificadas y programadas para personal directo
Cuadro 4.14: Indicadores organizacionales relevantes.
La informacio´n agregada que proporcionan permite la medicio´n de las variables agregadas
sobre:
Accidentabilidad.
Formacio´n.
Nu´mero de o´rdenes trabajo.
Recursos humanos.
Tiempo de Trabajo.
Y, finalmente, los te´cnicos quedan reducidos a los 17 reflejados en el cuadro 4.15 La
informacio´n agregada que proporcionan permite la medicio´n indirecta de las variables
sobre:
Accidentabilidad.
Fallos.
Nu´mero de sistemas.
Nu´mero de trabajos.
Residuos.
Tiempo de Trabajo.
Tiempo de disponibilidad.
Tiempo de indisponibilidad.
Tomando como punto de partida estos agrupadores, y con la metodolog´ıa explicada en el
apartado anterior, se identifican las variables que las condicionan. Los grupos de variables
de entrada son:
Asociadas al tipo de fallo:
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Indicador Descripcio´n
T1
Tiempo total de funcionamiento
Tiempo de indisponibilidad por mantenimiento
T2
Tiempo de disponibilidad conseguido durante el tiempo requerido
Tiempo requerido
T3
No de fallos debidos a mantenimiento que crean dan˜o medioambiental
Tiempo de calendario
T4
Volumen anual de residuos o efectos nocivos por el mantenimiento
Tiempo de calendario
T5
Nu´mero de lesiones del personal debidas al mantenimiento
Tiempo de trabajo
T6
Tiempo total de funcionamiento
Tiempo de indisponibilidad por fallos
T7
Tiempo total de funcionamiento
Tiempo indisponibilidad por mantenimiento planificado y programado
T11
Nu´mero de fallos que causan lesiones al personal
Nu´mero total de fallos
T12
Nu´mero de fallos que pueden causar lesiones al personal
Nu´mero total de fallos
T13
Nu´mero de fallos que causan dan˜o al medio ambiente
Nu´mero total de fallos
T14
Nu´mero de fallos que pueden causar dano al medio ambiente
Nu´mero total de fallos
T15
Tiempo total de funcionamiento
No de o´rdenes de mantenimiento que causan indisponibilidad
T16
Tiempo total de funcionamiento
Nu´mero de o´rdenes de trabajo de mantenimiento
T17
Tiempo total de funcionamiento
Nu´mero total de fallos
T19
HH utilizadas para planificar el mantenimiento sistema´tico
HH totales de personal interno de mantenimiento
T20
Tiempo Planificado y Programado -¿Indisponibilidad en produccio´n
Tiempo total Planificado y Programado que requiere de indisponibilidad
T21
Tiempo total de recuperacio´n
Nu´mero total de fallos
Cuadro 4.15: Indicadores te´cnicos relevantes.
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1. Disruptivo
2. Evolutivo
a) Desajustes
b) Fatiga
c) Envejecimiento
Asociadas al alcance del fallo
1. Dan˜os en un equipo
2. Dan˜os en una familia de equipos
3. Dan˜os en una instalacio´n
4. Dan˜os en mu´ltiples instalaciones
Asociadas a los efectos del fallo
1. Cumplimiento de la reglamentacio´n
2. Seguridad
a) Personas
1) Terceros ajenos a las instalaciones
2) Trabajadores
b) Equipos o instalaciones
1) Dan˜os instalacio´n del equipo
2) Dan˜os en otras instalaciones
c) Medioambiente
3. Calidad
a) Continuidad del suministro
b) Calidad del producto
Asociadas a la instalacio´n
1. Disen˜o
a) Instalacio´n principal
b) Instalacio´n auxiliar
2. Entorno F´ısico
a) Orograf´ıa
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b) Clima 1) Temperatura 2) Lluvia 3) Viento 4) Humedad
c) Territorio
d) Vı´as de comunicacio´n
e) Iluminacio´n
f ) Ruido
g) Espacio de trabajo
3. Entorno Social
a) Opinio´n pu´blica
b) Medios de Comunicacio´n
c) Pol´ıtica
Asociadas a los Recursos
1. Humanos
a) Formados
b) Disponibles
2. Materiales
a) Adecuados
b) Disponibles
3. Econo´micos
a) Limitados a la reparacio´n
b) Afectan a otras instalaciones
c) Afectan a otros recursos
Analizando los grupos de entradas a partir de los agrupadores de variables de salida e
identificando sus interrelaciones obtenemos las variables que afectan a los trabajos y que,
a continuacio´n, desglosamos.
Costes
• Disen˜o de la instalacio´n.
◦ Tecnolog´ıa de los equipos.
◦ Modelo constructivo de las instalaciones.
◦ Implementacio´n f´ısica de las instalaciones.
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◦ Posibilidad de redundancia de equipos que facilitan las tareas de manteni-
miento.
◦ Disposicio´n de equipos para simplificar los trabajos.
• Costes de transporte
◦ Precio del combustible.
◦ Infraestructuras de comunicacio´n.
◦ Distancia hasta la instalacio´n.
◦ Ubicacio´n de la instalacio´n. Condiciona el coste al influir sobre la velocidad
de desplazamiento, los posibles atascos, etc.
◦ Estacionalidad. Puede condicionar en dos vertientes:
 Por el estado de las carreteras, ma´s ra´pidas y seguras normalmente en
verano que en invierno.
 Por los atascos que se pueden producir en determinadas zonas en dis-
tintas e´pocas del an˜o.
• Coste de los repuestos. Si bien, el precio del repuesto de un determinado equipo,
puede ser determinado con precisio´n en un determinado momento, puesto que
las instalaciones ele´ctricas tienen larga vida, es posible que cuando se requiera
un determinado equipo, al coste fijo haya que sumarle variables: servicios de
transporte desde otras ciudades, nocturnidad, etc.
• Efectivos : Nu´mero de trabajadores.
• Nu´mero de instalaciones.
• Tiempo de indisponibilidad: Un incremento del tiempo de indisponibilidad da
pie a reducciones de costes, ajustando la ventana de reparacio´n a la que permita
mejores ahorros.
Valor de inversio´n.
• Disen˜o de las instalaciones.
◦ Normalizado. Permiten fijar familias de equipos. Para cada familia se iden-
tifica la tasa de fallo. Los repuestos se determinan con esa tasa y esto
permite una reduccio´n del inmovilizado ajusta´ndolo a un volumen cr´ıtico
que permita atender al ma´ximo volumen de aver´ıas simulta´neas esperadas.
◦ Particularizado. Exigen una mayor variedad y cantidad de repuestos para
atender las aver´ıas.
• Tecnolog´ıa
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◦ Modular: La tecnolog´ıa modular permite disponer de elementos que se pue-
den utilizar en mu´ltiples ubicaciones.
◦ Compacta: Los equipos compactos no disponen de elementos intercambia-
bles. Cuando se estropea un componente es necesario sustituir todo el equi-
po antes de poder ser reparado en la fa´brica o el taller especializado.
• Tiempo de indisponibilidad: Si la instalacio´n puede estar fuera de servicio hasta
que lleguen los repuestos se puede reducir el volumen de inmovilizado necesario
para atender los fallos.
• Ubicacio´n de las instalaciones: A mayor distancia entre las instalaciones y las
bases de trabajo, mayores son las obligaciones para disponer de un volumen de
repuestos en las cercan´ıas de las instalaciones, pudiendo llegar a ser necesario
disponer de almacenes secundarios.
Tiempo de disponibilidad.
• Disen˜o: Los sistemas redundados aumentan la disponibilidad del sistema.
• Tecnolog´ıa: Las tecnolog´ıas ma´s fiables permiten aumentar el tiempo de disponi-
biildad al sufrir menos fallos y requerir menos intervenciones de mantenimiento.
• Recursos humanos: Cuanto mayor se precise que sea el tiempo de disponibi-
lidad, ma´s personal capacitado y bien ubicado hara´ falta. Esto tiene especial
importancia cuando se detecta un fallo, pues el tiempo de desplazamiento in-
fluye. Si la base de trabajo esta´ alejada de las instalaciones, se necesitara´ un
mayor tiempo de desplazamiento.
• Repuestos: Ocurre lo mismo que con las bases de trabajo. Los almacenes debera´n
estar a una distancia tal que permita ajustar el tiempo de desplazamiento para
mantener el tiempo de disponibilidad dentro de los para´metros fijados.
• Trabajos de mantenimiento: El nu´mero de trabajos de mantenimiento: paradas,
revisiones, reajustes,. . . tendra´ que adaptarse a las necesidades de cada equipo
para asegurar que esta´n disponibles todo el tiempo requerido.
• Estacionalidad: Factores como la e´poca del an˜o (verano, invierno,. . . ) afectan a
las exigencias de servicio de las instalaciones. En zonas vacacionales es impor-
tante asegurar la disponibilidad de las instalaciones en verano, pero es irrele-
vante que este´n disponibles en invierno.
• Climatolog´ıa: El clima: temperatura, viento, humedad, precipitaciones,. . . influyen
sobre los equipos afectando su nivel de funcionamiento y, por tanto, condicio-
nando sus capacidades para dar servicio. E´pocas o zonas con climas benignos
proporcionan mejores tiempos de disponibilidad que otras con temporales o
condiciones permanentemente adversas.
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Tiempo de indisponibilidad. Esta´ afectado por los mismos factores que el tiempo de
disponibilidad, pero obviamente, en sentido opuesto.
Tiempo de Trabajo
• Efectivo de personal. Nu´mero de personas que pueden realizar los trabajos en
un periodo de programacio´n.
• Estacionalidad. Durante los periodos vacacionales, el nu´mero de trabajadores
disponibles siempre sera´ ma´s limitado que en otras e´pocas del an˜o. Por contra,
en otras e´pocas tambie´n habra´ causas de absentismo ligadas a la e´poca, como,
por citar solo una muestra, las enfermedades propias del invierno.
• Dı´a de la semana: Los periodos de trabajo que incluyan fines de semana tendra´n,
normalmente, menos personal asignado que los realizados durante la semana
laboral.
• Tipo de tarea. La tecnolog´ıa de las instalaciones marca diferencias sobre la
formacio´n del personal que puede acometer trabajos sobre ellas. Esto hace que
el tiempo de trabajo efectivo durante un periodo de programacio´n pueda ser
diferente en funcio´n del tipo de tarea que sea necesario realizar.
• Tiempo efectivo de trabajo. El tiempo de trabajo total durante un periodo
de programacio´n esta´ limitado por las condiciones legales y las relaciones con-
tractuales de los trabajadores. Nunca se podra´ dedicar todo ese tiempo a los
trabajos sobre equipos o instalaciones, debido fundamentalmente a los despla-
zamientos y otras tareas auxiliares necesarias para preparar los trabajos.
Accidentabilidad
• El tema de la accidentabilidad esta´ ampliamente estudiado por instituciones
como el Instituto nacional de Seguridad e Higiene en el trabajo [Fra11].
• En este trabajo nos limitamos a enumerar las variables que influyen sobre otras
y afectan a la realizacio´n final de los trabajos.
◦ Estacionalidad.
◦ Dı´a de la semana.
◦ Hora de la jornada
◦ Tipo de tarea o actividad.
◦ Factor humano: distracciones, incumplimientos de las normas, prisas, esta-
do f´ısico-ps´ıquico de los trabajadores, etc.
◦ Herramientas inadecuadas.
◦ Instalaciones en mal estado.
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◦ Entorno f´ısico de las instalaciones. El tipo de entorno donde se ubican las
instalaciones (residencial urbano, industrial, rural, montan˜a o alta mon-
tan˜a,. . . ) incrementa o reduce los tiempos de desplazamiento, tipo de ries-
gos exo´genos presentes, etc. Por otro lado, influye sobre las distancias que
hay que recorrer.
Recursos humanos
• Durante cada periodo de programacio´n, el personal disponible para realizar las
tareas tendra´ diferentes:
◦ Perfiles personales.
◦ Formacio´n y capacitacio´n para realizar cada tarea.
• El tipo de jornada tambie´n podr´ıa ser diferente o no, pero en todo caso condi-
ciona el tiempo de trabajo total.
• El nu´mero de personas disponibles variara´ de acuerdo a la carga de trabajo.
• Cuando hablamos de un sistema distribuido por amplias zonas geogra´ficas se
convierten en variables factores normalmente constantes, que afectan a unos
trabajos y no a otros.
◦ Marco legal.
◦ Entorno geogra´fico.
◦ Entorno social.
• Todos ellos pueden variar de instalacio´n a instalacio´n en funcio´n de la poblacio´n,
municipio, provincia y Comunidad Auto´noma.
Nu´mero de Fallos.
• Esta´ determinado por el nu´mero de componentes de cada subsistema que con-
forma el sistema principal.
• Cada componente tendra´ una tasa de fallo estad´ıstica. Este para´metro no fija
ningu´n valor para un periodo corto de tiempo, motivo por el que durante un
periodo de programacio´n esta variable sera´ completamente aleatoria.
Nu´mero de o´rdenes de trabajo.
• Influenciado por el nu´mero de fallos sobre componentes e instalaciones.
Residuos.
• Los residuos consumen un tiempo de eliminacio´n que afecta a los tiempos de
trabajos efectivos, de disponibilidad e indisponibilidad.
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• Tambie´n afecta a la formacio´n y especializacio´n de recursos humanos y mate-
riales para su tratamiento y eliminacio´n.
En este ana´lisis no se reflejan de manera pormenorizada los costes del mantenimiento.
Simplemente se han identificado los elementos variables de dichos costes que afectan a la
realizacio´n de trabajos durante un periodo de programacio´n4. El mismo razonamiento se
ha utilizado para las dema´s factores: tiempos de disponibilidad e indisponibilidad, personal
efectivo, nu´mero de trabajos que se pueden realizar, etc
Necesidad de simplificacio´n. El exhaustivo trabajo de campo realizado durante los
an˜os indicados en los apartados anteriores, puso de manifiesto las enormes dificultades
de identificar fielmente las variables que influyen sobre los trabajos de mantenimiento.
Un problema adicional es la falta de valores medibles, incluso a nivel cualitativo, en un
determinado instante de programacio´n.
La cantidad de variables aleatorias que aparecen cuando un sistema f´ısico interactu´a con
un entorno ambiental no controlado (ni controlable), provocar´ıan el fracaso pra´ctico de
cualquier modelo matema´tico que pretendiese abordar este problema. La demostracio´n
teo´rica de la bondad del modelo quedar´ıa expuesta a ser refutada al aplicarlo a cualquier
caso general.
Por este motivo, esta investigacio´n se oriento´ hacia la consecucio´n de un modelo ma-
tema´tico que pudiese aportar valor incluso con estos grados de incertidumbre y que fuese
independiente del nu´mero de variables.
El modelo adaptativo propuesto cumple con estos requisitos y se puede implementar de
forma gene´rica permitiendo su utilizacio´n en cualquier campo de decisio´n.
Cla´usulas disyuntivas aplicables.
Las cla´usulas son combinaciones disyuntivas de variables. Se analizan en este apartado
aquellas cla´usulas que es necesario tener en cuenta cuando se plantea la disyuntiva de
aceptar o no un proyecto, en forma de trabajos que es necesario realizar sobre una insta-
lacio´n. El trabajo de mantenimiento estara´ originado por causas asociadas a un fallo que
influira´ sobre las instalaciones y su entorno y cuya repercusio´n sera´ necesario identificar
para la aceptacio´n de los trabajos asociados. Cuando no se cumplan estos condicionantes,
el trabajo no sera´ considerado aceptable y se suspendera´n las acciones sobre los elementos
asociados al mismo hasta que nuevos elementos de decisio´n se incorporen.
4A pesar de que la distancia entre cada instalacio´n y el almace´n de repuestos es una constante para
cada instalacio´n, para la gestio´n de los trabajos es una variable que influye a la hora de fijar las rutas por
costes de desplazamientos.
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Elementos que influyen en la Seguridad. Las variables que determinan la seguridad
de trabajadores, instalaciones y terceros cuando se produce un fallo en una instalacio´n se
reflejan en la tabla 4.16. La cla´usula vendra´ dada por la ecuacio´n:
k=6∨
i=1
CSis = CS1 ∨ CS2 ∨ CS3 ∨ CS4 ∨ CS5 ∨ CS6 (4.4)
Descripcio´n de la variable Codificacio´n
El fallo es disruptivo CS1
El fallo causa dan˜os en las instalaciones CS2
El equipo esta´ situado en un entorno no controlado CS3
El fallo provoca vertidos al medio ambiente CS4
El fallo provoca pe´rdidas de servicios cr´ıticos CS5
El fallo se produce en condiciones climatolo´gicas adversas CS6
Cuadro 4.16: Variables que afectan a la seguridad.
Elementos que influyen en la reglamentacio´n de las instalaciones. Que una
instalacio´n este´ acorde a la reglamentacio´n influye considerablemente en la seguridad. Sin
embargo, en el contexto de programacio´n de trabajos las variables que inciden sobre el
estado, reglamentario o no, de una instalacio´n sobre la que se requieren actuaciones se
reflejan en la tabla 4.17. La cla´usula vendra´ dada por la ecuacio´n:
k=4∨
i=1
CRir = CR1 ∨ CR2 ∨ CR3 ∨ CR4 (4.5)
Descripcio´n de la variable Codificacio´n
El fallo modifica la disposicio´n f´ısica dentro de las instalaciones. CR1
El fallo cambia la interaccio´n de las instalaciones con el entorno. CR2
El fallo afecta a las condiciones de seguridad de los trabajos en las
instalaciones
CR3
El fallo afecta a infraestructuras de comunicacio´n. CR4
Cuadro 4.17: Variables que afectan al estado reglamentario de las instalaciones.
Elementos que influyen sobre la sociedad. Los trabajos en las instalaciones causan
interaccio´n con el entorno social donde se ubican. Son de especial relevancia las interaccio-
nes ocasionadas por fallos de los tipos reflejados en la tabla 4.18. La cla´usula vendra´ dada
por la ecuacio´n:
k=5∨
i=1
CEie = CE1 ∨ CE2 ∨ CE3 ∨ CE4 ∨ CE5 (4.6)
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Descripcio´n de la variable Codificacio´n
El fallo provoca pe´rdida de servicios esenciales. CE1
El fallo provoca incendios. CE2
El fallo provoca explosiones CE3
El fallo provoca fugas de gases CE4
El fallo provoca cortes de infraestructuras CE5
Cuadro 4.18: Variables que afectan a la percepcio´n social de los fallos y trabajos.
Elementos que influyen sobre la calidad de servicio. La calidad de servicio podr´ıa
estar incluida dentro de la reglamentacio´n y las interacciones sociales. Sin embargo, tiene
una componente fuertemente te´cnica que exige un ana´lisis independientemente, puesto que
existen situaciones donde por esos criterios quedar´ıan excluidas ciertas intervenciones que
deben ser acometidas sin dilacio´n. Estos factores sera´n los indicados en la tabla 4.19. La
cla´usula vendra´ dada por la ecuacio´n:
k=4∨
i=1
CQiq = CQ1 ∨ CQ2 ∨ CQ3 ∨ CQ4 (4.7)
Descripcio´n de la variable Codificacio´n
El fallo provoca mu´ltiples cortes de poca duracio´n. CQ1
El fallo afecta a muchos clientes (en una zona o en varias) CQ2
El fallo provoca alteraciones del servicio: microcortes, flicker, etc. CQ3
El fallo provoca corte de servicio por un largo periodo de tiempo CQ4
Cuadro 4.19: Variables que afectan a la calidad del servicio.
Elementos que influyen sobre la economı´a o los costes. Cuando se detecta un
fallo, sus consecuencias econo´micas pueden ser inmediatas o pueden llegar a prolongarse
en el tiempo. Los factores econo´micos que influyen sobre la aceptacio´n de los trabajos una
vez identificado un problema sera´n los indicados en la tabla 4.20. La cla´usula vendra´ dada
por la ecuacio´n:
k=3∨
i=1
CDid = CD1 ∨ CD2 ∨ CD3 (4.8)
Descripcio´n de la variable Codificacio´n
El fallo afecta a una familia de equipos que es necesario sustituir CD1
El fallo afecta a equipos cr´ıticos para el servicio. Si fallan se producira´n
pe´rdidas econo´micas por paradas o trabajos adicionales.
CD2
El fallo provoca dan˜os a terceros. CD3
Cuadro 4.20: Variables que afectan a los costes econo´micos de los fallos y trabajos asocia-
dos.
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Elementos que influyen sobre los recursos. Determinados fallos tendra´n exigen-
cias espec´ıficas de formacio´n y equipamiento antes de poder acometer su reparacio´n. Esta
cla´usula por s´ı sola generara´ la necesidad de acometer la formacio´n necesaria del perso-
nal, la compra del equipamiento o la contratacio´n del servicio. Si esta cla´usula resulta
ser verdadera, el fallo y la solucio´n que se le dara´ constituyen un problema de decisio´n
independiente. Las variables sera´n las indicadas en la tabla 4.21. La cla´usula vendra´ dada
por la ecuacio´n:
k=3∨
i=1
CFif = CF1 ∨ CF2 ∨ CF3 (4.9)
Descripcio´n de la variable Codificacio´n
El fallo requiere personal con formacio´n especializada. CF1
La reparacio´n requiere equipos y herramientas espec´ıficos. CF2
La reparacio´n es econo´micamente inviable. CF3
Cuadro 4.21: Variables que afectan a la capacidad de los recursos para atender un fallo o
trabajo de reparacio´n.
Fo´rmula normal conjuntiva
El problema se puede resolver si existe una combinacio´n de valores de la variables que
convierta en verdadera (sea satisfacible) la fo´rmula, denominada Fo´rmula Normal Con-
juntiva que se obtiene a partir de las seis cla´usulas anteriores resumidas en la tabla 4.22.
La ecuacio´n de la fo´rmula normal conjuntiva tendra´ entonces la siguiente expresio´n:
Cla´usula Disyuncio´n Codificacio´n
Seguridad
∨k=7
i=1 CSis CS
Reglamentacio´n
∨k=4
i=1 CRir CR
Entorno social
∨k=5
i=1 CEie CE
Calidad de servicio
∨k=4
i=1 CQiq CQ
Factores econo´micos
∨k=3
i=1 CDid CD
Recursos disponibles
∨k=3
i=1 CFif CF
Cuadro 4.22: Cla´usulas disyuntivas que influyen en la aceptacio´n de trabajos.
CNF =
k=7∧
i=1
clausulai = CS ∧ CR ∧ CE ∧ CQ ∧ CD ∧ ¬CF (4.10)
Cuando CNF = V erdadero el trabajo pasara´ a la lista de trabajos aceptados y se asig-
nara´ a todas las instalaciones que este´n afectadas por el fallo. En las siguientes etapas
se decidira´n el periodo de programacio´n y los recursos necesarios para realizar el trabajo.
Cuando se han satisfecho todas las cla´usulas, el proyecto se acepta. A continuacio´n va a
ser necesario acometer las tareas precisas para realizarlo. Se resolvera´n las siguientes fases
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del problema: identificar cua´ndo y con que´ medios se realizara´n las tareas de una manera
eficiente.
4.4.2. Seleccio´n de un subconjunto de alternativas dentro de un conjunto
de proyectos aceptables.
Determinacio´n de la variable de control.
Las tareas (proyectos) que han sido aceptadas en la etapa anterior van a ser consideradas
las entradas de un sistema, como el ilustrado en 4.11, cuya salida queremos controlar.
Sobre este modelo se aplicara´n los conceptos de adaptacio´n expuestos con anterioridad.
Figura 4.11: Modelo de caja negra para un sistema de mu´ltiples entras y salidas
Las salidas del sistema sera´n los ı´ndices de calidad. Los valores de estos ı´ndices se fijaran
para conseguir los objetivos marcados por el plan estrate´gico de la empresa. Respecto
a los ı´ndices propuestos en la norma UNE15341, se han seleccionado aquellos que son
representativos y que pueden ser calculados con facilidad en cada periodo de planificacio´n.
Como se comento´ en el apartado 3.6.2, los ı´ndices representan las salidas del sistema a
controlar. En el caso de estudio, se han seleccionado los reflejados en la tabla 4.23.
Indicador
E1 = Coste total del mantenimiento
Valor de sustitucio´n de los activos (Valor de sustitucio´n de la instalacio´n)
E6 =
Disponibilidad ligada al mantenimiento
Coste total del mantenimiento
E7 = Valor medio de inventario de los art´ıculos de mantenimiento
Valor de sustitucio´n de los activos respectivos
E8 =
Coste total de personal interno empleado en mantenimiento
Coste total del mantenimiento
E9 =
Coste total de personal externo empleado en mantenimiento
Coste total del mantenimiento
E10 = Coste total de la contratacio´n
Coste total del mantenimiento
E11 = Coste total de los art´ıculos de mantenimiento
Coste total del mantenimiento
Sigue en la pa´gina siguiente.
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Indicador
E12 = Coste total de los art´ıculos de mantenimiento
Valor medio de inventario de los art´ıculos de mantenimiento
E13 =
Coste por personal indirecto de mantenimiento
Coste total del mantenimiento
E15 = Coste del mantenimiento correctivo
Coste total del mantenimiento
E16 =
Coste del mantenimiento preventivo
Coste total del mantenimiento
E17 = Coste del mantenimiento basado en la condicio´n
Coste total del mantenimiento
E18 = Coste del mantenimiento sistema´tico
Coste total del mantenimiento
E19 =
Coste del mantenimiento de mejora
Coste total del mantenimiento
E20 =
Coste de paradas programadas para mantenimiento
Coste total del mantenimiento
E21 =
Coste de formacio´n del personal de mantenimiento
Efectivo del personal de mantenimiento
T1 =
Tiempo total de funcionamiento
Tiempo de indisponibilidad por mantenimiento
T2 =
Tiempo de disponibilidad conseguido durante el tiempo requerido
Tiempo requerido
T3 =
Nu´mero de fallos debidos a mantenimiento que crean dan˜o medioambiental
Tiempo de calendario
T4 = Volumen anual de residuos o de efectos nocivos relacionados con el mantenimiento
Tiempo de calendario
T5 =
Nu´mero de lesiones del personal debidas al mantenimiento
Tiempo de trabajo
T6 =
Tiempo total de funcionamiento
Tiempo de indisponibilidad por fallos
T7 =
Tiempo total de funcionamiento
Tiempo de indisponibilidad por mantenimiento planificado y programado
T8 =
Tiempo de mantenimiento preventivo que origina tiempo de indisponibilidad
Tiempo total de indisponibilidad por mantenimiento
T10 =
Tiempo de mantenimiento basado en la condicio´n que origina tiempo de indisponibilidad
Tiempo total de indisponibilidad por mantenimiento
T11 =
Nu´mero de fallos que causan lesiones al personal
Nu´mero total de fallos
T12 =
Nu´mero de fallos que pueden causar lesiones al personal
Nu´mero total de fallos
T13 =
Nu´mero de fallos que causan dan˜o al medio ambiente
Nu´mero total de fallos
T14 =
Nu´mero de fallos que pueden causar dano al medio ambiente
Nu´mero total de fallos
T15 =
Tiempo total de funcionamiento
Nu´mero de o´rdenes de trabajo de mantenimiento que causan tiempo de indisponibilidad
T16 =
Tiempo total de funcionamiento
Nu´mero de o´rdenes de trabajo de mantenimiento
T17 =
Tiempo total de funcionamiento
Nu´mero total de fallos
T18 =
Nu´mero de sistemas cubiertos por un ana´lisis de criticidad
Nu´mero total de sistemas
T20 =
Tiempo Planificado y Programado que causa indisponibilidad de produccio´n
Tiempo total de Planificado y Programado que requiere tiempo de indisponibilidad
T21 =
Tiempo total de recuperacio´n
Nu´mero total de fallos
O5 =
Horas-hombre de mantenimiento planificado y programado
Horas-hombre totales de mantenimiento disponibles
O6 =
Nu´mero de lesiones del personal de mantenimiento
Efectivo de personal interno de mantenimiento
O7 =
Horas-hombre perdidas por lesiones del personal de mantenimiento
Horas-hombre totales trabajadas por el personal de mantenimiento
O11 =
Tiempo empleado en mantenimiento correctivo de urgencia
Tiempo total de indisponibilidad ligado a mantenimiento
O16 = Horas-hombre de mantenimiento correctivo
Horas-hombre totales de mantenimiento
O17 =
Horas-hombre de mantenimiento correctivo de urgencia
Horas-hombre totales de mantenimiento
O18 =
Horas-hombre de mantenimiento preventivo
Horas-hombre totales de mantenimiento
O19 = Horas-hombre de mantenimiento basado en la condicio´n
Horas-hombre totales de mantenimiento
Sigue en la pa´gina siguiente.
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Indicador
O20 = Horas-hombre de mantenimiento sistema´tico
Horas-hombre totales de mantenimiento
O21 =
Horas-hombre suplementarias de mantenimiento intemo
Horas-hombre totales de personal intemo de mantenimiento
O22 =
Nu´mero de o´rdenes de trabajo realizadas segu´n programacio´n
Nu´mero total de o´rdenes de trabajo programadas
O23 =
Nu´mero de horas- hombre para formacio´n del personal interno de mantenimiento
Horas-hombre totales de mantenimiento intemo
O25 =
HH totales trabajadas por personal directo en actividades planificadas y programadas
Horas-hombre totales planificadas y programadas para personal directo
Cuadro 4.23: Seleccio´n de indicadores de mantenimiento que repre-
sentan las salidas del sistema en estudio.
Las perturbaciones que afectan al sistema debidas a las variables de entorno no controladas
van a estar impl´ıcitas en los estados anteriores. Podremos entonces, aplicar el modelo
simplificado de control adaptativo para llevar las variables de salida hasta la consigna
deseada. Una trayectoria natural de evolucio´n para una variable f´ısica se muestra en la
figura 4.12.
Figura 4.12: Trayectoria deseada proyectada TDPk.
El modelo matema´tico aplicable para el caso multivariable sera´:
U(k) = Uˆ(k|k) = Yr(k + λ|k)−
∑nˆ
i=1 Eˆ
(λ)
i Y (k + 1− i)−
∑mˆ
i=2 Gˆ
(λ)
i U(k + 1− i)
Hˆ(λ)
(4.11)
con
Eˆ
(λ)
i = Eˆ
(λ−1)
1 Aˆi + Eˆ
(λ−1)
i+1 ; i = 1, . . . , nˆ; j = 2, . . . , λ (4.12)
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Gˆ
(λ)
i = Eˆ
(λ−1)
1 Bˆi + Gˆ
(λ−1)
i+1 ; i = 1, . . . , mˆ; j = 2, . . . , λ (4.13)
Hˆ(λ) = Gˆ
(λ)
1 + Gˆ
(λ−1)
1 + · · ·+ Gˆ(1)1 (4.14)
siendo
Eˆ
(1)
i = Aˆi; i = 1, . . . , nˆ;
Eˆ
(λ−1)
nˆ+1 =
−→
0 ; j = 1, . . . , λ;
con
Gˆ
(1)
i = Bˆi; i = 1, . . . , mˆ;
Gˆ
(λ−1)
mˆ+1 =
−→
0 ; j = 2, . . . , λ;
Para poder introducir las tareas dentro del modelo, es necesario expresarlas de manera
adecuada en te´rminos matema´ticos para su tratamiento.
Resolviendo los para´metros del modelo para cada instante de programacio´n, es posible
calcular el valor de accio´n que es necesario aplicar sobre cada una de las variables de
entrada para conseguir los valores de salida deseados.
Asignacio´n secuencial de proyectos.
Una vez que se ha obtenido en el paso anterior el valor de la accio´n de control sobre cada
variable, se procede a seleccionar el conjunto de proyectos que permiten alcanzar ese va-
lor. Esta proceso se repetira´ en cada instante de control, definiendo una representacio´n en
tiempo discreto del sistema. Esta seleccio´n saldra´ de la solucio´n del problema de asignacio´n
secuencial (Secretary Problem). El responsable tiene que seleccionar las ”mejores”tareas
de entre el catalogo disponible. En la pra´ctica no se trata de conseguir un o´ptimo de pla-
nificacio´n. El tiempo de co´mputo podr´ıa ser excesivo y la solucio´n o´ptima podr´ıa llegar a
no ser aplicable por motivos ajenos a la propia planificacio´n. El problema de asignacio´n
secuencial trata de resolver precisamente esta situacio´n: en la seleccio´n de candidatos para
ocupar un puesto de empleo todos los candidatos tienen los requisitos para ser entrevista-
dos y queda en manos del entrevistador la eleccio´n del mejor candidato. Con los proyectos
ocurre algo muy similar. Las tareas se presentan al responsable de forma secuencial. Nor-
malmente tendra´ ma´s tareas que recursos. Los recursos muy a menudo hacen referencia al
personal que se encarga de ejecutar las tareas. Los conocimientos y capacidades de cada
persona son diferentes, por lo que encontrar las tareas ma´s apropiadas para cada persona
es una prioridad.
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El problema se formula de la siguiente manera [BHZ13]: Sea un conjunto de elementos
de entrada a1, a2, . . . , an entre los cuales hay que seleccionar los que mejor cumplen los
requisitos fijados por la funcio´n f : 2S 7−→ R.
Si B es un subconjunto de A ⊆ S, tenemos que f(B ∪A) = f(A)
Cada elemento se evalu´a de manera secuencial en el orden a1, a2, . . . , an.
Se divide el conjunto de entrada en k subconjuntos de l elementos, siendo l = nk .
Los elementos del subconjunto j sera´n:
Sj = {a(j−1)l+1, a(j−1)l+2, . . . , ajl} con 1 ≤ j < k
, y los elementos del subconjunto Sk:
Sk = {a(k−1)l+1, a(k−1)l+2, . . . , an}En cada subconjunto se selecciona un elemento. En el
instante i-e´simo tendremos seleccionados un conjunto Ti de elementos correspondientes a
los subconjuntos ya revisados, partiendo de T0 = 0:⋃i
j=1 Sj
Se intenta seleccionar el elemento e de los que conforman el subconjunto Sj que maximize
la funcio´n:
gi(e) = f(Ti−1 ∪ {e})− f(Ti−1) (4.15)
O dicho de otra manera:
Se selecciona el elemento: x ∈ Si / max(gi(x)) (4.16)
Este algoritmo se aplica de manera iterativa sobre el conjunto de todas las tareas que han
sido aceptadas y que no han sido realizadas todav´ıa, hasta seleccionar tantas tareas como
sean necesarias para completar el valor de entrada requerido para la accio´n de control
ui(k).
Con este planteamiento se consigue seleccionar las tareas que reportan mayor utilidad a
los recursos disponibles en un periodo de tiempo considerado.
4.4.3. Seleccio´n de un u´nico proyecto de entre un conjunto de alterna-
tivas excluyentes.
En un nivel de planificacio´n alto, las tareas no tienen por que´ ser excluyentes entre s´ı. Sin
embargo, en la realidad, la limitacio´n de recursos conduce a que resulte imposible acometer
de manera simulta´nea todas las tareas y que sea necesario seleccionar unas en detrimento
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de otras. Este proceso sera´ la asignacio´n de tareas a cada equipo de trabajo (recursos) o
la asignacio´n de recursos (equipos de trabajo necesarios) para cada tarea.
Como se analizo´ en el cap´ıtulo 2, e´ste ser´ıa puramente un problema Problema de Asig-
nacio´n Secuencial de Tareas (JSSP), pero al an˜adirle los movimientos entre instalaciones
distribuidas por la geograf´ıa, se resuelve mejor como un problema VRP extendido. En este
trabajo se va a plantear un modelo mixto que permita salvar las restricciones de ambos
planteamientos.
Utilizaremos un modelo conceptual para encontrar un conjunto de rutas para veh´ıculos
que considera recorridos de ida (linehauls) y recorridos de vuelta (backhauls) separados,
mu´ltiples viajes y ventanas de tiempo (VRPB-MTTW). Suponiendo que el producto para
Figura 4.13: Representacio´n esquema´tica de las rutas entre instalaciones.
los clientes de entrega en la ruta de ida sean los trabajos planificados de tipo preventivo
y los productos de la ruta de regreso sean los trabajos de tipo correctivo, no planificados,
la demanda de estos u´ltimos no sera determinista.
Puede ser necesario que la prioridad de servicio se altere y que se sirva primero a los
clientes de regreso.
Pueden existir excesos de capacidad puntuales que deben ser atendidos.
Segu´n [dHMC04], el problema de secuenciacio´n de tareas consiste en la asignacio´n de
recursos a diferentes actividades que se ejecutan simulta´neamente a lo largo del tiempo.
Este problema esta´ presente en mu´ltiples a´reas de conocimiento. En el mantenimiento se
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trata de un problema fundamental, pues hay que asignar a recursos limitados, equipos
humanos de trabajo o ma´quinas, la realizacio´n de las operaciones o tareas necesarias para
ejecutar las reparaciones de los sistemas que se quieren mantener. En general, la funcio´n
objetivo estara´ relacionada con el tiempo de ejecucio´n de las tareas para minimizar el
tiempo total o las esperas, tratando de realizar la ma´xima cantidad de trabajos con los
recursos disponibles, evitando, en lo posible, que queden equipos sin utilizar en algu´n
periodo.
En produccio´n industrial este problema, del tipo NP-Hard, se plantea como se expuso
en el apartado 2.6.1. En el mantenimiento de sistemas industriales, existe una dificultad
adicional derivada de la indeterminacio´n de la duracio´n de cada tarea opij . Habra´, por tanto
que determinar en que´ conjunto Ek se encaja la tarea opij en funcio´n de la capacidad de
dicho conjunto al principio del per´ıodo de programacio´n para acometer ma´s tareas.
4.4.4. A´mbito de aplicacio´n del modelo
En este cap´ıtulo se expone una aplicacio´n pra´ctica del modelo desarrollado. No obstante,
la idea original de este estudio, ma´s alla´ de resolver un problema laboral espec´ıfico, es
contribuir al incremento de conocimientos cient´ıficos sobre el problema cla´sico de seleccio´n
de proyectos.
Al seleccionar la metodolog´ıa de estudio de variables y los modelos matema´ticos se presto´ es-
pecial atencio´n sobre el hecho de no establecer l´ımites a la hora de aplicar las mismas ideas
en otros campos de estudio diferentes al del caso pra´ctico elegido. Mantener esta´ idea en
mente, mientras se investigaba, ha permitido explorar soluciones que nunca se contem-
plar´ıan buscando resolver un problema concreto.
En la identificacio´n de las variables se utilizaron te´cnicas cualitativas de uso habitual en
sociolog´ıa, pero muy novedosas en la economı´a y la ingenier´ıa. Se utilizan conceptos de
filosof´ıa que, combinados con la informa´tica, abren un universo de posibilidades a la hora de
generar conocimiento basado en el razonamiento sobre el caso, te´cnica de amplio historial
en medicina.
En la definicio´n del modelo matema´tico se combinaron soluciones tradicionales con otras
menos convencionales, propuestas a partir de experiencias personales del investigador. Los
procesos de la vida (estructura, organizacio´n, funcio´n y evolucio´n) son muy similares a los
procesos de las empresas y los sistemas f´ısicos o virtuales que controlan. Esta similitud solo
es posible en un grado alto de abstraccio´n y partiendo de la base de que, tal como se expuso
en el apartado 3.3.4, las expresiones matema´ticas por s´ı solas carecen de sentido. As´ı, un
modelo disen˜ado para explicar un flujo de energ´ıa puede ser aplicable para entender un flujo
de trabajos como el del caso pra´ctico seleccionado, la seleccio´n de una cartera de trabajos
de mantenimiento de instalaciones ele´ctricas. Obviamente, esto requiere un conocimiento
preciso de los procesos bajo estudio para interpretar los resultados.
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Aplicando esta idea, se utilizaron conceptos probados con e´xito en el control de variables
f´ısicas (como temperatura, caudal, volumen,. . . ) de procesos industriales para controlar
otro tipo de procesos. El modelo de control adaptativo seleccionado como herramienta de
ayuda, lleva ma´s de treinta an˜os de aplicacio´n industrial y esta´ avalado por los resultados.
Su empleo en la seleccio´n de proyectos considerando variables de entorno an˜ade robustez
al me´todo de decisio´n, pues el mecanismo de adaptacio´n va a permitir controlar el proceso,
dentro de los l´ımites de operacio´n, en presencia de dichas variables, con independencia de
que sean identificables y medibles o no.
Otro catalizador decisivo para llegar a este nivel de abstraccio´n ha resultado ser el concepto
”caja negra”, de amplia difusio´n en la programacio´n orientada a objetos de programas
informa´ticos.
La solucio´n propuesta, contribuye a aumentar el conocimiento sobre la disciplina estudiada,
pero, adicionalmente, aporta nuevos caminos de investigacio´n al incorporar herramientas
de otras disciplinas, como la ingenier´ıa, la filosof´ıa y la informa´tica, aplicando conceptos
propios de dichas disciplinas en campos alternativos. El empleo de estas te´cnicas, con
origen en distintas disciplinas, ha permitido elaborar el me´todo de tres etapas propuesto.
Proporcionar las entradas al modelo a trave´s de una base de conocimiento del dominio que
se estudia le an˜ade independencia del propio dominio estudiado. Para su elaboracio´n se han
cumplido las caracter´ısticas del rigor cient´ıfico, lo mismo que para identificar las variables
y su influencia. Por tanto, este me´todo es robusto, consistente, replicable y adaptable a
otros campos de decisio´n.
Las l´ıneas generales que definen el problema de decisio´n aplicado a la seleccio´n de proyectos
considerando variables de entorno en el caso de la cartera de trabajos de mantenimiento
de instalaciones ele´ctricas son:
1. Se requiere la participacio´n de varios niveles de gestio´n.
2. Involucra varios escenarios.
3. Debe ajustarse a la regulacio´n institucional.
4. Afecta a las necesidades de nueva financiacio´n o puede dirigirla hacia otras inversio-
nes.
5. Condiciona nuevas instalaciones o reformas de las existentes.
6. Existen alternativas con elevado riesgo econo´mico o tecnolo´gico.
7. Las decisiones tendra´n consecuencias en el futuro.
Explicadas en un nivel superior de detalle tendr´ıamos:
1. Intervendra´n: el Gestor de la red; los responsables de mantenimiento; los responsables
de la explotacio´n ele´ctrica y los responsables de los equipos de trabajo.
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2. El escenario variara´ en funcio´n de variables de contorno (meteorolog´ıa, estacionali-
dad,. . . ); el trabajo podra´ ejecutarse o aplazarse para otra ocasio´n.
3. Tanto trabajos como instalaciones esta´n sujetos a los Reglamentos de instalaciones,
Seguridad, etc.
4. Un trabajo de mantenimiento sirve para detectar problemas incipientes o para co-
rregir problemas detectados. Siempre existe la posibilidad de que el alcance de los
trabajos este sujeto a variaciones durante el curso del mismo.
5. El mantenimiento de una instalacio´n ele´ctrica es una pieza clave del crecimiento de
la red. Si una instalacio´n no cumple su funcio´n debera´ ser reemplazada o impedira´ el
normal funcionamiento del sistema.
6. El abanico de opciones para el decisor va desde no hacer nada hasta el reemplazo de
toda una familia de instalaciones. Los riesgos econo´micos y te´cnicos sera´n distintos
en virtud del escenario que se contemple.
7. Cuando se presenta un problema de mantenimiento, cualquier decisio´n condicio-
nara´ el futuro. As´ı, sustituir un elemento ahora evitara´ aver´ıas futuras y esto con-
dicionara´ las inversiones durante los pro´ximos an˜os en una determinada instalacio´n.
Por contra, esperar para invertir tras la amortizacio´n de la instalacio´n incremen-
tara´ (o no) los costes de reparaciones correctivas.
Puesto que el me´todo ha sido disen˜ado para ayudar en la decisio´n de gestores de carteras
de proyectos, afectados por condiciones de contorno y evolucionando a lo largo del tiempo
en instalaciones distribuidas, se pueden encontrar otros campos de aplicacio´n. Citamos a
continuacio´n un par de campos alternativos, explicando los parecidos:
Gestio´n de reservas en instalaciones hoteleras.
1. Intervendra´n: Central de reservas; Direccio´n del hotel; Personal,. . .
2. El escenario variara´ en funcio´n de variables de contorno (estacionalidad, me-
teorolog´ıa,. . . ) que afectara´n la cantidad de reservas y la ocupacio´n total del
hotel.
3. Reservas e instalaciones esta´n sujetos a normas legales.
4. Tener ma´s o menos reserva y ocupacio´n afecta a las compras de suministros,
contratos de personal eventual,. . .
5. Un incremento de las reservas puede justificar la ampliacio´n de las instalaciones.
Por el contrario una reduccio´n podr´ıa obligar a cerrar plantas del hotel.
6. Para atender las reservas puede ser necesario decidir renovar o ampliar las
instalaciones existentes o hacer inversiones para construir nuevas instalaciones.
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7. Atender o rechazar reservas son decisiones que condicionaran las reservas y
ocupaciones futuras, aunque no haya una ley conocida que defina esta influencia.
Talleres de fabricacio´n de productos.
1. Intervendra´n: Direccio´n de la empresa; direccio´n te´cnica; jefes de taller,. . .
2. El escenario variara´ en funcio´n de variables de contorno: pedidos de clientes en
funcio´n de necesidades aleatorias, necesidades deterministas,. . .
3. Jornadas laborales, instalaciones y productos esta´n sujetos a normas legales.
4. Tener ma´s o menos pedidos de produccio´n afecta a las compras de suministros,
contratos de personal eventual,. . .
5. Un incremento de los pedidos puede justificar la ampliacio´n de una cadena de
montaje. Por el contrario una reduccio´n podr´ıa obligar a cerrarla.
6. Para atender pedidos puede ser necesario decidir si utilizar las instalaciones
existentes o hacer inversiones, contratar o alquilar,. . .
7. Atender o rechazar un pedido o invertir en nuevas ma´quinas son decisiones que
condicionara´n los trabajos futuros de la empresa.
Parecidos argumentos de similitud se podr´ıan emplear en el control de ocupacio´n de insta-
laciones hospitalarias;en empresas de distribucio´n de paquetes; en empresas de transporte
de personas;. . .
Esbozamos a continuacio´n las adaptaciones que habr´ıa que realizar sobre el modelo pro-
puesto;
1. Definir las ontolog´ıas necesarias para identificar el dominio.
2. En la etapa 1 habr´ıa que sustituir las variables consideradas y redefinir las cla´usulas
disyuntivas, as´ı como la fo´rmula normal conjuntiva para el nuevo caso de estudio.
3. En la etapa 2, el modelo es aplicable directamente sobre el vector de entradas U y
salidas Y que definen los proceso del nuevo modelo.
4. En la etapa 3 tampoco es necesario ajustar el modelo para problemas de asignacio´n
de rutas. Bastara´ con escribir las restricciones de manera que definan correctamente
el problema.
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Cap´ıtulo 5
Aplicacio´n del Modelo.
5.1. Implementacio´n de la herramienta de ayuda a la deci-
sio´n.
En este apartado se presenta un supuesto simplificado de aplicacio´n del modelo a un
sistema con una u´nica variable de entrada (los trabajos que hay que gestionar) y una
u´nica variable de salida (el presupuesto consumido para realizar esos trabajos), detallando
las etapas correspondientes del modelo.Se explica paso a paso la aplicacio´n para realizar,
en la parte final, un ana´lisis comparativo, tomando como caso base la situacio´n real.
5.1.1. Etapa de Aceptacio´n.
La primera fase del proceso, la aceptacio´n de cada tarea considerada individualmente, no
reviste ninguna complejidad matema´tica ni conceptual. Simplemente se trata de asignar
cada para´metro considerado y comprobar si se cumple la ecuacio´n 4.10. Puesto que los
trabajos ya estaban seleccionados, no se analizan aqu´ı casos concretos, ya que, por otra
parte, se trata de informacio´n propietaria que esta´ sujeta a tratamiento confidencial. Una
vez seleccionadas las variables booleanas que definen el problema se incorporan al registro
de casos mediante el empleo de simples formularios donde se marque el valor lo´gico de cada
variable. Las figuras 5.1 a 5.6 ilustran esta tarea elemental. Finalizada esta fase, se aplica
sobre dichas variables la lo´gica combinatoria descrita en el apartado 4.4.1 y representada
gra´ficamente en la figura 5.7 1 .
1La implementacio´n de esta lo´gica es una tarea trivial en cualquier lenguaje de programacio´n informa´ti-
ca.
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Figura 5.1: Variables que configuran la cla´usula de seguridad.
Figura 5.2: Variables que configuran la cla´usula de condiciones reglamentarias.
Figura 5.3: Variables que configuran la cla´usula de calidad.
Figura 5.4: Variables que configuran la cla´usula de influencia del fallo en la sociedad.
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Figura 5.5: Variables que configuran la cla´usula de afeccio´n a los costes.
Figura 5.6: Variables que configuran la cla´usula de disponibilidad de recursos.
5.1.2. Etapa de Programacio´n.
En el sistema real de un sistema ele´ctrico, el problema tendra´ mu´ltiples variables tanto
de entrada como de salida. Sin embargo, el modelo matema´tico es exactamente el mismo
sustituyendo las ecuaciones simples por matrices de ecuaciones. Partiendo de esta premisa,
se explicara´ el proceso seguido para una u´nica variable, tanto de entrada como de salida.
Tomamos como variable de salida el presupuesto asignado para un periodo de planificacio´n.
La variable de entrada sera´n los costes de cada tarea. Al intentar controlar el presupuesto,
la variable de control son las tareas que se ejecutan. Si se necesita incrementar el presu-
puesto incurrido, habra´ que ejecutar ma´s tareas y, si se necesita reducirlo, alguna de las
tareas sera´ pospuesta2.
Para modelar las tareas como flujo de actividad, se define una tarea por su coste de
realizacio´n, ya sea en tiempo o en dinero (pues la conversio´n entre ambas es proporcional
con una constante conocida) y por la ubicacio´n donde es necesario realizarla, pues ese dato
condicionara´ las etapas posteriores.
El modelo se construye analizando los datos de trabajos de una empresa cuya actividad es
el mantenimiento de instalaciones durante el an˜o 2014. Los datos que se muestran esta´n
codificados por motivos de confidencialidad. Se analiza una muestra de 940 trabajos de
varias tipolog´ıas a partir de los cuales se determinan los para´metros del modelo. Esos
trabajos se distribuyeron a lo largo de los 365 d´ıas del an˜o, que ser´ıan los periodos de
2Se consideran las tareas como un depo´sito de almacenamiento, que dispone de una va´lvula de salida
sobre la que es posible aplicar acciones de control para abrirla o cerrarla.
130
5. Aplicacio´n del Modelo.
Figura 5.7: Lo´gica binaria que permite obtener la fo´rmula normal conjuntiva a partir de
las variables de entrada.
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programacio´n teo´ricos. Por motivos de visibilidad, se van a utilizar en este cap´ıtulo las
semanas como instantes de planificacio´n, con lo que se reduce a 53 periodos de planificacio´n
o instantes de muestreo.
La figura 5.8 muestra el diagrama de Gantt de las tareas seleccionadas en cada periodo.
Con los valores de cada periodo se define un modelo adaptativo, donde la funcio´n u(k)
es la variable de entrada que describe el flujo de tareas necesarias para obtener la salida
presupuestaria deseada. Se expresa:
u(k) = uˆ(k|k) = yr(k + λ|k)−
∑nˆ
i=1 eˆ
(λ)
i y(k + 1− i)−
∑mˆ
i=2 gˆ
(λ)
i u(k + 1− i)
hˆ(λ)
(5.1)
con
eˆ
(λ)
i = eˆ
(λ−1)
1 aˆi + eˆ
(λ−1)
i+1 ; i = 1, . . . , nˆ; j = 2, . . . , λ (5.2)
gˆ
(λ)
i = eˆ
(λ−1)
1 bˆi + gˆ
(λ−1)
i+1 ; i = 1, . . . , mˆ; j = 2, . . . , λ (5.3)
hˆ(λ) = gˆ
(λ)
1 + gˆ
(λ−1)
1 + · · ·+ gˆ(1)1 (5.4)
siendo eˆ
(1)
i = aˆi; i = 1, . . . , nˆ; eˆ
(λ−1)
nˆ+1 = 0; j = 1, . . . , λ;
gˆ
(1)
i = bˆi; i = 1, . . . , mˆ; gˆ
(λ−1)
mˆ+1 = 0; j = 2, . . . , λ;
La trayectoria deseada de la variable de salida seguir´ıa una curva como la mostrada en el
figura 5.9. La trayectoria de salida del modelo para la variable ”presupuesto”, en realidad
siguio´ la curva representada en 5.10.
Con los datos de ambas curvas vamos a explicar el modelo matema´tico que se utilizara´ para
tomar las decisiones en un entorno condicionado por variables externas, donde la estrategia
adaptativa es de suma importancia. La ecuacio´n que representa esta dina´mica de proceso
sera´:
y(k) =
n∑
i=1
aiy(k − i) +
m∑
i=1
biu(k − i) +
p∑
i=1
chw(k − i) + ∆(k) (5.5)
Para cada instante de control se calculan los para´metros ai y bi.
Estos para´metros se obtienen resolviendo un sistema lineal de ecuaciones cuyo objetivo es
conseguir el valor de salida deseado, cambiando los para´metros de la ecuacio´n a partir de
los valores de entrada conocidos.
Para ilustrar el funcionamiento de la estrategia de control, se van a presentar los resultados
de la ejecucio´n de los pasos de ca´lculo correspondientes a unos pocos instantes de control.
Puesto que el presupuesto anual siempre se inicia en 0, el primer instante produce valores de
para´metros muy diferentes a los de otros instantes. Consideraremos entonces que durante
los primeros instantes el modelo y el sistema real son coincidentes y nos centraremos en el
instante de control k = 5 para explicar el proceso de ca´lculo.
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Figura 5.8: Vista de los trabajos utilizados para probar el modelo.
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Figura 5.9: Curva de la trayectoria deseada para el presupuesto anual de los trabajos.
Figura 5.10: Trayectoria de salida del modelo teo´rico para la variable de salida.
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Supondremos, por simplificar la explicacio´n, que no hay errores de modelizacio´n y que
los valores αi son iguales a los valores ai y lo mismo ocurre con los valores βi y bi.
3
En el instante k = 4 los valores de los para´metros del proceso sera´n los mostrados en la
tabla 5.1 Podremos entonces calcular la salida esperada en el instante k = 5 utilizando
ai bi
a1 = 2864404, 882 b1 = 2864404, 882
a2 = 0, 007602863 b2 = 0, 282683332
a3 = 0, 470834316 b3 = 5, 437841806
a4 = 0, 335405229 b4 = 0, 532688522
Cuadro 5.1: Para´metros del modelo en el instante k=4.
dichos para´metros y las salidas y entradas en los instantes anteriores, segu´n la ecuacio´n
5.5 resultando y(5|4) = 61022
A partir de esta salida deseada, la ley de control 5.1 calcula la accio´n de control sobre
la entrada, que resulta ser 8138. Los trabajos mostrados en la tabla 5.11 son los que
materializan ese valor.
Figura 5.11: Listado de trabajos seleccionados para el instante de muestreo k=5
Para seleccionar estos trabajos se aplica el algoritmo de seleccio´n secuencial de tareas
4.16 desarrollado en el apartado 4.4.2. Se analizan secuencialmente todos los trabajos,
3Incluir estos errores aporta u´nicamente complejidad de ca´lculo, pues la operativa conceptual es exac-
tamente la misma.
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siendo aceptados o rechazados por el algoritmo. El proceso se detiene cuando se consigue
seleccionar la cantidad de candidatos necesarios para cumplir los objetivos.
Las tareas aceptadas se marcan para la planificacio´n del instante k considerado.
Las tareas rechazadas se mantienen en la pila de programacio´n indefinidamente, hasta que
son ejecutadas. En cada instante de planificacio´n se vuelven a considerar todas las tareas
aceptadas en la primera etapa del proceso.
Los para´metros del modelo adaptativo se recalculan en cada punto de muestreo con el
objetivo de obtener una nueva prediccio´n de la salida para el instante de muestreo siguiente.
Las variables externas condicionan la evolucio´n del sistema. Durante el periodo de estudio
considerado, muchos trabajos se vieron afectados por ellas. Los gestores tomaron las de-
cisiones necesarias para replanificarlos y ejecutarlos en otro instante temporal donde las
condiciones fuesen favorables.
Con independencia de cua´les fuesen las causas de las variaciones de la planificacio´n, el
modelo puede ajustar el flujo de entrada para conseguir la salida deseada. Como se puede
apreciar en la figura 5.12,
Figura 5.12: Curvas de salida real y modelada superpuestas
durante los primeros intervalos de planificacio´n se produce un retraso en la realizacio´n
de las tareas. Este retraso esta´ justificado probablemente por la estacionalidad de dichas
tareas. Son las primeras semanas del an˜o y, por tanto, periodo invernal. Esta estacionalidad
produce varios efectos que afectan al sistema. Los trabajos en instalaciones a la intemperie
esta´n afectados por el clima. Ciertas inclemencias del tiempo, como temporales de viento o
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nieve, producen la suspensio´n de los trabajos. En el caso de factores climatolo´gicos menos
intensos, lluvia moderada o fr´ıo, no se llega a la suspensio´n pero s´ı condiciona la duracio´n
de los trabajos debido a las necesarias medidas de proteccio´n contra dichos elementos. Los
trabajos duran ma´s y, por tanto, el ritmo del sistema se ralentiza.
Por otro lado, en la e´poca invernal, los trabajadores tienen ma´s propensio´n al absentismo
laboral debido a las enfermedades propias de dicha estacio´n: gripes, resfriados,. . . Este
tipo de absentismo no permite un ajuste ra´pido de la plantilla de trabajo, pues suelen
ser imprevistos y de corta duracio´n, con lo que conllevan la suspensio´n de los trabajos
planificados para ese equipo de trabajo.
Con independencia de lo razonables que parecen ambas causas, pueden existir otras razones
menos evidentes que tambie´n contribuyen al retraso de las tareas.
En el nivel de programacio´n, conocer las causas que provocan el retraso o modificacio´n de
cada trabajo, cuando el volumen es elevado, puede suponer un tiempo de proceso excesivo
para la agenda del gestor. Adema´s, puede suceder que, incluso aunque pueda hacerlo, el
valor an˜adido que aporte este conocimiento sea nulo o irrelevante para la empresa. Por
esta razo´n, disponer de un modelo que permita hacer predicciones, con independencia de
las causas ra´ız que este´n detra´s de cada modificacio´n del desv´ıo de la trayectoria deseada
para las variables objeto de control, sera´ una pieza clave para ayudar a los gestores en la
toma de decisiones.
El modelo propuesto trata de llevar el sistema hacia la salida de consigna deseada. Las
desviaciones, tanto positivas como negativas han de ser corregidas. Los para´metros que
marcan la curva de trayectoria de la variable de salida van a adaptarse a las perturbaciones
externas, sea cual sea su origen, y tomar las medidas necesarias para conducir de nuevo
su valor a la senda deseada.
En la planificacio´n de trabajos sobre instalaciones distribuidas por la geograf´ıa, existen
muchos factores cuyo comportamiento no es modelable. Por citar algunos:
Influencia humana.
• Las personas que componen un equipo de trabajo, esta´n sujetas a mu´ltiples
variables que condicionan su comportamiento.
1. Pueden encontrarse indispuestas momenta´neamente por temas de salud.
2. Problemas personales que afectan al tiempo de dedicacio´n o al rendimiento
en el trabajo.
3. Incertidumbres a la hora de realizar un trabajo por desconocimiento de las
te´cnicas o me´todos necesarios.
4. Despistes en las rutas de acceso a los lugares.
5. Necesidades de desplazamientos adicionales para atender imprevistos.
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• La presencia de otras personas, ajenas al equipo de trabajo, tambien condicio-
nan el comportamiento y la duracio´n de los trabajos.
1. Para realizar un trabajo en un lugar donde hay concurrencia de personas,
las labores de delimitacio´n y sen˜alizacio´n de los trabajos son ma´s intensas
e incluso pueden obligar a la suspensio´n de cierto tipo de trabajos.
2. Una sola persona que transite por la zona donde se realiza el trabajo, tam-
bie´n puede afectar a los trabajos pues puede plantear cuestiones para cuya
respuesta sea necesario interrumpir los trabajos, aunque sea temporalmen-
te.
3. La influencia del resto de las personas en los desplazamientos es clara:
atascos, accidentes de tra´fico, . . .
Influencia de animales.
• La presencia de animales en los lugares de trabajo puede provocar retrasos y
prolongaciones de las tareas. Cuando esto ocurre los trabajos se ven alterados
hasta que se neutralizan los animales, generando adema´s tareas adicionales no
previstas inicialmente. 4
Los factores externos suponen en la realidad restricciones a la realizacio´n de los trabajos.
Con el modelo adaptativo propuesto, no es necesario contemplar estas restricciones dentro
del modelo, pues sea cual sea su efecto, sera´n tenidas en cuenta en el siguiente periodo
de planificacio´n. Incorporando las restricciones internas, debidas a las limitaciones del
sistema, el modelo dispone de suficiente informacio´n para proporcionar una prediccio´n
aceptable. Estas restricciones sera´n:
Capacidad de carga de trabajo. La cantidad de trabajos que se puede programar
estara´ limitada por el nu´mero de trabajos que pueden ser realizables por los equipos y
medios de trabajo disponibles para ese periodo. Esto puede afectar en dos vertientes:
• Por un lado tendremos la capacidad de los equipos de trabajo humanos. Los
especialistas en cada tipo de trabajo tienen que repartirse las tareas a lo largo
de los sucesivos periodos de planificacio´n.
• Las herramientas necesarias para determinados trabajos pueden tener un coste
demasiado alto como para que su uso no sea intensivo. Por lo tanto, estos
equipos no estara´n disponibles para todo instante y sera´ necesario programar
un uso secuencial.
Limitaciones por incompatibilidad de trabajos. Cuando se realizan trabajos en una
instalacio´n ele´ctrica es necesario dejarla fuera de servicio, afectando a terceros y es
4Perros, ganado agresivo, avispas, serpientes,. . . , pueden estar presentes pra´cticamente en cualquier
lugar de la geograf´ıa con una baja probabilidad.
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necesario contar con ellos a la hora de planificar los trabajos. Este punto es especial-
mente importante cuando hay mu´ltiples trabajos en una zona, pues las redundancias
del sistema pueden cubrir una pe´rdida limitada del sistema. Si se dejan fuera de
servicio demasiadas instalaciones se producira´n efectos sobre los clientes del sistema.
Cuando se intentan recuperar los retrasos producidos por las variables externas de los
primeros periodos, es necesario tener estas restricciones en cuenta. Como en todo sistema
lineal, las restricciones pueden ser:
< La capacidad de carga de trabajo debe ser menor que el valor disponible de horas
de trabajo disponibles para los equipos
≤ El nu´mero de instalaciones sobre las que se pueden realizar trabajos tiene que ser
menor o igual que un valor dado.
> Los equipos de trabajo disponibles deben disponer de trabajos. Puesto que existen
trabajos pendientes, resulta antiecono´mico tener fuerza de trabajo parada.
Las restricciones de capacidad establecen un l´ımite a la salida calculada por el modelo.
Sobre la curva global vamos a centrar la explicacio´n en unos breves momentos de la misma.
En los primeros instantes, que se pueden apreciar con detalle en la figura 5.13, se puede
ver co´mo el modelo en el instante k = 2 predice una salida para el instante k|k − 1 = 3
de valor y(3|2) = 44665. Las limitaciones internas o externas del sistema, impiden que
se alcance ese valor. El valor real en el instante k = 3 de la salida es yˆ(3) = 33211. Al
incorporar este valor al modelo, se recalcula la trayectoria deseada proyectada para ese
instante TDP3.
Durante los instantes posteriores, la tendencia se mantiene y los valores de salida no
alcanzan las previsiones de las TDPk−1. Los para´metros del modelo evolucionan para
adaptarse a estas situaciones y llevar la variable de salida hacia el valor de consigna. La
tabla 5.2 muestra los valores de los para´metros ai y bi entre los instantes k = 2 y k = 7
ai textbfbi
a2 = 0, 007602863 b2 = 0, 282683332
a3 = 0, 470834316 b3 = 5, 437841806
a4 = 0, 335405229 b4 = 0, 532688522
a5 = 0, 401544335 b5 = 0, 592481014
a6 = 0, 400739561 b6 = 0, 532042855
a7 = 0, 461121399 b7 = 0, 586237474
Cuadro 5.2: Para´metros del modelo en el instante k=7.
que permiten el ca´lculo de la salida prevista segu´n la ley 5.1.
En el instante k = 14 se produce un cambio en la tendencia y se comienzan a recuperar
los trabajos perdidos. Este cambio podr´ıa tener connotaciones estacionales por coincidir
con la llegada de la primavera y la mejor´ıa de la climatolog´ıa. Sin embargo, la razo´n real
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Figura 5.13: Detalle de las adaptaciones del modelo a los cambios en la salida esperada.
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fue una decisio´n gerencial para incorporar temporalmente a ma´s personal con el objetivo
de corregir los retrasos.
El modelo adaptativo asume sin problemas esta eventualidad y se ajusta a la nueva situa-
cio´n como se puede apreciar en la figura 5.14.
Figura 5.14: Detalle de la adaptacio´n del modelo para el instante de control k = 15.
El incremento en la salida que se produce en el instante k = 14 esta´ ocasionado por la
programacio´n de un 500 % del trabajo normal para cada periodo. Esto provoca un cambio
de la TDP14, que produce un salto brusco en las curvas. Puesto que la nueva capacidad
de trabajo es temporal, para evitar que el modelo adaptativo mantenga la tendencia de
crecimiento generada por el salto es necesario incorporar la restriccio´n de la capacidad de
trabajo que en el instante k = 15 no podra´ superar el 200 % .
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Con esa restriccio´n, la TDP14 proporciona una prediccio´n para el valor de salida y(15|14) =
26850 que se corresponde con los trabajos mostrados en la tabla 5.15.
Figura 5.15: Trabajos seleccionados por el modelo para el periodo de programacio´n k = 15.
De nuevo, para seleccionar estos trabajos se aplica el algoritmo de seleccio´n secuencial de
tareas 4.16, analizando sucesivamente todos los trabajos que permanecen en ese momento
pendientes de programacio´n.
Los valores de los para´metros ai y bi durante los instantes anteriores a k = 14 se muestran
en la tabla 5.3.
Al realizar todos los ca´lculos, en cada instante de planificacio´n, se obtiene una familia de
curvas que representan las TDPi. La informacio´n impl´ıcita de cada estado se incorpora
al modelo de modo que la tendencia hacia el valor de consigna sigue una aproximacio´n
estable y continua a lo largo del tiempo.
En la figura 5.16 se muestran todas las trayectorias deseadas proyectadas que se generaron
para finalmente obtener el valor de consigna deseado, cumpliendo el presupuesto.
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ai bi
a10 = 0, 529449527 b10 = 0, 509170785
a11 = 0, 656249991 b11 = 0, 626626552
a12 = 0, 61413307 b12 = 0, 539834956
a13 = 0, 686091777 b13 = 0, 585529599
a14 = 1, 198547183 b14 = 0, 966739912
a15 = 0, 788876957 b15 = 0, 538273951
Cuadro 5.3: Para´metros del modelo en el instante k=14.
Figura 5.16: Vista de las trayectoria TDPk generadas para cada periodo de programacio´n.
143
5. Aplicacio´n del Modelo.
Esta aplicacio´n simplificada, permite observar co´mo se puede controlar una variable con
independencia de los factores que la alteren, mediante el control de las variables de entrada
para llevar la variable de salida hacia el valor de consigna deseado.
En una situacio´n real, existen mu´ltiples variables de salida que interesa controlar. Una
herramienta como la propuesta permite hacerlo con independencia de cuantas variables se
traten de controlar. La ley de control 4.11 posibilita el mismo tratamiento, ya sea para una
o para n variables. El problema tiene mayor complicacio´n matema´tica, pero la complejidad
se mantiene. Las variaciones entre variables y las influencias de variables externas esta´n
incorporadas del modelo adaptativo sin necesidad de elaborar modelos de comportamiento
para cada variable.
5.1.3. Etapa de Asignacio´n.
La tercera etapa del proceso consiste en la asignacio´n de cada tarea a un equipo de trabajo.
En esta fase se utiliza un modelo matema´tico de planificacio´n de rutas de veh´ıculos.
Las instalaciones esta´n distribuidas a trave´s de la geograf´ıa. En la figura 5.17 se muestra
un gra´fico con las coordenadas Sistema de Coordenadas Universal Transversal de Mercator
(UTM) de algunas instalaciones seleccionadas para realizar el estudio. La primera parte
Figura 5.17: Posiciones geogra´ficas de las instalaciones.
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de la ruta es atender la demanda de los clientes. En la segunda, se puede realizar otra
actividad 5.
La analog´ıa entre trabajos sobre instalaciones y entrega de productos a clientes se sustenta
sobre los siguientes paralelismos:
Un cliente que atender es una instalacio´n sobre la que hay que hacer un trabajo.
La demanda del cliente es la cantidad de recursos que es necesario emplear para
realizar la tarea en cada instalacio´n.
Un veh´ıculo es un equipo de trabajo con todos los recursos humanos y materiales
para realizar la tarea requerida en una instalacio´n.
Un centro de reparto es la base de trabajo de los equipos.
Los trabajos sobre instalaciones ele´ctricas afectan a terceros. Debido a ello, para minimizar
los efectos de dicha afeccio´n, es necesario pactar un periodo temporal durante el cual
se realizara´n los trabajos. Esa sera´ la ventana de tiempo que se utilizara´ en el modelo.
Dicha ventana de tiempo se establece al inicio del periodo de programacio´n. Es importante
cumplir con esta restriccio´n y ajustar los recursos necesarios, pues, si se asignan demasiados
trabajos a un equipo y luego se producen retrasos en la llegada a la instalacio´n del cliente,
se producira´n incumplimientos de programacio´n con el correspondiente coste econo´mico.
Por otro lado, si, para garantizar el cumplimiento de la ventana de tiempo, se asignan
pocos trabajos repartidos entre muchos equipos de trabajo, habra´ tiempos improductivos
para cada equipo, originando de nuevo costes econo´micos no deseados.
Las funciones objetivo del modelo son:
Minimizar el nu´mero de equipos de trabajo movilizados en cada periodo de progra-
macio´n.
Minimizar el tiempo total de las rutas.
Minimizar el rango de tiempos de las rutas.
Las variables de decisio´n son:
Nu´mero de rutas
Secuencia de servicio de los clientes en cada ruta y recorrido.
Ventana de tiempo de servicio para cada instalacio´n.
Marca de tiempo del primer servicio en la primera instalacio´n de la ruta.
Marca de tiempo del u´ltimo servicio en la u´ltima instalacio´n de la ruta.
Los para´metros sera´n:
5En el problema cla´sico, en la ruta de ida se entregan los productos y en la ruta de vuelta se recogen
las devoluciones de productos.
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Nu´mero de instalaciones que se programan para cada equipo en el instante inicial de
la programacio´n. 6
Nu´mero de instalaciones que no estaban previstas en el periodo inicial de programa-
cio´n y que, por causas imprevistas, es necesario atender con urgencia. Este tipo de
trabajos puede existir o no para cada equipo de trabajo. 7
Demanda de recursos necesarios en cada instalacio´n para atender los trabajos nece-
sarios en la misma.
Distancias entre cada instalacio´n y la base de trabajo.
El horizonte de planificacio´n.
Cada equipo de trabajo puede realizar varias rutas en cada periodo. Las restricciones que
habra´ que tener en cuenta son:
Cada ruta comienza y termina en la base de trabajo.
El horizonte de planificacio´n que indica el inicio y el final de la actividad del equipo
de trabajo.
La cantidad de recursos que es preciso asignar a cada instalacio´n para realizar los
trabajos sobre ella. Esta cantidad es determinista y conocida.
Las tareas programadas son prioritarias sobre las no programadas. Se supone que
las urgencias sera´n atendidas por equipos dedicados expresamente y que paralizar
las tareas previstas genera costes. Esta restriccio´n no es r´ıgida, pues la prioridad del
servicio se puede alterar sobre la marcha.
Los trabajos sobre cada instalacio´n no son excluyentes. Si se asigna un trabajo en
una instalacio´n a un equipo, pueden realizarse otros trabajos sobre dicha instalacio´n
durante este periodo de planificacio´n.
Los recursos demandados para hacer una tarea sobre una instalacio´n deben ser apor-
tados por un u´nico equipo de trabajo.
Cada equipo debe respetar su jornada laboral, pudie´ndose programar exclusivamente
trabajos con marcas de tiempo dentro de la misma. Esta restriccio´n no es r´ıgida, pues
pueden existir excesos de capacidad puntuales que deben ser atendidos.
Vamos a ilustrar la meca´nica de calculo sobre los datos seleccionados por el paso anterior
para el instante de programacio´n k = 21. En ese instante, la salida del modelo adaptativo
selecciona los trabajos mostrados en la tabla 5.18 8.
El problema de asignacio´n de tareas a un equipo se plantea de la siguiente manera:
6E´stos sera´n los clientes de ida (linehauls) en el modelo cla´sico VRP.
7Estos ser´ıan los clientes de regreso (backhauls) en el modelo cla´sico.
8Los datos referentes a los para´metros de cada tarea en una instalacio´n se muestran codificados por
motivos de confidencialidad de la informacio´n.
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Figura 5.18: Trabajos seleccionados por el modelo para el periodo k = 21.
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I´ndices:
• t representa el viaje de cada veh´ıculo t = 1, 2, . . .
• r representa la ruta t = 1, 2, . . .
• k representa el orden de visita de cada ve´rtice en una ruta o viaje. k = 1, 2, . . .
• i representa cada nodo del grafo. i = 0 representa la base de operaciones,
i = 1, 2, . . . , n representa los trabajos programados, i = n+ 1, n+ 2, . . . , n+m
representa los trabajos imprevistos.
Variables de decisio´n:
• NT Nu´mero de viajes de cada veh´ıculo.
• NR(t) Nu´mero de rutas que tiene que realizar un veh´ıculo para atender todos
los trabajos en las instalaciones que le sean asignadas.
• NL(t, r) Nu´mero de trabajos que hay que realizar en la ruta r del viaje t.
• NLp(t, r) Nu´mero de trabajos de tipo programado hay que realizar en la ruta
r del viaje t.
• NLc(t, r) Nu´mero de trabajos de tipo correctivo hay que realizar en la ruta r
del viaje t.
• L(t, r, k) Ubicacio´n visitada en la posicio´n k del viaje t durante la ruta r.
• α(t, r, k) Tiempo de llegada a la posicio´n del nodo k en la ruta r del viaje t.
• αe(t, r, k) Tiempo l´ımite inferior de llegada a la posicio´n del nodo k en la ruta
r del viaje t.
• αl(t, r, k) Tiempo l´ımite superior de llegada a la posicio´n del nodo k en la ruta
r del viaje t.
• δ(t, r, k) Tiempo de partida a la posicio´n del nodo k en la ruta r del viaje t.
• δe(t, r, k) Tiempo l´ımite inferior de partida a la posicio´n del nodo k en la ruta
r del viaje t.
• δl(t, r, k) Tiempo l´ımite superior de partida a la posicio´n del nodo k en la ruta
r del viaje t.
• σ(t, r, k) Tiempo de inicio del trabajo en la posicio´n del nodo k en la ruta r del
viaje t.
• σe(t, r, k) Tiempo l´ımite inferior de inicio del trabajo en la posicio´n del nodo k
en la ruta r del viaje t.
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• σl(t, r, k) Tiempo l´ımite superior de inicio del trabajo en la posicio´n del nodo k
en la ruta r del viaje t.
• ω(t, r, k) Tiempo de espera en el nodo k en la ruta r del viaje t.
• TP (t, r) Carga de trabajo programado en la ruta r del viaje t.
• TC(t, r) Carga de trabajo correctivo en la ruta r del viaje t.
• TL(t, r, k) Carga de trabajo necesario en la instalacio´n k en la ruta r del viaje
t.
• s(t, r, k) Tiempo necesario en la instalacio´n k en la ruta r del viaje t para realizar
los trabajos.
Para´metros:
• T (i, j) Tiempo de viaje entre el nodo i y el nodo j
• e(i) Inicio de la ventana de tiempo en el nodo i.
• l(i) Fin de la ventana de tiempo en el nodo i.
• p(i) Demanda de trabajos programados en el nodo i. Siendo la demanda del
nodo base d(0) = 0
• c(i) Demanda de trabajos correctivos en el nodo i. Siendo la demanda del nodo
base d(0) = 0
• Q Capacidad de trabajo de cada equipo.
• γ Tiempo de servicio
• n Nu´mero de instalaciones en las que hay que hacer trabajos programados
• m Nu´mero de instalaciones en las que hay que realizar trabajos correctivos.
• pvp(t, r, k) Coste por unidad de tiempo de los recursos que hay que emplear en
la instalacio´n k durante el viaje t de la ruta r.
Objetivos:
• CTR Coste total de las rutas.
• NV Nu´mero de veh´ıculos.
• TDT Duracio´n total de los viajes.
Cada ubicacio´n l(t, r, k) para el nodo visitado en la posicio´n k del viaje t de la ruta r se
refiere a un nodo, de forma que L(t, r, k) = i. Los trabajos programados que se realizan
en una ruta son:
TP (t, r) =
NL(t,r)−1∑
k=1
p(t, r, k)) (5.6)
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Los trabajos correctivos que se realizan en una ruta son:
TC(t, r) =
NL(t,r)−1∑
k=1
c(t, r, k)) (5.7)
La capacidad de trabajo de un equipo tiene que cumplir las siguientes restricciones:
TP (t, r) ≤ Q (5.8)
TC(t, r) ≤ Q (5.9)
Los instantes temporales se pueden obtener por ca´lculo diferencial. Tiempo l´ımite inferior
de llegada a la posicio´n del nodo k en la ruta r del viaje t:
αe(t, r, k) = δe(t, r, k) + T (L(t, r, k), L(t, r, k)) k = 1, 2, . . . , NL(t, r) (5.10)
Tiempo l´ımite inferior de inicio del trabajo en la posicio´n del nodo k en la ruta r del viaje
t:
σe(t, r, k) = ma´x{αe(t, r, k), e(L(t, r, k))} k = 1, 2, . . . , NL(t, r) (5.11)
Tiempo l´ımite inferior de partida a la posicio´n del nodo k en la ruta r del viaje t:
δe(t, r, k) = σe(t, r, k) + s(L(t, r, k)) k = 1, 2, . . . , NL(t, r) (5.12)
Con αe(t, 1, 0) = 0 αe(t, r, 0) = δe(t, r − 1, NL(t, r)) La amplitud de la ventana de tiempo
sera´:
δe(t, r, k) ≤ I(L(t, r, k)) k = 1, 2, . . . , NL(t, r) (5.13)
Tiempo necesario en la instalacio´n k en la ruta r del viaje t para realizar los trabajos.
Trabajos programados:
s(L(t, r, k)) = p(L(t, r, k)) (5.14)
Trabajos correctivos:
s(L(t, r, k)) = c(L(t, r, k)) (5.15)
El tiempo de espera en cualquier ubicacio´n se obtiene
ω(t, r, k) =
e(L(t, r, k))− α(t, r, k) si α(t, r, k) < e(L(t, r, k))0 si α(t, r, k) ≥ (L(t, r, k)) (5.16)
, k = 1, 2, . . . , NL(t, r)
El tiempo de duracio´n del viaje t se define como la diferencia entre el instante inicial de
servicio para el viaje, el tiempo de llegada a la posicio´n k = 0 del viaje y el instante de
150
5. Aplicacio´n del Modelo.
servicio final, que sera´ el instante de partida de la base para el siguiente viaje.
DT (t) = δ(t,NR(t), NL(t, r))− α(t, 1, 0) k = 1, 2, . . . , NL(t, r) (5.17)
El tiempo total de viaje, sera´ la suma de todos los tiempos de duracio´n:
TDT =
NT∑
t=1
DT (t) (5.18)
El coste total de las rutas se obtendra´ multiplicando la duracio´n de cada ruta por el coste
por unidad de tiempo de los recursos empleados en la misma.
CTR =
NV∑
v=1
NT∑
t=1
NR(t)∑
r=1
NL(t,r)∑
k=1
(δ(t, r, k)− α(t, r, k − 1))pvp(t.r.k) (5.19)
Cada veh´ıculo solo puede atender un viaje, por lo tanto:
NV = NT (5.20)
Los objetivos son tres:
1. Minimizar el nu´mero de veh´ıculos empleados (NV ).
2. Minimizar el tiempo total, trabajos ma´s desplazamientos (TDT )
3. Minimizar el coste total de las rutas (CTR)
La formulacio´n gene´rica de estos objetivos sera´:
Z = {mı´nNV,mı´nCTR,mı´nTDT} (5.21)
A cada objetivo se le asigna un peso para establecer una prioridad entre los objetivos
en caso de ser inalcanzables simulta´neamente. De esta manera, si P1.P2 y P3 reflejan los
pesos de cada objetivo, cuando P1 > P2 > P3 el primer objetivo tendra´ ma´s prioridad que
el segundo y el segundo tendra´ ma´s importancia que el tercero.
La funcio´n multiobjetivo pasara´ a ser entonces:
mı´nZ = P1∆CTR+ P2∆TDT + P3∆NV. (5.22)
Varias te´cnicas han sido desarrolladas para resolver VRP. [O+11] demostro´ que el VRP es
un problema NP-Hard. Por consiguiente, VRP se resuelve generalmente mediante el uso
de aproximaciones heur´ısticas y meta-heur´ısticas.
El algoritmo de Insercio´n Secuencial es un me´todo muy utilizado en la solucio´n de proble-
mas de rutas de veh´ıculos. En este trabajo, se aprovechan las cualidades de facilidad de
uso y configuracio´n de restricciones para implementarlo. Este algoritmo no proporciona
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una solucio´n o´ptima, pero permite alcanzar soluciones factibles, que son suficientes en esta
fase.
Se compone de las siguientes fases:
Fase 0: Se introducen todos los para´metros y se inicializan los conjuntos de instala-
ciones que hay que visitar:
• i = 1, 2, . . . , n, donde se realizara´n trabajos preventivos.
• i = n+ 1, n+ 2, . . . , n+m, instalaciones con trabajos correctivos pendientes.
Fase 1: Se crea un viaje y una ruta del mismo, t = 1 y r = 1, partiendo desde la
base.
Fase 2: Se selecciona la primera de las instalaciones, cuyos trabajos esta´n pendientes
de atender del conjunto de trabajos preventivos i = 1, 2, . . . , n, utilizando reglas de
asignacio´n simples.Si r 6= 1 se continu´a con la fase 4. Este paso se repite mientras
haya trabajos preventivos de instalaciones pendientes de asignar. Cuando todos los
trabajos preventivos en instalaciones se han asignado, se continu´a en la fase 9.
Fase 3: Se comprueba la viabilidad de la ventana de tiempo para la instalacio´n selec-
cionada. Si es factible se asigna la instalacio´n a la ruta. Se calcula la disponibilidad
de realizar ma´s trabajos en esta ruta al finalizar la de la instalacio´n i. Si hay dispo-
nibilidad se pasa al paso 5. Cuando la ventana de tiempos no es viable se crea un
nuevo viaje t+ 1 y una ruta partiendo de la base para ese viaje r = 1, la instalacio´n
queda sin asignar y se reinicia el proceso en la fase 2.
Fase 4: Se elige la instalacio´n sin asignar que genera la menor duracio´n en la nueva
ruta. Se organizan todas las instalaciones que pueden ser insertadas. Se comprueba
la disponibilidad para realizar trabajos. Si existe se retorna a la fase 3. Cuando no
exista disponibilidad se continuara´ en la fase 7.
Fase 5: Se actualiza la informacio´n sobre el viaje t, la ruta r y el subconjunto de
instalaciones pendientes de visitar i. Mientras queden instalaciones por visitar se
regresa a la fase 2. Cuando se vac´ıe el conjunto i, se continuara´ en la fase 6.
Fase 6: Se calculan los para´metros del viaje y la ruta creadas. Se elige la instalacio´n
sobre la que haya que realizar trabajos correctivos que genera la mı´nima duracio´n
del viaje dentro del conjunto i = n + 1, n + 2, . . . ,m. Se actualiza la informacio´n
sobre la duracio´n del viaje y se continu´a en la fase 7.
Fase 7: Se comprueban las instalaciones en las que hay que realizar trabajos correc-
tivos del conjunto i = n+ 1, n+ 2, . . . ,m. Si todas esta´n asignadas, se continua en la
fase 9. Se comprueba la disponibilidad de tiempo y recursos para la ruta existente.
Si es posible se asigna y se continua en la fase 8. En caso contrario, se crea una nueva
ruta r + 1 y se repite esta fase 7.
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Fase 8: Se comprueba la viabilidad de realizar los trabajos correctivos dentro de la
ventana de tiempo asignada para la instalacio´n. Si es viable, se asigna y se calcu-
la la disponibilidad remanente. Se repite la fase 7 hasta finalizar la asignacio´n de
instalaciones a la ruta.
Fase 9: Se calcula el recorrido y el tiempo de duracio´n de la ruta creada. Se elige el
tiempo mı´nimo de duracio´n. Cuando todas las instalaciones han sido asignadas se
detiene el proceso.
Aplicando todas las restricciones y datos conocidos al conjunto de trabajos que hay que
realizar durante el instante de programacio´n k = 21 se obitenen los siguientes resultados:
NV = 4
CTR = 18825
TDT = 100 %
La representacio´n gra´fica de estas rutas se puede observar en la figura 5.19. Figura
Figura 5.19: Rutas definidas por el modelo para los trabajos del periodo k = 21.
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5.1.4. Ana´lisis comparativo: Modelo teo´rico frente a caso real.
Uno de los objetivos fundamentales de esta investigacio´n era definir un sistema de ayuda
a la decisio´n. Este objetivo se habra´ cumplido si las ayudas proporcionadas por el sistema
facilitan la toma de decisiones por parte de los gestores de trabajos.
Para comprobar la bondad de este sistema de tres etapas se realizo´ un ana´lisis comparativo
entre los resultados aportados por el sistema y el caso real. Las decisiones tomadas por
los gestores durante el an˜o 2014 para programar los trabajos en cada periodo estar´ıan
lo´gicamente influenciadas por sus experiencias, conocimientos e inquietudes personales en
cada momento.
En la elaboracio´n del modelo se ha intentado incorporar el modo de razonamiento humano
y aprovechar las mejoras aportadas por los sistemas matema´ticos.
Analizaremos la repercusio´n de cada etapa sobre las decisiones de los gestores de proyectos.
Primera Etapa. La primera etapa del modelo permite sistematizar un proceso que
actualmente es totalmente subjetivo. Resulta dif´ıcil fijar un valor cuantitativo de mejora,
especialmente en te´rminos econo´micos. A nivel cualitativo, el estudio del caso pra´ctico tam-
poco permite hacer valoraciones de resultados. Sin embargo, las ventajas de este me´todo
son las siguientes:
Permite establecer un marco de referencia para comparar situaciones.
Facilita la incorporacio´n de nuevos datos en la toma de decisiones.
Aumenta la memoria de la organizacio´n. Una vez analizados los casos y tipolog´ıas de
trabajos, se registran de forma permanente en las ontolog´ıas definidas. Los necesida-
des de trabajos se analizan por comparacio´n con la base de datos de conocimiento y
se mantendra´n en la memoria organizativa hasta que sean asignados a un periodo de
programacio´n. Se evita as´ı el problema de la memoria a corto plazo en las personas
y se puede establecer una escala de prioridades ma´s objetiva.
Etapas de Programacio´n y Asignacio´n. En la programacio´n real durante el an˜o
2014 de los trabajos seleccionados existen conceptualmente las etapas de programacio´n
y asignacio´n. Ambas aparecen cuando se decide que un trabajo se realizara´ durante un
periodo y cua´l sera´ el equipo de trabajo que lo realizara´.
Sin embargo, resulta imposible separar estas etapas para analizarlas comparativamente
con las etapas del modelo teo´rico. Por esta razo´n, se realiza la comparacio´n de manera
conjunta y esto permite obtener valores cuantitativos para evaluar la bondad del modelo
como herramienta de ayuda a la decisio´n.
El modelo teo´rico se basa en los siguientes principios:
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1. Etapa de programacio´n.
a) Se fija la trayectoria deseada para la evolucio´n de la variable de salida que se
pretende controlar.
b) Se actu´a sobre las variables controlables de entrada.
c) Se mide la salida obtenida.
d) Se corrige la trayectoria y las actuaciones sobe la entrada
2. Etapa de asignacio´n.
a) Se definen las rutas necesarias para completar todos los trabajos seleccionados
para el periodo.
b) Se asignan a los equipos mejor preparados para realizarlas.
Puesto que la variable que se muestra en la aplicacio´n pra´ctica es el presupuesto asignado
para realizar los trabajos, se puede realizar una comparacio´n muy sencilla observando
los resultados presentados en la gra´fica de 5.12 frente a la curva real de evolucio´n del
presupuesto.
En la gra´fica 5.20
Figura 5.20: Curvas superpuestas: Ideal Planificacio´n (TDP 100); Salida Modelo
(Y(52) 100); Real periodo (Real2014).
se pueden apreciar las importantes diferencias entre la evolucio´n real y la evolucio´n pro-
porcionada por el modelo.
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Centra´ndonos en la respuesta a los cambios, podemos apreciar co´mo el modelo teo´rico
responde con rapidez a la presencia de los refuerzos cuando en el instante k = 14 se toma
la decisio´n de reforzar los equipos de trabajo.
Sin embargo, en la curva real la respuesta es menos pronunciada. Se tarda ma´s tiempo en
asignar trabajos a los nuevos recursos y su presencia resulta necesaria durante un periodo
ma´s prolongado de tiempo.
En el modelo teo´rico se fija la trayectoria deseada para tratar de aprovechar los recursos
disponibles en los periodos ma´s propicios. As´ı, la curva durante el primer trimestre del
an˜o, e´poca invernal, asigna un menor volumen de presupuesto, pues los trabajos tienen
ma´s dificultades de ejecucio´n por la menor duracio´n de los d´ıas, la climatolog´ıa adversa y
otros factores propios de esa e´poca.
Durante el segundo y tercer trimestre, primavera y verano, las condiciones de trabajo son
ma´s propicias. Los d´ıas son ma´s largos y las condiciones climatolo´gicas ma´s favorables
para los trabajos sobre instalaciones dispersas por la geograf´ıa, muchas de las cuales esta´n
a la intemperie.
Durante el cuarto trimestre, oton˜o e invierno de nuevo, se ralentizar´ıa el presupuesto por
el empeoramiento habitual de la meteorolog´ıa en esa e´poca.
Esto permite comparar los resultados en diferentes momentos del an˜o, como se puede
ver en la tabla 5.4. Los resultados arrojados por el modelo siguen con mayor fidelidad la
referencia fijada por la trayectoria deseada.
Trimeste Semana
Incurrido
Deseado Real Modelo
Primer trimestre 12 35 % 23 % 42 %
Segundo trimestre 26 72 % 48 % 74 %
Tercer trimestre 39 90 % 71 % 92 %
Cuarto trimestre 52 100 % 107 % 100 %
Cuadro 5.4: Comparativa de avance trimestral del presupuesto: Teo´rico, real y obtenido
del modelo propuesto
Finalmente, en la fila de la tabla 5.4 que refleja los datos del tercer trimestre, se observa
que, en las condiciones deseadas, durante el u´ltimo trimestre se incurriese tan solo un 10 %
del presupuesto. Sin embargo , en la situacio´n real, todav´ıa quedaba pendiente de incurrir
un 29 %.
Los trabajos en las e´pocas invernales tienen mayores requerimientos te´cnicos, econo´micos
y de seguridad por las condiciones expuestas anteriormente. Es de esperar que un mayor
nu´mero de trabajos realizados en esta e´poca supongan un incremento de los costes para
la realizacio´n de los mismos.
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Por otro lado, la distribucio´n real de los trabajos, siguiendo la trayectoria cuasi lineal
representada, ocasiono´ situaciones antiecono´micas como tener que realizar mu´ltiples visitas
a una misma instalacio´n lejana.
Como dato significativo se remarca que el 25 % de los trabajos se realizaron en instalaciones
que requer´ıan de otras intervenciones en plazos inferiores a 2 semanas.
Estos puntos, sumados a otros menos evidentes, tuvieron repercusio´n sobre el presupuesto
real y provocaron que, finalmente, el cierre del an˜o se desviase un 7 % al alza sobre el
planificado.
El modelo desarrollado detecto´ las situaciones donde se produc´ıan duplicidades de despla-
zamientos a la misma instalacio´n y las corrigio´ cuando la carga de trabajo para una ruta
y la capacidad de los equipos de trabajo cualificados lo permit´ıan.
El ajuste del modelo a la curva deseada es pra´cticamente total, llevando la variable de
salida del presupuesto hasta el 100 %. En esta aplicacio´n pra´ctica se consigue un ahorro
del 7 % frente a la situacio´n real.
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Cap´ıtulo 6
Conclusiones
6.1. Cuestiones planteadas y resumen de la investigacio´n.
Al comenzar esta Tesis se plantearon las siguientes cuestiones para elaborar una herra-
mienta de ayuda a la decisio´n para gestores de mantenimiento de instalaciones ele´ctricas:
¿Que´ variables debo tener en cuenta al analizar este problema?
¿Es necesario realizar acciones de mantenimiento para resolver este problema?
Si la respuesta es positiva habra´ que responder a estas dos preguntas adicionales:
¿Cua´ndo sera´ el mejor momento para realizarla?
¿Quie´n y con que´ medios la podra´ ejecutar?
Estas cuestiones encajan perfectamente dentro de la formulacio´n cla´sica de seleccio´n de
proyectos:
Aceptacio´n o no del proyecto considerado individualmente.
Seleccio´n de un u´nico proyecto de entre un conjunto de alternativas excluyentes.
Seleccio´n de un subconjunto de alternativas dentro de un conjunto de proyectos
aceptables debido a la existencia de restricciones activas en los recursos disponibles
para acometer varios proyectos.
Se ofrece a continuacio´n un resumen de la investigacio´n:
Durante la redaccio´n del presente documento se ha realizado la lectura de gran cantidad
de trabajos de investigacio´n en diversos campos de estudio. A pesar de que el tema de la
seleccio´n de proyectos es un problema cla´sico, en el mundo laboral y, especialmente, en el
mundo del mantenimiento de instalaciones ele´ctricas, los estudios existentes no aportaban
ninguna referencia que tratase en profundidad las cuestiones planteadas.
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En las fases tempranas de la investigacio´n, se localizaron y analizaron los trabajos relacio-
nados en alguna medida con el problema que se estudia:
Seleccio´n de proyectos con variables de entorno.
Seleccio´n de tareas de mantenimiento.
Ana´lisis de variables.
Indicadores de rendimiento de procesos.
Herramientas de ayuda a la decisio´n.
Modelado de procesos.
Tambie´n se reviso´ la normativa aplicable, que, en el caso que nos ocupa, presenta dos
aspectos:
Marco regulatorio. Establece las condiciones reglamentarias que rodean a las insta-
laciones y los trabajos de mantenimiento que hay que hacer sobre ellas.
Normativas Te´cnicas. Fijan las condiciones te´cnicas de equipos y elementos que
componen un sistema. Tambie´n normalizan me´todos de ana´lisis de factores asociados
a las instalaciones: a) Calidad. b) Fiabilidad. c) Fallos. d) Modos de Fallo.
Esta tarea tiene mu´ltiples ventajas:
1. Permite innovar con la certeza de que la idea no ha sido previamente estudiada.
2. Ayuda a conocer que´ aspectos ya esta´n resueltos.
3. Permite establecer puntos de partida so´lidos desde los cuales continuar investigando.
Durante los an˜os que ha durado la investigacio´n, se han producido avances significativos
en campos muy u´tiles para esta Tesis. Este es el caso del estudio del entorno y de las
ontolog´ıas de dominio, tradicionalmente limitadas al mundo informa´tico. Y tambie´n del
estudio del caso, un me´todo utilizado en la investigacio´n me´dica y epidemiolo´gica, que
esta´ siendo aplicado con e´xito en muchos otros campos. La adopcio´n de estos conceptos ha
facilitado la solucio´n de uno de los principales problemas a los que se enfrenta un decisor:
la disponibilidad y calidad de los datos.
Las variables de entorno introducen componentes dina´micos en los sistemas, presentan-
do, por tanto, mayor complejidad de ana´lisis que un sistema esta´tico. De nuevo aqu´ı,
los avances de la inteligencia artificial han puesto al alcance del investigador numerosas
herramientas que permiten disponer de soluciones aplicables en otros a´mbitos.
La seleccio´n de tareas de mantenimiento, es un tema de gran intere´s en ingenier´ıa, sin
embargo, la mayor parte de la literatura publicada al respecto se orienta hacia la determi-
nacio´n de la pol´ıtica de mantenimiento o´ptima y solo en los u´ltimos an˜os han comenzado
a aparecer estudios dedicados al fallo de equipos desde la o´ptica de la gestio´n.
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La cantidad de referencias dedicadas al ana´lisis de variables internas de un sistema es
inmensa. Sin embargo, la mayor parte se dedican al ana´lisis estad´ıstico de las mismas. Las
referencias expuestas en el cap´ıtulo 2 son una muestra interesante de co´mo se esta´ orien-
tando el mundo cient´ıfico para caracterizar las variables externas a un nivel de deduccio´n
lo´gica que permite obtener conclusiones incluso aunque la poblacio´n muestreada solo con-
tenga un individuo.
La unio´n de esta´ deduccio´n lo´gica con un modelo de proceso permite fijar las bases para
elaborar una herramienta de ayuda a la decisio´n. El modelado matema´tico de procesos
esta´ explorado en profundidad. Nos quedamos con una corriente de gran difusio´n durante
los u´ltimos an˜os que permite analizar un proceso sin necesidad de conocer exactamente
todos y cada uno de los mecanismos que lo gobiernan. Esta idea, tomada del mundo de
los sistemas digitales, permite tratar un proceso como si se tratara de una caja negra de
la que u´nicamente se conocen las entradas y las salidas. Analizando co´mo se interconectan
se puede inferir una ley de control de las salidas a partir de los valores de entrada que,
coincida o no con la real, explicara´ el comportamiento del proceso al aplicarle unas entradas
controladas.
La identificacio´n de las salidas del mantenimiento, entendido como un proceso, se ha
conseguido a partir de la aplicacio´n de varios me´todos de investigacio´n y de la normativa
orientada a los indicadores de rendimiento del mantenimiento.
6.2. Contribuciones del estudio.
Las contribuciones de esta Tesis se enmarcan en dos vertientes:
Desde el punto de vista metodolo´gico, evidencia los siguientes aspectos relevantes:
Defiende la importancia de conectar los modelos teo´ricos con la realidad que se
quiere modelar. Elaborar un modelo matema´tico, tan sencillo como sea posible, que
explique un feno´meno real tiene dos aspectos fundamentales:
1. Es necesario estudiar en profundidad el proceso que se quiere modelar. Deter-
minar los datos que aportan ese conocimiento es una labor de gran importancia,
pues una mala eleccio´n puede invalidar cualquier conclusio´n posterior.
2. Una vez definidos los datos, la bu´squeda de un modelo reducido o´ptimo es
esencial, pues es necesario contrarrestar la tendencia natural de las personas de
utilizar las herramientas conocidas, o modelos ma´s complicados, simplemente
por no esforzarse en aplicar reglas de simplificacio´n o razonamiento lateral que
permitan llegar a las mismas conclusiones sin apenas realizar ca´lculos.
Este enfoque pragma´tico es crucial para el disen˜o de herramientas de ayuda a la
decisio´n que sean u´tiles para los decisores.
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Integra varios campos de investigacio´n: a) ingenier´ıa, b) filosof´ıa, c) ciencias sociales,
para elaborar un modelo de uso general en el campo de la toma de decisiones sobre un
amplio espectro de problemas de seleccio´n de proyectos. Las tres etapas del modelo
suponen el cierre del c´ırculo en problemas con componente recurrente, como es el
caso del mantenimiento. Este c´ırculo se inicia con la seleccio´n de un proyecto y se
cierra cuando se concluyen las acciones asociadas al mismo, en un proceso dina´mico
que no tiene fin. Las dos etapas iniciales son de mayor generalidad y aplicables
directamente sobre diversos temas simplemente modificando las variables de entrada
y salida aplicadas.
Se caracteriza la gestio´n de trabajos de mantenimiento sobre instalaciones ele´ctricas
como un problema de seleccio´n de proyectos. Al aplicar sobre esta caracterizacio´n
conceptos de procesos biolo´gicos y f´ısicos, sus leyes (evolucio´n, funcio´n, organizacio´n y
estructura) son aplicables y es posible aplicar te´cnicas de control similares, abriendo
un nuevo espectro de herramientas que es posible utilizar para incorporar nuevas
variables nunca consideradas en los estudios cuantitativos cla´sicos. T´ıpicamente estas
variables sera´n las variables externas y las internas de tipo cualitativo, como las
preferencias del decisor, sobre las que es posible aplicar me´todos cualitativos antes
vedados por la carencia de datos o nuevas herramientas cuantitativas propias de
otras disciplinas.
Realza el papel del razonamiento humano en la toma de las decisiones y hace una
propuesta de acercamiento a su representacio´n sistema´tica mediante el uso de on-
tolog´ıas. Este estudio ampl´ıa la literatura existente sobre el uso de ontolog´ıas en
nuevos campos de estudio y abre camino en su aplicacio´n a procesos dina´micos. Uti-
lizar el razonamiento basado en el Caso, apoyado sobre ontolog´ıas, en organizaciones
de mantenimiento ayudar´ıa en la mejora de la gestio´n. Contribuye a aumentar la
memoria corporativa y a establecer similitudes entre casos de distintos a´mbitos que
evitar´ıan o reducir´ıan las consecuencias de determinados tipos de fallo. Permite, adi-
cionalmente, detectar y elevar a representativas variables que, por su importancia en
un caso determinado, pero con escasa o nula presencia en otros similares, un estudio
estad´ıstico despreciar´ıa.
Incorpora el concepto de control adaptativo, extendido en el sector de la ingenier´ıa,
a la investigacio´n de las ciencias sociales. Se plantea un mecanismo de adaptacio´n
novedoso en el mundo de la economı´a que permite dirigir de formar eficaz la evolucio´n
de las variables deseadas a lo largo de un periodo de tiempo mediante el control
de determinados para´metros en instantes de muestreo considerados. Al an˜adir un
mecanismo de adaptacio´n que realimente al sistema de control con el error de la
salida en instantes discretos de tiempo, se elimina la necesidad de conocer el estado
de todas las variables del sistema. Los valores medibles de entradas y salidas dara´n
la informacio´n necesaria y suficiente para ejercer las acciones de control necesarias.
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En el entorno de la aplicacio´n pra´ctica, las conclusiones de esta Tesis demuestran que es
posible realizar un proceso sistema´tico de seleccio´n de proyectos, en el campo de la gestio´n
de trabajos, incorporando las preferencias del decisor y considerando la influencia de las
variables externas sin necesidad de enormes y complejos sistemas de simulacio´n.
El enfoque propuesto se ha construido a trave´s de una combinacio´n de te´cnicas existentes
en diferentes disciplinas. El me´todo gene´rico desarrollado tiene un esp´ıritu eminentemente
pra´ctico, orientado a ayudar a las organizaciones en la gestio´n de sus tareas de manteni-
miento.
Se han identificado un conjunto de variables externas con influencia sobre las tareas
de mantenimiento utilizando el me´todo de razonamiento basado en el Caso combi-
nado con te´cnicas de ana´lisis de datos desestructurados.
Se ha comprobado que el planteamiento del problema en tres etapas simples secuen-
ciales permite dar una solucio´n ”buena” al problema de la gestio´n de las tareas de
mantenimiento durante un periodo de programacio´n.
Se ha verificado una aplicacio´n del modelo en un caso real de control presupuestario
con una variable de control y una salida, consiguiendo un ahorro significativo del
7 %.
6.3. Limitaciones y futuras l´ıneas de investigacio´n.
Las principales limitaciones del estudio y desarrollos teo´ricos descritos en esta Tesis se
derivan del propio tema central de la misma, del tipo de metodolog´ıa de investigacio´n
utilizada y de la naturaleza teo´rica de los resultados obtenidos.
El modelado del conocimiento del campo de estudio exige la utilizacio´n de me´todos de
investigacio´n cualitativos que incorporen la influencia de variables externas no medibles
cuantitativamente. Esto conduce a que los resultados obtenidos, en ese aspecto, sean cla-
ramente espec´ıficos para el caso estudiado. Sin embargo, al analizar el problema concreto
se ha considerado este aspecto y se ha incorporado en la seleccio´n de las te´cnicas descritas
para su aplicabilidad en otras areas de estudio, permitiendo generalizar todo el modelo
conceptual.
En todo trabajo de investigacio´n y, en particular, en el realizado en esta Tesis Doctoral,
teniendo en cuenta la gran amplitud y aplicabilidad de los temas estudiados, existen mul-
titud de l´ıneas que no han sido (suficientemente) exploradas y, por tanto, dejan cuestiones
abiertas para una futura investigacio´n. En este sentido, resen˜aremos brevemente algunas
de las ma´s importantes cuyo estudio consideraremos a corto y medio plazo.
1. En el campo del modelo de conocimiento:
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Profundizar en los conceptos de similitud de casos, determinando que´ algoritmo
de razonamiento aporta los resultados ma´s u´tiles para el decisor es una l´ınea
de trabajo que es necesario acometer pro´ximamente. Esta fase no se ha podi-
do acometer debido al estado embrionario en el que se encuentran la base de
conocimiento de casos.
Desarrollar el modelo de bu´squeda y extraccio´n de datos procedentes de fuen-
tes diversas tambie´n representa un reto interesante desde el punto de vista de
tratamiento informa´tico del tema.
Investigar hasta que´ punto podr´ıa aportar valor la conexio´n de nuestra ontolog´ıa
de dominio con otras ontolog´ıas existentes, llegando a identificar los beneficios
esperables (recuperando conocimiento de temas alternativos) es una cuestio´n
de reflexio´n muy atractiva para el futuro.
Avanzar en la creacio´n de un razonador sobre la ontolog´ıa de Dominio que
permite aprovechar la informacio´n de casos anteriores, estudiados con suficiente
detalle, para intentar identificar las causas ra´ız de un problema aplicando reglas
de semejanza. La pregunta que quedar´ıa por resolver ser´ıa: ¿ Cua´l es la causa
ra´ız del problema?
2. En el campo del modelo de decisio´n hay tres caminos principales:
a) El modelo monovariable propuesto permite, por simple agregacio´n, representar
cualquier sistema multivariable. Una cuestio´n apetecible se deriva de extrapolar
el mismo concepto de caja negra para el sistema multivariable. El problema ser´ıa
determinar cua´ntos para´metros son necesarios para relacionar todas las entradas
con las salidas manteniendo una representacio´n fiable del comportamiento del
sistema.
b) Las tres etapas propuestas proporcionan una solucio´n realizable. Como se vio
en la aplicacio´n pra´ctica, simplemente con eso se puede conseguir un importante
ahorro. Tratar de incorporar mecanismos que garanticen o´ptimos, ma´ximos o
mı´nimos de determinadas variables de salida o simplemente la mejor solucio´n
para cada decisor es otro interesante campo de investigacio´n futura.
c) En la aplicacio´n pra´ctica se detecto´ la presencia de trabajos en diferentes fechas
sobre la misma instalacio´n. El modelo propuesto detecta esa situacio´n y la
corrige. Parece evidente el ahorro por los desplazamientos. Y tambie´n parece
evidente que puede haber ahorros por las sinergias entre trabajos. El ana´lisis de
las sinergias derivadas de aprovechar la misma visita a la instalacio´n para hacer
todos los trabajos necesarios, incluso siendo de distinta naturaleza, es otro tema
de gran intere´s pra´ctico para desarrollar en el futuro.
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