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Abstract
We consider a one–spatial dimensional tumour growth model [2, 3, 4] that
consists of three dependent variables of space and time: volume fraction of
tumour cells, velocity of tumour cells, and nutrient concentration. The model
variables satisfy a coupled system of semilinear advection equation (hyper-
bolic), simplified linear Stokes equation (elliptic), and semilinear diffusion equa-
tion (parabolic) with appropriate conditions on the time–dependent boundary,
which is governed by an ordinary differential equation. We employ a reformu-
lation of the model defined in a larger, fixed time–space domain to overcome
some theoretical difficulties related to the time–dependent boundary. This
reformulation reduces the complexity of the model by removing the need to
explicitly track the time–dependent boundary, but nonlinearities in the equa-
tions, noncoercive operators in the simplified Stokes equation, and interdepen-
dence between the unknown variables still challenge the proof of suitable a
priori estimates. A numerical scheme that employs a finite volume method for
the hyperbolic equation, a finite element method for the elliptic equation, and
a backward Euler in time–mass lumped finite element in space method for the
parabolic equation is developed. We establish the existence of a time interval
(0, T∗) over which, using compactness techniques, we can extract a convergent
subsequence of the numerical approximations. The limit of any such conver-
gent subsequence is proved to be a weak solution of the continuous model in
an appropriate sense, which we call a threshold solution. Numerical tests and
justifications that confirm the theoretical findings conclude the paper.
1 Introduction
One spatial dimensional tumour growth models are usually obtained by assum-
ing that a higher spatial dimensional tumour grows radially [1, 7, 18, 27]. Such
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one–dimensional models are much simpler than their intricate higher dimensional
versions [14, 15, 19, 22]. However, theoretical and computational difficulties offered
by even these simplified one–dimensional versions are severe. The time–dependent
boundary, noncoercive coefficient functions, nonlinearities, and the strong coupling
between the equations are a few challenges worth mentioning. In this article, we
consider a tumour growth model proposed by C. J. W. Breward et al. [2, 3, 4].
The model assumes that the tumour cells (cell phase) are embedded in a fluid
medium (fluid phase), see Figure 1(a). The mechanical interactions between these
two phases along with the differential distribution of the limiting nutrient, which
is oxygen in this case, cause the growth or depletion of the tumour. The relative
volume of the cell phase is called the cell volume fraction, the velocity by which
the cells are moving is called the cell velocity, and the concentration of the limiting
nutrient is quantified by the oxygen tension; these three time–space dependent vari-
ables are denoted by αˇ, uˇ, and cˇ, respectively. Detailed aspects of the modelling
can be found in the works by C. J. W. Breward et al. [4] and H. Byrne et al. [6].
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(a) Two–phase model of a radially sym-
metric tumour.
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(b) Time–space domain DT and its bounding
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Figure 1: Radially symmetric tumour and corresponding time–space domains.
Presentation of the mathematical model
The tumour growth under the current investigation is over the finite time interval
(0, T ), where T > 0 and all the variables and parameters are dimensionless. Let
ˇ` : (0, T ) → R be a function of time, whose dynamics will be specified later, and
set Ωˇ(t) := (0, ˇ`(t)). Define the time–space domain DT := ∪0<t<T ({t} × Ωˇ(t)),
and its bounding box DT := (0, T ) × (0, `m), where `m > ˇ`(t) for t ∈ (0, T ) – see
Figure 1(b). The unknowns αˇ, uˇ, and cˇ are real valued functions defined on DT and
they depend on both space and time. The model seeks variables (αˇ, uˇ, cˇ, ˇ`) such
that, on DT ,
∂αˇ
∂t
+
∂
∂x
(uˇαˇ) = αˇf(αˇ, cˇ), (1.1a)
kuˇαˇ
1− αˇ − µ
∂
∂x
(
αˇ
∂uˇ
∂x
)
= − ∂
∂x
(H (αˇ)) , (1.1b)
∂cˇ
∂t
− λ ∂
2cˇ
∂x2
= − Qαˇcˇ
1 + Q̂1|cˇ|
, and (1.1c)
2
ˇ`′(t) = uˇ(t, ˇ`(t)), (1.1d)
with initial conditions
αˇ(0, x) = α0(x), cˇ(0, x) = c0(x) ∀x ∈ Ωˇ(0), ˇ`(0) = `0, (1.1e)
and boundary conditions
uˇ(t, 0) = 0, µ
∂uˇ
∂x
(t, ˇ`(t)) =
(αˇ(t, ˇ`(t))− αR)+
(1− αˇ(t, ˇ`(t)))2 , (1.1f)
∂cˇ
∂x
(t, 0) = 0, and cˇ(t, ˇ`(t)) = 1 ∀t ∈ (0, T ). (1.1g)
Here,
f(αˇ, cˇ) :=
(1 + s1)(1− αˇ)cˇ
1 + s1cˇ
− s2 + s3cˇ
1 + s4cˇ
, H (αˇ) :=
αˇ(αˇ− αR)+
(1− αˇ)2 ,
and a+ and a− used in the sequel are defined by a+ := max(a, 0) and a− :=
−min(a, 0). The positive constants s1, s2, s3, and s4 control the cumulative pro-
duction rate of the tumour cells, αˇf(αˇ, cˇ). The constant αR regulates repulsive and
attractive interactions between the tumour cells. The positive constant k controls
traction between the cell and fluid phases, whereas µ is the viscosity coefficient in
the cell phase. The fluid phase is assumed to be inviscid. The diffusivity coefficient
of oxygen is denoted by λ. The constants Q and Q̂1 are nonnegative, and control
the oxygen consumption rate by the tumour cells. For more details on physical
constants, refer to the reviews [5, 21] and the references therein. Assume that
0 < m01 ≤ α0 ≤ m02 < 1 on Ωˇ(0), (1.2)
where m01 and m02 are constants, that c0 is continuous, and that 0 ≤ c0 ≤ 1
on Ωˇ(0). Physical motivations used to obtain the boundary conditions are briefly
sketched in Table 3 of Appendix A.
The original oxygen source term −Qαˇcˇ/(1 + Q̂1cˇ) of [3] is modified in (1.1c)
to ensure the nonnegativity of oxygen tension (which represents a concentration).
Since we will construct a solution of (1.1) such that cˇ is positive, this substitution
does not actually modify the model. Also, the original source term (αˇ−αR)H(α−
αmin) that appears in [3], where αmin is a constant and H(s) = 0 if s < 0, H(s) = 1
if s ≥ 0, is replaced by (αˇ − αR)+ = (αˇ − αR)H(α − αR) in (1.1b) (through
H ) and in (1.1f). In the case αmin 6= αR, the nonlinear term (αˇ − αR)H(α −
αmin) is discontinuous with respect to αˇ, which makes any proof of existence of a
solution to (1.1) difficult – and even questions the well-posedness of the model. The
continuity of (αˇ−αR)+ is essential to obtain a priori estimates (see in particular the
proof of Proposition 5.10), and to apply limit arguments to the numerical scheme.
Literature
Despite the fact that tumour growth models have been popular since the seven-
ties [5, 21], the theoretical literature available on this field is very few. Recently, J.
Zheng and S. Cui [26] considered existence of solutions for a tumour growth model
with volume fraction and pressure in the tumour region as the unknown variables.
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The model equations in [26] are fully linear, while the boundary conditions are
nonlinear, and a local well-posedness result is proved. A similar linear model is
considered by C. Calzada et al. [8], and equivalence to an extended problem in a
larger domain is proved. A more advanced model is considered by N. Zhang and Y.
Tao [25], where the nutrient concentration is also considered as a variable and the
existence of solutions is obtained by transforming the fixed domain to a unit ball in
R. Studies from the numerical analysis point of view are scarce. J. A. Mackenzie
and A. Madzvamuse [17] have shown the convergence of a finite difference scheme
for a single variable tumour growth model with a nonlinear source term on a time
dependent boundary.
It is shown in [20] that the model (1.1) can be recast into an extended model,
where (1.1a) is set in DT with αˇ being extended by 0 outside DT , the variable
ˇ` is eliminated, and the variables uˇ and cˇ are extended to DT \ DT by 0 and 1,
respectively. However, this model does not allow any uniform lower bounds on
αˇ inside the computational domain DT , which means that the velocity equation
(1.1b) can lose its coercivity properties. In the present work, we therefore consider
a modification of this extended model, hereafter called the threshold model, in which
we introduce a (small) threshold which determines the computational domain used
for uˇ and cˇ (see Figure 1(b)).
Contributions
The formulation of a numerical scheme for the threshold model with a suitable
notion of solution, and analysis of the same to obtain the convergence of the iterates,
are the primary objectives of this article. This approach has the added benefit of
establishing the existence of a solution. The computational cost of re–meshing
Ωˇ(t) in such a way that an appropriate Courant–Friedrich–Lewy condition (CFL)
is satisfied at each time step can be reduced significantly by using the threshold
model and extension to a fixed domain [20]. We summarise the main contributions
of this article here.
• A numerical scheme based on finite volume and Lagrange P1–finite element
methods is designed such that the physical properties of the system (1.1) are
preserved – in particular, positivity and boundedness of oxygen tension (see
Lemma B.4) and conservation of mass by volume fraction (see Lemma B.1) .
• Bounded variation estimates for the volume fraction, H1 and L∞ estimates for
the cell velocity, and spatial and temporal estimates for the derivatives of oxygen
tension are obtained.
• The convergence analysis of numerical solutions for a tumour growth model that
caters for the variables volume fraction, cell velocity and nutrient concentration
is studied; to the best of our knowledge, it is the first convergence analysis of
this kind.
• It is established that the limit of (any subsequence of) the numerical solutions is
indeed a solution to the threshold model, thus proving the existence of a solution
for this model.
• Results of numerical experiments that substantiate the theory developed are
presented.
4
Organisation
This paper is organised in the following way. This section is introductory; in Sec-
tion 2, we define the weak solution to the threshold model and in Section 3, a
numerical scheme is formulated. In Section 4, the main theorems are stated. The
compactness and convergence properties of the numerical solutions are derived in
Section 5. In Section 6, we show that the limit of numerical solutions obtained
in Section 5 is a solution to the threshold model in an appropriate sense. In Sec-
tion 7, we present numerical results of examples, and discuss the optimal time
below which a solution exists. In Section 8, possible extensions of the current work
to other models in single and several spatial dimensions are discussed. We pro-
vide the expansions of notations and indexing abbreviations in Appendix A. Mass
conservation properties satisfied by the continuous variables of (1.1) and discrete
variables in the Discrete scheme 3.1 are presented in Lemma B.1 and B.3 in Ap-
pendix B. The nonnegativity and boundedness satisfied by the oxygen tension is
proved in Lemma B.4. A series of classical results used in this article are presented
in Appendix C.
This article is set in such a way that an overall reading of Sections 1–4, steps
(IS.1)–(IS.4) of Section 5.1, steps (CR.1)–(CR.7) of Section 5.2 and steps (CA.1)–
(CA.4) of Section 6 helps to understand the gist of the paper. Proofs of the steps
mentioned above in their respective sections provide the details. We conclude this
section by introducing a few notations used in the article.
Notations
The notation ∇t,x stands for (∂t, ∂x). The notation (·, ·)X is the standard L2 inner
product in X ⊂ Rd, d ≥ 1. We define the norms ||u||0,X := (u, u)1/2X and ||u||k,X :=∑
j,|j |≤k |∂jxu|0,X , where j is a multi–index. The vector space P1(X) is the collection
of all polynomials of degree ≤ 1 on X. A consolidated presentation of the continuous
and discrete model variables is provided in Table 2 of Appendix A. For a detailed
description of various notions of tumour radii, refer to Table 1 in Section 2.
2 Threshold model and well-posedness
We introduce the notion of a threshold solution. A constant and positive parameter,
αthr, characterises each threshold solution. The source term αˇf(αˇ, cˇ) in (1.1a) is
modified to (αˇ−αthr)+f(αˇ, cˇ), and the tumour radius at time t, ˇ`(t), is the smallest
number above which the cell volume fraction αˇ(t, x) is entirely below αthr. In
the limiting case αthr approaches zero, the continuous function (αˇ − αthr)+f(αˇ, cˇ)
approaches αˇf(αˇ, cˇ), and the tumour radius is the smallest number above which
no tumour cells are present. Theorem 3 in [20] proves that the threshold solution
with αthr = 0 and the weak solution of the model (1.1) are equivalent. In fact, this
is a consequence of the fact that the weak divergence of the vector field (αˇ, uˇαˇ),
which is equal to −αˇf(αˇ, cˇ), belongs to L2(DT ). Let BT be defined by {(t, ˇ`(t)) :
t ∈ (0, T )}. The square integrability of the weak divergence of (αˇ, uˇαˇ) implies that
the jump in the normal component of (αˇ, uˇαˇ) across BT is zero, which reduces to
(αˇ, uˇαˇ)|BT · (−ˇ`
′(t), 1) = 0. From this, condition (1.1d) can be deduced, if αˇ is
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positive, which is the one of the reasons of why we need to ensure that the discrete
and threshold solutions remain positive.
However, in Definition 2.1 we further relax the condition to be satisfied by
the tumour radius. In (TS.2), we only demand that the volume fraction of the
tumour cells outside the time–space domain must be less than or equal to αthr (see
Figure 2). The convergence analysis is this article assures the existence of such a
domain. It remains unsolved whether such a domain is unique and, if at all unique,
coincides with the time–space domain wherein the tumour radius satisfies (1.1d).
Two different notions of tumour radii are discussed so far and are summarised in
Table 1.
Notation Description
ˇ`
solution to the ordinary differential equation{
ˇ`′(t) = uˇ(t, ˇ`(t)),
ˇ`(0) = `0,
tumour radius used in the continuous model provided in [3].
`
∀x ≥ `, α(t, x) ≤ αthr (?)
Condition (?) is to be satisfied by `(t), so that (α, c, u,Ω) with
Ω(t) = (0, `(t)) is a Threshold solution in the sense of
Definition 2.1.
Table 1: Description of various notions of tumour radii.
The introduction of the threshold into the definition of the domain and in the
source term helps to obtain boundedness and bounded variation estimates for the
numerical solution of (1.1a), and thus enables the numerical scheme to converge to
the weak form (2.2a). The source term modification is also a way to account for the
fact that, in the absence of sufficient amount of cells, the reaction term that drives
their growth remains dormant. The details presented in Subsection 3.1 complement
this discussion.
Each threshold solution in the sense of Definition 2.1 corresponds to a pair
of prefixed constants m11 and m12, which ensure the positivity and boundedness
(strictly below 1) of the volume fraction in DthrT defined by (TS.2) in Definition 2.1.
Recall that (·, ·)X is the standard L2 inner product on a set X ⊂ Rd, d ≥ 1.
The domain DthrT defined by (TS.2) in Definition 2.1 is open and bounded. Define
the following vector spaces on DthrT :
H1,u∂x (D
thr
T ) := {v ∈ L2(DthrT ) : ∂xv ∈ L2(DthrT ) and v(t, 0) = 0 ∀ t ∈ (0, T )}, and
H1,c∂x (D
thr
T ) := {v ∈ L2(DthrT ) : ∂xv ∈ L2(DthrT ) and v(t, `(t)) = 0 ∀ t ∈ (0, T )}.
Define the inner product on the vector space H1,%∂x (D
thr
T ), where % ∈ {u, c}, as
follows: for w, v ∈ H1,%∂x (DthrT )
(w, v)
H1,%∂x (D
thr
T )
:= (w, v)DthrT
+ (∂xw, ∂xv)DthrT
. (2.1)
The inner product (2.1) induces a norm ||w||
H1,%∂x (D
thr
T )
for which H1,%∂x (D
thr
T ) is a
Hilbert space. Since for each v ∈ H1,%∂x (DthrT ) and each t ∈ (0, T ) the time slice v(t, ·)
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Figure 2: Tumour radii and time–space domains: DT is time–space domain (region
to the left of the blue curve) defined by (1.1), DthrT (region to the left of the pink
curve) is the time–space domain defined by the Threshold solution 2.1 and DT is
the bounding box (0, T )× (0, `m).
belongs to H1(0, `(t)), the zeroth order traces are well defined and the quantities
v(t, 0) and v(t, `(t)) are meaningful.
Definition 2.1 (Threshold solution). Let 0 < m11 < m12 < 1 be fixed constants
that satisfy m11 ≤ m01 and m12 ≥ m02, where m01,m02 satisfy (1.2). Fix a threshold
value αthr ∈ (0, 1). A threshold solution (with threshold αthr ∈ (0, 1)) and domain
DthrT of the threshold model in DT corresponding to the constants m11 and m12 is a
4-tuple (α, u, c,Ω) such that the following conditions hold.
(TS.1) The volume fraction α ∈ L∞(DT ) is such that, for all ϕ ∈ C∞c ([0, T ) ×
(0, `m)),∫
DT
((α, uα) · ∇t,xϕ+ (α− αthr)+ f(α, c)ϕ) dtdx
+
∫
Ω(0)
ϕ(0, x)α0(x) dx = 0, (2.2a)
and it holds 0 < m11 ≤ α|Ω(t) ≤ m12 < 1 for every t ∈ [0, T ).
(TS.2) The set DthrT is of the form D
thr
T = ∪0<t<T ({t} × Ω(t)), where Ω(t) =
(0, `(t)), and we have α ≤ αthr on DT \DthrT .
(TS.3) The velocity u is such that u ∈ H1,u∂x (DthrT ) and, for all v ∈ H1,u∂x (DthrT ),∫ T
0
at(u(t, ·), v(t, ·)) dt =
∫ T
0
Lt(v(t, ·)) dt, (2.2b)
where at : H1(Ω(t))×H1(Ω(t))→ R is the bilinear form and Lt : H1(Ω(t))→
R is the linear form defined by:
at(u, v) = k
(
α
1− αu, v
)
Ω(t)
+ µ (α∂xu, ∂xv)Ω(t) and
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Lt(v) = (H (α), ∂xv)Ω(t) .
We extend u to DT by setting u|DT \DthrT := 0.
(TS.4) The oxygen tension c is such that c − 1 ∈ H1,c∂x (DthrT ), c ≥ 0 and, for all
v ∈ H1,c∂x (DthrT ) such that ∂tv ∈ L2(DthrT ),
−
∫
DthrT
c ∂tv dx dt+ λ
∫
DthrT
∂xc ∂xv dx dt−
∫
Ω(0)
c0(x)v(0, x) dx
+Q
∫
DthrT
α c v
1 + Q̂1|c|
dx dt = 0. (2.2c)
We extend c to DT by setting c|DT \DthrT
:= 1.
ℓm x
|
α
th
r
α(t, ·)
αnh
ℓnh
αnh < αthrΩ
n
h
Figure 3: Selection of `nh based on the value of α
n
h.
Given the bounds of α in Definition 2.1, it can easily be checked that at is
uniformly continuous and coercive on H1(Ω(t)), and that Lt is uniformly continuous
on H1(Ω(t)). To prove existence of a solution for (2.2a) we need uniform supremum
norm bounds on u, ∂xu [13, p. 153], and c. Part of the analysis of the model consists
in proving that u and ∂xu satisfy uniform supremum norm bounds at the discrete
level, which leads to the existence of a discrete solution for (2.2a) with uniformly
bounded variation, and limit of which is a solution of (2.2a). The boundedness of
α helps to obtain existence of solutions to (2.2c). However, strong convergence of
discrete solutions of (2.2a) is needed to obtain convergence of (2.2b) and (2.2c). It
is readily noted that the bounds on α, u, and c are interdependent, and our analysis
also addresses this issue.
3 Discretisation
We discretise (1.1a) using a finite volume method, (1.1b) using a Lagrange P1–finite
element method, and (1.1c) using backward Euler in time and P1–mass lumped
finite element method in space. The space and time variables are discretised as
follows. Let 0 = x0 < · · · < xJ = `m be a uniform spatial discretisation with
h := xj+1 − xj , and 0 = t0 < · · · < TN = T be a uniform temporal discretisation
with δ := tn+1 − tn. The numbers h and δ are called the spatial and temporal
8
discretisation factors. Define the intervals Xj := (xj , xj+1) and Tn := [tn, tn+1). The
node–centred intervals are defined by X˜j := (xj−h/2, xj +h/2) for j = 1, . . . , J−1,
X˜0 := [x0, x0 + h/2], and X˜J := [xJ − h/2, xJ ]. We let χX˜j be the characteristic
function of X˜j , that is, χX˜j = 1 on X˜j , and χX˜j = 0 outside X˜j . For any real valued
function f on R, define the pointwise average {{f}}Xj = (f(xj) +f(xj+1))/2. Define
the extended initial data as follows: ∀ x ∈ (0, `m)
αe0(x) :=
{
α0(x) if x ∈ Ω(0),
0 otherwise.
and ce0(x) :=
{
c0(x) if x ∈ Ω(0),
1 otherwise.
Discrete scheme 3.1. Define
• α0h by α0h := α0j = 1h
∫
Xj α
e
0(x) dx on Xj for 0 ≤ j ≤ J − 1,
• c0h by c0h ∈ P1(Xj) for 0 ≤ j ≤ J − 1 and c0h(xj) := ce0(xj) for 0 ≤ j ≤ J , and
• Ω0h := (0, `0h), where `0h = 1.
Fix a threshold αthr ∈ (0, 1) and `m > `0 such that (0, `0) ⊂ (0, `m) and DthrT ⊂ DT .
Obtain u0h from (DS.c) below by taking n = 0. Then, construct a finite sequence of
3–tuple of functions (αnh, u
n
h, c
n
h){0<n≤N−1} on (0, `m) as in (DS.a)–(DS.d) described
now.
(DS.a) Set αnh := α
n
j on Xj for 0 ≤ j ≤ J − 1, where
1
δ
(αnj − αn−1j )
+
1
h
[
u
(n−1) +
j+1 α
n−1
j − u(n−1)−j+1 αn−1j+1 − u(n−1) +j αn−1j−1 + u(n−1)−j αn−1j
]
= (αn−1j − αthr)+(1− αn−1j )bn−1j − (αnj − αthr)+dn−1j , (3.1)
where unj = u
n
h(xj), b
n
j = {{(1 + s1)cnh/(1 + s1cnh)}}Xj , and dnj = {{(s2 +
s3c
n
h)/(1 + s4c
n
h)}}Xj . Note that, when j = 0, u(n−1)0 = 0 and thus the value
of αn−1−1 can be arbitrarily fixed, say for example α
n−1
−1 = m11.
(DS.b) Set Ωnh := (0, `
n
h), where the recovered radius at step n, `
n
h, is provided by
`nh = min{xj : αnj < αthr on (xj , `m)}.
(DS.c) Set the conforming P1 finite element space on Ωnh, and its subspace with
homogeneous boundary condition at x = 0, by
Snh :=
{
vnh ∈ C 0(Ωnh) : vnh|Xj ∈ P
1(Xj) for 0 ≤ j < Jn := `nh/h
}
and
Sn0,h := {vnh ∈ Snh : vnh(0) = 0}.
Then,
unh :=
{
u˜nh on Ω
n
h,
0 on (0, L) \ Ωnh,
(3.2)
where u˜nh ∈ Sn0,h satisfies
anh(u˜
n
h, v
n
h) = Lnh(vnh) ∀ vnh ∈ Sn0,h, (3.3)
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with anh : Snh × Snh → R and Lnh : Snh → R defined by
anh(w, v) = k
(
αnh
1− αnh
w, v
)
Ωnh
+ µ (αnh∂xw, ∂xv)Ωnh
and
Lnh(v) = (H (αnh), ∂xv)Ωnh . (3.4)
(DS.d) Define the finite dimensional vector spaces
Snh,0 := {vnh ∈ Snh : vnh(`nh) = 0} and
Sh,ml :=
{
wh : wh =
J∑
j=0
wjχX˜j , wj ∈ R, 0 ≤ j ≤ J
}
,
and the mass lumping operator Πh : C
0([0, `m]) → Sh,ml such that Πhw =∑J
j=0w(xj)χX˜j . Then,
cnh :=
{
c˜nh on Ω
n
h,
1 on (0, `m) \ Ωnh,
(3.5)
where c˜nh ∈ Snh satisfies the boundary condition c˜nh(`nh) = 1 and the following
discrete equation, in which Πhc˜
n
h := (Πhc
n
h)|Ωnh : for all v
n
h ∈ Snh,0, it holds
(Πhc˜
n
h,Πhv
n
h)Ωnh − (Πhcn−1h ,Πhvnh)Ωnh + δλ(∂xc˜nh, ∂xvnh)Ωnh
= −Qδ
(
αnh Πhc˜
n
h
1 + Q̂1
∣∣Πhcn−1h ∣∣ ,Πhvnh
)
Ωnh
. (3.6)
The Discrete scheme 3.1 provides a family of discrete spatial functions at each
time index n, 0 ≤ n < N , from which a time–space function can be reconstructed.
Definition 3.2 (Time–reconstruct). For a family of functions (fnh ){0≤n<N} on a
set X, define the time–reconstruct fh,δ : (0, T ) × X → R as fh,δ := fnh on Tn for
0 ≤ n < N .
Definition 3.3 (Discrete solution). The 4-tuple (αh,δ, uh,δ, ch,δ, `h,δ), where αh,δ,
uh,δ, ch,δ, and `h,δ are the respective time–reconstructs corresponding to the families
(αnh)n, (u
n
h)n, (c
n
h)n, and (`
n
h)n obtained from (DS.a)–(DS.d), is called the discrete
threshold solution.
3.1 Comments on the numerical method
This subsection substantiates the particular choices of numerical methods used to
compute the discrete solution in Definition 3.3.
Volume fraction equation
The volume fraction equation (1.1a) is a continuity equation with the source term
αˇf(αˇ, cˇ), and the conserved variable αˇ (see Lemma B.1) is transported with a
velocity uˇ. Finite volume methods are the natural choice of numerical methods that
preserve conservation property at the discrete level [16]. An upwinding finite volume
scheme is used in (3.1). Upwinding treats the boundary flux values differently
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depending on the direction (sign) of the velocity as in (3.7), see [13, p. 159, Eq.
(6.7)]. If velocity at the node xj is positive (resp. negative), then the material
towards that node is upwinded from the control volume Xj−1 (resp. Xj). This
means that the flux at the boundary xj between any two intervals Xj−1 and Xj is
approximated by: for any t ∈ (0, T )
(ucα)(t, ·)|xj ≈ uh,δ(t, xj)+αh,δ(t, ·)|Xj−1 − uh,δ(t, xj)−αh,δ(t, ·)|Xj . (3.7)
Therefore, the spatial difference (ucα)(t, ·)|xj+1− (ucα)(t, ·)|xj at t = tn−1 is approx-
imated as
(ucα)(t, ·)|xj+1 − (ucα)(t, ·)|xj ≈
(
u
(n−1)+
j+1 α
n−1
j − u(n−1)−j+1 αn−1j+1
)
−
(
u
(n−1)+
j α
n−1
j−1 − u(n−1)−j αn−1j
)
,
which leads to (3.1). The upwinding flux (3.7) is one of the simplest numerical
fluxes that leads to a stable scheme.
The upwind method (3.1) introduces significant numerical diffusion in the dis-
crete solution αh,δ. Hence, if we locate the time-dependent boundary `
n
h as min{xj :
αnh = 0 on (xj , `m]}, then `h,δ will have notable deviation from the exact solution,
which will further tamper the quality of the solutions uh,δ and ch δ. To elimi-
nate this propagating error, the boundary point `nh is located by min{xj : αnh <
αthr on (xj , `m]} (see Figure 3). However, the residual volume fraction of αthr on
[`nh, `m] might cause the reaction term αˇf(αˇ, cˇ) to contribute a spurious growth; the
modification (αˇ − αthr)+f(αˇ, cˇ) overcomes this problem. More importantly, αthr
acts as a lower bound on the value of αh,δ on XJn−1 (the right most control volume
in (0, `nh)) at each time tn. A detailed numerical study of the dependence of the
discrete solution on αthr and the optimal choice of αthr that minimises the error
incurred in `h,δ is done in [20].
Velocity equation
The velocity equation (1.1b) is elliptic with Dirichlet boundary condition at x = 0
and Neumann boundary condition at x = `nh for each tn, and hence the Lagrange P1
finite element method is used to discretise (1.1b). A specific benefit of using con-
forming finite elements for approximating the velocity is that it naturally provides
nodal values (degrees of freedom of the scheme) of uh,δ at the boundaries of each
Xj ; these nodal velocities can be directly used in the finite volume discretisation
of (3.7) to compute fluxes at the control volume interfaces.
Oxygen tension equation
The choice of time–implicit mass lumped finite element method [10, Section 7.3.5]
for the oxygen tension equation (1.1c) is substantiated mainly by two reasons.
Firstly, the choice of mass lumping as opposed to a standard Lagrange P1 finite
element method is important to obtain a discrete maximum principle for ch,δ. Sec-
ondly, the backward time procedure ensures the L2(0, T ;H1(0, `m)) stability of the
mass lumped solutions. This is essential to prove Propositions 5.18 and 5.19 that
lead to the compactness and convergence of the iterates. Also, the mass lumping
operator Πh used in (DS.d) preserves the L
1 norm of a piecewise linear function,
and thus only locally redistributes the total amount of material whose concentration
is specified by ch,δ(t, ·) at each time t ∈ (0, T ).
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4 Main theorems
Define the function ûh,δ on DT such that for every t ∈ (0, T ),
ûh,δ(t, ·) =
{
uh,δ(t, ·) in (0, `h,δ(t)],
uh,δ(t, `h,δ(t)) in (`h,δ(t), `m).
(4.1)
The function ûh,δ is the constant extension of uh,δ(t, ·) to (`h,δ(t), `m). Note that
ûh,δ is continuous on the contrary to uh,δ (see Figure 4). This continuity is necessary
to ensure the existence of a square integrable weak derivative.
||
ℓm
u
h
,δ
(t
,·)
ℓh,δ(t, ·)
(a) uh,δ(t, ·).
ℓmℓh,δ(t, ·)
û
h
,δ
(t
,·)
||
uh,δ(t, ℓh,δ(t))
(b) ûh,δ(t, ·).
Figure 4: The left–hand side plot illustrates the discontinuous function uh,δ and the
right–hand side plot illustrates the continuous modification ûh,δ.
The notation Πh,δch,δ denotes the mass lumping operator Πh applied to ch,δ(t, ·)
for each t ∈ (0, T ). Define the Hilbert spaces:
L2c(0, T ;H
1(0, `m)) := {f ∈ L2(0, T ;H1(0, `m)) : f(t, `(t)) = 0 for a.e. t ∈ (0, T )},
L2u(0, T ;H
1(0, `m)) := {f ∈ L2(0, T ;H1(0, `m)) : f(t, 0) = 0 for a.e. t ∈ (0, T )}.
The main results of this article are stated in Theorem 4.1 and 4.2.
Theorem 4.1 (Compactness). Let the properties stated below be true.
• The initial volume fraction α0 belongs to BV (0, `m) and satisfies (1.2).
• The discretisation parameters h and δ satisfy the following conditions:
ρCCFL ≤ δ
h
≤ CCFL :=
√
a∗µ
2`m
|1− a∗|2
|a∗ − αR| and δ < min
(
1− ρ
s2
,
2(1− ρ)
1 + s2
)
, (4.2)
where ρ, a∗ and a∗ are constants chosen such that ρ < 1, 0 < a∗ < m01, and
m02 < a
∗.
Then, there exists a finite time T∗ depending on the choice of ρ, a∗, and a∗, a sub-
sequence (denoted by the same indices as of the sequence) of the family of functions
{(αh,δ, ûh,δ, ch,δ, `h,δ)}h,δ, and a 4-tuple of functions (α, û, c, `) such that, setting
DT∗ = (0, T∗)× (0, `m), it holds
α ∈ BV (DT∗), c ∈ L2c(0, T∗;H1(0, `m)), û ∈ L2u(0, T∗;H1(0, `m)), ` ∈ BV (0, T∗),
and as h, δ → 0,
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• αh,δ → α almost everywhere and in L∞-weak ? on DT∗,
• Πh,δch,δ → c strongly in L2(DT∗) and ∂xch,δ ⇀ ∂xc weakly in L2(DT∗),
• ûh,δ ⇀ û and ∂xûh,δ ⇀ ∂xû weakly in L2(DT∗), and
• `h,δ → ` almost everywhere in (0, T∗).
Theorem 4.2 (Convergence). Let (α, û, c, `) be the limit of any subsequence of the
numerical approximations {(αh,δ, ûh,δ, ch,δ, `h,δ)}h,δ, in the sense of Theorem 4.1.
Define Ω(t) := (0, `(t)) and the threshold domain DthrT∗ := {(t, x) : x < `(t), t ∈
(0, T∗)}, and let u := û on DthrT∗ and u := 0 on DT∗ \ DthrT∗ . Then, (α, u, c,Ω) is a
threshold solution in the sense of Definition 2.1 with T = T∗.
Remark 4.3 (Convergence up to a subsequence). In the rest of the article, unless
otherwise specified, “convergence” of sequences is to be understood up to a subse-
quence. Hence “a sequence (an)n converges to a limit a” means that there exists a
subsequence (akn)n ⊆ (an)n such that (akn)n converges to a. This concept is clas-
sical when analysing the convergence of numerical approximations of non–linear
equations, see, e.g., [23, Section 4.5], [9, Section 5.2] or [10, Chap. 5, 6].
Remark 4.4 (Existence of a solution). Existence of a threshold solution is ensured
by Theorems 4.1 and 4.2. Theorem 4.2 also shows that if convergence is observed
in a numerical simulation, then the limit is necessarily a solution to the threshold
model. Finally, as usual in convergence by compactness arguments, if the solution
to this model is proved to be unique then the entire sequence of approximations (not
just a subsequence) converges to that solution.
5 Proof of Theorem 4.1
The proof of Theorem 4.1 involves several steps, which are described here. In
Subsection 5.1, we prove the following:
– existence and uniqueness of the discrete solutions αh,δ, uh,δ, and ch,δ,
– boundedness of uh,δ in various norms,
– positivity, boundedness, and bounded variation property of αh,δ, and
– positivity and boundedness of ch,δ.
In Subsection 5.2, we show that the families of functions {αh,δ}h,δ, {uh,δ}h,δ, {ch,δ}h,δ,
and {`h,δ}h,δ are relatively compact in appropriate spaces.
5.1 Existence and uniqueness of the iterates
The proof of existence and uniqueness of the discrete solutions αh,δ, uh,δ, and ch,δ
involves many interrelated results. For clarity, we provide a sketch of the steps
involved.
Fix two constants a∗ ∈ (max(αR,m02), 1) and a∗ ∈ (0,min(m01, αthr)). We
establish the existence of a time T∗ (explicitly determined in the analysis), which
depends in particular on a∗ and a∗, such that the following theorem holds.
Theorem 5.1. For all n ∈ N such that tn ≤ T∗, αh,δ(tn, ·) and ch,δ(tn, ·) are well
defined. Also, it holds a∗ < αh,δ(tn, ·)|Ωnh < a∗ and 0 ≤ ch,δ(tn, ·)|(0,`m) ≤ 1.
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The proof of Theorem 5.1 is done in several steps by strong induction on n ∈ N.
The base case obviously holds, for any choice of a∗ and a∗ as above. Let n ∈ N be
such that tn+1 ≤ T∗, and assume that Theorem 5.1 holds for the indices 0, . . . , n.
The inductive steps (IS.1)–(IS.4) below show that the same holds for the index
n+ 1.
In the sequel, C is a generic constant that depends on T, `m, `, αR, a∗, a∗ and
the model parameters, as explicitly defined in (5.3a)–(5.3c).
(IS.1) We establish that there exists a unique solution u˜nh for the variational prob-
lem (3.3) and derive energy estimates.
(IS.2) Bounded variation and L∞ estimates on αh,δuh,δ: We show that
(a) ||µαh,δ(tn, ·)∂xuh,δ(tn, ·)−H (αh,δ(tn, ·))||BV (0,`m) ≤ C ,
(b) ||(µαh,δ(tn, ·)∂xuh,δ(tn, ·))−||L∞(0,`m) ≤ C , and
(c) ||µαh,δ(tn, ·)∂xuh,δ(tn, ·)||L∞(0,`m) ≤ C ,
where H (α) = α(α− αR)+/(1− α)2.
(IS.3) L∞ estimates on αh,δ: It holds a∗ < αh,δ(tn+1, ·)|Ωn+1h < a
∗.
(IS.4) We show that there exists a unique solution c˜h,δ(tn+1, ·) to (3.6) and that
0 ≤ c˜h,δ(tn+1, ·)|(0,`m) ≤ 1.
The steps (IS.1)–(IS.4) are now performed in Lemmas 5.2, 5.4, 5.7 and Proposi-
tion 5.5, respectively. The time T∗ is explicitly obtained in the proof of Proposition
5.5.
Lemma 5.2 (Step (IS.1)). There exists a unique solution u˜nh to (3.3) and it satisfies
the following estimates:
∣∣∣∣∣∣∣∣√αh,δ(tn, ·)∂xu˜nh∣∣∣∣∣∣∣∣
0,Ωnh
+
∣∣∣∣∣
∣∣∣∣∣
√
αh,δ(tn, ·)u˜nh√
1− αh,δ(tn, ·)
∣∣∣∣∣
∣∣∣∣∣
0,Ωnh
≤
(
1 +
1√
k
)√
`m
µ
|a∗ − αR|
|1− a∗|2 .
(5.1)
Proof. Coercivity and continuity of the bilinear form anh and continuity of the linear
form Lnh are clear from 0 < a∗ ≤ αh,δ(tn, ·) ≤ a∗ < 1. An application of the Lax–
Milgram lemma [11, p. 297] establishes the existence of a unique discrete solution
to (3.3). A choice of vnh = u˜
n
h in (3.3), the fact that 0 < αh,δ(tn, ·) < 1, and
Cauchy–Schwarz inequality in (3.4) yield
µ
∣∣∣∣∣∣∣∣√αh,δ(tn, ·)∂xu˜nh∣∣∣∣∣∣∣∣2
0,Ωnh
+ k
∣∣∣∣∣
∣∣∣∣∣
√
αh,δ(tn, ·)u˜nh√
1− αh,δ(tn, ·)
∣∣∣∣∣
∣∣∣∣∣
2
0,Ωnh
≤
√
`m
|a∗ − αR|
|1− a∗|2
∣∣∣∣∣∣∣∣√αh,δ(tn, ·)∂xu˜nh∣∣∣∣∣∣∣∣
0,Ωnh
,
which proves (5.1).
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Remark 5.3 (L∞ estimate on velocity). Since αh,δ(tn, ·) ≥ a∗, the estimate (5.1)
yields an upper bound on ||∂xu˜nh||0,Ωnh , which after an application of the boundary
condition u˜nh(0) = 0 and a use of Cauchy–Schwarz inequality yields
||uh,δ(tn, ·)||L∞(0,`m) ≤
`m√
a∗µ
|a∗ − αR|
|1− a∗|2 . (5.2)
Lemma 5.4 (Step (IS.2)). It holds that
||µαh,δ(tn, ·)∂xuh,δ(tn, ·)−H (αh,δ(tn, ·))||BV (0,`m) ≤ `m
√
k
µ
|a∗ − αR|
|1− a∗|5/2 , (5.3a)
||(µαh,δ(tn, ·)∂xuh,δ(tn, ·))−||L∞(0,`m) ≤ `m
√
k
µ
|a∗ − αR|
|1− a∗|5/2 , and (5.3b)
||µαh,δ(tn, ·)∂xuh,δ(tn, ·)||L∞(0,`m) ≤ `m
√
k
µ
|a∗ − αR|
|1− a∗|5/2 +
a∗(a∗ − αR)
(1− a∗)2 . (5.3c)
Proof. Consider the Lagrange P1 nodal basis functions {ϕnh,j}{1≤j≤Jn} of Sn0,h, and
choose vnh = ϕ
n
h,j in (3.3) for j ∈ {1, . . . , Jn − 1}, where Jn = `nh/h, to obtain
µ
(
αnj−1∂xu˜
n
h|Xj−1 − α
n
j ∂xu˜
n
h|Xj
)
− (H (αnj )−H (αnj−1))
= −k
∫ xj+1
xj−1
αh,δ(tn, ·)
1− αh,δ(tn, ·) u˜
n
hϕ
n
h,j dx. (5.4a)
Choose vnh = ϕ
n
h,Jn
in (3.3) to obtain
µαnj ∂xu˜
n
h|XJn−1
−H (αnJn−1) = −k
∫ xJn
xJn−1
αh,δ(tn, ·)
1− αh,δ(tn, ·) u˜
n
hϕ
n
h,Jn dx. (5.4b)
Recall that unh = u˜
n
h on (0, `
n
h), and that u
n
h = 0 = H (α
n
j ) outside this interval.
Then, for any j ∈ {1, . . . , J − 1}, (5.4a) and (5.4b) imply
µ
(
αnj−1∂xu
n
h|Xj−1 − α
n
j ∂xu
n
h|Xj
)
− (H (αnj )−H (αnj−1))
= −k
∫ xj+1
xj−1
αh,δ(tn, ·)
1− αh,δ(tn, ·)u
n
hϕ
n
h,j dx,
where ϕnh,j = 0 if j ≥ Jn + 1. Then, triangle inequality, summation over j =
1, . . . , J−1, Cauchy–Schwarz inequality, (5.1), and an observation that 0 ≤ ϕnh,j−1+
ϕnh,j ≤ 1 everywhere leads to (5.3a). As a consequence, since µαh,δ(tn, ·)∂xuh,δ(tn, ·)−
H (αh,δ(tn, ·)) vanishes at x = `m,
||µαh,δ(tn, ·)∂xuh,δ(tn, ·)−H (αh,δ(tn, ·))||L∞(0,`m) ≤ `m
√
k
µ
|a∗ − αR|
|1− a∗|5/2 .
Since 0 ≤ H (αh,δ(tn, ·)) ≤ a∗(a∗ − αR)/(1 − a∗)2, the bounds (5.3b) and (5.3c)
follow.
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The positivity and boundedness of αh,δ(tn+1, ·) are shown next. The next propo-
sition establishes the existence of a finite time T∗ such that the strong induction
assumption holds in [0, T∗).
Proposition 5.5 (Step (IS.3)). There exists T∗ > 0 such that if n+1 ≤ N∗ := T∗/δ,
then
a∗ ≤ min
j :xj∈Ωn+1h
αn+1j ≤ max
0≤j≤J−1
αn+1j ≤ a∗.
Proof. Substitute un+j+1 = u
n
j+1 +u
n−
j+1 and u
n−
j = u
n+
j −unj in (3.1) written for n+1
instead of n to obtain
αn+1j + δ(α
n+1
j − αthr)+dnj = αnj + δ(αnj − αthr)+(1− αnj )bnj −
δ
h
αnj
(
unj+1 − unj
)
+
δ
h
(
un−j+1(α
n
j+1 − αnj ) + un+j (αnj−1 − αnj )
)
. (5.5)
Define the linear combination
L (αnj−1, α
n
j , α
n
j+1) :=
δ
h
un+j α
n
j−1+
(
1− δ
h
un−j+1 −
δ
h
un+j
)
αnj +
δ
h
un−j+1α
n
j+1. (5.6)
The conditions (4.2) and (5.2) show that all the coefficients in (5.6) are positive,
and thus this linear combination is convex. Moreover, (5.5) can be recast as
αn+1j + δ(α
n+1
j − αthr)+dnj = L (αnj−1, αnj , αnj+1) + δ(αnj − αthr)+(1− αnj )bnj
− δαnj ∂xunh|Xj . (5.7)
Since 0 ≤ cnh ≤ 1 (this is the induction hypothesis (IS.4) at step n), we have
0 ≤ dnj ≤ s2 and bnj ≥ 0. Then, a use of (5.3c) and the positivity of 1− αnj in (5.7)
yield
αn+1j (1 + δs2) ≥ min(αnj−1, αnj , αnj+1)− δFmin, (5.8)
where
Fmin = `m
√
k
µ3/2
|a∗ − αR|
|1− a∗|5/2 +
1
µ
a∗(a∗ − αR)
(1− a∗)2 .
Step (DS.b) implies that αnj−1, α
n
j , α
n
j+1 < αthr for j ≥ Jn + 1. This fact along with
an observation that unh = 0 in (0, `m) \Ωnh ensures that the right hand side of (5.7)
is strictly bounded above by αthr (the linear combination remains, and the other
terms vanish); hence αn+1j < αthr, for all j ≥ Jn+1. Thus the domain Ωn+1h is either
a subset of Ωnh or equal to Ω
n
h ∪ XJn . These two cases are considered separately.
Case 1 (Ωn+1h ⊆ Ωnh: tumour does not grow in the (n+1)th level). If Ωn+1h = Ωnh, the
last value αn+1Jn+1−1 depends on α
n
Jn−2, α
n
Jn−1, and α
n
Jn
(see Figure 5(a)). The domain
selection procedure (DS.b) shows αn+1Jn+1−1 ≥ αthr. All other values αn+1j depend
on αnk with k ≤ Jn−1, which are values inside Ωnh. Therefore, for all j ≤ Jn+1 − 1,
by (5.8)
αn+1j (1 + δs2) ≥ min
{(
min
k :xk∈Ωnh
αnk
)
, αthr
}
− δFmin. (5.9)
The same argument follows in the case Ωn+1h ⊂ Ωnh (see Figure 5(b)).
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(c) Ωn+1h = Ω
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Figure 5: Dependency of αn+1j on α
n
j . Observe that in Figure 5(c) the direction of
unJn is rightwards, which eliminates the dependency of α
n
Jn+1−2 on α
n
Jn
.
Case 2 (Ωn+1h = Ω
n
h ∪ XJn : tumour expands). By the domain selecting procedure
(DS.b) we have αn+1Jn+1−1 ≥ αthr (see Figure 5(c)). This along with αnJn < αthr and
unj = 0 for j > Jn, implies that some volume fraction must flow from Ω
n
h to XJn .
This implies that unJn > 0. We note here that our usage of (α−αthr)+ in the source
term is essential to ensure this property, since the reaction term cannot yield the
growth above αthr in XJn . Therefore, since Jn+1− 2 = Jn− 1 in this case, choosing
j = Jn−1 in (5.7), the term involving αnj+1 vanishes from L (αnj−1, αnj , αnj+1) (since
it is multiplied by un−Jn ) and we obtain
αn+1Jn+1−2(1 + δs2) ≥ min(αnJn−2, αnJn−1)− δFmin. (5.10)
The values αn+1j with j ≤ Jn+1 − 3 can be dealt as in (5.9).
Combine (5.9) and (5.10) to obtain, for j ≤ Jn+1 − 1
αn+1j (1 + δs2) ≥ min
{(
min
k :xk∈Ωnh
αnk
)
, αthr
}
− δFmin.
A use of (1 + δs2)
−1 ≥ exp(−δs2) yields
min
j :xj∈Ωn+1h
αn+1j ≥ exp(−δs2) min
{(
min
k :xk∈Ωnh
αnk
)
, αthr
}
− δ exp(−δs2)Fmin.
This relation is obviously also true if the left–hand side is replaced by αthr, and
therefore,
min
{(
min
j :xj∈Ωn+1h
αn+1j
)
, αthr
}
≥ exp(−δs2) min
{(
min
k :xk∈Ωnh
αnk
)
, αthr
}
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− δ exp(−δs2)Fmin. (5.11)
Define
yn = exp (s2nδ) min
{(
min
k :xk∈Ωnh
αnk
)
, αthr
}
.
The estimate (5.11) shows that
yn+1 ≥ yn − δ exp(s2nδ)Fmin.
Write this relation for a generic k ≤ n, and sum over k = 0, . . . , n to obtain
yn+1 ≥ y0 −
n∑
n=0
δ exp(s2nδ)Fmin. (5.12)
The fact that the sum in (5.12) is the lower Riemann sum for the function exp(s2 τ)
from τ = 0 to τ = (n+ 1)δ yields
yn+1 ≥ y0 −
(
exp(s2(n+ 1)δ)− 1
s2
)
Fmin.
Since y0 = αthr, a selection of time tn+1 = (n+ 1)δ such that
tn+1 ≤ Tm := 1
s2
ln
(Fmin + s2αthr
Fmin + a∗s2
)
(5.13)
yields yn+1 ≥ a∗ exp(s2tn+1), and this leads to min{αn+1j : xj ∈ Ωn+1h } ≥ a∗. To
obtain an upper bound, note that (5.7) yields
αn+1j ≤ max
0≤k≤J−1
αnk + δ(1− αthr) +
δ
µ
||(µαh,δ(tn, ·)∂xunh)−||L∞(0,`m) (5.14)
for every 0 ≤ j ≤ J − 1. Define the function
Fmax = 1− αthr + `m
√
k
a∗µ3/2
|a∗ − αR|
|1− a∗|5/2 . (5.15)
Then, (5.14) and (5.3b) imply
max
0≤j≤J−1
αn+1j ≤ max
0≤j≤J−1
αnj + δFmax.
Write this relation for a generic k ≤ n and sum over k = 0, . . . , n to obtain
max
0≤j≤J−1
αn+1j ≤ max
0≤j≤J−1
α0j + (n+ 1)δFmax ≤ m02 + tn+1Fmax.
Selection of time tn+1 such that
tn+1 ≤ a
∗ −m02
Fmax := TM (5.16)
implies max0≤j≤J−1 αn+1j ≤ a∗. Finally to ensure that the extended domain (0, `m)
contains the time–dependent domains (0, `(t)) for every t ∈ [0, T∗] we impose a
restriction on T∗. Since the domain increases at most by h at each time step, and
there are T∗/δ such time steps, we set T∗ < T` := ρCCFL(`m − `0) ≤ δh(`m − `0).
Choose T ∗ = min(Tm, TM , T`) to conclude the proof.
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Remark 5.6. The norm ||·||0,Ωnh in the space Snh is equivalent to the norm ||Πh·||0,Ωnh .
In fact, we have for all w ∈ Snh , (1/
√
3)||Πhw||0,Ωnh ≤ ||w||0,Ωnh ≤ ||Πhw||0,Ωnh . This
is an easy consequence of estimating ||w||0,Ωnh by Simpson’s quadrature rule, which
is exact for second degree polynomials.
Lemma 5.7 (Step (IS.4)). The equation (3.6) has a unique solution c˜n+1h , and it
holds 0 ≤ cn+1h ≤ 1.
Proof. Recall that xJn+1 = `
n+1
h , and for r = n, n+ 1, define the vector
crh := [c
r
h(x0), c
r
h(x1), . . . , c
r
h(xJn+1−1)].
The vector cn+1h contains the discrete unknowns at tn+1. Note that we do not
need to compute the nodal value cn+1h (xJn+1) at the discrete level since Dirichlet
boundary condition holds at xJn+1 . The matrix equation corresponding to (3.6) is
(M + δλD +QδS) cn+1h = Mc
n
h − δbh,
where bh is Jn+1 × 1 vector with entries bh,i = 0 for 0 ≤ i ≤ Jn+1 − 2 and
bh,Jn+1−1 = −λ/h. Here, M is the Jn+1 × Jn+1 positive, diagonal, lumped mass
matrix. The matrix D is the stiffness matrix with all off–diagonal entries negative.
The entries of the positive, diagonal, lumped mass matrix S are as follows:
Sii =
∑
Xj⊂supp(ϕi,h)
hαnj
2
〈
(Πhϕi,h)
2
1 + Q̂1
∣∣Πhcnh∣∣
〉
Xj
, 0 ≤ i ≤ Jn+1 − 1,
where {ϕi,h}{0≤i≤Jn+1−1} is the canonical nodal basis of Sn+1h,0 . The symbol 〈f〉Xj
denotes the average of f over the cell Xj . An application of Lemma C.VI shows
that the discrete operator h,δ := (IJn+1 + δM−1(λD + QS))−1 is positive. A use
of the facts αh,δ(tn+1, ·) > 0, cnh ≥ 0, and bh ≤ 0 yields cn+1h ≥ 0. Next, we obtain
the upper bound for cn+1h . For r = n, n+ 1, define
ĉrh := [c
r
h(x0)− 1, crh(x1)− 1, . . . , crh(xJn+1−1)− 1].
It is easy to observe that (M + δλD + QδS)ĉn+1h = M ĉ
n
h − δb̂h, where b̂h is the
vector of nonnegative entries
b̂h,i =
∑
Xj⊂supp(ϕi,h)
Qαnj h
2
〈
Πhϕi,h
1 + Q̂|Πnhcnh|
〉
Xj
, 0 ≤ j ≤ Jn+1 − 1.
Then, the same reasoning is used to obtain the positivity and Lemma C.VI imply
cn+1h − 1 ≤ 0.
5.2 Compactness results
The next goal is to establish necessary compactness properties for the iterates,
which enables us to extract a convergent subsequence of discrete solutions, whose
limit is a threshold solution. We list the main steps involved in this section. We
establish
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(CR.1) a uniform L2(0, T∗;H1(0, `m)) estimate for the family {ch,δ}h,δ.
(CR.2) a uniform spatial BV estimate for the family {αh,δ}h,δ.
(CR.3) a uniform temporal BV estimate for the family {αh,δ}h,δ.
(CR.4) a uniform L2(0, T∗;H1(0, `m)) estimate for the family {ûh,δ}h,δ.
(CR.5) a uniform BV estimate for the family {`h,δ}h,δ.
(CR.6) that the family {Πh,δch,δ}h,δ is relatively compact in L2(DT∗).
(CR.7) Theorem 4.1 with the help of (CR.1)–(CR.6)
In this sequel, C1 denotes a generic constant that depends α0, c0, a∗, a∗, `m,
T∗, and the model parameters. Let us start with a preliminary lemma, the proof of
which is an easy consequence of local Taylor expansions.
Lemma 5.8. [10, Section 8.4] For any w ∈ H1(0, `m), the following estimates
hold:
||w −Πhwh||0,(0,`m) ≤
h
2
||∂xw||0,(0,`m) and (5.17)
||Πhwh||0,(0,`m) ≤
h
2
||∂xw||0,(0,`m) + ||w||0,(0,`m). (5.18)
We now prove an L2(0, T∗;H1(0, `m)) stability estimate for ch,δ.
Proposition 5.9 (Step (CR.1)). It holds ||ch,δ||L2(0,T∗;H1(0,`m)) ≤ C1.
Proof. Define the continuous function ĉnh on (0, `m) by ĉ
n
h := c˜
n
h − 1 in Ωnh, and
ĉnh := 0 on (0, `m) \ Ωnh. An application of Cauchy–Schwarz inequality and (C.1c)
yields
2(Πhĉ
n−1
h ,Πhĉ
n
h)Ωnh ≤ ||Πhĉn−1h ||20,Ωnh + ||Πhĉ
n
h||20,Ωnh . (5.19)
If `nh ≤ `n−1h , then ||Πhĉn−1h ||20,Ωnh ≤ ||Πhĉ
n−1
h ||20,Ωn−1h since Ω
n
h ⊆ Ωn−1h . If `nh =
`n−1h + h, then Πhĉ
n−1
h = 0 on Ω
n
h \ Ωn−1h , and ||Πhĉn−1h ||20,Ωnh = ||Πhĉ
n−1
h ||20,Ωn−1h .
Hence by (5.19) in any case
2(Πhĉ
n−1
h ,Πĉ
n
h)Ωnh ≤ ||Πhĉn−1h ||20,Ωn−1h + ||Πhĉ
n
h||20,Ωnh . (5.20)
Choose vnh = ĉ
n
h ∈ Snh,0 as the test function in (3.6) with a Dirichlet lift of −1, and
use (5.20) and the observation that, since ĉnh ≤ 0 and αnh ≥ 0, −
QαnhΠhĉ
n
h
1+Q̂1|Πhcn−1h | ≤
−QαnhΠhĉnh, to obtain
1
2
||Πhĉnh||20,Ωnh −
1
2
||Πhĉn−1h ||20,Ωn−1h + δλ||∂xĉ
n
h||20,Ωnh ≤ −Qδ(α
n
h,Πhĉ
n
h)Ωnh .
A use of Young’s and Poincare´’s inequalities together with (5.18) and a summation
on the index n yield
1
2
||Πhĉnh||20,Ωnh +
λδ
2
n∑
r=0
||∂xĉrh||20,Ωrh . 1 (5.21)
Since ∂xĉ
r
h = ∂xc
r
h on Ω
r
h and ∂xc
r
h = 0 outside this set, (5.21) yields a bound on
∂xch,δ in L
2(DT∗). We obtain the desired conclusion from the fact ch,δ(t, `m) = 1
for all t ∈ (0, T∗) and a Poincare´ inequality.
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Proposition 5.9 is crucial in obtaining a bounded variation estimate for the piece-
wise constant function αh,δ. The idea is then to use Helly’s selection theorem (see
Theorem C.III) to extract an almost everywhere convergent subsequence of func-
tions out of the family of functions {αh,δ}h,δ. Spatial and temporal BV estimates
for αh,δ are derived separately in Propositions 5.10 and 5.11 for this purpose.
Proposition 5.10 (Step (CR.2)). For t ∈ (0, T∗) it holds
||αh,δ(t, ·)||BV (0,`m) ≤ C1. (5.22)
Proof. Let j ∈ {1, . . . , J − 1} and subtract (5.7) for αj−1 from (5.7) for αj . This
yields T0 = T1 + δT2 − δT3, where
T0 = (α
n+1
j − αn+1j−1 ) + δ((αn+1j − αthr)+dnj − (αn+1j−1 − αthr)+dnj−1),
T1 = L
(
αnj−1, α
n
j , α
n
j+1
)−L (αnj−2, αnj−1, αnj ) ,
T2 = (α
n
j − αthr)+(1− αnj )bnj − (αnj−1 − αthr)+(1− αnj−1)bnj−1, and
T3 = α
n
j ∂xu
n
h|X j − αnj−1∂xunh|Xj−1 .
The terms in T1 can be grouped in the following way:
T1 = (α
n
j − αnj−1)(1−
δ
h
un−j −
δ
h
un+j ) +
δ
h
un−j+1(α
n
j+1 − αnj )
+
δ
h
un+j−1(α
n
j−1 − αnj−2). (5.23a)
Split the terms in T0 and T2 using (C.1a) in Appendix C to obtain
T0 = (α
n+1
j − αn+1j−1 ) + δ((αn+1j − αthr)+ − (αn+1j−1 − αthr)+)
dnj + d
n
j−1
2
+ δ((αn+1j − αthr)+ + (αn+1j−1 − αthr)+)
dnj − dnj−1
2
, and (5.23b)
T2 = ((α
n
j − αthr)+(1− αnj ) + (αnj−1 − αthr)+(1− αnj−1))
bnj − bnj−1
2
+ ((αnj − αthr)+ − (αnj−1 − αthr)+)(2− αnj − αnj−1)
bnj + b
n
j−1
4
+ ((αnj − αthr)+ + (αnj−1 − αthr)+)(αnj−1 − αnj )
bnj + b
n
j−1
4
. (5.23c)
Substitute (5.23a), (5.23b), and (5.23c) in T0 = T1 + δT2 − δT3, use the facts that
0 ≤ bnj ≤ 1, 0 ≤ dnj ≤ s2, 0 ≤ αnj ≤ 1, the CFL condition (4.2) together with the
bound (5.2) on the velocity, the Lipschitz continuity of x 7→ (x−αthr)+, and group
the terms appropriately to obtain
(1− δs2)|αn+1j − αn+1j−1 | ≤ |αnj − αnj−1|(1−
δ
h
un−j −
δ
h
un+j ) +
δ
h
un−j+1|αnj+1 − αnj |
+
δ
h
un+j−1|αnj−2 − αnj−1|+ δ|dnj − dnj−1|+ δ|bnj − bnj−1|
+ 2δ|αnj − αnj−1|+ δ|αnj ∂xunh|Xj − αnj−1∂xunh|Xj−1 |. (5.24)
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Sum the expression (5.24) from j = 1 to j = J , and utilize un0 = 0, u
n
J = 0, u
n
J+1 = 0
and 0 ≤ (δ/h)|αn1 − αn0 |un−10 to obtain
(1− δs2)
J∑
j=1
|αn+1j − αn+1j−1 | ≤ (1 + 2δ)
J∑
j=1
|αnj − αnj−1|+ δ
J∑
j=1
|dnj − dnj−1|
+ δ
J∑
j=1
|bnj − bnj−1|+ δ
J∑
j=1
|αnj ∂xunh|Xj − αnj−1∂xunh|Xj−1 |. (5.25)
Further note that
||µαh,δ(tn, ·)∂xuh,δ(tn, ·)||BV (0,`m) ≤ ||µαh,δ(tn, ·)∂xuh,δ(tn, ·)−H (αh,δ(tn, ·))||BV (0,`m)
+ ||H (αh,δ(tn, ·))||BV (0,`m).
A use of (5.3a) and the fact that H is continuous and piecewise differentiable yield
||µαh,δ(tn, ·)∂xuh,δ(tn, ·)||BV (0,`m) . 1 + ||αh,δ(tn, ·)||BV (0,`m). (5.26)
The CFL condition (4.2) yields 1 − δs2 ≥ ρ. Moreover, there exists a η > 0 such
that, for all admissible δ, (1+2δ)/(1−s2δ) ≤ 1+ηδ. Hence (5.25) and (5.26) imply
||αh,δ(tn+1, ·)||BV (0,`m) ≤ (1 + ηδ)||αh,δ(tn, ·)||BV (0,`m) + δC1(ρµ)−1
+ ρ−1δ(||dh,δ(tn, ·)||BV (0,`m) + ||bh,δ(tn, ·)||BV (0,`m)).
Induction on the right hand side of the above expression yields
||αh,δ(tn+1, ·)||BV (0,`m) ≤ exp (T∗η) (||αh,δ(0, ·)||BV (0,`m) + C1(ρµ)−1T∗)
+ρ−1 exp (T∗η)
∫ T∗
0
(|bh,δ(t, ·)|BV (0,`m) + |dh,δ(t, ·)|BV (0,`m)) dt,
and since dh,δ and bh,δ are smooth functions of ch,δ (see (DS.d) in Discrete scheme 3.1),
the estimates for ch,δ from Proposition 5.9 conclude the proof.
Proposition 5.11 (Step (CR.3)). The function αh,δ satisfies the upper bound∫ `m
0
||αh,δ(·, x)||BV (0,T∗) dx ≤ C1.
Proof. Rearrange the terms (5.5) and appropriately group using (C.1a) to obtain
αn+1j − αnj = δ(αnj − αthr)+(1− αnj )bnj − δ(αn+1j − αthr)+dnj +
δ
h
un−j+1(α
n
j+1 − αnj )
+
δ
h
un+j (α
n
j−1 − αnj )−
δ
h
αnj (u
n
j+1 − unj )
= δ((αnj − αthr)+ + (αn+1j − αthr)+)
(1− αnj )bnj − dnj
2
+ δ((αnj − αthr)+ − (αn+1j − αthr)+)
(1− αnj )bnj + dnj
2
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+
δ
h
un−j+1(α
n
j+1 − αnj ) +
δ
h
un+j (α
n
j−1 − αnj )−
δ
h
αnj (u
n
j+1 − unj ).
Use the facts that 0 ≤ bnj ≤ 1, 0 ≤ dnj ≤ s2, 0 ≤ αnj ≤ 1, g(x) = (x − αthr)+ is a
Lipschitz function with Lipschitz constant one, and group the terms appropriately
to obtain, for j = 1, . . . , J − 1
|αn+1j − αnj | ≤ δ
(
1 + s2 + |αnj − αn+1j |
1 + s2
2
)
+
δ
h
||uh,δ||L∞(DT∗ )|αnj+1 − αnj |
+
δ
h
||uh,δ||L∞(DT∗ )|αnj−1 − αnj |+ δ||αh,δ∂xuh,δ||L∞(DT∗ ). (5.27)
Since un0 = 0, for j = 0 the same estimate holds with α
n−1 := αn0 . Multiply (5.27)
by h and sum over j = 0, . . . , J −1 and n = 0, . . . , N∗−1 with N∗ = T∗/δ to obtain(
1− δ (1 + s2)
2
) J−1∑
j=0
h
N∗−1∑
n=0
|αn+1j − αnj | ≤ T∗`m(1 + s2 + ||αh,δ∂xuh,δ||L∞(DT∗ ))
+ 2||uh,δ||L∞(DT∗ )
N∗−1∑
n=0
δ
J−1∑
j=0
|αnj+1 − αnj |.
A use of the estimates (5.2), (5.3c), (5.22), and (4.2) concludes the proof.
The next result is a direct consequence of Lemma 5.2, Proposition 5.5 and (5.2).
Proposition 5.12 (Step (CR.4)). The family of functions {ûh,δ}h,δ is uniformly
bounded in L2(0, T∗;H1(0, `m)).
Next, we need to obtain an estimate on the total variation of `h,δ. From Proposi-
tion 5.5 it is evident that at each time step, `h,δ can either increase by h or decrease
by any value. We show that `h,δ can be expressed as sum of a decreasing function
and a function bounded variation as discussed in the next proposition.
Proposition 5.13 (Step (CR.5)). The piecewise constant function `h,δ : [0, T∗]→ R
is of the form `h,δ = `h,δ,BV +`h,δ,D, where `h,δ,BV is a function with uniform bounded
variation in (0, T∗) and `h,δ,D is a monotonically decreasing function. Consequently,
N∗∑
n=1
|`nh − `n−1h | ≤ C1. (5.28)
Proof. Define `h,δ,BV (t) = (ρCCFL)
−1t and `h,δ,D(t) = `h,δ(t)− (ρCCFL)−1t where ρ
and CCFL are defined in (4.2). Clearly, the function `h,δ,BV is of uniform bounded
variation. For the function `h,δ,D note that
`h,δ,D(tn+1)− `h,δ,D(tn) = `n+1h − `nh − (ρCCFL)−1δ.
If `n+1h − `nh = h, then by (4.2), `n+1h − `nh ≤ (ρCCFL)−1δ and thus `h,δ,D(tn+1) ≤
`h,δ,D(tn). If `
n+1
h ≤ `nh, then `h,δ,D(tn+1) ≤ `h,δ,D(tn), trivially. Since `h,δ,D is
decreasing and uniformly bounded, the bounded variation estimate (5.28) follows.
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The compactness results for the function ch,δ are proved next. Note that Propo-
sition 5.9 already guarantees that ch,δ ∈ L2(0, T∗;H1(0, `m)), and the Hilbert space
structure of this space allows us to extract a weakly convergent subsequence. How-
ever, the right hand side of (3.6) involves product of two discrete functions αh,δ
and Πh,δch,δ. Therefore, the weak convergence of Πh,δch,δ is not sufficient to prove
that the limit of Πh,δch,δ is a weak solution. Similarly, (3.1) has non linear ratio-
nal terms bh,δ and dh,δ that involve Πh,δch,δ. Therefore, we require strong L
2(DT∗)
convergence for Πh,δch,δ. A standard method to achieve this is to use a discrete
Aubin–Simon theorem (see Theorem C.IV).
We state the definition of a compactly and continuously embedded sequence of
Banach spaces next.
Definition 5.14 (Compactly–continuously embedded sequence). [10, Definition
C.6]. Let B be a Banach space. The families of Banach spaces {Xh, || · ||Xh}h and
{Yh, || · ||Yh}h are such that Yh ⊂ Xh ⊂ B. We say that the family {(Xh, Yh)}h is
compactly embedded in B if the following conditions hold.
• Any sequence {uh}h such that uh ∈ Xh and {||uh||Xh}h uniformly bounded is
relatively compact in B.
• Any sequence {uh}h such that uh ∈ Xh, {||uh||Xh}h uniformly bounded, {uh}h
converges in B, and ||uh||Yh → 0, converges to zero in B.
Define Xh := Πh(H
1(0, `m)) with norm
||u||Xh := inf
{||w||1,(0,`m) : w ∈ H1(0, `m), u = Πhw} . (5.29a)
Set Yh := Xh with the discrete dual norm || · ||Yh defined by: ∀u ∈ Yh,
||u||Yh := sup
{∫ `m
0
uΠhv dx : v ∈ H1(0, `m), ||v||1,(0,`m) ≤ 1
}
. (5.29b)
Lemma 5.15. The family of Banach spaces {(Xh, Yh)} with Xh = Πh(H1(0, `m)) =
Yh and ||·||Xh and ||·||Yh as defined in (5.29a) and (5.29b), respectively, is compactly–
continuously embedded in B = L2(0, `m).
Proof. We verify the conditions in Definition 5.14. Let {uh}h ⊂ B be a sequence of
functions such that uh ∈ Xh and {||uh||Xh}h is bounded. Consider the correspond-
ing sequence {wh} ⊂ H1(0, `m) such that uh = Πhwh and ||uh||Xh = ||wh||1,(0,`m).
The boundedness of {||uh||Xh}h shows that {||wh||1,(0,`m)} is also bounded. Since
H1(0, `m) is compactly embedded in L
2(0, `m), there exists a subsequence {wh}h
up to re–indexing such that wh ⇀ w weakly in H
1(0, `m) and wh → w strongly
in L2(0, `m). We claim that uh → w strongly in L2(0, `m). To prove this, use the
triangle inequality and then apply (5.17) and (5.18) to obtain
||uh − w||0,(0,`m) ≤ ||uh −Πhw||0,(0,`m) + ||Πhw − w||0,(0,`m)
≤ ||Πh(wh − w)||0,(0,`m) + ||Πhw − w||0,(0,`m)
≤ ||wh − w||0,(0,`m) + h||∂x(wh − w)||0,(0,`m). (5.30)
Since wh → w in L2(0, `m) while being bounded in H1(0, `m), (5.30) shows that
||uh − w||0,(0,`m) → 0 as h→ 0. This proves the first condition in Definition 5.14.
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Let {uh} ⊂ B be such that uh ∈ Xh, {||uh||Xh}h is bounded, ||uh||Yh → 0
as h → 0, and uh converges in B. Let wh ∈ Xh be such that Πhwh = uh and
||wh||1,(0,`m) = ||uh||Xh . Then, note that
||uh||20,(0,`m) =
∫ `m
0
uh Πhwh dx ≤ ||uh||Yh ||wh||1,(0,`m) ≤ ||uh||Yh ||uh||Xh .
The assumed properties on {uh}h then show that uh → 0 in L2(0, `m), which
concludes the proof.
To obtain the relative compactness of {Πh,δch,δ}h,δ in L2(DT∗), we start with an
auxiliary function ϕnh, : [0, `m]→ [0, 1] defined by for a fixed  > 0 (see Figure 6)
ϕnh,(x) =

1 0 ≤ x ≤ `nh − ,
(`nh − x)/ `nh −  < x ≤ `nh,
0 `nh < x ≤ `m.
ℓmℓ
n
hℓ
n
h − ϵ
φnh,ϵ
1
0 b
Figure 6: The auxiliary function ϕnh,.
For ĉh,δ = ch,δ − 1 the mass lumped function can be split into
Πh,δ ĉh,δ = Πh,δ(ĉh,δϕh,) + Πh,δ(ĉh,δ(1− ϕh,)),
where ϕh, = ϕ
n
h, on Tn = (tn, tn+1) for 0 ≤ n ≤ N∗ − 1. Consider the second term
Πh,δ(ĉh,δ(1 − ϕh,)), which is equal to Πh (ĉnh(1 − ϕnh,)) on Tn. A use of the facts
1 − ϕnh, = 0 on [0, `nh − ), Πhĉnh = 0 (see Figure 6) on (`nh, `m] and the property
Πh(fg) = (Πhf) (Πhg) yield
||Πh (ĉnh(1− ϕnh,))||20,(0,`m) =
∫ `nh
`nh−
|Πh (ĉnh(1− ϕnh,))|2dx
≤  ||Πh (ĉnh(1− ϕnh,))||2L∞(0,`m). (5.31)
Multiply (5.31) by δ, sum over n = 0, . . . , N∗ − 1, and use the bounds ||Πh(1 −
ϕnh,)||L∞(0,`m) ≤ 1 and ||Πhĉnh||L∞(0,`m) ≤ 1 to obtain
||Πh,δ(ĉh,δ(1− ϕh,))||L2(DT∗ ) ≤
√
T∗. (5.32)
Proposition 5.18 establishes that the family of functions {Πh,δ(ϕh,ĉh,δ)}h,δ is rel-
atively compact in L2(DT∗). Then, Proposition 5.18 and (5.32) are used to prove
Proposition 5.19.
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Definition 5.16 (Discrete time derivative). The discrete time derivative of a func-
tion f on DT∗ is defined as follows: on Tn,
Dnh,δf :=
Πhf(tn+1, ·)−Πhf(tn, ·)
δ
. (5.33)
Definition 5.17 (Piecewise linear interpolant operator). The piecewise linear in-
terpolant operator Ih : H1(0, `m)→ Sh is defined by
Ihf(x) = f(xj)xj+1 − x
h
+ f(xj+1)
x− xj
h
∀x ∈ Xj , j = 0, . . . , J − 1. (5.34)
We are now in a position to prove the relative compactness of {Πh,δ(ϕh,ĉh,δ)}h,δ in
L2(DT∗), which is required to prove Step (CR.5).
Proposition 5.18. The family of functions {Πh,δ(ϕh,ĉh,δ)}h,δ is relatively compact
in L2(DT∗).
Proof. The desired result follows from the discrete Aubin–Simon theorem (see
Theorem C.IV), for which we need to verify the conditions (5.35a)–(5.35c) with
B = L2(0, `m) and Yh = Xh = Πh(H
1(0, `m)). The family
{Πh,δ(ϕh,ĉh,δ)}h,δ is bounded in L2(0, T∗;B). (5.35a)
{||Πh,δ(ϕh,ĉh,δ)||L2(0,T∗;Xh)}h,δ is bounded. (5.35b)
{||Dh,δ(ϕh,ĉh,δ)||L1(0,T∗;Yh)}h,δ is bounded. (5.35c)
Proposition 5.9 and the bound |ϕh,| ≤ 1 yields (5.35a). We have |ϕh,| ≤ 1 and
|∂xϕh,| ≤ 1/, so for all t ∈ (0, T∗),
|ϕh,(t, ·)ĉh,δ(t, ·)|1,(0,`m) ≤ |ĉh,δ(t, ·)|1,(0,`m) + −1|ĉh,δ(t, ·)|0,(0,`m).
The facts ||ϕnh,||L∞(0,`m) ≤ 1, ||ĉnh||L∞(0,`m) ≤ 1, |∂xϕnh,| ≤ 1/ and ∂xϕnh, = 0 on
[0, `nh − − h), and (`nh + h, `m) yield
|ϕnh,ĉnh|21,(0,`m) ≤ 2
∫ `m
0
|∂xĉnh|2 dx+ 2
∫ `nh+h
`nh−−h
1
2
|ĉnh|2 dx
≤ 2|ĉnh|21,(0,`m) +
2(+ 2h)
2
,
and hence a use of (5.29a), Remark 5.6, and Proposition 5.9 leads to
||Πh,δ(ϕh,ĉh,δ)||L2(0,T∗;Xh) ≤ ||ϕh,ĉh,δ||L2(0,T∗;H1(0,`m)) ≤ C1 +
2T∗(+ 2h)

,
which verifies (5.35b). To verify (5.35c), we start with the estimation of ||Dn−1h,δ (ϕh,ĉh,δ)||Yh .
Let vh ∈ H1(0, `m) with ||vh||1,(0,`m) ≤ 1. Note that (5.33) along with the iden-
tity (C.1b) yields
Dn−1h,δ (ϕh,ĉh,δ) = (D
n−1
h,δ ĉh,δ)Πhϕ
n
h, + (D
n−1
h,δ ϕh,)Πhĉ
n−1
h ,
and hence∫ `m
0
Dn−1h,δ (ϕh,ĉh,δ)Πhvhdx =
∫ `m
0
(Dn−1h,δ ĉh,δ)Πhϕ
n
h,Πhvhdx
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+∫ `m
0
(Dn−1h,δ ϕh,)Πhĉ
n−1
h Πhvhdx =: T1 + T2.
To estimate T1, observe that ϕ
n
h, is zero on [`
n
h, `m]. Use the result (Πhf) (Πhg) =
Πh(fg) to obtain
T1 =
∫ `nh
0
(Dh,δ ĉ
n−1
h )Πh(ϕ
n
h, vh)dx.
Now observe that Πh(ϕ
n
h, vh) = Πh(Ih(ϕnh, vh)), where Ih is defined by (5.34).
Therefore, (3.6) with a Dirichlet lift of −1 tested against Ih(ϕnh, vh) ∈ Snh,0 yields
T1 = −λ
∫ `nh
0
∂xĉ
n−1
h ∂x(Ih(vhϕnh,)) dx − Q
∫ `nh
0
αh,δ(tn, ·)Πhĉnh
1 + Q̂1|Πhcn−1h |
Πh(vhϕ
n
h,) dx
−Q
∫ `nh
0
αh,δ(tn, ·)
1 + Q̂1|Πhcn−1h |
Πh(vhϕ
n
h,) dx.
We have ||Ihw||1,(0,`nh) ≤ ||w||1,(0,`nh) and ||ϕnh,vh||1,(0,`nh) ≤ C2(), where C2() is a
generic constant that depends on . Also, it holds (1 + Q̂1|Πhcn−1h |)−1 ≤ 1. Hence,
T1 ≤ C2()||∂xĉn−1h ||0,(0,`nh) +
3
2
Q||Πhĉnh||0,(0,`nh) + (3/2)Q
√
`m. (5.36)
The constant (3/2) in (5.36) results from the application of the Cauchy–Schwarz in-
equality to integral (Πhĉ
n
h,Πh(vhϕ
n
h,))(0,`m), the facts Πh(vhϕ
n
h,) = (Πhvh)(Πhϕ
n
h,),
|Πhϕnh,| ≤ 1, and (5.18). Next, we estimate the term T2. The function ϕh, has the
property ϕn−1h, (x) = ϕ
n
h,(x− `n−1h + `nh) by definition. This with the fact that ϕnh,
is 1/–Lipschitz, implies |Dn−1h,δ ϕh,| ≤ |`nh − `n−1h |/(δ). Consequently,
|T2| ≤ `m
δ
|`nh − `n−1h |. (5.37)
Now let us conclude the argument. The estimates (5.36) and (5.37) yield∫ `m
0
Dh,δ(ϕ
n
h,ĉ
n
h)(tn−1, ·)Πhvhdx ≤ C2()||∂xĉn−1h ||0,(0,`nh)
+ (3/2)Q||Πhĉnh||0,(0,`nh) + (3/2)Q
√
`m +
`m
δ
|`nh − `n−1h |. (5.38)
Therefore, taking the supremum over the considered vh, multiplying (5.38) by δ
and summing over n = 1, . . . , N∗ yield∫ T∗
0
||Dh,δ(ϕh,ĉh,δ)||Yh dt ≤ C2()
[
1 +
N∗∑
n=1
|`nh − `n−1h |
+
N∗∑
n=1
δ(||Πhĉnh||0,(0,`nh) + ||∂xĉ
n
h||0,(0,`nh))
]
.
Then, (5.35c) follows from an application of discrete Cauchy–Schwarz inequal-
ity, (5.28), and Proposition 5.9.
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Proposition 5.19 (Step (CR.6)). The family of functions {Πh,δch,δ}h,δ is relatively
compact in L2(DT∗).
Proof. Since (5.32) holds true, for any  > 0,
{Πh,δ ĉh,δ}h,δ ⊂ {Πh,δ(ϕh,ĉh,δ)}h,δ +BL2(DT∗ )
(
0;
√
T∗
)
, (5.39)
where BL2(DT∗ )
(
0;
√
T∗
)
is the ball in L2(DT∗) centered at the zero function with
radius
√
T∗. The relative compactness of the set {Πh,δ(ϕh,ĉh,δ)}h,δ from Propo-
sition 5.18 and (5.39) show that {Πh,δ ĉh,δ}h,δ can be covered by finite number of
L2(DT∗) balls with radius η for any η > 0, hence is totally bounded in L
2(DT∗),
and thus relatively compact. Then, the relation ch,δ = ĉh,δ + 1 yields the desired
result.
We use Helly’s selection theorem for {αh,δ} and {`h,δ}, weak compactness of
{ûh,δ} in L2(0, T∗;H1(0, `m)), and relative compactness of {Πh,δch,δ} in L2(DT∗) to
prove Theorem 4.1.
Proof of Theorem 4.1 (Step (CR.7). convergence of the iterates).
Proposition 5.5 establishes the existence of a time T∗ such that αh,δ ∈ L∞(DT∗).
Propositions 5.10 and 5.11 show that αh,δ ∈ BV (DT∗). Therefore, Helly’s selection
theorem guarantees the existence of a subsequence {αh,δ} up to re–indexing and
a function α ∈ BV (DT∗) ∩ L∞(DT∗) such that αh,δ → α in L1(DT∗) and almost
everywhere in DT∗ .
Proposition 5.13 shows that the family {`h,δ}h,δ is bounded in BV (0, T∗). There-
fore, Helly’s selection theorem guarantees the existence of a function ` ∈ BV (0, T∗)∩
L∞(0, T∗) such that `h,δ → ` strongly in L1(0, T∗) and almost everywhere in (0, T∗).
An application of Proposition 5.12 shows that there exist a subsequence {ûh,δ}h,δ
and a function û ∈ L2(0, T∗;H1(0, `m)) such that ûh,δ ⇀ û weakly and ∂xûh,δ ⇀ ∂xû
weakly in L2(DT∗)
Proposition 5.9 yields a subsequence {ch,δ}h,δ, up to re–indexing, and a function
c ∈ L2(0, T∗;H1(0, `m)) such that ch,δ ⇀ c and ∂xch,δ ⇀ ∂xc weakly in L2(DT∗).
Proposition 5.19 establishes the strong convergence of Πh,δch,δ in L
2(DT∗) and, by
(5.17), ch,δ −Πh,δch,δ → 0 in this space; hence, the strong limit of Πh,δch,δ is c.
6 Proof of Theorem 4.2
The proof of Theorem 4.2 involves four main steps which are listed below.
(CA.1) The domains Ah,δ := {(t, x) : x < `h,δ(t), t ∈ (0, T∗)} converge to DthrT∗ :={(t, x) : x < `(t), t ∈ (0, T∗)} as defined in Theorem 4.2.
(CA.2) The limit function α satisfies (2.2a) with T = T∗.
(CA.3) The restricted limit function û|DthrT∗ satisfies (2.2b) with T = T∗.
(CA.4) The limit function c|DthrT∗ satisfies (2.2c) with T = T∗.
Proposition 6.1 (Step (CA.1)). The characteristic functions χAh,δ of Ah,δ con-
verge (up to a subsequence) almost everywhere to the characteristic function χDthrT∗
of DthrT∗ .
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Proof. Theorem 4.1 yields a subsequence {`h,δ} (up to re-indexing) such that `h,δ →
` almost everywhere, where ` ∈ BV (0, T∗). Define the set E = {t ∈ (0, T∗) :
`h,δ(t) 6→ `(t)}. Let µd denotes the d–dimensional Lebesgue measure. The almost
everywhere convergence of `h,δ(t) to `(t) implies that µ1(E) = 0. Tonelli’s theorem
applied to χE×(0,`m) yields µ2(E × (0, `m)) = 0. Define the graph of ` as F` =
{(t, x) ∈ DT∗ : x = `(t), t ∈ (0, T∗)} (see Figure 7). Again an application of
the Tonelli’s theorem shows µR2(F`) = 0. Let (t, x) 6∈ (E × (0, `m)) ∪ F`. Then,
either `(t) > x or `(t) < x. When `(t) < x, χA(t, x) = 0. Since (t, x) 6∈ E ×
(0, `m), `h,δ(t) → `(t). Therefore, for h and δ small enough `h,δ(t) < x. That is,
χAh,δ(t, x) = 0, and hence χAh,δ(t, x) → χA(t, x). A similar argument yields the
convergence for the case `(t) > x. Hence we have the almost everywhere convergence
χAh,δ → χA.
ℓptq
ℓh,δptq
space
tim
e
T˚
0
ℓ0
Figure 7: Continuous tumour radius ` and discrete tumour radius `h,δ.
Proposition 6.2 (Step (CA.2)). Let α : DT∗ → R be a limit provided by Theo-
rem 4.1 such that αh,δ → α almost everywhere in DT∗. Then, α satisfies (2.2a) with
T = T∗ for every ϕ ∈ C∞c ([0, T∗)× (0, `m)).
Proof. Let ϕ ∈ C∞c ([0, T∗)× (0, `m)). Multiply (3.1) between tn+1 and tn by ϕnj :=
〈ϕ(nδ, ·)〉Xj and sum over the indices to obtain T1 + T2 = T3, where
T1 := h
N∗−1∑
n=0
J−1∑
j=0
(αn+1j − αnj )ϕnj ,
T2 := δ
N∗−1∑
n=0
J−1∑
j=0
(
un+j+1α
n
j − un−j+1αnj+1 − un+j αnj−1 + un−j αnj
)
ϕnj , and
T3 := hδ
N∗−1∑
n=0
J−1∑
j=0
(
(αnj − αthr)+(1− αni )bnj − (αn+1j − αthr)+dnj
)
ϕnj ,
with N∗ = T∗/δ. The fact ϕN∗j = 0 for all j and a use of (C.2) yield
T1 = −h
N∗−1∑
n=0
J−1∑
j=0
(ϕn+1j − ϕnj )αn+1j −
∫ `0
0
α0h(x)ϕ(0, x) dx (6.1)
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where α0h is a piecewise constant function defined by α
0
h|Xj = 〈α0〉Xj for j =
0, . . . , J − 1 (see Discrete scheme 3.1). A direct calculation shows the first term
in the right hand side of (6.1) is equal to
−
N∗−1∑
n=0
J−1∑
j=0
αn+1j
∫
Xj
∫ (n+1)δ
nδ
∂tϕ(t, x) dt = −
∫ `m
0
∫ T∗+δ
δ
αh,δ(t, x)∂tϕ(t− δ, x) dtdx.
Since αh,δ → α almost everywhere (see Theorem 4.1) as h, δ → 0, a use of Lebesgue’s
dominated convergence theorem shows that the first term in the right hand side
of (6.1) converges to − ∫ `m0 ∫ T∗0 α(t, x)∂tϕ(t, x) dt dx.
Since α0h → α0 in L2(0, `0), the second term in the right hand side of (6.1)
converges to − ∫ `00 α0(x)ϕ(0, x) dx. An application of (C.1a) on T2 yields
T2 = δ
N∗−1∑
n=0
J−1∑
j=0
ϕnj
(
|unj+1|
αnj − αnj+1
2
− |unj |
αnj−1 − αnj
2
)
+ δ
N∗−1∑
n=0
J−1∑
j=0
ϕnj
(
unj+1
αnj + α
n
j+1
2
− unj
αnj−1 + α
n
j
2
)
=: T21 + T22.
A use of un0 = 0 and u
n
J = 0 leads to
|T21| =
∣∣∣∣∣∣δ
N∗−1∑
n=0
J−2∑
j=0
(ϕnj − ϕnj+1)|unj+1|
αnj − αnj+1
2
∣∣∣∣∣∣
≤ h
2
||uh,δ||L∞(DT∗ )||∂xϕ(t, x)||L∞(DT∗ )
N∗−1∑
n=0
δ
J−2∑
j=0
|αnj − αnj+1|,
and hence (5.2) and (5.22) yield |T21| → 0 as h → 0. Use (C.2) and un0 = 0 and
ϕnJ = 0 to obtain
T22 = −δ
N∗−1∑
n=0
J−1∑
j=0
(ϕnj+1 − ϕnj )unj+1
αnj + α
n
j+1
2
. (6.2)
Add and subtract δ
∑N∗−1
n=0
∑J−1
j=0 (ϕ
n
j+1 − ϕnj )
unj
2 α
n
j to (6.2) to obtain
T22 = δ
N∗−1∑
n=0
J−1∑
j=0
unj+1α
n
j+1
2
(ϕnj+1 − ϕnj − ϕnj+2 + ϕnj+1)
− δ
N∗−1∑
n=0
J−1∑
i=0
(ϕnj+1 − ϕnj )
unj+1 + u
n
j
2
αnj (6.3)
We show that the first term on the right hand side of (6.3) converges to zero. A use
of the definition of ϕnj , mean value theorem, and the CFL condition (4.2) yields∣∣∣∣∣∣δ
N∗−1∑
n=0
J−1∑
j=0
unj+1α
n
j+1
2
(ϕnj+1 − ϕnj − ϕnj+2 + ϕnj+1)
∣∣∣∣∣∣
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. δ||uh,δαh,δ||L∞(DT∗ )||∂xxϕ||L∞(DT∗ )
N∗−1∑
n=0
δ
J∑
j=0
h→ 0 as δ → 0,
where Cg is a constant independent of h and δ. Define ∂h,δϕ : DT∗ → R by ∂h,δϕ :=
(ϕnj+1 − ϕnj )/h on Tn × Xj . Use the fact uh,δ = χAh,δ ûh,δ and the trapezoidal
quadrature rule on the piecewise linear function uh,δ to express the second term in
the right hand side of (6.3) as
−
∫ T∗
0
∫ `m
0
uh,δαh,δ∂h,δϕdx dt = −
∫ T∗
0
∫ `m
0
χAh,δ ûh,δαh,δ∂h,δϕdx dt
→ −
∫ T∗
0
∫ `m
0
uα∂xϕdx dt,
where Lemmas C.V(a) and C.V(b) are applied in the last step. Write T3 as
T3 = hδ
N∗−1∑
n=0
J−1∑
j=0
(αnj − αthr)+(1− αnj )bnj ϕnj − hδ
N∗−1∑
n=0
J−1∑
j=0
(αn+1j − αthr)+dnj ϕnj . (6.4)
Use definitions of bnj , d
n
j , and ϕ
n
j to rewrite the first term in the right hand side
of (6.4) and use Lemmas C.V(a) and C.V(b) (see Appendix C) to arrive at the
following convergence∫ T∗
0
∫ `m
0
(αh,δ(t, x)− αthr)+(1− αh,δ(t, x))(1 + s1)Πh,δch,δ(t, x)
1 + s1Πh,δch,δ(t, x)
ϕ(t, x) dx dt
→
∫ T
0
∫ `m
0
(α− αthr)+(1− α)(1 + s1)c
1 + s1c
ϕdx dt.
A similar argument shows that the second term in the right hand side of (6.4)
converges to − ∫ T0 ∫ `m0 (α−αthr)+ s2+s3c1+s1c ϕdx dt. Plugging the above in T1 +T2 = T3
concludes the proof.
Proposition 6.3 (Step (CA.3)). Let û : DT∗ → R be a limit provided by Theo-
rem 4.1 such that ûh,δ ⇀ û weakly in L
2(DT∗) and ∂xûh,δ ⇀ ∂xû weakly in L
2(DT∗).
Then, for every v ∈ H1,u∂x (DthrT ) such that v(·, 0) = 0, û|DthrT satisfies (2.2b).
Proof. Let v ∈ C∞(DthrT∗ ) with v(·, 0) = 0. Redefine v to be a smooth extension
to DT∗ for ease of notation. Define vh,δ(t, x) = Ihv(tn, x) on Tn × Xj for n, j ≥ 0.
The piecewise linear in space and piecewise constant in time function vh,δ satisfies
vh,δ → v and ∂xvh,δ → ∂xv strongly in L2(DT∗).
Take the test function as vh,δ(tn, ·) in (3.3), multiply with δχAh,δ(tn, ·), use the
fact that uh,δ = χAh,δ ûh,δ, and sum over n = 1, . . . , N∗ − 1 to obtain T1 + T2 = T3,
where
T1 :=
∫ T∗
0
∫ `m
0
χAh,δ
kαh,δ
1− αh,δ ûh,δvh,δ dxdt,
T2 :=
∫ T∗
0
∫ `m
0
χAh,δµαh,δ∂xûh,δ∂xvh,δ dxdt, and
T3 :=
∫ T∗
0
∫ `m
0
χAh,δH (αh,δ)∂xvh,δdxdt.
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We have χAh,δ → χDthrT∗ almost everywhere and αh,δ → α in L
2(DT∗). Therefore,
Lemmas C.V(a) and C.V(b) show that
T1 →
∫ T∗
0
∫ `m
0
χDthrT∗
kα
1− αûv dxdt =
∫∫
DthrT∗
kα
1− αuv dxdt.
A similar argument for T2 shows that
T2 →
∫ T∗
0
∫ `m
0
χDthrT∗
µα∂xû ∂xv dxdt =
∫∫
DthrT∗
µα∂xu ∂xv dxdt.
Since H is continuous, H (αh,δ)→H (α) almost everywhere in DT∗ . Therefore,
T3 →
∫ T∗
0
∫ `m
0
χDthrT∗
H (α)∂xvdxdt =
∫∫
DthrT∗
H (α)∂xvdxdt.
These convergences, the relation T1 + T2 = T3, and the density of C∞(DthrT∗ ) in
H1,u∂x (D
thr
T ) yield the desired result.
To establish (2.2c) we start with a definition and a covering lemma.
x0 x1
t0
t1
d
ℓh,δ ℓ
P
A−
DthrT∗
x
t
Figure 8: The domain A and A− are the geometries described in Lemma 6.4, and
P is a right–leaning parallelogram, and d = (ρCCFL)
−1(t1 − t0).
Lemma 6.4 (Covering lemma). For x0 < x1 and t0 < t1, let
P :=
⋃
t0≤t≤t1
{t} × [x0 − (ρCCFL)−1(t1 − t), x1 − (ρCCFL)−1(t1 − t)] (6.5)
be a right–leaning parallelogram (see Figure 8) contained in A− := DthrT∗ ∪ ({0} ×
[0, `(0)) ∪ ([0, T )× R−). Then, there exists an hP > 0 and a δP > 0 such that, for
every h ≤ hP and δ ≤ δP , P ⊂ A−h,δ := Ah,δ ∪ ({0} × [0, `(0)) ∪ ([0, T )× R−).
Proof. From (6.5) and P ⊂ A−, we have `(t1) > x1 + for some  > 0. Without loss
of generality, assume that `h,δ(t1)→ `(t1) or consider a t˜1 arbitrarily close to t1 such
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that `h,δ(t˜1) → `(t˜1). The existence of t˜1 is guaranteed by the fact that `h,δ → `
almost everywhere. In this case, there exists an hP and a δP such that `h,δ(t1) > x1
for every h ≤ hP and δ ≤ δP , which means that `h,δ,D(t1) > x1− `h,δ,BV (t1), where
`h,δ,D and `h,δ,BV are obtained from the proof of Proposition 5.13. Since `h,δ,D is
decreasing, for t ∈ [t0, t1] we have `h,δ,D(t) > x1 − `h,δ,BV (t1) and
`h,δ,D(t) + `h,δ,BV (t) > x1 − `h,δ,BV (t1) + `h,δ,BV (t)
≥ x1 − (ρCCFL)−1(t1 − t).
Therefore, for t ∈ [t0, t1], `h,δ(t) > x1 − (ρCCFL)−1(t1 − t) , which yields P ⊂
A−h,δ.
Remark 6.5. Let v ∈ C∞c (A−). Then, supp(v) is compact in A− and can be
covered by a finite number of right leaning type parallelograms {Pi}i. Since there
exists a C∞c partition of unity {ζi}i subordinate to {Pi}i, we can write v =
∑
i vζi
and supp(vζi) ⊂ Pi. Then, for any h < h0 and δ < δ0, where h0 = mini hPi , δ0 =
mini δPi, the support of v is contained in A
−
h,δ, and v ∈ C∞c (A−h,δ).
Remark 6.6. The fact that oxygen tension satisfies the Neumann boundary condi-
tion (1.1g) forces a test function in (2.2c) not to vanish at the boundary (0, T∗]×{0}
of DthrT∗ . This requirement forces us to consider A
− instead of DthrT∗ in Lemma 6.4.
Since we can extend any function v ∈ C∞(DthrT∗ ) with v(t, `(t)) = 0 smoothly to A−,
the proof of Proposition 6.7 is not affected by this consideration of A−.
Next, we show that oxygen tension c satisfies (2.2c).
Proposition 6.7 (Step (CA.4)). Let c : DT∗ → R be the limit provided by The-
orem 4.1. Then, for every v ∈ H1,c∂x (DthrT ) such that ∂tv ∈ L2(DthrT∗ ), c|DthrT∗ satis-
fies (2.2c).
Proof. Since v ∈ H1,c∂x (DthrT ) can be approximated by functions in C∞(DthrT∗ ) with
v(t, `(t)) = 0 for all t ∈ (0, T∗), by Remarks 6.5 and 6.6 it is sufficient to consider
functions v ∈ C∞c (P ), where P ⊂ A− is a right–leaning parallelogram.
Choose v ∈ C∞c (P ). There exists an h and a δ small enough such that v ∈
C∞c (A
−
h,δ) by Remark 6.5. Define vh,δ(t, x) = Ihv(tn, x) for (t, x) ∈ Tn × Xj for
n, j ≥ 0. The piecewise linear in space and piecewise constant in time function
vh,δ satisfies the following properties: (a) vh,δ ∈ L2(0, T∗;H1(0, `m)), (b) for n ≥ 0,
vh,δ(tn, `
n
h) = 0, (c) vh,δ = 0 on DT ∗ \Ah,δ, and (d) vh,δ(T∗, ·) = 0.
In (3.6), take the test function as vh,δ(tn, ·) and sum over n = 1, . . . , N∗ to obtain
T1 + T2 = T3, where
T1 =
N∗∑
n=1
∫ `m
0
(Πch,δ(tn, x)−Πch,δ(tn−1, x))Πvh,δ(tn, x) dx,
T2 :=
N∗∑
n=1
λδ
∫ `m
0
∂xch,δ(tn, x)∂xvh,δ(tn, x) dx, and
T3 := −Q
N∗∑
n=1
δ
∫ `m
0
αh,δ(tn, x)Πhch,δ(tn, x)
1 + Q̂1|Πhch,δ(tn−1, x)|
Πhvh,δ(tn, x) dx.
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Note that the space integrals in T1, T2, and T3 are on (0, `
n
h) for each tn by the
property (c). A use of (C.2) leads to
T1 = −
N∗∑
n=1
∫ `m
0
(Πhvh,δ(tn, x)−Πhvh,δ(tn−1, x))Πhch,δ(tn, x) dx
+
∫ `m
0
Πhvh,δ(T∗, x)Πhch.δ(T∗, x) dx−
∫ `m
0
Πhvh,δ(0, x)Πhch.δ(0, x) dx.
Using the property (c) and the strong convergences Πhch,δ(0, ·)→ c0(·), Πhvh,δ(0, ·)→
v(0, ·), ∂tvh,δ → ∂tv, Πhch,δ → c in L2(DT∗), we deduce
T1 → −
∫ T∗
0
∫ `m
0
c ∂tv dx dt−
∫ `m
0
c0(x)v(0, x) dx
= −
∫∫
DthrT∗
c ∂tv dx dt−
∫ `(0)
0
c0(x) v(0, x) dx.
The weak convergence ∂xch,δ ⇀ c, the strong convergence ∂xvh,δ → ∂xv in L2(DT∗),
and an application of Lemma C.V(a) yield
T2 = λ
∫ T∗
0
∫ `m
0
∂xch,δ∂xvh,δ dx dt→ λ
∫ T∗
0
∫ `m
0
∂xc ∂xv dx dt
= λ
∫∫
DthrT∗
∂xc ∂xv dx dt.
It is easily observed that Πh,δch,δ/(1 + Q̂1|Πh,δch,δ|) → c/(1 + Q̂1|c|) in L2(DT∗).
Then, use of Lemma C.V(b) shows that αh,δΠh,δch,δ/(1 + Q̂1|Πh,δch,δ|)→ αc/(1 +
Q̂1|c|) in L2(DT∗). Since Πhvh,δ → v in L2(DT∗) we obtain
T3 → −Q
∫ T∗
0
∫ `m
0
αc
1 + Q̂1|c|
v dx dt = −Q
∫∫
DthrT∗
αc
1 + Q̂1|c|
v dx dt.
Plugging the above in T1 + T2 = T3 yields the desired result.
This concludes the proof of Theorem 4.2, and thereby convergence of the Dis-
crete scheme 3.1 to a threshold solution (see Definition 2.1).
7 Numerical results
In Subsection 7.1, we present the solution of the Discrete scheme 3.1 for a fixed
set of parameters and discretisation factors, and discuss it’s important physical and
numerical features. In Subsection 7.2, we study the dependency of T∗(), the time
below which a threshold solution exists, on the parameters a∗, a∗, m02 and αR.
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7.1 Numerical example
The parameters are chosen as in [3]: k = 1, µ = 1, Q = 0.5, Q̂1 = 0, s1 = 10 = s4,
s2 = 0.5 = s3, and α
R = 0.8. The bounds of the cell volume fraction are set to be
a∗ = 0.4 and a∗ = 0.82. The extended domain length `m is set as 10. The threshold
value is taken as αthr = 0.1. With these choices the constant CCFL is 0.0361. Set
ρ = 0.1 and choose δ = 10−3 and h = 5 × 10−2, so that the condition (4.2) is
satisfied.
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Figure 9: Numerical solution of the Discrete scheme 3.1 with δ = 10−3 and
h = 5 × 10−2 is depicted. A curve in each of the Figures 9(a), 9(b), and 9(c)
represents the spatial variation of cell volume fraction, cell velocity, and oxygen
tension, respectively on the tumour domain (0, `h,δ(t)) at a time t as colour-coded
in the legends. Figure 9(d) represents the evolution of the tumour radius `(t) with
respect to the time.
The final time is set to be T∗ = 50. We plot the variation of αh,δ(t, ·), uh,δ(t, ·)
and ch,δ(t, ·) for the times t ∈ {5, 10, . . . , 50} on the corresponding domains (0, `h,δ(t))
in Figures 9(a), 9(b), and 9(c), respectively. The variation of `h,δ(t) with respect
to time is depicted in 9(d). We observe from Figures 9(a) and 9(c) that the volume
fraction and oxygen tension decrease towards x = 0 due to the slower diffusion of
oxygen towards x = 0 and the accelerated cell death owing to nutrient starvation.
This effect is more noticeable in larger tumours than smaller ones. The positive
value of cell velocity towards the tumour boundary and negative value towards the
interior suggests that the outermost cells flow outwards and the internal cells flow
inwards. Note that ch,δ is unity at `h,δ(t), and this unlimited supply of nutrient
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results in the steady increase of tumour size as illustrated in Figure 9(d).
7.2 Optimal time of existence
The time T∗ below which a threshold solution exists (obtained in Proposition 5.5)
depends on the parameters a∗, a∗, m02, and αR. We can always fix `m large enough
so that ρCCFL(`m − `0) is larger than Tm and TM , so that T∗ = min(Tm, TM ) (see
Proposition 5.5). The time Tm provided by (5.13) is a decreasing function of Fmin.
The fact that Fmin ≥ 0 yields Tm ≤ log(αthr/a∗)/s2, which precisely occurs when
a∗ = αR (if and only if Fmin = 0). The time TM provided by (5.16) requires a
more careful analysis. The domain of TM as a function of a
∗ is (m02, 1]. However,
TM is zero at both a
∗ = m02 and a∗ = 1 (since lima∗→1Fmax = ∞). Therefore,
TM has the maximum between a
∗ = m02 and a∗ = 1. Here, we need to consider
three cases. If m02 > α
R, then T∗ attains the maximum at an a∗ between m02 and
1 (see Figure 10). If m02 = α
R, then TM attains the maximum between a
∗ = αR
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Figure 10: Variation of T∗ with respect to a∗ and a∗ when m02 > αR = 0.8.
and a∗ = 1. Since Tm is decreasing on [αR, 1], T∗ attains the maximum at an a∗
in (αR, 1) (see Figure 11(a)). However, if m02 < α
R, then T∗ attains maximum
exactly at αR since Fmax is minimal at αR and a∗ −m02 is increasing on (m02, 1)
(see Figure 11(b)).
The time TM depends also on the lower bound a∗. The range of a∗ is (0, αthr).
From (5.15) it is easy to observe that Fmax is a decreasing function of a∗. Hence
T∗ increases as a∗ approaches αthr which is evident from Figures 10, 11, and 12.
Remark 7.1 (Sufficiency of Theorem 4.1). The optimal value of T∗ found here is of
order of 10−7 to 10−5, except when m02 < αR in which case T∗ ≈ 0.12. However, in
practice, we observe that the Discrete scheme 3.1 is stable, and thus convergent, up
to at least a time of the order of 102, as shown in Section 7.1. In other words, the
time T∗ derived in the proof of Proposition 5.5 is not restrictive, and only provides
a sufficient condition for the convergence.
Also, it must be noted that T∗ is only restricted by the estimates on the model
variables, in particular on cell volume fraction (see Proposition 5.5). The con-
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Figure 12: The dependence of optimal T∗ on a∗.
vergence analysis (Theorem 4.2 and proofs) does not impose any restriction on
T∗. Consequently, if the Discrete scheme 3.1 is stable (the proper norms remain
bounded) up to a certain time, which can be partially assessed during numerical
simulations, then the convergence analysis shows the limits of subsequences are
threshold solutions of the continuous model.
8 Discussion
The flexible design of the tools in Sections 4 and 6 allows us to apply Theorems 4.1
and 4.2 to models similar to (1.1); for instance the cut–off model
kuα˜
1− α˜ − µ
∂
∂x
(
α˜
∂u
∂x
)
= − ∂
∂x
(H (α˜)) ,
∂c
∂t
− λ ∂
2c
∂x2
= − Qα˜c
1 + Q̂1c
,
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where the cut–off function is defined by α˜ := min(max(α, αm), αM ), α˜ is governed
by (1.1a), and 0 < αm < αM < 1 are fixed positive numbers.
Another example is the growth model, wherein the oxygen tension is governed
by
∂c
∂t
− λ ∂
2c
∂x2
= − Qαc
1 + Q̂1c
∀ (t, x) ∈ DT ,
∂c
∂x
(t, 0) = 0, c(t, `m) = 1 ∀ t ∈ (0, T ), and
c(0, x) = c0(x) ∀x ∈ [0, `m],
where `m can be physically interpreted as the dimension of the growth platform in
the in vitro case or the location of the nearest capillary in the in vivo case. The
oxygen tension equation is defined in a fixed domain in this case.
A prospective research direction is to derive the results in this article for higher
dimensional models. However, a higher dimensional setting offers many difficulties
and a few important ones are briefly discussed here. We frequently use the em-
bedding result that every function in H1(0, `m) is continuous and bounded. But,
this result is not valid in R2 or R3. Consequently, we cannot use the energy norm
estimates to obtain the boundedness of velocity in supremum norm, which in turn
is essential to obtain boundedness and bounded variation of estimates on cell vol-
ume fraction. Secondly, to control the bounds on cell volume fraction, we need an
additional supremum norm and bounded variation estimate on the divergence of
the cell velocity field. This is a difficult task in two and three dimensions since the
cell volume fraction that appear as a coefficient in the operators in the cell velocity
equation is not a smooth function. Moreover, the challenges offered by the moving
boundary are many fold. For instance, the moving boundary can make loops or
knots, and these situations demand careful theoretical investigations.
9 Conclusion
In this paper, we achieved the following objectives: (a) designed a scheme for the
threshold model and proved its convergence (up to a subsequence), and (b) estab-
lished the existence of a threshold solution up to a finite time. It is possible to extend
the results derived in this article to similar models. A few embedding results used in
here apply only to the one–dimensional case, and hence a direct extension to higher
dimensional models is challenging. However, the article provides a proper frame-
work to approach similar coupled problems of elliptic, hyperbolic, and parabolic
equations in single or several spatial dimensions. It remains mostly open to develop
a general theory for problems with degenerate equations; for instance, (1.1b) which
is only non–uniformly elliptic, defined in time–dependent domains, which includes
the study of well-posedness, design, and analysis of numerical schemes.
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Appendix
A Expansions of abbreviations and notations
Description of the notations used to denote model variables are tabulated in Table 2.
The symbols α, u, c, and `, with or without any math accents, always represent the
cell volume fraction, cell velocity, nutrient concentration, and tumour radius.
Variables Domain Meaning Location of definition
αˇ, uˇ, cˇ, ˇ` DT
model variables at the
continuous level
Model (1.1)
α, u, c, ` DthrT threshold solution Definition 2.1
`nh scalar
discrete tumour radius
at time tn
(DS.b) of the Discrete
scheme 3.1
u˜nh, c˜
n
h (0, `
n
h)
discrete finite element
solutions of the cell
velocity and oxygen
tension equation, resp.
(3.3) and (3.6) of the
Discrete scheme 3.1
αnh, u
n
h, c
n
h (0, `m)
spatial discrete
solutions at time tn
(3.2) and (3.5) of the
Discrete scheme 3.1
αh,δ, uh,δ,
ch,δ, `h,δ
DT
time–space discrete
solutions
Definitions 3.2 and 3.3
ûh,δ DT
constant extension of
uh,δ(t, ·) to (`h,δ(t), `m),
t ∈ (0, T )
Eq. (4.1)
Table 2: Notations used to denote the continuous and discrete variables
The physical interpretations of the boundary conditions (1.1f) – (1.1g) are presented
in Table 3. For further details, refer to [4, 3, Section 2.2].
Variable Boundary cond. Interpretation
cˇ
∂xcˇ(t, 0) = 0
The tumour is radially symmetric. Therefore,
there is no gradient of oxygen present at the
tumour centre.
cˇ(t, `(t)) = 1
Constant external supply of oxygen. The unit
value is because of nondimensionalisation.
uˇ
uˇ(t, 0) = 0
Radial symmetry of the tumour implies no ad-
vection of tumour cells across the centre.
µ
∂uˇ
∂x
(t, ˇ`(t)) =
(αˇ(t, ˇ`(t))− αR)+
(1− αˇ(t, ˇ`(t)))2
Continuity of stress across the time–dependent
boundary.
Table 3: Physical interpretations of the boundary conditions (1.1f) – (1.1g)
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For x = 1, 2, . . . expansions of the abbreviations are as follows.
Abbreviation Definition Abbreviation Definition
TS.x Threshold Solution.x AS.x Aubin–Simon.x
DS.x Discrete Solution.x CA.x
Convergence
Analysis.x
CR.x
Compactness
Results.x
Table 4: Expansions of abbreviations
B Physical properties of the model
Define the continuous function spaces C 1,2(DT ) and C
1,2(DT ) by
C 1(DT ) :=
{
c : DT → R : ∂c
∂t
,
∂c
∂x
∈ C (DT )
}
, and
C 1,2(DT ) :=
{
c : DT → R : ∂c
∂t
,
∂2c
∂x2
∈ C (DT )
}
.
Conservation of mass by the cell volume fraction equation
Lemma B.1 (Continuous case). If (αˇ, uˇ, cˇ, ˇ`) is a solution of (1.1) such that αˇ and
uˇ belong to C 1(DT ), then αˇ satisfies the mass conservation property∫ ˇ`(T )
0
αˇ(T, x) dx =
∫ `0
0
α0(x) dx+
∫ T
0
∫ ˇ`(t)
0
f(αˇ, cˇ) dx dt. (B.1)
Proof. Integrate (1.1a) over DT to obtain∫ T
0
∫ ˇ`(t)
0
f(αˇ, cˇ) dx dt =
∫ T
0
∫ ˇ`(t)
0
∂αˇ
∂t
dxdt+
∫ T
0
∫ ˇ`(t)
0
∂
∂x
(uˇαˇ) dxdt. (B.2)
In (B.2), apply Leibniz integral rule for the first term on the right–hand side and
integrate ∂∂x(uˇαˇ) in the second term over the interval (0,
ˇ`(t)) to arrive at∫ T
0
∂
∂t
(∫ ˇ`(t)
0
αˇ(t, x) dx
)
dx−
∫ T
0
[
ˇ`′(t)− uˇ(t, ˇ`(t))] αˇ(t, ˇ`(t)) dt
−
∫ T
0
uˇ(t, 0)αˇ(t, 0) dt =
∫ T
0
∫ ˇ`(t)
0
f(αˇ, cˇ) dx dt. (B.3)
In the left hand side of (B.3), carry out the time integration over the interval (0, T )
in the first term, use the conditions ˇ`′(t) = uˇ(t, ˇ`(t)) on the second term, and
uˇ(t, 0) = 0 on the third term obtain (B.1).
Remark B.2. The result (B.1) states that the total cell volume fraction at time T
is the sum of two quantities: (a) total cell volume fraction present initially and (b)
the total cell volume fraction produced by the source term f(αˇ, cˇ) during the time
interval (0, T ), which is precisely the mass conservation property.
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Lemma B.3 (Discrete case). Let αh,δ : DT → R and ch,δ : DT → R be the time–
reconstructs corresponding to the family of functions (αnh)n obtained from (3.1) and
(cnh)n obtained from (3.6), respectively. Then, αh,δ satisfies the discrete mass con-
servation property∫ `m
0
αh,δ(T, x) dx =
∫ `0
0
α0(x) dx
+
∫ T
0
∫ `m
0
(αh,δ(t, x)− αthr)+(1− αh,δ(t, x))(1 + s1)Πh,δch,δ(t, x)
1 + s1Πh,δch,δ(t, x)
dx dt
−
∫ T+δ
δ
∫ `m
0
(αh,δ(t, x)− αthr)+ s2 + s3Πh,δch,δ(t, x)
1 + s4Πh,δch,δ(t, x)
dx dt. (B.4)
Proof. Sum h×(3.1) written for j = 0, . . . , J − 1 and n = 1, . . . , N and use the fact
that un−10 = 0 = u
n−1
J to obtain
J−1∑
j=0
hαNj −
J−1∑
j=0
hα0j =
N∑
n=1
δ
J−1∑
j=0
h(αn−1j − αthr)+(1− αn−1j )bn−1j
−
N∑
n=1
δ
J−1∑
j=0
h(αnj − αthr)+dn−1j . (B.5)
Note that each term in the sum [u
(n−1) +
j+1 α
n−1
j − u(n−1)−j+1 αn−1j+1 − u(n−1) +j αn−1j−1 +
u
(n−1)−
j α
n−1
j ] in (3.1) cancels with the same term of opposite sign coming from (3.1)
written for j + 1 or j − 1, and that boundary terms vanish due to the boundary
conditions. Use the definitions of bnj and d
n
j (see (DS.a) in Definition 3.3) and the
definition of the time–reconstruct (see Definition (3.3)) to arrive at (B.4) from (B.5).
Nonnegativity and boundedness of the oxygen tension equation
Lemma B.4 (Continuous case). If cˇ satisfies (1.1c) with αˇ ≥ 0 and belongs to
C 2(DT ), then 0 ≤ cˇ ≤ 1.
Proof. Positivity: Multiply (1.1c) by the test function −cˇ− = min(cˇ, 0) and inte-
grate the product on the domain DT to obtain
−
∫ T
0
∫ ˇ`(t)
0
cˇ−
∂cˇ
∂t
dxdt + λ
∫ T
0
∫ ˇ`(t)
0
cˇ−
∂2cˇ
∂x2
dxdt =
∫ T
0
∫ ˇ`(t)
0
cˇ−
Qαˇcˇ
1 + Q̂1|cˇ|
dxdt. (B.6)
In (B.6), use −cˇ− ∂cˇ∂t = 12 ∂∂t(cˇ−)2 to transform the first term on the left–hand side
and apply integration by parts to spatial integral in second term to obtain
∫ T
0
∫ ˇ`(t)
0
1
2
∂
∂t
(cˇ−)2 dx dt+λ
∫ T
0
∫ ˇ`(t)
0
∣∣∣∣ ∂cˇ∂x
∣∣∣∣2 dx dt+λ ∫ T
0
cˇ−(t, ˇ`(t))
∂cˇ
∂x
(t, ˇ`(t)) dt
− λ
∫ T
0
cˇ−(t, 0)
∂cˇ
∂x
(t, 0) dt =
∫ T
0
∫ ˇ`(t)
0
cˇ−
Qαˇcˇ
1 + Q̂1|cˇ|
dx dt. (B.7)
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Apply Leibniz integral rule on the first term in the left hand side of (B.7) and use
the facts that cˇ−(t, ˇ`(t)) = 0 and ∂cˇ∂x(t, 0) = 0 to arrive at
1
2
∫ T
0
∂
∂t
(∫ ˇ`(t)
0
(cˇ−)2 dx
)
dt + λ
∫ T
0
∫ ˇ`(t)
0
∣∣∣∣ ∂cˇ∂x
∣∣∣∣2 dx dt
=
∫ T
0
∫ ˇ`(t)
0
cˇ−
Qαˇcˇ
1 + Q̂1|cˇ|
dx dt. (B.8)
Carry out the time integration over the interval (0, T ) in first term in the left hand
side of (B.8) and use the fact that cˇ−(0, ·) = 0 to obtain
λ
∫ T
0
∫ ˇ`(t)
0
∣∣∣∣ ∂cˇ∂x
∣∣∣∣2 dx dt+ ∫ T
0
∫ ˇ`(t)
0
Qαˇ
1 + Q̂1|cˇ|
(
cˇ−
)2
dx dt ≤ 0.
This relation shows that ∂xcˇ
− = 0 and thus, since cˇ−(t, ˇ`(t)) = 0, that cˇ− = 0. This
proves that cˇ ≥ 0 almost everywhere on DT .
Boundedness: Multiply (1.1c) by the test function (cˇ− 1)+ = max(cˇ− 1, 0) and
integrate the product on the domain DT to obtain∫ T
0
∫ ˇ`(t)
0
(cˇ− 1)+∂cˇ
∂t
dx dt− λ
∫ T
0
∫ ˇ`(t)
0
(cˇ− 1)+ ∂
2cˇ
∂x2
dx dt
= −
∫ T
0
∫ ˇ`(t)
0
Qαˇ
1 + Q̂1|cˇ|
cˇ(cˇ− 1)+. (B.9)
In (B.9), use (cˇ − 1)+ ∂cˇ∂t = 12 ∂∂t ((cˇ− 1)+)2 to transform the first term in the left–
hand side, apply integration by parts to the spatial integral in the second term, and
use the condition (1.1g) to obtain∫ T
0
∫ ˇ`(t)
0
1
2
∂
∂t
((cˇ− 1)+)2 dx dt+
∫ T
0
∫ ˇ`(t)
0
∣∣∣∣ ∂∂x(cˇ− 1)+
∣∣∣∣2 dx dt
= −
∫ T
0
∫ ˇ`(t)
0
Qαˇ
1 + Q̂1|cˇ|
cˇ(cˇ− 1)+. (B.10)
Apply Leibniz integral rule on the first term in the left hand side of (B.10), carry
out the time integration over the interval (0, T ), and use the condition (1.1e) to
obtain ∫ T
0
∫ ˇ`(t)
0
∣∣∣∣ ∂∂x(cˇ− 1)+
∣∣∣∣2 dx dt+ ∫ T
0
∫ ˇ`(t)
0
Qαˇ
1 + Q̂1|cˇ|
((cˇ− 1)+)2 ≤ 0. (B.11)
Result (B.11) implies that (cˇ− 1)+ = 0, which yields that cˇ ≤ 1 almost everywhere
on DT .
The positivity and boundedness results corresponding to the discrete oxygen
tension ch,δ, obtained from the numerical scheme (3.6), is provided in Lemma 5.7.
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C Identities and results
C.I. If a, b, c, d ∈ R, then the following identities hold:
ab− cd = (a+ c)(b− d)
2
+
(a− c)(b+ d)
2
, (C.1a)
ab− cd = (a− c)b+ (b− d)c, (C.1b)
2ab ≤ a2 + b2, and (C.1c)
a = a+ − a−, |a| = a+ + a−,
where a+ = max(a, 0) and a− = −min(a, 0).
C.II. Discrete integration by parts formula. [10, Section D.1.7] For any
families (an)n=0,...,N and (bn)n=0,...,N of real numbers, it holds
N−1∑
n=0
(an+1 − an)bn = −
N−1∑
n=0
an+1(bn+1 − bn) + aNbN − a0b0. (C.2)
C.III. Theorem (Helly’s selection theorem). [12, Theorem 4, p. 176]. Let
Ω ⊂ Rd (d ≥ 1) be an open and bounded set with a Lipschitz boundary ∂Ω,
and (fn)n∈N be a sequence in BV (Ω) such that (||fn||BV (Ω))n is uniformly
bounded. Then, there exists a subsequence (fn)n up to re-indexing and a
function f ∈ BV (Ω) such that as n → ∞, fn → f in L1(U) and almost
everywhere in Ω.
C.IV. Theorem (discrete Aubin–Simon theorem). [10, Theorem C.8]. Let
p ∈ [1,∞), (Xm, Ym)m∈N be a compactly–continuously embedded sequence in
a Banach space B, and (fm)m∈N be a sequence in Lp(0, T ;B), where T > 0
such that the assumptions (a), (b), and (c) are satisfied.
(a) Corresponding to each m ∈ N, there exists an N ∈ N, a partition 0 =
t0 < · · · < tN = T , and a finite sequence (gn)n=0,··· ,N in Xm such that
∀n ∈ {0, . . . , N − 1} and almost every t ∈ (tn, tn+1), fm(t) = gn. Then,
the discrete derivative δmfm is defined almost everywhere by δmfm(t) :=
(gn+1 − gn)/(tn+1 − tn) on (tn, tn+1) for all n ∈ {0, . . . , N − 1}.
(b) The sequence (fm)m∈N is bounded in Lp(0, T ;B).
(c) The sequences (||fm||Lp(0,T ;Xm))m and (||δmfm||L1(0,T ;Ym))m are bounded.
Then, (fm)m∈N is relatively compact in Lp(0, T ;B).
C.V. (a) Lemma (weak-strong convergence). [10, Lemma D.8]. If p ∈
[0,∞) and q := p/(1 − p) are conjugate exponents, fn → f strongly in
Lp(X), and gn ⇀ g weakly in L
q(X), where (X,µ) is a measured space,
then ∫
X
fngn dµ→
∫
X
fg dµ.
The next result follows from Lebesgue’s dominated convergence theorem.
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(b) Lemma (bounded-strong convergence). If fn → f in L2(X), gn →
g almost everywhere on X, ||gn||L∞(X) is uniformly bounded, then fngn
converges to fg in L2(X).
C.VI. Lemma [24, Theorems 3.1, 3.2]. Let D be an n×n diagonal matrix with
positive entries, A be an n×n matrix with all off–diagonal entries nonpositive,
and In be n×n identity matrix. Then, the operator (In+kD−1S)−1 is positive
for sufficiently small k > 0.
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