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Abstract
Graphs are flexible and powerful representations for non-vectorial structured data. Graph kernels have been shown
to enable efficient and accurate statistical learning on this important domain, but many graph kernel algorithms have
high order polynomial time complexity. Efficient graph kernels rely on a discrete node labeling as a central as-
sumption. However, many real world domains are naturally described by continuous or vector valued node labels.
In this article, we propose an efficient graph representation and comparison scheme for large graphs with continu-
ous vector labels, the pyramid quantized Weisfeiler-Lehman graph representation. Our algorithm considers statistics
of subtree patterns with discrete labels based on the Weisfeiler-Lehman algorithm and uses a pyramid quantiza-
tion strategy to determine a logarithmic number of discrete labelings that results in a representation that guarantees
a multiplicative error bound on an approximation to the optimal partial matching. As a result, we approximate a
graph representation with continuous vector labels as a sequence of graphs with increasingly granular discrete la-
bels. We evaluate our proposed algorithm on two different tasks with real datasets, on a fMRI analysis task and
on the generic problem of 3D shape classification. Source code of the implementation can be downloaded from
https://web.imis.athena-innovation.gr/~kgkirtzou/Projects/WLpyramid.html.
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1. Introduction
Graphs are a powerful and natural way to represent
complex data with integrated structure. Graphs have
been used in numerous applications in a number of
different fields, such as (i) computer vision [1, 2]
and biomedical imaging analysis [3, 4, 5], (ii) bioin-
formatics [6, 7], (iii) social networks analysis [8] and
(iv) chemoinformatics [9]. In many applications, the
exploration of the data requires the ability to efficiently
compare graphs and to provide a similarity measure-
ment, a problem known as graph comparison.
Graph kernels are the most recent approaches that
tackle both the problem of graph representation and
graph comparison and have been found to be useful
across a wide range of applications. They exploit the
graph topology by decomposing the graph into sub-
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structures and aggregating statistics over these substruc-
tures. This strategy considers a measure of similarity
between the graphs as a form of inner product. Graph
kernels are commonly derived as an instance of the
family of the R-convolution kernels [10], which are a
generic way of constructing kernels of complex objects
by decomposing them into discrete structures and com-
paring all pairs of decompositions. Every new decom-
position would yield a new kernel. A first approach
would be to decompose the graphs into all possible sub-
graphs. However, calculating all subgraphs is at least
as hard as deciding whether two graphs are isomor-
phic [11]. So it is necessary to limit the decomposition
of the graphs only into specific types of subgraphs that
are computable in polynomial time [12, 13]. There are
three main categories of graph kernels, graph kernels
based on (i) walks and paths, (ii) subgraphs of limited
size, and (iii) subtree patterns. Table 1 shows a sum-
mary of the state of the art of graph kernels grouped
per category, while we review extensively each of these
categories in the following Section 1.2.
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Although efficient graph kernels have been devel-
oped that have good performance on discretely labeled
graphs, the literature on continuously or vector labeled
graphs is still relatively undeveloped, as is shown in Ta-
ble 1. As a result, existing graph kernels are poorly
suited to applications that are naturally represented by
continuous node labeled graphs, such as in graph rep-
resentations for fMRI analysis and shape classification
based on 3D mesh representations. We help to address
this shortcoming of existing methods by proposing a
novel framework for kernel construction, the pyramid
quantized Weisfeiler-Lehman graph representation. Our
method makes use of the efficiency of the Weisfeiler-
Lehman kernel [13] for discrete labels by converting
continuous vector labeled graphs into a sequence of
discretely labeled graphs using a pyramid quantization
strategy. This results in a kernel with a multiplicative
error bound on an optimal matching measure.
Firstly, we exploit the key concepts of the Weisfeiler-
Lehman test of isomorphism and then see how it is used
to produce subtree patterns for comparing discrete la-
beled graphs in Section 2. In Section 3 we present our
pyramid quantization scheme and we then learn differ-
ent strategies for combing the pyramid levels in Sec-
tion 4. Secondly, we perform an experimental compar-
ison with a graph matching technique in Section 5 and
we evaluate our proposed method in two general tasks,
an fMRI analysis task in Section 6 and 3D mesh shape
classification in Section 7. Finally, we conclude with a
discussion in Section 8.
1.1. Terminology
Before reviewing the graph kernels literature, we
clarify our terminology to provide a unified presenta-
tion of previous work. We define a graph as a triplet
G = (V, E,L), where V is the vertex set, E is the edge
set and L : V 7→ Σ is a function assigning a label from
an alphabet Σ to each vertex in the graph. The neigh-
borhood N(v) = {v′|(v, v′) ∈ E} of a vertex v is the set of
all vertices adjacent to v, i.e. all vertices connected with
a single edge. The degree d(v) of a vertex v is the num-
ber of edges incident with v. Every graph has at most v
vertices, e edges and a maximum degree of d. A walk
in a graph is a sequence of adjacent vertices. A path is
a walk that contains only distinct vertices, while a cycle
is a closed walk. A rooted tree is an acyclic graph with
a specified root vertex. The height of a tree is the max-
imum distance between the root vertex and any other
vertex in the tree. Subtree patterns are labeled trees ex-
tracted from a labeled graph G for a given depth h and a
given vertex v. Repetition of the same vertex is allowed
in subtree pattern, but it is treated as distinct vertices,
allowing a cycle-free pattern.
1.2. Related Work
The first class of kernels are based on walks (paths)
and compute the number of matching pairs of random
walks (paths). The standard formulation of random
walk kernel counts the number of nodes in the walk
which have the same label and requires O(v6) computa-
tion for a pair of graphs [11]. Restating the same prob-
lem in terms of Kronecker products reduces the run-
time complexity to O(v3) for a pair of graphs [12]. An-
other approach based on dynamic programming speeds
up the computations of the random walk kernel [14] at
the cost of considering only walks of fixed size. The
marginalized graph kernel [15] modifies the label of
each vertex with the use of the Morgan index [16],
which increases the specificity of labels by adding infor-
mation on the number of walks starting from that node,
and therefore reduces the run-time as fewer vertices
will match. A graph kernel that compares the length
of shortest path between pairs of nodes with matching
source and sink labels in two graphs requiresO(v4) [17].
A specialized graph kernel for chemoinformatics [18]
uses molecular fingerprinting techniques and counts la-
beled paths of length p that can be retrieved by depth-
first search from each vertex, an efficient approach for
graphs with an average node degree of 2 or 3.
The second class of graph kernels are based on
limited-size subgraph structures called graphlets. A
naive computation of all graphlets of a graph, without
considering labels, requires O(vk) computations, where
k ∈ {3, 4, 5} is the size of subgraphs. Since enumer-
ating all graphlets is prohibitively expensive, even for
small values of k, [19] showed that sampling a fixed
number of graphlets suffices to bound the deviation of
the empirical estimates of the graphlet distribution from
the true distribution and for graphs of degree bounded
by d, the exact number of all graphlets of size k can
be determined in time O(vdk−1). Another kernel is the
cyclic pattern kernels [20], which count pairs of match-
ing cyclic and tree patterns in two graphs. In the general
case, the cyclic pattern kernel is NP-hard, but in specific
cases the kernel can be computed efficiently. Finally, the
neighborhood subgraph pairwise distance kernel [21]
decomposes a graph into all pairs of neighborhood sub-
graphs of small radius r at increasing distances.
The third class of graph kernels is based on subtree
patterns. The Ramon-Gärtner subtree kernel [22] com-
pares all pairs of nodes from two labeled graphs by iter-
atively comparing their subtree patterns of height h. Al-
though the subtree kernel is more expressive than ker-
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nels based on walks, unfortunately it is computation-
ally expensive, since for a set of n graphs it requires
O(n2v2h4d). Mahé and Vert [23] and Bach [24] refine
the Ramon-Gärtner subtree kernel for applications in
chemoinformatics with a parameter to control the com-
plexity of the subtree features and hand-written digit
recognition considering α-ary subtrees with at most α
children per node. Unfortunately, the complexity of
both kernels is still exponential in the smoothing and
α parameter, and both kernels are feasible on small
sized graphs only. More recently an efficient kernel,
the Weisfeiler-Lehman subtree kernel, was introduced
in [13]. It uses the Weisfeiler-Lehman test of isomor-
phism [25] to efficiently compute subtree patterns up to
height h for discretely labeled graphs. For n pairs of
discretely labeled graphs, the Weisfeiler-Lehman sub-
tree kernel requires O(nhe + n2hv). At its core, the
Weisfeiler-Lehman kernel achieves linear complexity in
the graph size due to an efficient hashing scheme for
discrete labeled graphs, a remarkable improvement over
previous approaches.
The majority of these methods focus on either un-
labeled or discretely labeled graphs, while an efficient
and expressive representation and comparison of graphs
with continuous high-dimensional vectors remains an
open research problem. Initial results in this direction
have been developed by [26], which address the special
case of scalar valued node labels with missing data, and
by [27] based on sub-path similarities. We are unaware
of previous work that has achieved computational com-
plexity linear in the size of the graph, as in our method.
2. The Weisfeiler-Lehman kernel
2.1. The Weisfeiler-Lehman test of isomorphism
Our proposed algorithm uses the discretely labeled
subtree pattern features introduced by the Weisfeiler-
Lehman kernel [13], which exploits the key concepts
from the Weisfeiler-Lehman test of isomorphism [25].
The key idea, given two graphs, is the construction of
augmented node labels from the labels of all the neigh-
bor nodes and their compression into new short labels.
This process is repeated until either the label sets of the
two graphs differ or the maximum number of iterations
has been reached. In the former case, the two graphs are
not isomorphic, while in the latter the test was not able
to determine whether they are not isomorphic. Algo-
rithm 1 provides pseudocode for the Weisfeiler-Lehman
algorithm, while Figure 1 shows its first iteration. The
algorithm has fast run-time O(he), where h is the max-
imum number of iterations of the test and e the maxi-
mum number of edges [13].
2.2. The linear Weisfeiler-Lehman subtree kernel
For each iteration i of the Weisfeiler-Lehman algo-
rithm, we obtain new compressed labels li(v) for all
nodes v in all graphs (see Line 12 in Algorithm 1). Each
compressed label li(v) is a subtree pattern of height i
rooted at node v and histograms of their occurrences
have been recently employed in a kernel for compar-
ing graphs with discrete labels, the linear Weisfeiler-
Lehman subtree kernel [13, Definition 4]. Table 2 shows
the subtree patterns up to depth h = 1 produced by the
Weisfeiler-Lehman algorithm and their respective oc-
currences between the two graphs G,G′ shown in Fig-
ure 1(a).
The linear Weisfeiler-Lehman subtree kernel is com-
puted as an inner product of a vector of statistics φ(h)(G)
explicitly computed for each graph (Table 2). A key ad-
vantage of the kernel is its complexity being linear in
the graph size O(nhe + n2hv) for n graphs, where e is
the maximal number of edges, v the maximal number
of vertices and h the depth of subtree patterns used [13,
Theorem 4]. In addition to these computational bene-
fits, linear Weisfeiler-Lehman graph kernels have been
shown to perform comparably to or better than a num-
ber of more computationally complex kernels [13]. Fi-
nally, we note that the linear Weisfeiler-Lehman algo-
rithm at depth 0 computes exactly the bag of words rep-
resentation commonly used in natural language process-
ing [28, 29] and computer vision [30, 31].
3. The pyramid quantization strategy for continu-
ous vector labels
The Weisfeiler-Lehman algorithm is efficient pre-
cisely because it makes use of a discrete labeling over
nodes, which enables an efficient hashing scheme. A
problem occurs when extending this method to contin-
uous labeled graphs: we no longer have a notion of an
exact match of a discrete label, and a hash function that
counts approximate matches would implicitly define a
single quantization of the vector space to a discrete set
of labels. A single quantization is inexact, and gives
only a weak relationship to the potentially rich geome-
try of the original label space. It is also not clear what
the resolution of the quantization should be to maxi-
mize performance. To overcome this, we propose a
pyramid quantization strategy similar to the one used
by [32, 33] to determine a logarithmic number of quan-
tizations, ending with a sequence of graphs with dis-
crete labels of increasing granularity, for which we run
the Weisfeiler-Lehman algorithm.
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Table 1: An overview of graph kernel methods. From left to right we show the type of subgraphs used, the algorithm, its complexity when that
is known and whether the kernel works on unlabeled, discretely, continuous or vector labeled graphs. Note that n is the number of graphs under
comparison, v is the maximal number of nodes, e is the maximal number of edges, h is the height of subtree patterns, d is the maximum degree, k































Gärtner et al. [11] O(n2v6) X X X X
Mahe et al. [15] X X
Vishwanathan et al [12] O(n2v3) X X X X
Pa
th
s Borgwardt et al. [17] O(n2v4) X X X X
Ralaivola et al. [18] X X





ts Horvath et al. [20] X X
Shervashidze et al. [19] O(vdk−1) X








ns Ramon et al. [22] O(n2v2h4d) X X
Bach et al. [24] X X
Mahe et al [23] X X
Shervashidze et al. [13] O(nhe + n2hv) X X
Neumann et al. [26] X X X X
Table 2: An example of the subtree patterns up to depth h = 1 for the graphs from Figure 1(a). The first row are the labels Σ0 ∪ Σ1 encountered up
to depth h = 1, while the second and the third row the occurrences of subtrees for graph G and G′ respectively
Labels Σ0︷         ︸︸         ︷ Labels Σ1︷                                            ︸︸                                            ︷
Labels Σ0 ∪ Σ1 = {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11}
φ(1)(G) = (3, 1, 3, 0, 3, 0, 1, 2, 1, 0, 0)
φ(1)(G′) = (2, 2, 3, 1, 1, 1, 1, 1, 0, 1, 1)
3.1. The pyramid quantization strategy
Given a vector labeled graph G = (V, E,L), where
L : V 7→ Rd is the function assigning a d-dimensional
vector label to each vertex, we want to derive a hierar-
chical decomposition of Rd as multi-resolution quanti-
zations that will then be used to determine the discrete
labeling of increasing granularity. First we construct
a set of quantization functions Q(l) : Rd 7→ Σ(l)0 that
will encode the continuous vector labels into a quanti-
zation of a given resolution |Σ(l)0 | = 2
l. The quantiza-
tion function Q(l) is generated for multiple resolutions
l ∈ {0, . . . , L}, where L = dlog2 De, D is the number
of unique values in the image of the vertex set V under
the label function L. Note that the single quantization
bin for Q(0) is big enough so that all vertices receive
the same discrete label, while the coarser quantization
Q(L) contains quantization bins that are small enough so
each unique continuous vector label falls into its own
quantization bin. To achieve this hierarchical quantiza-
tion in the experiments performed here, we have used an
agglomerative hierarchical clustering with Ward’s min-
imum variance method [34].
Secondly, we compose the quantization function Q(l)
with the labeling function L, ∀l ∈ {0, . . . , L}, and we
approximate our initial vector labeled graph G as a se-
quence of graphs with discrete labels of increasing gran-
ularity:









(V, E,L(0)), . . . , (V, E,L(L))
)
,
where L(l) : V 7→ Σ(l)0 is defined to be Q
(l) ◦ L, and Σ(l)0
is the discrete label alphabet for a given level l of quan-
tization. Note that the topology of the graph does not
change in the sequence of graphs, only the continuous
vector labels are discretized.
This type of quantization scheme, when paired with
a histogram intersection kernel and an appropriately
weighted linear combination of kernel values across
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Algorithm 1 The one dimensional Weisfeiler-Lehman test of graph isomorphism
Require: Two graphs, G = (V, E,L), G′ = (V ′, E′,L′), with discrete labelings L : V 7→ Σ and L′ : V ′ 7→ Σ over
vertices, where Σ is a vertex label set and the maximum number of iterations h.
1: i← 0
2: repeat
3: if i = 0 then
{ Multiset-label initialization }
4: Mi(v) := l0(v) = L(v).
5: else if i ≥ 1 then
{ Multiset-label determination }
6: Assign a multiset-label Mi(v) to each node v in G and G′ which consists of the multiset {li−1(u)|u ∈ N(v)},
where N(v) denotes the neighbor set of v.
{ Sorting each multiset }
7: Sort the elements in Mi(v) in ascending order.
8: Concatenate the elements in Mi(v) into a string si(v).
9: Add li−1(v) as a prefix to si(v).
{ Sorting the set of multisets }
10: Sort all of the strings si(v) for all v from G and G′ in ascending order.
{ Label compression via hashing }
11: Map each string si(v) to a new compressed label using a function f : Σ∗ 7→ Σ such that f (si(v)) =
f (si(w)) ⇐⇒ si(v) = si(w).
{ Relabeling }
12: Set li(v) := f (si(v)) for all nodes in G and G′.
13: end if
14: i← i + 1
15: until {li(v)|v ∈ V} , {li(v′)|v′ ∈ V ′} or i > h
quantization levels, results in a multiplicative error
bound on the optimal graph matching [32, Proposi-
tion 3]. We may therefore interpret the pyramid quan-
tized Weisfeiler-Lehman graph representation as a func-
tion space that enables tight approximations to cost of
the optimal matching over vector representations of sub-
tree patterns.1
3.2. The intersection Weisfeiler-Lehman subtree kernel
Each graph with vector valued labels after the pyra-
mid quantization step described in Section 3.1 is repre-
sented as a sequence of graphs with nested quantizations
of increasing granularity as described in Equation 1. We
construct a kernel, using the following definition:
Definition 3.1 (The intersection Weisfeiler-Lehman
subtree kernel). Let G(l) = (V, E,L(l)) and G′(l) =
(V ′, E′,L′(l)) be two graphs of the same quantization
level l, where L(l) : V 7→ Σ(l)0 and L
′(l) : V ′ 7→ Σ(l)0 ,
of two vector labeled graphs G = (V, E,L) and G′ =
1In practice, we do not use the fixed weighting across quantization
levels proposed by Grauman and Darrell [32], but instead discrimina-
tively optimize over the function space (see Section 4).
(V ′, E′,L′), where L : V 7→ Rd and L′ : V ′ 7→ Rd.
Define Σ(l)i ⊆ Σ
(l) as the set of symbols that occur as
node labels at least once in G(l) or G′(l) at the end of the
i-th iteration of the Weisfeiler-Lehman algorithm. Let
Σ
(l)
0 be the set of original node labels of G
(l) and G′(l).
Assume all Σ(l)i are pairwise disjoint. Without loss of
generality, assume that every Σ(l)i = {σ
(l)




ordered. Define a map ηi : {G(l),G′(l)} × Σ
(l)
i 7→ N such
that ηi(G(l), σ
(l)
i j ) is the number of occurrences of the let-
ter σ(l)i j in the graph G
(l). The intersection Weisfeiler-
Lehman subtree kernel on two graphs G and G′ with h








































(a) Given labeled graphs G and G′.
G G'
2,33 3,123
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(b) Multilabel determination and sorting.
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(d) Relabeling graphs.
Figure 1: An illustration of the Weisfeiler-Lehman algorithm for the iteration i = 1. Note that there is a one-to-one correspondence between the
compressed labels and subtree patterns. For example, the compressed label 9 corresponds to a subtree pattern of height 1 where the root node has



















i j ), ηi(G
′(l), σ(l)i j )
)
Note that the intersection Weisfeiler-Lehman subtree
kernel counts the overlap of subtree features φ(l)(h) be-
tween two graphs at the same quantization level l and
for a given binning resolution l the intersection kernel
is a positive-definite similarity function [35]. We de-
fine and propose the use of the intersection kernel in-
stead of the dot-product kernel, as it can give us better
control over feature matches per level due to the over-
lapping label representation. Moreover, the histogram
intersection kernel has been shown to give good results
in a number of applications [35].
For the pyramid quantized Weisfeiler-Lehman ker-
nel described above the following monotonicity prop-
erty holds:
Theorem 3.2 (Monotonicity property of the pyramid
quantized Weisfeiler-Lehman kernel with the granular-
ity of the node labeling). The Weisfeiler-Lehman al-
gorithm for a given height h of subtree patterns pro-
duces histograms whose intersection are monotonically
















(l)) is the histogram of subtree patterns of
height h computed at pyramid level l, and level l + 1 is
more granular.
Proof. We first note that the number of subtree patterns
of a given depth, h, of the Weisfeiler-Lehman algorithm
is dependent only on the topology of the graph, and not
on the graph labeling:
‖φl(h)(G
(l))‖1 = v · (h + 1) ∀l (7)
where v is the number of vertices in the graphs. We
next note that the number of vertex labels is strictly
monotonic in the pyramid level, |Σl| < |Σl+1|, and that
for each label σ ∈ Σl at level l, there exist a non-
empty set of labels S ⊂ Σl+1 at level l + 1 such that































where ‖ · ‖0 is the `0 pseudo norm.
Proposition 3.3. The intersection Weisfeiler-Lehman
subtree kernel (Definition 3.1) specializes to a bag-of-
words intersection kernel for h = 0.
Proof. For h = 0, ηl maps to Σl0, a single quantization.
The outer summation in Equation (5) is over one term,
and the inner summation computes a histogram inter-
section over a single fixed quantization.
As the Weisfeiler-Lehman algorithm with h = 0 spe-
cializes to the bag of words model as a result of Propo-
sition 3.3, we have as a result that our graph kernel for
continuous vector valued node labels strictly general-
izes the pyramid match kernel [32]. Theorem 3.2 gen-
eralizes the monotonicity exploited in the construction
of the pyramid match kernel to guarantee that Mercer’s
condition holds [32, Equation (4) & Proposition 1].
3.3. The pyramid quantized Weisfeiler-Lehman kernel
complexity
The main steps of the pyramid quantized Weisfeiler-
Lehman kernel are the calculation of the multi-
resolution hierarchical quantization of the continuous
vector labels of the vertices, the assignment of the ini-
tial continuous vector label of each vertex to the appro-
priate path of the hierarchical quantization and the cal-
culations of the subtree pattern features. Calculating a
multi-resolution hierarchical quantization of m unique
values requires O(m3) calculations. In the ideal case,
we would like to use all unique values in the image of
the vertex set V under the label function L : V → Rd,
but since in some applications this number can be pro-
hibitively large, a representative subset of size m  D
– where D is the number of unique values in the image
of the vertex set V under the label function L – can be
sufficient. Independent of whether all unique label val-
ues or a subset is used to calculate the multi-resolution
hierarchical tree, this process should be distinguished
as a separate step that can be done once per application
domain, and it is not required during test time.
During test time, the steps of the pyramid quantized
Weisfeiler-Lehman graph representation are the assign-
ment of the continuous vector label of each vertex to
the appropriate path of the multi-resolution hierarchi-
cal quantization and the calculation of the subtree pat-
tern features. Note that since we want to approxi-
mate our initial vector labeled graph G(V, E,L) as a
sequence of L = dlog2 De graphs with discrete labels
of increasing granularity, that means we need to calcu-
late L Weisfeiler-Lehman kernels. For the assignment
of a given vector label to the hierarchical quantization,
it should be emphasized that the multi-resolution hier-
archical quantization can be seen as a complete binary
tree of height L. So the label’s placement in the hier-
archical quantization tree is determined by comparing it
to the appropriate two bin centers at each of the L levels.
So we start at the second coarser quantization level Q(1)
where all labels receive the only two discrete labels, (the
coarser level Q(0) is a trivial one where all labels get the
same discrete label) and we compare it with the two bin
centers. The label gets the assigned discrete label of the
bin center that is nearest to it in terms of the distance
used to create the hierarchical quantization tree. Then,
we push the label down to hierarchical quantization tree
and continue to finer levels only along the branch that
is chosen at each level. So a label is first assigned to
one of the coarser levels and then it is assigned to one
of its children, and so on recursively. This amounts to
a total of 2L comparisons in order to find all multireso-
lution discrete labels for a given vector label and O(vL)
for a given graph. The complexity of label assignment is
dominated by the complexity of the kernel computation
for L quantization levels, and consequently the overall
complexity for n graphs is O(L(nhe + n2hv)).
4. Learning to combine pyramid quantized
Weisfeiler-Lehman features
Given a set of vector labeled graphs G = {Gi =
(Vi, Ei,Li)}1≤i≤n where L : V 7→ Rd and a classification
label yi ∈ Y for each graph Gi, we classify graphs us-
ing the representation created by the Weisfeiler-Lehman
algorithm after their quantization as described in Sec-
tion 3. In order to maximize their classification per-
formance we examine two different approaches, one
through multiple kernel learning (Section 4.1) and an-
other through direct sparse regularization of individual
subtree patterns (Section 4.2).
4.1. Multiple kernel learning
Applying the intersection Weisfeiler-Lehman sub-
tree kernel for each pair of graphs G(l),G′(l) for all
the pyramid levels from Equation 1, we end up
with a sequence of intersection Weisfeiler-Lehman
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kernels for a given height h of subtree patterns :(
K(0)(h) (G
(0),G′(0)), . . . ,K(L)(h) (G
(l),G′(L))
)
. Taking also into
consideration the observation by [36] that using mul-
tiple kernels instead of a single one can improve per-
formance, we would like to combine our sequence of
kernels. A common approach considers that the kernel













For determining the weights dl we consider two differ-
ent approaches: an automatic way through the frame-
work of multiple kernel learning and another through a
fixed weight scheme.
The automatic determination of the weights dl
of the linear combination of our multiple kernels
K(l)(h)(G
(l),G′(l)) as well as the coefficients αi, β in a single
optimization problem is known as the multiple kernel
learning (MKL) problem [37, 38, 36, 39]. The multiple
kernel learning approach addresses the problem through
a weighted `2 norm regularization formula. In addition,
a `1 norm is posed as a constraint on the kernel weights
ai. This additional constraint encourages sparse set of
basis kernels as an inherited property from the `1 norm.


















i ) + yiβ ≥ 1 − ξi∀i (10)
ξi ≥ 0 ∀i,
L∑
l=0
dl = 1, dl ≥ 0 ∀l
where each function fl belongs to a different RKHS Hl
associated with a kernel K(l)(k). The constraint of the `1
norm on the weighted leads to sparse solutions, which
may be undesirable if all pyramid levels are informative.













Visualization. When we consider a linear combination
of our kernels and since the intersection kernel can be
considered as a “quasi-linear” kernel [40], we can de-
velop visualizations that approximate the learned dis-
criminant functions. The discriminant function for class
























where l indexes the levels of the pyramid and j indexes
over the samples in the training set. At each pyramid
level l there is exactly one subtree pattern of a given
height h rooted at each vertex of the graph. We may
generate for each vertex v a visualization by coloring
each vertex by the weight in wi corresponding to the
subgraph pattern rooted at that node.
4.2. Elastic Net on the pyramid quantized Weisfeiler-
Lehman subtree features
We also consider a direct sparse regularization on the
subtree patterns using the Elastic Net [41]. The Elastic
Net linearly combines `1 with `2 regularization in order
to appropriately trade off sparsity with a low variance
estimator in the case of correlated signals. Formally,
if φ(l)(h)(G
(l)
i ) is a feature vector of subtree pattern up to
height h for a given quantization level l for a graph Gi,
the Elastic Net computes
















where λ1, λ2 ≥ 0 are scalar regularization parameters.
5. Experimental Comparison with Graph Matching
Graph matching has been proposed to construct graph
kernels. The matching energy is used as a kernel
value [42, 43, 44]. Although this does not lead to a
strictly positive definite function, it can nevertheless
yield reasonable performance in some domains. In this
section, we construct synthetic data sets that show the
relative advantages of the pyramid quantized Weisfeiler-
Lehman kernel vs. graph matching based approaches.
We perform an experimental comparison using the
factorized graph matching technique [45]. We perform
a classification experiment with synthetic node labeled
graphs from two classes.
In order to create the graphs, we consider a 2D
unit square plane, two labeling schemes and two Gaus-
sian distribution for labeling the nodes. Each labeling
scheme represents a different graph class. In the first la-
beling scheme, i.e. for the graphs from class 0, we split
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(a) Labeling schema for class 0. (b) Labeling schema for class 1.
Figure 2: The spatial distribution of node labels for the synthetic ex-
periments in Section 5.
the 2D plane in half on the x-axis and for the nodes that
are placed on the left side are labeled from Distribution
A, otherwise they are labeled from Distribution B (see
Figure 2(a)). In the second labeling scheme, i.e. for the
graphs from class 1, the 2D plane is split by a square in
the middle of the plane occupying the half area of the
2D plane and for the nodes that are placed within the
square are labeled from Distribution A, otherwise they
are labeled from Distribution B (Figure 2(b)).
We use two different edge construction methods. In
the first variant, we ensure that nodes lie on a regu-
lar grid, and use a four-connected graph topology. In
the second variant, we randomly sample the locations
of the nodes, and construct the topology using a k-
nearest neighbor graph construction. We performed 10-
fold cross validation experiments with a fixed c value
(c = 0.01) and accuracies are shown in Table 3.
6. Experiments on an fMRI analysis problem
We evaluate the pyramid quantized Weisfeiler-
Lehman graph representation using real data from two
different domains. The first evaluation described here
comes from the fMRI analysis area, while the second
described in Section 7 focus on a 3D shape mesh clas-
sification problem. We approach the fMRI analysis by
representing fMRI recordings as graphs, and we use our
proposed method to learn from the interconnections be-
tween voxels. Our approach has an enriched capacity to
model such dependencies by considering interconnec-
tions between voxels which may be functionally impor-
tant. 2
6.1. Cocaine addiction dataset
We evaluate the approach on a dataset [47, 48, 49, 46,
50] that contains an approximately equal number of co-
2This section is based in part on results originally published
in [46].
caine addicted individuals and control subjects perform-
ing a neuropsychological experiment of block design,
called a drug Stroop experiment. The classification task
is to discriminate cocaine from control subjects. The
data were preprocessed using SPM2 [51] and a contrast
map for each subject was produced. Only the subjects
that complied to motion < 2mm translation, < 2◦ rota-
tion and at least 50% performance of the subject in an
unrelated task [47] were kept.
6.2. Graph construction
We build a graph representation from the contrast
maps by determining a subset of voxels with the
use of the Elastic Net [41] on the raw voxel values.
This method is particularly appropriate in fMRI where
nearby voxels are likely to be correlated, and regions
responsible for a given function or behavior distributes
across multiple voxels. We have made use of k-nearest
neighbor graphs on the voxels that were selected by an
initial training of the Elastic Net. We symmetrize the
k-nn relationship by considering the edges to indicate
an undirected graph structure. While other models of
connectivity are of interest [52, 53], we have found that
the use of k-nearest neighbors to determine the graph
topology yields good performance in general and illus-
trates the advantages of the pyramid Weisfeiler-Lehman
approach. Furthermore, the subtree statistics considered
here implicitly account for longer distance connections
for sufficiently deep subtree patterns. We set the number
of neighbors k = 5 in all experiments.
To enrich our graph representations of the fMRI con-
trast maps, we take advantage of the activation infor-
mation. At each voxel selected by the Elastic Net for
the construction of the graph, we label it with its acti-
vation. Since the activation has continuous values, our
graph representation is transformed to a continuous la-
beled graph. We subsequently compute subgraph statis-
tics over this graph to generate a feature vector, φ(l)(h)(G
(l))
for a given height h of subtree patterns and a given quan-
tization level l for a graph G. Finally, we use the Elas-
tic Net on these subgraph statistics over all quantization
levels, in order to determine our final prediction func-
tion, with a model selection step to determine appropri-
ate values for λ1 and λ2.
6.3. Results
We use the same experimental setup, a random split-
ting scheme with 50 trials, to estimate the classification
performance of pyramid quantized Weisfeiler-Lehman
graph representation and the baseline methods. In each
trial, a random selection of 80% of the data are used for
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Table 3: A comparison of the Weisfeiler-Lehman pyramid kernel with a graph matching based approach. The Weisfeiler-Lehman kernel is adaptable
to different graph topologies, while graph matching can fail when the topology has significant local random variations as in the k-NN graph
construction.
Experiment Graph Bag of WLpyramidMatching Words k=1 k=2 k=3 k=4 k=5
Grid 72.42 ± 1.35 48.08 ± 2.12 48.08 ± 2.24 53.33 ± 2.51 64.00 ± 2.55 63.67 ± 2.15 64.33 ± 2.26
k-NN 51.32 ± 1.57 44.80 ± 0.68 82.22 ± 0.51 84.15 ± 0.31 85.77 ± 0.57 84.88 ± 0.58 84.60 ± 0.6
(a) A visualization of the areas of the brain selected by Elastic Net.
(b) Weisfeiler-Lehman - Control
(c) Weisfeiler-Lehman - Cocaine
Figure 3: A visualization of the areas of the brain selected by Elastic Net as well as a visualization of the learned functions on the quantized
Weisfeiler-Lehman representation.
training, while the remaining 20% are used to estimate
the performance. In Table 4 we show the performance
of the pyramid quantized Weisfeiler-Lehman graph rep-
resentation for four different depths of subtree patterns.
Our approach achieves a mean accuracy of 64.28% for
subtree patterns up to depth two, a significant improve-
ment over the bag of words kernel (h = 0). We also
compare our proposed technique with three other meth-
ods on the same dataset: (i) Gaussian kernel ridge re-
gression, (ii) the Elastic Net with raw voxels as features,
and (iii) the Elastic Net with raw voxels and pyramid
quantized Weisfeiler-Lehman subtree features concate-
nated in a joint feature vector. In Figure 4 we show the
mean accuracy of the final system and the standard er-
ror. The pyramid quantized Weisfeiler-Lehman graph
representation outperforms the rest of the methods and
with a Wilcoxon signed rank test we determine that
our proposed method is statistically significantly better
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Table 4: Mean accuracy on the cocaine addiction dataset of the pyra-
mid quantized Weisfeiler-Lehman graph representation for four dif-
ferent subtree pattern depths, h ∈ {0, 1, 2, 3}. Maximum performance
is achieved with subtree patterns up to depth two.
Pyramid Quantized Weisfeiler-Lehman
h 0 1 2 3
Accuracy 54.00% 57.14% 64.28% 63.42%
















Figure 4: Mean accuracy and standard error on the cocaine addic-
tion dataset. The compared methods are (left to right) Gaussian ker-
nel ridge regression (GKRR), the Elastic Net on raw voxels, pyra-
mid quantized Weisfeiler-Lehman (WLpyramid), and the Elastic Net
with a concatenation of the raw voxels and the pyramid quantized
Weisfeiler-Lehman features (Combined EN+WL). The horizontal red
line indicates chance performance.
(p = 0.02). Additionally, a reduction of over 14% in
classification error is recorded between the Elastic Net
on the raw voxels and our method. Figure 3(a) shows
the areas selected by the Elastic Net, while Figure 3(b)
and Figure 3(c) show the visualizations of the learned
functions for control and cocaine addicted subjects, re-
spectively. Note that Elastic Net on the raw voxels se-
lected the rostral anterior cingulate cortex, an important
region for addictive behavior [49, 46].
Although our method works in an implicitly high
dimensional space, we empirically observe that Elas-
tic Net controls the complexity at each stage of the
pipeline. The first learning step selects approximately
1100 voxels. Using our method, we generate a feature
vector of length 6 × 105, but with a sparsity of ∼ 2%.
The second application of Elastic Net selects only 2K
dimensions. In each step, the method retains complex-
ity much lower than a “simple” linear function over tens
of thousands of voxels as in previous works.
Several broad observations are apparent from our
quantitative results. From Table 4, we note that sub-
tree patterns up to depth two performs best, and that
deeper subtree patterns begin to reduce average perfor-
mance. This indicates that the big-O complexity of the
graph representation is only slightly higher than using a
simple linear function as we use very small values of h
(a) Healthy subject (b) Patient
Figure 5: On the left a slice of the MR image from a healthy sub-
ject, and on the right a slice of the MR image from a patient with a
neuromuscular disease.
in practice (see Section 3.3). The proposed method per-
forms significantly better than the baselines (see Table 4
and Figure 4). In our final experiment of combining the
raw voxel values with the subtree pattern features, we
found that performance decreased slightly from that of
only considering subtree pattern features.
7. Experiments on 3D shape classification
In this section, we evaluate the pyramid quantized
Weisfeiler-Lehman kernel on two 3D shape categoriza-
tion tasks. In our approach, we denote that the 3D shape
can be viewed as graphs G(V, E), where the finite set of
points in the 3D space will represent the vertices V and
the connection between two points in order to form tri-
angles or curved surfaces will represent the edges E.
This perspective specifies the topology of a graph, but
does not explicitly encode relative vertex positions or
other geometric properties. Therefore, we extend the
notion of the graph to incorporate node labels that en-
code properties such as local curvature of the surface.
7.1. 3D shapes datasets
The evaluation is performed on two 3D shape
datasets. The first dataset is the neuromuscular dystro-
phy dataset, which consists of 41 subjects: 27 are af-
fected by a neuromuscular dystrophy, while the remain-
ing 14 subjects are healthy [54, 55]. The subjects were
imaged in the calf using a 1.5 T MRI scanner. An ex-
ample of the T1-weighted MR images of the calf from
a healthy and patient subject can be seen in Figure 5.
The T1 weighted MR images were manually seg-
mented by an expert separating 7 important calf muscle
groups and each segmented muscle is then transformed
into a 3D surface mesh using the itk-snp program.3 The
3http://www.itksnap.org/pmwiki/pmwiki.php
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SHREC 2013 dataset consists of 20 classes of generic
objects.4 Each class contains 18 different large-scale
models, resulting in a total of 360 objects.
7.2. Node label description
We select as labels on the vertices of the 3D sur-
face mesh a weighted average over the principal cur-
vature features of the immediately adjacent triangulated
faces [56]. In the SHREC 2013 dataset, we also used as
labels multi-viewpoint rendering features, a successful
method for 3D shape classification [57], but only for the
3D mesh enclosed within a fixed radius. As we cannot
assume a canonical basis for specifying the 3D coordi-
nates of the surface control points, we use PCA to de-
termine one. For comparison, we also develop a multi-
viewpoint rendering baseline. Similarly, we use PCA
to determine a basis. We then render images in these
canonical bases and linear, polynomials of 2nd and 3rd
degree and Gaussian kernels are computed.
7.3. Results
For both datasets we use the same experimental setup,
a nested cross-validation procedure where the inner loop
is used for automatic model selection. We only re-
port results from the outer cross-validation procedure
ensuring the statistical validity of our model selection.
The performance is evaluated as the accuracy and the
area under the ROC curve (AUC). We also compare our
method with two other baselines on both datasets (a) a
pyramid bag of words model and (b) a multi-viewpoint
rendering procedure following the same experimental
setup. We also present the results obtained from the
combination of the multi-viewpoint rendering represen-
tation with the pyramid quantized Weisfeiler-Lehman
kernel.
The performance on the neuromuscular dystrophy
dataset is shown in Table 5. The pyramid quan-
tized Weisfeiler-Lehman kernel outperforms both base-
line methods. The overall best performance is
achieved when we combined our method with the multi-
viewpoint rendering approach with a accuracy of ∼
83% and an AUC of 0.6648. The performance for the
SHREC 2013 dataset is shown in Table 6. The over-
all best performance is achieved when we combined
the pyramid quantized Weisfeiler-Lehman kernel with
the multi-viewpoint rendering images with an AUC of
∼ 0.85 across all 20 classes. A Wilcoxon signed-rank
test showed that the combined method performed better
than all other methods with high statistical significance
(p < 10−3). We further show the learned weight of
4http://dataset.dcc.uchile.cl/
(a) h = 0 (b) h = 1 (c) h = 2
Figure 6: An example of the learned weights of the pyramid quantized
Weisfeiler-Lehman Kernel of the class bird from the SHREC 2013
dataset for three different subtree depths h ∈ {0, 1, 2}. (Figure best
viewed in color).
the pyramid quantized Weisfeiler-Lehman kernel for the
SHREC 2013 dataset in Figure 6 and in Figure 7. Fig-
ure 6 shows the learned weights of the bird class for
three different subtree depths (h ∈ {0, 1, 2}), while Fig-
ure 7 shows the learned weights for depth h = 1 for
all classes. Note that the values of the learned weights
increase as the color changes from blue to red.
In the neuromuscular dystrophy dataset, the pyra-
mid quantized Weisfeiler-Lehman kernel performs sub-
stantially better than both baselines. These techniques
clearly contain complementary information as the com-
bined method performs best. We have further confirma-
tion from the SHREC 2013 dataset since the combined
approach gives the best average performance with sta-
tistical significance.
8. Discussion
In this article, we have presented a fully automated,
efficient and statistically sound framework for graph
classification with continuous vector node labels using
the pyramid quantized Weisfeiler-Lehman graph repre-
sentation. It combines the Weisfeiler-Lehman graph
kernel [13] with the pyramid match kernel [32], in or-
der to learn from graphs with continuous labels through
a pyramid quantization scheme. The method was eval-
uated on a wide variety of datasets and outperformed
other machine learning techniques with statistical sig-
nificance. We have demonstrated the utility of such
graph representations in two main areas: fMRI analy-
sis and 3D shape classification.
The fMRI application was evaluated on a real world
cocaine addiction dataset and outperformed other meth-
ods with statistical significance, including kernel ridge
regression and the Elastic Net. This validates our hy-
pothesis for fMRI analysis: that the interconnections be-
tween voxels can contain additional information about
brain structure that is not apparent in a linear function













































































































































































Figure 7: Visualization of the learned weights of the pyramid quantized Weisfeiler-Lehman kernel of subtree patterns with depth h = 1 of all classes
for the SHREC2013 dataset. (Figure best viewed in color.)
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WLpyramid pyramid BoW Rendering Combined
Accuracy 78.00% 73.00% 75.50% 82.93%
AUC 0.6410 0.6361 0.6300 0.6648
Table 5: The mean accuracy and the mean AUC on the neuromuscular dystrophy dataset. The compared methods are (left to right) the pyramid
quantized Weisfeiler-Lehman kernel (WLpyramid), the pyramid bag of words model (pyramid BoW), the multi-viewpoint rendering images proce-
dure (Rendering) and a combination of the multi-viewpoint rendering procedure with the pyramid quantized Weisfeiler-Lehman kernel (Combined).
Class WLpyramid pyramid BoW Rendering Combined
Bird 0.85 0.83 0.85 0.86
Bicycle 0.84 0.87 0.90 0.90
Biped 0.89 0.88 0.99 0.99
Biplane 0.60 0.63 0.68 0.69
Bird 0.73 0.73 0.80 0.80
Bottle 0.76 0.76 0.79 0.80
Car 0.78 0.79 0.80 0.80
CellPhone 0.74 0.80 0.88 0.89
Chair 0.69 0.68 0.70 0.72
Cup 0.85 0.84 0.88 0.88
Desklamp 0.80 0.80 0.88 0.89
Fish 1.00 1.00 1.00 1.00
Floorlamp 0.80 0.77 0.89 0.89
Insect 0.64 0.60 0.62 0.66
Monoplane 0.84 0.82 0.88 0.90
Mug 0.82 0.82 0.85 0.87
Phone 0.83 0.74 0.72 0.83
Quadruped 0.89 0.86 0.97 0.98
Sofa 0.76 0.75 0.74 0.75
Wheelchair 0.81 0.79 0.88 0.90
Average 0.80 0.79 0.84 0.85
Table 6: The mean AUC on the SHREC 2013 dataset. The compared methods are (left to right) the pyramid quantized Weisfeiler-Lehman kernel
(WLpyramid), the pyramid bag of words model (pyramid BoW), the multi-viewpoint rendering procedure (Rendering), and a combination of the
multi-viewpoint rendering procedure with the pyramid quantizes Weisfeiler-Lehman kernel (Combined). In bold are the one-vs-rest classifier where
the combined classifier outperforms the multi-viewpoint rendering procedure.
tasks showed consistent improvement over baselines us-
ing the proposed method. We have not directly incorpo-
rated any features in our node labels capturing surface
reflectance, color, or texture. This is an interesting area
for future research. Learned shape retrieval by discrim-
inative training of a Mahalanobis metric [58] is another
interesting possible future direction that is directly ap-
plicable with the proposed representation.
We have made five main contributions in this work,
(i) we applied a generalization of the Weisfeiler-
Lehman graph kernel to continuous vector node la-
bels, the pyramid quantized Weisfeiler-Lehman kernel,
(ii) we showed that graph representations provide a
rich family of functions for fMRI analysis, (iii) we
developed a novel framework for shape classification
based on the interpretation of shape meshes as annotated
graphs, (iv) we performed experiments on fMRI analy-
sis, medical imaging, and semantic shape classification
tasks with improved classification accuracy across di-
verse applications and (v) we showed visualizations of
the learned discriminant function, providing rich infor-
mation about the discriminative power of the method.
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