Abstract. We consider an 0 -minimization problem where f (x) + γ x 0 is minimized over a polyhedral set and the 0 -norm penalty (or regularizer) implicitly emphasizes sparsity of the solution. Such a setting captures a range of problems in image processing and statistical learning. Given the nonconvex and discontinuous nature of this norm, convex regularizers are often employed as substitutes. However, far less is known about directly solving the 0 -minimization problem. Inspired by [20] , we consider the resolution of an equivalent formulation of the 0 -minimization problem as a mathematical program with complementarity constraints (MPCC) and make the following contributions towards the characterization and computation of KKT points from such a formulation: (i) First, we show that feasible points of this formulation satisfy the relatively weaker Guignard constraint qualification while a nondegenerate feasible point satisfies the Abadie constraint qualification. Furthermore, under suitable convexity assumptions on f (x), an equivalence is derived between first-order KKT points, second-order KKT points, and local minimizers of the MPCC formulation. (ii) Next, we consider the resolution of the MPCC formulation by an ADMM framework where each subproblem is tractable, in contrast with many of the available ADMM schemes for nonconvex problems [37, 28] . Specifically, in spite of the overall nonconvexity, we show that one of the ADMM updates can be effectively reduced to a closed-form expression by recognizing a hidden convexity property while the second necessitates solving a convex program. In this framework, we prove subsequential convergence under certain assumptions while overall convergence can be claimed under the K-L property. A perturbed variant of this scheme is also proposed for which convergence can be claimed under milder assumptions. Preliminary numerics suggest that the proposed ADMM schemes may significantly outperform their standard nonconvex ADMM counterparts, in terms of both computational time and solution quality.
1. Introduction. In this article, we consider the following 0 -minimization problem:
where x ∈ R n , A ∈ R m×n , b ∈ R m , and γ is a positive scalar. We assume that f (x) f Q (x) + g(x), where f Q : R n → R is a quadratic function and g : R n → R is a smooth convex function. It may be recalled that the 0 -norm of a vector captures the number of nonzero entries while an 0 regularizer implicitly emphasizes the sparsity of the resulting minimizer. 0 -minimization problems of the form ( 0 -min) assume relevance in a range of applications in image processing and statistical learning (cf. [16, 13, 4, 34, 38] ). However, the nonconvexity and discontinuity in the 0 term has prompted the usage of convex 1 or 2 -norm regularizers or other tractable variants [34, 3] , while relatively less is known about directly solving problem ( 0 -min). In spite of the computational challenges of addressing the 0 -norm penalty, a direct resolution of the 0 -minimization problem is still desirable. In fact, the global solutions of ( 0 -min) achieve model selection consistency [14] and are known to be sparse under weaker conditions than when utilizing the 1 -norm.
This research focuses on developing tractable convergent schemes for ( 0 -min) and draws inspiration from recent work [20] where two complementarity-based formulations of ( 0 -min) are introduced and processed by standard nonlinear programming (NLP) solvers. Other techniques have also been employed to directly solve ( 0 -min) and similar problems involving 0 norm, including the Iterative Hard-Thresholding (IHT) algorithm, applicable when f (x) is a least-squares metric and the constraint Ax ≥ b is absent [8] . Convergence to a local minimizer may be claimed but the scheme needs to be warm-started from a point computed by matching pursuit for better performance. A mixed-integer quadratic programming (MIQP) formulation has been developed for an 0 -constrained problem [6] closely related to ( 0 -min), defined next.
This problem finds application in best subset regression [7, 6] , cardinality constrained portfolio optimization [7, 32] , and graphical model estimation [19] . To solve ( 0 -cons), Bertsimas et al. [6] found that combining first-order methods and mixed-integer optimization has promising empirical behavior. By considering an equivalent complementarity formulation of ( 0 -cons), Burdakov et al. [10] proceeded to develop a regularization scheme and show that a relatively weak constraint qualification holds at every feasible point of the complementarity fomulation of ( 0 -cons) and consequently KKT conditions are necessary at local minima. More recently, Dong et al. [15] analyzed a generalization of the 0 -norm constraint, referred to as an affine sparsity constraint. Besides 0 norm, other nonconvex penalization techniques have also been examined in literature. In [23, 22] , the minimal p (0 < p < 1)-norm solution of linear systems was investigated, while nonconvex regularizers such as the smoothly clipped absolute deviation (SCAD) penalty [18] , the minimax concave penalty (MCP) [41] , and the capped-1 penalty [42] , have also been studied. Recently, nonconvex learning problems with SCAD penalty has been resolved via mixed-integer approaches [29] . Nonconvex ADMM schemes. Since we develop an ADMM framework applied to a mathematical program with complementarity constraints (MPCC), an instance of a nonconvex program, one may naturally consider whether nonconvex ADMM schemes may find utility. Wang et al. [37] present schemes where at every major iteration, global resolution of a nonconvex subproblem is required. It is further shown that the proposed scheme can address mathematical programs with linear complementarity constraints but requires globally resolving an MPCC at each step, in sharp contrast with the tractable structure of each update in our scheme. Similarly, Jiang et al. [28] also assume efficient global resolution of nonconvex programs while Hong et al. [26] assume convex feasible regions, which is not applicable to MPCC. More recently, there have been extensions of such techniques to the linearized regime [30] , nonlinear equality constrained settings [36] , amongst others [40, 24, 28, 35, 39] . However, to our best knowledge, there exists no convergence theory for directly applying ADMM to a two-block linearly constrained structured program: min{f (x) + g(y) | Ax + By = b}, where both f : R m → R and g : R n → R are nonsmooth and f may be be nonconvex. A typical example is min{1l X (x) + 1l Y (y) | x = y}, where 1l Z (z) is an indicator function (see notation part at the end of this section) and X ⊆ R m may be a nonconvex set. Jiang et al. [28] partially address this problem by relaxing the linear constraints and obtain an -stationary point.
Motivation and contributions. Despite the breadth of prior research, less is known regarding the characterization of solutions and tractable convergent schemes for continuous reformulations of ( 0 -min). This motivates the need to characterize stationary points of continuous MPCC reformulations as well as develop tractable convergent schemes that may recover such solutions with stronger convergence guarantees. (i) Regularity properties and characterization of KKT points. In Section 2, we show that a feasible point of an MPCC reformulation satisfies the Guignard constraint qualification (GCQ) and the Abadie constraint qualification (ACQ), the latter under an additional nondegeneracy assumption. Under convexity of f , we derive an equivalence between first order KKT points, second-order KKT points, and local minimizers.
(ii) ADMM schemes with tractable subproblems. In Sections 3 and 4, we consider an ADMM scheme [9] and its perturbed variant. Such schemes require the resolution of two subproblems in each iteration where the first is a convex problem while the second problem, while nonconvex, is shown to possess a hidden convexity property [5] , allowing for closed-form solutions. In the first ADMM scheme, subsequential convergence can be shown under certain assumptions of the multiplier sequence and penalty parameter sequence. Furthermore, under a suitable K-L property, the scheme generates convergent sequences. The limit points are proven to be first-order KKT points, which are shown to be local minimizers under an additional convexity assumption. For the perturbed ADMM scheme, subsequential convergence can be proven for a constant penalty parameter with no a priori assumption on the multiplier sequence. In fact, we show that a limit point of this scheme is a perturbed KKT point where the inexactness depends on the choice of the perturbation parameters of the algorithm. (iii) Numerics. In Section 5, we present some numerical experiments where we compare the performance with previously developed nonconvex ADMM schemes in terms of both computational time and solution quality. Preliminary empirical studies suggest that practical behavior of our ADMM schemes compares well with its counterparts.
Notation: We let e denote (1; . . . ; 1) for an appropriate dimension. Given a set Z and a vector z, 1l Z (z) = 0 if z ∈ Z and ∞ otherwise. The requirement a ⊥ b is equivalent to a i b i = 0 for i = 1, . . . , n. The matrix I n denotes the n−dimensional identity matrix. [1, n] {1, 2, . . . , n}. |S| denotes the cardinality of set S. (a) i or [a] i denote the ith entry of vector a. We may also use a i to denote ith entry of vector a, but often a i may have other connotations such as the ith iterate in an algorithm, which will be specified. Let the support set of x be defined as supp(x) {i ∈ {1, . . . , n} | x i = 0}. ∂F denotes the (limiting) subdifferential of F (Definition 1(iii) [2] ).
2. Properties of the MPCC reformulation. In Section 2.1, we revisit the MPCC formulation suggested in [20] . The regularity properties of this reformulation are studied in Section 2.2 while the relationship between KKT points and local minimizers is probed in Section 2.3. [20] and shown to be equivalent to ( 0 -min), the half-complementarity formulation of problem ( 0 -min) is defined as follows: min x,ξ f (x) + γe T (e − ξ) subject to x i ξ i = 0, 0 ≤ ξ i ≤ 1 for i = 1, . . . , n, Ax ≥ b.
A complementarity-based reformulation. Introduced in
(P half cc )
The term "half-complementarity" arises from noting that we may recast the equality constraint as x ⊥ ξ ≥ 0. Feng et al. [20] also propose a full-complementarity formulation (P full cc ), defined next: min
x,x ± ,ξ f (x) + γe T (e − ξ) subject to Ax ≥ b, x
where x + , x − , ξ ∈ R n . This program can be further simplified by relaxing the constraint: (
It can be shown that (P rel ) is a tight relaxation of (P full cc ) implying that an optimal solution of (P rel ) is indeed optimal with respect to (P full cc ). The tightness of relaxation is mentioned in [20] and proved formally in the Appendix (Lemma 7.2) of the extended version for completeness. Since equivalence between (P full cc ) and ( 0 -min) has been established in [20] , tightness of relaxation indicates equivalence between (P rel ) and ( 0 -min). Moreover, we explore the relationship between local minimizers of (P rel ) and ( 0 -min). In fact, the following result shows that local minimizers of ( 0 -min) can be recovered by local minimizers of (P rel ).
Lemma 2.1. Given vectorsx,x
+ ,x − ,ξ ∈ R n such thatx x + −x − and (x + ;x − ;ξ) is a local minimum of (P rel ). Thenx is a local minimum of ( 0 -min).
Proof. Suppose Z denotes the feasible region of (P rel ). Sinceẑ (x + ;x − ;ξ) is a local minimum of (P rel ),ẑ ∈ Z and there exists an open neighbourhood N B(ẑ, r) {z ∈ R 3n | z −ẑ < r} such that for all (x
It suffices to show thatx ∈ X and there exists an open neighbourhood U x such that for all x ∈ U ∩ X, f (x) + γ x 0 ≥ f (x) + γ x 0 . Of these, the former (feasibility ofx with respect to X) holds immediately by noting that Ax = A(x + −x − ) ≥ b where the inequality follows from the feasibility of (x + ;x − ;ξ) with respect to (P rel ). Suppose U is defined as a sufficiently small set such that the following hold: (i) For all x ∈ U, f (x) ≥ f (x) − γ, a consequence of the continuity of f ;(ii) For all x ∈ U ∩X,x i = 0 ⇒ x i = 0, ∀i = 1, . . . , n; (iii) U ⊆ B(x, r). Then (ii) implies supp(x) ⊇ supp(x) for all x ∈ U ∩X (or x 0 ≤ x 0 ). Therefore, the local optimality ofx can be shown through the following two cases: (I). Ifx ∈ {x ∈ U ∩ X | supp(x) supp(x)}, then x 0 ≥ x 0 + 1 implying that
. . , n. Then it may be verified that
While ( 0 -min) is reformulated as a continuous problem, (P rel ) is still a mathematical program with complementarity constraints. It may be recalled that MPCCs are ill-posed nonconvex nonlinear programs in that standard regularity conditions (such as LICQ or MFCQ) fail to hold at any feasible point [31] . Moreover, global resolution of such problems is generally challenging. For problem (P rel ), it may be verified that both the MPCC-LICQ and MPCC-MFCQ fail at feasible points where x + + x − has zero entries (when the redundant constraint x + + x − ≥ 0 is added to make (P rel ) a formal MPCC). We now consider what constraint qualifications do hold at a feasible point of (P rel ).
Constraint Qualifications.
In this subsection, we analyze whether the regularity conditions hold at prescribed feasible points for the full complementarity formulation. This allows for stating necessary conditions of optimality. For instance, in the context of the half-complementarity formulation (P half cc ), the constant rank constraint qualification (CRCQ) is proven to hold at points that satisfy a suitably specified nondegeneracy property [20] . In fact, for a certain complementarity-based formulation of ( 0 -cons), it can also be shown that Guignard constraint qualification (GCQ) holds at every feasible point while slightly stronger CQs such as Abadie CQ (ACQ) may fail [10] . A summary of the known results may be found in Table 2 .1 and some of the common CQs are related as follows:
The first relation is obvious from the definition of LICQ and CRCQ ( [17] , Page 262), while the proof of second relation may be found in [12] . Note that in We now define a nondegenerate feasible point (x + ; x − ; ξ) as follows.
Definition 2.2 (Nondegenerate (feasible) point).
A feasible point (x + ; x − ; ξ) of (P rel ) is said to be a nondegenerate (feasible) point if it additionally satisfies the following condition:
Obviously, all local minima are nondegenerate points, which emphasizes the importance of these points. However, at such points, neither the LICQ nor the MFCQ holds. Moreover, the CRCQ may also fail. A specific example will be given next. Example 1 (Failure of CRCQ). Consider an example where A = [−1, −1] and b = 0. Then at the nondegenerate point (x + ;x − ;ξ) = [0; 0; 0; 0; 1; 1], the gradients of active constraints are given by the following where u j and e j denote the jth column of the identity matrix in 2 dimensions and the column of ones with dimension j, respectively:
Suppose the subset K consists of the first four gradient vectors. Then K is linearly dependent with coefficients (1, 1, 2, 2). However, in a sufficiently small feasible neighborhood of (x + ;x − ;ξ), we may set ξ( ) = [1− ; 1−2 ] while (x + , x − ) remain zero. At such a point (x + ; x − ; ξ( )), the vectors in K:
are linearly independent. Thus, the CRCQ fails to hold at (x + ;x − ;ξ). Nevertheless, it can be proved that every nondegenerate point satisfies a weaker CQ, namely the Abadie Constraint Qualification (ACQ). Suppose g : R n → R p and h : R n → R q are C 2 functions while Ω is a set defined as follows
Then the ACQ and the GCQ are defined as follows [10] : Definition 2.3 (Abadie and Guignard Constraint Qualification (ACQ, GCQ)). Let Ω be defined as (2.3). The tangent cone T Ω (x * ) and linearized cone of L Ω (x * ) of Ω at x * are defined as follows:
Then x * satisfies the Abadie Constraint Qualification (ACQ) if and only if
Then we have that ACQ holds at nondegenerate feasible points of (P rel ), the proof of which is similar to Lemma 2.4 and can be found in Appendix (Lemma 7.3) of the extended version. Since every local minimizer is a non-degenerate point as defined by (2.2), it follows that the ACQ holds at every local minimizer. Consequently, the KKT conditions are necessary at every local minimizer of ( 0 -min). If a feasible point x = (x + ; x − ; ξ) does not satisfy the nondegeneracy property (2.2) (for instance, there exists an index i such that [x + + x − ] i = 0 and ξ i = 0), then the ACQ fails to hold at such a point x. In fact, T X (x) L X (x). However, their dual cones may still be equal. Actually, as we prove next, the GCQ may still hold at points not satisfying this non-degeneracy property. In effect, the GCQ is shown to hold at every feasible point of (P rel ). For any feasible point x = (x
and S(x), S 0 (x), and S 1 (x) are defined as follows:
In addition, the cones C 1 (x) and C 2 (x) are defined as
respectively, where it may be noted that C 1 is characterized by an extra constraint
Lemma 2.4 (GCQ holds at feasible points). Consider the problem (P rel ) and consider a feasible point x = (x + ; x − ; ξ). Then the GCQ holds at this point. Proof. Suppose S(x), S 0 (x), S 1 (x), C 1 (x), and C 2 (x) are defined as in (2.7)-(2.9) and X is defined as
We proceed to show the following.
Then there exist sequences {x k } and {t k } such that {x k } ⊆ X, x k → x and {t k } ↓ 0 where
n . Based on the feasibility of x k , ∀k ≥ 1 and the fact that x k → x, we may claim the following:
Similarly we may claim the following:
For indices i ∈ S 0 (x), the following holds:
Therefore, we may conclude from (2.8) that d ∈ C 1 (x) and T X (x) ⊆ C 1 (x). We now proceed to show that
Then based on property of C 1 (x), we could always choose λ large enough such that
(ii). L X (x) = C 2 (x): The set X contains the following active constraints.
−y
This allows for defining the linearized cone
. Then the following holds:
where the first equivalence follows from the definition of S 0 (x) and S(x) while the second follows from noting that (
(iii). We conclude the proof by showing that C 2 (x) = cl(conv(C 1 (x))). Since C 2 (x) is a polyhedral cone, it is closed and convex. Furthermore, by definition,
To prove the reverse direction, choose any vector
It is easy to verify that both vectorsd (0 n×1 ; 0 n×1 ; 2d 3 ) andd (2d 1 ; 2d 2 ; 0 n×1 ) are in C 1 (x). Note that
* . Next, we leverage the regularity conditions to derive first and second-order optimality conditions. 2.3. First-order and second-order KKT conditions. Global minimizers of smooth nonconvex nonlinear programs are often challenging to compute. In fact, most algorithms guarantee convergence to a first-order KKT point [21, 33] . In some select settings, these convergence statements can be strengthened to allow for convergence to second-order KKT points. It is relatively well known that such conditions do not necessarily hold unless the point satisfies a suitable constraint qualification or regularity condition. We begin by defining the first-order and second-order conditions following [1] . 
(ii). A point x * satisfies the second-order conditions if and only if there exists a λ ∈ R p + and µ ∈ R q such that (x * , λ, µ) satisfies first-order KKT conditions (2.13). Furthermore, the Hessian of Lagrangian function of (x * , λ, µ) is positive semidefinite over a prescribed subspace, i.e. the following holds ∀d ∈ M (x * ):
Next, for convenience, we restate (P rel ) here:
, γ > 0, and for the rest discussion in this section, f : R n → R is a twice continuously differentiable function. Then as defined in Definition 2.5, a point x (x + ; x − ; ξ) satisfies the first-order KKT conditions of this problem if there exist multipliers (µ,
(2.14)
Furthermore, the vector x satisfies the second-order KKT conditions of (P rel ) at (x + ; x − ; ξ) if there exist multipliers (µ, β 1 , β 2 , β 3 , β 4 , π) that satisfy (2.14) together with x, and moreover, the Hessian of the Lagrangian function, given by
Normally, second-order KKT conditions may only hold at a local minimum satisfying a suitable constraint qualification and first-order KKT conditions. Here, we show that second-order conditions hold at every feasible point of (P rel ) satisfying first-order KKT conditions. In fact, an equivalence relationship between local minimizers, first-order and second-order KKT points will be formalized in Thm. 2.7. Before presenting Thm. 2.7, we point out a non-degeneracy property of KKT points. Lemma 2.6 (Nondegeneracy of first-order KKT points). Consider a point x = (x + ; x − ; ξ) and a set of multipliers (µ, β 1 , β 2 , β 3 , β 4 , π) that collectively satisfy the first-order KKT conditions of (P rel ) (2.14). Then x satisfies the nondegeneracy property.
Proof. Suppose that (x + ; x − ; ξ) verifies KKT conditions (2.14) with multipliers µ, β 1 , β 2 , β 3 , π. Then, by the first equation in (2.14), we have that ( .2) and is a nondegenerate point. Generally speaking, at a local minimizer, a constraint qualification (CQ) is necessary to claim that the KKT conditions hold. However, we show that GCQ holds at every feasible point, implying that KKT conditions do indeed hold. In fact, one can further show that second-order KKT conditions hold by leveraging the nondegeneracy of the first-order KKT points (which follows from Lemma 2.6). This leads to the rather surprising equivalence statement between local minimizers and (first and second-order) KKT points.
Theorem 2.7 (Equivalence between local minimizers and KKT points). Consider the problem (P rel ), and let x = (x + ; x − ; ξ) denote a feasible point. Assume that f in (P rel ) is convex and twice continuously differentiable. Then the following statements are equivalent:
(a) x is a local minimizer of (P rel ); (b) There exist µ ∈ R, β 1 , β 2 , β 3 , β 4 ∈ R n , and π ∈ R m such that the first-order KKT conditions hold; (c) There exist µ ∈ R, β 1 , β 2 , β 3 , β 4 ∈ R n , and π ∈ R m such that the second-order KKT conditions hold. Proof. 
by H. As a result, for all z ∈ M (x), we have
where
(b)⇒(a). Suppose that x = (x + ; x − ; ξ) satisfies KKT conditions (2.14) with multipliers (µ, β 1 , β 2 , β 3 , β 4 , π). Then by the nondegeneracy property of a KKT point (Lemma 2.6), the set {1, . . . , n} can be partitioned into the following two sets, as in the same fashion when proving the CQ:
We denote that A = (a 1 , . . . , a n ) (Note that this notation differs from that of (2.6)). Then the first equation in KKT conditions (2.14) indicates that:
because ξ i = 0 for all i ∈ S c (x). Consequently, (β 1 ) i = −(β 2 ) i where β 1 and β 2 are nonnegative. It follows that (β 1 ) i = (β 2 ) i = 0, and
We proceed to prove that (x + ; x − ) is a global minimizer of the following program:
Consider any feasible point (x + ;x − ) of (2.18). If we apply (2.17) and notice that x (2.14)), and A(x
It follows that (x
is a global minimizer of (2.18). Since ξ i = 1 for i ∈ S(x), by the separability of the objective and the structure of the constraint sets, it follows that (x + ; x − ; ξ) is a minimizer of the tightened (P rel ):
If X denotes the feasible region induced by the constraints in (P rel ), then we can take a sufficiently small neighborhood of x, denoted by
follows that x is a local minimizer of (P rel ). Remark. (i) Note that convexity of f is generally observed for many loss functions but despite the convexity of f , (P rel ) is still a nonconvex problem; (ii) Normally, one may show that second-order conditions hold at a local minimizer satisfying LICQ or CRCQ [1] . However, we could see that in this situation the second-order conditions are equivalent to local optimality; (iii) Based on our result, any set of multipliers that satisfy first-order KKT conditions will satisfy the second-order KKT conditions; (iv) Since every KKT point is nondegenerate, local minimizers and points satisfying second-order conditions are also nondegenerate.
3. A Tractable ADMM framework. In Section 3.1, we present an ADMM framework for obtaining a suitably defined solution of (P rel ) and show that both of the ADMM subproblems can be solved tractably in Section 3.2, the one of which can be recast as a convex program, while the other can be resolved in closed form. We analyze the convergence properties of this scheme in Section 3.3.
3.
1. An ADMM framework. We may reformulate (P rel ) as the following unconstrained problem:
is convex and smooth, M ∈ R n×n is a symmetric matrix, and d ∈ R n . Let w denote the vector x + ; x − ; ξ and Z 1 and Z 2 be defined as
respectively. We introduce separability into the objective by adding a variable y (y
and imposing the additional linear constraint that leads to the following problem:
Thus the augmented Lagrangian function L ρ (x + , x − , ξ, y, λ) is defined as follows:
The resulting ADMM framework (Algorithm 1) is referred to as ADMM cf where "cf" stands for "complementarity formulation". Next, we show that Update-1 and Update-2 can both be resolved tractably.
, ξ k+1 , y k+1 , λ k+1 be given by the following:
; else k := k + 1 and return to (1).
Tractable resolution of ADMM Updates.
We now show that the quadratically constrained quadratic program (QCQP), corresponding to (Update-1), possesses a hidden convexity property first observed by Ben-Tal and Teboulle [5] , (See Section 7.1 for more details) allowing for claiming tractability of (Update-1) and obtaining its closed form solution. ; ξ k+1 = Gz, where G is defined as
4)
V is an orthogonal matrix such that V T M V = S is a diagonal matrix, and S diag(s 1 , . . . , s n ). Furthermore z z 1 ; z 2 ; z 3 , z 1 , z 2 , z 3 ∈ R n ,1 ; q 2 ; q 3 , q 1 , q 2 , q 3 ∈ R n , and
Proof. (i). The first subproblem in the ADMM scheme is equivalent to the following:
where w x + ; x − ; ξ and h is defined in (3.5). In fact, H,Q can be simultaneously orthogonally diagonalized by using the matrix G defined in (3.4) . (See Lemma 7.4 of the extended version for details.) Therefore, by leveraging [5, Theorem 7] , a global solution to this nonconvex QCQP can be obtained by solving a convex program.
where q is defined in (3.5), V is an orthogonal matrix whose columns are eigenvectors of M , S is a diagonal matrix containing the eigenvalues of M such that V T M V = S where the diagonal elements of S are s 1 , . . . , s n . Again, this is a result of Lemma 7.4. To obtain an optimal solution of (3.7), we require that the objective value is bounded below. By completing squares, a sufficient condition for boundedness of (3.7) is
because z 2 is unconstrained. Since s 1 , . . . , s n are eigenvalues of M , (3.8) holds if ρ k I n + 4M 0. Since {ρ k } is a non-decreasing sequence, it suffices that ρ 0 satisfies 4M −ρ 0 I n . This condition has been specified in Algorithm 1. We may conclude the result by noting that all optimal solutions (z * 1 , z * 2 , z * 3 ) of (3.7) can be characterized as follows:
and (z *
. . , n, because z 2 is unconstrained. Since the problem is separable with respect to z 2 , it may be removed, leading to a simpler minimization:
Since z 1 and z 3 always have the same magnitude, we may define z 1 rd 1 and z 3 rd 3 , where
Then the constraint may be removed and it follows that q
. This leads to our conclusion:
Next, (Update-2) is shown to be tractable, and in some instances, available in closed-form. Proposition 3.2 (Tractability of Update-2). Consider (Update-2) in the scheme (ADMM cf ) at iteration k + 1 where ρ k ρ. Then the following hold:
(i) The second update is a convex program and can be computed tractably.
(ii) If g(x) ≡ 0 and the constraints Ax ≥ b are absent, the solution to (Update-2) reduces to
, and Π Z (z) denotes the projection of z onto set Z. Proof. (i). The second update can be represented as a tractable convex program with linear constraints:
(ii). When g ≡ 0 and the constraints Ax ≥ b are absent, then (update-2) can be viewed as a projection of (x
As a consequence, the projection onto this Cartesian set reduces to the update given by (3.11).
Convergence analysis.
We now examine the convergence properties of (ADMM cf ) under the following assumption on ρ k . Assumption 1. The penalty parameter sequence {ρ k } in (ADMM cf ) never exceeds the prescribed upper bound, i.e. ρ k ≤ ρ max , ∀k ≥ 0. Proposition 3.3 (Limit points generated by (ADMM cf ) are KKT Points.). Consider problem
Assume that this sequence converges to a limit point denoted by (w,ȳ,λ). Then, we may claim the following:
(a) The pointw = (x + ;x − ;ξ) satisfies first-order KKT conditions of (P rel ). (b) If f is convex and twice continuously differentiable, thenw satisfies the second-order KKT conditions and is a local minimum of (P rel ). Proof. (a). By the update rule of ADMM cf , ∃K > 0, s.t. ρ k ≡ ρ, ∀k ≥ K. Consequently, suppose ρ k ≡ ρ for all k without loss of generality. (Otherwise, we may initialize the algorithm using w K , y K , λ K , ρ K .) By (Update-1) at iteration k + 1, we have that
n . From (3.9), we have that ∃u k , v k ∈ R n such that
where q k
We proceed to show thatz andq also satisfy the following: ∃ū,v ∈ R n such that 
. Therefore,
.
(ii) Case 2. q 1 = 0. Then z 1 = lim k→+∞ z k+1,1 = q 3 /(2ρ) ⇒ ∃ū, ū = 1, s.t.,z 1 = q3 2ρū . We note that (3.14) can be proven in similar fashion and we omit showing that (3.15) holds. Therefore,
In particular, it follows that (x + +x − ) Tξ = 0. Next, we consider whether such a limit point satisfies the first-order KKT conditions of (3.16) by examining two cases: (i) Suppose (ξ;ξ;x + +x − ) = 0. Then the linear independence constraint qualification (LICQ) holds at (x + ,x − ,ξ). Consequently, there exists a scalar µ such that
(ii) Suppose (ξ,ξ,x + +x − ) = 0, implyingξ = 0 and x + + x − = 0. Since (x + ;x − ;ξ) is a global optimizer of (3.16), when we fix ξ ≡ξ = 0, the following must hold:
If we fix
Thus, (3.17) holds for every µ ∈ R. Next, in (Update-2), we need to compute y k+1 , where y k+1 = argmin y∈Z2 g(y
Note that the following first order condition holds because it is a convex program:
where y k+1 = (y k+1,1 ; y k+1,2 ; y k+1,3 ), y k+1,1 , y k+1,2 , y k+1,3 ∈ R n . By continuity of ∇g(•), since w k+1 → w, y k+1 →ȳ, λ k →λ, we have that
Thus, by the definition of
Note that λ k →λ implies that w k+1 − y k+1 = (λ k+1 − λ k )/ρ → 0, which further implies thatw =ȳ. By combining (3.17) and (3.18), lettingȳ =w, and by adding (x + +x − ) Tξ = 0, we have the following:
But (3.19) represents the KKT conditions for (P rel ).
(b). If f is convex and twice continuously differentiable, then by Theorem 2.7, second-order KKT conditions hold atw = (x + ;x − ;ξ)qw3 and it is a local minimum of (P rel ). In the rest of this subsection, we define an augmented Lagrangian function free of indicator functions:
. We also define H and H ρ as follows.
and
Then the updates of ADMM cf can be rewritten as follows:
Deriving convergence statements of Algorithm 1 necessitates the following lemma. Lemma 3.4. Consider the sequence {w k , y k , λ k , ρ k } generated by (ADMM cf ). Then for all k ≥ 0,
Proof. From the definition of augmented Lagrangian function,
The first inequality is by strong convexity of L(w k+1 , y, λ k , ρ k ) in y with constant ρ k , while the second inequality may be derived from the optimality conditions of update (3.22) whereby ∇ y L(w k+1 , y k+1 , λ k , ρ k ) T (y − y k+1 ) ≥ 0, ∀y ∈ Z 2 . Since w k+1 is a minimizer associated with (3.21), we have that
By invoking the definition of the augmented Lagrangian function and utilizing the update rule for λ k+1 ,
Again by utilizing the definition of the augmented Lagrangian function and by recalling that λ k+1 = λ k + ρ k (w k+1 − y k+1 ), we obtain the following equality.
By adding (3.25), (3.26), (3.27) , and (3.29), we obtain the required result. Proving global convergence requires the Kurdyka-Lojasiewicz property, defined next. (i) φ(0) = 0, and φ is
In addition, we need the following assumption on the multiplier sequence. Assumption 2. The multiplier sequence generated in (ADMM cf ) satisfies lim inf k→+∞ λ k < +∞. Theorem 3.6. Consider the sequence {w k , y k , λ k , ρ k } generated by (ADMM cf ). Suppose that Assumption 1, 2 hold and the sequence {y k } is bounded. Then the following hold:
is a non-increasing sequence satisfying the following for k ≥ K 0 :
is bounded from below. Furthermore, y k+1 −y k → 0, y k −w k → 0 as k → ∞ and {w k } is a bounded sequence. Therefore, {(w k ; y k ; λ k )} has a convergent subsequence to a point denoted by z * (w * ; y * ; λ * ). (iv). Suppose H ρ satisfies the K-L property at z * . Then
. Suppose H ρ satisfies the K-L property at z * . Then (w k ; y k ; λ k ) converges to (w * ; y * ; λ * ), a point satisfying the first-order KKT conditions of (P rel ). Proof. (i). By Assumption 1, ρ k remains unchanged for sufficiently large k, so we denote ρ, K 0 such that ρ k ≡ ρ ≤ ρ max , ∀k ≥ K 0 . Moreover, by the update rule in step 2 of Alg. 1,
(ii). From Lemma 3.4 and (i), for ∀k ≥ K 0 , ρ k = ρ, and
Thus, {L(w k , y k , λ k , ρ k )} k≥K0 is a non-increasing sequence.
(iii). We first show that inf
a consequence of noting that ρ 0 I + 4M 0 leading to ρI + 4M 0, further implying H 0. Since {y k } is bounded by assumption, and p(y) = g(y
Without loss of generality, suppose h k → 0. Then, by summing up (3.31) for k ≥ K 0 , we have
In other words, ρ w k − y k → 0 as k → ∞. But {y k } is a bounded sequence, implying that {w k } is a bounded sequence. By Assumption 2, there exists a convergent subsequence of {λ k }. Therefore, there exists a subsequence of {w k , y k , λ k } converging to a point denoted by {w * , y * , λ * } z * .
(iv). Next we prove y k+1 − y k is summable by using the K-L inequality. By assumption, H ρ admits the K-L property at z * and suppose the concave function ψ, a neighborhood U , and a scalar η > 0 are associated with the K-L property. Further, suppose B(z * , r) ⊆ U and denote z k = (w k ; y k ; λ k ). We know that h k → 0. If for some k 0 ≥ K 0 , h k0 = 0, then by (3.30), y k = y k+1 , ∀k ≥ k 0 , the proof is complete. Therefore, let h k > 0, ∀k ≥ K 0 . Since a subsequence of {z k } converges to z * , and h k → 0, ∃K ≥ K 0 + 1 such that:
(3.32)
Then we inductively prove the following for ∀k ≥ K + 1:
Before proceeding, we prove two useful inequalities. From (3.30), we have the following for ∀k ≥ K − 1:
Furthermore, z k+1 − z k may be bounded as follows for ∀k ≥ K.
Next we show (3.33) by induction. (3.34) , and (3.35), the following holds
From the optimality conditions of updates (3.21) and (3.22),
so (3.36), (3.37) and the fact that
We know that z K − z * < r, implying that the K-L inequality holds for z K , i.e.
Since dist(0, ∂H ρ (z K )) satisfies (3.39), dist(0, ∂H ρ (z K )) > 0, which implies that y K−1 − y K > 0. Notice that ψ is a concave function with ψ > 0 on (0, η). Therefore,
Combining (3.38), (3.39) and (3.40), we obtain:
This completes the verification for K + 1. Suppose the inductive hypothesis holds for K + 1, . . . , k. Consider the case of k + 1.
We begin by showing that:
Combining inductive hypothesis (3.33) for K + 1, . . . , k, we have that
holds because of Hölder's inequality. If
C0 , and C 2
ρ/2−C 2 /ρ , then the above inequality is equivalent to
. This is exactly (3.42). Therefore,
Thus, z k+1 ∈ B(z * , r). Since z k ∈ B(z * , r), the K-L inequality holds for z k , and we obtain the following in a fashion similar to (3.41) .
This completes the proof of inductive hypothesis, by which (3.42) holds for all k ≥ K + 1. This indicates that
. From (iv) and by recalling that λ k+1 − λ k ≤ C y k+1 − y k for k sufficiently large, we have that {y k } and {λ k } are Cauchy sequences, convergent to y * and λ * , respectively. Since w k − y k → 0, {w k } also converges to w * = y * . By Proposition 3.3, (w * , y * , λ * ) is a KKT point. Remarks: (i). To derive convergence of the sequence, we leverage the K-L property of H ρ . When p(y) is semialgebraic [2, Sec. 4.3] , H ρ is a sum of semialgebraic functions and is therefore also semialgebraic. Then the result follows from [2, Sec. 4.3] whereby a semialgebraic function L satisfies the K-L property at every point in dom(∂L). (ii). If we cannot invoke the K-L property to show convergence of {(w k , y k , λ k )}, we may merely conclude that any cluster point of {(w k , y k , λ k )} satisfies first order KKT conditions of (P rel ). The proof is similar to Proposition 3.3 thus omitted. (iii). Boundedness of {y k } can be obtained by assuming compactness of Z 2 . Note that we may always add simple constraints x + ≤ ub + , x − ≤ ub − to induce compactness.
A perturbed ADMM framework.
In the prior section, we presented an ADMM framework to resolve (P rel ) which relied on tractable updates at each iteration but required a priori assumptions on the penalty parameter sequence {ρ k } and multiplier sequences {λ k }. In this section, we analyze a perturbed ADMM framework where a constant penalty parameter is utilized and no assumption on the multiplier sequence is imposed. This technique was inspired by Hajinezhad and Hong [25] . First, we rewrite (P rel ) as the following structured program:
Then we may define a perturbed augmented Lagrangian function as follows:
where α > 0, ρ > 0. We define the proposed perturbed ADMM algorithm in Algorithm 2, which reduces to ADMM cf with ρ k ≡ ρ when µ = α = 0. We note that (Update-1) and (Update-2) in Algorithm 2 are both Algorithm 2 A perturbed ADMM Scheme: ADMM µ,α,ρ cf (0) Given w 0 , y 0 , λ 0 ; Choose α, ρ, µ > 0 such that ρα ∈ (0, 1), ρI + 4M 0, and set k := 0.
(1) Let w k+1 , y k+1 , λ k+1 be given by the following: tractable (in fact, Update-1 has a closed form solution) (See Section 3.2). Let r k w k − y k , ∀k ≥ 0 and suppose {(w k , y k , λ k )} is the sequence generated by Algorithm 2. Then, for this framework, we may have the following results.
Lemma 4.1. Consider the sequence {w k , y k , λ k } generated by (ADMM µ,α,ρ cf ). Then the following holds for any τ > 0.
Proof. By (Update-2), if we denote G k+1 ∇ y p(y k+1 ), then the following holds for k ≥ 0.
Consequently, we have that ∀k ≥ 1,
By choosing y = y k in (4.2), y = y k+1 in (4.3), then adding (4.2) and (4.3), we obtain the following, ∀k ≥ 1:
where the last step follows from the convexity of p(y). Suppose λ k λ k − λ k−1 , ∀k ≥ 1. Then (4.4) can be rewritten as follows for ∀k ≥ 1, by adding λ T k+1 (w k+1 − w k ) on both sides:
Note that λ
. Then (4.4) is equivalent to the following ∀k ≥ 1:
Lemma 4.2. Consider the sequence {w k , y k , λ k } generated by (ADMM µ,α,ρ cf ).Then the following holds.
Proof. Let us estimate the termsL
Meanwhile, by the optimality condition of (Update-2), ifG k+1 ∇ yLρ,α (w k+1 , y k+1 , λ k ), thenG T k+1 (y − y k+1 ) ≥ 0, ∀y ∈ Z 2 . Using this fact and the strong convexity ofL ρ,α in terms of y with constant ρ, we obtain:
Finally, by adding (4.6), (4.7) (4.8), and the following holds ∀k ≥ 0,
We now impose a requirement on h(w)
Assumption 4. Parameters α, τ, µ, ρ, R, and ν are nonnegative and are chosen such that
For the rest of the discussion, we define a Lyapunov function P k τ defined as follows. For τ > 0,
Lemma 4.3. Consider P k τ defined in (4.9) and suppose Assumption 4 holds. Then the following hold:
Proof. (i). Take τ × (4.1) + (4.5) and the result follows. (ii). When c 1 > 0, c 2 > 0, c 3 > 0, we may directly conclude from (i) that P k+1 τ ≤ P k τ , ∀k ≥ 1. Then we prove a useful result for ∀k ≥ 1:
Therefore, ∀K ≥ 1,
Since {P k τ −L} k≥1 is a non-increasing sequence and the above inequality holds, {P 
We may use the following result for all R > 0:
From the definition of P k τ , we have that:
Theorem 4.5. Suppose {(w k , y k , λ k )} is the sequence generated by (ADMM µ,α,ρ cf ). Assume that the sequences {w k } and {y k } are bounded. Suppose Assumptions 3 and 4 hold. Then the sequence {λ k } k≥1 is bounded. Moreover, a subsequence of {(w k , y k , λ k )} converges to (w * , y * , λ * ) such that 
Therefore, the sequence {λ k } is bounded, implying that {(w k , y k , λ k )} is bounded. Suppose {(w n k , y n k , λ n k )} denotes a subsequence of {(w k , y k , λ k )} such that lim k→+∞ (w n k , y n k , λ n k ) = (w * , y * , λ * ). Based on the optimality conditions of (Update-1), (Update-2), and the multiplier update, the following hold:
Therefore, by the closedness of the graph of subdifferential map (Remark 1(b) [2] ), we may conclude the result. Remark: (i). First, boundedness of {y k } can be obtained from adding constraints such as
, ∀k ≥ 1 and {λ k } is bounded, r k is also a bounded sequence. Thus, boundedness of {w k } is implied by boundedness of {y k }. (ii). For Assumption 3 to hold, all we need is also boundedness of Z 2 . The argument is similar to (iii) part of Theorem 3.6. (iii). It can be shown that the conditions (4.13) are equivalent to KKT conditions with a feasibility error (See Lemma 4.9). (iv). Let us denote H τ (w, y, λ) as
If the assumptions in Theorem 4.5 hold, and in addition, H τ (w, y, λ) satisfies the KL property at (w * , y * , λ * ), then {(w k , y k , λ k )} converges to (w * , y * , λ * ). The proof is similar to that of Theorem 3.6 (iv)(v), thus omitted.
Note that (4.13) are not the precise conditions for (w * , y * , λ * ) to be a critical point of the Lagrangian L(w, y, λ) h(w) + 1l Z1 (w) + p(y) + 1l Z2 (y) + λ T (w − y), i.e. 0 ∈ ∂L(w * , y * , λ * ). There exists an infeasibility error αλ * , and the following corollary discusses how to choose the parameters such that this error can be arbitrarily small. Corollary 4.6. Assume that sequences {w k } and {y k } are bounded, and Assumption 3 holds. For any > 0, if the parameters in Algorithm 2 satisfy
Proof. Let ν = α = , R = 2 and τ = 2, then
Therefore, Assumption 4 holds. Based on Theorem 4.5, it suffices to show that
. By (4.14) in Theorem 4.5, for k ≥ 1,
By combining (4.15) and (4.16), we have for k ≥ 1,
. Finally we will show that the conditions (4.13) are equivalent to KKT conditions with a feasibility error (Lemma 4.9). Two important lemmas are needed for the proof:
Lemma 4.7 (Remark 2(b) [2] ). Let Z be a nonempty closed subset of R n and its (limiting) normal cone at z ∈ Z is denoted as
, and a C 1 mapping F : R n1 → R n2 , written componentwise as F (x) = (f 1 (x); . . . ; f n2 (x)). Suppose the following constraint qualification is satisfied at a pointx ∈ C:
Then the normal cone N C (x) consists of all vectors v of the form
Note: When X = R n1 , the normal cone N X (x) = {0}, so the z terms here drop out. When D is a singleton, N D (F (x)) = R n2 . Utilizing the above two lemmas, we may obtain the perturbed KKT conditions equivalent to (4.13). Lemma 4.9. Suppose that (w * ; y * ; λ * ) satisfies (4.13). Suppose that w *
Proof. By Lemma 4.7, ∂1l Z1 (w) = N Z1 (w), ∂1l Z2 (y) = N Z2 (y). Due to (4.13) and the smoothness of function h, 0 ∈ ∂(h + 1l Z1 )(w
Then by Lemma 4.8 and the assumption (ξ * ; ξ
On the other hand, (4.13) and smoothness of function p imply 0
This indicates that y * is the optimal solution of the linear program: min y {(∇ y p(y * ) − λ * ) T y | y ∈ Z 2 }. Thus the KKT conditions are satisfied at y * , i.e. ∃β 1 , β 2 , β 3 , β 4 ∈ R n , π ∈ R m s.t. T ξ * = 0, w * − y * = αλ * , we obtain the perturbed KKT conditions.
5. Preliminary numerics. In Section 5.1, we review the test problem considered while in Section 5.2, we compare the proposed framework with more standard ADMM counterparts.
Least squares regression with
≡ 0, and there is no linear constraint Ax ≥ b in ( 0 -min), leading to the following regularized least-squares regression:
This special case finds application in signal recovery and regression problems. The rows of dictionary C are generated from a multivariate normal N (0, I n ) while the true coefficients x true are created as follows: 1) Generate x 
Impact of tractable subproblems.
In section 3, we decompose (P rel ) in such a way that both subproblems may be solved efficiently. Notice that an alternate decomposition of (P rel ) exists:
where w = (x + ; x − ; ξ), y = (y
An ADMM scheme [37] can be applied to (5.2) (Alg. 3), where (Update-1) requires globally resolving an MPCC while (Update-2) is an unconstrained convex program with a closed form solution if f is quadratic and ρ is large enough. As indicated in Cor. 3 [37] , if ρ k ≡ ρ where ρ is large enough and the K-L property holds
(1) Let w k+1 , y k+1 , λ k+1 be given by the following: on the augmented Lagrangian function, Algorithm 3 generates a sequence convergent to a stationary point. However, such a framework is potentially slow because (Update-1) is intractable and its global resolution renders the scheme impractical. h k+1 ≥ ρ and h k+1 > 0.9h k and ρ k < 500, (5.3) where h k+1 = max{ w k+1 − y k+1 , ρ k y k+1 − y k } for all k ≥ 0 and h 0 = −∞. It can be observed that ADMM cf and ADMM µ,α,ρ cf converge relatively rapidly and and provide superior solutions in terms of function value. However, ADMM-intrac-baron often takes longer to provide reasonable solutions while utilizing fmincon-SQP or fmincon-IP generally leads to inferior solutions and generally takes longer to do so. In Table 5 .1, we compare (1) ADMM cf , (2) ADMM µ,α,ρ cf , and (3) ADMM-intrac-baron for various problem instances. Suppose algorithm i terminates at iteration K i . Table 5 .1 further displays the computational advantages of tractable ADMM schemes. We observe that the presented schemes require far less time, and often produce solutions with lower function values over the intractable one. We note that while ADMMintrac-baron may generate KKT points, it generally requires far more time (often greated by a factor of 100 compared to ADMM cf ). 
Alg. 3 with Update-1 solved by corresponding solver. { ρ , ρ0, δρ} = {1e−2, 1, 1.01}, 
Number of iteration run by ith algorithm before termination, i.e. Ki.
6. Concluding remarks and future work. We consider a full-complementarity reformulation of a general class of 0 -norm minimization problems. The focus of this paper lies on the characterization and tractable computation of KKT points for such problems. In particular, we show that a suitable (Guignard) constraint qualification holds at every feasible point. Moreover, when f is a convex function, a point satisfies the first-order KKT conditions if and only if it is a local minimizer. Next, two ADMM schemes are presented for resolution. In these schemes, a hidden convexity property is leveraged to allow for tractable resolution for ADMM subproblems. In the first scheme ADMM cf , any limit point of a convergent sequence is a KKT point and subseqential convergence can be claimed under certain assumptions. In fact, convergence of the overall sequence can be obtained under a K-L property. Subsequential convergence under even weaker assumptions can be shown for a perturbed ADMM scheme. Preliminary empirical studies support the theoretical claims of convergence and tractability and show significant benefits compared to their traditional counterpart. Yet much remains to be understood about how generalizations of this problem may be analyzed and resolved. Our future work will consider the characterization and computation of KKT points of problems complicated by cardinality constraints and affine sparsity constraints.
Appendix.
7.1. Hidden Convexity. Consider a QCQP defined as follows:
where x ∈ R n , H ∈ R n×n , Q ∈ R n×n , h ∈ R n , ∈ R, r ∈ R. Suppose that the two matrices H and Q can be simultaneously diagonalized. Recall from [5] that H and Q can be simultaneously diagonalized if there exists a nonsingular matrix P ∈ R n×n such that
where d, s ∈ R n . Then, by utilizing a transformation x = P y and c = P T h, (7.1) can be written as follows:
Further, consider the following convex program:
which is defined using c, d, , and r. In fact, problems (7.2) and (7.3) are equivalent in the following sense: (i) if one is unbounded, so is the other; (ii) if both are finite, the infimum of (7.2) is equal to the the infimum of (7.3); (iii) the optimal solution y * of (7.2) can be constructed from the optimal solution w * of (7.3) through the following equations:
where sign(c j ) = 1 if c j ≥ 0 and sign(c j ) = −1 if c j < 0. Through the above arguments, a global minimizer of the solution to nonconvex program (7.2) may be obtained by the solution of a suitably defined convex program. Ben-Tal and Teboulle also provided a sufficient condition for the simultaneous diagonalization of two matrices. Here we provide another sufficient condition proved in [27, Th. 1.3.12].
Theorem 7.1. If A and B are both symmetric n × n matrices, then AB = BA if and only if they are simultaneously orthogonally diagonalizable, i.e. there exists an orthogonal matrix P such that
where D 1 and D 2 are orthogonal matrices.
Proofs for some theoretical results.
Lemma 7.2 (Tightness of relaxation). Consider the problem (P rel ) and suppose a global minimizer to this problem is denoted by (x ± , ξ). Let (x,x ± ,ξ) be defined as follows:
Then (x,x ± ,ξ) is a a global minimizer of (P full cc ). Proof. Consider a solution (x ± , ξ) to (P rel ). We first prove that the constructed solution (x,x ± ,ξ) is feasible with respect to (P full cc ) and then prove that it is optimal. Feasibility of (x,x ± ,ξ). By definition (7.5), we have thatx ± ≥ 0 and min(x
Finally, it suffices to show that (x + +x − ) Tξ = 0. By the feasibility of (x ± , ξ) with respect to (P rel ), we have that
Since, (7.6) can be expressed as follows:
Optimality of (x,x ± ,ξ). We observe that the
is a relaxation of (P full cc ), the optimality of (x,x ± ,ξ) follows from feasibility of (x,x ± ,ξ) with respect to the tightened optimization problem with an identical objective value.
Next, we show that the ACQ holds at every nondegenerate feasible point of (P rel ) by simplifying the tangent and linearization cone. Given a feasible point x (x + ; x − ; ξ), we define A, E(x), S(x), C(x), and X as follows:
Lemma 7.3 (ACQ holds at nondegenerate feasible points). Consider the problem (P rel ) and consider a nondegenerate feasible point x (x + ; x − ; ξ). Then the ACQ holds at this point. Proof. From the nondegeneracy of (x + ; x − ; ξ) as prescribed by (2.2), we have that ξ i = 1 for all i ∈ S(x) and x
c to ensure that the complementarity constraint (x + + x − ) T ξ = 0 is satisfied. We proceed to show that T X (x) = C(x) and L X (x) = C(x): (i) T X (x) = C(x): Suppose d ∈ T X (x). Then there exist sequences {x k } and {t k } such that {x k } ⊆ X, x k → x and {t k } ↓ 0 where d 2 ; d 3 ) . Then from the feasibility of x k , we have that
c , the following requirements on d i is true:
Therefore, d ∈ C(x) and it follows that T X (x) ⊆ C(x). Next, we proceed to show the reverse direction, namely C(x) ⊆ T X (x). Choose any d ∈ C(x). Then based on property of C, it's easy to see that we could always pick λ large enough such that x + d/(kλ) ∈ X, ∀k ≥ 1. Let x k x + d/(kλ), t k 1/(kλ) for all k ≥ 1. In effect, there exists a sequence {x k } allowing for developing the required implication:
(ii) L X (x) = C(x): The active constraints associated with the set X are given by the following: Correspondingly, we may derive the linearized cone at x, denoted by L X (x), as follows by invoking (2.5):
where the first equivalence follows from the nondegeneracy of x = (x + ; x − ; ξ) while the second follows from noting that (d 1 ) i ≥ 0, (d 2 ) i ≥ 0 for all i ∈ S(x) and (d 3 ) i ≥ 0, x + i + x 7.3. Numerics. In Subsection 7.3.1, we empirically examine the extent to which the solutions are produced by the ADMM scheme, and compare the performance across the various methods in Subsection 7.3.2.
7.3.1. Comparison between ADMM cf and global solver. Table 7 .1 compares the solution of ADMM cf with global optimum computed by the global solver in Baron on least squares regression (5.1). Experiment settings are described in subsection 5.1. ADMM cf starts with the initial point: w 0 = y 0 = (e n ; 0 n ; 0 n ) and λ 0 = 0 3n , with ρ 0 = γ (notice that M 0, so less restrictions are imposed on ρ), = 1×10 −4 , δ ρ = 1.01, δ = ρ 0 /2, ρ max = 2000, time max = 50 for all cases. The global solver Baron is applied on the half-complementarity formulation (P half cc ) to improve efficiency. In all cases, the solution produced by Baron produces is globally optimal. Note that the two formulations (P rel ) and (P half cc ) have the same global optimal value. Thus, as long as we use Baron to successfully address (P half cc ), the global optimal value of (P rel ), denoted by f * , is also obtained. Moreover, denote solution provided by Baron as (x B ; ξ B ). Then card Baron n − e T ξ B . Suppose Algorithm 1 terminates when k = T , let (x + ;x − ;ξ) = y T +1 , then
card ADMM cf = n − e Tξ , if max( w T +1 − y T +1 , ρ T y T +1 − y T ) ≤ x + −x − 0 , if max( w T +1 − y T +1 , ρ T y T +1 − y T ) > , and
In Table 7 seen from Table 7 .1 that for a majority of cases, ADMM cf generates a function value differs from the global optimum by less than 10%, and output sparser solutions. Moreover, computing time of ADMM cf grows slower than baron as n increases from 10 to 50, as is shown in table 7.1.
7.3.2.
Comparison between ADMM cf and other methods. In this set of experiments, we test ADMM cf on 0 problems with higher dimensions and compare it with other known methods directly addressing 0 minimization: iterative hard thresholding (IHT) and iterative hard thresholding with warm start (IHTWS). We also test the schemes on least squares regression (5.1) and choose almost the same settings as in subsection 5.1, the only difference being that ∈ R p , i ∼ N (0, σ 2 ), i. , where SNR refers to the signal-to-noise ratio. Table 7 .2 compares the three different methods when p = 256, n = 1024. IHT is implemented with 50 initial points (including the origin and points drawn from normal distribution N (0, I n )), and the best solution is chosen. The termination condition for both IHT and IHTWS is x k+1 − x k < 1 × 10 −6 . ADMM cf is implemented with an initial point y 0 = (e n ; 0 n ; 0 n ) and λ 0 = 0 3n , and the parameters are chosen as ρ 0 = γ, = 10 −4 , δ ρ = 1.01, δ = ρ 0 /2, ρ max = 2000, time max = 300 for all cases. f ADMM cf and card ADMM cf are calculated as in (7.7). Runs are generated by changing SNR, the cardinality of x true , and γ. In Table 7 following:
(1) Although ADMM cf takes more time, it generally produces solutions that are superior to IHT in objective function value and provides better values than IHTWS in most cases. Note that ADMM cf is cold started. (2) ADMM cf generally produces sparser solution than IHTWS and IHT, which indicates that ADMM cf scheme is potentially more favorable from a statistical standpoint.
