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We show that polaronic impurities, characterized by a significant electron-phonon interaction
(EPI), may be a source of resonant electron scattering in bulk systems. Using Green’s function
formalism, partial cross-sections for elastic and inelastic processes are calculated exactly to all orders
in the static and the dynamic interaction between the electron and the polaronic impurity. With
these cross-sections, the electron mobility is calculated in the relaxation time approximation. For
the weak EPI, it exhibits a power-law temperature-dependence, whereas for the strong EPI a sharp
maximum develops at low-temperatures.
The electron-phonon interaction (EPI) in weakly
doped semiconductors [1] is frequently analyzed in the
context of polaron [2] formation: the itinerant charge
couples to the lattice phonons, moving as a dressed quasi-
particle along the crystal lattice [3]. In addition to these
delocalized states, when impurities are introduced into
the system localized polaron states may form [4–6]. The
latter can be probed by the electron spin resonance in
semiconductor crystals and thin-film transistors [7, 8].
On the other hand, regarding transport properties, one
needs to consider scattering within the continuum of de-
localized states. In particular, the current work focuses
on scattering when a significant EPI characterizes the
(polaronic) impurities, while for the rest of the system
we assume that the EPI can be neglected. We investi-
gate how the presence of polaronic impurities, involving
phonon degrees of freedom, affects the mobility of broad-
band electrons. Indeed, in semiconductors one may easily
imagine such impurities as a strong source of scattering
for charge carriers. Very recently [9], the polaronic im-
purities have been identified as strong phonon scatters,
responsible for a drastic suppression of the thermal con-
ductivity in anatase TiO2 single-crystals. Depending on
microscopic details, similar effects should be expected for
the charge transport in some of the transition-metal ox-
ides [10–12] and organic semiconductors [13].
The polaronic coupling to a phonon degree of free-
dom has attracted great attention in the context of
single-electron tunneling across microscopic junctions,
nanowires, and quantum dots [14, 15]. Steps in the I-
V characteristic curves [16], a phonon-assisted tunnel-
ing [17], effects of Franck-Condon [18], Coulomb [19],
and bipolaron [20] blockade have been reported exper-
imentally and theoretically [21], mostly by considering
1D models or by calculating approximately the tunneling
probability between leads using the Keldysh formalism.
Surprisingly, given the number of interesting phenomena
found for tunneling problems, to the best of our knowl-
edge, the role of polaronic impurities for the electron
transport in bulk (D > 1) systems has not been inves-
tigated so far.
Polaronic impurity problem. Assuming a low concen-
tration of randomly distributed impurities ni, the scat-
tering rate is proportional to niσ, where σ is the single-
impurity cross-section. In this context, we analyze the
single-impurity model that involves a coupling between
the electron and the local lattice deformation at the im-
purity site, in addition to a change of the electron orbital
energy. In the standard notation for the electron (c†, c)
and phonon (a†, a) operators the Hamiltonian is given by
Hˆ =
∑
k
εkc
†
kck + ω0 a
†
l al +
(
ε0 + g(a
†
l + al)
)
c†l cl . (1)
Here, k denotes the electron wave vector, c†k =
∑
j e
ikjc†j ,
whereas j = l denotes the impurity site that breaks the
translational symmetry of the lattice. The model (1) al-
lows for arbitrary system dimension and electron disper-
sion εk, while the neutral polaronic impurity is modeled
using three parameters, the orbital energy ε0, the phonon
energy ω0 (h¯ = 1), and the strength of the short-range
(Holstein) EPI g.
While the exact results of the single-electron problem
(1) have been obtained for the 1D case using the exact
diagonalization [22], here we rederive the exact solution
in the closed-form that has its direct interpretation in
terms of Feynman diagrams. In this sense, our expres-
sions are most general and may be applied to any system
with known unperturbed electron and phonon propaga-
tors. As in earlier treatments of 1D systems, we do not
take into account the particular scenario when the elec-
tron finds the polaronic impurity with the bound state
being occupied by another electron. Indeed, given the
overwhelmingly bigger number of states in the conduc-
tion band than the number of localized polaronic impu-
rity states, this situation is limited to very low tempera-
tures only, similarly to ordinary semiconductors operat-
ing in the extrinsic ionization regime [23].
In order to treat in a unifying manner electron scatter-
ing processes that preserve (elastic) or change (inelastic)
the number of phonons in the system, we consider a gen-
eralized unperturbed Green function (GF) operator Gˆ(0)
[24–26], whose matrix elements in the real-space repre-
sentation are given by
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2G(0)γ,αn,m (ω) = 〈0|
(al)
γ
√
γ!
cn
1
ω − Hˆ0 + iη
c†m
(a†l )
α
√
α!
|0〉 . (2)
Here, Hˆ0 corresponds to the first two terms in Eq. (1),
involving electron and phonon degrees of freedom. The
exact GF operator Gˆ is obtained by taking the full Hamil-
tonian instead of Hˆ0 in Eq. (2). Gˆ(0) is diagonal in the
number of initial α and final γ phonons, γ = α, whereas
Gˆ involves transitions between different phonon states
due to the EPI, V γ,αl,l = ε0δγ,α+g(
√
γδγ+1,α+
√
αδγ,α−1),
given by the third term in Eq. (1). With Vˆ involving the
impurity site only, the matrix elements of Gˆ satisfy,
Gγ,αn,m = δγ,αG
(0)α,α
n,m +G
(0)γ,γ
n,l
∑
ζ
V γ,ζl,l G
ζ,α
l,m . (3)
As shown in the Supplemental Material [27], it is possible
to rewrite Eq. (3) in terms of an operator that acts at the
impurity site only, Γγ,αn,m = δn,lδm,lΓγ,α, as,
Gγ,αn,m = δγ,αG
(0)α,α
n,m +G
(0)γ,γ
n,l Γ
γ,αGα,αl,m , (4)
which for the elastic part of the problem at the im-
purity site gives rise to the Dyson form, [Gα,αl,l ]
−1 =
[G
(0)α,α
l,l ]
−1 − Γα,α. Combining this Dyson form and
Eq. (4) yields,
Gγ,αn,m = δγ,αG
(0)α,α
n,m +G
(0)γ,γ
n,l
Γγ,α
1−G(0)α,αl,l Γα,α
G
(0)α,α
l,m ,
(5)
where, as discussed below, the exact Γγ,α may be found
in a closed-form.
Diagrammatic content. A diagrammatic representa-
tion of the exact solution provides valuable insights on
relevant scattering processes. A typical diagram corre-
sponding to Γα,α is shown in Fig. 1 for α = 0, when
G
(0)0,0
l,l is the unperturbed local electron propagator and
Γ0,0 is the electron self-energy. In Fig. 1, G(0)0,0l,l is repre-
sented by the horizontal dotted lines, the vertical dashed
lines correspond to the static ε0 6= 0 scattering, whereas
the wavy lines correspond to the phonon propagators.
For the single-electron problem under current considera-
tions there is no renormalization of phonon lines.
On the diagrammatic level, it is easy to see that the
static scattering may be summed up separately from the
dynamic EPI contribution. Namely, for g = 0, the ef-
fect of finite ε0 is easily accounted for in the exact man-
ner, since Gα,αl,l (ω)|g=0 = [G(0)α,αl,l (ω)]−1 − ε0. There-
fore, hereafter we assume that the effect of finite ε0 is in-
cluded in the g = 0 impurity propagator, GI(ω−αω0) =
Gα,αl,l (ω)|g=0. This approach may be generalized to any
x x
Figure 1. Γα,α diagram for α = 0, involving the static ε0 6= 0
scattering (vertical dashed lines) and the dynamic scattering
on phonons (wavy lines). Dotted lines represent the unper-
turbed electron propagator.
a) b)
c) d)
Figure 2. GF diagrams. Single lines represent the electron
propagator with static scattering included, double lines rep-
resent the exact one. The square in the fourth diagram is the
exact electron-phonon vertex function.
distribution of static impurities on the lattice (including
changes of hopping integrals) since it does not affect the
structure of the diagrammatic expansion in g. In partic-
ular, the diagonal matrix elements, Γα,α, giving rise to
the elastic scattering, may be expressed in the continued
fraction form [25, 28], Γα,α = gαAα + gBα, with Aα and
Bα representing processes with phonon absorption and
emission respectively,
Aα(ω) =
g
G−1I (ω − (α− 1)ω0)− (α−1)g
2
G−1I (ω−(α−2)ω0)−...
Bα(ω) =
(α+ 1)g
G−1I (ω − (α+ 1)ω0)− (α+2)g
2
G−1I (ω−(α+2)ω0)−...
.(6)
The inelastic scattering contributions are given by Γγ,α
[27],
Γγ,α =

g
√
α!
γ! (γ +BγBγ−1)
∏γ−2
i=α Bi, γ > α+ 1,
g
√
α!
γ! (γ +BγBα) , γ = α+ 1,
g
√
α!
γ! (1 + γAγAα) , γ = α− 1,
g
√
α!
γ! (1 + γAγAγ+1)
∏α
i=γ+2Ai, γ < α− 1 .
(7)
By inspecting the continued fraction expansion order by
order in g, these equations may be put in a direct corre-
spondence with the Feynman diagrams. For example, up
to g3, for the inelastic processes with no phonons in the
initial and one phonon in the final state, one obtains,
Γ1,0 = g(1+B1B0) ≈ g+2g3GI(ω−ω0)GI(ω−2ω0) . (8)
3In the expansion of the GF, the first term in Eq. (8)
corresponds to Fig. 2a, while the second corresponds to
the next two diagrams in Fig. 2, with equal contribu-
tions. In particular, Fig. 2b shows the leading correction
of the outgoing electron propagator, while Fig. 2c shows
the leading vertex correction of the phonon emission pro-
cess. As shown in Fig. 2d, in the infinite order in g,
Γ1,0 involves all the corrections of the outgoing electron
propagator and all the vertex corrections of the phonon
emission process.
Local properties. We turn now to a 3D cubic lat-
tice problem, investigating the wide band (soft phonon)
regime. In all our calculations, we fix the nearest-
neighbor hopping, t = 1, and the phonon energy, ω0 =
0.5, varying the impurity parameters, ε0 and g, only.
With the exact form of GF in Eq. (5) known, we evaluate
the exact local density of states (LDOS) at the impurity
site, ρ(ω) = −pi−1ImG0,0l,l , shown in Fig. 3. The dot-
dashed curve represents the unperturbed LDOS, while
the LDOS given by the dashed curve is obtained by in-
troducing a static impurity, ε0 = −5.8, which is strong
enough for a localized bound state to appear outside the
continuum of delocalized states. Namely, unlike for sys-
tems with a reduced dimensionality, for g = 0 in 3D sys-
tems a localized state exists only if the static impurity is
sufficiently strong [6], |ε0| >∼ 3.96 for the cubic lattice.
The case with a strong EPI, g = 1.7, ε0 = −1, is shown
by the full curve in Fig. 3. For g = 1.7, one observes
multiple resonances below the continuum, correspond-
ing to localized states. The lowest resonance involves a
large polaronic lattice deformation, i.e., a heavily dressed
electron. Consequently, the corresponding electron spec-
tral weight is strongly suppressed. The dressing effect
becomes weaker for resonances closer to the continuum,
associated with excitations of the polaronic lattice defor-
mation. These excitations are harmonic for deep states
far from the continuum, being separated by excitation
energies that are weakly softened in comparison to the
bare phonon energy ω0. As the localized states approach
the continuum, some anharmonicity in the excitation en-
ergies becomes apparent as well. For g = 1.7 in Fig. 3,
the phonon nature of excitations at the impurity site is
clearly observed in the part of the LDOS belonging to
the delocalized states too. Although broadened, being
embedded in the continuum of states, the resonances are
still well defined, giving rise to the resonant scattering of
electrons on the impurity.
Mobility. The electron scattering is fully described
by the Tˆ -matrix operator, which sums over all scatter-
ing events to the infinite order in Vˆ [31], Gˆ = Gˆ(0) +
Gˆ(0)Tˆ Gˆ(0). For the problem in Eq. (1), Tˆ involves the
impurity site only and its matrix elements may simply
be read from Eq. (5), T γ,α = Γγ,α/(1−G(0)α,αl,l Γα,α).
When Tˆ is local, as in the present case, the anisotropy
of the scattering amplitude,
-6 6ω0
0.15
ρ (
ω
)
ε0 = 0, g = 0
ε0 = -1, g = 1.7
ε0 = -5.8, g = 0
Figure 3. Exact LDOS at the impurity site for different im-
purity parameters, ρ(ω) = −pi−1ImG0,0l,l (t = 1, ω0 = 0.5).
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Figure 4. Partial cross-sections (10) for some elastic and in-
elastic scattering as a function of the incoming electron energy
εα.
〈r, γ|ψ〉 = eikrδγ,α +G(0)γ,γr,l T γ,α , (9)
is governed only by G(0)γ,γr,l . However, since we are mostly
interested in the scattering of low-frequency electrons
close to the bottom of the conducting band, the exact
form of G(0)γ,γr,l [32, 33] in Eq. (9) may be approximated
by its isotropic low-frequency form, corresponding to the
outgoing s-wave. On the other hand, for calculations of
high-order diagrams contributing to T γ,α in Eq. (9) at
large g and ε0, it is necessary to preserve the exact form
of the local propagator G(0)α,αl,l in the whole frequency
range.
The partial cross-sections for some elastic and inelastic
scattering channels are shown in Fig. 4 as a function of
the incoming electron energy εα,
σγ,α(εα) =
a2
4pit2
√
εγ
εα
|T γ,α(εα + αω0)|2 , (10)
with εγ = εα + (α − γ) ω0, the energy of the outgoing
electron and a2 = 1 the area associated to a unit cell. For
4the choice of parameters in Fig. 4 there are no localized
states below the continuum. Nevertheless, the phonon
frequency scale, introduced in the LDOS by the EPI, has
its strong reflection in Fig. 4. That is, ω0 characterizes
the energy thresholds for the inelastic scattering involv-
ing phonon emission (γ > α). Furthermore, the same fre-
quency governs to a great extent the energy-dependence
of all σγ,α in Fig. 4, particularly for low energies εα of the
incoming electron. In general, this property is enhanced
by g, becoming unobservable only in the weak EPI limit
or for high-energy electrons. Not shown in Fig. 4 are
the phonon absorption channels that are related to the
phonon emission channels by the time-reversal symmetry,
T γ,α(ω) = Tα,γ(ω), i.e., εγσγ,α(εα) = εασα,γ(εγ).
For the system in thermal equilibrium, the total cross
section 〈σ(εα)〉T , as a function of the incident electron en-
ergy εα, is obtained simply by averaging over the phonon
thermal distribution for initial states (kB = 1),
〈σ(εα)〉T = (1− e−ω0/T )
∑
α
e−αω0/Tσγ,α(εα) . (11)
Thus, for a non-degenerate electron gas, one is now in
position to calculate the electron mobility [34],
µ(T ) =
8|e|t
3
√
piT
5
2
∫
ε
3
2 τ(ε, T )e−ε/T dε , (12)
where τ(ε, T ) is the energy- and temperature-dependent
electron relaxation time, τ−1(εα, T ) = |vα| ni 〈σ(εα)〉T ,
with |vα| =
√
4tεα representing the electron velocity.
Hereafter, as the reference value for the mobility, we use
µ0 = lim|ε0|→∞ µ(T = ω0), when the impurity behaves
as a vacancy, with T (ω) = −[G(0)l,l (ω)]−1. As seen from
Fig. 5, shown in log-log scale, µ(T ) clearly exhibits dif-
ferent regimes. In the weak-coupling limit, g = 0.25,
the power-law T−ν behavior spans almost over the whole
temperature range shown in Fig. 5, with ν = 1/2 given
by the curve slope. This behavior may easily be ratio-
nalized by noting that for the weak EPI τ(ε, T ) is dom-
inated by the single partial cross section σ0,0, which is,
like in Fig. 4, almost constant for low incident energies
εα. ν = 1/2 for weak static (charge neutral [35]) im-
purities may be explained in the same way, T (ω) ≈ ε0.
On the other hand, as seen from Fig. 5, for the strong
EPI g = 1.85, µ(T ) is characterized by a maximum at
low temperatures. This is a non-perturbative effect for
which high order diagrams have to be taken into the ac-
count. In this regime, σ0,0 acquires a strong εα depen-
dence, while µ(T ) becomes strongly contributed by an
increasing number of partial cross sections σγ,α as T in-
creases. The latter property is well illustrated by the
inset in Fig. 5, showing the dominant role of different
elastic processes.
The sensitivity of the mobility on the impurity param-
eters and the temperature is investigated in Fig. 6. When
0.01 1T
1
102
µ (
Τ )
/ µ 0
g = 0.25
g = 1
g = 1.4
g = 1.85
0.01 1
1
102ε0 = −1.5
g = 1.85
Figure 5. Mobility µ(T ) as a function of temperature for dif-
ferent couplings g, shown in log-log scale. Inset: suppression
of µ(T ) as different scattering channels are being switched on:
σ0,0, σ1,1, σ1,0, all channels (curves from top to bottom).
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Figure 6. µ(T ), shown in log scale, as a function of g (inset)
and ε0.
the model parameters satisfy resonant scattering condi-
tions, µ(T ≈ 0) in Fig. 6 drops sharply, corresponding
to a large residual resistivity due to a strong momentum
relaxation of low-energy electrons. In the T → 0 limit,
in Fig. 6 one observes for some parameters a fully trans-
parent behavior of polaronic impurities as well. This be-
havior corresponds to zeros of T 0,0 ∝ Γ0,0. In general, all
singularities are sensitive to the electron incident energy
and get averaged out at elevated T . In particular, as T
approaches ω0 in Fig. 6, thermal averages in Eq. (12) over
the electron and the phonon distributions make µ(T ) a
smooth function of the impurity parameters.
Conclusions. In terms of the exact continued frac-
tion expansion, Eqs. (6) and (7), that has its direct in-
terpretation in diagrammatic expansion, e.g. Eq. (8),
we have fully solved the problem of electrons interact-
ing with dilute polaronic impurities, given by Eq. (1).
The studied model is applicable to broad-band semicon-
ductors in which impurities, besides the static potential,
involve a stronger coupling to the local lattice deforma-
tion. By calculating the electron mobility µ(T ) for a non-
5degenerate electron gas, Eq. (12), we have shown that in
addition to other scattering mechanisms present in physi-
cal systems, depending on parameters, the dynamic scat-
tering on polaronic impurities may be strong and addi-
tionally enhanced (resonant) for low temperatures. For
the weak couplings, µ(T ) exhibits the power-law behav-
ior, µ(T ) ∝ T−ν , ν = 1/2, with ν increasing near the
resonant conditions, ν <∼ 2. For the strong couplings,
µ(T ) exhibits a sharp maximum typically at the low T ,
with a smooth tail at the elevated T . As a last remark,
we notice that our approach may equally be applied to
the particularly interesting problems of atom-thin sheets
with impurities, for which the type of impurities may
be identified by energy-loss spectroscopy, atom-probe to-
mography and scanning tunneling microscopy [36–38].
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