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Abstract—In 3-D reconstruction problems, the image data
obtained from cryo electron microscopy is the projection of
many heterogeneous instances of the object under study (e.g.,
a virus). When the object is heterogeneous but has an overall
symmetry, it is natural to describe the object as stochastic
with symmetrical statistics. This paper presents a maximum
likelihood reconstruction approach which allows each object to
lack symmetry while constraining the statistics of the ensemble
of objects to have symmetry. This algorithm is demonstrated
on bacteriophage HK97 and is contrasted with an existing
algorithm in which each object, while still heterogeneous, has
the symmetry. Reconstruction results show that the proposed
algorithm eliminates long-standing distortions in previous hetero-
geneity calculations associated with symmetry axes, and provides
estimates that make more biologically sense than the estimates
of existing algorithms.
Index Terms—cryo electron microscopy, viruses, symmetrical
statistics, maximum likelihood reconstruction, heterogeneity cal-
culation
I. INTRODUCTION
IN virology, discovering the structure of virus particles hasbeen important. The virus particle has a shell of protein,
called a “capsid”, which surrounds a cavity containing the
viral genome. Typical sizes and molecular weights of the
virus particles are 102–103A˚ and 10MDa. The capsid is
constructed of many repetitions of the same peptide molecule
in geometric arrays. The geometry of these spherical viruses
is important to their lifecycles. Cryo electron microscopy
(cryo EM), which has become an important technique for
determining the geometry of a particle, leads to 3-D image
reconstruction problems for these biological nanomachines.
Specifically, 103 − 106 virus particles are flash frozen to
cryogeneic temperatures and imaged. Each image is basically
a highly-noisy (SNR < 0.1) 2-D projection of the 3-D electron
scattering intensity distribution of the particle. Only one such
image can be taken per particle and its projection orientation is
unknown. Therefore, the information from many such images
is fused to compute a 3-D reconstruction [1].
In the maturation process, the virus particles can be grouped
into a number of discrete classes depending on their geometric
forms, sizes, pH values, etc. In [2], [3], a reconstruction ap-
proach was presented, which includes both discrete classes and
continuous variability of the particles within each class. The
existing cryo electron microscopy are able to experimentalize
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an ensemble of virus particles within one class, which will be
the objects to be discussed in the remainder of this paper.
In cryo-electron microscopy, the 3-D structure of each virus
particle is described by the 3-D electron scattering intensity
function, denoted by ρ(·). The capsid of a virus particle has
been well known to obey certain geometric symmetry [4]. The
basic and the most popular assumption of the virus particles
within one class [5]–[8] is that each instance of the virus
particle is identical and exactly obeys the rotational symmetry.
In particular,
ρ(x) = ρ0(x) with ρ0(x) = ρ0(M−1x), (1)
where M is the rotational matrix and x ∈ IR3 are real-space
coordinates. We call it assumption of “identical individuals”.
The reconstruction algorithm based on this rudimentary as-
sumption is usually called the “homogeneous reconstruction
with identical individuals” method (HRII). A sufficient as-
sumption introduced in [2], [3] is that instances are different
from each other (for example, due to the inherent flexibility of
such a large molecular complex) but still each instance exactly
obeys the rotational symmetry. In particular,
ρ(x) = ρ(M−1x). (2)
In the remainder of this paper, this assumption is referred
as the assumption of “non-identical symmetrical individuals”,
and the reconstruction algorithm [2], [3] developed based on
this assumption is named as the “heterogeneous reconstruction
with symmetrical individuals” (HRSI).
In contrast to this previous work, this paper considers a more
realistic and sophisticated view: The different instances of the
particle are different and it is the statistics of the particle that
obey the symmetry not the individual instances. In particular,
the mean and covariance of the 3-D structure of the virus
particle are invariant under the rotations. This idea is referred
as the “symmetrical statistics”.
ρ¯(M−1x) = ρ¯(x) and Cρ(M−1x,M−1x′) = Cρ(x,x′) (3)
where ρ¯(x) = IE[ρ(x)] and C(x,x′) = IE[ρ(x)ρ(x′)]. We
call the new reconstruction algorithm as “heterogeneous recon-
struction with symmetrical statistics” (HRSS). Three possible
structures described by each of the three assumptions are
demonstrated through an example of four fold symmetry in
Fig. 1.
The largest class of plant and animal viruses is “spher-
ical” viruses. The capsid of spherical virus particles most
common is icosahedral symmetry–the symmetry group of an
icosahedron–which is invariant under a total of 60 rotational
symmetry operations. In 3-D reality, the structure of a virus
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(a) Identical individuals (HRII)
(b) Non-identical symmetrical individuals (HRSI)
(c) Symmetrical statistics (HRSS)
Fig. 1: Four fold symmetry particles based on the three
different assumptions and algorithms.
particle can be expressed as a linear combination of basis
functions where the weights in the linear combination are
Gaussian random variables [2], [3]. In particular,
ρ(x) =
∑
ζ
Fζ(x)cζ (4)
where Fζ(x) is the basis function, cζ is the weight, and
x ∈ IR3 are real-space coordinates. Because ρ(·) is real, it
is convenient to have real-valued basis functions and weights.
To describe the situations of both “identical individuals”
and “non-identical symmetrical individuals”, the complete set
of symmetric basis functions of the icosahedral group is
sufficient. In the above rudimentary example of 2-D particles
with four fold symmetry, these two situations (Fig. 1(a)
and Fig. 1(b)) can be both described by the basis functions
ei4nθhl(r), where hl(r) is spherical Bessel functions for
degree l ∈ N. However, to describe the situation in which
particles have asymmetric structures but symmetric statistics,
a complete orthonormal set of real-valued basis functions
with specific rotational properties under the operation of the
icosahedral group is required (Section II).
The maximum likelihood (ML) reconstruction algorithm
can estimate the mean vector and covariance matrix of the
vector of weights cζ , which is a generalization of classical
ML Gaussian mixture parameter estimation [9]. After choosing
appropriate basis functions, the estimates of the mean vector
and covariance matrix need to be constrained in order to realize
the two statistical symmetries as shown in Eq. 3 (Section
III). Taking the advantage of the existing reconstruction al-
gorithms, the HRSS algorithm, introduced in this paper, can
be developed by adding new basis functions and the additional
constrains for the the mean vector and covariance matrix of
the weights to the existing HRSI algorithm (Section IV).
The reconstruction results are demonstrated in constrast to
the previous algorithms in Sections V. As a result, HRSS
eliminates the long-standing distortions in heterogeneity cal-
culations associated with symmetry axes introduced by former
algorithms. The whole paper is concluded in Section VI.
II. REAL-VALUED BASIS FUNCTIONS
Each real-valued basis function Fζ(x) is a product of an
real-valued angular basis function and a real-valued radial
basis function. The real-valued angular basis functions are
complete orthonormal square integrable functions on the sur-
face of the sphere, which includes the symmetry properties of
the particle. In particular, they are the complete set of real-
valued basis functions of the icosahedral group, which were
derived and computed in [10] via generalized projection from
group theory. Specifically, projection operators are applied
to the real-valued spherical harmonics1 [12, p. 93], which
computes a basis function of the icosahedral group as a linear
combination of spherical harmonics of a fixed degree l.
A key concept used in this approach is the irreducible
representations (irreps) of a finite group, which are sets of 2-D
square matrices that are homomorphic under matrix multipli-
cation to the group elements. For the icosahedral group, it is
possible to find all irreps matrices that are real-valued, which is
required to generate the compete orthonormal basis functions
that are real-valued [10]. Suppose that Nrep is the number
of irreps of the Ng-order group G. Let the set of real-valued
matrices in the pth irrep be denoted by Γp(g) ∈ Rdp×dp for all
g ∈ G where p ∈ {1, . . . , Nrep}. For the icosahedral group,
Nrep = 5, Ng = 60, and dp = 1, 3, 3, 4, 5 for p = 1, 2, 3, 4, 5,
respectively.
The resulting real-valued angular basis functions associated
with the degree l and the pth irrep, denoted by Ip;l,n(x/x) for
n ∈ {1, . . . , Np;l}, have the following properties.
1) Each Ip;l,n is a dp-dimensional real-valued vector func-
tion, i.e., Ip;l,n ∈ Rdp .
2) The Ip;l,n functions are orthonormal on the surface of the
sphere;
3) The subspace of square integrable functions on the sur-
face of the sphere defined by spherical harmonics of index
l, contains a set of Ip;l,n functions with a total of 2l+ 1
components.
4) Each Ip;l,n function has a specific transformation property
under rotations from the icosahedral group [12, p. 20], in
particular,
Ip;l,n(R
−1
g x/x) = (Γ
p(g))T Ip;l,n(x/x) (5)
where T is transpose not Hermitian transpose and Rg is
the 3×3 rotation matrix corresponding to the gth element
of the group.
These properties were numerically verified from the close
relationship between the Ip;l,n and spherical harmonics. Fur-
thermore, it follows that the family of Ip;l,n is a complete basis
for square integrable functions on the surface of the sphere.
Examples of Ip,j;l,n functions for l = 15 are visualized in
Figure 2. Note that p = 1 exhibits all of the symmetries of
1Spherical harmonics are denoted by Yl,m(θ, φ) where the degree l satisfies
l ∈ N, the order m satisfies m ∈ {−l, . . . , l} and (θ, φ) are the angles of
spherical coordinates with 0 ≤ θ ≤ pi and 0 ≤ φ ≤ 2pi [11, Section 14.30,
pp. 378–379].
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an icosahedron. The angular basis functions used in the two
previous algorithms, HRII and HRSI, are just the angular basis
functions at p = 1.
p = 1 p = 2
p = 3 p = 4 p = 5
Fig. 2: An icosahedron with one of each type of symmetry
axis (2-, 3-, and 5-fold) shown and example angular basis
functions with l = 10 and p ∈ {1, . . . Nrep}. The surfaces of
3-D objects defined by ξ(x) = 1 for x ≤ κ1 + κ2Ip;l,n(x/x)
and 0 otherwise, where κ1 and κ2 are chosen so that κ1 +
κ2Ip;l,n(x/x) varies between 0.5 and 1. are visualized by
UCSF Chimera where the color indicates the distance from
the center of the object.
The radial basis functions hl,q(x) for q ∈ {1, 2, . . . } are ex-
actly the family of Bessel functions used in [13, Section IIIB],
which are real-valued and have the orthonormal condition,
specifically, ∫ ∞
r=0
hl,q(x)hl,q′(x)x
2dx = δq,q′ . (6)
The reason that hl,q depends on l is that this makes it possible
to have symbolic formulas for the 3-D Fourier transform of
ρ(x).
Let ζ be the shorthand for l, n, q, which has the total
number that associates with the pth irrep of the icosahedral
group to be Np;ζ , i.e.,
∑Np;ζ
ζ=1 =
∑∞
l=1
∑Np;l
n=1
∑∞
q=1. Each
real-valued basis function, denoted by Fp;ζ(x), is the product
of the nth angular basis function and the qth radial basis
function that associate with the pth irrep of the icosahedral
group and lth degree of spherical harmonics, specifically,
Fp;ζ(x) = Ip;l,n(x/x)hl,q(x). The real-valued basis functions,
Fp;ζ for p ∈ {1, . . . , Nrep} and ζ ∈ {1, . . . , Np;ζ} have the
following properties.
i) Each Fp;ζ is a dp-dimensional real-valued vector func-
tion, i.e, Fp;ζ ∈ Rdp .
ii) The Fp;ζ functions construct a complete orthonormal
basis because of the orthonormality of Ip;l,n and hl,q,
specifically,∫
x
Fp;ζ(x)F
T
p′;ζ′(x)dx = Idpδp,p′δζ,ζ′ . (7)
(Please see Appendix A for the derivation.)
iii) Each Fp;ζ satisfies the following transformation because
of Eq. 5, specifically, for all g ∈ G,
Fp;ζ(R
−1
g x) = Ip;l,n(R
−1
g x/x)hl,q(x)
= (Γp(g))T Ip;l,n(x/x)hl,q(x)
= (Γp(g))TFp;ζ(x). (8)
III. CONSTRAINTS ON WEIGHTS CAUSED BY
SYMMETRICAL STATISTICS
The weight corresponding to the basis function Fp;ζ , de-
noted by cp;ζ , is a real-valued vector, i.e., cp;ζ ∈ Rdp . Eq. 4
can be restated as
ρ(x) =
Nrep∑
p=1
Np;ζ∑
ζ=1
FTp;ζ(x)cp;ζ . (9)
The index τ in Eq. 4 is the shorthand of p and
ζ, which has the total number Nτ to satisfy Nτ =∑Nrep
p=1 Np;ζ . The vector of weights c = [c
T
1 , . . . , c
T
Nτ
]T =
[cTNp=1,ζ , ..., c
T
Np=1,ζ
, . . . , cTNp=Nrep,1 , ...c
T
Np=Nrep,ζ
]T has Gaus-
sian distribution N(c¯, V ), where c¯ = IE[c] ∈ RNτ×1 and
V = IE[ccT ] ∈ RNτ×Nτ .
Our assumption of symmetrical statistics for the spherical
virus particles is that the mean and the correlation function of
the 3-D scattering intensity are invariant under all 60 rotations
of the icosahedral group, which can be translated into the
following two conditions, for all g ∈ G,
ρ¯(R−1g x) = ρ¯(x), (10)
Cρ(R
−1
g x, R
−1
g x
′) = Cρ(x,x′), (11)
where ρ¯(x) = IE[ρ(x)], C(x,x′) = IE[ρ(x)ρ(x′)] and Rg
is the gth rotation matrix in group G. These two conditions
induce constraints on the weights of basis functions, in par-
ticular, the mean vector c¯ and covariance matrix V .
A. Constraint caused by the first order statistics
The symmetry on the first order statistics (Eq. 10) induces
a constraint on the mean of the weights. By definition (Eq. 9)
and the transformation property (Eq. 8), the RHS of Eq. 10
can be expanded as
ρ¯(x) = IE
∑
p
∑
ζ
FTp;ζ(x)cp;ζ

=
∑
p
∑
ζ
FTp;ζ(x)IE [cp;ζ ]
(12)
and the LHS of Eq. 10 becomes
ρ¯(R−1g x) =
∑
p
∑
ζ
FTp;ζ(R
−1
g x)IE [cp;ζ ]
=
∑
p
∑
ζ
(
Γp(g)TFp;ζ(x)
)T
IE [cp;ζ ]
=
∑
p
∑
ζ
FTp;ζ(x)Γ
p
c(g)IE [cp;ζ ] ,
(13)
Equating Eq. 13 and Eq. 12 to give∑
p
∑
ζ
FTp;ζ(x)(Γ
p
c(g)− Id)IE [cp;ζ ] = 0, (14)
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which holds for all g ∈ G. Because only the Γp=1c (g) = 1
for all g ∈ G and Γp6=1c (g) for all g ∈ G are real-valued full
matrices, the mean of cp;ζ , needs to satisfy
IE [cp;ζ ] = IE [cp;ζ ] δp,1. (15)
In other words, the entries of c¯ that corresponding to the pth
(p 6= 1) irrep are constrained to be zero.
B. Constraint caused by the second order statistics
The symmetry condition on the second order statistics
(Eq. 11) can be achieved by constraints on the covariance
matrix of the weights.
Similar to the derivation of Eq. 12-13, the RHS of Eq. 11
can be expressed as
Cρ(x,x
′
)
= IE
∑
p
∑
ζ
F
T
p;ζ(x)cp;ζ
∑
p′
∑
ζ′
F
T
p′;ζ′ (x
′
)cp′;ζ′
T
=
∑
p
∑
ζ
∑
p′
∑
ζ′
F
T
p;ζ(x)IE
[
cp;ζc
T
p ζ′
]
Fp′;ζ′ (x
′
),
(16)
and the LHS of Eq. 11 can be expressed as
Cρ(R
−1
g x, R
−1
g x
′
)
=
∑
p
∑
ζ
∑
p′
∑
ζ′
Fp;ζ(R
−1
g x)IE
[
cp;ζc
T
p′;ζ′
]
Fp′;ζ′ (R
−1
g x)
=
∑
p
∑
ζ
∑
p′
∑
ζ′
(
(Γ
p
g(g))
T
Fp;ζ(x)
)T
IE
[
cp;ζc
T
p′;ζ′
] (
(Γ
p′
g (g))
T
Fp′;ζ′ (x
′
)
)
=
∑
p
∑
ζ
∑
p′
∑
ζ′
F
T
p;ζ(x)Γ
p
g(g)IE
[
cp;ζc
T
p′;ζ′
]
(Γ
p′
g (g))
T
Fp′;ζ′ (x
′
)
(17)
On both sides of the symmetry condition (Eq. 11), multiply on
the left by Fp;ζ(x) and on the right by FTp′;ζ′(x
′) for random
(p, ζ) and (p′, ζ ′), and integrate over the 3D coordinates x and
x′. Specifically,∫
x
∫
x′
Fp;ζ(x)Cρ(x,x
′)Fp′;ζ′(x
′)dxdx′
=
∫
x
∫
x′
Fp;ζ(x)Cρ(R
−1
g x, R
−1
g x
′)Fp′;ζ′(x
′)dxdx′.
(18)
Because the basis functions are orthonormal on the 3D
space (Eq. 7), by inserting Eq. 16 and 17 into Eq. 18, it
gives IE
[
cp;ζc
T
p′;ζ′
]
= Γp(g)T IE
[
cp;ζc
T
p′;ζ′
]
Γp
′
(g) for all
g ∈ G. Therefore, since the irred rep is orthogonal (Γp(g)−1 =
Γp(g)T ), it follows that
Γp(g)IE
[
cp;ζc
T
p′;ζ′
]
= IE
[
cp;ζc
T
p′;ζ′
]
Γp
′
(g) (19)
for all g ∈ G, x,x′ ∈ R3×3, p, p′ ∈ {1, . . . , Nrep},
ζ ∈ {1, . . . , Np;ζ}, and ζ ′ ∈ {1, . . . , Np′;ζ′}. Since Γp(g) ∈
Rdp×dp and Γp′(g) ∈ Rdp′×dp′ IE[cp,ζcTp′,ζ′ ] is a dp×dp′ ma-
trix. Eq. 19 has substantial structure because Γp(g) and Γp
′
(g)
both for all g ∈ G are irrep matrices. Schur’s Lemma [12,
Theorem I and II, Section 4.5, p. 80] implies that
IE[cp,ζc
T
p′,ζ′ ] =
{
vp((ζ, ζ
′)Idp , p = p
′
0dp,dp′ , otherwise
(20)
for some number vp((ζ, ζ ′) depending on p, ζ and ζ ′, where
0i,j is the i× j zero matrix. Note that the solution of Eq. 19
for IE[cp,ζcTp′,ζ′ ] does not depend on ζ and ζ
′ except that
unspecified degrees of freedom in the solution could depend
on ζ and ζ ′.
Suppose that the indices vary from the slowest to the fastest
in the order p, ζ, or more specifically, in the order p, l, n,
and q. Then p is constant over sequential sets of dpNp;ζ rows
and columns in covariance matrix V . The matrix IE[cp,ζcTp′,ζ′ ]
constructs the (p, p′)th block of the covariance matrix V ,
denoted by Vp:p′ . Precisely, IE[cp,ζcTp′,ζ′ ] is the (ζ, ζ
′)th sub-
block of the matrix Vp:p′ . Therefore, implied by Eq. 20, the
covariance matrix V is a diagonal block matrix with five
blocks, corresponding to the five values of p, and off diagonal
blocks are zeros, i.e., Vp:p′ 6=p = 0(dpNp;ζ),(dp′Np′;ζ′ ). The pth
block itself (Vp:p) is a Kronecker product of the identity matrix
Idp and a Np;ζ × Np;ζ matrix Vp, which has the (ζ, ζ ′)th
(ζ, ζ ′ ∈ {1, . . . , Np;ζ}) entry to be vp(ζ, ζ ′). More explicitly,
Vp:p
= Vp ⊗ Idp
=

vp(1, 1) vp(1, 2) . . . vp(1, Np;ζ)
vp(2, 1) vp(2, 2) . . . vp(2, Np;ζ)
...
...
. . .
...
vp(Np;ζ , 1) vp(Np;ζ , 2) . . . vp(Np;ζ , Np;ζ)
⊗ Idp
=

vp(1, 1)Idp vp(1, 2)Idp . . . vp(1, Np;ζ)Idp
vp(2, 1)Idp vp(2, 2)Idp . . . vp(2, Np;ζ)Idp
...
...
. . .
...
vp(Np;ζ , 1)Idp vp(Np;ζ , 2)Idp . . . vp(Np;ζ , Np;ζ)Idp
 .
(21)
The covariance matrix V constructed from all of the Vp:p
blocks must be a real-valued positive semidefinite matrix,
which requires each of the blocks is a real-valued positive
semidefinite matrix. In order to make Eq. 21 be real-valued and
positive semidefinite, it is necessary that vp(ζ, ζ ′) ∈ R+∪{0}
for all ζ, ζ ′ ∈ {1, . . . , Nrep} and p ∈ {1, . . . , Nrep}.
IV. HETEROGENEOUS RECONSTRUCTION WITH
SYMMETRICAL STATISTICS (HRSS)
The 3D reconstruction process of heterogeneous virus par-
ticles which realize the symmetrical statistics is described
in this section. In particular, the first two order statistics of
the weights c¯ and V are solved by a constrained maximum
likelihood estimator.
Suppose that a image stack includes Ny numbers of 2D
projection images. Through the projection slice theorem, the
model for the 3D structure of the virus particle (Eq. 4) can
be linearly transformed into a model for the 2D projection
images, specifically [3],
yi = L(zi)ci +wi,wi ∼ N(0, Q) (22)
where yi is the ith 2D projection image in the reciprocal
space, zi is a vector of nuisance parameters which include
the projection orientation of the ith image and the projection
location of the particle in the ith image, ci ∈ RNτ is the
vector of weights of the ith image2, L(zi) is the transformation
matrix from weights to the ith reciprocal-space image which is
transformed from the real-valued basis functions by projection
slice theorem, and wi is the white Gaussian noise of the ith
image which has zero mean and a covariance Q. Based on
our assumption, the vector of weights is Gaussian distributed,
specifically, ci ∼ N(c¯, V ), where c¯ and V are the parameters
to be determined.
2The weights ci in Eq. 22 are identical to the weights in the 3D model
(Eq. 4).
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We use a maximum likelihood estimator, as is described in
[3], to determine c¯ and V . The maximum likelihood estimator
is computed by an expectation-maximization algorithm with
the nuisance parameters {zi}Nyi=1. Three quantities are updated,
the a priori distribution of the ensemble of virus particle, the
mean c¯ and the covariance V of the weights. In our problem,
the two quantities, c¯ and V , are updated alternatively in the
expectation-maximization algorithm.
The previous algorithm HRSI [2], [14], which only used
a subset of the proposed angular basis functions (just p =
1), used Matlab’s fmincon (option “trust-region-reflective”)
with symbolic cost, gradient of the cost, and Hessian of the
cost. We desired to modify the software to include the full
set of basis functions described in Section II. The constraint
on the mean vector (Eq. 15) requires its entries to be zero if
p 6= 1. The constraints on the covariance matrix V (Eq. 21)
require certain matrix elements to be equal. To implement the
above constraints, the method of computing the gradient and
Hessian of the cost is modified based on the chain rule: if f
is the cost then
∂f
∂ζp;l,n,q
=
dp∑
j=1
∂f
∂νp,j;l,n,q
,
∂2f
∂ζp1;l1,n1,q1∂ζp2;l2,n2,q2
=
dp1∑
j1=1
dp2∑
j2=1
∂2f
∂νp1,j1;l1,n1,q1∂νp2,j2;l2,n2,q2
.
These equations compute the necessary gradient and Hessian
in terms of larger vectors and matrices which are then reduced
in size. While this approach fits the software easily, more
efficient approaches may be possible.
V. RECONSTRUCTION RESULTS
The performance of the proposed algorithm, HRSS, is
evaluated in this section. The reconstruction process has been
performed both on a simulated data (Section V-B) and on the
experimental data of a Virus Like Particle (VLP) derived from
bacteriophage HK97 Prohead I+pro (Section V-C). The VLP is
essentially the bacteriophage minus the bacteriophage’s tail
leaving only the icosahedrally symmetric capsid. The average
outer radius of the capsid is 254 A˚.
A. Data processing
Two sets of 1200 cryo-EM images were separately pro-
cessed. Each image containing one bacteriophage HK97 Pro-
head I+pro particle, was randomly selected from a larger stack.
Each 2-D cryo-EM image measuring 200 × 200 pixels with
a pixel size of 2.76A˚. Due to limitations of our computer
hardware (computational speed and memory size), it is not
practical to process the entire stack. The image selection
algorithm [2] guarantees on non-overlapping sets of images.
For each data set, following the preprocessing procedure in [2],
[3], the 1200 cryo-EM images were transformed into 1200 2-D
images in real and reciprocal space, and the reciprocal space
images are the input to reconstruction algorithms.
The reconstruction is achieved in the following two steps.
(a) The mean vector of the weights, denoted by c¯0, is first
computed by the homogeneous reconstruction algorithm
(HRII) described in [3] which has V0 = 0.
(b) These results c¯0 and V0 are used as the initial condition
for the heterogeneous reconstruction (HRSI or HRSS) in
the second step to compute the final results for c¯ and V .
Both HRSI and HRSS are tested. When testing on the
existing heterogeneous reconstruction model (HRSI), due to
the computing limitation, basis functions with l up to 55 and
q up to 20 were employed in both Step (a) (HRII) and Step
(b) (HRSI). The number of parameters to be estimated in Step
(b) for either c¯ or V is 1060. When testing on the proposed
heterogeneous reconstruction model (HRSS) which use the
complete basis functions, we aim to achieve a similar scale
of parameters to be estimated. Basis functions with l up to 10
and q up to 20 were employed in both Step (a) (HRII) and
Step (b) (HRSS). The number of parameters to be estimated
in Step (b) for c¯ or V is 2020.
B. Performances on the simulated data
The simulated 2D projection images in reciprocal space
are generated through the same reconstruction forward model
(Eq.22). The input of the simulator is the HRSS reconstruction
results c¯ and V , which are called the “ground truth” in the
stimulation study. The parameters to be determined ahead of
the simulation process include the resolution (e.g., the pixel
size in A˚ and the total number of pixels) and the signal-to-
noise ratio (SNR) of the image. The method of generating
the simulated 2D images is described in Algorithm 1. Let the
Algorithm 1 Generation of N simulated 2D images.
Data: The HRSS results c¯ and V
Result: a stack of 2D projection simulated images {yi}Ni=1
1 for i = 1; i <= N ; i+ + do
2 1. generate ci ∼ N(c¯, V ) and pick zi
3 2. compute the 2D image:
(reciprocal space) yi = L(zi)ci
(real space) yi → Real(yi) [3]
4 3. construct the white noise:
compute sample variances of Real(yi), denoted by s2
generate wi ∼ N(0, Q), where Q = s2SNRI
5 4. generate simulated images (Eq.22):
(reciprocal space)yi = L(zi)ci + wi
(real space) yi → Real(yi) [3]
6 end
image have 100×100 pixels with a pixel size of 5.52 A˚ and let
SNR = 0.5. A stack of 1200 simulated 2D projection images
of HK97 is generated. Examples of the simulated real space
2D images of HK97 are shown in Fig. 3. With this input, the
two-step reconstruction with the use of HRSS is performed. By
using the same parameter settings in the reconstruction with
the experimental images as the input, basis functions with l up
to 10 and q up to 20 were employed in both Step (a) (HRII)
and Step (b) (HRSS).
The standard measure of performance in structural biology
is the Fourier shell correlation (FSC) ( [15], Eq. 2; [16], Eq.
17; [17], p. 879) between two structures (the two estimates
of mean electron scattering intensity) computed from the
disjoint stacks of images. The final reconstruction (c¯ and V )
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Fig. 3: Four simulated real space 2D images of HK97.
(a) FSC curve (b) Energy curve
Fig. 4: FSC and energy curves between the “ground truth”
and the reconstruction results of the simulated data.
is compared with the “ground truth”. Their FSC curve and
energy curve (the denominators of FSC calculation) are shown
in Fig. 4. The results show that the Fourier Shell Correlation
(FSC) between the reconstruction result and the “ground truth”
are almost 1 for more than the range k ≤ 0.186A˚−1 and
therefore the structures are essentially identical for more than
the range k ≤ 0.186A˚−1. The energy in both structures drops
around 5 at 0.186A˚−1, which is greater than 0. Therefore, the
FSC analysis in the range k ≤ 0.186A˚−1 is meaningful.
C. Performances on the experimental data
From the mean vector c¯ and the covariance matrix V , it is
possible to compute the mean function [3, Eq. 16], ρ¯(x) =
E[ρ(x)], and covariance function [3, Eq. 18], Cρ(x1,x2) =
E[(ρ(x1)− ρ¯(x1))(ρ(x2)− ρ¯(x2))], of the electron scattering
intensity ρ(x) of the particle. We often visualize sρ(x) =√
Cρ(x,x) which has the same units as ρ¯(x). Through Eq. 9,
the mean vectors c¯ computed by HRSI and HRSS in Step (b)
were used to compute two mean functions ρ¯(x). Similarly,
the two covariance matrices V computed by HRSI and HRSS
were used to compute two standard deviation functions sρ(x).
We computed FSC between the reconstructions of the two data
sets for both HRSI and HRSS, which are shown in Fig. 5. In
the case of HRSI (Fig. 5 (a)), the resolution is determined
by the fact that the FSC curve crosses the 0.5 level at 0.061
A˚−1, which gives a resolution of 16.442 A˚. In the case of
(a) symmetrical individuals (b) symmetrical statistics
(HRSI) (HRSS)
Fig. 5: FSC curves between the reconstructions of the two
experimental data sets for HRSI (a) and HRSS (b).
(a) two fold (b) symmetrical (c) symmetrical
symmetry axes individuals (HRSI) statistics (HRSS)
Fig. 6: 3-D reconstructions of the standard deviation sρ
for HK97 Prohead IPro+. The shape is a surface of constant
intensity (0.0038) of the standard deviation sρ(x), which is
visualized by UCSF Chimera [18].
HRSS (Fig. 5 (b)), the FSC between the two reconstructions
are almost 1 for more than the range k ≤ 0.186A˚ and therefore
the structures are essentially identical.
Fig. 6 (b) and (c) show the standard deviation sρ(x)
computed by HRSI and HRSS, respectively. In Fig. 7, ρ¯(x)
computed by HRSI and the two heterogeneous solutions
sρ(x) computed by HRSI and HRSS are jointly visualized
by computing a 3-D surface of constant value of ρ¯(x) and
coloring the surface by sρ(x). The cubes of ρ¯ and sρ in Fig. 6–
7 have the same orientation as shown in Fig. 6 (a), in which the
x-z plane contains the two fold symmetry of the icosahedron.
We call Fig. 6 (a) as the two fold axes.
Fig. 8 shows six different cross sections of the standard
deviation function sρ(x) in three different axes the two fold,
the three fold and the five fold symmetry axes. The two fold
symmetry, the three fold symmetry and the five fold symmetry
of the icosahedron are sitting along the Z axis, as shown in
the top row of Fig. 8, where the center of the sρ cube has the
coordinate (300, 300, 300).
As shown in Fig. 6 (b) and Fig. 7 (a), the existing algorithm
HRSI estimates a standard deviation function that is organized
in radially-directed rays, which has no biological explanation.
Specifically, HRSI introduced artifical spikes laying on the
symmetry axes of the icosahedron. In fact, this artificial pattern
in standard deviation or variance analysis of spherical virus
particles has been recognized as a well-known problem of all
existing reconstruction algorithms [19, p. 173], including the
standard algorithms EMAN2 [20] and SPIDER [21].
In contrast, HRSS gives a standard deviation function that is
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(a) symmetrical individuals (b) symmetrical statistics
(HRSI) (HRSS)
Fig. 7: 3-D reconstructions of ρ¯ for HK97 Prohead I+pro (dif-
ferent colormap). The shape is a surface of constant intensity
(5 × 10−4) of ρ¯(x) colored by the standard deviation sρ(x),
which is visualized by UCSF Chimera [18]. The HRSI and
HRSS reconstructions use different color maps. All markings
are scaled by 10−3.
organized in annular structures as shown in Fig. 6 (c) and more
obviously in Fig. 7 (b). Such an annular structure obtained by
HRSS matches the physical organization of the particle, for
instances, the outer protein shell and the inner core of nucleic
acid. This makes more biological sense than the estimates of
HRSI and other reconstruction algorithms. Such a distinction
can be further seen in Fig. 8, in which Fig. 8 (a) has light blue
radial lines, whereas the Fig. 8 (b) shows the detailed annular
structure of the virus. In the previous analyses with the use of
HRSI, features like high values located along radially directed
lines averaged out leaving interpretable information, but as
we try to increase the spatial detail of our interpretation, such
behavior is difficult to understand.
VI. CONCLUSION
In this paper, we proposed a novel approach HRSS for 3-
D reconstruction of nanoscale virus particles from noisy 2-D
projection images. Realistic assumption on the heterogeneous
virus particles requires sophisticated tools. HRSS incorprates
the complete basis functions to realize the sophisticated sit-
uation of symmetrical statistics, which eliminates the long-
standing distortions in heterogeneity calculations associated
with symmetry axes, and provides estimates that make more
biological sense than the previous estimates. This implies that
the variability in the particles is such that individual particles
lack symmetry and only the first and second order statistics
obey the symmetry. This is natual for such large objects as
viruses (102 − 103A˚, 10 Megadalton) in the absence of the
(a) symmetrical individuals (HRSI)
(b) symmetrical statistics (HRSS)
Fig. 8: Cross section of the standard deviation function
sρ(x) for HK97 Prohead I+pro using both HRSI and HRSS
and displayed with a common color map. The white lines
depict the contour levels of the virus particles. The geometrical
orientation of the cubes are shown in the top row. (a) shows the
reconstruction results based on symmetrical individuals, i.e.,
HRSI, whereas (b) shows the reconstruction results based on
symmetrical statistics, i.e., HRSS. For each orientation, cross
sections in x-y and x-z planes are displayed. The center of the
sρ cube has the coordinate (300, 300, 300).
additional geometric constraints that occur in the crystal of an
x-ray crystallography experiments.
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APPENDIX A
DERIVATION OF EQ. 7
The orthonormal condition of angular basis functions Ip;l,n
(Property 2 in Section II) explicitly is [10]∫ pi
θ=0
∫ 2pi
φ=0
ITp;l,n(x/x)Ip′;l′,n′(x/x)dθdφ = Idpδp,p′δl,l′δn,n′ ,
(23)
where x/x is shorthand for (θ, φ). By Eq. 23 and Eq. 6 (the
orthonomality of radial basis functions), the LHS of 7 can be
expressed as∫
x
Fp;ζ(x)F
T
p′;ζ′ (x)dx
=
∫
x
(Ip;l,n(x/x)hl,q(x))
(
Ip′;l′,n′ (x/x)hl′,q′ (x)
)T
dx
=
∫ pi
θ=0
∫ 2pi
φ=0
∫ ∞
x=0
(Ip;l,n(x/x)hl,q(x))
(
Ip′;l′,n′ (x/x)hl′,q′ (x)
)T
dxdφdθ
=
∫ pi
θ=0
Ip;l,n(x/x)
(∫ 2pi
φ=0
hl,q(x)h
T
l′,q′ (x)dx
)
I
T
p′;l′,n′ (x/x)dφdθ
=
(
δl,l′δq,q′
) ∫ pi
θ=0
Ip;l,n(x/x)I
T
p′;l,n′ (x/x)dφdθ
= Idpδp,p′δl,l′δn,n′δq,q′
= Idpδp,p′δζ,ζ′
(24)
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