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Abstract
In the group testing problem one aims to infer a small set of k infected individuals out of a large population of size
n. At our disposal we have a testing scheme which allows us to test a group of individuals, such that the outcome of the
test is positive, if and only if at least one infected individual is part of the test. All tests are carried out in parallel. The
overall goal is to find a test design and an inference algorithm requiring as few tests as possible, such that the infected
individuals can be identified with high probability. As most relevant during the outbreak of pandemic diseases (Wang et
al., 2011), our analysis focusses on the so-called sublinear regime of group testing, where k ∼ nθ(0< θ < 1). The optimal
group testing schemes require a test-size of ∼ n/k and each individual has to take part in ∼ lnn tests (Coja-Oghlan
et. al, 2019). In real world applications, like testing many individuals in a short period of time during the outbreak of
epidemics, pooling in such a way is not possible due to dilution effects. Evidence of those effects is known for important
applications like HIV (Wein, 1996) or COVID-19 (Seifried and Ciesek, 2020). Our main contribution is the analysis of a
group testing model, where we restrict the individuals-per-test to be finite. We present an easy to implement scheme to
pool individuals into tests under these natural restrictions coming with an efficient decoding algorithm DD (Aldridge et
al., 2014) and present simulations which suggest that the decoding procedure succeeds for moderate population sizes.
Furthermore, we show that our pooling scheme requires the fewest tests as possible under all pooling schemes. Finally,
we apply our methods to the finitely many tests-per-individuals setting, where we provide a full understanding of the
random regular test-design in this model by building up on work of (Gandikota et al., 2016).
1. INTRODUCTION
1.1. Group testing. The group testing problem, introduced by Dorfman in 1943 [16], is a prominent example
of classical inference problems that recently received a lot of attention [3, 5, 7, 12, 13]. Out of a large popu-
lation of n individuals a small set of k individuals is infected with a rare disease. We are able to test groups
of individuals at once. A test result returns positive if (and only if) there is at least one infected individual in
the test group. All tests are conducted in parallel, that is why one sometimes refers to this problem as non-
adaptive group testing. The challenge is to find a strategy to pool individuals into tests such that one requires
the minimal number of tests possible such that all infected and uninfected individuals can be inferred from
the test results correctly with high probability. To be more precise, we investigate the so-called sublinear
regime of group testing, where the amount of infected individuals k scales like nθ for some θ ∈ (0,1). Due to
Heaps’ law of epidemics [8, 40], this regime is of major interest.
Recently, Coja-Oghlan et al. [13] proved the existence of a random test design that comes with an efficient
algorithm and solves the group testing problem information-theoretically optimal. Their test design, called
spatially coupled random regular model, as well as other prominent and well investigated models like the
Bernoulli-testing [36] or the random regular testing [12] have in common that every individual has to take
part in ∼ lnn tests and each test contains ∼ n/k individuals.
Key applications of group testing range from DNA-sequencing [25, 33] to protein interaction experiments
[31, 39]. Besides this, group testing may offer an efficient tool for the containment of an epidemic crisis. On
the one hand mass testing appears to be an essential tool to face pandemic spread [11] while on the other
hand the capability of efficiently identifying infected individuals fast and at a low cost is indispensable [28].
For the sake of pandemic control, risk surveillance plans aim at an early, fast and efficient identification of in-
fected individuals to prevent diseases from spreading [18, 34, 35]. Interestingly, the regime k ∼ nθ models the
rate of infected individuals during the outbreak of contagious diseases [40]. Unfortunately, the well studied
group testing designs [5, 12, 13, 36] face biological and technical limitations in the real world. First, there are
dilution effects: if one infected individual gets tested within a group of many uninfected individuals, the sig-
nal of the infection (i.e. concentration of specific molecules) might be too low. For instance, a testing scheme
for HIV should not contain more than 80 individual samples per test [41]. More recently, evidence was found
that at least two different laboratory medical tests allow to pool up to 5 individuals [17] or 64 individuals [21]
per test and still reliably recognize COVID-19 infections. Second, normally an individual can only be tested
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OPTIMAL GROUP TESTING UNDER REAL WORLD RESTRICTIONS 2
a certain amount of times, as the resources are limited. Thus, it is a challenging problem to study the group
testing problem under two restrictions. First: a test can only test Γ = Θ(1) individuals at once. Second: any
individual can only be tested ∆=Θ(1) times. We will refer to these restricted models as the constant test-size
model and the constant resource model respectively. Partly, these models were studied under the name sparse
group testing by [20, 23, 27, 38] (c.f. Section 4).
Due to the nature of laboratory testing procedures, we suppose that the restricted group testing setup is
more accurate than its unrestricted version. Furthermore, the constant test-size model takes dilution effects
into account as well as it naturally restricts the number of tests-per-individual. This paper induces a certain
level of (suboptimal) sparsity to the well understood (unrestricted) group testing problem. Such restrictions
appear frequently in applications of well studied concepts. For instance, Afshani et al. [2] recently discussed
similar constraints for comparison-based algorithms by introducing the so-called fragile complexity. It mea-
sures the maximal number of comparisons any (interesting) input element is subjected to by a given algo-
rithm. The authors minimise the fragile complexity of several classical problems including minimum finding
that involves the winner in only constantly many expected comparisons.
1.2. Model and notation.
1.2.1. Fundamentals. Given the number of individuals n, the number of infected individuals k ∼ nθ(θ ∈
(0,1)) and a number of tests m, we let G = (V ∪F,E) be a random bipartite (multi-)graph with |F | =m factor
nodes (a1, ..., am) and |V | = n variable nodes (x1, ..., xn). The variable nodes represent individuals, the factor
nodes tests and an edge between individual xi and test a j indicates, that xi takes part in test a j . Furthermore,
let (∂G a1, ...,∂G am) and (∂G x1, ..., ,∂G xn) denote the neighborhoods inG . Whenever the context clarifies what
G is, we will drop the subscript. Moreover, let Γi (G )= |∂G ai | and ∆i (G )= |∂G xi |. We can visualize any group
testing instance by a pooling scheme. As all tests are conducted in parallel, one can represent any group test-
ing scheme in the form of such a graph G . Furthermore, we indicate the infection status of each individual
of the population by σ ∈ {0,1}n , a uniformly chosen vector of Hamming weight k. Formally, σx = 1 iff x is in-
fected. Finally, let σˆ= σˆ(G ,σ) ∈ {0,1}m denote the sequence of test results, such that σˆa = 1 iff test a contains
at least one infected individual, that is
σˆa =max
x∈∂a
σx .
Furthermore, throughout the paper we use standard Landau notation. E.g., o(1) is a function converging
to 0 while ω(1) stands for an arbitrarily slowly diverging function. Moreover, we say that a property P holds
with high probability (w.h.p.), if P (P )= 1−o(1).
1.2.2. The analysed pooling schemes. It remains to discuss how we pool the individuals. The random (al-
most) regular bipartite pooling scheme is known to be information theoretically optimal in the unrestricted
version [12] and easy to implement. Hence, to create an instance of the constant resource model given
n,m →∞ and ∆ = Θ(1), we define a random bipartite multi-graph G∆ as follows. Any individual chooses
∆ tests uniformly at random (with replacement), thus an individual may contribute to a test more than
once. By construction, any individual has degree exactly ∆, whereas the test degrees fluctuate. We denote
by Γ(G∆)= {Γ1(G∆), . . . ,Γm(G∆)} the (random) sequence of test-degrees.
In the constant test size model, we have to be much more careful. Clearly, whenever Γ = Θ(1) denotes
the maximum degree of a test, the degree sequence of the individuals has to be bounded as well (assuming
m ≤ n). Thus, just sampling individuals randomly is not possible as it will leave many individuals untested
w.h.p. (by the balls-into-bins experiment, [37]). Therefore, we employ the configuration model [24]. Given
n,m,Γ set ∆=mΓ/n and create for any individual x ∈ [n] exactly ∆ clones {x}× {1} , . . . , {x}× {∆}. We assume
throughout, that ∆,Γ,n,m are integers, thus all divisibility requirements are fulfilled.1 Analogously create Γ
clones {a}× {1} . . . {a}× {Γ} for any test a ∈ [m]. Now choose a perfect matching uniformly at random between
the individual-clones and the test-clones and construct a random multi-graph by merging the clones to ver-
tices and adding an edge (x, a) whenever there are i ∈ [∆], j ∈ [Γ] such that the edge ({x}× i , {a}× j ) is part of
the perfect matching. We denote by GΓ the random regular multi-graph that comes from this experiment.
Furthermore, if we deal with a small amount of infected individuals (θ < 1/2), we define the constant
test-size model slightly different and call it G∗Γ . First, we select γ ≤ 2nΓ+1 individuals randomly and put them
apart for the moment (denote by X = {x1 . . . xγ} the set of those vertices) such that we can create a random
bipartite regular graph (on the remaining vertices) with each individual having degree 2 and each test having
degree Γ−1 (thus, an instance of GΓ−1). Clearly, this is only possible if m ≥ 2 nΓ+1 . Now, we draw a random
matching between the tests (of degree Γ− 1) and the remaining individuals x1 . . . xγ. By definition, each of
1It will turn out in due course that mΓ/n will be an integer in the optimal setting anyways.
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those individuals takes part in exactly one test. Hence, G∗Γ is an almost regular bipartite graph with each test
compromising at most Γ individuals.
1.3. Algorithms for group testing. There are many efficient algorithms known for (unrestricted) group test-
ing coming with different pooling schemes. Under the most important ones, we find the COMP-algorithm [9],
the DD-algorithm [4] and the SPIV-algorithm [13]. While the last one is known to be information-theoretically
optimal in the unrestricted group testing problem, the pooling scheme that enables this optimality is quite
sophisticated. On the other hand, COMP and DD are known to be suboptimal in the unrestricted version but
are very easy to implement. It will turn out that the DD-algorithm is information-theoretically optimal with
respect to the considered restricted models. For the convenience of the reader, we state COMP and DD here.
1 Declare every individual x that appears in a negative test as uninfected.
2 Declare all remaining individuals as infected.
Algorithm 1: The COMP algorithm introduced in [9].
The DD algorithm is a bit more sophisticated.
1 Declare every individual x that appears in a negative test as uninfected.
2 Declare all individuals that are now the sole individual in a (positive) test as infected.
3 Declare all remaining individuals as uninfected.
Algorithm 2: The DD algorithm as defined by [4].
The success probability of those algorithms relies on certain combinatorial structures within the underly-
ing pooling scheme. We define these structures in Section 3.2 and explain how they relate to the DD-algorithm
and COMP-algorithm. It turns out, that these structures heavily depend on the number of tests m, that are car-
ried out. By analysing these structures, we can answer for which m the algorithms begin to succeed w.h.p..
1.4. On Establishing Phase Transitions. Within the group testing problem we are interested in so-called
phase transitions. To be more precise, we differentiate between sharp phase transitions and weak phase tran-
sitions.
A very prominent example for the emergence of a sharp phase transition is the random K-SAT problem
[15]. Given a uniformly at random chosen CNFΨwith n variables and m clauses, one can pin down a thresh-
old ratio αS AT between n and m such that there is at least one satisfying assignment for α ≥ (1+ ε)αS AT
w.h.p. and no satisfying assignment for α≤ (1−ε)αS AT .
On the other hand, given the binomial random graph G(n, p), some properties P come with weak phase
transitions. Such phase transitions occur at a threshold-function pˆ : N→ R+ such that G(n, p) ∈ P for p =
ω(pˆ) w.h.p. and G(n, p) 6∈P for p = o(pˆ) w.h.p.. Furthermore, if p =Θ(pˆ), the probability of having property
P is non-trivial w.h.p.. A prominent example is the property of G(n, p) being triangle-free [19]. In random
graph literature, weak phase transitions are sometimes called coarse thresholds, while sharp phase transitions
are known as sharp thresholds.
In the group testing problem, given a pooling scheme G and an inference algorithm A , these thresholds
correspond to the number of tests mA (G ) that allow for inference (respectively do not). If m ≥ (1+ε)mA (G )
is sufficient for inference, we call mA (G ) a sharp achievability bound for algorithm A and pooling scheme
G . If in contrast m ≤ (1−ε)mA (G ) impliesA to fail w.h.p., mA (G ) is a sharp converse bound. A sharp phase
transition is both, a sharp achievability bound as well as a sharp converse bound. Furthermore, given a
pooling schemeG , we define minf(G ) as a sharp information theoretic phase transition (respectively converse
and achievability bound), if given unlimited computational power, inference is possible with (1+ε)minf(G )
tests and not possible with less than (1−ε)minf(G ) tests w.h.p.. Finally, a sharp information theoretic phase
transition is minf =minG {minf(G )}, where the minimum ranges over all pooling schemesG . Analogously, one
defines weak achievability bounds as well as weak converse bounds and weak information theoretic bounds
by replacing (1+ε) with ω(1) and (1−ε) with o(1) respectively.
2. RESULTS
We analyse COMP, DD and the information-theoretic and algorithmic behavior onGΓ,G∗Γ andG∆ (as defined
in Section 1.2.2) employing techniques used in the study of random constraint satisfaction problems [1, 30],
which were very successfully applied to the unrestricted group testing problem [12]. First results for restricted
group testing were obtained by [20]. The aim is to complement and extend those results by establishing phase
transitions for the considered models and entirely understand the information theoretic and algorithmic
behaviour. A proof outline can be found in Section 3.
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2.1. The constant test-sizemodel.
2.1.1. A universal information-theoretic bound. The first statement that we prove is an information-theoretic
converse which applies to any non-adaptive group testing scheme with maximum test capacity Γ. Denote by
minf,Γ =minf(GΓ)=max
{⌈
θ
1−θ
⌉
n
Γ
,2
n
Γ+1
}
(2.1)
the sharp information-theoretic phase transition point. In [20] it was already proven that minf,Γ ≥ n/Γ, thus
we strengthen this result for all sparsity levels θ.
Theorem 2.1. Let δ> 0 and m = (1−δ)minf,Γ. Furthermore, let G be any non-adaptive pooling scheme (deter-
ministic or randomised) such that each test contains at most Γ=Θ(1) individuals. Then any algorithmA fails
at recovering σ from σˆ and G w.h.p..
Thus, even with unlimited computational power, there cannot be any algorithm with a maximum test size
of Γ that is able to infer the infected individuals correctly w.h.p. once the amount of tests drops below (2.1).
2.1.2. Algorithmic feasibility on the random regular design GΓ. Of course, at this point the question emerges
if there is a testing scheme coming with an efficient algorithm that performs at this bound. Indeed, the
next statement guarantees that the random regular test design GΓ equipped with the efficient DD-algorithm
(Algorithm 2) succeeds - up to necessary rounding conditions - at this information theoretic bound. We
denote by
∆DD(θ)=
max
{⌈
θ
1−θ
⌉
,2
}
, if θ1−θ 6∈Z
max
{
θ
1−θ +1,2
}
, if θ1−θ ∈Z
and mDD(GΓ)=∆DD(θ) n
Γ
(2.2)
the achievability bound for DD in GΓ.
Theorem 2.2. If m ≥mDD(GΓ), DD infers σ from (GΓ,σˆ) correctly w.h.p..
We stress at this point that due to the nature of GΓ this is optimal in the sense of a sharp phase transition
as a (1+ε) factor would lead to fractional individual degrees (which is clearly not possible). Hence, Theorems
2.1 and 2.2 prove that the random regular testingGΓ is both, information-theoretically optimal for θ ≥ 1/2, as
well as algorithmically feasible.
For sake of completeness, we investigate how COMP performs on GΓ. Let m∗COMP(GΓ) = 11−θ nΓ denote an
achievability bound for COMP given by [20] in the case where Γ diverges slowly, thus ω(1)= Γ= o(n/k). Let
m+COMP =
{⌈ 1
1−θ
⌉ n
Γ , if
1
1−θ 6∈Z( 1
1−θ +1
) n
Γ , if
1
1−θ ∈Z
and m−COMP =
{⌊ 1
1−θ
⌋ n
Γ , if
1
1−θ 6∈Z( 1
1−θ −1
) n
Γ , if
1
1−θ ∈Z
(2.3)
denote the achievability bound and, respectively, the converse bound for COMP on GΓ. The next theorem
states the phase transition point for COMP on GΓ.
Theorem 2.3. If m ≥ m+COMP, COMP infers σ from (GΓ,σˆ) correctly w.h.p.. If on the other hand m ≤ m−COMP,
COMP fails to infer σ from (GΓ,σˆ) w.h.p..
2.1.3. Algorithmic feasibility in sparse regimes. As the previous subsection reveals the entire picture of the
restricted group testing problem if θ is at least 1/2, it remains to discuss what happens in sparser regimes. It
turns out that the DD algorithm on G∗Γ is optimal in this regime as well.
Theorem 2.4. Let θ < 1/2. If m > 2n/(Γ+1), DD recovers σ from G∗Γ and σˆw.h.p..
2.2. The constant resource model. Now we will take on a similar avenue in understanding the information
theoretic and algorithmic behavior of G∆. We denote by
minf(G∆)=max
{
∆k1+
(1−θ)
∆θ ,∆k1+
1
∆
}
(2.4)
the weak information theoretic phase transition point. It was shown by [20], that the first term of minf(G∆) is
a weak universal converse bound for any (non-adaptive) group testing scheme, that only allows an individual
to be tested at most ∆ times.2 This bound alone turns out to be not tight w.r.t. G∆ as our first theorem states.
Theorem 2.5. If m = o(minf(G∆)), any algorithm (efficient or not) fails to infer σ from (GΓ,σˆ) w.h.p..
2Very recently [38] proved that this converse bound holds up to a factor of e even for any adaptive scheme.
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Theorem 2.5 tightens the converse of [20] for θ ≥ 1/2. Below minf(G∆), in the random regular design, no
algorithm is able to inferσ from the pooling scheme and the test results (even with unlimited computational
power). Fortunately, we are able to prove that the efficient DD-algorithm succeeds above minf(G∆).
Theorem 2.6. Suppose m =ω (minf(G∆)). Then DD recovers σ from (G∆,σˆ) w.h.p..
As mDD(G∆) ≥ minf(G∆) by definition, we immediately find the following corollary, establishing a weak
information-theoretic (and algorithmic) phase transition in G∆.
Corollary 2.7. Let m = o (minf(G∆)). Then DD fails to recover σ from (G∆,σˆ) w.h.p..
Furthermore, we will also pinpoint the phase transition point for the COMP algorithm. Let
mCOMP(G∆)=∆k1+1/(∆θ),
then [20] proves a weak achievability bound that asymptotically fits mCOMP(G∆). We establish the correspond-
ing converse statement establishing that mCOMP(G∆) is indeed the weak transition point.
Theorem 2.8. Let m = o(mCOMP(G∆)), then COMP fails to recover σ from (G∆,σˆ) w.h.p..
3. PROOF OVERVIEW
3.1. The teacher student model. A common model within the analysis of inference problems is the teacher
student model [14, 42]. A teacher wants to convey a certain ground truth to a student. Instead of passing it
directly over to the student the teacher generates an observable data from this ground truth by using some
statistical model. Now the data and the model are given to the student. The student’s task is to deduce the
ground truth from the given information. A profound introduction and mathematical justification of this
model can be found in [42].
3.2. The combinatorics behind group testing. In this section we introduce four types of individuals (see
Figure 1) that might appear in any group testing instance and which the student can make use of. It turns
out, that the sizes of the sets of those individuals are the key to understand group testing combinatorially.
Given a pooling scheme G , let
V0(G )= {x ∈V (G ) :σx = 0} and V1 = {x ∈V (G ) :σx = 1}
be the uninfected and respectively infected individuals. Then we can define easy uninfected individuals.
Those are uninfected individuals, that appear in a negative test - clearly they can easily be identified. We will
call the set of such individuals V0−, formally
V0−(G )= {x ∈V0(G ) : ∃a ∈ ∂G x : σˆa = 0} .(3.1)
Then, there the easy infected individuals. These are those infected individuals that appear in at least one test
with only easy uninfected individuals. Thus, upon removing the easy uninfected individuals, there will be at
least one positive test with exactly one not-declared individual. Hence, this individual has to be infected. We
call this set
V1−−(G )= {x ∈V1(G ) : ∃a ∈ ∂G x : ∂G a ⊂V0−(G )} .(3.2)
Subsequently, there might be disguised uninfected individuals, that are uninfected themselves but only ap-
pear in positive tests. It is well known [5, 12, 13] that due to the prior probability of being uninfected is very
large, a group testing instance can tolerate a certain amount of this type of individuals. We let
V0+(G )=
{
x ∈V0(G ) :∀a ∈ ∂G x : ya = 1
}
.(3.3)
Finally, there might be disguised infected individuals, thus infected individuals appearing only in tests that
contain at least one more infected individual. Formally,
V1+(G )= {x ∈V1(G ) :∀a ∈ ∂G x : ∂G a \ {x}∩V1(G ) 6= ;} .(3.4)
Before we will be able to connect these combinatorial structures with establishing phase transitions, we need
another indispensable tool, which we will describe now.
3.3. The Nishimori property. The Nishimory property is a fundamental idea of inference problems. A de-
tailed analysis of this phenomenon can be found in [12, 14, 42]. In the context of the paper at hand, we
have to analyse the posterior distribution of σ given (G ,σˆ). Let Sk (G ,σ) denote the number of configura-
tions σ ∈ {0,1}n which are consistent with the test results and have Hamming weight k. Furthermore let
Zk (G ,σ) = |Sk (G ,σ)|. The Nishimori property for random regular group testing (for every choice of ∆ and
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x1 ∈V0−
x1
x2 ∈V1−−
x2
x3 ∈V0+∪V1+
x3
FIGURE 1. Rectangles represent tests and circles individuals. Dark blue individuals are elements of V0− and
can be easily identified as uninfected. Light blue individuals are elements of V0+ and even if uninfected
themselves, they only appear in positive tests and might be hard to identify. Infected individuals (red) that
appear only in such tests are impossible to identify. Finally, infected individuals of V1−− appear in at least
one test with just elements of V0−. Thus, after identifying all elements of V0−, they can be identified.
Γ) is already proven by [12]. Their first result shows, that the ground truth given the posterior is uniformly
distributed over Sk (G ,σ).
Proposition 3.1. [Corollary 2.1 of [12]] For all τ ∈ {0,1}x1,...,xn we have
P(σ= τ|G ,σˆ)= 1{τ ∈ Sk (G ,µ)}
Zk (G ,µ)
As a corollary they find
Corollary 3.2. [Corollary 2.2 of [12]] If Zk (G ,σ) = ω(1) w.h.p., then any inference algorithm A has success
probability o(1) when inferring σ from (G ,σˆ).
With these powerful tools at hand we are able to connect the combinatorial structures in Section 3.2 with
algorithmic and information theoretic phase transitions of Section 1.4.
3.4. On consequences for group testing. The Nishimory property turns out to be a key tool for relating the
different types of individuals with inference algorithms.
Remark 3.3. If |V1+(G )| =ω(1), inference of σ from (G ,σˆ) fails w.h.p..
Proof. If there are disguised infected individuals x ∈V1+, there will be at least as many disguised uninfected
individuals x ′ ∈ V0+ as well (once an individual is chosen, the probability of being disguised is independent
of the infection status and there are many uninfected individuals more than infected).
For each pair (x, x ′) ∈V1+(G )×V0+(G ), we can construct a second configurationσ′ with the same hamming
weight, by just setting σ′x = 0 and σ′x ′ = 1. The Nishimori property guarantees, that there is no information
hidden in the random pooling scheme, that enables us to distinguish σ and σ′. Thus, the remark follows
from Corollary 3.2 
Understanding the individual types is not only a tool to establish information theoretic bounds, but we
can express the success probability of DD and COMP in terms of the sizes of V0+(G ) and V1−−(G ).
Corollary 3.4. The COMP algorithm succeeds if and only if V0+(G )=;.
Proof. Given G and σˆ, in the first step of COMP, the algorithm marks all elements of V0(G ) \ V0+(G ) as unin-
fected. Subsequently, all other individuals will be classified as infected. Thus, the algorithm succeeds if and
only if V0(G ) \V0+(G )=V0(G ). 
Hence, COMP might produce false positives but no false negatives. On the other hand, DD might create false
negatives but no false positives.
Corollary 3.5. The DD algorithm succeeds if and only if V1(G )=V1−−(G ).
Proof. Given G and σˆ, DD first classifies all elements of V0(G ) \ V0+(G ) as uninfected. Afterwards, the indi-
viduals in V1−−(G ) are those infected individuals that now appear in at least one (positive) test as the sole
individual. Thus, all individuals of V1−−(G ) are classified as infected. Finally, all remaining individuals of
(V1(G ) \V1−−(G ))∪V0+(G ) will be marked as uninfected. Thus, DDworks if and only if V1(G )\V1−−(G )=;. 
In the following Corollarys 3.4 and 3.5 are used to establish the bounds in the constant test-size model as
well as in the constant resource model.
3.5. The constant test-sizemodel.
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3.5.1. Proof of Theorem 2.2. On the algorithmic side, the proof of Theorem 2.2 hinges on a slightly delicate
combinatorial argument. Recall from Figure 1, that V1−− consists of those infected individuals, that appear
in at least one test with only individuals that will be removed in the first step of DD (those individuals that are
easily classified as uninfected). By Corollary 3.5, DD succeeds if and only if V1 =V1−−.
Lemma 3.6. Let A = |V1(GΓ) \V1−−(GΓ)| denote the amount of infected individuals that are not identified in
the second step of DD. If m ≥mDD, we find E [A]= o(1).
The first step in the proof of this statement is to get a handle on the size of V0+(GΓ). Indeed, if x ∈ V1(GΓ), a
test that only contains disguised uninfected individuals (besides x) disqualifies as a certificate for being in
V1−−(GΓ).
Lemma 3.7. Given n and k ∼ nθ as well as Γ=Θ(1), we find w.h.p.
|V0+(GΓ)| = (1+o(1))n
(
1− (1−k/n)Γ−1)∆ and |V1+(GΓ)| = (1+o(1))k (1− (1−k/n)Γ−1)∆ .
The proof of the lemma, while fundamentally not difficult and similar to [12], is technically challenging,
as we have to deal with subtle dependencies in the pooling scheme - i.e. caused by the mutli-edges given
through the configuration model. Assuming independence, the meaning of the formulas is immediate. In-
deed, in order for an individual x to be part of a test containing no infected individual (besides possibly x) is
(1−k/n)Γ−1. For x to be disguised, thus being element of V0+(GΓ) or V1+(GΓ), x may not be part of such a test.
Hence, the probability of x being disguised is given by
(
1− (1−k/n)Γ−1)∆. We deal with the dependencies
in the graph as follows. Denote by (Y 1, . . . ,Y m) the amount of infected individuals in the test. There are n∆
half-edges from the individuals, out of which exactly k∆ belong to an infected individual. Each test chooses
exactly Γ half-edges without replacement, thus the amount of individuals in any test is hyper-geometrically
distributed. In order to get a handle on this distribution, we introduce a family (X 1, ...,Xm) of independent
binomial variables, such that X i ∼ Bin(Γ,k/n). Those variables describe the local behavior of how many
infected individuals (e.g. half-edges) belong to test ai quite well. Indeed, given the event
E =
{
m∑
i=1
X i = k∆
}
,(3.5)
namely that the overall amount of infected half-edges is correct, we find the following.
Lemma 3.8. Given the pooling graph GΓ and the event E , the sequences (Y 1, ...,Y n) and (X 1, ...,X n) are iden-
tically distributed.
The proof of Lemma 3.8 can be found in the appendix, Section B.1. Thus, we are able to carry out all necessary
calculations with respect to (X 1, ...,X n) and transfer the results on the real pooling scheme. The technical cal-
culations in the proof of Lemma 3.7 can be found in the appendix, Section B.2. Hence, the naive calculation
(assuming independence) can be rigorously justified and we established the sizes of the disguised individuals
w.h.p..
Our next goal is to calculate the amount of half-edges in the configuration model that belong to tests which
contain exactly one infected individual. For this, let Y i = (Y 1i ,Y 0+i ,Y 0−i )i∈[m1], denote the sequence of the
amount of infected individuals, disguised uninfected individuals and not-disguised uninfected individuals
respectively. By definition, Y 0−i = Γ−Y 0+i −Y 1i . As we know the size of V0+(GΓ), we introduce a second
sequence of multinomially-distributed variables X i = (X 1i ,X 0+i ,X 0−i )i∈[m1] which simulates the local behavior
of (Y i )i∈[m1]. As we are interested in the amount of positive tests that contain exactly one infected individual
and no element of V0+(GΓ), we define
B =
m1∑
i=1
1
{
Y 1i +Y 0+i = 1
}
and B ′ =
m1∑
i=1
1
{
X 1i +X 0+i = 1
}
.
Due to independence we are able to analyseB ′ (the details can be found in the appendix) and carry the results
over to B . We get w.h.p.
B ∼∆k
(
1− (Γ−1)n−(1−θ)
)
.
We can finally estimate the expected size of A. The probability that an infected individual does not belong
to V1−− equals the probability, that all its ∆ half-edges are disjoint from the k∆−B connected to tests, where
it would have been the only infected respectively disguised individual, thus
E(A |B )∼ k
(
k∆−B
∆
)(
k∆
∆
)−1
∼ k(Γ−1)∆n−(1−θ)∆
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For∆=∆DD(θ) we get EA = o(1) w.h.p., thus the Theorem follows from Lemma 3.6 and Markov’s inequality.
The details can be found in Section B.4.
3.5.2. Proof of Theorem 2.4. The proof of Theorem 2.4 heavily relies on the sparsity θ. We analyse the DD al-
gorithm on G∗Γ in two steps.
Lemma 3.9. The DD algorithm succeeds w.h.p. on the (Γ−1,2)−regular part requiring m ≤ 2n/(Γ+1) tests.
The proof is a direct consequence of Theorem 2.2 as this part of the graph can be seen as an instance of
GΓ−1. Hence, by removing γ = 2Γ+1 n individuals from the population, we find at most n′ = Γ−1Γ+1 n individuals
being tested in GΓ−1. Thus, we require at most m′ = 2 n′Γ−1 = 2 nΓ+1 tests in order for DD to succeed on GΓ−1
w.h.p.. In the second step we argue that adding the 2 nΓ+1 individuals (one to each test) does not harm the
result.
Lemma 3.10. The DD algorithm succeeds w.h.p. on G∗Γ if it succeeds w.h.p. on the (Γ−1,2)−regular part.
This follows from the observation that in the (third) neighborhood of each positive test we find exactly one
infected individual w.h.p.. Indeed, if θ < 1/2, w.h.p. there are no two infected individuals in a finite neighbor-
hood inG∗Γ as the expected number of such individuals is bounded by∼O
(
n k
2
n2
)
= o(1). The technical details
can be found in the appendix, Section B.6.
3.5.3. Proof of Theorem 2.3. Recall m+COMP and m
−
COMP from (2.3). The proof of Theorem 2.3 relies of the com-
binatorial insight, that at m+COMP the size of V0+(GΓ) is o(1) and at m
−
COMP it turns out to be ω(1), thus making
COMP succeed respectively fail w.h.p.. The short calculation that this indeed holds is an immediate conse-
quence of Lemma 3.7 and can be found in Section B.5.
3.6. The universal information theoretic bound: Proof of Theorem 2.1.
3.6.1. Proof sketch. The proof of the universal information-theoretic converse resembles the proof of [13]
for the existence of a universal information-theoretic bound for unrestricted non-adaptive group testing.
Nevertheless, some arguments need refinement as Γ is finite. The complete proof is technically delicate and
can be found in the appendix, Section C. In this section we give an explanatory proof overview.
Ultimately, we proof that in any test-design G (randomised or not) we find that V1+(G ) and V0+(G ) con-
tain infinitely many elements if m = (1−δ)minf,Γ, thus there are many disguised infected and uninfected
individuals. We proceed as follows.
(1) Instead of (G ,σ) withσ being the random vector of hamming weight k, we analyse (G ,σ∗), whereσ∗
is a vector where each entry is 1 with probability p ∼ (1−o(1))k/n.
We find, that as soon as we find many disguised infected individuals w.r.t. σ∗, we find many disguised
infected individuals w.r.t. σ as well. The next step is an iterative use of the probabilistic method.
(2) We start creating a modelG0 where we delete all individuals of very high degree (it turns out, that this
are o(n) many).
(3) Then, for i = 1...N , where N ∼ n1−ε we iteratively find an individual in Gi−1 with the highest proba-
bility of being disguised.
(4) Afterwards, we delete this individual and the tests in its first and third neighborhood as well as the
individuals in its second neighborhood.
Thus, at this point we managed to remove all dependencies that might occur in Gi−1 w.r.t. being disguised.
Clearly, the probability of being disguised might only decrease from Gi−1 to Gi .
(5) Ultimately, we show that the probability q of being disguised in GN is approximately
q ∼ p(1−δ)θ/(1−θ).
Therefore, we found N individuals being disguised with probability q . As being disguised is independent
of the infection-status, we find in expectation at least N pq = Ω(nε) elements in V1+(G ). As this distri-
bution stochastically dominates a binomial Bin(N , pq) distribution, the Chernoff bound guarantees that
|V1+(G )| ≥ lnn w.h.p.. Thus, the theorem follows as Remark 3.3 implies that any algorithm is forced to fail
in this situation. 
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3.6.2. On divisibility conditions. We want to briefly discuss an intuitive approach to Theorem 2.1 while the
rigorous proof can be found in Section C. The nature of group testing is described by very local phenomena.
One could suppose that if θ/(1− θ) is no integer a different approach than regular testing is superior (e.g.
the most intuitive approach would be a near-regular setup, thus one has individual degrees bθ/(1−θ)c and
dθ/(1−θ)e such that the average degree is θ/(1−θ)). But as Theorem 2.1 proves, this is indeed not the case,
but we require any individual to be part of
⌈
θ
1−θ
⌉
tests. We want to shortly explain what we mean by local in
this context. Suppose everything in a pooling graph was independent (which is clearly not the case) and that
each test contains at least 2 individuals (otherwise, remove the test and the individual from the setup as we
test it individually anyways). Then the probability for a specific individual x to be disguised was∏
a∈∂x
(1− (1−k/n)deg a−1)∼Θ
(
n−(1−θ)deg x
)
.
Hence, if one does not want to expect disguised infected individuals, one needs
∑
x∈V1 n
−(1−θ)deg x = o(1),
thus one gets a really local condition on the degree. Suppose αk individuals would have a degree smaller
than θ/(1−θ). This would suffice to let the first moment tend to infinity (which clearly is not sufficient, but
one can gain intuition behind the combinatorics). Therefore, for almost all x we find deg x > θ/(1−θ), but
as the degree has to be an integer, this directly implies the ceiling as well as the step to the next integer if
θ/(1−θ) was an integer itself.
3.7. The constant resource model. The proofs of the threshold behavior in the constant resource model
are very similar to those discussed in the previous section. Nevertheless, there are technically challenging
differences, as we deal with a much denser graph, because it turns out, that the optimal model choice requires
E[Γ]= poly(n). Due to standard concentration results, we can just let any individual pick∆ tests uniformly at
random and get tightly concentrated Γi , where the latter describes the size of test ai . Nevertheless, the test-
degrees fluctuate a bit, such that we need to get a handle on this fluctuation. This will be done by a technique
borrowed from the study of random constraint satisfaction problems: During most calculations we condition
on the event, that all Γi equal (up to a multiplicative error of (1+o(1))) their expectation. As this event will
turn out to be very likely (say, it happens with probability at least 1−n−Ω(1)) and we are only interested in with
high probability-statements, this conditioning does not harm our results by Bayes formula. Besides this, as
in the constant test-size model, we will analyse the sizes of |V1+(G∆)| , |V0+(G∆)| and |V1−−(G∆)| respectively
by similar methods as before. In contrast to the previous section, we will prove an information-theoretic
converse result and an achievability result for DD as well as a converse bound for COMP, as the other quantities
of interest are already known [20].
A key tool for the proofs is to parametrise the expected test size as follows. Given m, we let `= k∆/m, such
that o(1) = ` =ω(n−(1−θ)). Furthermore, given m and Γ, we find by definition Γi ∼ Bin(n∆,1/m). Therefore,
E [Γi ]= `n/k. This enables us to calculate the sizes of V0+(G∆),V1+(G∆) and V1−−(G∆) very conveniently.
As the proofs of the transition points are very similar to the proofs in the constant test size model, we leave
all technical details to the appendix, Section D.
4. DISCUSSION
As discussed earlier, the analysis of the sublinear regime k ∼ nθ of group testing is motivated by its applica-
tions, e.g. due to Heaps’ law of epidemics [8, 40]. Prominent applications of group testing require the pooling
scheme to be non-adaptive [10, 25, 28, 31, 33, 39]: all tests are conducted in parallel. First, tests may be very
time consuming. If various stages of group tests are necessary, such a scheme is not likely to be applicable
in time critical processes like identifying infected individuals efficiently to fight the spread of diseases [28].
Second, non-adaptivity gives a huge boost to automation techniques, which is why non-adaptive group test-
ing finds its applications in DNA screening [10, 25, 33] and protein interaction analysis [31, 39]. A third major
advantage of non-adaptive procedures is the fact that it minimizes the storage complexity. The preservation
of uncharted viruses in a large-scale may be challenging due to structural and chemical differences [22]. Re-
cently [13] provided the proof of a sharp information-theoretic phase transition in unrestricted group testing
and an efficient algorithm SPIV which performs at this bound. Previously, different non-adaptive designs
were analysed in [4, 5], where the authors developed different achievability results for certain algorithms in a
series of papers and provide a very profound overview article [6] about different aspects of the group testing
problem - information theoretically and algorithmically. Furthermore, [12] proved that the so-called random
regular test-design is information-theoretically optimal in this unrestricted setting.
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FIGURE 2. Performance of COMP and DD for the constant test-size model with n = 107 as function of m. As
median values are reported, values below 1, indicate that at least half of the simulations inferred σˆ correctly.
All mentioned approaches required an individual to participate in roughly lnn tests and each test to con-
tain∼ n/k individuals. However, for large groups of individuals, such testing schemes are probably not appli-
cable. First, the probe given by an individual might be consumed by a test and thus it is not possible to have
lnn identical copies of this probe. Thinking of blood tests, this is immediate: There is a medical limit on the
amount of blood that can be taken from one individual. Second, even if there were no restrictions regarding
the volume of one test (which might occur as well), there will be dilution effects - if one mixes many negative
samples with one positive sample, the test might be too insensitive to detect the infectious part. Prominent
examples for the occurrence of such dilution effects were observed for pathogen detection [21, 41].
First steps in understanding constrained group testing problems were done by [20, 23, 27]. The analysis of
[20] was the first dealing with such restrictions in the sublinear regime. Not surprisingly, the complexity land-
scape of the restricted version of group testing differs significantly from the one of unrestricted group testing.
Due to the restrictions most of the tests will render a negative result, thus the gained information-per-test is
really small. Hence, one requires significantly more tests, when one adds restrictions. In [20], the authors
analyse models with restrictions on the individuals-per-tests or with restrictions on tests-per-individual al-
gorithmically as well as information-theoretically. In contrast to the paper at hand, they analyse the models
for a larger range of parameters, such that these magnitudes may still diverge (slowly). As a special case, they
get an achievability bound for COMP as well as a universal information-theoretic converse in the constant-
resource model. By our analysis, we are able to strengthen their results as we establish a phase transition at
the predicted point for COMP and as we pin down the information-theoretic phase transition in the random
regular test-design. The constant test-size model was only partially studied for finite test sizes. While [20]
provides a (suboptimal) universal information-theoretically converse, their algorithmic analysis requires a
diverging amount of individuals-per-test. Our results complement the analysis, as we show that this con-
verse is not tight by pinning down the strict universal information-theoretic converse transition point. More-
over, we prove the existence of a (simple) pooling scheme (GΓ,G∗Γ ) coming with the efficient DD-algorithm
performing at the information-theoretic converse for all θ. The fact that the information-theoretic converse
is splitted into two parts seems to be inherent to the nature of group testing: In the restricted as well as in the
unrestricted group testing problem we find that for small values of θ, thus for low levels of pandemic spread, a
straight forward bound depending on plain information-theoretic calculations yields the correct answer. On
the other hand, for larger θ, thus for high levels of pandemic spread, the combinatorics behind non-adaptive
pooling schemes take over by pushing every non-adaptive pooling scheme to be essentially worse than the
fundamental information-theoretic lower bound.
5. SIMULATIONS
We carry out simulations to compare the empirical performance of COMP and DD to our previous analysis.
If not state otherwise, we report medians of N À 104 independent simulations, and visualise the standard
deviation of the observable using error bars. Here we present simulations within the constant test-size model.
Corresponding results for the constant resource model can be found in the appendix, Section E.
In order to study the phase transition points in the constant test-size model, we chose the number of tests
m as the independent variable. The observable for COMP is the number of false positives; for DD it is the
number of false negatives. More specifically, we obtain different parameter points by fixing n, Γ, and θ, while
varying m. For each point, N independent simulations are carried out and for each of those, we randomly
declare nθ different individuals as infected, and draw a random (almost) bi-regular test-design GΓ from the
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FIGURE 4. Performance of COMP and DD for the constant test-size model as function of θ.
configuration model. To approximate non-integer ∆, each individual is tested either b∆c or d∆e times. For
G∗Γ , we ensure that no two individuals partaking in a single test are assigned to the same test.
Figure 2 visualises the results obtained for two different settings with Γ ≈ 5 mimicking recent COVID-19
tests [17]. For COMP, we observe an agreement with Theorem 2.3: if fewer than m−COMP are used, there is a very
high number of disguised uninfected |V0+(G )| resulting in a high false positive rate (FPR). Additionally, we
observe a significant drop in the FPR at m−COMP. If the number of tests exceeds m
+
COMP, almost all simulations
for θ = 0.2 and Γ = 3 recover σˆ correctly. For larger values of θ, the qualitative behaviour is similar, though
both COMP and DD require more tests than predicted by m+COMP and mDD respectively. As supported in Figure 3,
this is in agreement with the convergence rates governed by Equations B.24 and B.20 (Appendix).
The accuracy of our predictions is strongly linked to the convergence rate. We study the influence of the
infection parameter θ on it using an experimental trails with θ as the independent variable. For each parame-
ter point, we search for the largest value m (and the smallest value m) for which the algorithm fails (succeeds)
consistently. Together m and m bound the phase transition point from below and above respectively. Due to
finite computational resources, we define consistent behaviour if an algorithm fails (succeeds) for ten sim-
ulations in a row. Figure 4 suggests a high accuracy of the analytical bounds for small values of θ (even for
relative small values of n), and indicates a slower convergence for large θ.
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APPENDIX A. FUNDAMENTALS
A.1. Useful Toolbox. In this section, we state some basic results used throughout the paper. We start with
the well known Chernoff bound which enables us to prove concentration results for binomials.
LemmaA.1 (Corollary 2.3 of [24]). Letφ(t )= (1+t ) ln(1+t )−t , X a binomial random variable and t > 0. Then
P[|X −E[X ]| ≥ tE[X ]]≤ exp(−φ(t )E[X ]).
Next, we often use the Stirling approximation.
Lemma A.2 (e.g. [29]). We find for n →∞ that
n!= (1+o(1))p2pinnn exp(−n) .
Furthermore, the following first order approximation will be quite useful.
Lemma A.3 (in [26]). For any real number x ≥−1 and any integer t ≥ 0 the following holds:
(1+x)t ≥ 1+ t x.
Furthermore, if x = o(1) and t ≥ 0 is finite, we find
(1+x)t = (1+o(1))(1+ t x).
A.2. The proof structure for the algorithmic and information-theoretic bounds in GΓ and G∆. The group
testing setup can be expressed perfectly in the terms of the teacher-student-model. The teacher chooses the
ground truthσ, thus the infection status of each individual and passes the test results σˆ, the pooling scheme
G and the amount of infected individuals k to the student. The students’ task is to use the knowledge about
the underlying pooling schemeG in a sophisticated way to successfully inferσ. The student can make use of
the following combinatorial insight: there are four different types of individuals of interest (c.f. Section 3.2)
that are easy or hard or impossible to identify. Pinning down the sizes of the sets of these individuals will
turn out to be the key for the student to either identify the infected individuals w.h.p., or to find a certificate
that this is not possible. The computation turns out to be challenging, as the models at hand exhibit overlap-
ping structures, thus stochastic dependencies. Fortunately, one can analyse these sets by carefully analysing
families of independent multinomial random variables and translating the results.
APPENDIX B. PROOF OF THE ALGORITHMIC TRANSITIONS IN THE CONSTANT TEST-SIZE MODEL
The main ingredient while establishing phase transitions in the constant test-size model is to understand
how many individuals of the certain types (3.2) exist. Determining this fundamental information is the first
point at our agenda.
It is tempting to analyse the behaviour of tests and individuals as independent random variables. But
unfortunately, as in the random regular graph GΓ different tests share the same individuals, the test results
are definitely not mutually independent. Using a standard result for conditional probabilities will allow us to
analyse these dependent variables through a family of independent multinomials and carry over the results.
B.1. Proof of Lemma 3.8. Recall that (Y 1, . . .Y m) is the sequence of the amount of infected individuals in
the tests, where multi-edges contribute more than once and (X 1, ...,Xm) are independent binomial variables,
such that X i ∼Bin(Γ,k/n). Furthermore, recall that
E =
{
m∑
i=1
X i = k∆
}
.
We need to proof, that (Y 1, ...,Y n) and (X 1, ...,X n) given E are identically distributed. By definition of Y i we
find
P(Y i = yi∀i ∈ [m]|G )=
(
k∆
y1, ..., ym
)(
(n−k)∆
Γ− y1, ...,Γ− ym
)(
n∆
Γ, ...,Γ
)−1
=
∏m
i=1
(Γ
yi
)
(n∆
k∆
) .
Furthermore, given
∑
i xi = k∆,
P(X i = xi∀i ∈ [m]|G ,E )=
m∏
i=1
(
Γ
xi
)
(k/n)xi (1−k/n)Γ−xi (P (E ))−1 .
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Now, suppose we have two sequences (yi )i∈[m] and (y ′i )i∈[m] such that
∑m
i=1 yi =
∑m
i=1 y
′
i = k∆, then we obtain
P(∀i ∈ [m] : Yi = yi |G )
P(∀i ∈ [m] : Yi = y ′i |G )
=
m∏
i=1
(Γ
yi
)
(Γ
y ′i
) = P(∀i ∈ [m] : Xi = yi |G ,E )
P(∀i ∈ [m] : Xi = y ′i |G ,E )
,
This implies the lemma. 
Given Lemma 3.8, we analyse the model through independent random variables.
B.2. Proof of Lemma 3.7. We use an idea of [12, Proof of Lemma 2.9], even though these authors deal with
proving a converse bound rather than an achievability result.
The first step in the proof requires a concentration result on the amount of positive tests. Let m0 =
m0(GΓ,σ) be the amount of tests that render a negative result and m1 =m1(GΓ,σ) be the amount of tests
that render a positive result respectively. Then m0 and m1 are highly concentrated around their means.
Lemma B.1. With probability 1−o(n−2), we find
m0 =m (1−k/n)Γ+O
(p
m ln(n)
)
and m1 =m
(
1− (1−k/n)Γ)+O (pm ln(n)) .
Proof. Recall the definition of (Y i )i and (X i )i from Section B.1. With m0 being the amount of negative tests,
we find
m0 =
m∑
i=1
1 {Y i = 0} .
We denote by
m′0 =
m∑
i=1
1{X i = 0}
the amount of negative tests modelled by the family of independent binomial variables (X i )i . Clearly, as the
X i are mutually independent,
E
[
m′0
]=m ·P(Bin(Γ,k/n)= 0)=m (1− k
n
)Γ
.
The Chernoff bound (Lemma A.1) guarantees
P
(∣∣m′0−E(m′0)∣∣>pm ln(n))= o(n−10)
and by Claim 3.8 we conclude
P
(|m0−E(m0)| >pm ln(n) |GΓ)= o(n−9).
Thus, the first part of the lemma follows.The second part is immediate, as m0+m1 =m. 
The amount of negative and positive tests enables us to determine the amount of disguised infected and
uninfected individuals.
B.3. Proof of Lemma 3.7. By definition of GΓ via the configuration model, Lemma B.1 guarantees that the
total number of edges connected to a positive test is with probability at least 1−o(n−2) given by
m1Γ=mΓ
(
1− (1−k/n)Γ+O (n−Ω(1)))(B.1)
Let x be a healthy individual, then we can calculate the probability of x belonging to V0+(GΓ) as follows: Each
of the∆=Θ(1) edges that are mapped to x in the configuration model have to be connected to a positive test.
Thus, by (B.1), we find
P (x ∈V0+(GΓ) | x ∈V0(GΓ),GΓ,m1)=
(
m1Γ
∆
)(
mΓ
∆
)−1
= (1− (1−k/n)Γ)∆+O (n−Ω(1))
Therefore,
E [|V0+(GΓ)| |GΓ]=
(
1+O (n−Ω(1))) (n−k)(1− (1−k/n)Γ)∆ = (1+O (n−Ω(1)))n (1− (1−k/n)Γ)∆ .(B.2)
Analogously, the second moment turn out to be
E
[|V0+|2 (GΓ) ||GΓ]=
(
n−k
2
)(
mΓ(1− (1−k/n)Γ+O (n−Ω(1))
2∆
)(
mΓ
2∆
)−1
= (1+O (n−Ω(1)))n2 (1− (1−k/n)Γ)2∆ .(B.3)
Thus, (B.2), (B.3) and Chebychev’s inequality lead to the first part of Lemma 3.7.
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To proof the second part, namely that |V1+(G )| ∼ k
(
1− (1−k/n)Γ)∆, we need to be more careful: It happens
from time to time that a given individual and a given test are paired more than once in the configuration
model. If this individual is negative underσ each of its outgoing half-edges is negative and thus this does not
effect the counting of the amount of disguised individuals. If on the other hand an individual x is positive
and observes a (second) positive half-edge in a test, it might be the case, that this half-edge is connected to
x as well. In this case, the simple argument above would count x as disguised (an element of V1+(GΓ)), but
actually, x is the only infected individual in the test (thus, x ∈V1−(GΓ)). To deal with this, we introduce
W =
m∑
i=1
Γ1 {Y i = 1} and W ′ =
m∑
i=1
Γ1 {X i = 1}
(the amount of outgoing half-edges from tests that contain exactly one infected individual in the real (multi-)
graph and with respect to the family of independent random variables.)
The expectation ofW ′ is straightforward to calculate as
E
[
W ′ | E ]=mΓ(k/n) (1−k/n)Γ−1 = k∆ (1−k/n)Γ−1 .
Therefore, the Chernoff bound of Lemma A.1 guarantees
W ′ = k∆ (1−k/n)Γ−1+O(n−Ω(1))(B.4)
with probability at least 1−o(n−10). Now, combining (B.4) with Lemma 3.8, yields that with probability at
least 1−o(n−9) we find
W = k∆ (1−k/n)Γ−1+O(n−Ω(1)).(B.5)
Finally, we are able to calculate the number of infected individuals that appear only in tests with at least
another infected individual. We call this magnitude U . An infected individual that contributes to U has to
chose its ∆ half-edges from exactly k∆−W half-edges, those positive half-edges that are not connected to a
test that contains only one infected individual. By a straight forward application of the Stirling approximation
we find
E [U |GΓ,W ]= k
(
k∆−W
∆
)(
k∆
∆
)−1
= (1+o(1))k (1− (1−k/n)Γ−1)∆ .(B.6)
We will provide a detailed calculation of this asymptotic equivalence in a more general way later, see Claim
B.2. Analogously,
E
[
U 2|GΓ,W
]= (k
2
)(
k∆−W
2∆
)(
k∆
2∆
)
= (1+o(1))k2 (1− (1−k/n)Γ−1)2∆ .(B.7)
Equations (B.6), (B.7) and Chebychev’s inequality yield w.h.p.
U = (1+o(1))k (1− (1−k/n)Γ−1)∆ .
As described earlier, it might happen that an infected individual occurs in a test more than once. Therefore,
U ≥ |V1+(GΓ)|. We introduce a new random variable, R , that counts the number of individuals occurring in a
test twice. Clearly,
U ≥ |V1+(GΓ)| ≥U −R .(B.8)
It is well known [32, Chapter 13.2.1], that the number of multi-edges on a bounded degree multi-graph gen-
erated through the configuration model is finite w.h.p., we denote this magnitude with M =Θ(1), hence the
probability that a given individual x features a multi-edge is at most M/n. Therefore, w.h.p., E [R |M]≤M and
asR is binomially distributed, we findR =Θ(1) w.h.p.. Clearly,R = o(U ), hence the second part of Lemma 3.7
follows from (B.8). 
Let us now pinpoint the achievability bound for DD.
B.4. Proof of Lemma 3.6. Let
A = |V1(GΓ) \V1−−(GΓ)| .(B.9)
By the definition of DD it suffices to prove that A = o(1) w.h.p., if m ≥ (1+ε)minf(GΓ). We will analyse B , the
amount of positive tests, that contain exactly one infected individual and no disguised uninfected individual.
Recall, that m1 is the number of positive tests. We let
FΓ =
{
m1 = (1+o(1))m
(
1− (1−k/n)Γ)}∩{|V0+(GΓ)| = (1+o(1))n (1− (1−k/n)Γ−1)∆} ,(B.10)
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denote the event, that the amount of positive tests as well as the size of disguised uninfected individuals
behaves as expected. By Lemmas 3.7 and B.1, we find P (FΓ)≥ 1−o(1). W.l.o.g. assume, that the m1 first tests
render a positive result. Similarly as before, let Y i = (Y 1i ,Y 0+i ,Y 0−i )i∈[m1], denote the sequence of the amount
of infected individuals, disguised uninfected individuals of V0+(GΓ) and not-disguised uninfected individuals
(those of V0−(GΓ)) respectively. By definition, we find Y 0−i = Γ−Y 0+i −Y 1i . Given |V0+(GΓ)|, we introduce a
second sequence of multinomially-distributed variables
X i = (X 1i ,X 0+i ,X 0−i )i∈[m1] ∼Mult≥(1,0,0) (Γ, (k/n, |V0+(GΓ)|/n,1−k/n−|V0+(GΓ)|/n)) ,
thus a sequence of mutually independent multinomials, conditioned on the fact, that the first coordinate is
at least one. Let
DΓ =
{
m1∑
i=1
X 1i = k∆,
m1∑
i=1
X 0+i = |V0+|∆
}
be the event that X =∑m1i=1 hits its expectation. Fortunately, those independent variables suffice to analyse
(Y i )i .
Claim B.2. The distribution of Y i equals the distribution of X i givenDΓ.
Proof. Let (yi )i∈[m1] be a sequence s.t. yi = (y1i , y0+i , y0−i ) and
∑
y1i = k∆,
∑
y0+i = |V0+(GΓ)|∆ and y0−i = Γ−y1i −
y0+i . Let
S1 = k∆, S0+ =∆ |V0+(GΓ)| and S0− = n∆−n∆(1− (1−k/n)Γ)−k∆
Therefore,
P(∀i ∈ [m1] : Y i = yi |GΓ,m1)=
( S1
y11 ...y
1
m1
)( S0+
y0+1 ...ym0+1
)( S0−
Γ−y11−y0+1 ...Γ−y1m1−y0+m1
)
( n∆
Γ,...,Γ
) = ( n∆
S1,S0+,S0−
)−1 m1∏
i=1
(
Γ
y1i , y
0+
i , y
0−
i
)
Let (y
′
i )i∈[m1] be a second sequence as above. Then,
P(∀i ∈ [m1] :Y i = yi |GΓ,m1)
P(∀i ∈ [m1] :Y i = y ′i |GΓ,m1)
=
m1∏
i=1
( Γ
y1i y
0+
i y
0−
i
)
( Γ
y1
′
i y
0+′
i y
0−′
i
) .(B.11)
Furthermore by definition of X , we get
P(∀i ∈ [m1] : X i = yi |GΓ,m1,DΓ)
P(∀i ∈ [m1] : X i = y ′i |G ,m1,DΓ)
= (k/n)
∑m1
i=1 y
1
i (|V0+(GΓ)|/n)
∑m1
i=1 y
0+
i (1−k/n−|V0+(GΓ)|/n)
∑m1
i=1 y
0−
i
(k/n)
∑m1
i=1 yi
′1
(|V0+(GΓ)|/n)
∑m1
i=1 yi
′0+
(1−k/n−|V0+(GΓ)|/n)
∑m1
i=1 yi
′0−
m1∏
i=1
( Γ
y1i ,y
0+
i ,y
0−
i
)
( Γ
yi ′1,yi ′0+,yi ′0−
)
=
m1∏
i=1
( Γ
y1i ,y
0+
i ,y
0−
i
)
( Γ
yi ′1,yi ′0+,yi ′0−
) .(B.12)
Thus, the Claim follows from Equations (B.11) and (B.12). 
We are interested in the amount of positive tests that contain exactly one infected individual and no ele-
ment of V0+(GΓ). Therefore, we define
B =
m1∑
i=1
1
{
Y 1i +Y 0+i = 1
}
and B ′ =
m1∑
i=1
1
{
X 1i +X 0+i = 1
}
.
By Claim B.2 it is no surprise that we can simulateB through independent random variables as inB ′. We have
now everything at hand to proof the theorem. We use the fact that B ′ is a sum of independent multinomial
variables to obtain its expectation by applying (B.10) and Bayes Theorem.
E
[
B ′ |DΓ, |V0+(GΓ)| ,m1
]= m1∑
i=1
P (X i = (1,0,Γ−1) |DΓ, |V0+(GΓ)|)=m1Γk/n · (1− (k+
|V0+(GΓ)|)/n)Γ−1
1− (1−k/n)Γ
(B.13)
= (1+o(1))m1 Γk/n
1− (1−k/n)Γ
(
1− k+|V0+(GΓ)|
n
)Γ−1
= (1+o(1))m1
(
1− k+|V0+(GΓ)|
n
)Γ−1
.(B.14)
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The latter equation follows from Lemma A.3 as for any sequence εn → 0 and any constant c we find
(1−εn)c = (1+o(1))(1− cεn),
and from the definition of Γ,∆=Θ(1), ∆≥ 2 and mΓ= n∆. Conditioning onFΓ defined in (B.10) yields
E
[
B ′ |GΓ,DΓ,FΓ
]= (1+o (1))mΓ(k/n) ·(1− k+n(Γ−1)∆(k/n)∆
n
−o(1)
)Γ−1
= (1+o(1))mΓk/n ·
(
(1+o(1))(Γ−1) k+ (Γ−1)
∆n(k/n)∆
n
)
= (1+o(1))mΓk/n ·
(
1− (Γ−1)
(
n−(1−θ)+ (Γ−1)∆n−(1−θ)∆
))
= (1+o(1))∆k
(
1− (Γ−1)n−(1−θ)
)
.(B.15)
Moreover, since B ′ is a binomial random variable, the Chernoff bound (Lemma A.1) shows that with proba-
bility at least 1−o(1), we find
B ′ ≤ (1+o(1))∆k
(
1− (Γ−1)n−(1−θ)
)
.
Thus, by Claim B.2 we find w.h.p.,
B ≤ (1+o(1))∆k
(
1− (Γ−1)n−(1−θ)
)
.(B.16)
Let us now estimate A. The probability that an infected individual does not belong to V1−− equals the prob-
ability, that all its ∆ half-edges are disjoint from the k∆−B connected to tests, where it would have been the
only infected respectively disguised individual.
Claim B.3. Given B ≤ (1+o(1))∆k (1− (Γ−1)n−(1−θ)), we find
E(A |GΓ,B ,FΓ)≤ k
(
k∆−B
∆
)(
k∆
∆
)−1
= (1+o(1))k(Γ−1)∆n−(1−θ)∆(B.17)
Proof. Recall B ≤ (1+o(1))∆k (1− (Γ−1)n−(1−θ)) . We need to prove that(
k∆−B
∆
)(
k∆
∆
)−1
= (1+o(1))(Γ−1)∆n−(1−θ)∆.
For the sake of brevity, letX := (Γ−1)n−(1−θ). By Lemma A.2 we find as the exp(·)-terms as well as thepi-terms
cancel out completely, that(
k∆X
∆
)(
k∆
∆
)−1
= (1+o(1)) (k∆X )
k∆X (k∆−∆)k∆−∆
(k∆X −∆)k∆X−∆(k∆)k∆
p
k∆X (k∆−∆)p
(k∆X −∆)(k∆)
=(1+o(1))∆0
(
(kX )kX (k−1)k−1(kX −1)−kX+1k−k
)∆√
kX (k−1)
√
(kX −1)k−1(B.18)
As k grows as nθ, we find k = (1+n−Ω(1))(k−1). Thus (B.18) yields(
k∆X
∆
)(
k∆
∆
)−1
= (1+o(1))
(
(1+o(1))kkX+(k−1)−(kX−1)−kX kX−(kX−1)
)∆ = (1+o(1))X ∆.(B.19)
Hence, the claim follows from (B.19). 
We distinguish between θ/(1−θ) 6∈Z and θ/(1−θ)= T ∈Z. First, recall mDD from (2.2).
Case A: θ/(1−θ) 6∈Z. For m =mDD we find ∆= dθ/(1−θ)e by assumption. Thus, we distinguish the two cases
θ < 1/2 and θ > 1/2.
Case A1 θ > 1/2: We find ∆ = dθ/(1−θ)e and denote by ε = θ− (1−θ) · dθ/(1−θ)e > 0. Hence, by (B.17) and
Γ,∆=Θ(1) we find
E(A |GΓ,B ,FΓ)≤O(1)nθ−(1−θ)·dθ/(1−θ)e =O(n−ε).(B.20)
Case A2 θ < 1/2: We find ∆= 2. Thus,
E(A |GΓ,B ,FΓ)≤O(1)(Γ−1)∆n3θ−2 ≤ o(1).(B.21)
Case B: θ/(1−θ)= T ∈Z. Again, we distinguish the cases θ = 1/2 and θ > 1/2.
Case B1 θ > 1/2: We find ∆= T +1, thus by (B.17) and Γ,∆=Θ(1) we find
E(A |GΓ,B ,FΓ)≤O(1)nθ−(1−θ)·(T+1) =O(n−(1−θ)).(B.22)
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Case B2 θ = 1/2: We find ∆= 2. Therefore,
E(A |GΓ,B ,FΓ)≤O(n−1/2).(B.23)
Hence, (B.20) – (B.23) and Markov’s inequality complete the proof of Lemma 3.6. 
B.5. Proof of Theorem 2.3. Recall m+COMP and m
−
COMP from (2.3). By Corollary 3.4 it suffices to analyse the size
of V0+(GΓ). Again, we distinguish the cases whether 1/(1−θ) is an integer or not.
Case 1/(1−θ) 6∈Z: Recall that by definition
∆+COMP =
⌈
1
1−θ
⌉
and ∆−COMP =
⌊
1
1−θ
⌋
.
By Lemma 3.7 we find w.h.p.
|V0+(GΓ)| = (1+o(1))n
(
1− (1−k/n)Γ−1)∆ .
Again, by a first-order expansion (Lemma A.3), we find (1−εn)C = (1+o(1))(1−Cεn) for any constant C and
any sequence εn → 0. Therefore, w.h.p.,
|V0+(GΓ)| = (1+o(1))n ((Γ−1)k/n)∆ = (1+o(1))(Γ−1)∆n1−(1−θ)∆.(B.24)
Clearly, (B.24) implies
|V0+(GΓ)| =
{
o(1), ifm ≥m+COMP(GΓ)
ω(1), ifm ≤m−COMP(GΓ),
implying the theorem in this case.
Case 1/(1−θ) ∈Z: By definition
∆+COMP =
1
1−θ +1 and ∆
−
COMP =
1
1−θ −1.
Clearly, an analogous calculation as in the other case implies
|V0+(GΓ)| =
{
o(1), ifm ≥m+COMP(GΓ)
ω(1), ifm ≤m−COMP(GΓ).
Hence, the theorem follows. 
B.6. The optimal design in the sparse regime: Proof of Theorem2.4. We implicitly suppose throughout this
section that Γ≥ 2 as otherwise clearly individual testing is the only feasible choice.
B.6.1. Proof of Lemma 3.9. By construction, this regular part of the graph can be seen as follows. First, we
remove some individuals out of the whole population and are left with n′ = Γ−1Γ+1 n individuals. We denote by
k ′ ∼ (n′)θ′ the amount of infected individuals under the remaining n′ individuals.
Claim B.4. We find θ′ = θ w.h.p..
Proof. As we remove γ = 2Γ+1 n individuals randomly, the amount of infected individuals in the left-over is a
hypergeometrically distributed random variable K ′ ∼ H (n,k,n′). Thus, the Chernoff-Bound for the hyper-
geometrical distribution guarantees that w.h.p. we find
K ′ = (1+o(1))kn′/n = (1+o(1))Γ−1
Γ+1 k.
Hence, the assertion follows. 
Therefore, constructing GΓ−1 in a way that DD succeeds w.h.p. on the n′ individuals requires m ≥ 2n′/(Γ−
1)= 2n/(Γ+1) tests by Theorem 2.2. Thus, the lemma follows. 
B.6.2. Proof of Lemma 3.10. We need to prove that the DD algorithm succeeds w.h.p. on G∗Γ if it succeeds
w.h.p. on the (Γ−1,2)−regular part. (We stress that for Γ = 3 this regular graph consists of disjoint cycles.)
By construction of G∗Γ there are at most γ = 2Γ+1 n individuals left to be added to GΓ−1. Denote the set of
those individuals by X = {x1 . . . xγ}. As γ ≤ m, there is a matching from X to the the m tests. Therefore, an
immediate consequence is that in G∗Γ every test contains at most Γ individuals and there are individuals of
degree 2 and individuals of degree 1.
Suppose the DD algorithm succeeds on the regular part G ∼ GΓ−1. We distinguish in total four different
cases.
Case A: Connecting to a negative test. Suppose that an individual x ∈ X connects to a (previously) negative
test a, thus for all y ∈ ∂G (a) we find y ∈V0−(G).
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Case A-1: σx = 0. If the individual which was added in the second step is uninfected as well, we find
σˆa(G∗Γ ) = σˆa(G) = 0, hence x ∈ V0−(G∗Γ ) and for all y ∈ ∂G (a) we find y ∈ V0−(G∗Γ ) as well. Therefore, DD suc-
ceeds if (and only if) it succeeded on G .
Case A-2: σx = 1. If the individual which was added is infected, things are a bit more complicated. Clearly,
σˆa(G) = 0 but σˆa(G∗Γ ) = 1. Therefore, we need to prove that x ∈ V1−−(G∗Γ ) which holds by definition if and
only if for all y ∈ ∂G∗Γ (a) we find y ∈ V0−(G∗Γ ). Given y ∈ ∂G (a), this holds if the second test y belongs to is
negative as well. As x is connected uniformly at random to a test, this happens as long as there are no two
infected individuals of distance at most 4 in G∗Γ . Denote the individuals up to the fourth neighborhood as
V 4x =
{
x ′ ∈V (G∗Γ ) : 1≤ distG∗Γ (x, x ′)≤ 4
}
.
Clearly, ∣∣V 4x ∣∣≤ 2Γ2 and, therefore, E[∣∣V 4x ∩V1(G∗Γ )∣∣ |σx = 1]≤O (Γ2k/n) .
As x was chosen randomly in the beginning, it is infected with probability O(k/n). Furthermore, because
x gets connected uniformly at random to a test, the infection status of x is independent of the infection
status of the vertices in its neighborhood given G (as the graph was constructed independently). Thus, the
probability that there is an infected individual x ∈ X that gets connected to a test such that V 4x contains an
infected individual is bounded by a union bound by
O
(
n ·Γ2(k/n)2)= o(1) (as θ < 1/2).
Hence, for all y ∈ ∂G∗Γ (a) we find y ∈ V0−(G∗Γ ) and DD succeeds at inference of x as well as all other vertices if
and only if it succeeded on G .
Case B: Connecting to a positive test. Suppose that an individual x ∈ X connects to a (previously) positive
test a. Therefore, there is y ∈V1(G)∩∂G (a). As DD succeeds on G by assumption, this y is element of V1−−(G).
Case B-1: σx = 1. Similarly as in Case A-2, the probability that there is x ∈ X ∩V1(G∗Γ ) connecting to
an already positive test is o(1). Indeed, as adding x to a is independent from the construction of G , the
probability that there are two positive individuals in one test is at most O
(
k2/n2
)
, a union bound shows that
the probability that such an x exists is at most O
(
k2/n
) = o(1), as θ < 1/2. Hence, Case B-1 does not appear
w.h.p..
Case B-2: σx = 0. By a similar argument we find that y is not only part of V1−−(G) because of a, but that the
second test y belongs to (call this test a′) consists of y and individuals from V0−(G∗Γ ) (and, thus, of individuals
from V0−(G)). Suppose that was not the case. Then there needs to be an infected individual within the fourth
neighborhood of y . As proven in Case A-2, this is not possible w.h.p..
Hence, DD is able to identify y inG∗Γ if and only if it was possible in G . It remains to argue that DD classifies x
correctly. As x ∈V +0 (G∗Γ ) and DD does not produce false positives by definition (see Corollary 3.5), x becomes
the correct infection status.
Thus, the lemma follows from Cases A-1 – B-2. 
Proof of Theorem 2.4. By construction we find that G∗Γ consists of n individuals and at least m = 2n/(Γ+1)
tests. By Lemma 3.9 this m suffices that DD succeeds on the regular part of G∗Γ . Furthermore, Lemma 3.10
guarantees, that this is enough for DD to infer σ from G∗Γ and σˆ correctly w.h.p. and the theorem follows. 
APPENDIX C. A UNIVERSAL INFORMATION-THEORETICAL CONVERSE FOR THE CONSTANT TEST-SIZE MODEL
The following proof section is - up to technicalities - self contained. As mentioned, we can follow a similar
avenue as [13], where the authors prove a universal information-theoretic converse for non-restricted non-
adaptive group testing. Some of their results do not depend on∆ and Γ, thus apply directly in our setting and
will be referred to.
But as the testing schemes at our disposal are bipartite graphs with bounded degree in one class, some
arguments of [13] do not apply. We can get similar results by counting bounds.
C.1. The universal information theoretic converse in the dense regime. We define
d+ =
{
θ
1−θ , if
θ
1−θ ∈Z⌈
θ
1−θ
⌉
, if θ1−θ 6∈Z
and d− =
{
θ
1−θ −1, if θ1−θ ∈Z⌊
θ
1−θ
⌋
, if θ1−θ 6∈Z.
.
Hence, d− = d+−1. We can now prove the following proposition.
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Proposition C.1. Let 1/2< θ < 1 and G an arbitrary pooling scheme with tests of size at most Γ. For all δ> 0
and ε> 0 there is n0 ∈N such that for all n ≥ n0 the following holds. If m = (1−δ)d+ nΓ , then we find
P (|V1+(G )| > lnn)≥ 1−ε and P (|V0+(G )| > lnn)≥ 1−ε.
C.1.1. Proof of Proposition C.1. Fix G to be an arbitrary pooling scheme such that each test contains at most
Γ individuals. Furthermore, we denote by V (G ) the set of individuals and by F (G ) the set of tests in G (by the
identification of G with a bipartite graph). Instead of analysing (G ,σ) we analyse a very similar model. Let
p = k−
p
k lnn
n and σ
∗ be a {0,1} valued vector, where every entry is one with probability p. The next corollary
ensures, that working with σ∗ is sufficient. This refinement of the model facilitates the analysis heavily as
dependencies of the infection status between different individuals that might be inherent to G vanish.
Corollary C.2 (Lemma 7.6 of [13]). If
P
(∣∣V1+(G ,σ∗)∣∣> 2lnn)≥ 1−o(1) and P(∣∣V0+(G ,σ∗)∣∣> 2lnn)≥ 1−o(1),
we find
P (|V1+(G ,σ)| > lnn)≥ 1−o(1) and P (|V0+(G ,σ)| > lnn)≥ 1−o(1).
For the sake of brevity, denote G = (G ,σ∗) from here, as the quantities of interest are contiguous. We
proceed by finding a set of (many) individuals, that have a high probability of being disguised. For brevity, let
V+(G )=V0+(G )∪V1+(G ).
We will apply the probabilistic method iteratively to create this set. Creating this set turns out to be delicate
due to the dependencies in an arbitrary pooling scheme. Luckily, if two individuals have distance more than 4
(that is, distance at least 6) in the underlying graph, the property of being disguised between those individuals
is stochastically independent.
First we proof that there cannot be many individuals of low degree.
Lemma C.3. Let G be the given pooling scheme and m ≤ (1−δ)d+ nΓ . If there is a constant α> 0 such that the
amount of individuals of degree at most d− is αn, we find |V1+(G )| > 2lnn w.h.p..
Proof. Suppose that the amount of individuals with degree at most d− is αn and recall that p = k−
p
k ln(n)
n .
Furthermore, without loss of generality, suppose that there are no tests of degree 1 (otherwise remove them
and the connected individual from the testing scheme). Clearly, if inference of σ does not succeed on this
manipulated graph, it cannot succeed in G .
Claim C.4. Given there are αn individuals of degree at most d−, there is 0< β≤ α such that there are at least
βn individuals of degree at most d− not sharing any test.
Indeed, the claim is a direct consequence of the fact that d− is a constant and the capacity of each test is
constant as well. We denote by B the set of the βn individuals of degree at most d− and distance at least 4,
thus
B = {x ∈V (G ) : deg x ≤ d− | ∀x, x ′ ∈B : dist(x, x ′)≥ 4} .
We prove the lemma by iteratively applying the FKG inequality. The FKG inequality guarantees that if a
family of events is positively correlated, the probability of observing multiple events is at least as high as the
product of the probabilities of observing single events.
Recall that V + =V1+(G )∪V0+(G ) is the set of disguised individuals in G . Denote by Dx =
{
x ∈V +∩B} the
event that individual x is disguised and belongs to B .
Claim C.5. The eventsDx andDx ′ are positively correlated.
Proof. We distinguish cases by the distance of x, x ′ in G . By definition of B we find dist(x, x ′) ≥ 4. Suppose
thatDx holds, thus x is totally disguised in G .
Case dist(x, x ′) = 4. Let y1, . . . , yh denote the individuals in the shared second neighborhood of x, x ′, thus
dist(x, yi ) = dist(x ′, y j ) = 2 for all i , j . Let x − a − yi − a′− x ′ be a shortest path from x to x ′. As x is totally
disguised, there is at least one infected individual (besides possibly x) in a. If yi is infected, it clearly increases
the probability ofDx ′ occurring. An elementary calculation shows that P
(
σyi = 1 |Dx
)≥ p, hence we find
P (Dx ′ |Dx )≥P (Dx ′) .
Case dist(x, x ′)≥ 6. As discussed earlier, the eventsDx andDx ′ are stochastically independent if x and x ′ have
distance larger than 4 (that is, at least distance 6).
Thus, the claim follows. 
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Hence, the FKG inequality yields that there is a constant C such that
P (x ∈V+(G ) | x ∈B)≥
∏
a∈∂x
(
1− (1−p)deg(a)−1)≥C (pdeg(x)) .
Therefore, as there are βn individuals of degree at most d−, and as the property of being infected is in-
dependent from the property of being disguised, we find that |V1+(G )∩B | is stochastically dominated by a
binomial random variable X ∼Bin(βn,C p ·pbθ/(1−θ)c). Hence, with ε= θ− (1−θ)d− > 0, we find
E [X ]≥ (1+o(1))βC nθ−(1−θ)d− =Θ(nε).
Thus, the lemma follows from Chernoff’s inequality. 
As an immediate consequence of Lemma C.3, in any feasible group testing instance, there are most o(n)
individuals of degree at most d−.
But, if m ≤ (1−δ)d+n/Γ we find at least αn individuals of degree at most d− by the handshaking lemma,
which is a contradiction. Therefore, Proposition C.1 follows. 
C.2. The universal information theoretic bound in the sparse regime.
Proposition C.6. Let 0< θ < 1/2, θ/(1−θ) and G an arbitrary pooling scheme with tests of size at most Γ. For
all δ> 0 there is n0 ∈N such that for all n ≥ n0 the following holds. If m ≤ (2−δ) ΓΓ+1 nΓ , any algorithm (efficient
or not) fails at recovering σ from σˆ and G w.h.p..
C.2.1. Proof of Proposition C.6. The proof for the sparse case hinges on a fairly easy observation. We can
assume without loss of generality that there are no tests containing only one individual (otherwise, we remove
them and their corresponding individuals from the testing scheme). By a short counting argument, there can
be only o(n) such tests (as otherwise m >> 2n/Γ). Now, a plain counting argument leads to the fact that the
amount of individuals of degree 1 is large given m < 2n/Γ.
Lemma C.7. Given m = (2−ε)n/Γ, there are at least εn individuals of degree 1.
Proof. Denote by αn the amount of individuals of degree 1, thus α > 0 is the proportion of individuals of
degree 1. Then the lemma follows directly from double counting edges (on the individual side and on the
test-side). Hence,
(2−ε)n =mΓ≥ ∑
a∈F (G )
deg(a)= ∑
x∈V (G )
deg(x)≥αn+2(1−α)n.
Solving for α yields α≥ ε and thus the assertion of the lemma follows. 
The next lemma shows that there can only be a small amount of tests containing more than one individual
of degree 1.
LemmaC.8. W.h.p., if there is any algorithm recoveringσ from G and σˆ, the amount of tests containing more
than one individual of degree 1 is o(n).
Proof. Suppose that at least n/
p
k tests contain at least 2 individuals of degree 1. As by definition each of
these individuals is infected with probability p ∼ k/n, by the Chernoff bound there are at least pk/lnn tests
containing two individuals of degree one out of which at least one is infected. Clearly, in this test it is not
possible to infer the infection status of this two individuals for any algorithm.
Therefore, the lemma follows. 
Now we are in position to prove the proposition. If m = (2−ε)n/Γ, we find by Lemma C.7 that there are at
least εn individuals of degree 1. By Lemma C.8 there have to be at least εn−o(n) different tests, if there is an
algorithm solving the group testing instance w.h.p.. Formally,
(2−ε)n/Γ=m ≥ εn−o(n).(C.1)
Solving (C.1) for ε, we find ε≤ 2Γ+1 +o(1). Hence,
m ≥
(
2− 2
Γ+1 −o(1)
)
n
Γ
= 2 n
Γ+1 −o(n).
Therefore, the proposition follows. 
C.3. Proof of Theorem 2.1. The theorem is a direct consequence of Proposition C.1, Proposition C.6 and
Remark 3.3. 
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APPENDIX D. PROOF OF THE TRANSITIONS IN THE CONSTANT RESOURCE MODEL
In the constant resource model, the proof technique is more comparable to [12] as in the constant test size
model, as we do not have to deal with the configuration model but can tolerate mild fluctuations in the test
sizes. Therefore, results of [12] that do not restrict ∆∼ lnn nor Γ∼ n/k apply directly. In the further analysis
we will just refer to their results.
We begin by introducing a bit more notation in Section D.1. Afterwards, Section D.2 contains general
concentration results and other properties of the pooling schemeG∆. Susequently we discuss the sizes of the
important types of individuals in Section D.3 and conclude the proofs by applying those results to the success
probabilities of COMP (Section D.4), DD (Section D.5) and general decoding algorithms (Section D.6).
D.1. Further notation. Throughout this section, we suppose (Γ1, . . . ,Γm) to be the random sequence of test
degrees. By definition
m∑
i=1
Γi = n∆.(D.1)
Furthermore, let
Γmin = min
i∈[m]
Γi , Γ¯= 1
m
m∑
i=1
Γi and Γmax =max
i∈[m]
Γi
be the minimal and respectively the average and maximal test degree. Moreover, let
NΓ =
{(
1− (n−Ω(1)))`n/k ≤ Γmin ≤ Γ¯≤ Γmax ≤ (1+ (n−Ω(1)))`n/k}(D.2)
be the event, that the test degrees are tightly concentrated.
D.2. Properties ofG∆.
LemmaD.1. We find with probability at least 1−o(n−2) that(
1− (n−Ω(1)))`n/k ≤ Γmin ≤ Γ¯≤ Γmax ≤ (1+ (n−Ω(1)))`n/k.
Proof. By definition of the pooling scheme every single individual chooses ∆ tests uniformly at random with
replacement and Γi =∑nj=11{x j chooses ai }, we find
Γi ∼Bin(n∆,1/m)=Bin(n∆,`/(k∆)) .
Therefore, E [Γi ]= `n/k and the assertion follows from the Chernoff bound (Lemma A.1). 
Corollary D.2. LetNΓ be defined as in (D.2). Then P {NΓ}= 1−o(1).
Proof. This follows immediately from Lemma D.1. 
D.3. Analysis of the different types of individuals. As in the constant test size model, let Y i denote the
amount of infected individuals in test ai (for i = 1. . .m). Again, the joint distribution of (Y i )i∈[m] is hard to
analyse due to dependencies in the random bipartite graph. Therefore, we introduce a family of mutually
independent random variables, that locally simulates (Y i )i . Given Γ1 . . .Γm , let (X i )i∈[m] be a sequence of
mutually independent Bin(Γi ,k/n) variables. Furthermore, let
E∆ =
{
m∑
i=1
X i = k∆
}
(D.3)
be the event, that the sequence (X i ) renders the correct amount of infected individuals. Again, the Stirling
approximation as in Lemma A.2, guarantees that E∆ is not too unlikely.
Corollary D.3. We find P (E∆)=Ω((n∆)−1/2). 
Furthermore, the X i are indeed a good local approximation to the correct distribution.
Lemma D.4 (Lemma 3.6 of [12]). The sequences (Y i )i∈[m] and (X i )i∈[m] given E∆ are identically distributed.

Next, we establish that the amount of negative tests m0 = m0(G∆,σ) and the amount of positive tests
m1 =m−m0 are highly concentrated around their means.
LemmaD.5. We find with probability at least 1−o(n−2), that
m0 =
(
1+O (n−Ω(1)))m exp(−`) and m1 = (1+O (n−Ω(1)))m (1−exp(−`)) .
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Proof. Denote by
E
[
m′0 | E∆, (Γi )i
]= m∑
i=1
P (X i = 0 |Γi )=
m∑
i=1
{1−k/n}Γi
the expected number of negative tests approximated through (X i )i . By Corollary D.2 and a second order
expansion, we find
E
[
m′0 | E∆,NΓ
]= (1+O (n−Ω(1)))m exp(−`).(D.4)
Therefore, the Chernoff bound implies
P
(∣∣m′0−E[m′0 | E∆,NΓ]∣∣>pm ln2(n))= o(n−10).(D.5)
The assertion of the lemma follows from Equations (D.4) , (D.5) and Corollary D.3. 
LemmaD.6. We find w.h.p.
|V0+(G∆)| = (1+o(1))n
(
1−exp(−`))∆ .
Proof. Without loss of generality and given m1 as well as NΓ, we suppose that tests a1 . . . am1 are the posi-
tive tests. Then, by Corollary D.2 and Lemma D.5, the total number of edges connected to a positive test is
w.h.p. given by
m1∑
i=1
Γi =
(
1+n−Ω(1))mΓ¯(1−exp(−`)) .(D.6)
We need to calculate the probability, that a given uninfected individual belongs to V0+(G∆). Therefore, each
of its ∆ edges must be connected to a positive test. Thus, by (D.1) and (D.6), we find
P (x ∈V0+(G∆) | x ∈V0(G∆),G∆,m1,EΓ, (Γi )i )=
(∑m1
i=1Γi
∆
)(∑m
i=1Γi
∆
)−1
= (1+o(1))
(
1− (1−k/n)Γ¯
)∆ = (1+o(1))(1−exp(−`))∆ .
Therefore,
E [|V0+(G∆)| |NΓ,G∆]= (1+o(1))(n−k)
(
1−exp(−`))∆ = (1+o(1))n (1−exp(−`))∆(D.7)
Analogously, the second moment turn out to be
E
[|V0+(G∆)|2 |NΓ,G∆]=
(
n−k
2
)((
1+n−Ω(1))mΓ¯(1−exp(−`))
2∆
)((
1+n−Ω(1))mΓ¯
2∆
)−1
= (1+o(1))n2 (1−exp(−`))2∆ .(D.8)
Thus, (D.7), (D.8) and Chebychev’s inequality imply the lemma. 
LemmaD.7. Let m = o(∆k1+1/∆), then we find |V1+(G∆)| =ω(1) w.h.p..
Proof. As the individuals chose ∆ tests with replacement, it may happen that an individual x is positive and
observes a (second) positive half-edge to a test that is connected to x as well. In this case x would seem to be
disguised (an element of V1+(G∆)), but actually, x is the only infected individual in the test (thus, x ∈V1−(G∆)).
As in the constant test-size model, we introduce the following quantities, given (Γ1, . . .Γm) and given the
sequences (Y i )i , (X i )i as above (D.3). Given the amount of positive tests m1 suppose w.l.o.g. that the first m1
tests are the ones rendering a positive test result.
W =
m1∑
i=1
1 {Y i = 1} and W ′ =
m1∑
i=1
1 {X i = 1}
(Thus, the amount of tests that contain exactly one infected individual in the real (multi-)graph and with
respect to the family of independent random variables.)
Recall E∆ from (D.3). Clearly,
E
[
W ′ | E∆
]= m1∑
i=1
Γi (k/n)(1−k/n)Γi−1.
Thus, given EΓ, we find by k∆=∑m1i=1Γi that
E
[
W ′ |F∆,EΓ
]= (1+o(1))k∆exp(−(1+n−Ω(1))`) .(D.9)
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Therefore, the Chernoff bound of Lemma A.1 guarantees
W ′ = (1+o(1))k∆Γ¯exp(−(1+n−Ω(1))`)
with probability at least 1−o(n−10). Now, Corollary D.3 yields that with probability at least 1−o(n−9) we find
W = (1+o(1))k∆exp(−(1+n−Ω(1))`)= (1+o(1))k∆exp(−`) .(D.10)
We denote by W the event, that W = (1+ o(1))k∆exp(−`). Thus, the number of infected individuals that
appear only in tests with at least another infected individual, U , can be calculated as follows. In order to
contribute toU , an infected individual has to choose its ∆ half-edges from k∆−W many choices. W.h.p.we
find by (D.10) and a similar calculation as in Claim B.3
E [U |G∆,W ,W ]= k
(
k∆−W
∆
)(
k∆
∆
)−1
= (1+o(1))k (1−exp(−`))∆ .(D.11)
Analogously,
E
[
U 2|G∆,W ,W
]= (k
2
)(
k∆−W
2∆
)(
k∆
2∆
)
= (1+o(1))k2 (1−exp(−`))2∆ .(D.12)
Equations (D.11), (D.12) and Chebychev’s inequality guarantee
U = k (1−exp(−`))∆(D.13)
w.h.p.. Unfortunately, as in the proof of Lemma 3.7 it happens from time to time, that an infected individual
participates in a single test multiple times. Therefore,U ≥ |V1+(G∆)|. Let R be a random variable that counts
the number of individuals occurring in a test at least twice. Then we can upper and lower bound the amount
of totally disguised infected individuals as follows:
U ≥ |V1+(G∆)| ≥U −R .(D.14)
As before it turns out that R = o(U ) w.h.p.. In contrast to above’s calculation, in this case we do not deal with
a bounded degree graph. Therefore, the argument needs refinement. Recall that `= k∆/m. By definition of
m, we find `=ω(k−1/∆), such that the r.h.s of (D.13) is large, namely
U = k (1−exp(−`))∆ =ω(1).(D.15)
Furthermore, as E [X i ] = (1+o(1))` = o(1). As X i is a binomial random variable and by the choice of `, we
may apply the Chernoff Bound (A.1) to find that X i finite with probability 1−o(n−2). By Corollary D.3 we find
that the probability of Y i being finite is at least 1−o(n−1). Thus, we can condition on the event, that Y i <∞
for all i . Let
L = {Y i ≤ L <∞,∀i }.
Consequently,
P(x joins a test at least twice |L )≤m
(
L
2
)
1
m
2 (
1− 1
m
)L−2
.
Therefore, the probability of the same infected individual appearing in test ai at least twice is bounded by
L2/m. Thus
E [R |G∆]≤ L2 =O∆(1).
Hence R = o(U ) w.h.p.and the lemma follows from (D.14) and (D.15). 
Let A denote the number of infected individuals that do not belong to V1−−(G∆). The following lemma
allows us to bound its size.
LemmaD.8. Let m =ω(minf(G∆)), then E [A |G∆]= o(1).
Proof. The proof relies on the same ideas as Section B.4. From m = ω(minf(G∆)) = ω(n∆/Γ) = ω(k∆/`) we
find ` = εn min
{
n−(1−θ)/∆,k−1/∆
}
for some arbitrarily slowly decreasing εn → 0. We distinguish between the
two possible values of `. A short calculation shows
`=
{
n−(1−θ)/∆, if θ ≤ 1/2
k−1/∆, if θ > 1/2.
Recall m1 as the number of positive tests. As previously, we let
F∆ =
{
m1 = (1+o(1))m
(
1−exp(−`))}∩{|V0+(G∆)| = (1+o(1))n (1−exp(−`))∆}(D.16)
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denote the event, that both, the amount of positive tests as well as the size of V0+(G∆) behave as expected.
Clearly, Lemmas D.6 and D.5 guarantee thatF∆ is a high probability event, therefore P {F∆}≥ 1−o(1). Given
m1, we suppose without loss, that a1 . . . am1 are the tests rendering a positive result.
Similarly as before, we introduce two sequences of random variables. Define Y i = (Y 1i ,Y 0+i ,Y 0−i )i∈[m1]
as the amount of infected individuals, disguised uninfected individuals of V0+(G∆) and not-disguised unin-
fected individuals (those of V0−(G∆)) respectively. By definition, we find Y 0−i = Γi −Y 0+i −Y 1i .
Given |V0+(G∆)|, we simulate the local behavior of these variables by a sequence of mutually independent
multinomials. Let
X i = (X 1i ,X 0+i ,X 0−i )i∈[m1] ∼Mult≥(1,0,0) (Γi , (k/n, |V0+(G∆)|/n,1−k/n−|V0+(G∆)|/n))
be multinomials conditioned on the first coordinate being at least one. As in Section B.4, we introduce event
D∆ =
{
m1∑
i=1
X 1i = k∆,
m1∑
i=1
X 0+i = |V0+(G∆)|∆
}
.
Corollary D.9. The distribution of Y i equals the distribution of X i givenD∆. Furthermore, P (D∆)≥O(n−2).
Proof. We adopt the arguments from the proof of Lemma B.2 to the graph G∆. In contrast to the previous
proof we have to take into account that we are dealing with a degree sequence Γ = Γ1, ...,Γm1 ) that contains
fluctuation. Again, let (yi )i∈[m1] be a sequence s.t. yi = (y1i , y0+i , y0−i ) and
∑
y1i = k∆,
∑
y0+i = |V0+(G∆)| and
y0−i = Γi − y1i − y0+i . Let
S1 = k∆, S0+ =∆ |V0+(G∆)| and S0− = n∆−n∆(1− (1−k/n)Γi )−k∆
Then
P(∀i ∈ [m1] : Y i = yi |G∆,m1)=
( S1
y11 ...y
1
m1
)( S0+
y0+1 ...ym0+1
)( S0−
Γi−y11−y0+1 ...Γm1−y1m1−y0+m1
)
( n∆
Γ1,...,Γm1
)
=
(
n∆
S1,S0+,S0−
)−1 m1∏
i=1
(
Γi
y1i , y
0+
i , y
0−
i
)
Let (y
′
i )i∈[m1] be a second sequence as above. Then,
P(∀i ∈ [m1] : Y i = yi |G∆,m1)
P(∀i ∈ [m1] : Y i = y ′i |G∆,m1)
=
m1∏
i=1
( Γi
y1i y
0+
i y
0−
i
)
( Γi
y1
′
i y
0+′
i y
0−′
i
) .(D.17)
Furthermore by definition of X , we get
P(∀i ∈ [m1] : X i = yi |G∆,m1,D∆)
P(∀i ∈ [m1] : X i = y ′i |G∆,m1,D∆)
= (k/n)
∑m1
i=1 y
1
i (|V0+(G∆)|/n)
∑m1
i=1 y
0+
i (1−k/n−|V0+(G∆)|/n)
∑m1
i=1 y
0−
i
(k/n)
∑m1
i=1 yi
′1
(|V0+(G∆)|/n)
∑m1
i=1 yi
′0+
(1−k/n−|V0+(G∆)|/n)
∑m1
i=1 yi
′0−
m1∏
i=1
( Γi
y1i ,y
0+
i ,y
0−
i
)
( Γi
yi ′1,yi ′0+,yi ′0−
)
=
m1∏
i=1
( Γi
y1i ,y
0+
i ,y
0−
i
)
( Γi
yi ′1,yi ′0+,yi ′0−
) .(D.18)
Thus, Corollary D.9 follows from (D.17) and (D.18). 
Now we introduce a random variable, that counts (positive) tests that feature only one infected individual
and none disguised uninfected individuals. Formally, let
B =
m1∑
i=1
1
{
Y 1i +Y 0+i = 1
}
and B ′ =
m1∑
i=1
1
{
X 1i +X 0+i = 1
}
.
Therefore,
E
[
B ′ |D,G∆, (Γi )i ,m1
]= m1∑
i=1
(
Γi
1,0,Γi −1
)
k/n(1−k/n−|V0+(G∆)|/n)Γi−1
1− (1−k/n)Γi .(D.19)
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Thus,
E
[
B ′ |D,G∆,EΓ,m1
]= (1+o(1))m1Γ¯k/n(1−k/n−|V0+(G∆)|/n)Γ¯
1−exp(−`) = (1+o(1))k∆
(
1− k+|V0+(G∆)|
n
)Γ¯
.
(D.20)
Now, let us distinguish between the cases θ ≤ 1/2 and θ > 1/2.
Case 1: θ > 1/2:
By definition of θ, we find n/k = kn−Ω(1). Furthermore, `= εnk−1/∆. Thus, givenF∆, we find
|V0+(G∆)| = (1+o(1))ε∆n n/k and m1 = (1+o(1))k∆.(D.21)
Hence, plugging (D.21) into (D.20) yields
E
[
B ′ |D,G∆,NΓ,m1
]= (1+o(1))k∆(1− (1+o(1))k
n
)Γ¯
= (1+o(1))k∆exp(−`)= (1+o(1))k∆(1−`).(D.22)
AsB ′ is a binomial random variable, the Chernoff bound guarantees, that
∣∣B ′−E[B ′ |D,G∆,F∆]∣∣≤O (n−Ω(1))
with probability at least o(n−10). Therefore, by Corollary D.9, we find
B = (1+o(1))∆k · (1−εnk−1/∆).(D.23)
with probability at least o(n−8). Thus we can calculate the probability for an infected individual not belonging
to V1−−(G∆) as follows. Such an individual has to choose all of his ∆ edges out of the k∆−B edges, that
would lead to a test in which the individual could be identified by DD. By (D.23) and a similar application of
Lemma A.2 as in Claim B.3 we find w.h.p.
P (x 6∈V1−−(G∆) | x ∈V1(G∆))= (1+o(1))
(
k∆−B
∆
)(
k∆
∆
)−1
= (1+o(1))(εnk−1/∆)∆
Hence,
E [A |G∆,θ > 1/2]≤ (1+o(1))ε∆n = o(1).(D.24)
Case 2: θ ≤ 1/2: In this case we find `= εnn−(1−θ)/∆. Hence, givenF∆
|V0+(G∆)| = (1+o(1))ε∆n k and m1 = (1+o(1))k∆.(D.25)
Analogously as before, (D.21) and (D.20) imply
E
[
B ′ |D,G∆,NΓ,m1
]= (1+o(1))k∆(1− (1+o(1))(1+ε∆n )k
n
)Γ¯
= (1+o(1))k∆exp(−(1+ε∆n )`)(D.26)
= (1+o(1))∆k(1−`).(D.27)
Analogously to case 1, (D.27), the Chernoff bound and Corollary D.9 yield
B = (1+o(1))∆k · (1−εnn−(1−θ)/∆).
Similarily as above, the probability for an infected individual not belonging to V1−−(G∆) turns out to be
P (x 6∈V1−−(G∆) | x ∈V1(G∆))= (1+o(1))
(
k∆−B
∆
)(
k∆
∆
)−1
= (1+o(1))ε∆n n−(1−θ).
Therefore as by assumption 2θ−1< 0, we get
E [A |G∆,θ ≤ 1/2]≤ (1+o(1))ε∆n nθn−(1−θ) ≤ (1+o(1))ε∆n = o(1).(D.28)
Thus overall, the lemma follows from (D.24), (D.28) and Markov’s inequality. 
D.4. COMP Analysis: Proof of Theorem 2.8. Recall that m = ∆k/`, thus ` = ∆k/m. Suppose ωn being an
arbitrarily slowly diverging sequence and
m∗ =mCOMP(G∆)/ωn =∆k1+1/(θ∆)/ωn .
Thus
`∗ =ωn ∆k
∆k1+1/(θ∆)
=ωnn−1/∆.(D.29)
By Lemma D.6, we find w.h.p. ∣∣V0+(G∆,m∗)∣∣= (1+o(1))n (1−exp(−`∗))∆ .(D.30)
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Therefore, a second order expansion of the r.h.s. of (D.30) shows∣∣V0+(G∆,m∗)∣∣= (1+o(1))n (`∗)∆ = (1+o(1))n (ω∆n n−1)≥ωn .(D.31)
Thus, the theorem follows from (D.31) and Corollary 3.4. 
D.5. DD Analysis: Proof of Theorem 2.6. The theorem follows directly from Lemma D.8 as by Corollary 3.5
having V1(G∆)=V1−−(G∆) w.h.p.implies that DD identifies all infected individuals in its second step w.h.p. 
D.6. Information theory: Proof of Theorem 2.5. By [20] it remains to proof, that minf(G∆) ≤ ∆k1+1/∆. But
this follows immediately from Lemma D.7 and Remark 3.3. 
APPENDIX E. SIMULATIONS FOR THE CONSTANT RESOURCE MODEL
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FIGURE 5. Performance of COMP and DD for the constant resource model as function of n. Each curve corre-
sponds computes the number of tests according to its own scaling function fi (θ,∆,n) indicated in the legend.
Observe the discontinuity in the log-scaled y-axes below 1/N to indicate perfect recoveries.
As Theorems 2.8 and 2.6 establish weak phase transitions of COMP and DD we study the scaling behavior of
both algorithms. To this end, we sweep the number of individuals n while keeping θ and ∆ fixed. We then
trace the performance of the algorithms for different numbers of tests fi (θ,∆,n).
For each parameter set and fi , we carry out N > 104 independent simulations, and measure the ratio of
incorrect inferences ri (θ,∆,n). By definition of the phase transition, the ratio ri (θ,∆,n) to converges to 0 as
n →∞ if fi =ω(mCOMP(G∆)) and, conversely, ri (θ,∆,n)→ 1 as n →∞ if fi = o(mCOMP(G∆)) (analogously for DD
with minf(G∆)).
Figure 5 is in agreement with this expectation. It indicates at least a constant failure ratio for all simula-
tions that are not super-linear in the predicated phase transition. This supports the converse bounds. The
performance of the algorithms is strictly monotonous in the number of tests. All series that exceed the phase
transition point by a factor of ln3(n) yield a perfect recovery.
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