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We search for di-muon decays of a low-mass Higgs boson (A0) produced in radiative Υ (1S) decays.
The Υ (1S) sample is selected by tagging the pion pair in the Υ (2S, 3S)→ pi+pi−Υ (1S) transitions,
using a data sample of 92.8 × 106 Υ (2S) and 116.8 × 106 Υ (3S) events collected by the BABAR
detector. We find no evidence for A0 production and set 90% confidence level upper limits on the
product branching fraction B(Υ (1S) → γA0) × B(A0 → µ+µ−) in the range of (0.28 − 9.7) × 10−6
for 0.212 ≤ mA0 ≤ 9.20 GeV/c
2. The results are combined with our previous measurements of
Υ (2S, 3S)→ γA0, A0 → µ+µ− to set limits on the effective coupling of the b-quark to the A0.
PACS numbers: 12.60.Fr, 12.60.Jv, 13.20.Gd, 13.35.Bv, 14.40.Ndq, 14.40.Pq, 14.80.Da
Many extensions of the Standard Model (SM), such
as the Next-to-Minimal Supersymmetric Standard Model
(NMSSM), include a light Higgs boson [1, 2]. The Mini-
mal Supersymmetric Standard Model (MSSM) [3] solves
the hierarchy problem of the SM, whose superpoten-
tial contains a supersymmetric Higgs mass parameter,
µ, that contributes to the masses of the Higgs bosons.
The MSSM fails to explain why the value of the µ-
parameter is of the order of the electroweak scale, which
is many orders of magnitude below the next natural scale,
the Planck scale. The NMSSM solves this so-called “µ-
problem” [4] by adding a singlet chiral superfield to the
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MSSM, generating an effective µ-term. As a result, the
NMSSM Higgs sector contains a total of three neutral
CP -even, two neutral CP -odd, and two charged Higgs
bosons. The lightest CP -odd Higgs boson (A0) could
have a mass smaller than twice the mass of the b-quark
[1], making it detectable via radiative Υ (nS) → γA0
(n = 1, 2, 3) decays [5].
The coupling of the A0 field to up-type (down-type)
fermion pairs is proportional to cosθAcotβ (cosθAtanβ),
where θA is the mixing angle between the singlet com-
ponent and the MSSM component of the A0, and tanβ
is the ratio of the vacuum expectation values of the up
and down type Higgs doublets. The branching fraction of
Υ (1S)→ γA0 could be as large as 10−4 depending on the
values of the A0 mass, tanβ and cosθA [2]. Constraints
on the low-mass NMSSM Higgs sector are also important
for interpreting the SM Higgs sector [6].
BABAR has previously searched for A0 production
in several final states [7–10], including Υ (2S, 3S) →
γA0, A0 → µ+µ− [7]. Similar searches have been per-
formed by CLEO in the di-muon and di-tau final states
in radiative Υ (1S) decays [11], and more recently by BE-
SIII in J/ψ → γA0, A0 → µ+µ− [12], and by the CMS
4experiment in pp→ A0, A0 → µ+µ− [13]. These results
have ruled out a substantial fraction of the NMSSM pa-
rameter space [14].
We report herein a search for a di-muon resonance
in the fully reconstructed decay chain of Υ (2S, 3S) →
π+π−Υ (1S), Υ (1S) → γA0, A0 → µ+µ−. This search
is based on a sample of (92.8 ± 0.8) × 106 Υ (2S) and
(116.8± 1.0)× 106 Υ (3S) mesons collected by the BABAR
detector at the PEP-II asymmetric-energy e+e− collider
located at the SLAC National Accelerator Laboratory.
A sample of Υ (1S) mesons is selected by tagging the
di-pion transition, which results in a substantial back-
ground reduction compared to direct searches of A0 in
Υ (2S, 3S) → γA0 decays. We assume that the light
Higgs boson that we search for is a scalar or pseudoscalar
particle with a negligible decay width compared to the
experimental resolution [15].
The BABAR detector is described in detail elsewhere
[16, 17]. Charged particle momenta are measured in a
five-layer double-sided silicon vertex tracker and a 40-
layer drift chamber, both operating in a 1.5 T solenoidal
magnetic field. Charged particle identification (PID) is
performed using a ring-imaging Cherenkov detector and
the energy loss (dE/dx) in the tracking system. Photon
and electron energies are measured in a CsI(Tl) electro-
magnetic calorimeter, while muons are identified in the
instrumented magnetic flux return of the magnet.
Monte Carlo (MC) simulated events are used to study
the detector acceptance and to optimize the event selec-
tion procedure. The EvtGen package [18] is used to simu-
late the e+e− → qq (q = u, d, s, c) and generic Υ (2S, 3S)
production, BHWIDE [19] to simulate the Bhabha scat-
tering, and KK2F [20] to simulate the processes e+e− →
(γ)µ+µ− and e+e− → (γ)τ+τ−. Dedicated MC samples
of Υ (2S, 3S) generic decays to π+π−Υ (1S) with Υ (1S)→
γµ+µ− decays, hereafter refered to as the “non-resonant
di-muon decays” are also generated. Signal events are
generated using a phase-space (P -wave) model for the
A0 → µ+µ− (Υ (1S) → γA0) decay, and the hadronic
matrix elements measured by the CLEO experiment [21]
are used for the Υ (2S, 3S)→ π+π−Υ (1S) modeling. The
detector response is simulated by GEANT4 [22] and the
time-dependent detector effects, such as the variation of
the detector performance over the data-taking period and
the beam related backgrounds, are included in the sim-
ulation. A sample corresponding to about 5% of the
dataset is used to validate the selection and fitting pro-
cedure. To avoid bias, this sample is discarded from the
final dataset. We perform a blind analysis, where the rest
of the Υ (2S, 3S) datasets are blinded until the analysis
procedure is frozen.
We select events containing exactly four charged tracks
and a single energetic photon with a center-of-mass (CM)
energy larger than 200MeV. The tracks are required to
have a distance of closest approach to the interaction
point of less than 1.5 cm in the plane transverse to the
beam axis and less than 2.5 cm along the beam axis. At
least one of the tracks must be identified as a muon by
particle ID algorithms; the probability for misidentify-
ing a charged pion as a muon is 3%. Additional photons
with CM energies below the threshold of 200 MeV are
also allowed to be present in the events. The two highest
momentum tracks in the CM frame with opposite charge
are assumed to be muon candidates and are required to
originate from a common vertex to form the A0 candi-
dates.
The Υ (1S) candidate is reconstructed by combining
the A0 candidate with the energetic photon candidate
and by requiring the invariant mass to be between 9.0
and 9.8GeV/c2. The Υ (2S, 3S) candidates are formed
by combining the Υ (1S) candidate with the two re-
maining tracks, assumed to be pions. The di-pion in-
variant mass must be in the range [2mpi, (mΥ (2S,3S) −
mΥ (1S))], compatible with the kinematic boundaries of
the Υ (2S, 3S) → π+π−Υ (1S) decay. The entire decay
chain is then fit by imposing the decay vertex of the
Υ (2S, 3S) candidate to be constrained to the beam inter-
action region, and a mass constraint on the Υ (1S) and
Υ (2S, 3S) candidates, as well as requiring the energy of
the Υ (2S, 3S) candidate to be consistent with the e+e−
CM energy. These constraints improve the resolution of
the di-muon invariant mass to be less than 10 MeV/c2.
To improve the purity of the Υ (1S) sample, we train
a Random Forest (RF) classifier [23] on simulated signal
and background events, using variables that distinguish
signal from background in the Υ (2S, 3S)→ π+π−Υ (1S)
transitions. The following quantities are used as inputs
to the classifier: the cosine of the angle between the two
pion candidates in the laboratory frame, the transverse
momentum of the di-pion system in the laboratory frame,
the azimuthal angle and transverse momentum of each
pion, the di-pion invariant mass (mpipi), the pion helicity
angle, the transverse position of the di-pion vertex and
the mass recoiling against the di-pion system, defined as
mrecoil =
√
s+m2pipi − 2
√
sECMpipi , where
√
s is the e+e−
CM energy and ECMpipi is the CM energy of the di-pion
system. For signal-like events, the mrecoil distribution
peaks at the mass of the Υ (1S), with a mass resolution of
about 3 MeV/c2. The RF output peaks at 1 for signal-like
candidates and peaks at 0 for the background-like can-
didates. The optimum value of the RF selection is cho-
sen to maximize Punzi’s figure-of-merit, ǫ/(0.5Nσ+
√
B)
[24], where Nσ = 3 is the number of standard deviations
desired from the result, and ǫ and B are the average ef-
ficiency and background yield over a broad mA0 range
(0.212 – 9.20 GeV/c2), respectively.
A total of 11,136 Υ (2S) and 3,857 Υ (3S) candidates
are selected by these criteria. Figures 1 and 2 show the
distributions of the mrecoil and di-muon reduced mass,
mred =
√
m2
µ+µ−
− 4m2µ, together with the background
prediction estimated from the MC samples, which are
dominated by the non-resonant di-muon decays. The
reduced mass is equal to twice the momentum of the
di-muon system in the rest frame of the A0, and has a
smooth distribution in the region of the kinematic thresh-
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FIG. 1: (color online) The distribution of mrecoil for (a)
the Υ (2S) and (b) the Υ (3S) datasets, together with the
background predictions from the Monte Carlo (MC) samples,
which are dominated by the non-resonant di-muon decays.
The MC samples are normalized to the data luminosity.
old mµ+µ− ≈ 2mµ (mred ≈ 0). After unblinding the
data, two peaking components corresponding to ρ0 and
J/ψ mesons are observed in the Υ (3S) dataset. The
ρ0-mesons are mainly produced in initial state radiation
(ISR) events, along with two or more pions. This peak
disappears if we require both candidates to be identi-
fied as muons in the A0 reconstruction. The J/ψ mesons
arise from e+e− → γISRψ(2S), ψ(2S) → π+π−J/ψ ,
J/ψ → µ+µ− decays. The J/ψ and ρ0 events in the
Υ (2S) dataset are suppressed since the di-pion mass dis-
tribution in these events is above the kinematic edge of
the di-pion mass distribution of Υ (2S) decays, but well
within the range of values allowed for the Υ (3S) decays.
We extract the signal yield as a function of mA0 in
the region 0.212 ≤ mA0 ≤ 9.20 GeV/c2 by perform-
ing a series of one-dimensional unbinned extended max-
imum likelihood (ML) fits to the mred distribution. We
fit over fixed intervals in the low mass region: 0.002 ≤
mred ≤ 1.85 GeV/c2 for 0.212 ≤ mA0 ≤ 1.50 GeV/c2,
1.4 ≤ mred ≤ 5.6 GeV/c2 for 1.50 < mA0 < 5.36 GeV/c2
and 5.25 ≤ mred ≤ 7.3 GeV/c2 for 5.36 ≤ mA0 ≤ 7.10
GeV/c2. Above this range, we use sliding intervals
µ − 0.2 GeV/c2 < mred < µ + 0.15 GeV/c2, where µ
is the mean of the reduced mass distribution.
The probability density function (PDF) of the signal
is described by a sum of two Crystal Ball (CB) func-
tions [25]. The signal PDF is determined as a function
of mA0 using signal MC samples generated at 26 differ-
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FIG. 2: (color online) The distribution of mred for (a) the
Υ (2S) and (b) the Υ (3S) datasets, together with the back-
ground predictions from the various Monte Carlo (MC) sam-
ples. The MC samples are normalized to the data luminosity.
Two peaking components corresponding to the ρ0 and J/ψ
mesons are observed in the Υ (3S) dataset. The contribution
of J/ψ mesons is not included in the MC predictions, whereas
the ρ0 meson is poorly modeled in the MC.
ent masses, and by interpolating the PDF parameters be-
tween each mass point. The resolution of the mred distri-
bution for signal MC increases monotonically with mA0
from 2 to 9 MeV/c2, while the signal efficiency decreases
from 38.3% (40.4%) to 31.7% (31.6%) for Υ (2S) (Υ (3S))
transitions. The background for mA0 ≤ 1.5 GeV/c2 is
described by a threshold function
f(mred) ∝ [Erf(s(mred−m0))+1]+exp(c0+c1mred) (1)
where s is a threshold parameter and m0 is determined
by the kinematic end point of the mred distribution, and
c0 and c1 are the coefficients of the polynomial function.
These parameters are determined from the MC sample of
the non-resonant di-muon decays. In the range of 1.5 <
mA0 ≤ 7.1 GeV/c2, the background is modeled with a
second order Chebyshev polynomial function and with a
first order Chebyshev polynomial function for mA0 > 7.1
GeV/c2. We model the ρ0 background with a Gaussian
function, using the sideband data of the di-pion recoil
mass distribution from the Υ (3S) sample to determine
its mean and width. The background in the J/ψ mass
region is modeled by a CB function using a MC sample of
e+e− → γISRψ(2S), ψ(2S) → π+π−J/ψ , J/ψ → µ+µ−
decays.
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FIG. 3: (color online) Projection plot from the 1d unbinned
ML fit to the mred distribution in the Υ (2S) dataset for
mA0 = 7.85 GeV/c
2 that returns the largest upward fluc-
tuation. The green dotted line shows the contribution of the
signal PDF, the magenta dashed line shows the contribution
of the continuum background PDF and solid blue line shows
the total PDF. The signal peak corresponds to a statistical
significance of 3.62σ. Based on the trial factor study, we in-
terpret such observations as mere background fluctuations.
We search for the A0 signal in steps of half themred res-
olution, resulting in a total of 4,585 points. The shape of
the signal PDF is fixed while the continuum background
PDF shape, the signal and background yields are allowed
to float. In the fits to the Υ (3S) dataset, we include the
ρ0 background component whose shape is fixed, but we
allow its yields to float. The J/ψ mass region in the
Υ (3S) dataset, defined as 3.045 ≤ mred ≤ 3.162 GeV/c2,
is excluded from the search due to large background from
J/ψ → µ+µ− decays. To address the problem associated
with the fit involving low statistics, we impose a lower
bound on the signal yield by requiring that the total sig-
nal plus background PDF remains non-negative [26].
An example of such a fit for mA0 = 7.85 GeV/c
2 is
shown in Fig. 3. Figure 4 shows the number of sig-
nal events (Nsig) and the signal significance (S) as a
function of mA0 . The signal significance is defined as
S ≡ sign(Nsig)
√
−2 ln(L0/Lmax), where Lmax is the
maximum likelihood value for a fit with a floating signal
yield centered at mA0 , and L0 is the likelihood value for
Nsig = 0. The largest values of significance are found to
be 3.62σ at mA0 = 7.85 GeV/c
2 for Υ (2S) dataset, 2.97σ
at mA0 = 3.78 GeV/c
2 for Υ (3S) dataset and 3.24σ at
mA0 = 3.88 GeV/c
2 for the combined Υ (2S, 3S) dataset.
We estimate the probability of observing a fluctuation of
S ≥ 3.62σ (S ≥ 2.97σ) in the Υ (2S) (Υ (3S)) dataset to
be 18.1% (66.2%), and for S ≥ 3.24σ in the combined
Υ (2S, 3S) dataset to be 46.5% based on a large ensemble
of pseudo-experiments. Therefore, the distribution of the
signal significance is compatible with the null hypothesis.
Tables I and II summarize the additive and multiplica-
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FIG. 4: (color online) The number of signal events (Nsig) and
significance obtained from the fit as a function ofmA0 for (a,b)
the Υ (2S) and (c,d) the Υ (3S) datasets. The shaded area
shows the region of the J/ψ resonanace, excluded from the
search in the Υ (3S) dataset. The impact of the requirement
that the total PDF remains non-negative during the ML fit
is clearly visible in the lower mA0 region.
tive systematic uncertainties, respectively considered in
this analysis. Additive uncertainties arise from the choice
of fixed PDF shapes and from a possible bias on the fit-
ted signal yield. The systematic uncertainty associated
with the fixed parameters of the PDFs is determined by
varying each parameter within its statistical uncertainties
while taking correlations between the parameters into ac-
count. This uncertainty is found to be small for each
mass point and does not scale with the signal yields. We
perform a study of a possible fit bias on the signal yield
with a large number of pseudo-experiments. The biases
are consistent with zero and their average uncertainty is
7TABLE I: Additive systematic uncertainties and their
sources.
Source Υ (2S) (events) Υ (3S) (events)
Nsig PDF (0.00 – 0.62) (0.04 – 0.58)
Fit Bias 0.22 0.17
Total (0.22 – 0.66) (0.17 – 0.60)
TABLE II: Multiplicative systematic uncertainties and their
sources.
Source Υ (2S) (%) Υ (3S) (%)
Muon-ID 4.30 4.25
Charged tracks 3.73 3.50
B(Υ (nS)→ pi+pi−Υ (1S)) 2.20 2.30
RF classifier 2.21 2.16
Photon efficiency 1.96 1.96
Υ (nS) kinematic fit χ2 1.52 2.96
NΥ (nS) 0.86 0.86
Total 7.00 7.32
taken as a systematic uncertainty.
The multiplicative systematic uncertainties arise from
the signal selection and Υ (nS) counting. They in-
clude contributions from the RF classifier selection, par-
ticle identification, photon selection, tracking and the
Υ (2S, 3S) constrained fit. The uncertainty associated
with the RF classifier is studied using the non-resonant
di-muon decays in both data and MC. We apply the RF
selection to these control samples to calculate the rela-
tive difference in efficiency between data and MC. The
systematic uncertainty related to the photon selection is
measured using an e+e− → γγ sample in which one of
the photon converts into an e+e− pair in the detector
material [9]. The uncertainties on the branching frac-
tions Υ (2S, 3S) → π+π−Υ (1S) are 2.2% and 2.3% for
the Υ (2S) and Υ (3S) datasets [27], respectively.
We find no significant signal and set 90% confidence
level (C.L.) Bayesian upper limits on the product of
branching fractions of B(Υ (1S)→ γA0)×B(A0 → µ+µ−)
in the range of 0.212 ≤ mA0 ≤ 9.20 GeV/c2. Figure 5
shows the branching fraction upper limits at 90% C.L.
which are determined with flat priors. The systematic
uncertainty is included by convolving the likelihood with
a Gaussian distribution having a width equal to the sys-
tematic uncertainties described above. The combined re-
sult is obtained by simply adding the logarithms of the
Υ (2S, 3S) likelihoods. The limits range between (0.37−
8.97)× 10−6 for the Υ (2S) dataset, (1.13− 24.2)× 10−6
for the Υ (3S) dataset, and (0.28 − 9.7) × 10−6 for the
combined Υ (2S, 3S) dataset.
The branching fractions of B(Υ (nS) → γA0) (n =
1, 2, 3) are related to the effective Yukawa coupling (fΥ )
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FIG. 5: (color online) The 90% C.L. upper limits (UL) on the
product of branching fractions B(Υ (1S) → γA0) × B(A0 →
µ+µ−) for (a) the Υ (2S) dataset, (b) the Υ (3S) dataset and
(c) the combined Υ (2S, 3S) dataset; (d) the 90% C.L. UL on
the effective Yukawa coupling f2Υ × B(A
0 → µ+µ−), together
with our previous BABAR measurement of Υ (2S, 3S) → γA0,
A0 → µ+µ− [7], and (e) the combined limit. The shaded area
shows the region of the J/ψ resonanace, excluded from the
search in the Υ (3S) dataset. Details of the UL and Yukawa
coupling as a function of mA0 are provided in [32].
of the b-quark to the A0 through [5, 28, 29]:
B(Υ (nS)→ γA0)
B(Υ (nS)→ l+l−) =
f2Υ
2πα
(
1− m
2
A0
m2
Υ (nS)
)
, (2)
where l ≡ e or µ and α is the fine structure constant. The
value of fΥ incorporates the QCD and relativistic correc-
tions to B(Υ (nS) → γA0) [29], as well as the leptonic
width of Υ (nS) → l+l− [30]. These corrections are as
8large as 30% to first order in the strong coupling constant
(αS), but have comparable uncertainties [31]. The 90%
C.L. upper limits on f2Υ × B(A0 → µ+µ−) for combined
Υ (2S, 3S) datasets range from 0.54× 10−6 to 3.0× 10−4
depending upon the mass of the A0, which is shown in
Fig. 5(d). We combine these results with our previous
measurements of Υ (2S, 3S) → γA0, A0 → µ+µ− [7], to
obtain 90% C.L. upper limits on f2Υ ×B(A0 → µ+µ−) in
the range of (0.29 − 40) × 10−6 for mA0 ≤ 9.2 GeV/c2
(Fig. 5(e)).
In summary, we find no evidence for a light scalar
Higgs boson in the radiative decays of Υ (1S) and set
90% C.L. upper limits on the product branching frac-
tion of B(Υ (1S) → γA0) × B(A0 → µ+µ−) in the
range of (0.28 − 9.7) × 10−6 for 0.212 ≤ mA0 ≤ 9.20
GeV/c2. These results improve the current best limits
by a factor of 2–3 for mA0 < 1.2 GeV/c
2 and are com-
parable to the previous BABAR results [7] in the mass
range of 1.20 < mA0 < 3.6 GeV/c
2. We also set lim-
its on the product f2Υ × B(A0 → µ+µ−) at the level of
(0.29− 40)× 10−6 for mA0 ≤ 9.2 GeV/c2.
We are grateful for the extraordinary contributions of
our PEP-II colleagues in achieving the excellent luminos-
ity and machine conditions that have made this work pos-
sible. The success of this project also relies critically on
the expertise and dedication of the computing organiza-
tions that support BABAR. The collaborating institutions
wish to thank SLAC for its support and the kind hospi-
tality extended to them. This work is supported by the
US Department of Energy and National Science Foun-
dation, the Natural Sciences and Engineering Research
Council (Canada), the Commissariat a` l’Energie Atom-
ique and Institut National de Physique Nucle´aire et de
Physique des Particules (France), the Bundesministerium
fu¨r Bildung und Forschung and Deutsche Forschungsge-
meinschaft (Germany), the Istituto Nazionale di Fisica
Nucleare (Italy), the Foundation for Fundamental Re-
search on Matter (The Netherlands), the Research Coun-
cil of Norway, the Ministry of Education and Science of
the Russian Federation, Ministerio de Educacio´n y Cien-
cia (Spain), and the Science and Technology Facilities
Council (United Kingdom). Individuals have received
support from the Marie-Curie IEF program (European
Union) and the A. P. Sloan Foundation.
[1] G. Hiller, Phys. Rev. D 70, 034018 (2004); R. Dermisek
and J. F. Gunion, Phys. Rev. Lett. 95, 041801 (2005).
[2] R. Dermisek, J. F. Gunion and B. McElrath, Phys. Rev.
D 76, 051105 (2007).
[3] H. E. Haber and G. L. Kane, Phys. Rep. 117, 75 (1985).
[4] J. E. Kim and H. P. Niles, Phys. Lett. B 138 150 (1984).
[5] F. Wilczek, Phys. Rev. Lett. 39, 1304 (1977).
[6] M. Lisanti and J. G. Wacker, Phys. Rev. D 79, 115006
(2009).
[7] B. Aubert et al. [BABAR Collaboration], Phys. Rev. Lett.
103, 081803 (2009).
[8] B. Aubert et al. [BABAR Collaboration], Phys. Rev. Lett.
103, 181801 (2009).
[9] P. del Amo Sanchez et al. [BABAR Collaboration], Phys.
Rev. Lett. 107, 021804 (2011).
[10] J. P. Lees et al. [BABAR Collaboration], Phys. Rev. Lett.
107, 221803 (2011).
[11] W. Love et al. [CLEO Collaboration], Phys. Rev. Lett.
101, 151802 (2008).
[12] M. Ablikim et al. [BESIII collaboration], Phys. Rev. D
85, 092012 (2012).
[13] S. Chatrchyan et al. [CMS collaboration], Phys. Rev.
Lett. 109, 121801 (2012).
[14] R. Dermisek and J.F. Gunion, Phys. Rev. D 81, 075003
(2010); F. Domingo, JHEP 1104, 016 (2011).
[15] E. Fullana and M.A. Sanchis-Lozano, Phys. Lett. B 653,
67 (2007).
[16] B. Aubert et al. [BABAR Collaboration], Nucl. Instrum.
Methods Phys. Res., Sect. A 479, 1 (2002).
[17] M. Andreotti et al. [BABAR Collaboration], SLAC-PUB-
12205 (2005); F. Anulli et al., Nucl. Instrum. Methods
Phys. Res., Sect. A 515, 322 (2003).
[18] D. J. Lange, Nucl. Instrum. Meth. A 462, 152 (2001).
[19] S. Jadach, W. Placzek, B.F.L. Ward, Phys. Lett. B 390
298 (1997).
[20] B. F. L. Ward, S. Jadach and Z. Was, Nucl. Phys. Proc.
Suppl. 116, 73 (2003).
[21] D. Cronin-Hennessy et al. [CLEO Collaboration], Phys.
Rev. D 76 072001 (2007).
[22] S. Agostinelli et al. [GEANT4 Collaboration], Nucl. In-
strum. Methods Phys. Res., Sect. A 506 250 (2003).
[23] L. Breiman, Machine Learning 45 5-32 (2001).
[24] G. Punzi, Sensitivity of searches for new signals and its
optimization, arXiv:physics/0308063 (2003).
[25] M. J. Oreglia, Ph.D Thesis, report SLAC-236 (1980); J.E.
Gaiser, Ph.D Thesis, report SLAC-255 (1982); T. Skwar-
nicki, Ph.D Thesis, report DESY F31-86-02 (1986).
[26] B. Aubert et al. [BABAR Collaboration], Phys. Rev. Lett.
88, 241801 (2002).
[27] J. Beringer et al. [Particle Data Group], Phys. Rev. D
86, 010001 (2012).
[28] M. L. Mangano and P. Nason, Mod. Phys. Lett. A 22,
1373 (2007).
[29] P. Nason, Phys. Lett. B 175, 223 (1986).
[30] R. Barbieri et al., Phys. Lett. B 57, 455 (1975).
[31] M. Beneke, A. Signer and V.A. Smirnov, Phys. Rev. Lett.
80, 2535 (1998).
[32] EPAPS Document No. [XXXXX]. For
more information on EPAPS, see
http://www.aip.org/pubservs/epaps.html.
