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A THEORETICAL AND EXPERIMENTAL STUDY OF 
THE SELF-SIMILARITY CONCEPT 
Rein Tamsalul'2 and Kai Myrberg2 
'Estonian Marine Institute, Paldiski Road 1, EE 00001 Tallinn, Estonia 
2Finnish Institute of Marine Research, P.O. Box, 33, 00931, Helsinki, Finland 
ABSTRACT 
Both a theoretical and an experimental study of the self-similarity concept is carried out. Self-similarity 
means that a non-dimensional marine system variable (e.g. temperature) can be described as dependent on 
a non-dimensional vertical coordinate only. The theory is extended, and an expression is found for the 
non-dimensional vertical flux of temperature (flux self-similarity). An analysis of CTD soundings carried 
out at a station in the Baltic Sea supported the theory. It is clearly shown that the self-similar profiles are 
strongly dependent on the evolution of the mixed layer depth. Hence, different profiles are found in cases 
of detrainment and entrainment. In terms of the self-similarity concept, the coefficient for vertical 
turbulent diffusion can be found. 
Keywords: non-dimensional, self-similarity concept, flux self-similarity, mixed layer evolution 
INTRODUCTION 
The self-similarity concept in the marine sciences was first introduced more than twenty years ago by 
Kitaigorodskii & Miropolski (1970). They found that a non-dimensional temperature is only dependent 
on a non-dimensional vertical coordinate. Since that work, many investigations have been devoted to 
studying the self-similarity concept. Miropolski & al. (1970) found average monthly dimensionless 
profiles for the two ocean stations Papa and Tango. Reshetova & Chalikov (1977) extended the self-
similarity hypothesis for salinity. Linden (1975) carried out laboratory investigations using a rectangular 
tank with a two-layer vertical structure. A non-dimensional vertical structure for density was found. 
Mälkki & Tamsalu (1985), using the measured data of Nömm (1988), found that the self-similarity 
profile strongly depends on the evolution of the mixed layer thickness. There are two different self-
similarity structures: firstly, the case of entrainment when the homogeneous layer is deepening (storm in 
progress) and secondly, the case of detrainment when the mixed layer is decreasing (storm subsiding). In 
a real situation these two profiles are mixed, so the observations lie between these two curves. 
Zilitinkevich & Mironov (1992) studied vertical fluxes through the thermocline. They developed a model 
of heat transfer in the thermocline from considerations of the turbulent energy budget and from 
expressions for effective heat conductivity, which is based on dimensional arguments using the buoyancy 
parameter, temperature gradient and turbulent length scale as governing parameters. This energy balance 
model is applicable to the deepening mixed layer as well as to its steady state and collapse. 
The physical background of self-similarity has been investigated by several scientists. Barenblatt (1978) 
concluded that in the case of an increasing mixed layer, the thermocline is treated as a quasistationary 
thermal and diffusion wave. It is likely that the energy needed to erode the sharp gradient below the 
surface layer in the upper thermocline is supplied by the breaking of internal waves. Zilitinkevich & 
Rumjantsev (1990) have extended the theory by taking the effects of buoyancy into account. 
In the present paper an experimental support for both the traditional self-similarity and the flux self-
similarity concepts is shown using the CTD vertical profiles (about 80 in number), which were recorded 
at a station in the Baltic Sea during an expedition of R/V Aranda in July 1995. 
In the next section, the experiment will be described, as well as the methods used for data analysis. The 
theoretical background for flux self-similarity is introduced, too. In the second section, the self-similar 
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profiles will be shown and the results of the analyses of experimental data will be compared with theory. 
In the last section, the main conclusions of the study will be given. 
The reader interested in self-similarity in more detail is referred to the papers of Barenblatt (1996) and 
Tamsalu & al. (1997). 
1. MATERIAL AND METHODS 
1.1 Theoretical derivation of the flux self-similarity 
The vertical structure of temperature in the seasonal thermocline will be written in the following form: 
aT ag 	
(1) at 
where: 
T(z,t) is the temperature, q = (w' T) is the temperature flux, t is time, z is the vertical coordinate directed 
downwards. Substituting the non-dimensional coordinate: 
_ z — h(t)  
S 	H — h(t) 
equation (1) can be written as follows: 
(H — h) 
 aT (1 
S ) 
ah aT - ag  
at 	at as 	aS  
where: 
h(t) is the thickness of the upper mixed layer and H is the bottom of the seasonal thermocline. The fol-
lowing expression for the non-dimensional temperature (6) and for the non-dimensional temperature flux 
(Q) are proposed: 
o — 
T (t) —T(t, z) 
T1(t) — TH  
Q= 
qh (t) — q(t, z)  
q (t) — qH 
where: 
T1(t) is the temperature in the upper mixed layer, TH is the temperature at the bottom of the seasonal 
thermocline (z=H), qh(t) is the temperature flux at the level z=h, qH is the temperature flux at the level 
z=H. Here we suppose that qh(t) » qs. Then (5) can be written as follows: 
Q= 
q  (t) — q(t, z) 
q (t) 
Using (4) and (5a), equation (3) takes the form: 
ae aQ 
(1— 6)ai — (1— ;)—a2 = aS  
where: 
(2)  
(3)  
(5a) 
(6) 
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H — h aTl 	_ TH — Tl ah _ 
at 	
qn 	at ~ 
a2 	
gn 	at 
If al and a2 are constants, then 0 and Q are functions of S only. We start to investigate this problem from 
equation (3). Vertically integrating (3) with respect to S between the limits of 0 and 1, we get: 
(H — h)
aT 
 at — (T —  T l ) at = qh (7) 
where: 
T = 
i 
J TdS 
0 
The double integration, first between the limits of 0 and S and then between the limits of 0 and 1 gives 
the following results: 
(H—h) 
at —
(2T — Tl ) år =gh — q 
where: 
I 
s 	 i 
T= J dS J Td; and q= J qds 
0 0 	 0 
Using the relationship: 
2T — Ti — 
	—ao 
T— T1 
we get from (7) and (8) the following equation: 
_ ao 	_ 2 — ao 	2 R 
al 
1—ao 
	a2 
1—a0 1—a0 0 
where: 
_ T-Tl 
K 	TH 	— Ti , Ro= q q  
For the determination of qh we use the well-known relationship for entrainment (Phillips 1977) in the 
form: 
gh =—c(i,l (T —T1 ) fht 	 (11) 
where: 
co is a proportionality constant. Using (11) a2 takes the form: 
a2 =— 
co 	
(12) 
K 
Equation (10) then takes the form: 
a1 =
(2—a0(1+ c0)-2(30)/(1—a0) 
	
(13) 
(8)  
(9)  
(10)  
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We continue the study using analyses of experimental data together with the relationship for the vertical 
structure of the heat flux in the form: 
dT 	I ar 12 
qdZ = -x~ aZ J (14) 
where: 
x is the molecular heat conductivity, T' is the fluctuation in temperature for each profile, ( ) is ensemble 
average. 
Equation (14) was proposed by Osborn & Cox (1972). 
1.2 The cruise 
A cruise of R/V Aranda was carried out in July 1995 in order to collect the experimental data used in this 
study. The cruise took place in the Baltic Sea, in the western part of the Gulf of Finland at station JML 
(59°34'N, 23°37'E), where the sea depth is about 78 m. The measurements were started on July 24 at 13 
GMT and ended on July 28 at 03 GMT (with a break between 08 GMT and 15 GMT on July 26). CTD 
measurements of temperature and conductivity, from which salinity and buoyancy were calculated, were 
carried out at 1-hour intervals using a SIS plus 500 CTD profiler (SIS=Sensoren-Instrumente-System). 
The measurements were collected at a depth interval of 0.1 metres. 
The measurements at station JML showed that there was a clear well-mixed layer with a mean depth of 
about 11.5 m. Below that, a sharp thermocline existed. The largest vertical temperature changes took 
place in the layer between 15 and 25 m. Below 35 m the vertical temperature changes were negligible 
(Fig. 1). 
Time-evolution of temperature between 0 and 35 m 
1.00 8.33 15.67 23.00 30.33 37.67 45.00 52.33 59.67 67.00 74.33 81.67 89.00 
0.00 	 _v I 	 I -1 
8.75 
14 
-~  
~ 17.50 	10  
~~-5 	 
26.25 
35.00 	i 	i 	i 	i 	i 	i 	i 	i 	i 	i 	i 	i 	i 	i 	i 	i 	i 	i  
1.00 8.33 15.67 23.00 30.33 37.67 45.00 52.33 59.67 67.00 74.33 81.67 89.00 
e (hours) 	 July, 24-28, 1995 
Fig. 1. The time evolution of temperature at depths between 0 and 35 m during the cruise. The x-axis is 
the time in hours from the beginning of the cruise. The y-axis is the depth; the isoline analysis has been 
carried out for temperature at an interval of 1°C. 
1.3 Analysis of the measurements 
In the analysis of all the 81 vertical profiles the following procedure was carried out separately for each 
profile. Firstly, attention was only directed at levels down to the lower limit of the thermocline (35 m), 
below which the temperature gradient was negligible. The depth of the mixed layer was calculated using 
I I 
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the criteria that the bottom of the upper mixed layer occurred where 
az 
> 0.1° c / m . After that, the non- 
dimensional vertical coordinate ; was calculated for every depth (at intervals of 0.1 metres): 
The non-dimensional vertical coordinate S was taken at intervals of 0.01 (0 <_ ; _< 1) for all profiles by 
using (2) and the known parameters z, h(t) and H. The corresponding value of temperature with respect 
to S was then chosen. The non-dimensional temperature 0 can then be calculated using (4). 
The next step was to calculate the vertical structure of the heat flux q = (w' T") from the CTD meas-
urements using (14). 
Two types of vertical structure of temperature fluctuations are found. In case A, the vertical temperature 
fluctuation gradient 
d~ 
has a maximum value at the interface between the mixed layer and the stratified 
dz 
layer. In case B, dT' = 0 at the interface, and the maximum of the gradient occurs at a level 
dz 
approximately 1/4 of the total depth of the stratified layer. We have used these criteria to separate the 
profiles. In the first case (A), the mixed layer is increasing and in the second case (B) the mixed layer is 
decreasing. These two cases also become visible in the analysis of the measurements: we found 61 case-A 
profiles, and 20 case-B profiles. The bottom of the stratified layer was defined as being at the depth 
where the vertical temperature fluctuation gradient 
dz 
= 0 . According to the measurements, this level 
was at a depth of 35 m. It becomes clear from Figure 1 that the depth of the mixed layer was increasing 
during the experiment. 
2. RESULTS 
In the following we will study the self-similar profiles separately for entrainment (case A) and for de-
trainment (case B). However, the main scientific interest here is focused on case A, both because of the 
small number of observations in case B and also because of the partly unknown physics behind de-
trainment. 
The non-dimensional temperature 0 calculated according to the measurements is shown plotted against 
the non-dimensional vertical co-ordinate S (Fig. 2) separately for case A (Fig. 2a), in which the mixed 
layer depth is increasing and for case B (Fig. 2b), in which the mixed layer depth is decreasing. The 
continuous lines in Figures 2a and 2b represent the theoretical self-similar profiles calculated from (15) 
for case A and from (16) for case B (see below). The dotted lines represent the results of measurements. 
Equations (15) and (16) take the form (see Mälkki & Tamsalu 1985): 
0(S)=1-(1-c)3 
	
; case A 	 (15) 
0(S) = 1— 4(1—;)3 +3(1—;)4 	; case B 	 (16) 
It is clear that the profiles for cases A and B differ from each other, not surprisingly, because different 
physical mechanisms lie behind them. In case A (a--> 0) the experimental data seem to fit quite well 
with the theory; the conclusion appears to be that there is a self-similar structure for temperature. On the 
other hand, in case B (20 observations, 
a[ 
<_ 0 ), due to the quite small number of observations, the single 
experimental curves (dotted lines) have quite a large scatter. Another possible reason for the scatter is 
that there is a continuous change in the evolution of the mixed layer, i.e. a change from a type-B profile 
to a type-A profile and vice versa. Some profiles do actually represent a transition between types A and 
B. Most of the time, type-A profiles dominated and only 25 percent of the profiles were of type B. Most 
8 	Tamsalu & Myrberg 	 MERI No. 37:3-13, 1998 
probably, some of these were not "pure" type-B profiles, which is shown by the large scatter of the latter 
curves. The 61 type-A curves (Fig. 2a) show a better fit with the theoretical curve and less scatter 
compared to case B. This is clear, because the number of profiles is large and most of the time the mixed 
layer evolution was of type-A. 
The above analysis of the results shows that the self-similar profile (type A or B) of temperature is not so 
clearly visible instantaneously Mälkki & Tamsalu (1985) pointed out that x only reaches a constant 
value if an integration over the inertial period (about 14 hours) is carried out. 
The vertical flux of temperature (w' T') has been calculated according to (14). The fluxes are presented 
separately for cases A and B as a function of S  . The most striking feature is that the shapes of the flux 
profiles differ clearly from each other. In case A the flux has its maximum value near S = 0 and 
decreases towards S  =1 (Fig. 3a), while in case B (Fig. 3b), the maximum flux is reached between 
S = 0.2 — 0.3 , decreasing again towards S  =1. 
After deriving the vertical flux of temperature (w' T') , a vertical integration of the experimentally-de-
rived profiles is carried out. We investigate here only case A. 
The calculated values of a0 lie between 0.69-0.82, and we take ao =0.75. The calculated 130  was 0.61, 
and we take [30 =0.6. The calculated values of x lie between 0.72-0.77, and we take x=0.75. This can 
also be found by integrating (4) using (15): 
fOd;
= T1(t)—T(t) =K 
T;(t)—TH  
Integrating (6) with respect to S  , we get: 
i 
S - f 0c4 )al — ((1. — S)A + f 6d;)a2 = Q 
0 	 0 
Integrating (6) between the limits of 0 and 1, we get: 
(1— x)al — xa2 =1 
Substituting the values of a0 , (3o and x into (12) and (13) we find, using (19), that c0=3.8, 
a1=-11.2 and a2=-5.07 
Substituting (15) and (20) into (18) we get the following expression for the temperature flux Q: 
Q=1—(1— S)4 	 (21) 
The temperature flux can be written in the traditional way as follows: 
aT 
q = —v az 
(17) 
(18) 
(19)  
(20)  
(22) 
~ 0.2 0.8 0.4 0.6 1 
?~ ~H~{~lt~~l}e1E1~E11N 	4 tl 
1 
0.8 
0 0.6 
0.4 
0.2 
1 
0.8 
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0.4 
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~   
0.2 	0.4 	0.6 	0.8 	1 0 0 
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A 	 Mixed layer depth increasing 
B 	 Mixed layer depth decreasing 
Fig. 2. The non-dimensional temperature 0 plotted against the non-dimensional vertical coordinate S . 
The curves based on observations are marked with dotted lines. The theoretical curves are marked 
with continuous lines: A -the mixed layer depth is increasing, B -the mixed layer depth is decreasing. 
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A 	Mixed layer depth increasing 
B 	Mixed layer depth decreasing 
0.9 
0.8 
0.7 
I 	 
U 
J 	
t r 0.2 
0.1 
r 
0.0 
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
Fig. 3. The vertical flux of temperature 
/w T
~) plotted against the non-dimensional vertical coordinate \
x 
S . The flux is calculated according to (3): A -the mixed layer depth is increasing, B -the mixed layer 
depth is decreasing. 
A theoretical and experimental study of the self-similarity concept 11 
Using (15), (21) and (22) we get the following equation for the coefficient of vertical turbulent diffusion 
v: 
v--1 (1— S)2 H 	ah =0.1* (H - h) - S)2 
2 	a2 at at (23) 
If the diurnal change in the upper mixed layer thickness is 1 m, and the thermocline thickness is 30 m, 
then: 
v=0.3 cm2/s 
at the top of the thermocline. 
For practical use, equations (23) and (9) are the most important ones. 
The non-dimensional vertical fluxes of temperature as a function of the non-dimensional vertical co-
ordinate g  are presented in Figure 4. The theoretical curve corresponding to (21) is marked Q2 in case 
A (Fig. 4a). The experimental non-dimensional vertical flux is marked as Q1 . The corresponding ap- 
proximate curves for detrainment (case B) are shown in Figure 4b. A comparison of the experimental 
results with theory has the same main features as in the case of the traditional self-similarity concept. In 
case A, the observations fit well with theory. 
3. DISCUSSION AND CONCLUSIONS 
The traditional self-similarity concept as well as the extended theory of self-similarity of vertical fluxes 
were compared with calculations based on an analysis of observations. In general, the observations 
supported the theory. However, the four-day expedition was far too short to gather an adequate data set 
of CTD profiles in different stability conditions of the air-sea interface with respect to the evolution of the 
mixed layer thickness. 
The self-similar profiles for temperature based on the observations showed that different kinds of profiles 
exist depending on the evolution of the mixed layer, with different profiles being found for cases of 
entrainment (case A) and detrainment (case B). The observational proof for the self-similar structure of 
temperature was better in case A, while the profiles representing case B gave less satisfactory evidence. 
This is partly because of the small number of case-B profiles measured. On the other hand, most of the 
time case A conditions dominated, and profiles representing case B were not always pure; i.e. some 
profiles represented the transition between detrainment and entrainment. However, self-similarity of 
temperature becomes visible if a time-integration over an inertial period (about 14 h) is carried out (see 
Mälkki & Tamsalu 1985). 
The profiles of the vertical temperature fluxes showed a clear difference between cases A and B. The 
non-dimensional fluxes of temperature also showed differences in the profiles based on the evolution of 
the mixed layer depth. In case A, the fit of theory with observations was better than in case B, the 
reasoning for this being the same as in the case of the self-similarity profile for temperature. 
In the case of an entrainment type of profile, the coefficient of vertical turbulent diffusion can be solved 
in the stratified layer using the flux-self-similarity concept. Thus, the self-similarity concept can be used 
as a tool to parameterize the vertical turbulence in numerical modelling. 
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Fig. 4. The non-dimensional vertical flux of temperature Q plotted against the non-dimensional vertical 
coordinate S  . Curve Q1  is based on experimental results, while curve Q2 is based on theoretical calcu- 
lations: A -the mixed layer depth is increasing, B -the mixed layer depth is decreasing. 
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A ONE-DIMENSIONAL THERMODYNAMIC AIR-ICE-WATER MODEL: 
TECHNICAL AND ALGORITHM DESCRIPTION REPORT 
Bin Cheng and Jouko Launiainen 
Finnish Institute of Marine Research, P.O. Box 33, 00931, Helsinki, Finland 
ABSTRACT 
The technical description of a one-dimensional thermodynamic air-ice-sea model (Launiainen & Cheng, 
1998) is given. Parameterizations, solution method, algorithm and program flow are reported. The model 
produces the ice thickness variation as well as the in-ice temperature profiles, air-ice surface fluxes and 
the atmospheric near-surface profiles of wind, temperature and moisture. 
Keywords: air-ice coupling, air-ice-water fluxes, ice thermodynamics, numerical methods 
INTRODUCTION 
This report gives the technical description of a one-dimensional air-ice-water mass and energy balance 
model. The model includes the calculation of the air-ice interface temperature and surface fluxes, as well 
as the heat conduction in the snow and ice, and the heat flux and ice thickness variations at the ice-water 
boundary. In addition, the model yields the time development of the in-ice temperature profile and the 
atmospheric near-surface profiles of wind, temperature and moisture. Via the latter parameters, the model 
can be dynamically coupled with atmospheric boundary layer (ABL) models, for example. 
The model is based on the heat conduction equation in the snow and ice, in which the diffusive and 
convective components of the heat and mass fluxes are approximated with a conservative difference 
numerical scheme derived using the integral interpolation method. The scheme can be adjusted upon 
request from explicit to implicit by a single parameter. In our model the implicit form is used, i.e. no 
restrictions upon the ratio of the space and time steps are necessary and the scheme remains absolutely 
stable. In practice, the model contains an adaptive time step varying from 10-1 hour upwards. Short time 
steps (0.1 h) are associated primarily with process studies and with studies of air-ice interaction, while 
longer time steps (e.g. 6h) are associated with climatological studies. The overall structure of the model is 
flexible, permitting an arbitrary number of nodal subdivisions and layers. Usually, the column of snow + 
ice is divided into 10 to 30 layers, even more if desired. The upper boundary condition is defined by the 
surface heat balance, and the lower boundary remains at the freezing point. 
The governing equations at the air-ice interface are subject to meteorologically controlled boundary 
conditions. The surface fluxes are computed from user-given (files) observations of wind speed, air 
temperature, relative humidity and snowfall and, if available, of measured values of solar radiation. At 
the ice-water interface the flux from the water is given or estimated by a bulk foi 	tuula. Various physical 
coefficients and parameterizations such as albedo, heat conductivity and ice and snow density, can be 
modified by user-defined parameters in files and by algorithm alterations. The model can be applied to 
calculation of thermodynamic ice growth, to air-ice and ice-ocean model coupling and to the combination 
of thermodynamic and dynamic ice models. 
The physical details of the model are discussed in Launiainen & Cheng (1998). In the present report, the 
physical parameterizations and coefficients are listed, and the model solution method, algorithm and 
program flow descriptions are given. 
°Tee Qc 
;~ 
Qo 
I ABL 
Qb 	
q(z.) T(z) 
aQ 	/ Qd r Qh Qle 
	
/
~l 
L TrfC 	
1(z) 	Fe 
V(;) 
_ 	Tsfc ' Z 51 
surface layer \ _h 	I snow(thin)0' ; :i 	• snow(thick) 
m e 7'snow 	, 
• .Tin 
• 
Qs 
\\\ 
T (z, t) 
oh, 
IV Water layer 
b) 	c) 
Za 
II 
;III Ice 
Z 
a) 
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BASIC EQUATIONS OF THE MODEL 
The surface heat balance, the heat conduction through snow and ice, and the heat flow through the ice-
water interphase are the processes which are involved in the model. Additionally, the atmospheric surface 
layer is dynamically coupled with the model via the flux-profile relationships of the turbulent fluxes of 
momentum, heat and moisture. The heat fluxes for an ice layer are shown in Fig. 1. 
Fig. 1. a) Heat fluxes and notations (see list of symbols) for an ice layer. The schematic profiles in the 
atmospheric boundary layer (ABL) represent wind V(z) , temperature T(z) and moisture q(z) . b) and c) 
give the definition in cases of thin and thick snow, respectively. 
The basic model equations with respect to the various phases are summarized as follows: 
I) 	In the ABL: 
The profile gradients and profiles of wind speed, temperature and moisture are defined by the equations 
given by the Monin-Obukhov similarity theory, i.e. in terms of the universal profile gradients of 
aV k z 	 integration 0 a  
M (zalL)~ 	~ 	V\/( Za) ; az u* 
aT z 	 integration 
~ =(DK(zalL), 	 i 	T(z az 6* 
ag za 	 integration 
az q* 'zI3E(zalL); 	
i 	q(z a ); 
In the above, the scaling parameters are defined as 
U* = Qh 	. Qle  A* = 	q* _ 
Pa'cp'k0'u* pa'ko'u* 
Physically, the variable za /L is dependent on u* , 0* and q* (i.e. on the fluxes of momentum i , sen-
sible heat Qh and latent heat Qie ) and the solution is iterative. In practice, the iteration is avoided by 
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using a relationship between za /L and a directly-calculable parameter the bulk-Richardson number, Rz , 
as za /L = f (Rz ) (Launiainen, 1995). 
II) 	At the surface: 
incoming short-wave radiation 
penetrating short-wave radiation 
atmospheric long-wave radiation 
surface-emitted long-wave radiation 
sensible heat flux 
latent heat flux 
bulk coeff. for heat 
bulk coeff. for water vapour 
Qs = Qs(cQ,e,t,C) 
I(z,t) _ (1—ai s)•Qs(t)• ext, 
z 
Qd = Qd (Ta , e) 
Qb = Qb (Tsfc ) 
Qh = —Pa • c p • CH •(Tsfc — T)•Vz 
Qie = —Pa • Rl • CE • (gs — gz ) ' Vz 
CH =CHz(Za ,ZO ,ZT ,OM(ZalL') ,OH(ZalL')) 
CE =CEz(Za ,Z0 ,Z1,,(DM(ZalL') ,(13E(ZalL')) 
i 	aTs
\ 
—kl's az ~ 	isfc 
cond. heat flux at air-ice interface 	F = — 
surface heat balance: 
(1—a)(1—e—K` S4h''S )Qs +Qd — Qb(Tsfc)s +Qh(Tsfc)+Qle(Tsfc)+Fc(Tsfc)+Fm(Tf) =0 
surface heat balance given in terms of surface temperature dependent and non-dependent terms: 
F(Tsfc) = FQ +~ FQ(Tsfc)=0 
heat used for melting in cases of Tsfc >_ Tf : 
—PisLlfsfdhls/dt=Fm(Tf) 
aT s(z,t) 	a r 	aT s(z,t) 
(pc)is 	at 	az 	 `'s 	az +R(z>t) 
7;.,,  (0, t) = Tsfc (t) 
T (hl , t) = Tb 
T,s(z,0)=Tso(z) 
a1l ,S Q` _ —k`'s 
az 
ks åTs =kl åT 
hti s =Q(Fm(Tf),Qc(7;,$),FN,(TN„Tb)1 
III) In snow and ice: 
conservation of heat in ice and snow 
surface temperature condition 
temperature at ice-water boundary 
initial temperature profile 
heat conduction in ice and snow 
heat conduction at the snow-ice interface 
thickness of ice or snow 
Ah1 
ice T 
Ah, T' s snow 
T z s 
Tc~ 
TI 
TZ 	 
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IV) 	At the ice bottom, i.e. at the ice-water interface: 
condition for freezing or melting 	—pi • L~ f • dht 1 dt = ((—ki aT /az)bot + F,„) 
heat flux from water 	 FW = pwc,,CHw(Tie —T f )W 
STRUCTURE OF THE MODEL 
(1) 	Vertical structure of the model 
Generally, the overall structure of the model is flexible, permitting an arbitrary number of nodal sub-
divisions, phases and layers. In our studies, two phases, i.e. snow and ice, are considered initially. The 
combined snow and ice column is normally divided into 10 to 30 layers, e.g. 10 layers of snow and 20 
layers of ice, depending on the situation of these two phases. 
The snow accumulation process is included in the model. If the snow cover is thin, it can be regarded as a 
single layer without an inner node (i.e. having a linear temp. profile), but the subdivision in the snow 
exists when the snow layer is thicker than 0.Olm. For larger snow thickness, a linear temperature profile 
in the snow is assumed for the first few steps of the calculation. The vertical partition structure in the 
snow and ice layers is given in Fig. 2. The model is initialized with a (non-zero) thickness of ice and a 
profile of temperature in the snow and ice. 
air  
ocean  
surface 
snow/ice interface 
ice bottom 
Fig. 2. The vertical structure of snow-ice system where ns , ni , are the total number of subdivision of 
snow and ice, respectively. 
(2) 	The overall structure 
The physical structure of the model is given in Fig. 3. The model is forced by the atmospheric input and 
by the heat flux from the water below, given the initial status of the snow and ice. The model is composed 
of several physical processes which are fully coupled with each other. 
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input Meteorological conditions Ta , Va , Rh , C , Tiso , hso , hio 
heat conduction 
in the snow J 
heat conduction 
in the ice J 
atmospheric 
boundary profile, 
physical (urface heat balance 
processes 
phase change 
outpu 
Fig. 3. Schematic overall structure between physical processes and the model output. 
CALCULATION PROCEDURE, GRID AND FLOW DIAGRAM 
(1) 	Solution of the matrix system 
The basic equation of the conservation of heat in the ice and snow with the initial and boundary condi-
tions can be written in the form 
aT(z,t) a  
pc(z,t) 
at az
(
k(z,t)
aT(z,t)
)=Q(z,t)
az 
 
k 
TSfC = TS f~ (t) 
Tk =Tb , and Tk = Tn 
T° =TSo(zi) 
(eq. c-1) 
(eq. c-2) 
(eq. c-3) 
(eq. c-4) 
where pc(z, t) = (pc)1 s , k(z, t) = kl s and xi s • (1— ai s ) • Qs (t)•e-1` ''' z = Q(z, t) . Defining zi = j • Ohs,, 
and j =1,2, • • • N —1 and, tk = k At and k =1,2,3, • • • , where z and t denote the vertical space increase 
(positive downward below the surface) and time, respectively. Ohs s and At are the space and time step, 
respectively. N = n~  the total subdivision of snow or ice (cf. Fig. 2). 
t 
  
  
z 
Fig. 4. Integration area (shaded) of the equation of conservation of heat given schematically in z and 
t coordination. 
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Based on the integral interpolation method (Cheng, 1996; Launiainen & Cheng, 1998) the equation above 
can finally be discretized to a system of difference equations. The integration area is given schematically 
in Fig. 4. This leads (cf. eq (B10) in Launiainen & Cheng, 1998) to the system: 
At • 0 k+1 k+i [Ah 	k+1 	k) At • 0  ( k+1 	k+1) k+1 At • 0 k+1,k+1 _ 	A 	T + 	 pc • + pc + 	A • + A 	T 	A 	— • I 
Ah 2 	I 	J 	Ah 	 j+1 Ah J+1 J+1  
• k—k 	[Ah 	k At • (1— 0) A, 1,1_1+ ( c. 0 +1 +r,
e 	
At • (1-0) k 
Ah 	 2 kr- 	ci
lc) 	
Ah 	
A +A +1 )  J T.
k 	At • (1— 0) k A 	k • T 
Ah
j+i j+i 
-F Q1 +112 • At • Ah 
j =1,2,• • • n —1 , 0 < 0 <1. 
1  where the A jk is approximate to Akj (z1_1 pcy = pc,(z,,t,) and 
_ lf (1— a)•Q (tk+112 ). e Z . 
Writing the group of equations in matrix form, we have 
AT "1  = BT k +Q 
where 
A = 
(eq. s-1) 
(i
k
f 
Pci 
k 
+Pc' 
k)±_:P_At 	+)
k+' 
2 + 	Ah2 
At • 0 k+1 
A2 Ah2  
0 	 0 
0 
At • 0 
Ak+1  
Ah 2 N-1  
0 	
At ' e kti 	1  I k+1 	k 	•0 A 	—wc +pc + 	+A )k+1  Ah2 	N i 	2 	N-1 	N-1) Ah  2 N-1 	N 0 
At • 0 k+1 
Ah2 
J(N-1)x(N-1) 
At (l_8) 
(134+1-FP4') 	Ah2 	 +A )k 
At -(1-0) 
Ah2 
0 
At • (1— 0)  
Ah 2 
At • (1 — 0) Ak 	1 
0 Ah2 	N-I 
  
  
0 
At • (1— 0) Ak 
Ah2 	N-1  
	
k\ 	At • (1 — 0) (A + A \k 
4+--1  Pctv--31) 	Ah2 	N-I N 
 
 
(N-Ox(N-1) 
 
r At .0 Ak+174+1_, 
Ah2 	sfc ' 
At • (1— 0) A k k 
Ah2 	L-1-1 isfc 
At • 
Qik +1/2 At 
A k+1,rk+1 
I-1N 
Ah2  
At • (1— 0) k k 	--sk+1/2 Tb + At • vN  
Ah2 	 )(N-1)x 
At • 0 
A one-dimensional thermodynamic air-ice-water model: Technical and algorithm description report 21 
  
/ 
Ti
k 
1 
T k 2 and 7-,,k+1 
 
 
, T k = 
 
    
k+1 
\ N-1 i (N-1)xl 
k 
\TN-1 /(N-1)xl 
The elements of matrices A , B and Q must be known before we use a speeded-up method to calculate 
T k+1 by the matrix equation. Actually, an iterative procedure is used, since A, and pct are functions of 
T~k . 
A(T k )T * =B(T k )T k +Q 	 (eq. it-1) 
A(T * )T*1 =B(T * )T k +Q 	 (eq. it-2) 
The basic process reads: 
i) Calculate system matrices A and B with the current step value of T k and current forcing data. 
ii) Calculate T * instead of T k+1 by the scheme (eq. it-1). 
Calculate system matrices A and B with T * . 
iv) Calculate T*1 by the scheme (eq. it-2). 
v) Repeat the step iii) and iv) until T*k and T*(k-1) are close enough, i.e. T*k T*(k-1) 
vi) Set the value of the next step, i.e. T k+1 = T * I and repeat the procedure from i) with the next step's 
forcing data. 
(2) 	Grid system 
We have a grid system in our model in which the total number of inner nodes does not change 
(Lagrangian grid). Accordingly, the thicknesses of the snow and ice layers do not remain constant, and 
the grid coordinates vary with time. Fig. 5 shows an example of an ice layer with accretion and ablation 
from the bottom. The coordinate system moves with the surface which may itself change in the vertical, 
as well. The black dots are the grid points defined by the current time step while the horizontal line 
segments give the grid points as first defined, estimated by the previous time step. 
• 
ice • 
0 
k-1 	k 	k+1 
Fig. 5. Grid system of an ice layer with the moving boundary (with respect of time and thickness). The 
black dots are the grid points defined by the current step while the short segment give the grid points as 
defined by the previous step. 
• 
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Because of the moving boundaries, a procedure similar to the initialization of the temperature profile is 
adopted to treat the inner moving node system : 
i) temperature at each node of the previous step k —1 is known. 
ii) calculate the total thickness variation at step k —1 and calculate each node position at step k. 
iii) calculate the temperature (initial value) at each node at step k by a piecewise interpolation using 
the values given by the previous step k —1 (segment at step k) 
iv) calculate the temperature (second value) at each node at step k by the forcing data. 
v) repeat iv) until the temperature at each node for the step k remains stable. The temperature at 
each node for the current step k is then known. 
(3) 	Flow diagram 
The computer program is based on the flow diagram below (Fig. 6). The do loops k in the flow indicate 
the time development, and m is the iterative procedure for surface temperature. In practice, less than 5 
steps are needed for the Tsf, calculation. 
SUBROUTINES AND THE FORMULAE 
The formulae used are summarized below. For further physical explanation and discussion, see Lau-
niainen & Cheng (1998). 
Water vapour pressure in the air (subroutine: wvap.f ; emb.f) 
= exp((-6763.6 / T) — 4.9283 • ln T + 54.23) 	T > 273.15 	Iribarne & Godson (1973) 
e = exp((-6141 / T) + 24.3) 	 T <273.15 
if Tdew is known 
e =E(Td ) 
if Tw„ ,Tdr), are known 
e = £(Tw„ )— 0.666(Tdry — Tw„) 	 T > 273.15 
e = e(T,„) — 0.57(Tdry — Tw„) 	 T < 273.15 
if Rh 	are known 
e = E(Ta ). Rh 
Tsfc — T f 
Q l 
T sfc, > 0 
Q l 
Q[ Qh Qle 
m=1 (Z)_ 	I) Tf f(Tf ) Tfc = f(T f ') m>1 
Tsfc=T Ta-0.5 m=1 , 	= Tf 1 	m>1 
Cal. deriative items 
Cal. z 0,t,q, 111 M,H,E 
u* , CH,E, qsz 
Qh 	Qle 
I 	
\ 
C abs(T;— Tl 1 )<0.01 
F  
	 m=m+1 
< snow  
=0 <0.01  >0.01 
k<5 	}I 
Ahs Ahs 
—F —1— 
Ahs 
Cal. Z o,t,q , '~wiE 
U*  CH,E , gs,z  
Qh 	Qle 
ice part snow part 
Grid coordinate 
adjustment lc=k+1 
Output the results 
F abs(T*'—T )<er 
I 	 ~ 
snow >0.01 D 	T 
1=1,2,..ns 
T`=T" 
Cal. Matrixes of coef 
and solve the temperature. 
Cal. matrixes of coef. for ice part 
and solve ice temperature by 
the similar Procedure  
!i(Tkr ),B(Tkl ),Q(Tkr), A•T=6 , -1; = B(Tk1 )+Q(Tkr ) 
A(T'), B(T) Q(T ), A .T= b = B(T' )+Q(e ) 
hi 
T k _T' 
F Boundary cond. 
Initial cond. 
T 
T k(✓ )=f(T,q, , Tin ) 	T k(1) = T k 1(✓ ) Boundary cond. 
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Initialization T, s( zi, to) with hso , hit, and other parameters, semi-variables 
(Main do loop k total step Nt 	k>Nt 
F I  
Input ABL parameters (k dependent) Ta , Vz , Rh , C , a 
Cal. Q s 
Do loop m forT sfc m>15 
~ 
Ou put surface heat fluxes and temperature 
Do not converge ofT oj 
End of program 
Fig. 6. Program flow diagram. 
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Short-wave radiation (subroutine: gsw.f) 
Q0 =S0 cos2 Z/((cosZ +2.7)•e x10-3 +1.085• cos Z +0.10) 
Q0 = So cost Z/((cos Z + 1.0) • e x10-3 +1.2 • cos Z + 0.0455) 
cos Z = sink sint + cos 4cos 6cos HA 
6 = 23.44° cos[(172 - J)n / 180] 
HA= (12-ht )1t/12 
reduction in downwelling radiation due to cloudiness 
Qs = Q0 •(1- 0.52•C) 
Long-wave radiation (subroutine: glw.f) 
Qb= E0 6 Tfc 
Zillman (1972) 
Shine (1984) 
Bennett (1982) 
Qdo as one of those below 
Qdo =(1 —  (1 + 46.5(e / Ta )) • emi .2+139 5 (e/TQ ) )•  6 a4 	 Prata (1996) 
Qdo = (0.746 + 0.0066 • e) • 6 • a4 	 Efimova (1961) 
Qdo = 6 • Ta — 85.6 	 Guest (1997) 
reduction in downwelling radiation due to cloudiness 
Qd =Qdo X(1+ 0.26•C) Jacobs (1978) 
Turbulent fluxes of sensible and latent heat (subroutine: coe.f) 
(cf. Launiainen & Cheng, 1995) 
Qh =—Pa • Cp • C H •(Tsfc — Tz)•Vz 
Qle =-Pa •CE .(gs - gz )•Vz • RI 
Pa = 349/ Ta 
Ri = (2500 - 2.375 • (TS f, - 273.15)) x 1000.0 	 TS fc  >- 273.15 
Ri  = (2500 - 2.375 • (Tsfr - 273.15)) x 1000.0 + 335 x 103 	TS f, < 273.15 
_ 	0.622 • e S  
qs 	P0 - 0.378 • es  
CH = 
(n(Za / Zo ) -'1` M (~))-1 ° (ln(Za / ZT ) - °1` H ())
-1 
k02 	 = -CH CHN , ~) 
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0.622 • e 
qZ = P0- 0.378 • e 
es = £(Tsfc ) 
lzoz 	
(( CD = 	 2 = CD \CDN> ~) (111(Za / zO ) - °1°M ())- 
CE _ 
yy 
koz 	
YY
( yy 
(~(za / ZO) — M ())-1 ' (~(za l Zq ) — ~E (b))-1 C
E vCEN> `~) 
ZO , ZT,q over water surface 
CDN = (0.61 + 0.063 • VZ )x10-3 	 Smith (1980) 
CEN = 0.63 • CDN +0.3210-3 	 Launiainen (1983) 
lnzo =1n10-ko • CDN 
1/2 
1n ZT ~ ln zg =11110 - ko • CDN1/z • CE EN 1 
zo , ZT q over snow/ice surface 
CDN = (1.10 +0.072•4)•10-3 	 Banke & al. (1980) 
ln zo =1n10-ko • CDN 
-1/z 
ln zT -1n zg =1n zo + bo + b1 • ln(Re ) + b2 • ln(Re )2 	 Andreas (1987) 
1/2 17 
Re = zO •u* /y=ZO •CDN • VZ / y 
y= (0.9065•(7Z +273.15)-112.7)/107 
Re 
bo 
[0 0.135) 
1.43 
[0.135, 
0,25 
2.5) [2.5, 
0.356 
1000] 
b1 0.0 -0.589 -0.538 
b2 0.0 0.0 -0.181 
unstable stratification (RZ < 0), 
26 	Bin 
Wm = 21n 
Cheng & Jouko 
r1+elM 
+ln 
Launiainen 
(1+0-1 
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2arc tan (I)-ml- + 
2 	
Businger & al. (1971) 
2 2 
1+(13HE 1 ~ 
H ='I°E 	2 in Dyer (1974) 2 
OM = (1-19.3 • 0-1/4 	 Högström (1988) 
4311 =0E = (1-12.0 • 0-1/2 
tj- Za /L = /(lnZa 
/ Zo )2 
(ln za / zT 
) 0.55 RZ 	 Launiainen (1995) 
stable stratification (R,> 0), 
trim ~ ~HE _ -5 x 0.75 / 0.35 - 0.7 - 0.75 • - 5 / 0.35) exp(-0.35 • 0 Holtslag and De Bruin 
(1988) 
~ = za / L = (1.89 • ln(z / zo ) + 44.2)RZ 2 + (1.18 ln(z / zo )RZ -1.51n(zo / zT ) -1.37)RZ Launiainen (1995) 
_ 	za •• g • (TZ - TS ) 
RZ 
0.5•(TZ+T)• VZ2 
ABL profile (subroutine: abl.f) 
V(za)= k* (1nza/z0 -'1`M(za/L)) 
0 
T(Za )=TS + 	Qh 	(lnZaizT —1-11H(zaIL')) 
Pa • Cpko • u* 
q(za ) = q,+ 	Qie 	(1n Za /Zq - TE (Za /L')) 
Pa •ko R1 •u* 
Penetrating solar radiation (subroutine: qin.f) 
white ice 
x=17.141-C)+10.5•C 	 z <<-0.1 
I=(1- cc) • Q .e-"•Z 
x=1.5 	 z >0.1 
io = 0.18 • (1- C) + 0.35 • C 
1(z) = jo • (1- a) . Qs,• e-x (z—o.1) 
Grenfell & Maykut (1977) 
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blue ice 
x = 8.4•(1-C)+ 4.6• C 	 z <<-0.1 
1=(1-a)•Qs.e KZ 
x=1.4 	 z >0.1 
i0 =0.43•(1-C) +0.63• C 
I(z) = (1- a) • QS • e-x(z-o.1) 
Conductive flux at the upper surface (subroutine: ts.f) 
T1 -T öT 	 sfc  Fc =)s fc = Fc(Tsfc) ~ ki(7) 	Ah 
Grenfell & Maykut (1977) 
hs _<0.01m 
= k DT 	F T = le Tin Tsf c  F c 	VCs az ) sfc - c( sfc ) 	S 	h s 
k Tin -Tsfc - k T1 —Tn s hs ` Ahi 
hs >0.01m 
Ts1  TS fc 
F. 	Fc (Ts fc ) --- ks 	
Ah, 
Ah, = hs Ins 
Ahi = hilni 
Sea ice properties (subroutine: nume.f) 
si =4.6+0.916/h1 	 Kovacs (1996) 
si = 14.2 -19.4k 	 hi <0.6 	 Cox & Weeks (1974) 
si = 3.0 	 hi >_ 0.6 
(pc)s = ps(92.88 +7.364 • T5 ) 	 Anderson (1976) 
ks =2.2236(p , )1.885 	 Yen (1981) 
(pc)i = (pc)if f +17.2 x106 • si AT, - 273)2 	 Maykut & Untersteiner (1971) 
ki = kif + 0.117• si /(T -273) 
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Phase change (subroutine: dhs.f) 
surface: 
(1-a)QS(1-e-K•°h)+ Qd _Qb(Tf)+ Qh(Tf )+ Qle(Tf )+F(Tf)=-pisLif SfdhiS/dt 
h, sk -hi S k
-1 _ 	At 
	
(1 a)Qs(1-e 1( •°11 )+Qd — Qb(Tf)+Qh(Tf)+Qle(Tf)+ F(Tf) 
ps,i • I'if,sf 
bottom: 
-pi • Lif • dhi 1 d = ((-ki aT /az)bot + Fw ) 
/7 n 1~ 
hk=hk-1_  At 	
Ah 
	
b - T 
	  F 
pi • Lif \~ 	O  
total thickness change: 
dhi (t)/dt = (hi (t)k+1 - hi(t)k)/At 
Surface temperature (subroutine: ts.f) 
Two alternatives for solving surface temperature 
iterative 
k 
T k+i - T k -'(T fc 
sfc — sfc  F'(T f c ) 
F'(Tsfc ) _ -Qb (Tsfc ) + Qh (Tsfc ) + Qle (Tsfc ) + Fc(Tsfc ) 
approximate 
(1-a)Qs(1-e-1(zh)+ Qd— £o 6 • Tfc+ Qh( Tsfc)Qle( Tsfc)+ Oh•
(T — Tsfc) =0 
~ 
Tsfc =T p + AT 
	
Semtner (1976) 
Tic = (Tp +AT)4 =Tp +4TTAT 
if hs = 
AT = 
(1-a)QS(1-e-K•z)+Qd —£o • •Tp +Qh(Tp)+ Qle(Tp)+ Ohi (T1-Tp) 
4£0 • 6 • Tp + ki  
®hi 
if hs 5..0.01m 
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AT = 
k 	(Ti 
(1-0c)QS(1—e-x•z)+Qd —£0 •
6•Tp +Q
h(Tp )+Qle (Tp )+ Ic 	
k 
s~hi +kihs 
(T1 —Tp ) 
k 
s
k 
4e0 • 6 • Tp + kSOhi + kihs 
if hs >0.01m 
(1—a)QS(1—e-K•Z)+Qd —E0 • 6•TP +Qh(Tp)+Qle(Tp)+ ~S 
	(Tsns-1 
_Tp) 
AT = 
Normally, the quick approximate method gives results close to the iterated one. It is used e.g. when 
coupling the ice model with other models. 
Snow/ice interface temperature Tin (subroutine: tint.f) 
Tin — Tsfc 
kihST1 +kSOhiT Tin_  k
SOhi + kihs 
— kiO hSTi1+ kSOhiTns -1 Tin 	
ksAhi+kiAhs 
hs =0 
hs <_ 0.Olm 
hs > 0.01m 
VERIFICATION AND RUNNING OPERATIONS 
The model was used to simulate ice growth in the Baltic Sea, and studies with respect to the Bohai Sea 
ice thermodynamics and theoretical examples of Antarctic sea ice were calculated. Two figures from 
those case studies are given below. 
For specific case studies, the user can give a full set of parameters and semi-variables in input parameter 
files. An example is given in Table 1. Instructions for operation are given as specific notes in the program 
code. 
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Fig. 7. In-ice temperature time series. The solid line gives the calculated temperature at a depth of 6 cm 
from the surface. Circles give the observed temperature. The field observation was carried out in the 
Bohai Sea (from Launiainen & Cheng, 1998). 
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Table 1. Coefficients and parameters for the model. 
Name 	 Value 
aerodynamic roughness, z0 	 10-4 m 
albedo, ai , as 	 0.5 - 0.8 (ice), 0.80 (snow) 
density of air, pa 1.26 - 1.36 kg/m3 
density of ice, pi 	 915 kg/m3 
density of snow, ps 150 kg/m3 
extinction coefficient of ice, K 	 1.5 - 17 m-1 
extinction coefficient of snow, K 	15 - 25 m-1 
freezing temperature, Tb 	 -1.8 °C 
heat capacity of air, cp 	 1004 J/kg K 
heat capacity of ice, ci 	 2093 J/kg K 
latent heat of fusion of ice, Li f 	0.33x 106 J/kg 
latent heat of fusion of snow, Ls f 	0.054x 106 J/kg 
oceanic heat flux, Fw 	 2.0 - 5.0 W/m2 (sometimes sign. larger) 
thermal conductivity of ice, ki f 	2.03 W/m K 
thermal conductivity of snow, ks 	0.19 W/m K 
Boltzmann constant, a 	 5.68x10-8 W/m2 K 
solar constant, S 	 1367 W/m2 
von Kannan constant k0 	 0.405 
-12 	-10 	-8 	-6 	-4 	-2 
Temperature (CC) 
Fig. 8. Vertical air and in-ice temperature profiles during a single day (5 February 1990, from 03h to 
17"). The few available observations are shown (+, o, x) for comparison. Note the different vertical 
scaling in ice and air (from Launiainen & Cheng, 1998). 
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CONCLUSION 
A one-dimensional thermodynamic air-ice-sea model with all the parameterizations and coefficients, 
solution method of the model and algorithm and flow are introduced in this report. Each process is 
constructed as a single subroutine. The model code is written in Fortran, which allows the model to be 
easily coupled with other models. 
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List of symbols 
C 	 cloud factor (0 to 1.0) 
CD,H,E 	bulk transfer coefficients in diabatic conditions 
CDN 	turbulent bulk transfer coefficient for momentum under neutral stratification 
CEN 	turbulent bulk transfer coefficient for latent heat (Dalton number) under neutral stratification 
CHN 	turbulent bulk transfer coefficient for sensible heat (Stanton number) under neutral stratification 
Cam, 	heat exchange coefficient between water and ice 
Fc 	conductive heat flux near the surface (W/m2) 
Fm 	heat flux due to melting of ice or snow (W/m2) 
FQ 	surface heat fluxes non-dependent on the surface temperature (W/m2) 
FQ (TS fc ) 	surface heat fluxes dependent on the surface temperature (W/m2) 
heat flux from water below (W/m2) 
HA 	hour angle 
I(z,t) 	penetrating solar radiation (W/m2) 
J Julian day 
L Monin-Obukhov length (m) 
L~ f 	heat of fusion of saline ice (J/kg) 
Lsf 	heat of fusion of snow (J/kg) 
Po 	standard air pressure at the surface (hPa) 
Qp 	solar radiation in clear sky conditions (W/m2) 
Qb 	emitted long-wave radiation (W/m2) 
Qc 	heat conduction in snow and ice (W/m2) 
Qd 	downwelling long-wave radiation (W/m2) 
Qdo 	incoming atmospheric long-wave radiation under clear sky conditions (W/m2) 
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Qh 	sensible heat flux (W/m2) 
Q1 	net long-wave radiation (W/m2) 
Q1e 	latent heat flux (W/m2) 
Qs 	downward short-wave radiation (W/m2) 
Rh 	relative humidity (%) 
Re 	Reynolds number 
R1 	enthalpy of vaporization (Ws/kg) 
RZ 	bulk Richardson number 
Sp 	solar constant (W/m2) 
TQ 	air temperature (K) 
Tb 	ice bottom temperature (K) 
Tdew 	dew point temperature (K) 
Td,y 	dry-bulb temperature (K) 
T f 	freezing point (K) 
ice temperature (K) 
Tin 	snow-ice interface temperature (K) 
T so 	initial snow and ice temperature (K) 
Tp 	temperature at the previous time step (K) 
Ts f, 	surface temperature (K) 
Ts 	snow temperature (K) 
Tw 	water temperature (K) 
Twet 	wet-bulb temperature (K) 
TZ 	air temperature at height z (K) 
To 	mean temperature (K) 
Vz 	wind speed at height z (m/s) 
W 	current velocity (m/s) 
Z 	solar zenith angle 
cif 	heat capacity of ice (J/kg K) 
cP 	specific heat of air (Ws/kg K) 
cw 	specific heat of water (J/kg K) 
e 	vapour pressure (hPa) 
g 	acceleration due to gravity (m/s2) 
h1 	thickness of ice (m) 
h10 	initial thickness of ice (m) 
hs 	thickness of snow (m) 
hso 	initial thickness of snow (m) 
ht 	solar time (hour) 
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ko 	von Karman constant 
ki 	thermal conductivity of sea ice (W/m K) 
ki f 	thermal conductivity of fresh water ice (W/m K) 
Izs 	thermal conductivity of snow (W/m K) 
ni 	number of nodal of subdivisions in ice 
ns 	number of nodal of subdivisions in snow 
q(z,t) 	internal heat source or sink in the ice or snow (W/m2) 
qs 	specific humidity at the surface 
qZ 	specific humidity at height z 
cp 	scaling humidity 
si 	sea ice salinity (ppt) 
t 	time (s) 
u* 	friction velocity (m/s) 
z 	vertical coordinate in the snow and ice (m) 
z0 	roughness length for wind speed (m) 
Za 	 vertical height above the surface (m) 
zq 	roughness length for water vapour (m) 
z. 	roughness length for temperature (m) 
ot i 	ice albedo 
ti snow albedo 
8 	declination of the sun 
Lo 	surface emissivity 
E 	saturation pressure of water vapour (hPa) 
cp 	latitude 
'y 	kinematic viscosity of air (m2/s) 
xi 	extinction coefficient in ice (m-1) 
Ks 	extinction coefficient in snow (m-1) 
A 	adjustment parameter for the numerical scheme 
A* 	scaling temperature 
Pa 	density of air (kg/m3) 
Ai 	density of sea ice (kg/m3) 
Ps 	density of snow (kg/m3) 
pw 	density of water (kg/m3) 
6 Boltzman constant (W/m2 K4) 
ti 	turbulent flux of momentum (N/m2) 
geometric surface roughness (cm) 
Monin-Obukhov stability parameter 
Ohi 	thickness of each layer of ice (m) 
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Ohs 	thickness of each layer of snow (m) 
At 	time step (s) 
AT 	perturbation of surface temperature (°C) 
Om 	gradient universal function for momentum 
OH 	gradient universal function for heat 
OE 	gradient universal function for moisture 
'PM 	integrated universal function for momentum 
TH 	integrated universal function for heat 
TE 	integrated universal function for moisture 
Subscripts 
i 	 refers to ice 
s 	refers to snow 
w 	refers to water 
N refers to dimension of matrix 
j 	refers to spatial development 
bot 	refers to bottom 
sfc 	refers to surface 
Superscript 
refers to derivative 
k 	refers to time development 
_ 	refers to matrix 
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LITERATURE REVIEW ON MICROBIOLOGY OF AGGREGATES 
ORIGINATING FROM PHYTOPLANKTON BLOOMS 
Susanna Hietanen 
Finnish Institute of Marine Research, P.O. Box, 33, 00931, Helsinki, Finland 
1. INTRODUCTION 
Formation of visible, macroscopic aggregates of microscopic particles in the water is a common phe-
nomenon in oceans, lakes and rivers (Alldredge & Silver 1988, Weiss & al. 1996, Zimmermann & 
Kausch 1996, Zimmermann 1997, Grossart & al. 1998). These aggregates are often called "marine 
snow" or "lake snow". This quite descriptive term was introduced as early as in the 1950s by Suzuki & 
Kato (1953) after Carson (1951) described sedimenting material reaching the see floor as a "long 
snowfall". Since then the aggregates have been studied intensively. 
The ecological importance of marine snow lies in the special nature of aggregates when compared to 
microscopic particles. Aggregated material sinks faster than individual particles. Therefore aggregation 
removes carbon and nutrients from the productive surface layer (Fowler & Knauer 1986). Aggregation of 
bacteria and algae into bigger flocs also changes the grazing chain to favour large-particle feeders (e.g. 
crustaceans) at the expense of the microbial loop grazers (e.g. protozoa) (Alldredge & Silver 1988). In 
addition the optical properties of water are affected when particles stick together since it alters the size 
distribution and abundance of particles available to absorb and scatter light (Alldredge & Jackson 1995). 
Aggregates are known to form special enriched patches of carbon and nutrients as well as support distinct 
food webs of microbes and protozoa (e.g. Shanks & Trent 1979, Caron & al. 1986, Fowler & Knauer 
1986, Alldredge & Cohen 1987, Alldredge & Silver 1988, Gotschalk & Alldredge 1989, Riebesell 
199 lb, Kaltenböck & Herndl 1992). Recently many studies have focused on anoxic microniches formed 
inside aggregates as a result of microbial degradation of organic matter (Paerl 1985, Paerl & Prufert 
1987, Bianchi & al. 1992, Shanks & Reeder 1993, Ploug 1997). 
2. FORMATION, BREAKDOWN AND LOSS OF AGGREGATES 
Particulate matter in surface waters consists of living organisms, inorganic particles and detritus. Ag-
gregation of these is a complex process involving both physical, chemical and biological interactions 
between particles. 
Physical processes such as shear (differences in fluid movements bring particles together), Brownian 
motion (thermal movement of one particle towards another) and differential settlement (one particle sinks 
faster than the other, overtaking and colliding with it) bring particles together in the water column 
(Jackson 1994). Chemical and biological properties of colliding particles ("stickiness") determine 
whether they stay together. The mucus sheaths as well as other organic surface materials, especially 
polysaccharide particles known as transparent exopolymer particles (TEP) around the organisms, act as 
adsorption surfaces for other particles (Alldredge & Silver 1988, Alldredge & al. 1993, Passow & al. 
1994). Attachment to surfaces has been proved to stimulate bacterial exopolysaccharide synthesis, fur-
ther enhancing aggregation (Vandevivere & Kirchman 1993). The microaggregates formed collide with 
each other forming macroaggregates, visible "marine snow". 
Aggregate size can also decrease because of physical and biological processes. Turbulence tears particles 
physically apart as well as brings them together (McCave 1984, Riebesell 1991a). Biological 
disaggregation, including consumption by zooplankton or nekton and decomposition by microorganisms, 
can on some occasions be a more important factor regulating aggregate size than abiotic fragmentation 
(Taylor & al. 1986, Alldredge & al. 1990). 
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Aggregates are lost from the upper water layer by sedimentation, which is enhanced by growing aggre-
gate size, and by grazing (Alldredge & Silver 1988). Grazing of aggregates by fish and zooplankton has 
recently been proved to be an important shortcut in the food chain, transferring organic carbon to higher 
trophic levels more efficiently than via the microbial loop (Lampitt & al. 1993, Grossart & al. 1998). 
The relative importance of these mechanisms in aggregate disappearance depends on the origin and age of 
the aggregates (Biddanda & Pomeroy 1988, Riebesell 199la, Turley 1992). 
2.1 Aggregation and fate of diatom bloom 
A two-state coagulation theory, in which coagulation is insignificant at low and significant at high algal 
concentrations with a rapid transition between these two states, seems to adequately describe the dy-
namics of diatom blooms (Jackson 1990, Riebesell 1991a, KiOrboe & al. 1994). At the beginning of the 
bloom there is no coagulation of cells into aggregates neither is there any sinking of cells out of the 
euphotic zone. The concentration of diatom cells increases rapidly until a critical limit is reached. The 
critical cell concentration depends on cell sizes, cell surface "stickiness" and turbulence of water. At the 
critical concentration the cells aggregate, sometimes extremely quickly - the whole bloom aggregated and 
sedimented in 24 hours in the study of Alldredge & Gotschalk (1989). This pattern for diatom bloom 
dynamics has also been reported from the Baltic Sea spring bloom - an initial intensive bloom followed 
by rapid sedimentation as a result of nutrient depletion (Leppänen 1988, Leppänen & Kononen 1988, 
Kuparinen & al. 1996, Kankaanpää & al. 1997). Nutrient depletion at the end of a bloom has been 
shown to increase diatom cell stickiness, enhancing aggregation (Smetacek 1985, Logan & Alldredge 
1989, Kiorboe & al. 1994). Even if the algal cells keep dividing, the particle concentration does not 
increase further since new production aggregates quickly (Jackson 1990, Riebesell 1991b). Aggregates 
are colonised by bacteria and protozoa (Alldredge & Gotschalk 1990, Simon & al. 1990, Zimmermann & 
Kausch 1996), but because of the relatively high density of diatom aggregates they sink rapidly from the 
productive layer before major decomposition takes place (Smetacek 1985, Alldredge & Gotschalk 1989, 
Riebesell 1991b). 
2.2 Aggregation and fate of cyanobacteria bloom 
Cyanobacterial blooms also aggregate, especially as they age (Hoppe 1981), but the fate of cyanobac-
terial aggregates differs from that of diatom aggregates. Intracellular gas vacuoles prevent sedimentation, 
keeping aggregated filaments in the upper water layer (Hoppe 1981, Worm & St ndergaard 1998). 
Grazing losses are also insignificant since grazers avoid cyanobacteria because of their "difficult" size 
and shape (filaments, colonies and especially aggregates) and potential toxicity (e.g. Estep & Vigg 1985, 
Haney 1987). As a result, cyanobacterial aggregates are soon colonised by bacteria and protozoa, 
becoming sites of enhanced biological, especially microbial, activity (Paerl 1976, Caldwell & Caldwell 
1978, Silver & al. 1978, Hoppe 1981, Caron & al. 1982, Zimmermann & Kausch 1996, Grossart & al. 
1998). These conditions can predominate for weeks, even months (Hoppe 1981), until increased turbu-
lence disaggregates the whole bloom (Heiskanen & Kononen 1994). 
3. ABUNDANCE OF AGGREGATES 
Abundance of aggregates cannot be estimated by traditional water sampling methods because of the 
extreme fragility of the flocs. Therefore a variety of advanced methods, each of which has some draw-
backs, have been developed to study aggregate quantities. 
Traditional sediment traps seem to either destroy aggregates if preservatives (e.g. formalin) are used or, 
in the absence of such agents, lose some matter by biodegradation. Large volume in situ filtration sys-
tems (LVFS) provide data on particle numbers and size distribution in the water column, also allowing 
particle density calculations. It still remains unclear, however, what these deep-sea pumps actually 
sample ("suspended particles" v. "large, fast sinking particles"). Most studies rely on laborous hand 
collection in situ by SCUBA diving, some take advantage of submersibles. Recent advances in in situ 
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photography and video techniques have made these methods useful in aggregate as well as other marine 
studies (reviewed by Fowler & Knauer 1986). 
Table 1. Abundance of aggregates at some locations. 
Location Abundance, 1-1  Method Reference 
Subtropical Atlantic, 
Bahama Islands 0.0005-0.004 Submersible Alldredge & Youngbluth 1985 
Gulf Stream 0.1 SCUBA / hand collection Alldredge & al. 1986 
Californian coast 4.3 SCUBA / hand collection Alldredge & al. 1986 
Californian coast 0.5-12.9 SCUBA / hand collection Alldredge & Gotschalk 1989 
Californian coast 0.2-1.65 SCUBA / hand collection Alldredge & Gotschalk 1990 
Californian coast 0.2-1.65 SCUBA / number of aggr. passing 
through a hand-held loop in a given 
distance 
Simon & al. 1990 
German Bight 425-5300 Underwater camera Riebesell 1991a 
Antarctic coast 0.1-10 Remote-controlled video camera Marchant & al. 1996 
Lake Constance, 
Germany 5-20 SCUBA / hand collection Weiss & al. 1996 
Elbe Estuary 40-120 wide-mouth bottles Zimmermann & Kausch 1996 
4. MICROBIAL COLONISATION AND SUCCESSION IN AGGREGATES 
Young and healthy phytoplankton cells seldom show any bacterial colonisation (Paerl 1976, Hoppe 
1981). As the cells age, however, they start aggregating and quickly become attached by micro-organ-
isms. The predominant sites for bacterial colonisation are the inactive cells along the filaments, pref-
erably surrounded by mucilage (Caldwell & Caldwell 1978, Hoppe 1981, Grossart & al. 1998), and 
polar regions of heterocysts in cyanobacterial colonies, capable of nitrogen fixation (Paerl 1976). The 
bacterial population serves as a food source for e.g. protozoa, supporting a complex microecosystem 
(Silver & al. 1978, Hoppe 1981, Biddanda 1985, Taylor & al. 1986, Alldredge & Silver 1988, Alldredge 
& Gotschalk 1990, Zimmermann & Kausch 1996). Heterotrophic production blooms as long as primary 
production by phytoplankton cells supplies the heterotrophic community with the organic substrate it 
needs. In aging aggregates, senescent algae alone alone provide a sufficient amount of degradable 
material for the maintenance of a high standing stock of attached bacteria. Therefore the role of the 
"recycling" of organic matter from microzooplankton (as excretion, dead cells, fecal pellets, sloppy 
feeding) towards bacteria is emphasised as the aggregates get older (Hoppe 1981, Taylor & al. 1986, 
Biddanda & Pomeroy 1988). Cyanobacterial aggregates that avoid sedimentation and therefore stay in 
the upper water layer for weeks can reach a steady state in which the input and output of organic matter 
is balanced (Hoppe 1981). Muller-Niklas & al. (1994) showed that aging processes are, however, similar 
in buoyant and sinking particles. With increasing size and age, aggregates become poor habitats for 
bacterial growth. Rapid successional changes in microbial populations suggest that any labile matter 
available in newly formed aggregates is quickly utilised by bacteria (Alldredge & Silver 1988, Alldredge 
& Gotschalk 1990). 
5. PROCESSES IN AGGREGATES 
5.1 Primary production 
The amount of primary production in aggregates depends e.g. on the size of the aggregate (shading in big 
aggregates, enhanced sinking), physical state of the algae in aggregate (healthy v. senescent cells), 
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availability of nutrients (nutrient recycling by attached bacteria, nitrogen fixation) and turbulence 
(keeping the cells in the productive water layer or allowing them sink). Therefore aggregation can either 
enhance or diminish the primary production of phytoplankton cells. As a general rule, the contribution of 
primary production in aggregates to the total primary production in the euphotic layer is significant only 
in newly formed, phytoplankton-originated aggregates (Alldredge & Gotschalk 1990). 
5.2 Heterotrophic production 
Abundance and heterotrophic production of attached bacteria has already been studied intensively for a 
couple of decades, but the results are still somewhat contradictory. Depending on the method used, lo-
cation and time of year, the abundance and production of bacteria in aggregates has been claimed to be 
either significant or negligible compared to that of free-living bacteria (Table 2). This might also reflect 
discrepancies in the timing of sampling since microbial activity on marine snow is highly variable and 
depends on aggregate origin as well as aggregate age (Alldredge & Silver 1988, Herndl 1988, Alldredge 
& Gotschalk 1990). 
Table 2. The abundance and production of attached bacteria compared to that of total pelagic bacteria 
at some locations. 
Location Attached bacte- 
ria, % of all 
Method Prod. of attached bac- 
teria, ng C 1-1 11-1- 
% of total Reference 
Bilbao Coast, Spain 1-22 Iriberri & al. 1987 
Elbe Estuary 75 Zimmermann 1997 
Freshwater pond <10 3H-thymidine 
incorporation 
1-10 Kirchman 1983 
Subtropical Atlantic, 
Bahama Islands 
<0.05 3H-thymidine 
incorporation 
0.00045-0.071 0.001-0.54 Alldredge & Youngbluth 1985 
Adriatic Sea 20-30 3H-thymidine 
incorporation 
410-930 54 - 85 Kanner & Herndl 1992 
Lake Frediksborg 
Sloss¢, Denmark 
8-32 3H-thymidine 
incorporation 
250-3770 25-43 Worm & S¢ndergaard 1998 
Gulf Stream 0.1-4.4 3H-thymidine 
incorporation 
0.1-1.4 Alldredge & al. 1986 
Californian coast 0.9-3 3H-thymidine 
incorporation 
0.2-2.8 Alldredge & al. 1986 
Californian coast 0-2.2 3H-thymidine 
incorporation 
0.05-2.0 0.2-10.9 Alldredge & Gotschalk 1990 
Californian coast 14C-leucine 
incorporation 
3-30 1-1.25 Simon & al. 1990 
Lake Kinneret, 
Israel 
25 14C-leucine 
incorporation 
1.4-3.5 0.26-0.37 Grossart & al. 1998 
Many studies show that, on a cellular basis, attached bacteria are metabolically more active than free-
living ones (Harvey & Young 1980, Kirchman & Mitchell 1982, Alldredge & Youngbluth 1985, Iriberri 
& al. 1987, Hoppe & al. 1988, Alldredge & Gotschalk 1990, Karner & Herndl 1992, Smith & al. 1992, 
Grossart & al. 1998, Worm & S¢ndergaard 1998). Others prove just the opposite: bacteria attached to 
marine snow do not grow any faster than free-living bacteria (Alldredge & al. 1986, Alldredge & 
Gotschalk 1990, Simon & al. 1990). 
Generally, attached bacteria have been reported to be bigger than their free-living counterparts 
(Kirchman 1983, Alldredge & Youngbluth 1985, Alldredge & al. 1986, Iriberri & al. 1987, Herndl 1988, 
Alldredge & Gotschalk 1990, Smith & al. 1992, Zimmermann & Kausch 1996, Wolin & S¢ndergaard 
1998) but not always (Kanner & Herndl 1992, Muller-Niklas & al. 1994). 
It has recently been shown (by the use of modern gene technology) that distinct bacterial populations, 
totally different from free-living populations, develop in aggregates (DeLong & al. 1993, Weiss & al. 
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1996). This finding might explain some differences observed between free-living and attached bacteria 
since all bacterial groups found on aggregates in these studies are known to have special properties that 
make them well-adjusted to attached life (DeLong & al. 1993, Weiss & al. 1996). These special features 
include a tendency to associate and glide on surfaces as well as an ability to produce different 
exoenzymes and to degrade a variety of high molecular weight compounds (DeLong & al. 1993). 
5.3 Nitrogen processes 
Aggregates are known to be sites of intense nutrient cycling (e g Shanks & Trent 1979, Caron & al. 
1986, Fowler & Knauer 1986, Alldredge & Cohen 1987, Alldredge & Silver 1988, Gotschalk & 
Alldredge 1989, Alldredge & Gotschalk 1990, Riebesell 1991b, Kaltenböck & Herndl 1992). This review 
only discusses nitrogen processes in cyanobacterial aggregates. 
The biological nitrogen cycle consists of reactions that are mainly carried out by bacteria. Plants can 
assimilate ammonia and nitrate, but nitrogen fixation, ammonification, nitrification and denitrification are 
strictly microbial processes (Stanier & al. 1971). Likewise, anaerobic ammonium oxidation to dinitrogen 
gas has been shown to be a microbially mediated process (van de Graaf & al. 1995). 
Cyanobacteria capable of fixing dissolved molecular nitrogen (N2) regularly aggregate during intensive 
blooms. Since the sedimentation and grazing of these aggregates is minor (Hoppe 1981, Heiskanen & 
Kononen 1994), they have been considered a net nitrogen input in the ecosystem. Nevertheless, the fate of 
nitrogen fixed by cyanobacteria still remains uncertain. The alternatives in theory are that fixed nitrogen 
is released into the surrounding water as the cyanobacterial cells lyse at the end of the bloom (Heiskanen 
& Kononen 1994), or that nitrogen is at least partly converted back into gaseous dinitrogen by anaerobic 
denitrification processes. 
Both nitrogen fixation and denitrification are oxygen-sensitive processes. Denitrifying bacteria are 
facultative anaerobes that denitrify in anaerobic environments, although some bacteria may simultane-
ously nitrify and denitrify in aerobic environments (Robertson & Kuenen 1984). Therefore, the formation 
of microscale anoxic patches in aggregates plays a key role in both nitrogen fixation and denitrification 
rates in aggregates. Anoxic microzones and denitrification have been demonstrated in activated sludge 
flocs at waste water treatment plants (de Beer & al. 1997). Recently, Michotey & Bonin (1997) 
demonstrated particle-associated denitrification in the Mediterranean Sea. Nitrogen fixation has been 
shown to be more active in cyanobacterial aggregates than in suspended filaments (Paerl 1985, Paerl & 
Prufert 1987). The existence of microniches in cyanobacterial aggregates has also been proved experi-
mentally in many studies (Paerl 1985, Alldredge & Cohen 1987, Paerl & Prufert 1987, Bianchi & al. 
1992, Shanks & Reeder 1993, Ploug & al. 1997), but the factors regulating their quantity are not totally 
understood. Aggregates, like sediments, provide both a colonisable surface and a concentrated source of 
readily metabolisable organic matter. Microbial degradation of organic matter results in oxygen-poor 
microzones around and inside particles (Paerl & Prufert 1987). Anoxic patches remain even in well-
oxygenated surroundings as the physical structure provided by the aggregate slows down the diffusion in 
and out of the microzone (Shanks & Reeder 1993). Paerl (1985) and Ploug & al. (1997) point to the 
importance of low environmental turbulence and de Beer & al. (1997) to the complicated structure of 
aggregates in microzone foi 	illation. These requirements are easily met in cyanobacterial aggregates that 
foini under almost non-existent turbulence and seem to actively fix both carbon and nitrogen. 
6. SUMMARY 
Phytoplankton-derived aggregates seem to be an important phenomenon in pelagic ecosystems, albeit 
ephemeral in an annual time scale. 
Regular aggregation of phytoplankton blooms provides unique microenvironments with highly specialized 
populations and trophic interactions, thus increasing the biodiversity of oligotrophic pelagial waters. 
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Physical aspects of aggregation, disaggregation and aggregate loss from the water column seem to be 
quite well described. Our understanding of biological processes in aggregates however remains in-
complete. 
In order to estimate the contribution of aggregate-associated processes to those of free-living organisms, 
we need to focus on developing methods to measure the key processes in aggregates. The high 
metabolical rates detected so far in aggregates indicate that their role in the water column might be far 
greater than expected from their brief appearances. 
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