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Abstract
The present paper is mainly concerned with the blow-up phenom-
ena and exponential decay of solution for a three-component Camassa–
Holm equation. Comparing with the result of Hu, ect. in the paper
[18], a new wave-breaking solution is obtained. The results of exponen-
tial decay of solution in our paper cover and extent the corresponding
results in [9, 17, 22] .
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1 Introduction
In this paper, we devote to the study of the Cauchy problem for a three-
component Camassa–Holm equation


mt −mxu+ 2mux + (mv +mw)x + nvx + lwx = 0,
nt − nxv + 2nvx + (nu+ nw)x +mux + lwx = 0,
lt − lxw + 2lwx + (lu+ lv)x +mux + nvx = 0,
(1.1)
which was introduced by Qu and Fu in [21] to study multipeakons, where
the potential m = u − uxx, n = v − vxx and l = w − wxx, (t, x) ∈ R+ × R,
and the subscripts denote the partial derivatives. The two peakon solitions
of system (1.1) have the following form
u(x, t) = p1(t) exp(−|x− q1(t)|) + p2(t) exp(−|x− q2(t)|),
v(x, t) = r1(t) exp(−|x− q1(t)|) + r2(t) exp(−|x− q2(t)|),
∗E-mail: wxl8758669@aliyun.com
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w(x, t) = s1(t) exp(−|x− q1(t)|) + s2(t) exp(−|x− q2(t)|),
where pi, qi(t), ri(t) and si(t), i = 1, 2 are functions of t, and the corre-
sponding dynamical system defined in [21].
Let the potential v = w = 0, system (1.1) becomes the classical Camassa-
Holm (CH) equation in form
mt + umx + 2uxm = 0, m = u− uxx. (1.2)
which comes from an asymptotic approximation to the Hamiltonian for the
Green–Naghdi equations in shallow water theory. The CH equation models
the unidirectional propagation of shallow water waves over a flat bottom [4],
and also is a model for the propagation of axially symmetric waves in hy-
perelastic rods [12]. It has a bi-Hamiltonian structure [15] and is completely
integrable [6], and with a Lax pair based on a linear spectral problem of
second order. Also, there exists smooth soliton solutions on a non-zero con-
stant background [5]. Compared with KdV equation, the CH equation not
only approximates unidirectional fluid flow in Euler’s equations [16] at the
next order beyond the KdV equation [19, 20], but also there exists blow-up
phenomena of the strong solution and global existence of strong solution
[6, 8, 9, 10]. It is remarkable that the CH equation has peaked solitons of
the form u(t, x) = ce−|x−ct|, c ∈ R [5], which are orbital stable [11], and
n-peakon solutions [1]
u(t, x) =
n∑
j=1
pj(t) exp(−|x− qj(t)|),
where the positions qj and amplitudes pj satisfy the system of ODEs


q˙j =
∑n
k=1 pk exp(−|qj − qk|),
p˙j = pj
∑n
k=1 pksgn(qj − qk) exp(−|qj − qk|),
where j = 1, · · · , n. The CH equation has attracted a lot of interest in the
past twenty years for various reasons [2, 3, 7, 8, 11, 14, 23].
If we neglect w in system (1.1) to obtain 2-component CH equation,
which is studied in [13]. They establish the local well-posedness in Hs ×
Hs, s > 32 . Also, it has blow-up phenomena, if the initial data satisfy some
condition.
Recently, Hu, Lin and Jin investigate the Cauchy problem of the three
Camassa-Holm equation (1.1) in [18] on the line. The authors establish the
local well-posedness, derive precise blow-up scenario and the conservation
law. Moreover, by the conservation law, if the derivative of initial data
is negative, they obtain the existence of strong solutions which blows up in
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finite time and derive the blow-up rate. In this paper, we give a new blow-up
phenomena to system (1.1), as the initial data satisfy
∫
R
(u0x + v0x +w0x)
3dx < −9E0
√
2E0.
Next, we study the exponential decay of the solution provided the initial
data z0(x) = (u0, v0, w0) ∼ O(e−α|x|), α ∈ (0, 1) as x → ±∞ or the initial
potential (m0, n0, l0) ∼ O(e−(1+λ)|x|), λ > 0 as x→ ±∞. Moreover, we get
a class of traveling wave solutions of system (1.1).
The remainder of the paper is organized as follows. In Section 2, we give
a new wave-breaking solution of system (1.1). In Section 3, the exponential
decay of solution is established, if the initial data satisfy some decay condi-
tion. In Section 4, we prove that system (1.1) has a class of traveling wave
solution.
Notation: For simplicity, we identify all spaces of functions with function
spaces over R, we drop R from our notation. For 1 ≤ p ≤ ∞, the norm in
the Banach space Lp(R) will be written by ‖ · ‖Lp , while ‖ · ‖Hs , s ∈ R will
stand for the norm in the classical Sobolev spaces Hs(R). We shall say for
some K > 0 that
f(x) ∼ O(eαx) as x ↑ ∞, if lim
x→∞
|f(x)|
eαx
≤ K,
and
f(x) ∼ o(eαx) as x ↑ ∞, if lim
x→∞
|f(x)|
eαx
= 0.
2 The blow-up phenomena of solution
With the potential m = u − uxx, n = v − vxx and l = w − wxx. It is
convenient to rewrite the system (1.1) in its formally equivalent differential
form

ut + (u+ v + w)ux + (1− ∂2x)−1(uvx + uwx) + ∂x(1− ∂2x)−1f = 0,
vt + (u+ v + w)vx + (1− ∂2x)−1(vux + vwx) + ∂x(1− ∂2x)−1g = 0,
wt + (u+ v + w)wx + (1− ∂2x)−1(wux + wvx) + ∂x(1− ∂2x)−1h = 0,
(u, v, w)|t=0 = (u0(x), v0(x), w0(x)),
(2.1)
where the functions f, g and h satisfy
f(x, t) = u2 +
1
2
u2x + uxvx + uxwx +
1
2
v2 − 1
2
v2x +
1
2
w2 − 1
2
w2x,
g(x, t) = v2 +
1
2
v2x + uxvx + wxvx +
1
2
u2 − 1
2
u2x +
1
2
w2 − 1
2
w2x,
h(x, t) = w2 +
1
2
w2x + uxwx + vxwx +
1
2
u2 − 1
2
u2x +
1
2
v2 − 1
2
v2x.
(2.2)
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Note that if choosing the Green function G(x) = 12e
−|x|, x ∈ R, we have
(1− ∂2x)−1f = G ∗ f for all f ∈ L2(R). Then Eq.(2.1) can been rewritten as
follows

ut + (u+ v + w)ux +G ∗ (uvx + uwx) + ∂xG ∗ f = 0,
vt + (u+ v + w)vx +G ∗ (vux + vwx) + ∂xG ∗ g = 0,
wt + (u+ v + w)wx +G ∗ (wux +wvx) + ∂xG ∗ h = 0,
(u, v, w)|t=0 = (u0(x), v0(x), w0(x)).
(2.3)
We first recall the local well-posedness and blow-up phenomena which come
from [18].
Lemma 2.1 Assume the initial data z0 = (u0, v0, w0) ∈ Hs×Hs×Hs, s >
3
2 . Then there exists a unique strong solution z = (u, v, w) to Eq.(2.3) and
a time T = T (z0) > 0, such that
z(t, x) = (u, v, w) ∈ C([0, T );Hs×Hs×Hs)∩C1([0, T );Hs−1×Hs−1×Hs−1).
Moreover, the solution z(t, x) depends continuously on the initial data z0,
i.e. the mapping z0 → z(·, z0) :
Hs×Hs×Hs → C([0, T );Hs ×Hs×Hs)∩C1([0, T );Hs−1 ×Hs−1×Hs−1)
is continuous. Furthermore, the lifespan T of solution z(t, x) can be chosen
independent of s.
Lemma 2.2 Let z0 = (u0, v0, w0) ∈ Hs × Hs × Hs, s > 32 , and T be the
lifespan of solution z = (u, v, w) to Eq.(2.3). Then it follows for all t ∈ [0, T )
that
E(t) := ‖u(t)‖2H1 + ‖v(t)‖2H1 + ‖w(t)‖2H1
= ‖u0‖2H1 + ‖v0‖2H1 + ‖w0‖2H1 := E0,
(2.4)
by the conservation law, we have
‖u(t)‖2L∞ + ‖v(t)‖2L∞ + ‖w(t)‖2L∞ ≤
1
2
E0.
Moreover, the solution z = (u, v, w) blows up in finite time T if and only if
lim inf
t↑T
inf
x∈R
{ux(x, t)} = −∞, (2.5)
or
lim inf
t↑T
inf
x∈R
{vx(x, t)} = −∞, or lim inf
t↑T
inf
x∈R
{wx(x, t)} = −∞. (2.6)
Next, we prove that there exists solutions to system (1.1) which do not
exist globally in time. Comparing with the two results of blow-up phenom-
ena which are obtained in [18], we give another new wave-breaking solution.
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Theorem 2.1 Let the initial data z0 = (u0, v0, w0) ∈ Hs×Hs×Hs, s > 32 .
Assume T be the lifespan of solution z = (u, v, w) to system (1.1). If the
initial data z0 satisfy∫
R
(u0x + v0x +w0x)
3dx < −9E0
√
2E0.
Then the corresponding solution z(t, x) of system (1.1) blows up in finite
time. Moreover, the lifespan T is estimated above by
T ≤
√
2E0
3E0
log
(
Q(0)− 9E0
√
2E0
Q(0) + 9E0
√
2E0
)
,
where Q(0) =
∫
R
(u0x + v0x + w0x)
3dx.
Proof. Differentiating Eq.(2.2) with respective to x variable, we have
utx = −(u+ v + w)xux − (u+ v + w)uxx − ∂xG ∗ (uvx + uwx)− ∂2xG ∗ f,
vtx = −(u+ v + w)xvx − (u+ v + w)vxx − ∂xG ∗ (vux + vwx)− ∂2xG ∗ g,
wtx − (u+ v +w)xwx − (u+ v + w)wxx − ∂xG ∗ (wux + wvx)− ∂2xG ∗ h,
(2.7)
where the functions f, g and h satisfy equality (2.2).
Thanks to (2.7), it follows that
∂
∂t
(ux + vx + wx)
3 = 3(ux + vx + wx)
2(utx + vtx + wtx)
= −3(ux + vx + wx)4 − 3(ux + vx + wx)2[(u+ v + w)(u + v + w)xx
+ ∂xG ∗ (uv + uw + vw)x + ∂2xG ∗ (f + g + h)].
(2.8)
Integrating Eq.(2.8) with respect to x variable on R yields that
∂
∂t
∫
R
(ux + vx + wx)
3dx = −2
∫
R
(ux + vx + wx)
4dx
− 3
∫
R
(ux + vx + wx)
2[∂2xG ∗ (uv + uw + vw + f + g + h)]dx.
(2.9)
By virtue of ∂2xG ∗ f = G ∗ f − f we have
−3
∫
R
(ux + vx + wx)
2[∂2xG ∗ (uv + uw + vw + f + g + h)]dx
= −3
∫
R
(ux + vx + wx)
2[G ∗ (uv + uw + vw + f + g + h)]dx
+ 3
∫
R
(ux + vx + wx)
2[uv + uw + vw + f + g + h]dx
= I + II.
(2.10)
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Note that
f + g + h = 2(u2 + v2 + w2)− 1
2
(u2x + v
2
x + w
2
x) + 2(uxvx + uxwx + vxwx),
by Lemma 2.2 and ‖G‖L∞ ≤ 12 , the term I can be bounded by
I ≤ 3‖(ux + vx +wx)2‖L1‖G ∗H‖L∞
≤ 9
2
E0‖H‖L1
≤ 27
2
E20 ,
(2.11)
where
H = uv + uw + vw + f + g + h.
We can deal with the term II as follows
II = 3
∫
R
(ux + vx + wx)
2[uv + uw + vw + 2(u2 + v2 + w2)]dx
+ 3
∫
R
(ux + vx + wx)
2[2(uxvx + uxwx + vxwx)− 1
2
(u2x + v
2
x + w
2
x)]dx
≤ 9(‖u‖2L∞ + ‖v‖2L∞ + ‖w‖2L∞)
∫
R
(ux + vx + wx)
2dx
+
9
2
∫
R
(ux + vx + wx)
2(uxvx + uxwx + vxwx)]dx
≤ 27
2
E20 + 3
∫
R
(ux + vx + wx)
2[(uxvx + uxwx + vxwx) +
1
2
(u2x + v
2
x + w
2
x)]dx
=
27
2
E20 +
3
2
∫
R
(ux + vx + wx)
4dx.
(2.12)
Inserting (2.11) and (2.12) into (2.10). Then combining (2.9) with (2.10) to
yield
∂
∂t
∫
R
(ux + vx + wx)
3dx ≤ −1
2
∫
R
(ux + vx +wx)
4dx+ 27E20 . (2.13)
By the following Ho¨lder inequality
∣∣∣∣
∫
R
(ux + vx + wx)
3dx
∣∣∣∣
2
≤
∫
R
(ux + vx + wx)
4dx
∫
R
(ux + vx + wx)
2dx
≤ 3E0
∫
R
(ux + vx + wx)
4dx,
(2.14)
and define
Q(t) =
∫
R
(ux + vx +wx)
3dx.
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The inequality (2.13) is changed into
∂
∂t
Q(t) ≤ − 1
6E0
Q2(t) + 27E20
≤ − 1
6E0
(
Q(t)− 9E0
√
2E0
)(
Q(t) + 9E0
√
2E0
)
.
(2.15)
In view of the assumption Q(0) < −9E0
√
2E0 and (2.14), then ∂tQ(t) < 0
and Q(t) is a decreasing function, hence
Q(t) < −9E0
√
2E0.
By solving the inequality (2.15), one can easily check that
Q(0) + 9E0
√
2E0
Q(0) − 9E0
√
2E0
e
3
2
√
2E0t − 1 ≤ 18E0
√
2E0
Q(t)− 9E0
√
2E0
≤ 0. (2.16)
Observing that
0 <
Q(0) + 9E0
√
2E0
Q(0)− 9E0
√
2E0
< 1.
In view of (2.16), we can deduce that the lifespan T of solution z satisfies
0 < T ≤
√
2
3
√
E0
log
(
Q(0)− 9E0
√
2E0
Q(0) + 9E0
√
2E0
)
, (2.17)
such that limt↑T Q(t) = −∞. On the other hand∣∣∣∣
∫
R
(ux + vx + wx)
3dx
∣∣∣∣ ≤ ‖(ux + vx + wx)‖L∞‖(ux + vx + wx)‖2L2
≤ 3E0‖(ux + vx + wx)‖L∞ .
which completes the proof Theorem 2.1. 
3 The exponential decay of solution
In this section, our aim is to establish the exponential decay of solution
to system (1.1), before stating precisely our main results, we first give two
important lemmas, which will be continuously used in the paper.
Lemma 3.1 (The Gronwall Lemma) Let f(t), g(t), h(t) be continuous func-
tions on R+ such that
∂tf ≤ g + hf.
Then the following inequality holds
f(t) ≤ e
∫
t
0
h(s)dsf(0) +
∫ t
0
g(τ)e
∫
t
τ
h(s)dsdτ. (3.1)
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Moreover, if f(t), g(t), h(t) are positive, and satisfy
f ≤ g +
∫ t
0
h(s)f(s)ds,
then, we have
f(t) ≤ g(t) +
∫ t
0
h(s)g(s)e
∫
t
s
h(τ)dτds. (3.2)
Proof. Applying e−
∫ t
0
h(s)ds to the inequality ∂tf ≤ g + hf to immediately
derive (3.1).
Let
R(t) =
∫ t
0
h(s)f(s)ds.
Then the derivative R′ satisfies
R′(s)− h(s)R(s) = h(s)(f(s)−R(s)) ≤ h(s)g(s).
Consequently
d
ds
{
R(s)e
∫ t
s
h(τ)dτ
}
≤ h(s)g(s)e
∫ t
s
h(τ)dτ .
Integrating on [0, t] with respect to s variable gives
R(t) ≤
∫ t
0
h(s)g(s)e
∫ t
s
h(τ)dτds.
Adding g(t) on both sides of the above inequality to obtain (3.2). 
Lemma 3.2 Assume the function G(x) = 12e
−|x|. Let the weighted function
JN (x) be
JN (x) =


eαN , x ∈ (−∞,−N),
e−αx, x ∈ [−N, 0]
1, x ∈ (0,∞),
(3.3)
where N ∈ Z+. If the constant α ∈ (0, 1), then there exists some constant
C0, such that
JN (x)(G ∗ (JN )−1)(x) ≤ C0 and JN (x)(∂xG ∗ (JN )−1)(x) ≤ C0. (3.4)
Proof. At first, we prove the first inequality. Note that
f(x) : = 2JN (x)(G ∗ (JN )−1)(x) = JN (x)
∫
R
e−|x−y|
JN (y)
dy
= JN (x)
∫ ∞
x
ex−y
JN (y)
dy + JN (x)
∫ x
−∞
ey−x
JN (y)
dy.
(3.5)
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Case 1: As x < −N , then we have
f(x) = eαN
∫
(x,−N)∪[−N,0]∪(0,∞)
ex−y
JN (y)
dy + eαN
∫ x
−∞
ey−x
JN (y)
dy
= eαN
(∫ −N
x
ex−y−αNdy +
∫ 0
−N
ex−y+αxdy +
∫ ∞
0
ex−ydy
)
+ eαN
∫ x
−∞
ey−x−αNdy
= 1− ex+N + e(α+1)(x+N) − eα(x+N)+x + eαN+x
≤ 3.
(3.6)
Case 2: If x ∈ [−N, 0], we can derive
f(x) = e−αx
∫
[x,0]∪(0,∞)
ex−y
JN (y)
dy + e−αx
∫
(−∞,−N)∪(−N,x)
ey−x
JN (y)
dy
= e−αx
(∫ 0
x
ex+(α−1)ydy +
∫ ∞
0
ex−ydy
)
+ e−αx
(∫ −N
−∞
ey−(x+αN)dy +
∫ x
−N
e(α+1)y−xdy
)
=
1
1− α + e
(1−α)x + e−(α+1)(x+N) +
1
α+ 1
(1− e−(α+1)(x+N))
≤ 3− α
2
1− α2 .
(3.7)
Case 3: As x ∈ (0,∞), we can deal with it as follows
f(x) =
∫ ∞
x
ex−ydy +
∫
(−∞,−N)∪[−N,0]∪(0,x)
ey−x
JN (y)
dy
= 1 + e−(x+αN+N) + e(α−1)x − e(α−1)x−N + 1− e−x
≤ 3 + e−(α+1)N − e−N .
(3.8)
Let 2C0 ≥ 3−α21−α2 . Combining (3.5), (3.6), (3.7) with (3.8) to yield the first
inequality. Similarly, the second inequality can be proved. 
Remark 3.1 If we define weighted function for α ∈ (0, 1),
ϕN (x) =


1, x ∈ (−∞, 0),
eαx, x ∈ [0, N ],
eαN , x ∈ (N,∞),
(3.9)
where N ∈ Z+. Then there exists some constant C0, for all N , it follows
that {
ϕN (x)(G ∗ (ϕN )−1)(x) ≤ C0,
ϕN (x)(∂xG ∗ (ϕN )−1)(x) ≤ C0. (3.10)
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Next, as [17, 22], we shall establish the exponential decay of the strong
solutions to Eq.(2.3), if the initial data z0(x) decay at infinity.
Theorem 3.1 Let the initial data z0 = (u0, v0, w0) ∈ Hs × Hs × Hs, s >
3
2 and T > 0. Suppose z = (u, v, w) ∈ C([0, T ];Hs × Hs × Hs) is the
corresponding solution to Eq.(2.3) with the initial data z0. If there exists
some α ∈ (0, 1) such that

|u0(x)|, |v0(x)|, |w0(x)| ∼ O(eαx) as x ↓ −∞,
|u0x(x)|, |v0x(x)|, |w0x(x)| ∼ O(eαx) as x ↓ −∞,
then, it follows that the solutions z(t, x) satisfy

|u(t, x)|, |v(t, x)|, |w(t, x)| ∼ O(eαx) as x ↓ −∞,
|ux(t, x)|, |vx(t, x)|, |wx(t, x)| ∼ O(eαx) as x ↓ −∞,
uniformly in the interval [0, T ].
Proof. For simplicity, let M = supt∈[0,T ]{‖u(t)‖Hs}, using the Sobolev em-
bedding theorem, ‖u(t)‖L∞ , ‖ux(t)‖L∞ ≤M .
Define a weighted function
JN (x) =


eαN , x ∈ (−∞,−N),
e−αx, x ∈ [−N, 0]
1, x ∈ (0,∞),
(3.11)
where N ∈ Z+. One can easily check that for all N
0 ≤ −J ′N (x) ≤ JN (x) a.e. x ∈ R. (3.12)
Applying Eq.(2.3) by JN to deduce
(uJN )t+(u+ v+w)JNux+ JN [G ∗ (uvx+uwx)]+ JN [∂xG ∗ f ] = 0, (3.13)
(vJN )t+ (u+ v+w)JNvx+ JN [G ∗ (vux + vwx)] + JN [∂xG ∗ g] = 0, (3.14)
and
(wJN )t+(u+v+w)JNwx+JN [G∗ (wux+wvx)]+JN [∂xG∗h] = 0. (3.15)
Taking the scalar product of (uJN )
2p−1 and Eq.(3.13), integration by parts
is given by the following equality∫
R
(uJN )t(uJN )
2p−1dx = −
∫
R
JN (u+ v + w)ux(uJN )
2p−1dx
−
∫
R
(JN [G ∗ (uvx + uwx)] + JN [∂xG ∗ f ]) (uJN )2p−1dx.
(3.16)
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Note that ∫
R
(uJN )t(uJN )
2p−1dx = ‖uJN‖2p−1L2p
d
dt
‖uJN‖L2p ,
∫
R
JN (u+ v + w)ux(uJN )
2p−1dx ≤ ‖ux‖L∞‖JN (u+ v + w)‖L2p‖uJN‖2p−1L2p
≤M‖(uJN , vJN , wJN )‖L2p‖uJN‖2p−1L2p ,
and∫
R
(JN [G ∗ (uvx + uwx)] + JN [∂xG ∗ f ])(uJN )2p−1dx
≤ ‖uJN‖2p−1L2p (‖JN [G ∗ (uvx + uwx)]‖L2p + ‖JN [∂xG ∗ f ]‖L2p).
In view of (3.16) and the above relations, we have
d
dt
‖uJN‖L2p ≤M‖(uJN , vJN , wJN )‖L2p+‖JN [G∗(uvx+uwx)]‖L2p+‖JN [∂xG∗f ]‖L2p ,
(3.17)
where ‖(uJN , vJN , wJN )‖L2p = ‖uJN‖L2p + ‖vJN‖L2p + ‖wJN‖L2p . Since
the function ϕ ∈ L1(R) ∩ L∞(R) implies
lim
n↑∞
‖ϕ‖Ln = ‖f‖L∞ .
Let p ↑ ∞ in (3.17), it follows that
d
dt
‖uJN‖L∞ ≤M‖(uJN , vJN , wJN )‖L∞+‖JN [G∗(uvx+uwx)]‖L∞+‖JN [∂xG∗f ]‖L∞ .
(3.18)
Similar to the process of (3.18), multiplying Eq.(3.14), Eq.(3.15) by (vJN )
2p−1
and (wJN )
2p−1, respectively, integrating the result on R with respect to x-
variable, we end up with
d
dt
‖vJN‖L∞ ≤M‖(uJN , vJN , wJN )‖L∞+‖JN [G∗(vux+vwx)]‖L∞+‖JN [∂xG∗g]‖L∞ ,
(3.19)
and
d
dt
‖wJN‖L∞ ≤M‖(uJN , vJN , wJN )‖L∞+‖JN [G∗(wux+wvx)]‖L∞+‖JN [∂xG∗h]‖L∞ ,
(3.20)
where the functions f, g and h satisfy equality (2.2).
By virtue of Lemma 3.2, there exists a constant C0 such that
|JN [G ∗ (uvx + uwx)]| =
∣∣∣∣∣JN (x)
∫
R
e−|x−y|
2JN (y)
JN (y)(uvx + uwx)(y)dy
∣∣∣∣∣
≤ C0‖vx + wx‖L∞‖uJN‖L∞
≤ 2C0M‖uJN‖L∞ .
(3.21)
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and
|JN [∂xG ∗ f ]| =
∣∣∣∣∣JN (x)
∫
R
e−|x−y|
2JN (y)
JN (y)f(y)dy
∣∣∣∣∣
≤ C‖(uJN , vJN , wJN , uxJN , vxJN , wxJN )‖L∞ .
(3.22)
Similarly, we have
‖JN [G ∗ (vux + vwx)]‖L∞ + ‖JN [∂xG ∗ g]‖L∞
≤ C(‖vJN‖L∞ + ‖(uJN , vJN , wJN , uxJN , vxJN , wxJN )‖L∞),
(3.23)
‖JN [G ∗ (wux +wvx)]‖L∞ + ‖JN [∂xG ∗ h]‖L∞
≤ C(‖wJN‖L∞ + ‖(uJN , vJN , wJN , uxJN , vxJN , wxJN )‖L∞).
(3.24)
Add up (3.18), (3.19) with (3.20), plugging (3.21), (3.22), (3.23) and
(3.24) into the inequality, by the Gronwall lemma to yield
‖(uJN ,vJN , wJN )‖L∞ ≤ eCt‖(u0JN , v0JN , w0JN )‖L∞
+
∫ t
0
‖(uJN , vJN , wJN , uxJN , vxJN , wxJN )‖L∞(τ)dτ.
(3.25)
Differentiating Eq.(2.3) with respect to x variable, after multiplying the
result by JN it follows that
(uxJN )t+[(u+v+w)xux+(u+v+w)uxx]JN+[∂xG∗(uvx+uwx)+∂2xG∗f ]JN = 0.
(3.26)
(vxJN )t+[(u+v+w)xvx+(u+v+w)vxx]JN+[∂xG∗(vux+vwx)+∂2xG∗h]JN = 0.
(3.27)
(wxJN )t+[(u+v+w)xwx+(u+v+w)wxx]JN+[∂xG∗(wux+wvx)+∂2xG∗h]JN = 0.
(3.28)
Multiplying Eq.(3.26) by (uJN )
2p−1 with p ∈ Z+ and integrating the result
on R with respect to x-variable, applying Holder’s inequality, we have
‖uxJN‖2p−1L2p
d
dt
‖uxJN‖L2p ≤M‖(uxJN , vxJN , wxJN )‖L2p‖uxJN‖2p−1L2p
+ ‖[∂xG ∗ (uvx + uwx) + ∂2xG ∗ f ]JN‖L2p‖uxJN‖2p−1L2p
−
∫
R
JN (u+ v + w)uxx(uxJN )
2p−1dx.
(3.29)
Observing that∫
R
JN (u+ v + w)uxx(uxJN )
2p−1dx =
∫
R
(u+ v + w)(uxJN )
2p−1[(uxJN )x − uxJ ′N ]dx
= − 1
2p
∫
R
(u+ v + w)x(uxJN )
2pdx−
∫
R
(u+ v + w)uxJ
′
N (uxJN )
2p−1dx
≤ C(‖uxJN‖2pL2p),
(3.30)
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where we have applied |J ′N | ≤ JN . Substituting (3.30) into (3.29), letting
p ↑ ∞ to obtain
d
dt
‖uxJN‖L∞ ≤M‖(uxJN , vxJN , wxJN )‖L∞
+ ‖[∂xG ∗ (uvx + uwx) + ∂2xG ∗ f ]JN‖L∞ .
(3.31)
Multiplying Eq.(3.27) and Eq.(3.28) by (vxJN )
2p−1 and (wxJN )2p−1, respec-
tively, integrating the result on R with respect to x-variable, it follows that
d
dt
‖vxJN‖L∞ ≤M‖(uxJN , vxJN , wxJN )‖L∞
+ ‖[∂xG ∗ (vux + vwx) + ∂2xG ∗ g]JN‖L∞ ,
(3.32)
and
d
dt
‖wxJN‖L∞ ≤M‖(uxJN , vxJN , wxJN )‖L∞
+ ‖[∂xG ∗ (wux +wvx) + ∂2xG ∗ h]JN‖L∞ .
(3.33)
In view of Lemma 3.2, we can derive
‖[∂xG ∗ (uvx + uwx)]JN‖L∞ ≤ C‖uJN‖L∞ . (3.34)
Thanks to ∂2xG ∗ f = G ∗ f − f , by Lemma 3.2 again to yield
‖[∂2xG ∗ f ]JN‖L∞ ≤ ‖fJN‖L∞ + ‖[G ∗ f ]JN‖L∞
C‖(uJN , vJN , wJN , uxJN , vxJN , wxJN )‖L∞ .
(3.35)
Consequently,
‖[∂xG∗(vux+vwx)+∂2xG∗g]JN ‖L∞ ≤ C‖(uJN , vJN , wJN , uxJN , vxJN , wxJN )‖L∞ ,
(3.36)
‖[∂xG∗(wux+wvx)+∂2xG∗h]JN ‖L∞ ≤ C‖(uJN , vJN , wJN , uxJN , vxJN , wxJN )‖L∞ .
(3.37)
Add up (3.31), (3.32) with (3.33), plugging (3.34), (3.35), (3.36) and
(3.37) into the inequality. Then by virtue of Gronwall’s inequality implies
‖(uxJN ,vxJN , wxJN )‖L∞ ≤ eCt‖(u0xJN , v0xJN , w0xJN )‖L∞
+C
∫ t
0
‖(uJN , vJN , wJN , uxJN , vxJN , wxJN )‖L∞(τ)dτ.
(3.38)
where C is constant depending only on C0,M .
Let
Z(t) = (‖(JNu(t), JNv(t), JNw(t))‖L∞+‖(JNux(t), JNvx(t), JNwx(t))‖L∞).
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Applying Lemma 3.1 to (3.38), for all t ∈ [0, T ], there exists a constant
C˜ = C˜(C0,M, T ) such that
Z(t) ≤ C˜Z(0) ≤ C˜(‖(u0, v0,w0)max(1, e−αx)‖L∞
+ ‖(u0x, v0x, w0x)max(1, e−αx)‖L∞).
(3.39)
Letting N ↑ ∞, from (3.19), for all t ∈ [0, T ], it follows for x ≤ 0 that
(‖(u, v, w)e−αx‖L∞ + ‖(ux, vx, wx)e−αx‖L∞)
≤ C˜(‖(u0, v0, w0)e−αx‖L∞ + ‖(u0x, v0x, w0x)e−αx‖L∞),
which obtains the desired result of Theorem 3.1. 
If we choose the weighted function ϕN (x) for α ∈ (0, 1) as
ϕN (x) =


1, x ∈ (−∞, 0),
eαx, x ∈ [0, N ],
eαN , x ∈ (N,∞),
(3.40)
where N ∈ Z+, then by virtue of Remark 3.1, by the method of proof of
Theorem 3.1, we have the following result.
Corollary 3.1 Assume z0 = (u0, v0, w0) ∈ Hs×Hs×Hs, s > 32 and T > 0.
Suppose z(t, x) = (u, v, w) ∈ C([0, T ];Hs × Hs × Hs) is the corresponding
solution to Eq.(2.3) with the initial data z0. If there exists some α ∈ (0, 1)
such that

|u0(x)|, |v0(x)|, |w0(x)| ∼ O(e−αx) as x ↑ ∞,
|u0,x(x)|, |v0,x(x)|, |w0,x(x)| ∼ O(e−αx) as x ↑ ∞,
then the solutions z satisfy

|u(t, x)|, |v(t, x)|, |w(t, x)| ∼ O(e−αx) as x ↑ ∞,
|ux(t, x)|, |vx(t, x)|, |wx(t, x)| ∼ O(e−αx) as x ↑ ∞,
uniformly in the interval [0, T ].
Remark 3.2 In fact, let α ∈ (0, 1) and j = 0, 1, 2, · · · , if the initial data z0
satisfy
(∂jxu0, ∂
j
xv0, ∂
j
xw0) ∼ O(e−α|x|) as |x| → ∞,
then the solutions z to Eq.(2.3) satisfy
(∂jxu, ∂
j
xv, ∂
j
xw) ∼ O(e−α|x|) as |x| → ∞.
Theorem 3.1 and Corollary 3.1 tell us that the solution z can only decay as
eαx as x → −∞ and e−αx as x → ∞ for α ∈ (0, 1). Whether the decay is
optimal? the next result tell us some information.
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Theorem 3.2 Given z0 = (u0, v0, w0) ∈ Hs × Hs × Hs, s ≥ 3. Let T =
T (z0) be the maximal existence time of the solutions z(t, x) = (u, v, w) to
system (1.1) with the initial data z0. If for some λ ≥ 0 and p ≥ 1,
‖(m0, n0, l0)e(1+λ)|x|‖L2p ≤ C, (3.41)
then we have for all t ∈ [0, T ) that
‖(m,n, l)e(1+λ)|x|‖L2p ≤ C. (3.42)
Moreover, if the initial data satisfy
∂jxu0, ∂
j
xv0, ∂
j
xw0 ∼ O(e−(1+λ)|x|) as |x| → ∞, j = 0, 1, 2, (3.43)
then for any t ∈ [0, T ), it follows that
(m,n, l) ∼ O(e−(1+λ)|x|) as |x| → ∞
and there exists some α ∈ (0, 1) such that
lim
x→+∞ |(∂
j
xu, ∂
j
xv, ∂
j
xw)e
αx| ≤ C, lim
x→−∞ |(∂
j
xu, ∂
j
xv, ∂
j
xw)e
−αx| ≤ C.
Proof. Multiplying system (1.1)1 by e
(1+λ)|x|, after taking inner product
with (me(1+λ)|x|)2p−1 we have
‖me(1+λ)|x|‖2p−1
L2p
∂
∂t
‖me(1+λ)|x|‖L2p +
∫
R
(mxu+ 2mux)e
(1+λ)|x|(me(1+λ)|x|)2p−1dx
+
∫
R
e(1+λ)|x|(mv +mw)x(me(1+λ)|x|)2p−1dx
≤M‖(n, l)e(1+λ)|x|‖L2p‖me(1+λ)|x|‖2p−1L2p .
(3.44)
Due to∫
R
(mxu+ 2mux)e
(1+λ)|x|(me(1+λ)|x|)2p−1dx = −2p− 1
2p
∫
R
u∂x(me
(1+λ)|x|)2pdx
−
∫
R
[−ux + (1 + λ)usgn|x|](me(1+λ)|x|)2pdx
≤ (‖ux‖L∞ + (1 + λ)‖u‖L∞)‖me(1+λ)|x|‖2pL2p
≤ C‖me(1+λ)|x|‖2p
L2p
,
(3.45)
and∫
R
e(1+λ)|x|(mv +mw)x(me(1+λ)|x|)2p−1dx ≤ C‖me(1+λ)|x|‖2pL2p , (3.46)
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Combining (3.44), (3.45) with (3.46) to imply
∂
∂t
‖me(1+λ)|x|‖L2p ≤ C‖(m,n, l)e(1+λ)|x|‖L2p . (3.47)
As the process of the estimation to (3.47), we deal with system (1.1)2 and
system (1.1)3 is given by
∂
∂t
‖ne(1+λ)|x|‖L2p ≤ C‖(m,n, l)e(1+λ)|x|‖L2p . (3.48)
∂
∂t
‖le(1+λ)|x|‖L2p ≤ C‖(m,n, l)e(1+λ)|x|‖L2p . (3.49)
Add up (3.47), (3.48) with (3.49), then by the Gronwall inequality yields
that
‖(m,n, l)e(1+λ)|x|‖L2p ≤ C‖(m0, n0, l0)e(1+λ)|x|‖L2p . (3.50)
By virtue of the assumption (3.41), it follows that (3.42). In view of the
assumption (3.43) to obtain
(m0(x), n0(x), l0(x)) ∼ O(e−(1+λ)|x|) as |x| ↑ ∞. (3.51)
Let p ↑ ∞ in (3.50). Combining (3.50) with (3.51), let |x| large enough, we
have
(m,n, l)(t, x) ∼ O(e−(1+λ)|x|) as |x| ↑ ∞.
On the other hand, by virtue of (3.43), Theorem 3.1 and Corollary 3.1, we
deduce for any α ∈ (0, 1) that
(∂jxu, ∂
j
xv, ∂
j
xw) ∼ O(e−α|x|) as |x| ↑ ∞ j = 0, 1, 2. (3.52)
This means that for all t ∈ [0, T ) and j = 0, 1, 2.
lim
x→+∞(∂
j
xu, ∂
j
xv, ∂
j
xw)e
αx ≤ C, lim
x→−∞(∂
j
xu, ∂
j
xv, ∂
j
xw)e
−αx ≤ C.
This completes the proof of Theorem 3.2. 
Remark 3.3 As long as the solution z(t, x) exists, the result of Theorem
3.2 tells us that the solutions (z,zx) decay as e
αx as x → −∞ and e−αx
as x → ∞ for α ∈ (0, 1). However, the potential (m,n, l) can decay as
e−(1+λ)|x| as |x| → ∞ for λ ∈ (0,∞).
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4 Traveling wave solutions
In the subsection, we will establish a family of traveling wave solutions to
system (1.1).
At first, we gives two important definitions and an useful lemma.
Definition 4.1 The solution z(t, x) = (u, v, w) to system (1.1) is x-symmetric
if there exists a function b(t) ∈ C1(R+) such that
z(t, x) = z(t, 2b(t) − x), ∀t ∈ [0,∞),
for almost every x ∈ R, then the function b(t) is called the symmetric axis
of z(t, x).
Definition 4.2 Let N (R) = {z : z = (u, v, w) ∈ C(R+,H1 ×H1 ×H1}. If
for all φ ∈ C∞0 (R+ × R) and z(t, x) ∈ N (R) satisfy
〈u,(1− ∂2x)φt〉+ 〈ux(v + w), φxx〉 −
1
2
〈
u2, φxxx
〉
+〈
3
2
u2 +
1
2
u2x + u(v + w) + ux(v + w)x +
1
2
(v2 + w2 − v2x − w2x), φx
〉
= 0,
(4.1)
〈v,(1− ∂2x)φt〉+ 〈vx(u+ w), φxx〉 −
1
2
〈
v2, φxxx
〉
+〈
3
2
v2 +
1
2
v2x + v(u+ w) + vx(u+ w)x +
1
2
(u2 + w2 − u2x −w2x), φx
〉
= 0,
(4.2)
〈w,(1− ∂2x)φt〉+ 〈wx(u+ v), φxx〉 −
1
2
〈
w2, φxxx
〉
+〈
3
2
w2 +
1
2
w2x + w(u+ v) + wx(u+ v)x +
1
2
(u2 + v2 − u2x − v2x), φx
〉
= 0,
(4.3)
then z(t, x) is a weak solution to system (1.1), where 〈·, ·〉 denotes the dis-
tributions on (t,x).
Lemma 4.1 Assume that Z(x) = (U, V,W ) ∈ N (R) and satisfies
〈−cU, (1 − ∂2x)φx〉+ 〈Ux(V +W ), φxx〉 −
1
2
〈
U2, φxxx
〉
+〈
3
2
U2 +
1
2
U2x + U(V +W ) + Ux(V +W )x +
1
2
(V 2 +W 2 − V 2x −W 2x ), φx
〉
= 0,
(4.4)
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〈−cV, (1 − ∂2x)φx〉+ 〈Vx(U +W ), φxx〉 −
1
2
〈
V 2, φxxx
〉
+〈
3
2
V 2 +
1
2
V 2x + V (U +W ) + Vx(U +W )x +
1
2
(U2 +W 2 − U2x −W 2x ), φx
〉
= 0,
(4.5)
〈−cW, (1 − ∂2x)φx〉+ 〈Wx(U + V ), φxx〉 −
1
2
〈
W 2, φxxx
〉
+〈
3
2
W 2 +
1
2
W 2x +W (U + V ) +Wx(U + V )x +
1
2
(U2 + V 2 − U2x − V 2x ), φx
〉
= 0,
(4.6)
for all φ ∈ C∞0 (R+ × R). Then the function z is given by
z(t, x) = Z(x− c(t− t0)) (4.7)
is a weak solution of system (1.1), for any fixed t0 ∈ R+.
Proof. Since C∞0 (R+×R) is dense in C10(R+, C30(R)), by the density argument,
we only consider the test functions belongs to C10(R+, C30(R)). Without loss
of generality, let t0 = 0. Choosing ψ ∈ C10(R+, C30(R)), let ψc = ψ(t, x + ct),
we can derive
∂x(ψc) = (ψx)c, and ∂t(ψc) = (ψt)c + c(ψx)c. (4.8)
Assume z(t, x) = Z(x− c(t− t0)). It is easy to check


〈u, ψ〉 = 〈U,ψc〉, 〈u2, ψ〉 = 〈U2, ψc〉,
〈uxv, ψ〉 = 〈UxV, ψc〉, 〈u2x, ψ〉 = 〈U2x , ψc〉,
(4.9)
where Z = Z(x). In view of (4.8) and (4.9), it follows that
〈
u, (1 − ∂2x)ψt
〉
+ 〈ux(v + w), ψxx〉 − 1
2
〈
u2, ψxxx
〉
=
〈
U, (1 − ∂2x)(ψt)c
〉
+ 〈Ux(V +W ), (ψxx)c〉 − 1
2
〈
U2, (ψxxx)c
〉
=
〈
U, (1 − ∂2x)(∂tψc − c∂xψc)
〉
+
〈
Ux(V +W ), ∂
2
xψc
〉− 1
2
〈
U2, ∂3xψc
〉
,
(4.10)
and
1
2
〈3u2 + u2x + 2u(v +w) + 2ux(v + w)x + (v2 + w2 − v2x − w2x), ψx〉
=
1
2
〈
3U2 + U2x + (V
2 +W 2 − V 2x −W 2x ), ∂xψc
〉
+ 〈U(V +W ) + Ux(V +W )x, ∂xψc〉 .
(4.11)
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Note that Z only depends on x variable, let T large enough such that it does
not belong to the support of ψc, consequently
〈
U, (1− ∂2x)∂tψc
〉
=
∫
R
U(x)
∫
R+
∂t(1− ∂2x)ψcdtdx
=
∫
R
U(x)[(1 − ∂2x)ψc(T, x)− (1 − ∂2x)ψc(0, x)]dx
= 0.
(4.12)
Combining (4.10), (4.11) with (4.12), it follows that
〈
u, (1− ∂2x)ψt
〉
+ 〈ux(v + w), ψxx〉 − 1
2
〈
u2, ψxxx
〉
+
1
2
〈3u2 + u2x + 2u(v + w) + 2ux(v + w)x + (v2 + w2 − v2x − w2x), ψx〉
= 〈−cU, (1 − ∂2x)∂xψc〉+
〈
Ux(V +W ), ∂
2
xψc
〉− 1
2
〈
U2, ∂3xψc
〉
+〈
3
2
U2 +
1
2
U2x + U(V +W ) + Ux(V +W )x +
1
2
(V 2 +W 2 − V 2x −W 2x ), ∂xψc
〉
= 0,
where we have applied (4.4) with φ(x) = ψc(t, x). Therefore u(t, x) = U(x−
c(t− t0)) is a weak solution of system (1.1)1. Similarly, thanks to (4.5) and
(4.6), we imply that v(t, x) = V (x − c(t − t0)), w(t, x) = W (x − c(t − t0))
is weak solutions to system (1.1)2, (1.1)3 respectively. This completes the
proof of Lemma 4.1. 
Finally, we state the main result in this subsection.
Theorem 4.1 Assume z(t, x) be x-symmetric. If z = (u, v, w) is a unique
weak solution of system (1.1), then z(t, x) is a traveling wave.
Proof. It is necessary to consider the test function ϕ ∈ C10(R+, C30(R)). Let
ϕb(t, x) = ϕ(t, 2b(t) − x), b(t) ∈ C1(R).
One can easily check that (ϕb)b = ϕ and


∂tϕb = (∂tϕ)b + 2b˙(∂xϕ)b,
∂xub = −(∂xu)b, ∂xϕb = −(∂xϕ)b.
(4.13)
Moreover,


〈ub, ϕ〉 = 〈u, ϕb〉, 〈u2b , ϕ〉 = 〈u2, ϕb〉,
〈vb∂xub, ϕ〉 = −〈v∂xu, ϕb〉, 〈(∂xub)2, ϕ〉 = 〈(∂xu)2, ϕb〉,
(4.14)
where b˙ denotes the time derivative of b.
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Since z is x-symmetric, in view of (4.13) and (4.14), we imply that
〈
u, (1− ∂2x)ϕt
〉
+ 〈ux(v + w), ϕxx〉 − 1
2
〈
u2, ϕxxx
〉
=
〈
u, ((1− ∂2x)∂tϕ)b
〉− 〈ux(v + w), (∂2xϕ)b〉− 12
〈
u2, (∂3xϕ)b
〉
=
〈
u, (1 − ∂2x)(∂tϕb + 2b˙∂xϕb)
〉
− 〈ux(v + w), ∂2xϕb〉+ 12
〈
u2, ∂3xϕb
〉
,
(4.15)
and
1
2
〈3u2 + u2x + 2u(v + w) + 2ux(v + w)x + (v2 + w2 − v2x − w2x), ϕx〉
= −1
2
〈3u2 + u2x + 2u(v + w) + 2ux(v +w)x + (v2 + w2 − v2x − w2x), ∂xϕb〉.
(4.16)
Add up (4.15) with (4.16), by (4.1) we have
〈
u, (1− ∂2x)ϕt
〉
+ 〈ux(v + w), ϕxx〉 − 1
2
〈
u2, ϕxxx
〉
+
1
2
〈3u2 + u2x + 2u(v + w) + 2ux(v + w)x + (v2 + w2 − v2x − w2x), ϕx〉
=
〈
u, (1 − ∂2x)(∂tϕb + 2b˙∂xϕb)
〉
− 〈ux(v + w), ∂2xϕb〉+ 12
〈
u2, ∂3xϕb
〉−
1
2
〈3u2 + u2x + 2u(v + w) + 2ux(v + w)x + (v2 + w2 − v2x − w2x), ∂xϕb〉
= 0.
(4.17)
Thus, taking place ϕ by ϕb in (4.17), due to (ϕb)b = ϕ, it follows that
−1
2
〈3u2 + u2x + 2u(v + w) + 2ux(v + w)x + (v2 + w2 − v2x −w2x), ∂xϕ〉
+
〈
u, (1 − ∂2x)(∂tϕ+ 2b˙∂xϕ)
〉
− 〈ux(v + w), ∂2xϕ〉+ 12
〈
u2, ∂3xϕ
〉
= 0.
(4.18)
Subtracting (4.18) from (4.17) to derive
〈u, 2b˙(1− ∂2x)∂xϕ〉 − 2
〈
ux(v + w), ∂
2
xϕ
〉
+
〈
u2, ∂3xϕ
〉−
〈3u2 + u2x + 2u(v + w) + 2ux(v + w)x + (v2 + w2 − v2x − w2x), ∂xϕ〉 = 0.
(4.19)
If we choose ϕε(t, x) = ψ(x)̺ε(t) in (4.19), where ψ ∈ C∞0 (R) and ̺ε ∈
C∞0 (R+) is a mollifier with the property that ̺ε → δ(t− t0), the Dirac mass
20
at t0, as ε→ 0. This implies that∫
R
(1− ∂2x)∂xψ
∫
R+
b˙u̺ε(t)dtdx+
1
2
∫
R
∂3xψ
∫
R+
u2̺ε(t)dtdx
−
∫
R
∂2xψ
∫
R+
ux(v + w)̺ε(t)dtdx− 1
2
∫
R
∂xψ
∫
R+
[2ux(v + w)x]̺ε(t)dtdx
− 1
2
∫
R
∂xψ
∫
R+
[3u2 + u2x + 2u(v + w) + (v
2 + w2 − v2x − w2x)]̺ε(t)dtdx = 0.
(4.20)
Note that
lim
ε→0
∫
R+
b˙uρε(t)dt = b˙(t0)u(t0, x) in L
2(R),
Therefore, letting ε→ 0, (4.20) is given by
〈−b˙(t0)u(t0, x), (1 − ∂2x)∂xψ〉+ 〈ux(v + w)(t0, x), ∂2xψ〉 −
1
2
〈u2(t0, x), ∂3xψ〉+
1
2
〈[3u2 + u2x + 2u(v + w) + 2ux(v + w)x + (v2 + w2 − v2x − w2x)](t0, x), ∂xψ〉
= 0.
(4.21)
Hence set c = b˙(t0), we prove that u(t0, x) satisfies (4.4). As the process of
(4.21), v(t0, x), w(t0, x) is the solution to (4.5), (4.6) respectively. By virtue
of Lemma 4.1, z˜(t, x) = z(t0, x − b˙(t0)(t − t0)) is a traveling wave solution
of system (1.1). In view of z˜(t0, x) = z(t0, x) and the uniqueness of the
solution of system(1.1), it follows that z˜(t, x) = z(t, x), for any t > 0, which
conclude the proof of Theorem 4.1. 
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