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Abstract
Facial attribute editing aims to manipulate attributes on
the human face, e.g., adding a mustache or changing the
hair color. Existing approaches suffer from a serious com-
promise between correct attribute generation and preser-
vation of the other information such as identity and back-
ground, because they edit the attributes in the imprecise
area. To resolve this dilemma, we propose a progressive
attention GAN (PA-GAN) for facial attribute editing. In
our approach, the editing is progressively conducted from
high to low feature level while being constrained inside a
proper attribute area by an attention mask at each level.
This manner prevents undesired modifications to the irrele-
vant regions from the beginning, and then the network can
focus more on correctly generating the attributes within
a proper boundary at each level. As a result, our ap-
proach achieves correct attribute editing with irrelevant de-
tails much better preserved compared with the state-of-the-
arts. Codes are released at https://github.com/
LynnHo/PA-GAN-Tensorflow .
EditedAttention: Where to Add “Bangs”Original
Figure 1. A brief illustration of the proposed PA-GAN for facial
attribute editing. The editing is progressively conducted on the
encoder feature maps inside the attention area from high to low
feature level. As the feature level gets lower (higher resolution),
the attention mask gets more precise and the attribute editing be-
comes finer. Edited parts of features on the right are shown in red.
1. Introduction
Facial attribute editing, i.e., manipulating attributes on
the human face, has broad applications such as entertain-
ment and data augmentation for other facial tasks like face
recognition. It is a sort of generative task and attracts more
attention recently with the success of the generative mod-
els [6, 14]. A satisfactory facial attribute editing generally
satisfies two criteria, 1) attribute correctness: the target at-
tributes should correctly appear on the output image; 2) ir-
relevance preservation: the attribute-irrelevant parts, such
as identity and background, should not be changed during
editing. However, these two objectives usually compromise
with each other in existing methods.
Recent state-of-the-art methods for facial attribute edit-
ing are mainly Generative Adversarial Network (GAN) [6]
based ones, such as StarGAN [5], AttGAN [8],
STGAN [19], and SaGAN [36]. Both StarGAN and
AttGAN directly transform the input image to a whole new
one with target attributes rather than edit the input image
only within the proper attribute area, which inevitably re-
sults in undesired modifications of the irrelevant parts such
as identity and background. As illustrated by Fig. 2(a), Star-
GAN correctly edits the hair color and mustache but also
changes the color of skin and lips. In order to alleviate the
compromise between attribute correctness and irrelevance
preservation, STGAN [19] proposes selective transfer unit
to adaptively select and modify the shortcut features instead
of direct copy, achieving considerable improvement. How-
ever, since STGAN also does not consider the editing area
explicitly, it still cannot guarantee good preservation of the
details in the attribute-irrelevant region.
In order to explicitly constrain the editing inside a rea-
sonable area, SaGAN [36] applies global spatial attention
on the input image to obtain a specific area and then con-
ducts the attribute editing inside this area. SaGAN suc-
cessfully avoids most undesired modifications to the irrel-
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Figure 2. Illustration of the dilemma in existing methods and the advance of our method. Our method edits the target attributes correctly
with irrelevant parts well preserved, i.e., significantly alleviates the compromise between attribute correctness and irrelevance preservation.
evant region but at the cost of attribute correctness, because
a straightforward attention mask only on the image cannot
well handle multiple attributes with one model. As illus-
trated by Fig. 2(d), SaGAN well preserves irrelevant parts
but fails to add the desired “Mustache”.
Overall, the most common problem of these methods is
that they are unable to edit the attribute in the proper area,
e.g., StarGAN edits more than expected while SaGAN ed-
its less than expected, which results in the compromise be-
tween attribute correctness and irrelevance preservation.
To resolve this dilemma, in this work, we propose a
progressive attention mechanism embedded in an encoder-
decoder network (named as PA-GAN), which aims to pre-
cisely locate the editing area and meanwhile correctly edit
the attributes inside. As shown in Fig. 1, our model progres-
sively conducts the attentive editing on the encoder feature
maps from high to low feature level, regarding the input
image as the lowest level feature. At each level, there is
an original (encoder) feature containing the original infor-
mation such as background and identity, as well as a gener-
ated attribute feature containing the information of target at-
tributes. Then, our model learns an attention mask to blend
the attribute feature into the original one, i.e., to conduct the
attribute editing on the original feature inside a reasonable
area indicated by the attention mask.
There are three main advantages of our approach: 1) con-
ducting the attentive editing on the original (encoder) fea-
ture rather than generate a whole new feature like [5, 8, 19,
36], can better preserve the original information of the irrel-
evant parts from various feature levels; 2) the network can
focus more on correctly generating the attributes at each
level given the proper attribute boundary; 3) the progres-
sive manner separates the attentive editing into coarse-to-
fine steps, which makes the task easier and produces better
results. Our contributions can be summarized as follows:
• A novel generative model with progressive attention
for facial attribute editing. The proposed approach
gradually conducts attentive attribute editing on the en-
coder features level by level, which forms a coarse-to-
fine editing.
• Attentive editing for multiple attributes with one
model. The overall attention mask is divided into mul-
tiple sub-masks, one for each desired attribute, which
enables precise attention for multiple attributes with a
single model.
• Promising performance of facial attribute editing.
Comprehensive experiments on CelebA [20] show that
our approach can achieve high attribute correctness as
well as satisfactory irrelevance preservation.
2. Related Work
Facial Attribute Editing Approaches for facial at-
tribute editing can be categorized into two types:
optimization-based approaches and learning-based ap-
proaches. Optimization-based ones include CNAI [17] and
DFI [31]. Both of these two approaches conduct the at-
tribute editing by optimizing the image to narrow the gap
between the deep feature of the image and a target attribute
feature. However, huge time consumption is their main
drawback since the optimization process must be conducted
for each test image.
Learning-based approaches are more popular [2, 3, 4, 5,
8, 12, 15, 16, 18, 19, 24, 26, 29, 30, 32, 33, 34, 35, 36,
38, 40, 41], and approaches based on Generative Adver-
sarial Networks (GANs) [6, 21, 1, 7] are the mainstream
since GANs have achieved high fidelity image generation
in various tasks [9, 10, 37, 42]. Earlier GAN based ap-
proaches include VAE/GAN [16], IcGAN [24], and Fader-
Network [15]. VAE/GAN manipulates the attributes by
moving the latent representation along the target attribute
vector. IcGAN and FaderNetwork extract an attribute-
invariant representation of the input face and decode this
representation specifying the target attributes. The main
problem of these methods is the constrained representa-
tion, which results in degraded performance, as illustrated
in [8]. Latter, without any constraint on the latent, both
StarGAN [5] and AttGAN [8] improve the attribute edit-
ing performance by only employing the necessary adver-
sarial loss, attribute classification loss, and the reconstruc-
tion loss. STGAN [19] further improves the performance
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by employing an attribute difference indicator and selec-
tive transfer unit. SaGAN [36] employs an attention manner
that explicitly specifies an area on the image to edit one at-
tribute with one model. GeneGAN [41], DNAGAN [33],
ELEGANT [34], and Kim et al. [12] swap attribute be-
tween two faces by exchanging the attribute-relevant la-
tent codes, while GeoGAN [35] achieves attribute swap-
ping via a physical manner with the geometry-aware flow.
Other approaches without GAN also make considerable
progress [2, 3]. Facelet-Bank [2] employs a facelet module
for each attribute to infer the feature deviation for attribute
generation. Based on Facelet-Bank, Chen et al. [3] fur-
ther decomposes the feature deviation into different compo-
nents with each corresponding to one kind of change, which
achieves the fine-grained editing.
Generative Adversarial Networks (GANs) GANs [6,
21, 1, 7] make great progress in data generation recently.
Vanilla GAN [6] minimizes the Jensen-Shannon (JS) di-
vergence between real and generated distribution by the
adversarial training. To stabilize the adversarial train-
ing, WGAN [1] optimizes the Wasserstein distance in-
stead of JS divergence. WGAN-GP [7] and WGAN-
LP [25] further improve WGAN by respectively employ-
ing gradient-penalty and Lipschitz penalty. CGAN [22] and
AcGAN [23] are GAN extensions for conditional genera-
tion which can generate samples satisfying the given condi-
tions. In this work, WGAN-LP is used for stable training,
and AcGAN is incorporated for attribute generation.
3. Progressive Attention GAN (PA-GAN)
In this section, we introduce the details of the pro-
posed Progressive Attention GAN. Overall, as seen from the
schema in Fig. 3, our model progressively edits the original
features (encoder features delivered by shortcut) in an at-
tention manner from high to low feature level. Furthermore,
we extend this progressively attentive editing approach for
multiple attributes with a single model. Before introducing
the details, we first clarify the notations for convenience:
• For all n attributes, a = [a1, · · · , ai, · · · , an] denotes
the original attributes and b = [b1, · · · , bi, · · · , bn] de-
notes the target attributes, where ai and bi are 1/0 val-
ues denoting with/without the ith attribute.
• xa denotes an input image to be edited, and xb denotes
the editing result with the target attributes b, i.e., our
goal can be formulated as xa → xb.
• For the kth level, fak denotes the original feature (en-
coder feature), and fbk is the editing result at this level.
Then, the editing at the kth level is formulated as the
task: fak → fbk , i.e., to transform the “original” to the
“target”. Specially, fa0 = x
a and fb0 = x
b.
3.1. Progressively Attentive Attribute Editing
Firstly, the input image xa is recursively encoded into
features fak of different levels, formulated as follows,
fak = Ek(f
a
k−1), k = 1, 2, 3, 4, (1)
where fa0 = x
a and Ek is the kth encoder layer de-
signed as a stride-2 convolution. Via the encoder E =
[E1, E2, E3, E4], the original information of the input im-
age, such as identity and background, are embedded in the
encoder features {fak }4k=0 of different aspects (different ab-
stract levels).
Since the encoder features contain original information
in various levels, we can directly conduct the editing on
the encoder feature maps inside a proper attention area
without affecting the irrelevant regions, which preserves
the attribute-irrelevant details from various feature levels.
Moreover, given a proper editing area, the network can fo-
cus more on correctly generating the attribute at each level.
Furthermore, we can conduct the attentive editing progres-
sively from high to low feature level, which forms a coarse-
to-fine editing and produces better results. Specifically, at
each level, the original encoder feature fak is edited to be a
new feature fbk , where the attribute is changed from a to b,
formulated as
fbk = Gk(f
a
k , f
b
k+1,b− a), k = 3, 2, 1, 0, (2)
where Gk is the Attentive Editor for the attentive attribute
editing, which is introduced in detail in Sec. 3.2; fbk+1 is the
result of the previous level, i.e., we conduct a finer editing
borrowing the information of the previous coarse editing;
b− a indicates the changing direction from attribute a to b
following [19]. Finally, when k = 0 in Eq. (2) with xb =
fb0 and x
a = fa0 ,
xb = G0(x
a, fb1 ,b− a), (3)
i.e., the attribute editing is finally finished on the input im-
age xa, obtaining a fine and accurate result xb.
3.2. Attentive Editor Gk
In this section, we introduce the Attentive Editor Gk in
Eq. (2) in details. Overall, Gk conducts the attentive editing
on the original feature fak , aiming to restrict the attribute
editing within a reasonable area at each level. Specifically,
the editing by Gk is an alpha blending as follows,
fbk = m
b
k · ebk + (1−mbk ) · fak , (4)
where mbk is the attention mask indicating a proper editing
area, with value 1 for the attribute area and 0 for the irrel-
evant area; ebk is the generated attribute feature that con-
tains the information of the target attribute. Eq. (4) means
3
Delivery Target AttributesOriginal AttributesConvolution (2-stride)
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Figure 3. Overview of our PA-GAN. PA-GAN progressively conducts attentive attribute editing on the original (encoder) features from
high to low feature level, i.e., starting from G3 to edit fa3 and ending at G0 to edit xa. At each level, we design an Attentive Editor Gk to
edit the original feature fak with the attention mask m
b
k , producing the edited results f
b
k . As the feature level gets lower, both the attention
mask and the editing become more and more accurate. The edited parts of fbk are shown in red.
that, instructed bymbk , the attribute part of the editing result
fbk comes from e
b
k while the irrelevant part comes from the
original fak , i.e., the editing on f
a
k is constrained in the area
indicted by mbk .
More concretely, first, ebk in Eq. (4) is an enhancement
upon the editing result fbk+1of previous level, formulated as
ebk = Gek(f
b
k+1,b− a), (5)
where Gek is a sub-network which enhances f
b
k+1 produc-
ing ebk with better quality on target attribute.
Second, the attention mask mbk in Eq. (4) is generated
via a residual strategy, formulated as below,
mbk = m
b
k+1 + ∆m
b
k , k = 3, 2, 1, 0 (6)
∆mbk = Gmk(f
a
k , e
b
k ,m
b
k+1,b− a), (7)
where mb4 = 0, and Gmk is in charge of predicting the
residual to refine the mask mbk+1 of previous level, under
the evidence of original feature fak , the attribute feature e
b
k ,
and the previous maskmbk+1. This residual strategy enables
the attention mask to gradually become more and more pre-
cise from high to low feature level. Specifically, starting
from the highest feature level (k = 3), the model captures
the global information to obtain a coarse but robust atten-
tion mask. As the feature level gets lower (k = 2, 1, 0), the
model absorbs more and more local information to refine
the attention mask to be more and more precise.
Overall, Gk produces the robust editing result fbk guided
by the attention maskmbk as in Eq. (4). In turn, at next level,
fbk helps to obtain finer attention maskm
b
k−1 by Eq. (5)-(7).
I.e., the editing and the attention learning iteratively benefit
each other from high-level (k = 4) to low-level (k = 0),
therefore the overall attribute editing result becomes correct
and precise progressively.
3.3. Extension to Multiple Attributes
Although multiple attribute editing in a single model
is achieved [5, 8, 19], it is not trivial to conduct atten-
tively multiple attribute editing. Here, we extend the atten-
tion mask learning for multiple attributes by a divide-and-
conquer strategy. Specifically at each feature level, we learn
n distinct masks [mb1k , . . . ,m
bn
k ] for n attributes, which is
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formulated as below,
mbik = m
bi
k+1 + ∆m
bi
k , (8)
[∆mb1k , . . . ,∆m
bn
k ] = Gmk(f
a
k , e
b
k ,m
b
k+1,b− a), (9)
where mbik is the attention mask for the i
th attribute at the
kth level, and Eq. (8)-(9) are adapted from Eq. (6)-(7) for the
multiple attribute setting. Although there are nmasks for all
n attributes, we only need several of them which correspond
to those attributes to be changed. Specifically, if bi 6= ai,
which means the ith attribute needs to be changed from ai
to bi, then the corresponding mask mbik should be chosen;
otherwise if bi = ai, which means the ith attribute does not
change, then the corresponding mask should be neglected.
Therefore, we choose the necessary masks and merged them
into one mask, formulated as
mbk =
n∑
i
δ(bi 6= ai) ·mbik . (10)
As can be seen, the learning of the attention mask for mul-
tiple attributes is divided into sub-tasks, with each learning
a specific attention mask for a specific attribute, which re-
duces the difficulty as well as enhances the robustness of the
mask prediction. Here, only the way of obtaining the atten-
tion mask is different from that in Sec. 3.2, but the editing
keeps the same as that in Eq. (4)-(5).
3.4. Objectives
In this section, we introduce the objectives for training
our model. We employ the attribute prediction loss for cor-
rect attribute generation, as well as the adversarial loss for
the generation fidelity. Further, we design two mask losses
for learning a more precise attention mask.
Attribute Prediction Loss If the attribute editing is cor-
rect, the edited image should be predicted to own the target
attributes by an attribute predictor. Therefore, we employ
the attribute prediction loss to guide the correct generation
of the target attributes, formulated as below,
min
{Ek},{Gk}
latt =
n∑
i
−[bi · log(Ci(xb))+
(1− bi) · log(1− Ci(xb))], (11)
where Ci is an attribute classifier that predicts the probabil-
ity of the ith attribute to appear, and this loss is the summa-
tion of the binary cross entropy of all attributes. Therefore,
Ek and Gk will be penalized if the target attributes are not
correctly generated on the output image xb. The attribute
classifier Ci is learnt with the real data as below,
min
{Ci}
lC =
n∑
i
−[ai · log(Ci(xa))+
(1− ai) · log(1− Ci(xa))], (12)
Adversarial Loss We employ the adversarial loss for the
generation fidelity, formulated as below,
max
||D||L≤1
ldadv = E[D(xa)]− E[D(xb)], (13)
min
{Ek},{Gk}
lgadv = −E[D(xa)] + E[D(xb)], (14)
where D is the discriminator constrained by 1-Lipschitz
continuity following [25]. Eq. (13) estimates the Wasser-
stein distance between the generated distribution and the
real distribution, while Eq. (14) minimizes this distance.
These two objectives are optimized iteratively and the gen-
erated distribution is optimally identical to the real one, i.e.,
the generated xb will look like a real image.
Attention Mask Losses We also constrain the sparsity of
the attention masks in order to make them focus the limited
value on the proper attribute region rather than the whole
image, with the sparsity loss formulated as follows,
min
{Ek},{Gk}
lspa =
∑
k
|mbk |1 (15)
Besides, there exists a prior that some attributes have dis-
joint regions, e.g., attention masks of “Bangs” and “Mus-
tache” definitely should not have overlap. Therefore, we
design an overlap loss to make the attention masks satisfy
such prior. Specifically, the element-wise multiplication of
two masks for two disjoint attributes should be zero, other-
wise there should be a penalty as follows,
min
{Ek},{Gk}
lovl =
∑
(i,j)∈S
|mbi0 ·mbj0 |1, (16)
where S is a predefined set containing pairs of attributes that
have disjoint regions such as (“Blond Hair”, “Mustache”)
and (“Eyeglasses”, “Beard”), and the full definition of S
can be found in the supplementary material.
Overall Objective Finally, we have an overall objective
for the attribute editing network (including Ek and Gk) as
min
{Ek},{Gk}
λ1latt + λ2l
g
adv + λ3lspa + λ4lovl. (17)
Besides, the objective for the attribute classifier Ci and the
discriminator D is
min
{Ci},||D||L≤1
λ5lC − λ6ldadv, (18)
where Ci and D share most layers except for the last two
layers. λ1, λ2, λ3, λ4, λ5, and λ6 are the hyperparameters
to balance the losses.
Note that there is no reconstruction loss for irrelevance
preservation like previous methods [5, 8, 19], because the
mask learning in our approach with the above objectives is
precise enough to avoid the affection on the irrelevance.
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3.5. Differences from Related Methods
Two closely related works are AttGAN [8] and
STGAN [19], which also adapt encoder-decoder architec-
ture for facial attribute editing. Following the U-Net [27]
architecture, AttGAN directly appends the encoder features
as a supplement to the decoder features for subsequent con-
volutions, while STGAN selectively transforms the encoder
features before the concatenation. Different from these con-
catenations, our approach progressively blends the attribute
features into the encoder features guided by the attention
mask. Besides, note that our approach is different from the
approaches for other tasks [28, 11, 39] also called “pro-
gressive attention”. The “attention” in [28, 11, 39] is to
learn weights to re-weight the features for subsequent con-
volutions, and their “progressive” means to re-weight the
features at each layer. Differently, our “attention” is to
locate the attribute region for blending, and our “progres-
sive” means to learn coarse-to-fine attention with the resid-
ual learning and edit the attributes progressively.
4. Experiments
Dataset We adopt CelebA [20] to evaluate the proposed
PA-GAN. CelebA contains 202,599 images with annota-
tions of 40 binary attributes. Following [8, 19], we select
thirteen attributes in all our experiments, including Bald,
Bangs, Black Hair, Blond Hair, Brown Hair, Bushy Eye-
brows, Eyeglasses, Gender, Mouth Open, Mustache, Beard,
Pale Skin, and Age. Besides, 182637 images are used as the
training set, and 19962 images are used as the testing set.
Competitors Recent state-of-the-art methods including
StarGAN [5], AttGAN [8], STGAN [19] and SaGAN [36]
are chosen as the competitors. All these methods are trained
and evaluated under the same protocol, using multi-attribute
models. Especially, we extend SaGAN to multiple attribute
model since the original SaGAN can only handle one at-
tribute with one model.
Implementation Details Loss weights in Eq. (17)-(18)
are set as λ1 = 20, λ2 = 1, λ3 = 0.05, λ4 = 1, λ5 = 1,
and λ6 = 1, which balances the magnitude of these losses
to the same order. All networks are optimized by Adam
solver [13] (β1 = 0.5, β2 = 0.999). All experiments are
conducted on 128×128 images following the default size of
[5, 19]. Please refer to the supplementary material for the
network architectures, and more higher resolution results.
4.1. Qualitative Analysis
Visual Results Fig. 4 shows the visual results of the com-
peting methods, as well as the deviation colormaps showing
where and how much the pixels differ from the input im-
age. As can be seen, StarGAN correctly edits the attributes;
however, there are obvious undesired changes, e.g., the
skin color changes in all situations and the shape of mouth
changes when editing the Young attribute (Fig. 4(h), row
1). AttGAN fails to add Eyeglasses (Fig. 4(i), row 3) and
changes the skin color when adding Black Hair (Fig. 4(g),
row 3). STGAN correctly edits the attributes; however, it
also changes undesired parts, e.g., the background becomes
white when changing the input to Pale Skin (Fig. 4(c), row
5) and the skin color changes when editing Bald (Fig. 4(f),
row 5). StarGAN, AttGAN, and STGAN produce unde-
sired modifications to the irrelevant region, since they trans-
form the input image to a whole new one without explicitly
considering to edit the attributes in a proper area. SaGAN
has much cleaner colormaps than StarGAN, AttGAN, and
STGAN; however, it fails on adding Mustache (Fig. 4(a),
row 7) and changing to Male (Fig. 4(b), row 7), because
it cannot handle multiple attributes in one model with only
one global attention on the image. As can be seen, there is
obvious compromise between attribute correctness and ir-
relevance preservation in these methods. In comparison, our
PA-GAN correctly and naturally edits the attributes while
the other details such as skin color, shape, and background
are well preserved, demonstrating its effectiveness.
Coarse-to-Fine Attention Fig. 5 shows the attention
masks at all levels. As can be seen, the mask gradually
becomes finer and more precise, which demonstrates the
coarse-to-fine effect of our progressive attention approach.
4.2. Quantitative Analysis
User Study We conduct a user study to evaluate the pro-
posed PA-GAN under human perception. Specifically, we
randomly choose 100-120 images for each attribute, and
these images are the same for all methods. Then for each
image, 10 volunteers are asked to select the best editing re-
sult from all competing methods, according to 1) whether
the attribute is correctly generated, and 2) whether the irrel-
evant parts are well preserved. Specially, we also provide
a choice of “none of these methods performs well” to in-
vestigate the hard attributes which cannot be well solved by
all methods including ours. Fig. 6 shows the proportion of
each method to be chosen as the best for each attribute av-
eraged over all 10 volunteers. As can be seen, the proposed
PA-GAN is chosen as best for most attributes, demonstrat-
ing the superiority of PA-GAN to the competitors. Besides,
“none of these methods performs well” is chosen most for
Bald attribute. One possible reason is the imbalance data
distribution of Bald: only 2% of the data have Bald at-
tribute, while almost all of these samples are male.
Attribute Editing Accuracy Attribute editing accuracy
is to evaluate whether a specified attribute correctly ap-
pears on the image. We used a well trained attribute pre-
dictor (95% attribute prediction accuracy) to judge whether
the attribute editing is correct. Fig. 8 shows the attribute
editing accuracy of all competing methods. StarGAN,
STGAN, and the proposed PA-GAN achieve comparable
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Figure 4. Visual comparisons among StarGAN [5], AttGAN [8], STGAN [19], SaGAN [36], and the proposed PA-GAN. Colormaps below
the editing results show the pixel deviation of the edited image from the input image.
FineCoarse
Add 
Beard
Open 
Mouth
To 
Black Hair
Add 
Mustache
Figure 5. Attention mask from high to low feature level (left to
right). We rescale the mask to the same size for better view.
attribute editing accuracies, which are superior to AttGAN
and SaGAN, demonstrating that our PA-GAN model can
generate attributes with high correctness. Although Star-
GAN and STGAN achieve high attribute editing accuracy,
both of them affect the attribute irrelevant region while the
proposed PA-GAN achieves much better irrelevance preser-
vation, as illustrated in the visual results in Fig. 4 and the
irrelevance preservation error in the next paragraph.
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46%
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Figure 6. User study results which show the proportion of each
method to be chosen as the best for each attribute. Values smaller
than 5% are omitted for clear display.
Irrelevance Preservation Error Irrelevance preservation
error is to evaluate whether the attribute irrelevant details
are kept after the editing, e.g., the skin color should not
change when adding a mustache. Since all faces are aligned,
for each attribute, we define an irrelevant region that should
not be altered when editing this attribute, as illustrated in
Fig. 7 by examples (please refer to the supplementary ma-
terial for the irrelevant region definition for all attributes).
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Then the irrelevance preservation error is calculated as the
L1 difference of the irrelevant region between the edited
image and the original image, and the results are shown in
Fig. 9. As can be seen, the proposed PA-GAN achieves
much lower preservation error than StarGAN, AttGAN, and
STGAN. Although SaGAN achieves slightly lower preser-
vation error than PA-GAN, SaGAN has much lower at-
tribute editing accuracy as seen from Fig. 8, which means
that SaGAN has a serious compromise between the attribute
correctness and irrelevance preservation error. As for the
proposed PA-GAN, as seen from Fig. 8 and Fig. 9, PA-GAN
achieves high attribute editing accuracy as well as consid-
erably low preservation error, credited to the progressive at-
tention mechanism.
Eyeglasses
Non-Black L1 Difference Non-Black L1 Difference
Eyebrows
Figure 7. The irrelevance preservation error is calculated as the L1
difference of the non-black region between the editing result and
the input image. The non-black region indicates those irrelevant
regions that should be kept unchanged, which is predefined for
each attribute since all faces are aligned.
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Figure 8. Attribute editing accuracy, higher is better.
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Figure 9. Irrelevance preservation error, lower is better.
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Figure 10. Effect of the number of progressive steps.
(a) (b) (c) (d) (e)
Full w/o Residual Single Mask w/o lspa w/o lovl
Editing Acc. 83.7% 78.6% 78.3% 83.0% 82.9%
Preservation Err. 5.47 7.42 7.74 6.18 6.45
Table 1. Ablation study by removing (b) residual strategy, (c) mul-
tiple masks, (d) mask sparsity loss, and (e) mask overlap loss re-
spectively. (a) denotes our full PA-GAN.
4.3. Ablation Study
Effect of Progressive Steps In Fig. 10, we investigate
the effect of changing the number of the progressive steps,
where we remove a progressive step by replacing the cor-
responding attentive editor by normal convolutional layers.
As seen from Fig. 10, the attribute accuracy increases along
with adding the progressive steps while the preservation er-
ror decreases, which demonstrates the effectiveness of the
progressive manner.
Effect of Residual Strategy We cancel the residual strat-
egy in Eq. (6) and (7) to evaluate its effect; instead, we di-
rectly generate the mask without residual. Compared to the
full method (Table 1(a)), canceling the residual strategy (Ta-
ble 1(b)) results in 5.1% drops on the attribute accuracy and
increases the irrelevance preservation error, demonstrating
the necessity and effectiveness of the residual strategy.
Effect of Multiple Masks In our method, distinct masks
for distinct attributes are learned for multiple attribute edit-
ing as designed in Sec. 3.3. In this part, we investigate the
effect of this strategy by canceling it, and instead, we di-
rectly generate a whole mask for all target attributes. Com-
pared to the full method (Table 1(a)), canceling this strategy
(Table 1(c)) results in 5.4% drops on the attribute editing
accuracy and increases the irrelevance preservation error.
Therefore, the multiple mask strategy can bring consider-
able improvement.
Effect of Mask Losses We respectively remove the spar-
sity loss lspa in Eq. (15) and the overlap loss lovl in Eq. (16)
to investigate their effect. As seen from Table 1(d) and (e),
removing the sparsity loss lspa or the overlap lovl drops
the attribute editing accuracy and increases the irrelevance
preservation error. Therefore, both the sparsity loss and the
overlap loss benefit the editing.
5. Conclusion
In this work, we propose a novel progressive attention
GAN for facial attribute editing, which progressively edits
the attributes in an attention manner from high to low fea-
ture level. Credited to the progressive attention mechanism,
the attribute editing is conducted in a coarse-to-fine manner,
which is robust and precise. Experiments on CelebA dataset
demonstrate the superiority of our method compared to the
state-of-the-art methods. In future work, we will investigate
whether and how the progressive attention mechanism can
be extended to attribute editing for general objects such as
color editing of a car.
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Appendix
1. Predefined Set of Disjoint Attribute Pairs
The full definition of S in Eq. (16) of the manuscript
is S = { (Bald, Mouth Open), (Bald, Mustache), (Bald,
Beard), (Bangs, Mouth Open), (Bangs, Mustache), (Bangs,
Beard), (Black Hair, Mouth Open), (Black Hair, Mustache),
(Black Hair, Beard), (Blond Hair, Mouth Open), (Blond
Hair, Mustache), (Blond Hair, Beard), (Brown Hair, Mouth
Open), (Brown Hair, Mustache), (Brown Hair, Beard),
(Bushy Eyebrows, Mustache), (Bushy Eyebrows, Beard),
(Eyeglasses, Mustache), (Eyeglasses, Beard) }.
2. Predefined Attribute-Irrelevant Regions
In Sec. 4.2 of the manuscript, we introduce the irrele-
vance preservation error, which is calculated as the L1 dif-
ference of a predefined attribute-irrelevant region between
the editing result and the original image. Fig. 11 shows the
predefined attribute-irrelevant regions for all attributes.
E C D
Conv(64, 4, 2)→ BN→ ReLU Conv(64, 4, 2)→ LN→ LReLU
Conv(128, 4, 2)→ BN→ ReLU Conv(128, 4, 2)→ LN→ LReLU
Conv(256, 4, 2)→ BN→ ReLU Conv(256, 4, 2)→ LN→ LReLU
Conv(512, 4, 2)→ BN→ ReLU Conv(512, 4, 2)→ LN→ LReLU
Conv(1024, 4, 2)→ LN→ LReLU
FC(1024)→ LReLU FC(1024)→ LReLU
FC(13)→ Sigmoid FC(1)
Table 2. Network architectures of the encoder E, the attribute
classifier C, and the discriminator D. C and D share most layers
except for the last two layers.
Gek(k 6= 0) Ge0
DeConv(64×2k−1, 3, 1)→ BN→ ReLU DeConv(32, 3, 1)→ BN→ ReLU
DeConv(64×2k−1, 3, 2)→ BN→ ReLU DeConv(3, 3, 2)→ Tanh
Table 3. Network architecture of Gek .
Attribute Predictor
Conv(16, 3, 1)→ BN→ ReLU→ Conv(16, 3, 1)→ BN→ ReLU→ Pool(2, 2)
Conv(32, 3, 1)→ BN→ ReLU→ Conv(32, 3, 1)→ BN→ ReLU→ Pool(2, 2)
Conv(64, 3, 1)→ BN→ ReLU→ Conv(64, 3, 1)→ BN→ ReLU→ Pool(2, 2)
Conv(128, 3, 1)→ BN→ ReLU→ Conv(128, 3, 1)→ BN→ ReLU→ Pool(2, 2)
FC(512)→ ReLU
FC(40)→ Sigmoid
Table 4. Network architecture of the attribute predictor for the
evaluation of the attribute editing accuracy.
3. Network Architectures
Table 2 shows the architectures of the encoder E, the
attribute classifier C, and the discriminator D. Table 3
shows the architecture of Gek , and Table 5 shows the ar-
chitecture of Gmk . Table 4 shows the architecture of the
attribute predictor for the evaluation of the attribute editing
accuracy (see Sec. 4.2 of the manuscript). In these tables,
Conv(c, k, s) and DeConv(c, k, s) respectively denote the
convolutional layer and the transposed convolutional layer
with c as output channels, k as kernel size, and s as stride.
FC(d) denotes the fully connected layer with d as dimen-
sion. Pool(k, s) denotes the max-pooling layer with k as
kernel size and s as stride. BN denotes the batch normal-
ization and LN denotes the layer normalization. LReLU
denotes the leaky ReLU.
4. Additional Visual Results
Additional visual results of 128×128 images are shown
in Fig. 12, and the results of 256×256 images are shown
in Fig. 13, Fig 14, and Fig 15. As can be seen, overall, our
method can generate correct attributes with high fidelity and
well preserve the irrelevance. Even for the most challenging
“Bald” attribute which is hard for all methods as analyzed
in Sec. 4.2 of the manuscript, although artifacts appear in
some cases, our method can still produce some satisfactory
“Bald” results.
Gmk
Conv(64×2k−1, 1, 1)→ BN→ ReLU Conv(64×2k−1, 3, 1)→ BN→ ReLU
Conv(64×2k−1, 3, 1)→ BN→ ReLU Conv(64×2k−1, 3, 1)→ BN→ ReLU
Conv(64×2k−1, 3, 1)→ BN→ ReLU
Conv(64×2k−1, 3, 1)→ BN→ ReLU Conv(64×2k−1, 3, 1)→ BN→ ReLU
Concatenation
Conv(64×2k, 4, 2)→ BN→ ReLU
DeConv(13, 4, 2)
Table 5. Network architecture of Gmk .
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Figure 11. Predefined attribute-irrelevant regions. For each attribute, the non-black region is defined as the attribute-irrelevant region,
which should not be changed when editing the corresponding attribute. The irrelevance preservation error is calculated as the L1 difference
of the non-black region between the editing result and the input image.
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Figure 12. Attribute editing on 128×128 images. We invert the state of each specified attribute, e.g, to edit female to male, male to female,
to remove the existing beard, and to add a beard if it does not exist.
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Figure 13. Attribute editing on 256×256 images. We invert the state of each specified attribute, e.g, to edit female to male, male to female, to remove the existing beard, and to add a beard if it does not exist. Please
zoom in for a better view.
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Figure 14. Attribute editing on 256×256 images. We invert the state of each specified attribute, e.g, to edit female to male, male to female, to remove the existing beard, and to add a beard if it does not exist. Please
zoom in for a better view.
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Figure 15. Attribute editing on 256×256 images. We invert the state of each specified attribute, e.g, to edit female to male, male to female, to remove the existing beard, and to add a beard if it does not exist. Please
zoom in for a better view.
