Abstract. Our survey paper attempts to investigate how recent and undoubted emerge in enriched, geo-tagged social networks' multimedia content sharing works to the benefit of their users and whether it could be handled in a formal way, in order to capture the meaningful semantics rising from this newly introduced user experience. It further specializes its focus by providing an overview of current state-of-the-art techniques with respect to geo-tagged content access, processing and manipulation within the popular Flickr social network. In this manner it explores the role of information retrieval, integration and extraction from the technical point of view, coupled together with human social network activities, like, for instance, localization and recommendations based on pre-processed collaborative geo-tagged photos, resulting into more efficient, optimized search results.
Introduction
Current digital era is characterized by a single, yet very important observation: an extremely large amount of digital multimedia content is shared online every moment by people interacting within the so-called "social networks". This online social networking explosion shows no signs of abating, with almost twice as many Internet users having an online social profile than two years ago, helping to make Facebook 1 the most viewed website in the European Union, according to recent research efforts. On top of that, more people are using the Internet to create their own multimedia content than ever before, with 73% of online users having a social networking profile [1] , compared with 37% in 2008 [2] . Flickr 2 is an image and video hosting website created by a Vancouver-based company named "Ludicorp" back in 2004 and currently owned by Yahoo! 3 . What makes it special among other social networks is its aspect as an online community, within which users are able to interact by sharing comments about photography and create groups of particular interests. The Verge reported in March 2013 that "Flickr had a total of 87 million registered members and more than 3.5 million new photos uploaded daily" 4 . Each photo may contain metadata added by its photographer, such as tags that describe either its visual content or location, or a free text description. It also contains metadata added by the camera that has been used, such as date taken, camera settings, camera model, etc. Few Global Positioning System (GPS) enhanced cameras automatically geo-tag the photos they take, but in principal this is done manually, by the photographer. The vast majority of images uploaded to Flickr are taken by common users or amateur photographers. The textual metadata associated with the image often serves as a reminder of the context of the image for the photographer and his social circle [3] , [4] .
In principle, every part of a photo may be tied to a geographic location, but in most typical applications, only the position of the photographer is associated with the entire digital photo. As the reader may imagine, this small detail implicates and significantly burdens most multimedia content search and retrieval tasks. In the most typical example, photos of a landmark may have been taken from very different positions apart and in order to identify all photos of this particular landmark within an image database, all photos taken within a reasonable circular distance from it must be considered. Now, when such geo-tagged photos are uploaded to online multimedia content sharing communities, such as Flickr, Panoramio 5 or Instagram 6 , that enable the construction of infinite connections among their users [5] , a photo can be placed onto a map to view the location the photo was taken. In this way, social network users can browse photos from a map, search for photos from a given area, and find related photos of the same place from other users; these tasks are considered elementary in order to build additional, ad-hoc value-added digital services on top, like automated route/trip planning or like, to our most recent knowledge, the popular "NOW" app; the latter uses geo-tagged Instagram photos to find nearby events happening now 7 . The act of automatically providing or calculating meaningful photo's geotags (the so-called "geo-tagging" process) opens a huge research topic for the researchers' community, mainly to the direction of being able to analyze them, to identify and determine social patterns amongst them. However, issues of credibility on the volunteered user-generated geo-tagging should become of broader research interest in various areas [6] , [7] , motivating us to further investigate this topic in the following, focusing on the popular Flickr social network. At this point, it should be noted that our work differentiates from previous similar surveys, since they emphasized either on geotagged content without focusing specifically on user generated and manually geotagged photos of Flickr [8] , or in social media in general [9] .
Multimedia Content Retrieval
The very first research community dealing with up-to-date multimedia community research challenges is the one depicted by Information Retrieval in general and multimedia content retrieval in particular. Since Flickr is mainly a photo sharing website, the fact that it attracted the interest of the image retrieval community is considered to be rather natural. The main approach followed by researchers is to use either textual metadata or visual properties of photos and often combine them in an effort to improve the accuracy of their respective algorithms. As depicted in the following, such research efforts vary from textual ones, to ones based on low level visual or even hybrid characteristics.
Aren't Tags Text, After All?
As discussed, the first approach to tackle the problem at hand is based solely on text retrieval, a branch of information retrieval where information is manipulated primarily in the form of text, having each photo represented solely by its textual features, i.e. the manually generated tags. Abbasi et al. [10] identified landmarks using tags and Flickr groups, without exploiting geospatial information. They used SVM classifiers trained on thematical Flickr groups, in order to find relevant landmark-related tags. Ahern et al. [11] analyzed tags associated with geo-referenced Flickr images so as to generate knowledge. This knowledge was a set of the most "representative" tags for an area. They used a TF-IDF approach and presented a visualization tool, namely the World Explorer, which allowed users explore their results. Serdyukov et al. [12] adopted a language model which lies on the user collected Flickr metadata and aimed to annotate an image based on these metadata. Their goal was to place photos on a map, i.e. provide an automatic alternative to manual geo-tagging. Venetis et al. [13] examined techniques to create a "tag-cloud", i.e. a set of terms/tags able to provide a brief yet rich description of a large set of terms/tags. They presented and defined certain user models, metrics and algorithms aiming at this goal. Lerman et al. [14] aimed to personalize text-based search results by adding information about users' relations. Finally, Larson et al. [15] tried to detect whether tags correspond to physical objects, and also the scale of these objects, using a natural language approach.
Shall We Consider Visual Characteristics?
The second approach focuses on the visual aspects of multimedia content analysis. Research efforts in this area discard textual annotations and focus on lowlevel visual features. Wang et al. [16] proposed a training algorithm and applied it on the problem of image similarity. They worked on a Flickr data set, under the assumption that two images are considered similar if they belong to the same group. Chatzilari et al. [17] used region level annotations and visual features, in an effort to recognize objects with a semi-supervised approach. They started from a set of Flickr photos that contain the same object. Philbin and Zisserman [18] created a graph based on visual features and tried to group similar Flickr photos, from a corpus of 1M photos. Avrithis et al. [19] retrieved similar Flickr photos by using a 2-level clustering processing, both by means of geo-tags and visual features. Yanai et al. [20] focused on the relationship between words and locations. They used visual features and tried to associate them with certain locations, using an entropy based approach. Li et al. [21] used SVMs trained on visual features to classify a 30M data set. They observed that by incorporating temporal information, the accuracy of the results was significantly improved. Joshi and Luo [22] used visual detectors and incorporate bags-of-geotags within a probabilistic framework, in order to detect activities and events in photos. Yu and Luo [23] combined visual context with location information in order to detect concepts in photos. Luo et al. [24] fused information extracted from both a Flickr data set and a set of satellite images, in order to detect events. Batko et al. [25] used MPEG-7 visual features and search into a set of over 50M photos from Flickr. Seah et al. [26] created visual summaries on the results of visual queries on a data set of Flickr images that in contrast to previous works, e.g., the one of [27] , they attempted to generate concept-preserving summaries. Finally, Liu et al. [28] incorporated the social aspect of photos, in order to re-rank search results more according to both social and visual relevances.
A Little Bit of Both -The Hybrid Approach!
Since the visual content of images may provide a powerful description, many research efforts try to combine visual descriptions with textual metadata. Barrios et al. [29] presented an image retrieval system that combines textual and visual content. They downloaded and stored locally images from Flickr and used simple color and texture visual descriptors, along with the title, description and tags, for each image. Crandall et al [30] used visual, temporal and geospatial information to automatically identify places and/or events in city and landmark level. They also added temporal metadata information to improve classification performance. With the same motivation, Quack et al. [31] divided the area of interest into non-overlapping, square tiles, then extracted and used visual, textual and geospatial features. They handled tags by a modified TF-IDF ranking and linked their results to Wikipedia 8 . Gammeter et al. [32] overlaid a geospatial grid over earth and matched pairwise retrieved photos of each tile using visual features. Then they clustered photos into groups of images depicting the same scene. The metadata were used to label these clusters automatically, using a TF-IDF scheme. Moëllic et al [27] aimed to extract meaningful and representative clusters from large-scale image collections. They proposed a method based on a shared nearest neighbors approach that treats both visual features and tags. Li et al [33] proposed an algorithm that learns tag relevance by voting from visually similar neighbors. They did not use geospatial data, nor limited their approach on landmarks/places of interest and aimed to retrieve semantically similar images. Moxley et al. [34] classified mined geo-referenced tags as places, by extending [35] , landmarks by clustering image datasets considering mutual information and prior knowledge from Wikipedia and visual terms using the mutual information between visual descriptors and tags. Ulges et al. [36] adopted a context-based approach, assuming that users place semantically similar photos in Flickr groups. Fan et al. [37] proposed a system, namely JustClick which exploits both visual and textual information and after a search and retrieval process, it recommends photos using an interactive interface. Simon et al. [38] created visual summaries of large image data set based mainly on visual features, but also exploiting tags. Kennedy and Naaman [39] used visual features and tags, in order to extract the most representative tags and views for landmarks, working on a corpus of 110K Flickr photos from San Fransisco. Finally, Liu et al. [40] were the first to consider user uploading patterns, geotagging behaviors, and the relationship between the temporal and the spatial gap of two photos from the same user.
Automatic Tag/Geo-tag Generation
In a slightly different approach, special attention has been given to methods exploiting the automatic generation of tags, a process often called "(tag-)recommendation", as well as the prediction of geo-tags, i.e., of the geographic coordinates where a photo has been taken, a process often referred to as "localization". In the following, we briefly present both approaches, summarizing most important research works in the fields.
Tag Recommendation
Initially and as expected, tag recommendation approaches often adopt traditional tag processing techniques. In this manner, Chen et al. [41] proposed a system that automatically recommends tags for photos and also for adding photos into appropriate popular groups. For the latter case, they used SVM predictors in order to identify concepts and used these results so as to search for groups. Then, they used these groups to harvest more tags and attach them to their photos. Anderson et al. [42] presented a system, namely TagEz which combined both textual and visual features, so as to recommend tags. Their results indicated that the use of textual metadata outperformed both visual and combined feautures. Chaundry et al. [43] presented an approach for tag assignment to geographic areas, using a TF-IDF scheme and logistic regression, for various levels of detail. Hsieh and Hsu [44] exploited visual similarity and after a tag expansion process, aim to automatically annotate photos. Kennedy et al. [45] selected representative tags from urban areas using a multimodal approach. Their results indicate that the use of visual features can drastically improve precision. Sigurbjörnsson and Van Zwol [46] extracted tag co-occurence statistics and tag aggregation algorithms, in order to recommend tags by investigating and evaluating four different strategies. Furthermore, they introduced a "promotion" function, whose role was to promote the most descriptive tags. Garg and Weber [47] , [48] presented a system that while users tagged their photos, it dynamically suggested related tags by considering similar groups to user's preferences. Moxley et al [49] presented SpiritTagger tool, in order to recommend tags for Flickr photos of urban regions, which is unaware of the user's tags and lies on visual properties and geographic distance, in order to select similar photos. Popescu and Moëllic [50] presented Monuanno, a system that uses visual features to automatically annotate georeferenced landmark images. Kleban et al. [51] presented a world scale system for tag recommendation, based on geotags and visual features. Finally, Chen and Shin [52] used both textual and social features of tags and a machine learning approach, in order to extract representative tags that can be related to the users favorite topics.
Content Localization
On the other hand, automatic geo-tag generation has gained huge research interest, mainly due to the vast available Flickr database of geo-tagged photos. Kelm et al. [53] adopted a hierarchical approach and tried to automatically predict geo-tags for Flickr videos. Their technique lies on both textual and visual features and also uses external resources, such as Geonames 9 and Wikipedia. Van Laere et al. [54] trained naive Bayes classifiers at different spatial resolutions. They used only textual features and worked at various spatial resolutions, for a set of 55 european cities. De Rouck et al [55] used language probabilistic models that have been trained on Flickr photos, in order to geo-tag Wikipedia pages. Their approach outperformed Yahoo! Placemaker 10 and their results indicated that the increasing growth of tagged content in Flickr would continuously improve their accuracy. Friedland et al. [56] combined textual and visual features and worked on a the MediaEval 2010 data set. They concluded that solely visual information proves inadequate for accurate geo-localization, but when combined with textual it can assist on the improvement of the accuracy. Hauff and Houben [57] added information considering user's activities in Twitter 11 . However, even if their results were promising, the median location error was still far from usable. Van Laere et al. [58] divided areas into disjoint regions and then used statistics and a Naive Bayes classifier. Van Laere et al. [59] proposed a tag-based approach that uses language models and similarity search, in order to estimate geo-tags based on a training set. Friedland et al. [60] worked on Flickr videos and used both textual and visual metadata. Their results may seem poor, however they were superior to all other contributions of MediaEval 2010
12 . Kalantidis et al. [61] presented Viral, a system that aims to localize photos uploades by users, based on the visual similarity to geo-tagged images. They used a database of more than 2M photos taken from 40 cities. In previous work [62] we suggested a probabilistic framework which aimed to place Flickr data on a map based on their tags.
Joshi et al. [63] proposed a probabilistic framework for tag-based localization. Their work was extended by Gallagher et al. [64] who used a large geotagged corpus from Flickr, extracted several visual features and used location probability maps for tags. They integrated them and tried to localize photos. Hays and Efros [65] present IM2GPS, a system for image localization using visual features. It should be noted that they provided a probability distribution over the Earth. Kalogerakis et al. [66] extended this work by adding temporal information, in an effort to extract information about image sequences. O' Hare and Murdock [67] presented a statistical language modeling approach, in order to identifying locations in arbitrary text. They investigated several ways to estimate models, based on the term and the user frequencies. To this goal. they used a set of public, geo-tagged photos in Flickr as ground truth. Hare et al. [68] estimated a continuous probability density function (PDF) over the Earth and combined textual with a number of weighted visual features. Their approach on tags differs from the others as they do not filter any of the tags, but they rather use them for evidence, i.e. certain words may be associated with certain countries. Finally, Li et al [69] removed "noisy" photos, i.e. photos that cannot contribute sufficiently to location estimation. They extracted both local and global features and instead of using the whole dataset, they performed clustering and use the resulting centroids, instead.
Conclusions
In this position paper we attempted to conduct a detailed survey and provide a brief summarization of current state-of-the-art techniques regarding geo-tagged Flickr content access, processing and manipulation issues. In this manner, we explored related research efforts mostly focused on information retrieval tasks. Our intention was to identify the trends in the surveyed area and organize them in a novel way that would integrate and add understanding to the work in the field with respect to the Flickr social network, so as for fellow researchers to be able to seek and reference related information efficiently. Among our future work is the extension of this survey to other Flickr application domains, other popular social networks and even other content types, such as text snippets according to the social network under investigation.
