This paper presents the application of genetic programming to the generation of models to assess the total runoff of a basin starting from the total rainfall in it and using data recorded in a sub-basin at the valley of Mexico (the Mixcoac sub-basin to the west of Mexico City). The modelling process is developed contrasting two types of models with different complexity degree: (1) a nonlinear model whose complexity is resolved using multi-objective optimization and (2) a nonlinear model with a given structure obtained by means of a physical interpretation of the dynamics of the direct and the base flow. Data from two storms (rainfall and runoff), one in 1997 and another in 1998, were used in testing the models. First, the storm in 1997 was used for the calibration step and that in 1998 for the validation step. Afterwards, the order was reversed. An interpretation of the results, focused on the applicability and possible improvement of the models in forecasting runoff, is made through their discussion and is summarized in the conclusions.
INTRODUCTION
One of the fundamental problems in hydrology is the modelling of the rainfall-runoff process, among other things, to be able to perform short-term forecasting of the flood likely to be induced by a given storm. Depending on the information available, the forecast can be developed from rainfall records only, or otherwise through the use of runoff measured prior to the event analyzed at a particular site.
Conventional models are generally based on excess rainfall and on direct runoff; nevertheless, the forecasting of excess rainfall is not an easy task and it is therefore desirable to develop models that take into account total rainfall and total runoff. This paper presents the use of recently developed genetic techniques such as genetic programming (GP) (Koza ; Banzhaf et al. ) applied to the determination of the structure and the parameters of nonlinear autoregressive models (NARMAX) (Leontaritis & Billings ) . On the other hand, genetic algorithms (GA) (Holland ; Goldberg ) are also proposed to obtain parameters from a non-conventional rainfall-runoff model, based on the physical interpretation of the dynamics of the direct and the base flow of a nonlinear model. In the two cases the models use data of total rainfall as well as total runoff.
For the calibration and the validation processes, data were recorded in the Mixcoac sub-basin to the west of Mexico City, Federal District, Mexico (Figure 1 ). Through the interpretation of the results, the advantages and limitations of the two models are discussed.
BACKGROUND
Different models are available to obtain equations that describe the rainfall-runoff relationship process whose applicability depends on the extension of the basin. In the case of urban basins, the method of the American Rational hydrograph in its various versions such as, for example, the instantaneous geo-morphological unit hydrograph method (Eslava ) are used. The method proposed by the Soil Conservation Service (Aparicio ) is widely used to estimate the effective rainfall. Some of these methods require limited information for application purposes whereas some others demand a wide knowledge of the physiographic characteristics of the basin analyzed.
In the context of forecasting models, Chong () indicates that distributed models can be identified as: based on physical fundamentals (Systeme Hydrologique Européen (SHE) and the TOP-MODEL), based on concentrated conceptual models (Sacramento, TANK, CLS) and as blackbox models (the unit hydrograph and stage-regression techniques are included). Forecasting models are mainly used to solve problems of flash floods or floods induced by hurricane events.
The use of genetic programming (GP) to forecast realtime runoff has expanded in recent years. Madsen et al. () and Drécourt & Madsen () carried out comparisons on the use of auto-regressive models, AR(p), using genetic programming and neural networks in the correction of the residual error of a calibrated model (e.g. the MIKE 11/NAM model). In order to evaluate the effect of the simulation model's quality on forecasting, error correction techniques (or updating of output values) were applied to both the calibrated model and to a non-calibrated one. Whigham & Crapper () proposed the use of GP based on a context-free grammar. This work defined a function set composed of arithmetic and exponential functions.
The terminal set included past rainfall values as well as the average rainfall for the last 5, 10, 15, 25, 30, 40, 50, 60 and 100 d. In 2002, Liong et al. applied GP in order to determine a model that described the relationship between rainfall-runoff using the classical encoding of GP as defined by Koza () . The function set consisted of arithmetic and, again, exponential functions, formulating the modelling problem as a regression. These two works produced models that did not provide a physical interpretation of the phenomenon. in an urban area. The base flow consists mainly of the discharge from home drainage of the inhabitants and has a very predictable pattern; this part is assigned to the ANN. In rain events the flow pattern is altered and the task of a rainfall-runoff model definition is left to GP. Nevertheless, the structure was assigned to the model to have a filter-like form, with a time delay and a exponential recession. This gives a transformation of the rain signal into a runoff response very similar to a unit hydrograph.
When this is transported to discrete time intervals they obtain a linear autoregressive model with very good results In some studies, the runoff at time t is estimated in terms of runoff occurring immediately before without involving rainfall terms. Otherwise, terms of evapotranspiration and rainfall and values of runoff in previous times are included. This is the case in a study made by The model was applied to original data and an error term of 5% (white noise) was added to consider possible errors inherent to the data. Subsequently, these authors took into account real measured data such as rainfall, runoff and evapo-transpiration in a basin in Scotland; they obtained nonlinear models able to estimate the runoff at time t as a function only of the rainfall recorded at previous moments (at three previous intervals) or, otherwise, as a function of both the rainfall at the time of interest and up to three moments before, and the runoff at the previous moment.
METHODOLOGY
A simple genetic algorithm was used in this analysis for the optimization of parameters of the proposed models. An algorithm of genetic programming that makes it possible to fit a function with several variables was also used.
Simple genetic algorithm
The traditional genetic algorithm (Holland ; Goldberg ) generates an initial population of n individuals (in this case, parameters of the models); its fitness is evaluated with an objective function. A selection is made of the best In order to get into the context of the proposed models, they are presented in detail in this section. First, the NARMAX model, which was calibrated considering a multi-objective function and then the NLAPI (NonLinear Antecedent Precipitation Index) model, which assumes a fast dynamics for the direct flow and a slow one for the base flow, are described.
ARMAX model
One of the most common structures representing linear models refers to the ARMAX model expressed by
where a i ∈ ℜ, b i ∈ ℜ and c i ∈ ℜ are the model coefficients;
and y(k), u(k) and e(k) represent the vectors of length and noise e(k) of the system:
where n y , n u and n e are the size of the previous samples considered as part of the function for output, input and noise signals, respectively, and ℓ is the degree of nonlinearity of the model. In the case where ℓ ¼ 1, the resulting model is a linear function.
Taking as a basis the nonlinear model of Equation (2), Chen & Billings () demonstrated that the polynomial form of the NARMAX model is the most common expression that has proven to be fitted for practical applications. Therefore, Equation (2) can be expressed as a polynomial form defined as
where n ¼ n y þ n u þ n e , θ i are scalar coefficients and x i (k) represent linear terms and nonlinear terms produced by the combinations in y(k), u(k) and e(k). The polynomial model expressed in Equation (3) is of nonlinear nature in the variables of output, input and noise, but linear in what refers to term coefficients. Therefore, the coefficients associated with the model can be estimated by means of a least-squares algorithm. However, the main concern here is to determine the optimum structure of the model, i.e. the relevant terms and the nonlinear nature of the system.
Identification method based on Genetic Programming
In the case of Genetic Programming there is no further restriction with respect to the maximum order of nonlinearity or to the maximum number of terms in the model. The function set has been limited to addition and multiplication because it is thought here that those are the only operations which can be given a physical interpretation in a rainfall-runoff relation. Also, the order of the polynomial obtained was restricted to 3 for the same reason and the number of terms to be less than 9 to respect parsimony.
GP encoding of NARMAX structures
The mapping process of NARMAX structures into a GP tree representation is detailed in what follows. The polynomial form of this structure can be straightforwardly expressed as a tree. Addition and product functions are only required and associated coefficients are estimated by means of a least-squares (LS) algorithm. In Figure 2 , this process is exemplified. At the root node, the polynomial expression is defined and then a least-squares algorithm is applied based on measured data in order to get the set of coefficients. That is andû is estimated aŝ
It is important to point out that duplicated rows in matrix P (see Equation (15)) are deleted before the coefficient estimation and individual evaluation stage (those are eliminated during the decoding process). Thus, redundant terms in the model are removed but this fact does not Objective:
To find a mathematical model that reproduces the input-output relationship of the system under study
Terminals set: mean they are removed from GP individual trees. An example is shown in Figure 3 . Decoding the GP expression, the following P matrix is obtained: Eliminating duplicated rows, the P matrix is reduced to
Then, the least-squares algorithm is applied using P 0 .
Genetic programming operators
Crossover, a sexual operator, works by first selecting a pair of structures from the current population. Then, a node rooted from each parent is randomly selected. These nodes become the roots for the substructures lying below the crossover point. In the next step, the substructures are exchanged between the parents, producing two new structures which are usually of different sizes to their parents. Mutation operates by randomly selecting a node, which can be either a terminal or internal point, and replacing the associated substructure with a randomly generated sub-tree up to a maximum size. A Maximum Mutation Size (MMS) parameter is introduced which is different front the maximum tree size parameter MS.
MULTI-OBJECTIVE FITNESS FUNCTION
Reformulation of the modeling and system identification processes as a multiple-objective problem is detailed in this section.
Multi-objective (or multi-criteria) optimization
Multi-objective optimization is defined as the process of finding a vector of decision variables that satisfies a set of constraints and optimizes the vector of functions whose elements represent the objective function. In general, these functions are in conflict among each other. Therefore, the term optimize means finding a solution that
provides acceptable values in all objectives (Coello et al.
).
It can be mathematically expressed as:
the p equality constraints
and optimizes the function vector 
partially smaller than v (u p ≺ v). That is to say The objective function (OF) proposed to assess the quality of the forecasting produced by GP is expressed in Equation (10), where Q t is the estimated flow rate, q t is the measured flow rate and NP the number of points:
The complexity of the model is estimated by minimizing the number of terms in the model and by minimizing ℓ (the degree of nonlinearity), where the minimum value is ℓ ¼ 1 corresponding to a linear model.
NLAPI (nonlinear antecedent precipitation index) model
In Cruickshank (), an analysis of two response dynamics was presented: a fast and a slow dynamics. The author states that the total runoff generated at a basin can be determined by
where
where Q t is the total runoff at instant t [L/T 3 ], Q at is the runoff corresponding to the quick response system The index of antecedent precipitation A t is determined recurrently and it consists of a weighted sum of rainfall values previous to instant t:
For hourly periods the weighting factor β is about 1/20, and for daily periods about 1/5. The parameters a 2 and b 2 of the model are the linear discharge (recession) coefficients of the rapid response and the base flow, respectively, so that their values lie between 0 and 1. Parameter a 2 has to be lower than b 2 because the direct runoff decays more rapidly than base flow runoff; a 0 and a 1 should be larger than b 0 and b 1 because, in general, the direct runoff of a hydrograph is larger than the base flow. Cruickshank () applied the model successfully to monthly, daily and hourly intervals of measurement;
he finds the values of the parameters assisted by the dynamic filtration technique of Kalman.
Input data
In order to estimate the model parameters and structure for a specific case, recorded data of total rainfall (at only one These were isolated storms so it was decided to subtract from the total rainfall the first five millimeters to account for interception. In all cases, the models obtained are applied using only their own calculated discharge values, that is to say, no correction is introduced from measured discharges in the forecast.
APPLICATIONS
Genetic programming: NARMAX model with 1997 storm for training
As was pointed out before, only the operations of addition and multiplication were considered as part of the set of functions. The model produced, when applied to the storm of September 1997 as training data, is that of Equation (15):
where a 0 ¼ 1.108, a 1 ¼ 1.049, a 2 ¼ À0.298, a 3 ¼ À0.082, a 4 ¼ 0.910, a 5 ¼ À0.254, a 6 ¼ 0.0048, a 7 ¼ 0.0315, a 8 ¼ 0.048, and a 9 ¼ 0.027.
The mean quadratic error (OF) in the training period was equal to 0.224 (m 3 /s) 2 with 99 observation points. Figure 4 shows recorded total rainfall hp (after subtracting the first 5 mm) for the storm of September 1997 together with the measured and calculated hydrographs.
The same model was tested by applying it to the storm of September 1998 with the result of a mean quadratic error of 10.9 (m 3 /s) 2 in 99 observations. In Figure 5 , the hyetograph together with the hydrograph ordinates, both observed and computed, are shown.
Genetic programming: NARMAX model with 1998 storm for training
The model produced by genetic programming when applied to the storm of September 1998 as the training data is that of Equation (16):
where a 0 ¼ 0.6980, a 1 ¼ 0.9508, a 2 ¼ À0.1106, a 3 ¼ À0.7863, a 4 ¼ À0.3310, a 5 ¼ À0.0040, a 6 ¼ 0.0063, a 7 ¼ 0.1205, a 8 ¼ 0.0469, and a 9 ¼ 0.3394.
The mean square error in the training data given by the model was equal to 4.769 (m 3 /s) 2 , again with 99 observation points. Figure 6 presents the total rainfall hp that was recorded on September 1998 at the Mixcoac station together with the measured hydrograph and the one calculated with Equation (16). It may be appreciated that the estimated runoff provided a softened version of the actual record.
In order to test the model of Equation (16), it was applied to the rainfall data of the storm of September 1997. This resulted in a testing mean square error of 1.31 (m 3 /s) 2 with 99 data points. Figure 7 shows again the hyetograph and the measured and computed hydrographs. It may be seen that the test was very successful.
Genetic algorithms
In order to adjust the NLAPI model to the measured data, a 2 interval delay (30 min) was assumed for the reaction to rainfall in direct runoff (r a ), from the observation of the storm of September 1997, which is an isolated one; a delay of seven intervals was adopted for the base runoff (r b ), taking into account some terms appearing in the NARMAX models. Apart from that, some restrictions were imposed on the algorithm regarding the searching space and relations between the parameters, namely that a 2 and b 2 should be in the interval 0 a 2 , b 2 1, that a 2 , b 2 and for β to be 0 β 0.1; besides, that a 0 and a 1 be larger than b 0 and b 1 , respectively, because of what was commented on before about the relative importance of direct and base runoff.
Determination of NLAPI model parameters with the storm of September 1997 as the training period
The resulting parameter values for Equations (11)-(14), obtained using genetic algorithms to optimize the adjustment, are presented in Table 2 .
The training mean square error was 0.352 (m 3 /s) 2 with 99 observation points and its graphical adjustment may be appreciated in Figure 8 . When the model with these parameters is applied to the storm of September 1998 the result is a mean square error of 43.8 (m 3 /s) 2 , as always with 99 observation points and graphical adjustment shown in Figure 9 . It may be seen that it is not a very good adjustment.
Determination of NLAPI model parameters with the storm of September 1998 as the training period
For this option, the parameters obtained are shown in Table 3 .
The objective function produced a training mean square error equal to 8.47 (m 3 /s) 2 with 99 observation points and a comparison is made in Figure 10 between measured and calculated values.
When the above parameters are applied to the storm of September 1997 they have a testing mean square error of 12.5 (m 3 /s) 2 with 99 data points and the graphical confrontation is shown in Figure 11 ; it is evidently not a very good adjustment. The difference is also noticeable in the obtained parameters depending on the type of storm with which the model is trained; that of 1997 is concentrated in a short time (and possibly also in space) while that of 1998 is more spread out and has several peaks. This will be discussed in more detail in the next section.
A summary of objective function values obtained by the different experiments is presented in Table 4 .
DISCUSSION
It is remarkable the ability of genetic programming through the NARMAX model to detect the system's reaction to rainfall as the only input. This ability is consistent in that it shows a better model structure when it is trained with more and diverse input data. In fact, when the training is done with a short storm, as in September 1997, the model has difficulty predicting a longer storm. Nevertheless, the structure of the obtained equations has one inconvenience, which is the fact of having negative terms; they come from a mere choice of functions to minimize the error. From a physical cause and effect point of view, this has no possible explanation; this is why attempts were made, first, to eliminate those terms and, second, to interpret the remaining ones so as to give them a physical sense, more than just a mathematical formulation.
The first attempt was successful by simply eliminating the negative terms and changing slightly the positive ones in Equation (15); the result was Equation (17) which, when applied to the storm of September 1997, gave an OF equal to 0.752 (m 3 /s) 2 and may be seen in Figure 12 :
The simplicity of Equation (15) obtained from the value of the ending constant discharge
So, what remains is to obtain a nonlinear function of the rain and some autoregressive discharge value as the reaction to the rain input. An equation is here presented which fits fairly well the two analysed storms (Equation (18)) with mean square errors of 2.35 and 7.46 (m 3 /s) 2 for 1997 and 1998, respectively, and graphical representation in Figure 13 :
The results from the NLAPI model are useful in revealing some errors in the model application to the analyzed storms and in pointing out inconsistencies in the model itself.
The first observation has to do with the delay times adopted for the model. A delay of two 15 min intervals was chosen with basis on the observation of the lag between rain and runoff peaks of the isolated storm of September 1997; still, no attention was paid to the estimation of the watershed concentration time. From a different study (Domínguez et al. ) it was found to be 2.5 h, that is, ten 15 min intervals. For a generalized storm covering the whole watershed, this should be the direct runoff peak delay according to hydrologic analysis principles. This value is closer to the 7 interval delay adopted for the base runoff and its effect can be seen when one separates the two runoff components calculated by the model with parameters determined by GA. This is depicted in Figure 14, which is a replica of Figure 10 This seems to be in contradiction to the answer observed for the storm of September 1997 which is almost immediate;
the more plausible explanation for that is that the storm was localized at the outlet of the watershed.
A further lesson which may be drawn from the genetic programming results is the existing of nonlinear effects on the runoff response to the rain that falls while runoff is occurring; the answer should be logically larger than that for the rain falling in more or less wet terrain; this is shown in many of the genetic programming terms which have products of rain and discharge. An attempt was made to include this in the NLAPI model, adding a new term for the factor multiplying rain in the direct response part of the flow which includes a previous runoff value. This is expressed in the following equation which substitutes for
Equation (12):
It was called NLAPIM (NLAPI modified) and applied to the storms of September 1998 and September 1997 with the following parameters which resulted in objective functions of 1.27 and 22.1 (m 3 /s) 2 , respectively ( Table 5 and Figures 15 and 16).
The parameters were adjusted by trial and error so that they would fit the two storms only to show the feasibility of a better model with the new nonlinearity introduced and in spite of the described deficiencies of the model.
CONCLUSIONS
Genetic algorithms and genetic programming were used to calculate parameters and to obtain two rainfall-runoff models considering the data of total rainfall and total runoff, providing an alternative approach to the diverse traditional models that are based on excess rainfall and on direct runoff. This was the goal of this work because it is not an easy task to obtain the value and time distribution of excess rainfall.
Two approaches were considered and compared; a fixed parameter model with two recursive equations (for direct and for base flow) which involve a antecedent precipitation index, here called NLAPI, and a nonlinear autoregressive model whose terms were found by searching multi-objective functions with genetic programming, here called NARMAX.
In both cases the only external input to the system was measured rainfall and the models were left alone to produce their own outputs, be it final or internal to their autoregressive structure.
The model that best fitted the two analyzed storms in the Mixocac sub-basin, was the NARMAX model. Nonetheless, several questions are raised against both models in their plain application; in the NARMAX case, the inclusion in its structure of negative terms, difficult to interpret physically;
and in the NLAPI case, the existence of inconsistencies and deficiencies. Proposals were made to surmount these questions in the two approaches whose preliminary results point to promising investigation lines in the formulation of simple, clear and elegant black-box (input-output) models in the forecast of runoff from small watersheds.
The use of evolutionary computation techniques became useful in estimating the structure and the parameters of the rainfall-runoff models due to the complex nature involved in such processes.
In the context of multiple criteria fitness functions, it is feasible to assume the validation stage based on statistical criteria such as, for instance, the auto-correlation error, the cross-correlation error and higher-order correlation criteria that can be simultaneously evaluated during the modelling and calibration processes of parameters. It is intended to deal with this stage in forthcoming papers.
