Alice and Bob want to know if two strings of length n are almost equal. That is, do the strings differ on at most a bits? Let 0 ≤ a ≤ n − 1. We show (1) any deterministic protocol-as well as any error-free quantum protocol (C * version)-for this problem requires at least n − 2 bits of communication, and (2) a lower bound of n/2 − 1 for error-free Q * quantum protocols. We also show the same results for determining if two strings differ in exactly a bits. Our results are obtained by lower-bounding the ranks of the appropriate matrices.
See Feigenbaum et al. [2001] for how Alice and Bob can approximate HAM without giving away too much information.)
What if Alice and Bob just want to know if HAM(x, y) ≤ a?
Definition 1.2. Let n ∈ N. Let a be such that 0 ≤ a ≤ n−1. HAM (a) n : {0, 1} n ×{0, 1} n → {0, 1} is the function HAM (a) n (x, y) = 1 if HAM(x, y) ≤ a; 0 otherwise.
The communication complexity of HAM (a) n has been studied in various randomized and quantum settings by Yao [2003] , Gavinsky et al. [2004] (Section 6), Gavinsky et al. [2006] (Section 3.2), and Huang et al. [2006] .
How much communication is needed for this problem in the deterministic model? There is the trivial (n + 1)-bit upper bound. There is an easy reduction from equality on n − a bits to HAM (a) n , hence there is an easy (n − a) lower bound. In this article we improve the lower bound. Note that this amounts to improving the additive term.
We show the following:
(1) For any 0 ≤ a ≤ n− 1, HAM (a) n requires at least n− 2 bits in the deterministic model. (2) For a ≤ √ n 4 , HAM (a) n requires at least n bits in the deterministic model. (3) For any 0 ≤ a ≤ n − 1, HAM (a) n requires at least n − 2 bits in the quantum model where Alice and Bob share an infinite number of Einsein-Podolsky-Rosen (EPR) pairs, using a classical channel, and always obtain the correct answer.
(4) For a ≤ √ n 4 , HAM (a) n requires at least n bits in the quantum model in item (3). (5) For any 0 ≤ a ≤ n − 1, HAM (a) n requires at least n 2 − 1 bits in the quantum model where Alice and Bob share an infinite number of EPR pairs, using a quantum channel, and always obtain the correct answer. (6) For a ≤ √ n 4 , HAM (a) n requires at least n 2 bits in the quantum model in item (5).
Note that if a = n, then (∀x, y)[HAM (a) n (x, y) = 1], hence we do not include that case. What if Alice and Bob need to determine if HAM(x, y) = a or not?
We show the exact same results for HAM (=a) n as we do for HAM (a) n . There is one minor difference: for HAM (a) n the a = n case had complexity 0 since all pairs of strings differ on at most n bits; however, for HAM (=a) n the a = n case has complexity n + 1 as it is equivalent to equality.
All our results use the known "log rank" lower bounds on classical and quantum communication complexity: Lemmas 2.2 and 2.3. Our approach is to lower-bound the ranks of the appropriate matrices, and then to invoke these known lower bounds. (1) A protocol for computing f (x, y), where Alice has x and Bob has y, is defined in the usual way (formally using decision trees). At the end of the protocol both Alice and Bob know f (x, y).
(2) D( f ) is the number of bits transmitted in the optimal deterministic protocol for f .
(3) Q * ( f ) is the number of bits transmitted in the optimal quantum protocol where we allow Alice and Bob to share an infinite number of EPR pairs and communicate over a quantum channel. For quantum protocols, we fix the number of qubits communicated in each round (assuming that in the first round Alice always communicates c 1 qubits, in the second round Bob communicates c 2 qubits, and so on, where c 1 , c 2 , . . . are independent of inputs x and y). (4) C * ( f ) is the number of bits transmitted in the optimal quantum protocol where we allow Alice and Bob to share an infinite number of EPR pairs and communicate over a classical channel. (5) M f is the 2 n × 2 n matrix where the rows and columns are indexed by {0, 1} n and the (x, y) entry is f (x, y).
Let lg denote the logarithm to the base two. Also, as usual, if x < y, then x y is taken to be zero.
The following theorem is due to Mehlhorn and Schmidt [1982] ; see also Kushilevitz and Nisan [1997] .
Buhrman and de Wolf [Buhrman and de Wolf 2001 ] proved a similar theorem for quantum communication complexity.
, then the following hold.
We will need the following definition and notation.
Definition 2.4. The Krawtchouk polynomials (see Chihara and Stanton [1990] , and the references therein) are polynomials that are parameterized by a, n, q ∈ N with q a prime power and are defined by
(In the paper [Chihara and Stanton 1990] they use N instead of n and order the variables as k a (x, q, N).)
Definition 2.6.
(The equality comes from our convention: if a < b, then a b is taken to be zero.) Note that G(a, n; x) = k a (n, 2; x).
Lemmas Useful for the Complexity of HAM (a)
n Definition 2.7. Let M a be M HAM (a) n , the 2 n × 2 n matrix representing HAM (a) n .
LEMMA 2.8. M a has 2 n orthogonal eigenvectors.
PROOF. This follows from M a being symmetric.
We know that M a has 2 n eigenvalues; however, some of them may be 0. We prove that M a has few 0 eigenvalues. This leads to a lower bound on D(HAM (a) n ) by Lemma 2.2.
are ordered in the natural way: in the same order as the order of the index x in the rows (and columns) of M a . (2) We show that v z is an eigenvector of M a . Once that is done we let eig(z) be the eigenvalue of M a associated with v z .
LEMMA 2.10.
(1) The vectors {v z : z ∈ {0, 1} n } are orthogonal.
(2) For all z ∈ {0, 1} n , v z is an eigenvector of M a .
(3) If z has exactly m 1's in it, then eig(z) = F(a, n; m).
PROOF. The first assertion (orthogonality) follows by simple counting. We now prove the final two assertions together. Let z ∈ {0, 1} n have exactly m ones in it.
Fix a row in M a that is indexed by x ∈ {0, 1} n . Denote this row by R x . We need the following notation: Lower Bounds on the Deterministic and Quantum Communication Complexity 10:5
We have
We partition E j . If y ∈ E j , then x and y differ in exactly j places. Some of those places i are such that z i = 1. Let k be such that the number of places where x i = y i and z i = 1.
Upper Bound on k: Since there are exactly m places where z i = 1, we have k ≤ m. Since there are exactly j places where x i = y i , we have k ≤ j. Hence, k ≤ min{ j, m}.
Lower Bound on k: Since there are exactly n − m places where z i = 0, we have
In summary, the only relevant k are max{0, j + m − n} ≤ k ≤ min{ j, m}. Fix j. For max{0, j + m − n} ≤ k ≤ min{ j, m}, let D j,k be defined as follows: D j,k = {y | ((y ∈ E j ) ∧ (on exactly k of the coordinates where x i = y i , we have z i = 1))}.
Note that
By the definition of D j,k we know that for exactly k of the values of i we have both |x i − y i | = 1 and z i = 1. On all other values, one of the two quantities is 0. Hence, we have the following: PROOF. View the double summation F(a, n; m) as a polynomial in m. We first show that F(a, n; m) is not identically zero. Plug in m = n. Then F(a, n; n) = a j=0 min{ j,n} k=max{0, j} n k
Since 0 ≤ a < n, this cannot be 0. We now show that F(a, n; m) has degree a and hence has at most a roots. The jth summand has degree k + ( j − k) = j. Since j ≤ a, the entire sum can be written as a polynomial in m of degree a. This has at most a roots.
Lemmas Useful for the Complexity of HAM (=a)
n Definition 2.14. Let M =a be M HAM (=a) n , the 2 n × 2 n matrix representing HAM (=a) n . The vectors v z are the same ones defined in Definition 2.9. We show that v z is an eigenvector of M. Once that is done we let eig(z) be the eigenvalue of M =a associated to z.
The lemmas needed, and the final theorem, are very similar (in fact easier) to those in Section 2.1. Hence, we just state the needed lemmas and final theorem. (1) For all z ∈ {0, 1} n v z is an eigenvector of M =a .
(2) If z has exactly m 1's in it, then eig(z) = G(a, m; n) . (1) D(HAM (a) n ) ≥ n.
(2) Q * (HAM (a) n ) ≥ n/2. Therefore, we have out lower bounds.
The following theorem has a proof that is very similar to the proof of Theorem 3.1; hence, we omit it. THEOREM 3.2. If a ≤ √ n 4 then the following hold.
(1) D(HAM (=a) n ) ≥ n. Recall that G(a, n; x) is the Krawtchouk polynomial k a (n, 2; x).
LEMMA 4.1. For all a, n let r n a,1 < r n a,2 < · · · < r n a,a be the roots of the poly k a (n, q; x). (They need not be integers.)
(1) For all i there is an integer in the open interval (r n a,i , r n a,i+1 ).
(2) Let m be an integer. If k a (n, q; m) = 0, then k a (n, q; m + 1) = 0.
(3) Let m be an integer. If G(a, n; m) = 0, then G(a, n; m + 1) = 0.
PROOF.
(1) This is from Szego [1975] .
(2) Assume, by way of contradiction, that there is an integer such that k a (n, q; m) = 0 and k a (n, q; m+ 1) = 0. By part 1 there is an integer in the open interval (m, m+ 1). This is a contradiction. (3) This follows from the fact that G(a, n; x) = k a (n, 2; x). THEOREM 4.2. For large enough n and all 0 ≤ a ≤ n the following hold.
Lemma 4.1 shows that no two consecutive values of m in the range a ≤ m ≤ n (and hence in the range n/2 ≤ m ≤ n) satisfy the condition "G(a, n; m) = 0." Hence, our problem is to minimize the sum of a subset of
where if we omit n i , we must use n i−1 . Since n m decreases in the range n/2 ≤ m ≤ n, this sum is minimized by taking every other term: thus, this sum is always at least 2 n−2 . Our theorem follows from Lemma 2.16. Now we apply symmetry to the case a > n/2: note that Alice can reduce the problem with parameter a to the problem with parameter n − a, simply by complementing each bit of her input x. Thus, the same communication complexity results hold for the case a > n/2. LEMMA 4.3. Let 0 ≤ a < m < n, and suppose F(a, n; m) = 0. Then F(a, m + 1; n) = 0.
PROOF. We will use the terminology and methods of generating functions. Notation [x b ]g(x) is the coefficient of x b in the power series expansion of g(x) around x 0 = 0. LEMMA 4.4.
(1) If a ∈ N and f (x) is any power series, then
(2)
F(a, n; m) = a j=0 G( j, n; m).
PROOF. Items 1 and 3 are clear. We prove item 2. We show G(a, n; m) = (−1) m [x a ] ((x − 1) m (x + 1) n−m ) for ease of notation; however, the proof clearly holds for j instead of a. (a, n; m) . Using Lemma 4.4 we obtain the following.
Hence, F(a, n; m) = F(a, n; m+1) = 0 if and only if G(a, n−1; m−1) = G(a, n−1; m) = 0. But the latter is impossible by Lemma 4.1, thus the lemma is proved. THEOREM 4.5. For large enough n and all 0 ≤ a ≤ n − 1, the following hold.
(1) D(HAM (a) n ) ≥ n − 2.
(2) Q * (HAM (a) n ) ≥ n 2 − 1.
(3) C * (HAM (a) n ) ≥ n − 2. PROOF. The proof is identical to that of Theorem 4.2 except for one point. In that proof we obtained the a > n/2 case easily from the a ≤ n/2 case. Here it is also easy but needs a different proof. Let a > n/2 and, for all x ∈ {0, 1} n , let x be obtained from x by flipping every single bit. Note that HAM Since n − a − 1 ≤ n/2, we have that a lower bound for the a ≤ n/2 case implies a lower bound for the a > n/2 case.
OPEN PROBLEMS
We make the following conjectures.
(1) For all n, for all a, 0 ≤ a ≤ n − 1, D(HAM (a) n ) = C * (HAM (a) n ) = n + 1.
(2) For all n, for all a, 0 ≤ a ≤ n − 1, Q * (HAM (a) n ) = n 2 + 1.
(3) For all n, for all a, 0 ≤ a ≤ n, D(HAM (=a) n ) = C * (HAM (=a) n ) = n + 1. (4) For all n, for all a, 0 ≤ a ≤ n − 1, Q * (HAM (=a) n ) = n 2 + 1. The first and third conjectures are just a matter of improving the lower bound by three bits. For the second and fourth conjectures, superdense coding [Bennett and Wiesner 1992] provides an upper bound of n 2 + 1 on Q * (HAM (a) n ) and on Q * (HAM (=a) n ) ( n 2 qubits for Alice to communicate her input x to Bob and 1 bit for Bob to communicate the function value f (x, y) back to Alice). The remaining part is to improve the lower bound by two qubits.
