To propose and evaluate P-LORAKS, a new calibrationless parallel imaging reconstruction framework.
INTRODUCTION
Relatively slow data acquisition is one of the main shortcomings of modern high-resolution MRI.
As a result, techniques that enable high-quality image reconstruction from data sampled below the Nyquist rate have received a substantial amount of attention. Two popular approaches for achieving this are parallel imaging (1) (2) (3) (4) (5) (6) (7) (8) and constrained image reconstruction (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) (21) (22) , both of which enable the reconstruction of MR images from sub-Nyquist k-space data. Parallel imaging methods sample k-space data simultaneously through a multichannel array of receiver coils. Since each coil has a distinct spatial sensitivity profile, the multichannel data contains more information than single-channel data, which enables reconstruction from sub-Nyquist data (23) . In contrast, constrained image reconstruction methods use prior information to reduce the degrees of freedom of the image, which also reduces the required number of measured samples. For example, the use of support and smoothly-varying phase constraints has a long history in MRI image reconstruction from sparsely-sampled data (9) (10) (11) (12) (13) (14) (15) (16) .
Both parallel imaging and constrained image reconstruction are complementary, and it is no surprise that their combination is more powerful than using either approach on its own .
Some previous work has combined parallel imaging with phase and/or support constraints by invoking "projection-onto-convex sets" methods (24, 25) ,virtual coil concepts that employ conjugate symmetry (49) , pseudoinverse/regularized least-squares formulations (26) (27) (28) (29) (30) , and many other alternative strategies. These previous methods have relied on the use of prior information and/or calibration-based k-space sampling that enable reasonably accurate pre-estimation of an image's phase, support, coil sensitivity profiles, and/or inter-coil k-space dependencies. For this paper, we say that a sampling trajectory is "calibration-based" if there exists a Nyquist-sampled region of k-space that can be used to calibrate these quantities. This paper explores the combination of parallel imaging data with low-rank matrix modeling of local k-space neighborhoods (LORAKS) (22, 50) . LORAKS, a recently described constrained image reconstruction framework designed for single-channel data, makes use of the fact that images with limited spatial support and/or smoothly-varying spatial image phase will have redundancies in k-space that can be exploited to reduce sampling requirements. However, it was shown in Ref. (22) that LORAKS imposes support and phase constraints in a fundamentally different way from pre-vious methods, and can yield substantial improvements in image reconstruction quality. Unlike existing work, the LORAKS framework does not require prior knowledge of the image phase or support, and is flexible enough to be used with both calibrationless and calibration-based k-space sampling trajectories. This is possible because LORAKS uses low-rank matrix modeling to implicitly impose phase and support constraints, rather than traditional approaches that require explicit representations of the image phase and support (9) (10) (11) (12) (13) (14) (15) (16) .
Low-rank matrix models are powerful for constrained reconstruction because they are flexible enough to represent a wide variety of different datasets, and are also quite parsimonious (i.e., number of degrees of freedom in a low-rank matrix is generally much smaller than the number of matrix entries (51) ). Besides LORAKS, various forms of low-rank matrix modeling have also been successfully applied to other settings like dynamic imaging (17) (18) (19) (20) and parallel imaging (45) (46) (47) (48) .
One of the key ingredients for the LORAKS framework was the theoretical observation that, under limited support or smooth phase assumptions, there exist linear "shift-invariant" interpolation kernels that allow any given k-space value to be linearly predicted from neighboring k-space samples. It is interesting to note that calibration-based k-space based parallel imaging reconstruction methods like SMASH (2), GRAPPA (4), SPIRiT (5) , and PRUNO (6) are also based on the use of linear shift-invariant k-space interpolation from a local neighborhood, which suggests that LORAKS might be easily generalized to the parallel imaging context. Different from the LO-RAKS framework (which uses intra-channel relationships between neighboring k-space samples), methods like SMASH, GRAPPA, SPIRiT, and PRUNO made use of linear interpolation kernels that interpolate fully sampled data for each channel based on undersampled measured data samples from multiple channels (i.e., inter-channel relationships). These inter-channel relationships also imply the existence of a nullspace for an appropriately constructed matrix, which has been shown and used in a variety of previous parallel imaging methods (6, (46) (47) (48) .
This paper introduces the P-LORAKS framework, which is a parallel imaging generalization of LORAKS that combines the intra-channel modeling relationships of LORAKS with the interchannel modeling relationships of parallel imaging methods. As this paper will demonstrate, P-LORAKS is quite flexible: it can be used with a range of different calibration-based and calibrationless sampling trajectories (including specialized trajectories that, to the best of our knowledge, aren't compatible with any existing reconstruction methods), and can also be used in combination with other regularization constraints.
It should be noted that multiple calibrationless parallel imaging reconstruction methods have recently been proposed (43) (44) (45) (46) , each enabled by different modeling assumptions. Specifically, the CLEAR approach (45) used an image-domain locally low-rank model of multi-channel image patches, the methods in Refs. (43, 44) used a spatial-domain joint sparsity model for the images from different channels, and the SAKÉ approach (46) used a low-rank model of multi-channel kspace neighborhoods. Among these different methods, P-LORAKS has the highest similarity with SAKÉ, since both approaches construct low-rank matrix models based on local neighborhoods of k-space data. However, SAKÉ and P-LORAKS were derived independently based on different theoretical modeling assumptions (the construction of the SAKÉ matrix was primarily motivated using theoretical parallel imaging relationships, rather the theoretical k-space relationships arising from image support or phase assumptions as used by LORAKS), 1 and they can be quite different from each other when P-LORAKS incorporates phase constraints. The results of this paper indicate that the use of phase constraints can give P-LORAKS a substantial performance advantage.
A preliminary account of portions of this work was previously presented in Ref. (53) .
THEORY

LORAKS
Before introducing our proposed P-LORAKS framework, we will first review the high-level details of the original single-channel LORAKS framework. A more complete description can be found in Ref. (22) . Without loss of generality, we will only describe LORAKS and P-LORAKS for 2D imaging, noting that higher-dimensional extensions are straightforward. Let ρ (x, y) be a 2D image with Nyquist-sampled Cartesian k-space samplesρ (n x ∆k x , n y ∆k y ), where ∆k x and ∆k y are the k-space sampling intervals along the k x and k y axes, respectively, and n x and n y are integer 1 It should be noted that the SAKÉ journal paper (46) describes an unexplained empirical relationship between the size of the image support and the rank of the SAKÉ matrix. However, we were unaware of this during the development of LORAKS and P-LORAKS, since this relationship was not described in the early SAKÉ abstracts or manuscript preprints. The support-based LORAKS and P-LORAKS formulations were developed independently from SAKÉ, and were primarily motivated by theoretical relationships described in earlier signal processing literature (52) . The empirical relationship between rank and support described in the SAKÉ journal paper can be justified using LORAKS theory. sample indices. To simplify notation, we will assume for the rest of the paper that the FOV has been normalized such that ∆k x = ∆k y = 1. We assume that we are interested in reconstructing ρ (n x , n y ) for all values of n x between −N x and +N x and all values of n y between −N y and N y , where N x and N y are positive integers that define the k-space measurement region. We will use the symbol k to denote the vector of the full set of these noiseless samples. We will also use d to denote the vector of undersampled and/or noisy measured k-space data, and will use F to denote the matrix that describes the sampling operation (i.e., Fk = d in the absence of noise). For subsampled Cartesian trajectories, F can be formed by discarding rows from the identity matrix. This is the strategy employed for all examples shown in this paper. For non-Cartesian trajectories, F will be a matrix that interpolates Cartesian samples onto non-Cartesian locations. Our approach for constructing F for non-Cartesian data would be identical to the non-Cartesian matrix constructions employed in SAKÉ (46, 54) . This non-Cartesian F matrix is practical and easy to construct -please see Refs. (46, 54) for further detail.
The LORAKS framework is based on the observation that it is possible to arrange the values ofρ (n x , n y ) into low-rank matrices whenever ρ (x, y) has limited spatial support and/or slowly varying phase. Specifically, it was shown in Ref. (22) that if the support of ρ (x, y) does not occupy the entire FOV, then it is possible to construct non-zero functionsf (n x , n y ) such that the convolution ofρ (n x , n y ) withf (n x , n y ) is identically equal to zero at all points in k-space. If we further assume thatf (n x , n y ) is bandlimited in k-space (i.e.,f (n x , n y ) ≈ 0 whenever n
, for some appropriate choice of the k-space radius R), this convolution relationship implies that a Hankel-like matrix C ∈ C K×N R formed as
will have approximately low rank. In Eq.
[1], we have used n
to denote K distinct k-space locations, and typically choose these to be the full set of k-space locations (n x , n y ) from the Cartesian grid that satisfy −N x + R ≤ n x ≤ N x − R and −N y + R ≤ n y ≤ N y − R. We have also used {(p m , q m )} N R m=1 to denote an ordered set of distinct elements from the set Λ R = {(p, q) ∈ Z 2 : (p 2 + q 2 ) ≤ R 2 }, and have used N R to denote the cardinality of Λ R . Each row of the C matrix corresponds to a local neighborhood of k-space, where the neighborhood contains all k-space points within distance R of the neighborhood center n
Low-rank matrices can similarly be constructed using assumptions about the image phase, based on the fact that real-valued images will have conjugate symmetric Fourier transforms. Specifically, Ref. (22) showed how to use information from opposite sides of k-space to construct two different matrices that would have low-rank for images with slowly-varying phase. In this paper, we focus on the matrix S ∈ R 2K×2N R from Ref. (22) , which was the more powerful of the two different phase-based low-rank matrix constructions. The S matrix can be defined as
where the matrices S r + , S r − , S i + , S i − ∈ R K×N R respectively have elements:
for k = 1, . . . , K and m = 1, . . . , N R . Here, we have usedρ r (n x , n y ) andρ i (n x , n y ) to respectively denote the real and imaginary components ofρ (n x , n y ).
Frequently, the rank of C will become smaller as the support of the image decreases, while the rank of S will become smaller as the image phase gets smoother (22) . Lower-rank S matrices can also be associated with images that have smaller spatial supports. As a result, encouraging C and S to have low rank during image reconstruction will encourage the reconstructed images to also have these characteristics. The LORAKS reconstruction approach described in Ref. (22) encouraged this low-rank structure using regularization by solving:
In this expression, λ C and λ S are regularization parameters that control how strongly the rank constraints are imposed; the matrices C(k) and S(k) are formed by arranging the values of k according to Eq. [1] and Eqs. [2] - [6] , respectively; and the matrices C r (k) and S r (k) are optimal low-rank approximations of C(k) and S(k). Specifically, given user-defined rank parameters r C and r S , the matrix C r (k) is obtained by truncating the singular value decomposition (SVD) of C(k) at rank r C , and the matrix S r (k) is obtained by truncating the singular value decomposition (SVD) of S(k) at rank r S . Note that, as our notation implies, the matrices C r (k) and S r (k) are functions of k.
The regularization terms in Eq. [7] measure how well C(k) and S(k) are approximated as rank-r C and rank-r S matrices, respectively, and are effective at encouraging low-rank structure.
Since the LORAKS constraints appear as simple regularizers, it is also straightforward to augment Eq. [7] with other forms of regularization if desired (e.g., sparsity-promoting 1 -regularization (21)).
P-LORAKS
In parallel imaging, we observe k-space data simultaneously from L different receiver coils, with each channel observing a slightly different image ρ (x, y). In particular, these images are related according to ρ (x, y) = s (x, y)ρ(x, y), where s (x, y) is the sensitivity profile of the th coil. Notably, if ρ(x, y) is support limited, then ρ (x, y) will also be support limited, and could potentially have a much smaller support than ρ(x, y) if the sensitivity profiles are highly localized to specific regions within the FOV (3). This implies that the C-matrices {C } L =1 corresponding to each individual coil will each have low rank. Similarly, the S-matrices {S } L =1 for each individual coil will also frequently have low rank if ρ(x, y) has slowly varying phase, since sensitivity profiles s (x, y) usually also have slowly varying phase, and the phase of ρ (x, y) is simply the sum of the phases of ρ(x, y) and s (x, y). Representative examples of real multichannel brain images are shown in The most direct approach to applying LORAKS to parallel imaging data would be to use LO-RAKS to reconstruct each coil image independently. However, in this work, we observe that the bigger P-LORAKS matrices formed as and
could have even better low-rank characteristics. In particular, it is straightforward to show that On the other hand, the P-LORAKS matrices potentially have a much larger number of nullspace vectors as the result of inter-channel correlations. For example, existing parallel imaging methods like PRUNO, ESPIRiT, and SAKÉ (6, 46, 48) constructed matrices that are essentially the same as the C P matrix, and suggested that these matrices should have low-rank structure as the result of the special structure of the parallel imaging inverse problem. These arguments were based on the observation (4, 5) that it is frequently possible to find sets of weighting coefficients w mj (i.e., "interpolation kernels") that satisfỹ
for all possible choices of (n x , n y ) and for each j = 1, . . . L. In this expression,ρ (n x , n y ) is the ideal k-space data from the th channel, and the (p m , q m ) values were defined in Eq. [1] . Functionally, Eq. [10] indicates that k-space data in one channel can be "interpolated" by linearly combining information from neighboring k-space data in all the channels. In addition, the interpolation kernels do not depend on the specific k-space location (they are shift invariant).
After simple rearrangement (6, 48), Eq. [10] is equivalent to the existence of non-zero coeffi-
for all possible choices of (n x , n y ). It is straightforward to show that any sets of β m coefficients satisfying Eq. [11] can be rearranged into approximate nullspace vectors of C P . This implies that the rank of C P could be much smaller than L =1 rank (C ). Similar arguments can be constructed that imply that S P could have a much smaller rank than L =1 rank (S ). Similar to the LORAKS-based reconstruction formula given in Eq. [7] , the P-LORAKS reconstruction problem can be posed aŝ
In this expression, · equal to the F matrix; the matrices C P (k P ) and S P (k P ) are formed by arranging the values of k P according to Eqs. [8] and [9] , respectively; and C P r (k P ) and S P r (k P ) are optimal low-rank approximations of C P (k P ) and S P (k P ), obtained using SVD truncation based on user-defined rank parameters r C and r S .
Since the P-LORAKS cost function in Eq. [12] is very similar to the LORAKS cost function, it is possible to use the same algorithm to minimize them both. In this paper, we use the algorithm proposed for LORAKS reconstruction in Ref. (22) .
Optimization Algorithm
While both the LORAKS and P-LORAKS cost functions from Eqs. [7] and [12] are non-convex and might seem complicated, local optima can be obtained by a simple majorize-minimize algorithm that is guaranteed to monotonically decrease the cost function value until it converges (22) . Majorize-minimize algorithms (55, 56) are simple alternation-based iterative algorithms that are classical and popular for a variety of optimization problems. For example, the well-known expectation-maximization algorithm is a majorize-minimize algorithm, and several algorithms for 2. Based on the estimate ofk P from the previous iteration, construct the matrices C P (k P ) and S P (k P ) based on Eqs. [8] and [9] .
3. Compute partial SVDs of C P (k P ) and S P (k P ), and construct rank-r C and r S approximations C P r (k P ) and S P r (k P ) using SVD truncation.
4. Compute "synthetic" k-space data vectors k
tively. The entry for k P C corresponding to location (n x , n y ) and coil is obtained by summing all of the entries from C P r (k P ) whereρ (n x , n y ) originally appeared in C P (k P ). The entries of k P S are obtained in a similar, though slightly more complicated manner. In particular, the real part of k P S corresponding to location (n x , n y ) and coil is obtained by summing all entries from S P r (k P ) whereρ r (n x , n y ) originally appeared in S P (k P ) with positive sign, and then subtracting all entries from S P r (k P ) whereρ r (n x , n y ) originally appeared in S P (k P )
with negative sign. The imaginary part of k P S is obtained in an identical manner, except with ρ r (n x , n y ) replaced byρ i (n x , n y ).
5. Update the estimate of k P according tô
In this expression, H is used to denote the matrix conjugate transpose operation, † is used to denote the matrix pseudoinverse, and P C and P S are diagonal matrices with diagonal entries constructed according to the structure of the C P (k P ) and S P (k P ) matrices. Specifically, the diagonal entry of P C corresponding to location (n x , n y ) and coil should be set equal to the integer number of times thatρ (n x , n y ) appears in C P (k P ), while the diagonal entry of P S corresponding to location (n x , n y ) and coil should be set equal to the integer number of times thatρ r (n x , n y ) appears (regardless of sign) in S P (k P ).
If k-space is measured on a subsampled Cartesian grid, the matrices appearing in Eq. [13] are all diagonal, which means that the pseudoinverse in Eq. [13] can be easily computed by inspection (the pseudoinverse of a diagonal matrix is obtained by inverting the value of every non-zero entry). If data is acquired with a non-Cartesian trajectory, the matrices appearing in Eq. [13] are all sparse, and the pseudoinverse computation can be easily performed using, e.g., the conjugate gradient algorithm (57).
6. Increment i. Repeat steps 2-5 until convergence is achieved.
Comparisons with the SAKÉ Formulation
Due to their similarities, it is insightful to compare P-LORAKS with the SAKÉ formulation (46).
Specifically, while SAKÉ was derived independently based on different assumptions than LO-RAKS and P-LORAKS, the SAKÉ approach relies on a low-rank matrix that is nearly identical to the C P matrix. The main difference between the C P matrix and the SAKÉ matrix is that SAKÉ uses a rectangularly-shaped k-space neighborhood, while P-LORAKS uses a circular kspace neighborhood to ensure that the estimated nullspace components have isotropic resolution in the image domain. In practice, this difference does not lead to substantial reconstruction differences, and the SAKÉ matrix can be considered to be essentially the same as the C P matrix.
It should also be noted that the calibration matrices used in PRUNO (6) and ESPIRiT (48) have the same structure as the SAKÉ matrix and thus also have similarities to the C P matrix from P-LORAKS (though PRUNO and ESPIRiT both construct this matrix based on fully-sampled calibration data).
We would also like to note that the SAKÉ cost function is essentially the same as the P-LORAKS cost function as defined in Eq. [12] with λ C = ∞ and λ S = 0. In particular, the SAKÉ formulation imposes rank constraints quite strictly on the SAKÉ matrix, while P-LORAKS allows the user to modify the regularization parameters in order to adjust the trade-off between data fidelity and the rank constraints. Importantly, SAKÉ does not impose the phase constraints that are provided by the P-LORAKS S P matrix. As will be demonstrated, the phase constraints provided by S P can be quite powerful.
Algorithmically, the SAKÉ approach uses the Cadzow algorithm (58) for optimization, which is an algorithm similar to projection onto convex sets (except that one of the constraint sets is nonconvex). Unlike the majorize-minimize algorithm employed by P-LORAKS, the Cadzow algorithm will generally not monotonically decrease the cost function and is unlikely to converge to a local minimum. Despite this, the sub-optimal solutions obtained using the Cadzow algorithm can still produce nice reconstruction results.
METHODS
The potential of P-LORAKS was evaluated empirically using two retrospectively-undersampled in vivo parallel imaging datasets:
• T1-Weighted Brain Dataset. Fully-sampled brain k-space data was collected at our imaging center using a 3D MPRAGE sequence on a Siemens Tim Trio 3T scanner, using a 32 channel headcoil. Data was acquired on a 220×220×152 Cartesian sampling grid, corresponding to a 210 mm × 210 mm × 154 mm FOV. A 1D Fourier transform was performed along the frequency-encoding dimension (superior-inferior) to enable independent reconstruction of 2D images. For simplicity, a single 2D slice of 220×152 k-space data was extracted for use in our experiments. This dataset was shown in Fig. 1a .
• T2-Weighted Brain Dataset. Fully-sampled brain k-space data was collected at our imaging center using a 2D multislice T2-weighted turbo spin-echo sequence on a Siemens Tim Trio 3T scanner, using a 12 channel headcoil. For each slice, data was acquired on a 256×187
Cartesian sampling grid, corresponding to a 256 mm × 187 mm FOV, with 1 mm slice thickness. Our experiments use a single slice from this dataset. This dataset was shown in All LORAKS and P-LORAKS reconstructions were performed using Matlab. LORAKS reconstruction was performed independently for each channel using the code distributed along with
Ref. (50) , while P-LORAKS reconstruction was performed using a small modification of that code.
For LORAKS and P-LORAKS, the regularization parameters λ C and λ S were set to very small values (i.e., 10
divided by the number of elements in the matrix) to interpolate/extrapolate unsampled data without substantially perturbing the measured data, and the neighborhood radius was set to R = 2 unless otherwise specified. Note that R = 2 corresponds to a circle of diameter 5, which is similar to the neighborhood size we use for SPIRiT reconstruction. The rank parameters r C and r S for each reconstruction were optimized to yield minimum normalized root-mean-square reconstruction errors (NRMSEs) with respect to the fully sampled datasets. To reduce the dimension of the reconstruction parameter search space and to illustrate the differences between SAKÉ reconstructions were also performed for both calibration-based and calibrationless sampling trajectories. As expected, these results were similar to C P -based P-LORAKS, and are not shown.
For calibration-based sampling trajectories, we compared LORAKS and P-LORAKS against SPIRiT (5), using code downloaded from http://www.eecs.berkeley.edu/∼mlustig/Software.html.
We used a 5 × 5 kernel size and the default Tikhonov regularization parameters for calibration and reconstruction.
For calibrationless sampling trajectories, we compared LORAKS and P-LORAKS against the calibrationless joint-sparsity approach described in Ref. (44) . The calibrationless joint-sparsity approach optimizes the joint total variation of the images according tô
In this expression, ρ (x, y) is the image from the th coil that is formed by applying the inverse Fourier transform to the fully sampled data k P , and λ is a user-defined regularization parameter.
The data fidelity term in this expression is identical to the data fidelity term used in P-LORAKS.
The joint total variation regularization penalty in this expression encourages the set of multichannel images to have sparse edges, with the significant image edges occuring in the same spatial locations for different coils. Due to similarities with our previous work on the joint reconstruction of correlated MRI images (59, 60) , minimization of Eq. [14] was achieved using the algorithm described in Ref. (60) . The regularization parameter λ was optimized for minimum NRMSE.
For all methods, iterations were halted if the relative change (measured in the 2 -norm) between consecutive iterates was less than 10
, or if the total number of iterations exceeded 10
Reconstruction results are visualized after combining the multi-channel images using root sum-ofsquares. 
RESULTS
Empirical Rank Characteristics of LORAKS and P-LORAKS Matrices
Before evaluating the reconstruction characteristics of P-LORAKS, we first evaluated the modeling capabilities of P-LORAKS in relation to conventional LORAKS. Specifically, we constructed LORAKS and P-LORAKS matrices for several different R values for each fully-sampled dataset.
Subsequently, we computed the amount of error we would observe if we made optimal low-rank approximations of the matrices. Optimal low-rank approximations were computed using SVD truncation. Fig. 2 . This figure shows that, for fixed total rank and fixed neighborhood radius R, the P-LORAKS matrices are always more accurately approximated by low-rank matrices than the LORAKS matrices (except when the rank is full and the SVDs are not truncated, in which case the error is zero for both P-LORAKS and LORAKS). The gap between P-LORAKS and LORAKS is frequently quite substantial, which confirms our expectations that P-LORAKS can be used to more accurately and parsimoniously model MRI data than LORAKS.
Results of this comparison are shown in
We also observe that the disparity between P-LORAKS and LORAKS is more pronounced for larger values of R, which suggests that larger values of R might yield better results. However, larger R typically also leads to larger C and S matrices, which corresponds to increased com-putational cost and larger potential for overfitting of the data. The selection of R is discussed theoretically in (22) , and will be discussed empirically later in the paper. It should be noted that our choice to use R = 2 in most of the following reconstruction results was based on a practical trade-off between reconstruction quality and computation time.
Calibration-Based Reconstruction
Results using calibration-based trajectories are respectively shown for the T2-weighted and T1- Poisson disk random undersampling is the trajectory previously used with SAKÉ reconstruction (46) , and random undersampling is frequently advocated for the reconstruction of sparse or low-rank signals from undersampled data. As shown in Figs. 3a and 4a , we observe that with this trajectory, the two P-LORAKS methods substantially outperform the reconstructions obtained with single-channel LORAKS. This is consistent with the expected advantages of P-LORAKS over single-channel LORAKS. In addition, S-based reconstructions were slightly better than C-based reconstructions for both LORAKS and P-LORAKS, which is consistent with previous observations that the LORAKS-based phase constraints are often more valuable than the LORAKS-based support constraints (22, 50) . SPIRiT reconstruction was slightly worse than both P-LORAKS reconstructions for this sampling pattern. Randomly undersampled partial Fourier acquisition is not common in previous literature, because it generally requires the use of phase constraints in order to account for the unsampled region of k-space. However, a potential advantage of this sampling scheme is that it enables relatively large undersampling factors with more densely-packed samples than would be achieved using a more conventional undersampling pattern. Unsurprisingly, the results shown in Figs. 3b and 4b for this sampling pattern are relatively poor for the methods that do not incorporate phase information:
SPIRiT and C-based LORAKS and P-LORAKS. On the other hand, S-based P-LORAKS reconstruction yielded consistently strong performance for both datasets. S-based LORAKS performed well when the undersampling factor was small (Fig. 3b) , since one-half of k-space was almost fully sampled and we would not expect parallel imaging constraints to assist very much in extrapolating the opposite side of k-space. However, S-based LORAKS was dominated by S-based P-LORAKS when the undersampling factor was more substantial (Fig. 4b ).
Structured undersampling is most commonly used for parallel imaging methods like GRAPPA, SENSE, and SPIRiT that do not incorporate more advanced regularization constraints, and is rarely advocated for reconstructions that rely on sparsity or low-rank. However, as shown in Figs. 3c and 4c, both C-based and S-based P-LORAKS reconstructions performed well with this trajectory, and were substantially better than the single-channel LORAKS reconstructions. Both P-LORAKS results were slightly better than SPIRiT reconstruction for both datasets.
While no single reconstruction approach was uniformly the best across all datasets and all sampling patterns, we observed that S-based P-LORAKS had the best performance in 4 out of 6 cases. In the remaining two cases (Figs. 3b and 4c) , the performance of S-based P-LORAKS was only slightly lower than the best-performing method. Interestingly, structured sampling consistently yielded the best reconstruction performance across all sampling patterns, even though random sampling is usually advocated for nonlinear reconstruction of undersampled data.
Calibrationless Reconstruction
Results using calibration-based trajectories are respectively shown for the T2-weighted and T1-weighted brain datasets in Figs. 5 and 6. As with the calibration-based reconstructions, we used 2 An exception to this is in the context of nonlinear sparsely-sampled MR parameter mapping (62, 63) , where structured sampling has also been preferred over random sampling. poisson disk sampling, randomly undersampled partial Fourier sampling, and structured sampling, with acceleration factors of 2 and 6 respectively for the T2-weighted and T1-weighted datasets.
Undersampled partial Fourier acquisition is not shown for the T2-weighted dataset because fullysampled calibration regions formed naturally due to high sampling density, and results were similar to those shown in Fig. 3(b) . Calibrationless data is more challenging to reconstruct than calibration-based reconstruction, and as expected, the results shown in Figs. 5 and 6 are generally worse than the results with calibration-based trajectories. However, consistent with previous results, the P-LORAKS reconstruction methods outperformed the single-channel LORAKS methods. For these cases, S-based P-LORAKS uniformly outperformed every other reconstruction method, again suggesting its potential and flexibility. Interestingly, the joint-sparsity reconstruction was largely unsuccessful for all datasets and sampling strategies, confirming that the LORAKS and P-LORAKS constraints are quite different from sparsity-based constraints.
It is worth noting that the best-performing sampling strategies varied substantially for these calibrationless schemes. For the T2-weighted dataset, structured sampling yielded a smaller NRMSE than poisson disk undersampling, though also yielded more visible undersampling artifacts. For the T1-weighted dataset, undersampled partial Fourier acquisition is the only sampling scheme that yielded reasonably accurate reconstruction results. We hypothesize that the increased sampling density offered by this sampling strategy was instrumental to this enhanced reconstruction quality relative to other sampling schemes.
DISCUSSION
Our results confirmed that the new P-LORAKS methods have consistent advantages over the previous single-channel LORAKS methods, and also highlighted the flexibility and potential usefulness of S-based P-LORAKS compared to C-based P-LORAKS (which, as described previously, is approximately equivalent to SAKÉ). Our results also confirmed that P-LORAKS can perform well, even when using sampling strategies that are unconventional for this type of regularized reconstruction problem. Specifically, structured uniform sampling is rarely proposed for low-rank matrix reconstruction, though yielded excellent reconstruction quality when used with calibration-based sampling. Similarly, randomly undersampled partial Fourier acquisition is also unconventional, but also yielded small reconstruction NRMSE values when used with S-based P-LORAKS.
It's worth mentioning that there are other valid strategies for processing randomly undersampled partial Fourier data. For example, in the first step of a two-step method, a method like SPIRiT, SAKÉ, or C-based P-LORAKS might be applied to reconstruct the missing samples within the densely sampled half of k-space (excluding the unsampled region of k-space). Subsequently, existing approaches for phase-constrained reconstruction (9, (13) (14) (15) 24, 25, (28) (29) (30) 49) could be applied in a second step to reconstruct all of k-space based on the now "fully-sampled" half of k-space obtained from the first step. These strategies might be expected to yield better results than the SPIRiT and C-based P-LORAKS reconstructions shown in Figs. 3b, 4b , and 6b.
However, it's also worth pointing out that P-LORAKS potentially enables new forms of partial
Fourier sampling that could not easily be handled using this kind of two-step processing. Fig. 7 shows an example of a novel form of partial Fourier sampling pattern. Similar to conventional partial Fourier acquisition, this sampling scheme has denser sampling on one side of k-space, and sparser sampling on the opposite side. In contrast to conventional partial Fourier acquisition, the denser and sparser regions are distributed according to an alternating checkerboard pattern. Since all regions of k-space are sampled to some degree with this sampling scheme, the use of a two-step partial Fourier reconstruction strategy would not be straightforward. Interestingly, this sampling strategy also can have certain advantages relative to conventional partial Fourier sampling. As seen in Fig. 7 , the NRMSE for S-based P-LORAKS is smaller with checkerboard sampling than it was in Figs. 4b and 6b for more conventional partial Fourier sampling. In addition, calibrationless checkerboard sampling yielded the smallest NRMSE amongst all of the calibrationless sampling schemes we tried with the T1-weighted brain data. and the size of the calibration region. We believe that optimal sampling within this framework is a promising direction for future research. In addition, the flexibility of calibrationless methods mean that they are uniquely suited to reconstructing conventional calibration-based data in scenarios where certain samples from the calibration region have been lost (e.g., due to "spike" artifacts from phenomena like arcing) or for reconstructing data in scenarios where calibration data cannot easily be measured (e.g., dynamic imaging with high spatiotemporal resolution and time-varying support, phase, and coil sensitivities).
The results shown in this work were not directly associated with theoretical performance guarantees. While theoretical guarantees may be possible to establish based on existing low-rank matrix reconstruction theory (51), we do not believe that theoretical guarantees are critical for the practical use of P-LORAKS. This is similar to the case for the popular sparsity-based compressed sensing technique (21): while theoretical guarantees exist for certain kinds of compressed sensing problems, these theoretical guarantees are frequently inapplicable to the real reconstruction problems encountered in MRI (64) . Despite the lack of guaranteed performance, compressed sensing is still a promising technique for practical applications (65, 66) . However, similar to all other nonlinear reconstruction methods that lack theoretical guarantees, P-LORAKS should be evaluated using context-specific task-based validation metrics before it is deployed for routine use in any given application.
As mentioned above, the results shown in this paper were obtained using a neighborhood radius of R = 2 as a practical balance between reconstruction quality and computational efficiency. scheme shown in Fig. 3a as a function of both R and the rank constraints r C and r S . As can be seen, increasing R from 1 to 4 in this example leads to slight improvements in the best possible reconstruction quality. However, as illustrated in Fig. 9 , these improvements are also associated with substantial increases in computation time. In large part, the increase in computation with larger R values is associated with the need to use larger r C and r S values to achieve optimal NRMSE. In addition, while we see increasing improvement with increasing R in Fig. 8 , this trend will not continue indefinitely. Making R too large will begin to degrade performance as a result of overfitting, similar to the effects of setting the interpolation kernel width too large in SPIRiT or GRAPPA reconstruction (4, 5) . Figure 9 also shows that the current reconstruction times for P-LORAKS are relatively slow in their current form, on the order of minutes for a single 2D slice. However, it should be noted that our code was implemented in Matlab and not optimized for speed. In addition, the computation times shown in Fig. 9 are based on a relatively slow desktop computer (with 2.27GHz dual quadcore processors). Substantial accelerations would be expected from using optimized software running on high-performance hardware. In addition, the algorithm employed in this paper was designed to demonstrate proof-of-principle, and was not designed specifically for fast convergence.
Algorithms for low-rank matrix recovery are continuing to evolve at a rapid pace, and we believe that future algorithmic research will yield better algorithms that will make the P-LORAKS framework even more practical.
The S-based reconstruction results shown in this work relied heavily on smoothly-varying phase assumptions, and it is reasonable to ask what might happen when image phase changes rapidly. The issue of rapidly-varying image phase was investigated in the original LORAKS paper (22) , where it was observed that faster phase variations generally lead to higher-rank S matrices.
However, increasing the value of r S to account for this would reduce the parsimony of the lowrank matrix model, which can limit potential acceleration factors. On the other hand, setting r S too low can lead to image artifacts if the rank constraints are enforced too strictly (e.g., when using large values of λ S ). When using small values of λ S to prioritize data consistency over the rank constraints, both this paper and the previous LORAKS paper (22) have shown examples where S-based reconstruction was successful despite the existence of abrupt small-scale local phase deviations (e.g., near blood vessels, which can be seen on close inspection of the phase images from . R Figure 9 : Computation times as a function of R for the results shown in Fig. 8 . For each R, we plot the P-LORAKS reconstruction time corresponding to the value of r C or r S that achieved the smallest NRMSE. Fig. 1 ).
More generally, it is important to keep in mind that the LORAKS and P-LORAKS frameworks The results shown in this paper were compared against unregularized methods like SPIRiT, but
were not compared against more advanced and better-performing methods like L1-SPIRiT (39).
We made this choice because we wanted to highlight the power of the P-LORAKS constraints by themselves. However, it should be noted that just like SPIRiT and LORAKS, the formulation of P-LORAKS makes it easy to include additional regularization terms. For example, Fig. 10 shows example reconstructions obtained using the same calibrationless poisson disk sampling scheme from Fig. 6a , except that reconstruction was performed using P-LORAKS and joint-sparsity regularization simultaneously. While the images shown in this figure are not necessarily of diagnostic quality, there is clearly a dramatic improvement over the reconstruction results shown in Fig. 6a .
This suggests that P-LORAKS can be highly complementary to any other form of regularization- Finally, it is worth noting that P-LORAKS is easily extended to dynamic imaging or 3D imaging, and may be especially powerful for dynamic imaging because of the limited x-f support of most dynamic images. See (22) for discussion of such extensions in the context of LORAKS.
CONCLUSION
This paper introduced and evaluated new P-LORAKS methods for reconstructing parallel imaging data while simultaneously leveraging support and phase constraints. P-LORAKS was demonstrated to have substantial advantages over single-channel LORAKS. In addition, S-based P-LORAKS was demonstrated to have substantial advantages over C-based P-LORAKS (which is almost the same as the SAKÉ formulation). We also showed that P-LORAKS can be used with unconventional k-space sampling schemes, and that P-LORAKS constraints can be synergistically combined with other forms of regularization. We expect this approach and its extensions to prove useful in a range of applications where it would be desirable to obtain high-quality reconstructions from highly-undersampled datasets.
