Abstract-The research on understanding the human brain has attracted more and more attention. A promising method is to model the brain as a network based on modern imaging technologies and then to apply graph theory algorithms for analysis. In this work, we examine the computing bottleneck of this method, and propose a CPU-GPU heterogeneous platform to accelerate the process. We construct a statistical brain network from a sample of 198 people and get characteristics such as nodal degree and modularity. This is the first study of voxelbased brain networks on large samples. We also illustrate that domain-specific hardware platform can have a significant impact on neuroscience studies.
I. INTRODUCTION
The Human Connectome is a comprehensive structural description of the connectivity of the human brain [1] . It has attracted great research attention. A promising method is to model the human brain as a network based on BOLD signals (Blood Oxygen Level Dependent) acquired from fMRI (functional Magnetic Resonance Imaging) and then to employ graph theory algorithms to analyze the network [2] . This method is known as Brain Network Analysis (BNA). A different method models the biological neural systems as Spiking Neural Networks (SNN) [3] . This method is based on modeling abstraction rather than imaging technologies. We focus on BNA in this paper.
There are typically two methods with different granularity for BNA: the region-based method and the voxel-based method. A typical region-based study divides the human brain into about 100 regions according to transcendental anatomical knowledge [4] . These studies come up with some important results, such as the scale-free and small-world property of the human brain [5] . However, the results are still inconclusive because the region-based method 1) does not take into account the intra-regional connectivity and functional interactions [4] ; 2) may be biased since it relies on predefined anatomical structures [6] .
In contrast, a brain network on the voxel-scale is a finergrained representation of the human brain, usually containing 20K to 100K nodes. It can take advantage of the improving resolution of the imaging technologies and provide more insights into the human brain. Some recent studies adopt the voxel-based method [4] , [7] .
However, voxel-based BNA encounters two limitations. One is the greater computational complexity as a result of higher resolution. Many graph algorithms become intolerably timeconsuming when the network gets too large. Such algorithms include modularity detection and All-Pairs Shortest Path (APSP).
The other limitation is the inherent low signal-to-noise ratio (SNR) of individual voxel data [8] . An easy and effective way to improve SNR is to average a large number of networks from different subjects. In previous voxel-based analysis, however, the amount of subjects is relatively small (less than 30) [4] , [9] , mainly because the construction of voxel-based networks costs huge time with traditional softwares. The limited amount of samples makes the network over-sensitive to noise and downgrades the reliability of the results.
From the above analysis, it's obvious that a platform with strong computational capability will greatly benefit the voxel-based BNA research. So in this work, we propose a heterogeneous platform consisting of multi-core CPU and GPU (Graphic Processing Unit) to accelerate the process. In our platform, Correlation calculation, Modular Detection and APSP are accelerated on the GPU. Other procedures are implemented on multi-core CPU. Our platform enables researchers to utilize fMRI data with higher resolution, to include more subjects to reduce noise, and to apply precise algorithm for higher accuracy. More importantly, the overall computing time is greatly reduced compared with traditional serial programs. With this platform, we construct and analyze the statistical voxel-based brain networks (consisting of 40k voxels) constructed from 198 people. The whole process finishes in less than 10 hours.
The rest of the paper is organized as follows. We describe our platform in detail in Section II. Then the performance data and the biological results are provided in Section III. Finally, we discuss and conclude our work in Section IV. Fig. 1 is the work flow of our platform. The flowchart can be divided into two parts: network construction and network analysis. In the first part, Pearson Correlation is first calculated to obtain each subject's correlation matrix. A correlation matrix is symmetric, with its element r ij ∈ [−1, 1] reflecting the correlation level between voxel i and j. These correlation matrices are then averaged and "binarized" into one single adjacency matrix, elements of which are Boolean. If the amount of subjects is large enough, the averaged adjacency matrix can be regarded as the "representative" brain network (or the statistical network). In the network analysis part, network characteristics such as clustering coefficient (Cp) are obtained for the representative brain network. Some of them depend on the results of APSP.
II. PLATFORM FOR MULTI-SUBJECT VOXEL-BASED BNA

A. Platform Overview
We release our accelerator toolbox on-line (http://parabna.weebly.com) so that researchers in the neuroscience field can benefit from our work. Though we construct brain networks with fMRI data as an example, any other application that involves large graph analysis can also take advantage of the network analysis part of our platform (the bottom block in Fig. 1) .
B. Correlation Calculation on GPU
The first step in the work flow is the correlation calculation. The input is BOLD signals of length L for each of the N v voxels. The Pearson's correlation [10] between node (v i , v j ) is defined as follows:
where v i denotes the BOLD series of voxel i,v i is the average of the series of that voxel, L is the length of time serials, and all sums along the whole time series
The Pearson's correlation of one voxel-pair does not rely on other voxel-pairs. So it's suitable to be accelerated on GPU. In our implementation, the first and second moments, i.ev i and v 2 i , are calculated first and stay in GPU memory during the kernel execution. Data series of one voxel are consecutively stored to ensure the coalesced memory access. We use 64 threads (a wavefront in AMD GPU) for one voxelpair correlation. Detailed implementation can be found in our previous work [11] .
C. Averaging and Binarizing
In this step, we simply average the correlation matrices and then set a threshold to binarize the mean correlation matrix into an unweighed, undirected graph. We adopt the Ping Pong operation to achieve the best data transfer rate. In the Ping Pong operation, there are two threads working simultaneously, one for reading data from discs, the other for calculating and writing data back. The two threads exchange their tasks in every cycle. In this way, the computation partly overlaps with hard disk reading.
D. Modular Detection on GPU
Modular detection identifies the functionally associated components of the brain. Most previous studies used approximate algorithms, such as the random-walk method [12] , [7] and greedy algorithm [13] , [2] , to reduce the computational complexity. The algorithm we choose is the eigenvector-based spectral partition method proposed by Newman [14] . This algorithm is more precise but at the same time involves much more computation than the above approximate algorithms. Our GPU implementation greatly accelerates this algorithm and makes it applicable to very large graphs.
The idea of Newman's algorithm is to find groups of points that has a lot of inner-group connections and few inter-group connections. A benefit function Q is introduced to judge the network's modularity,
where A ij is the adjacency matrix, P ij is the probability for an edge to fall between vertex i and j, g i indicates to which group voxel i belongs, and δ(g i , g j ) is 1 if g i = g j and 0 if otherwise. Then the problem becomes finding the best division that maximizes Q. In [14] , it is proven that the best division can be obtained by the eigenvector of the most positive eigenvalue of a Modularity Matrix B = A − P. Hence we can divide the network into two groups according to the signs of the elements of this eigenvector. The brain networks are unlikely to have only two communities. A modified algorithm to handle multiple division is also described in [14] . This modularity algorithm is based on iterations and is hence fundamentally serial. So it is difficult to migrate the entire algorithm to GPU. Instead, we implement a finer granularity acceleration of the algorithm. In each round of iteration, some basic linear algebra operations, such as sparse matrix multiplication and vector addition and multiplication, account for most of the computing time. These operations are of high parallelism and very suitable for GPU implementation. So we construct a GPU runtime library of these linear algebra algorithms and use CPU to perform the general scheduling. A detailed description can be found in our previous work [11] , which is the first GPU implementation of this algorithm.
E. All-Pair Shortest Paths
APSP algorithms for graphs with diverse characteristics have been studied in depth. Johnson designed an efficient algorithm for sparse graphs [15] based on single-source shortest path such as Dijkstra algorithm [16] and Bellman-Ford algorithm [17] . In addition, when applying to unweighed graphs (this is the case of BNA), Johnson's algorithm reduces to Breadth-First Search (BFS). BFS is very efficient with sparse graphs but performs poorly with dense graphs. Unlike BFS, Floyd-Warshall's algorithm (FW) [18] , [19] has O(V 3 ) time complexity, which is irrelevant to the graph sparsity. Blocked FW algorithm [20] is an improved version of FW algorithm. Not only is it more efficient than the basic FW algorithm, it is also more suitable for GPU implementation.
In BNA, networks with different sparsity are studied, so both the algorithms are useful. We provide both the algorithms in our toolbox so that users can make the optimal choice according to the network sparsity in their application. BFS algorithm is unsuitable for GPU implementation, since it requires the storage of the entire graph, which usually exceeds the GPU memory limit. So we implement it on multi-core CPU. For Blocked FW algorithm, we make some further optimization based on [21] . We also present a performance model for Blocked FW algorithm, which can help decide the optimal block size.
1) BFS on CPU:
The implementation is straightforward. All threads traverse across all the graph vertices as source points. Each thread is in charge of its proportion of source nodes, and finds the adjacent but unmet vertices iteratively according to the adjacency matrix. It is worth noting that sorting the vertices according to their degree benefits the load balance of discrete threads.
2) Blocked FW on GPU: We first describe Blocked FW algorithm briefly, and then introduce our further optimization.
The algorithm is not very intuitive. The whole adjacency matrix is first converted to the cost matrix C, where each element C ij represents the path-length of a voxel-pair (i, j). Then the cost matrix is divided into r sub-blocks of equal size [20] . The outer loop iterates over the r primary blocks (the blocks along the diagonal of the matrix). In each of the r iterations, all blocks are updated in the similar way with FW algorithm [18] , [19] , specifically
where element (k, k) is in the primary block. Therefore, in each iteration, updating a block needs 1) the block in the same column with itself and in the same row with the primary block, denoted with vertical lines in Fig.2, and 2 ) the block in the same row with itself and in the same column with the primary block, denoted with horizontal lines. According to different memory requirement, one single iteration can be divided into three phases that are performed sequentially (shown in Fig.2) . In Phase 1, the primary block itself is updated. In Phase 2, all blocks sharing the same row or column with the primary block are updated. In the last phase, the remaining blocks are updated. In each phase, shadowed block(s) is(are) updated. For example, updating the block with a round dot needs the blocks with vertical or/and horizontal lines. Due to the symmetry of the APSP result, in each iteration, the block updating is performed r * (r + 1)/2 times. In our GPU implementation, block dispatching and phase scheduling are performed by CPU. All blocks are updated serially. In order to minimize the data transfer from the host CPU to the GPU device, the blocks updated in phase 1 and phase 2 are stored in the GPU on-board memory for the coming calculation in phase 3. Therefore the maximum memory usage has the size of r blocks, where r equals to the number of diagonal blocks. By choosing proper block size, our implementation is suitable for networks of any size.
We also adopt several common optimization strategies such as ensuring the coalesced global memory accesses, avoiding shared memory bank conflicts, adjusting the size of the threadblock to fully utilize the computing units, and so on. Besides, since our adjacency matrix is symmetric and we only store an upper block triangular matrix in the host memory, we must transpose the blocks which are not stored. By using a separate kernel for matrix transposing to ensure the coalesced access, our performance is further improved.
3) Performance model of Blocked FW algorithm:
The total running time T total only depends on the network size N and the number of blocks r × r. So we propose a performance model: T total (N, r) is a function of N and r. Let n be the dimension of a block. The time complexity of FW algorithm is O(n 3 ) and the processing of each block is identical. Therefore we can assume the computing time of one block is
where n = N r . Hence the total running time is
From Equation (7), T total has a fraction of 1 r . So when the network size N is fixed, the total time first decreases then increases as r increases. Therefore an optimal block number exists for a given network. The optimal r opt can be calculated with the following equation:
In practice, by recording the computing time of networks with different sizes we can obtain the actual model through regression analysis. Then the optimal block number can be calculated.
F. Other network characteristics
The output of our platform is various characteristics of a network. Technically, the modular structure is also an output characteristic, but since its calculation and GPU implementation are complicated, we have discussed it in a separate subsection. Other characteristics include nodal degree, degree distribution, clustering coefficient (Cp), and global/local efficiency. The definition of these characteristics can be found in many literature [6] .
Among them, the two most time-consuming procedures are global efficiency and local efficiency. Global efficiency depends on the APSP results of the whole brain network. Local efficiency costs more time; it requires APSP results of many sub-graphs. Here a careful analysis of APSP performance of different algorithms becomes important. If we can choose, at the runtime, the optimal algorithm, and the optimal block size, the calculation of these two characteristics can be further accelerated.
III. EXPERIMENTAL RESULTS
A. Experiment setup
In our experiments, CPU algorithms are implemented with C++ on an AMD Phenom(tm) II X4 965 quad-core CPU @ 3.4GHz and GPU algorithms are implemented with OpenCL, AMD APP SDK v2.4, on an AMD Radeon 5870 GPU. The operating system is Ubuntu 10.04. The dataset was downloaded from a fMRI data sharing project, 1000 Functional Connectomes Project (http://www.nitrc.org/projects/fcon 1000). After the data is preprocessed (including noise reduction), a gray matter mask containing 38368 voxels was applied to all the 198 BOLD signals. The signals are at the spatial resolution of 3mm × 3mm × 3mm.
B. Performance
The running time for each part of the processing flow is below. As shown in Table I , we achieve 27.7× speedup for network correlation on GPU platform over the traditional CPU platform. Note that this procedure has to be preformed to 198 subjects, which means we reduced the total computing time from 2.4 days to 2 hours. In our experiment, the time series length L=225 and the number of voxels N v =38368 so the thoughput we achieve is 2LNv(Nv−1) * 4B 2 * 35s = 35.3GB/s. The 154GB/s peak bandwidth of GPU global memory is not attained because the reduction operation wastes some of the hardware resources. Table II shows in detail the performance of APSP. As expected, the running time of FW algorithm stays the same when the sparsity of the graph varies while that of BFS Algorithm is proportional to the sparsity. The GPU Blocked FW algorithm outperforms quad-core CPU BFS algorithm when the sparsity is greater than 2% (due to the curve fit). Our GPU implementation of Blocked FW algorithm is 166× faster than the CPU version. APSP is an memory bound application. The calculation of the throughput is as follows. From Equation (4), updating an element involves 4 accesses: 3 fetches and 1 write (4*4 Bytes). Each element in the cost matrix is updated N v times, and there are N v (N v − 1)/2 elements. So the throughput can be calculated
This throughput is greater than the GPU global memory peak bandwidth 154GB/s because of the data reuse achieved by using shared memory. Performance of the Modular Detection is shown in Table  III . The running time is positively correlated to the number of parts divided. Our GPU implementation achieves 10 ∼ 43× speedups over the single-core CPU version. The speedups are smaller than those in our previous work [11] for the following two reasons. First, we use double-precision in this work (rather than single-precision in [11] ) for higher accuracy. GPU suffers more performance losses from double-precision operations than CPU does. Second, the networks in this work is sparser than those used in [11] . From Table III , we can see the speedup is less significant on sparser graphs, where the GPU computing resources are not fully utilized. Fig.3 validates our performance model for Blocked FW algorithm. The model gives accurate prediction most of the time. But when the block number is large, an observable error occurs between the predictive and the actual results. A possible reason is that when the block number is large, the block size is small and this results in greater relative error. Fig.3 also shows that as the network becomes larger, the error between the theoretical and the experimental results becomes smaller. For our voxel-based brain networks, the optimal block number r opt is around 12. 
C. Validation of the Blocked FW performance model
D. Biological results
1) Nodal Degree and Degree Distribution:
The nodal degree and the degree distribution are both well-accepted characteristics of the human brain network. In a graph, the degree of a node is defined as the number of edges connected to it, reflecting the connectivity of one voxel to other voxels. Voxels with a degree much higher than the average are considered to be potential hub-voxels [4] . The cerebral cortex is commonly believed to be the most activated area of the whole brain and. So the degree of voxels near cerebral cortex is of essential value for future research and also for evaluating the correctness of our results. Fig. 4 demonstrates the degree of voxels near the cerebral cortex (darker color means higher degree). The degree distribution P (k) is defined as the fraction of nodes with degree k. Fig. 5 clearly shows that it follows the power law scaling decaying as P = k −γ , where γ is around 2. This power law indicates the scale-free property of brain networks: though most of the voxels are connected to a small number of other voxels, there are a few voxels that have much more connections and are regard as potential hubs. 2) Modular Detection: Here we visualize the actual position of each group with different colors in Fig. 6 . We can see that neighboring voxels are more likely to be divided into the same module. The number of modules after partition is already provided in Table III . The number of modules are stable in networks with different sparsity, except for the network with sparsity 0.06%. This may be due to the noise or may suggest that network with sparsity 0.06% is not a good representation of the brain.
IV. CONCLUSION AND DISCUSSION
In this work, we propose a heterogeneous accelerator platform for multi-subject voxel-based BNA. This platform takes advantage of commodity hardwares (CPU and GPU), and greatly enhances the efficiency and accuracy of the brain network analysis.
A. Heterogeneity
We accelerate three most time-consuming processes on GPU, i.e. Correlation in the network construction, Block FW algorithm for APSP and Modular Detection in the network analysis. These processes share the common feature of high parallelism combined with relatively low host-device data transfer requirements. As we know, data transfer between host CPU and GPU devices is through PCI-e bus. Since the bandwidth of PCI-e bus often limits the overall speedup, it should not be ignored. In these three processes, time complexity of computation is much larger than that of data transfer. That is one prerequisite for achieving satisfactory speedup.
We also show some processes are not suitable for GPU acceleration, such as averaging the adjacency matrices, BFS algorithm for sparse graph and the calculation of some network characteristics. For better integrity, we implement them on multi-core CPU. These processes either are data-transfer intensive or require frequent communication between parallel threads.
Therefore, in our platform, heterogeneous hardware collaborates well in multi-levels. To be specific, first, different processes in the platform are accelerated on different hardwares. Second, to achieve the optimal performance of APSP calculation under different sparsity, CPU and GPU implementation are both well-prepared. Third, each GPU program itself needs the help of CPU for scheduling and data dispatching.
B. Applicability, scalability and reusability
The main advantages of our platform over other hardware platforms such as clusters is that ours has smaller size, consumes lower power and costs less. It means that neuroscience researchers can benefit from our platform without much investment. It is also possible to integrate our platform with future fMRI machines.
Apart from integrity, our platform also enjoys necessary scalability and reusability. Since most of the accelerations on GPU are matrix operations, and the operations are ready to be divided into blocks, it is easy to adjust the implementation for larger networks analysis.
Since our platform is made up of independent functions, these functions can be applied to other applications, even in other fields. In the neuroscience research, other methods to explore the brain may also need the calculation of network characteristics.
In the future, we will keep consummating our platform and integrating other functions. There is a myriad of Brain Network Analysis methods that need to be accelerated. We are going to form a long-term cooperation with Brain Network researchers and keep on the work of acceleration. 
