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We propose a simple experimental scheme to realize simultaneously the one-dimensional spin-
orbit coupling and the staggered spin flip in ultracold pseudospin-1/2 atomic Fermi gases trapped in
optical lattices. In the absence of interspecies interactions, the system supports type-I and II Weyl
semimetals in three-dimensional and gapped Chern insulators and gapless topological semimetal
states in two-dimensional lattices. By turning on the s-wave interactions, a rich variety of gapped
and gapless inhomogeneous topological superfluids can emerge. In particular, a gapped topological
Fulde-Ferrell superfluid, which supports the chiral edge states at opposite boundaries with the same
chirality, is predicted.
PACS numbers: 67.85.-d, 03.65.Vf, 03.75.Lm, 05.30.Fk
I. INTRODUCTION
Topological states that exhibit topologically protected
excitations and gapless edge modes have attracted much
attention in recent years [1–3]. Spin-orbit (SO) cou-
pling plays an essential role in such novel quantum
states of solids, giving rise to the quantum spin-Hall ef-
fect [4–6], Majorana fermions [7–9], and Weyl semimetals
(WSMs) [10–13]. Recently, the experimental realizations
of the Raman-induced one-dimensional (1D) SO cou-
pling in ultracold atomic gases [14–16] have offered a new
paradigm for exploring a variety of topological states, in-
cluding the gapped topological insulators or superfluids
or gapless topological semimetals (tSMs) with unprece-
dented opportunities [17–28]. Ignoring collisional inter-
actions, a rich variety of interesting topological phenom-
ena has been experimentally addressed concerning single-
particle physics of ultracold atoms in optical lattices, in-
cluding the Su-Schrieffer-Heeger model [29], Hofstadter
model [30, 31], Haldane model [32], synthetic dimen-
sions [33, 34], and topological charge pumping [35, 36],
except for the gapless WSMs and tSMs which remain to
be realized. When interactions are included, topological
Fulde-Ferrell (FF) superfluids are theoretically predicted
to appear in Rashba SO-coupled atomic Fermi gases
in the presence of both in-plane and out-of-plane Zee-
man fields [37–40]. The inhomogeneous FF superfluid is
characterized by Cooper pairs carrying a nonzero single-
valued center-of-mass (c.m.) momentum. The atomic
Rashba SO type remains a challenging task to synthe-
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size, despite some recent theoretical proposals [28, 41–
45] and experimental advances in two-dimensional (2D)
gases [46, 47]. It is of great interest to answer if there ex-
ists a simple way to realize the exotic WSMs and tSMs for
single particle spectra and observe inhomogeneous topo-
logical superfluids in atomic gases. An affirmative answer
will significantly enhance our understanding of topolog-
ical quantum matters and motivate the relevant studies
in the condensed-matter community.
In this paper, we propose a readily implementable ex-
perimental scheme to realize simultaneously the 1D SO
coupling and the staggered spin flip in pseudospin-1/2
atomic Fermi gases trapped in a three-dimensional (3D)
cubic lattice. In the absence of the interatomic interac-
tions, we show that the system supports WSMs. Par-
ticularly, for a reduced 2D lattice, our system realizes a
nontrivial model Hamiltonian for a chiral p + ip super-
conductor with an inversion asymmetric potential, which
gives rise to the gapped Chern insulator (CI) and gap-
less tSMs. Furthermore, including effective attractive s-
wave interactions in 2D lattices, a rich variety of gapped
and gapless topological FF superfluid phases may ap-
pear. Of particular interest, we find a gapped topological
FF superfluid, which hosts chiral edge states at opposite
boundaries with the same chirality.
This paper is organized as follows. In Sec. II, we
introduce our model of Raman-induced spin-orbit cou-
pling and derive the single-particle Hamiltonian for a
pseudospin-1/2 atomic Fermi gases. In Sec. III, we study
the phase transition between the type-I and -II Weyl
semimetals in 3D lattices. In Sec. IV, we study the topo-
logical states and phase diagram in 2D lattices. In Sec. V,
we present the inhomogeneous topological superfluids in
2D lattices by utilizing the Green’s-function method. In
Sec. VI, we discuss the experimental feasibility of our
2model. Finally, in Sec. VII, we give a brief summary.
II. MODEL AND HAMILTONIAN
Our system consists of an ultracold gas of N four-
level fermionic atoms subjected to a bias magnetic field
B along the quantization z axis. Figure 1(a) dis-
plays the atomic level structure, and Fig. 1(b) illus-
trates the laser configuration. Specifically, the atomic
transition frequency from the electronic ground state
|↑〉 (|↓〉) to the excited state |e↑〉 (|e↓〉) is ωa, and the
magnetic quantum numbers of these electronic states
satisfy mσ = meσ (σ =↑, ↓) and m↑ = m↓ + 1.
The ground states |↑〉 and |↓〉 are split by the Zee-
man shift ~ωZ induced by the bias field. More-
over, we assume that atoms are deeply confined in a
spin-independent red-detuned 3D cubic optical lattice
Uol(r) = −Uol
[
cos2(kLx) + cos
2(kLy) + γ
2 cos2(kLz)
]
with the aspect ratio γ, the depth of the lattice Uol,
and kL =
√
2π/λ with λ being the wavelength of the
Raman lasers. The lattice constant is a = π/kL. To
generate SO coupling, the transitions |σ〉 ↔ |eσ〉 are
driven by a pair of π-polarized standing-wave lasers with
frequency ωL, which are detuned ∆ = ωa − ωL from
the atomic transitions. These two beams propagate
along the directions ex − ey and ex + ey with Rabi
frequencies Ω′1 sin(kLx − kLy) and iΩ′1 sin(kLx + kLy),
respectively, where eα (α = x, y, z) are the unit vec-
tors along the α axis. Hence, the total Rabi frequency
is Ω1 [sin(kLx) cos(kLy) + i cos(kLx) sin(kLy)] with Ω1 =√
2eipi/4Ω′1. To complete the Raman process [15, 16], the
atoms are also illuminated by a σ-polarized (along the
y axis) plane-wave laser with frequency ωL + ∆ωL that
propagates along the direction sinϑex + cosϑez mak-
ing an angle ϑ to the z axis. The Rabi frequency of
the plane-wave laser is Ω2e
i(κxx+κzz), where Ω2 is real,
κx =
√
2kL sinϑ, and κz =
√
2kL cosϑ. Compared with
the earlier related Raman scheme for creating 1D SO cou-
pling [15, 16], the use of standing-wave π-polarized lasers
leads to nontrivial staggered spin flip Mx(r)σˆx+My(r)σˆy
on the xy plane, as we shall see below.
In the large-detuning limit, |Ω1,2/∆| ≪ 1, we adia-
batically eliminate the excited states |eσ〉, which leads
to the Stark shifts U1,2 = −Ω21,2/∆ for both ground
states |↑〉 and |↓〉 and Raman coupling Ω = −Ω1Ω2/∆
between them. Under the conditions |Ω/∆ωL| ≪ 1,
|U1,2/∆ωL| ≪ 1, and |∆ωL/∆| ≪ 1, the off-resonant Ra-
man process can be neglected due to the high-frequency
prefactor e±i2∆ωLt. After the gauge transformations
|↑〉 → e−i(κxx+κzz)/2 |↑〉 and |↓〉 → ei(κxx+κzz)/2 |↓〉, the
single-particle Hamiltonian reads (see Appendix A)
h =
(p−A)2
2M
+Mx(r)σˆx+My(r)σˆy− δ
2
σˆz + U(r)I, (1)
where M is the atom mass; A = ~κxσˆzxˆ/2 + ~κzσˆz zˆ/2
is the vector potential, with κx (κz) characterizing the
strength of the 1D SO coupling along the x (z) direction;
(a) (b)
FIG. 1: (color online). (a) Level diagram of a four-level
atomic system. (b) Proposed scheme for generating Raman-
assisted hopping in the xy lattice plane. The two lines with
the same color linked to Mx,y denote the process of staggered
spin-flip Raman.
σˆx,y,z are Pauli matrices; Mx(r) = Ω sin(kLx) cos(kLy);
My(r) = Ω cos(kLx) sin(kLy); δ = ωZ +∆ωL is the two-
photon detuning; U(r) = Uol(r) + U1(r), with U1(r) =
U1[sin
2(kLx) cos
2(kLy) + cos
2(kLx) sin
2(kLy)], and I is
an identity matrix. Here we neglect a constant term,
−U2 + δ/2, in U(r). We note that the Hamiltonian (1)
corresponds to an optical flux lattice with a nonzero net
spatial magnetic flux and large synthetic magnetic field,
as discussed in Appendix A. A particular advantage of
the present scheme is that it does not rely on the spin-
dependent optical lattice for ultracold atomic gases [48,
49].
For sufficiently strong lattice potential, the system en-
ters the tight-binding regime such that the field opera-
tors of the atoms can be expanded in terms of the lo-
calized Wannier function wj(r) ≡ w(r − rj) of the low-
est s orbits, where j ≡ (m,n) is the 2D lattice-site in-
dex. We note that for |U1/Uol| ≪ 1 and |Ω/Uol| ≪ 1,
w(r) is determined solely by the optical lattice potential
Uol(r). For convenience, we define three lattice unit vec-
tors, 1x=(1, 0, 0), 1y=(0, 1, 0), and 1z=(0, 0, 1). Now,
considering only the nearest-neighbor hoppings, the lat-
tice Hamiltonian reads
H0 =
∑
j,ζ=±1
(
t(R)x ζcˆ
†
j,↑cˆj+ζ1x,↓ − it(R)y ζcˆ†j,↑cˆj+ζ1y,↓ +H.c.
)
−
∑
j,α=x,y
tα
(
cˆ†j,↑R↑↑α cˆj+1α,↑ − cˆ†j,↓R↓↓α cˆj+1α,↓ +H.c.
)
− tz
∑
j
(
cˆ†j,↑R↑↑z cˆj+1z,↑ + cˆ†j,↓R↓↓z cˆj+1z,↓ +H.c.
)
− δ
2
∑
j
(nˆj,↑ − nˆj,↓) , (2)
where cˆj,σ is the annihilation operator, nˆj,σ= cˆ
†
j,σ cˆj,σ, and
tα=−
∫
drw∗i (r)
[
p2/(2m)+Uol(r)
]
wi+1α(r) is the spin-
independent hopping matrix element, with tx = ty ≡ t.
The matrix elements for Raman-assisted spin-flip hop-
ping t
(R)
x,y =Ω
∫
drw∗i (r)|Mx,y(r)|wi+1x,y (r) are the same
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FIG. 2: (color online). Energy spectra of (a) type-I WSM
with ϑ = pi/4 and (b) type-II WSM with ϑ = 0 for kxa = 0,
t0 = tz = t, and δ/t = −2. The surface states are denoted by
the red solid lines.
along the x and y directions, i.e., t
(R)
x = t
(R)
y ≡ t0.
Note that Mx (My) does not contribute to spin-flip hop-
ping along the y (x) axis. The plane-wave laser prop-
agating in the xz plane introduces a Peierls substitu-
tion Rα = exp[−(i/~)
∫ rj
rj+aeα
A · dl] along the eα di-
rection with matrix elements denoted as Rσσ′α . Explic-
itly, we have Rx,z = exp(iφx,zσˆz) and Ry = I, where
the Peierls phase φx,z = κx,za/2 is controllable through
the angle ϑ. To obtain Eq. (2), a gauge transforma-
tion cˆ†j,↓ → (−1)n+m+1cˆ†j,↓ [50] is applied to eliminate
the staggered factor in the spin-flip hopping.
In momentum space, the Hamiltonian (2) reduces to
H0(k) =
∑
k,σσ′
cˆ†kσ
[
ǫ(k)I +
∑
α=x,y,z
dα(k)σˆα
]
σσ′
cˆkσ′ , (3)
where k = (kx, ky, kz) is in the first Brillouin zone (FBZ),
dx(k) = 2t0 sin(kya), dy(k) = −2t0 sin(kxa), dz(k) =
−δ/2−2t[cosφx cos(kxa)+cos(kya)]+2tz sinφz sin(kza),
and ǫ(k) = 2t sinφx sin(kxa) − 2tz cosφz cos(kza). Here
the spin-flip terms dx,y(k)σˆx,y preserve the time-reversal
(TR) symmetry. The gauge potential induced dispersion
ǫ(k) breaks the TR and inversion (P) symmetries simul-
taneously, which, as will be shown, is essential to type-II
WSM [13] in 3D lattices and topological tSM phases and
FF superfluids in 2D lattices. Finally, we remark that all
control parameters, ϑ, δ/t, tz/t, and t0/t, are indepen-
dently tunable.
III. WEYL SEMIMETALS IN 3D LATTICES
Diagonalizing Hamiltonian (3), we obtain two energy
bands: E±(k) = ǫ(k) ± |d(k)|. It can be shown that, by
tuning control parameters, we can find at least a pair of
gapless points defined by the solutions of |d(k)| = 0 (see
Appendix A). Without loss of generality, we consider the
pair located at K+ = (0, 0, kw) and K− = (0, 0, π/a −
kw), with kwa = sin
−1[(δ/4 + t cosφx + t)/(tz sinφz)].
Expanding Eq. (3) in the vicinity of K±, the effective
Hamiltonian, after dropping a constant, takes the form
H±(k˜) = v0(k˜)I + vxk˜xσˆy + vyk˜yσˆx ± vzk˜z σˆz, (4)
where k˜ is the wave vector with respect to K±, vx =
−2t0a, vy = 2t0a, vz = 2ta sinφz cos(kwa), and v0(k) =
v
(z)
0 k˜z+v
(x)
0 k˜x with v
(z)
0 = 2tza cosφz sin(kwa) and v
(x)
0 =
2ta sinφx. The linear energy dispersion for the momenta
along all directions clearly proves that K± are Weyl
points. The topology of the Weyl points is determined by
the first Chern number, C = (2π)−1
∮
dS ·Ω−(k), an sur-
face integral of the Berry curvature Ω−(k) = d/(2d
3) [1]
over the surface enclosing the Weyl point. We find
that the Weyl points K± indeed have opposite chiral-
ities as their corresponding Chern numbers are C± =
±sgn(vxvyvz), which is in contrast to the Weyl points
proposed in Ref. [51] that possess topological charge.
Interestingly, the v0(k˜)I term in Eq. (4) which tilts
the spectrum allows us to further classify the Weyl point
based on the classification of the Fermi surface [13]. In
fact, it can be readily shown that, when
∣∣∣v(x)0 /vx∣∣∣ < 1
and
∣∣∣v(z)0 /vz∣∣∣ < 1, the Weyl point (WP) has a pointlike
Fermi surface and is classified as type I (standard). Oth-
erwise, it is a type-II Weyl point, for which the Fermi
surface has both electron and hole pockets due to the
highly tilted spectrum. The difference between these two
types of WPs is also revealed by the corresponding sur-
face states. In Fig. 2, we plot the typical band spectra
calculated with the open boundary condition along the y
axis for type-I and -II WPs. Both types of Weyl semimet-
als support surface states which connect two WPs. How-
ever, unlike the type-I Weyl point, the z components of
the velocities ∂E/∂kz possess the same sign for the type-
II Weyl point. Finally, we point out that, in our model,
the transition between type-I and -II Weyl points (Lif-
shitz transition) can be easily induced by tuning ϑ, the
tilt angle of the plane-wave laser.
IV. TOPOLOGICAL STATES IN 2D LATTICES
Our model also hosts a rich variety of 2D topological
states. To see this, we assume that the lattice potential
long the z direction is so strong that the hopping along
the z direction is prohibited (tz = 0), which reduces our
system to 2D. In the reduced 2D Hamiltonian (see Ap-
pendix A), ǫ(k) becomes an odd function of kx such that
it plays a role similar to that of the layer-asymmetric
stain in bilayer graphene [52], which, as will be shown
below, is essential to tSMs. To search for the topological
states, we again consider the gapless points, defined by
the vanishing direct bulk gap E
(d)
g = 2min[|d(k)|]. It can
easily be shown that the condition leads to four curves,
δ
t
= ±4 (cosφx ± 1) , (5)
which, as plotted in Fig. 3(a), divide the φxδ parameter
plane into three regions associated with different Chern
numbers. Therefore, these curves indeed define the crit-
ical point for the topological phase transition. However,
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FIG. 3: (color online). (a) Phases of the Hamiltonian (3)
on the φxδ plane. Equations (5) are plotted as solid lines
and the numbers represent the Chern numbers of the differ-
ent phases. Dashed lines denote the boundaries between CI
and tSM phases for t0/t = 0.71 with shaded regions mark-
ing the tSM phase. (b) and (c) show the band spectra for
φx/pi = 0.2 (CI phase) and 0.3 (tSM phase), respectively, for
the parameters t0/t = 0.71 and δ/t = 4.
it should be noted that even in a topologically nontrivial
region, the system is not necessarily a Chern insulator
due to the inversion asymmetry of ǫ(k). For a complete
characterization of a state, we also need to consider the
indirect bulk gap E
(i)
g = min[E+(k)] − max[E−(k)] =
2min[E+(k)]. In the topologically nontrivial regions, the
system belongs to the tSM phase if the indirect gap is
closed; otherwise, it is a CI. Analytically, we find that
the condition for the tSM phase is | sinφx| > t0/t, which
is equivalent to |v(x)0 /vx| > 1. Hence the tSM phase
vanishes when t0 ≥ t. Although the critical point corre-
sponding to the topological phase transitions [Eq. (5)] is
independent of t0, the phase boundary between CI and
tSM can be tuned by varying t0.
To gain more insight into the topological states, we
consider the edge modes of the system by imposing
a hard-wall confinement along the y direction. Fig-
ures 3(b) and 3(c) show the typical energy spectra E(kx)
in the CI and tSM phases, respectively, and confirms that
both topological phases support edge modes. Unlike the
counter-propagating edge modes in the CI phases, the in-
version asymmetry of ǫ(k) in the tSM phase gives rise to
the same chirality for both edge modes. The velocities,
∂E(kx)/∂kx, of the edge states at different boundaries
have the same sign. Remarkably, the chirality of the
edge modes is also tunable by negating the Peierls phase
φx, which changes ǫ(k) to −ǫ(k). We remark that the
position of the TR-invariant point depends on only the
sign of δ, i.e., kxa = 0 (π) for δ < 0 (> 0).
V. TOPOLOGICAL FULDE-FERRELL
SUPERFLUIDS
We now turn to the zero-temperature superfluids in
2D lattices including an attractive s-wave interaction
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FIG. 4: (color online). (a) Phase diagram in the U0φx param-
eter plane. (b) |U0| dependence of ∆Qx (solid line) and Qx
(dashed line). (c) |U0| dependence of C (solid line) and E
(i)
g
(dashed line).
Hint = (U0/S)
∑
kk′q cˆ
†
q/2+k,↑cˆ
†
q/2−k,↓cˆq/2−k′,↓cˆq/2+k′,↑,
which is invariant under spin rotation, where S is the
number of lattice sites and U0 (< 0) is the interac-
tion strength. We note that although the attractive
s-wave interaction may lead to the standard Bardeen-
Cooper-Schrieffer (BCS) superfluid, the P symmetry
breaking ǫ(k) often induces the asymmetric energy bands
that favor a nonzero pairing momentum. In the pres-
ence of the FF superfluid, the order parameter ∆Q ≡
(U0/S)
∑
k〈cˆQ/2−k,↓cˆQ/2+k,↑〉 possesses a nonzero c.m.
momentum Q. In the Nambu representation, the mean-
field Hamiltonian is
H =
1
2
∑
k
Ψˆ†k,QHBdGΨˆk,Q −
S
U0
|∆Q|2 +
∑
k
ξk, (6)
where Ψˆk,Q = (cˆQ/2+k,↑, cˆQ/2+k,↓, cˆ
†
Q/2−k,↓,−cˆ†Q/2−k,↑)T
is the Nambu operator, and ξk = ǫ(k) − µ, with
µ being the chemical potential. By diagonaliz-
ing the Bogoliubov-de Gennes (BdG) Hamiltonian,
HBdG(k)ψνη,k = Eνη,kψνη,k, we obtain the eigenenergies
Eνη,k and the wave functions ψ
ν
η,k of the Bogoliubov
quasiparticles, where ν = ± represents the particle (+)
and hole (−) bands, and η = 1 and 2 denote, respec-
tively, the upper and lower helicity branches [40]. Here,
because HBdG(k) preserves the inherent particle-hole
(PH) symmetry but breaks the TR symmetry, it belongs
to symmetry class D according to the classification of
Altland and Zirnbauer [53, 54]. In addition, the fact
that Tr[HBdG(k)] = 4ǫ(k) cos(Qxa/2) indicates that Q
has to be along the x direction, i.e., Q = Qxex, if a
FF superfluid exists. This result is also confirmed by
our numerical simulations. Particularly, we find that a
standard BCS superfluid (Qx = 0) emerges when φx = 0.
The topological properties of the system are charac-
terized by the Chern number computed using the hole
branch, i.e., C = (1/2π)∑η=1,2 ∫k∈FBZ dkΩ−η (k) [55],
5−1 −0.5 0 0.5 1
−3
−1.5
0
1.5
3
kxa/pi
(d) tgFF-II
−1 −0.5 0 0.5 1
−2
−1
0
1
2
kxa/pi
E
(k
x
)/
t
(c) gFF-I
0 0.5 1 1.5 2
−2
−1
0
1
2
tgFF-I(b)
0 0.5 1 1.5 2
−1
−0.5
0
0.5
1
E
(k
x
)/
t
(a) tnFF
FIG. 5: (color online). (a)-(d) Quasiparticle spectra for
|U0|/t = 6.67, 8.17, 8.5, and 10 with φx/pi = 0.25, respec-
tively. The corresponding phase is denoted. The black dots
mark the TR-invariant points.
where Ωνη(k) = ∇k × Aνη(k) is the Berry curva-
ture with Aνη(k) = i~〈ψνη,k|∇k|ψνη,k〉. Analogously,
the indirect bulk gap between the particle and hole
branches, E
(i)
g = 2min(E
−
2,k), is needed for a complete
characterization of a state.
For the numerical method, instead of minimizing the
free energy using numerical differentiation [37–40], we
perform the derivatives analytically via the Green’s-
function method, which generates ∆Qx , µ, and Qx with
high precision in Appendix C. Furthermore, in all cal-
culations, we take, without loss of generality, t0 = t,
δ = 4t, and n ≡ N/S = 0.8. Figure 4(a) summarizes
the quantum phases in the U0φx parameter plane. Here,
a superfluid phase with a nonzero pairing momentum is
denoted by “FF”. A state with ∆Qx/t < 1.0 × 10−2 is
considered as a normal state and hence labeled by “N”.
A topologically nontrivial state (|C| = 1 in this work) is
denoted by “t”. Finally, “g” and “n” denote the gapped
and gapless states, respectively.
To understand these phases, fixing φx/π = 0.25, we
plot the FF momentum Qx and order parameter ∆Qx as
functions of attractive interaction |U0| in Fig. 4(b). Con-
sequently, we find that ∆Qx = 0 at the small |U0| limit
and it increases as |U0| increases. On the other hand,
|Qx| decreases with increasing |U0|. Moreover, we find
that the chemical potential µ is roughly unchanged with
fixing the particle density number n. Figure 4(c) displays
the Chern number and indirect bulk gap as a function of
|U0|. As we can see, the system also experiences various
topological phase transitions as one increases |U0|. As-
sociated with the sudden changes of the Chern number,
the indirect bulk gap is closed and reopened at the phase
boundaries.
To further characterize these phases, we plot the quasi-
particle spectrum E(kx) of each phase in Figs. 5(a)-5(d).
For small |U0|, the system falls into the gapless tnFF
phase where two edge states possess the same chirality,
as shown in Fig. 5(a), in analogy to that of the tSM
phase [see Fig. 3(c)]. With increasing |U0|, the increased
∆Qx opens up the indirect bulk gap, signaling that the
system is in the tgFF phase. Because its quasiparticle
spectrum Fig. 5(b) shows that the left and right edge
modes have the same chirality around the TR-invariant
point, we denote this phase as tgFF-I to distinguish it
from the tgFF-II state whose edge modes have opposite
chirality [Fig. 5(d)]. As |U0| is increased further, the sys-
tem enters the gFF-I phase and the Chern number jumps
to zero. Although it is a topologically trivial state, it has
two TR-invariant points and edge modes, as identified in
Fig. 5(c) [56]. For large U0, it naturally expects a triv-
ial topological gFF-II phase without any edge modes in
contrast to the gFF-I phase. We also numerically verified
that each zero-energy mode at the TR-invariant points
in Fig. 5(a)-5(d) corresponds to a Majorana fermion.
VI. EXPERIMENTAL FEASIBILITY
In principle, the proposed scheme should be applica-
ble to most alkali-metal atoms [15, 16]. Here, as an
example, we discuss in detail how to implement our
scheme in 40K atoms based on the parameters used in
Ref. [15]. First, two ground states can be chosen as
| ↑〉 = |F = 9/2,mF = 9/2〉 and | ↓〉 = |F = 9/2,mF =
7/2〉. The wave length of Raman lasers may be taken
as λ = 773 nm which is longer than the D1 line. Con-
sequently, the Raman lasers are red detuned with de-
tuning ∆/(2π) = 1.64THz. The recoil energy is then
EL = ~
2k2L/2m = h × 4.15 kHz, and Raman coupling
strength is Ω = 0.5EL. Next, we choose a bias mag-
netic field of B = 31G, which leads to a Zeeman shift of
ωZ/(2π) = 10.28MHz. In addition, under this magnetic
field, the quadratic Zeeman shift can be as large as 41EL,
which is much larger than the Raman coupling strength
such that the selected states are well separated from other
hyperfine states in the F = 9/2 manifold. Finally, the fre-
quency difference between two Raman beams ∆ωL ≈ ωZ
is introduced as a tunable parameter.
As to the experimental detection, the predicted topo-
logical states can be detected using demonstrated capa-
bilities by measuring the closing and opening of the bulk
gap via the Landau-Zener transition [32], the Chern num-
ber of bands [57], and the Bloch band topology [58–60].
VII. CONCLUSIONS
We have proposed an experimental scheme to generate
1D SO coupling in pseudospin-1/2 Fermi gases trapped
in optical lattices. It has been shown that our system
supports the exotic type-II WSMs and tSMs in single-
particle spectra of 3D and 2D lattices, respectively. In the
presence of attractive interaction, it also hosts the gapped
and gapless topological superfluids with FF pairings in
2D lattices. The predicted exotic phases can exist over a
6wide range of control parameters in experimental systems
currently available.
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Appendix A: Single-particle Hamiltonian
Here let us first derive the single-atom Hamiltonian for the given level diagram and laser configuration in Fig. 1 of
the main text. To this end, we first note that the total Rabi frequency corresponding to the transitions |σ〉 ↔ |eσ〉
that are driven by a pair of π-polarized standing-wave lasers is
Ω1(r) = Ω
′
1 [sin(kLx− kLy) + i sin(kLx+ kLy)]
= Ω′1 [sin(kLx) cos(kLy)− cos(kLx) sin(kLy) + i sin(kLx) cos(kLy) + i cos(kLx) sin(kLy)]
= Ω′1(1 + i) [sin(kLx) cos(kLy) + i cos(kLx) sin(kLy)]
= Ω1 [sin(kLx) cos(kLy) + i cos(kLx) sin(kLy)] . (A1)
As a remainder, the effective Rabi frequency for the other laser light is Ω2e
i(κxx+κzz). Now, from the level diagram,
it can be read out that, under the rotating-wave approximation, the Hamiltonian for the internal states of an atom is
(~ = 1)
hin =
[
Ω∗1(r)e
iωLt
(
bˆ†↑eˆ↑ + bˆ
†
↓eˆ↓
)
+Ω∗2(r)e
i(ωL+∆ωL)tbˆ†↑eˆ↓ +Ω
∗
2(r)e
i(ωL+∆ωL)tbˆ†↓eˆ↑ +H.c.
]
+ ωZ bˆ
†
↓bˆ↓ + ωaeˆ
†
↑eˆ↑ + (ωa + ω
′
Z)eˆ
†
↓eˆ↓, (A2)
where bˆσ=↑,↓ and eˆσ=↑,↓ are, respectively, the annihilation operators for ground and excited states and ω
′
Z is the
Zeeman shift of the excited states. By introducing the rotating frame that is defined by the unitary transformation
U˜ = exp
{
−i
[
−∆ωLbˆ†↓bˆ↓ + ωLeˆ†↑eˆ↑ + (ωL −∆ωL)eˆ†↓eˆ↓
]
t
}
, (A3)
the internal-state Hamiltonian Eq. (A2) reduces to
hin → U˜†hinU˜ − iU˜† ∂
∂t
U˜
=
[
Ω∗1(r)
(
bˆ†↑eˆ↑ + bˆ
†
↓eˆ↓
)
+Ω∗2(r)bˆ
†
↓eˆ↑ +Ω
∗
2(r)e
i2∆ωLtbˆ†↑eˆ↓ +H.c.
]
+ δbˆ†↓bˆ↓ +∆eˆ
†
↑eˆ↑ + (∆+∆ωL + ω
′
Z)eˆ
†
↓eˆ↓. (A4)
To eliminate the excited states, we first write down the Heisenberg equation of motion for the atomic operators
i
∂bˆ↑
∂t
= Ω∗1(r)eˆ↑ +Ω
∗
2(r)e
i2∆ωLteˆ↓, (A5a)
i
∂bˆ↓
∂t
= δbˆ↓ +Ω
∗
1(r)eˆ↓ +Ω
∗
2(r)eˆ↑, (A5b)
i
∂eˆ↑
∂t
= (∆− iγ
2
)eˆ↑ + Ω1(r)bˆ↑ +Ω2(r)bˆ↓, (A5c)
i
∂eˆ↓
∂t
= (∆ +∆ωL + ω
′
Z − i
γ
2
)eˆ↓ +Ω1(r)bˆ↓ + Ω2(r)e
−i2∆ωLtbˆ↑, (A5d)
where we have formally included the spontaneous emission rate γ for excited states. Now, in the large detuning limit,
|Ω1,2/∆| ≪ 1, |δ/∆| ≪ 1, and|γ/∆| ≪ 1, the excited states can be adiabatically eliminated by setting i ˙ˆe↑,↓ = 0,
which yields
eˆ↑ ≈ −Ω1(r)bˆ↑ +Ω2(r)bˆ↓
∆
, (A6a)
eˆ↓ ≈ −Ω1(r)bˆ↓ +Ω2(r)e
−i2∆ωLtbˆ↑
∆
. (A6b)
7Inserting these expression for eˆ↑,↓ into the dynamical equations of bˆ↑,↓, we find
i
∂bˆ↑
∂t
= − 1
∆
([|Ω1(r)|2 + |Ω2(r)|2] bˆ↑ + [Ω∗1(r)Ω2(r) + Ω∗2(r)Ω1(r)ei2∆ωLt] bˆ↓) , (A7a)
i
∂bˆ↓
∂t
= δbˆ↓ − 1
∆
([|Ω1(r)|2 + |Ω2(r)|2] bˆ↓ + [Ω∗2(r)Ω1(r) + Ω∗1(r)Ω2(r)e−i2∆ωLt] bˆ↑) . (A7b)
The effective Hamiltonian for the ground states can then be easily read out as
hin =
( −δ/2 [Mx(r) − iMy(r)]ei(κxx+κzz)
[Mx(r) + iMy(r)]e
−i(κxx+κzz) δ/2
)
+ U1(ρ)I, (A8)
where the off-resonant Raman terms with the high-frequency prefactor e±i2∆ωLt have been neglected under the
condition |Ω/∆ωL| ≪ 1. Finally, incorporating the center-of-mass motion, the single-atom Hamiltonian becomes
h =
[
p2
2M
+ Uol(r)
]
Iˆ + hin, (A9)
which, after the gauge transformations |↑〉→e−i(κxx+κzz)/2 |↑〉 and |↓〉→ei(κxx+κzz)/2 |↓〉, gives rise to the Hamiltonian
Eq. (1) in the main text.
Gapless points of the energy band in the 3D lattice
From Hamiltonian (3) in the main text, the lower and upper bands touch when |d(k)| = 0. It can be easily derived
that the locations of the gapless points in the momentum space are
1. (0, 0, kw) and
(
0, 0,
π
a
− kw
)
, where kwa = sin
−1 c1 if |c1| ≡
∣∣∣∣δ/(4t) + cosφx + 1(tz/t) sinφz
∣∣∣∣ ≤ 1 (condition I);
2.
(
0,
π
a
, kw
)
and
(
0,
π
a
,
π
a
− kw
)
, where kwa = sin
−1 c2 if |c2| ≡
∣∣∣∣δ/(4t) + cosφx − 1(tz/t) sinφz
∣∣∣∣ ≤ 1 (condition II);
3.
(π
a
, 0, kw
)
and
(π
a
, 0,
π
a
− kw
)
, where kwa = sin
−1 c3 if |c3| ≡
∣∣∣∣δ/(4t)− cosφx + 1(tz/t) sinφz
∣∣∣∣ ≤ 1 (condition III);
4.
(π
a
,
π
a
, kw
)
and
(π
a
,
π
a
,
π
a
− kw
)
, where kwa = sin
−1 c4 if |c4| ≡
∣∣∣∣δ/(4t)− cosφx − 1(tz/t) sinφz
∣∣∣∣ ≤ 1 (condition IV);
It can be seen that the gapless points appear in pairs if the corresponding condition is satisfied by tuning the control
parameters δ/t, tz/t, and φx. If fact, we may have one pair of gapless points if |tz sinφz/(t cosφx)| ≤ 1, two pairs if
|tz sinφz/t| ≤ 1 and |tz sinφz/(t cosφx|) > 1, and four pairs if |tz sinφz/t| > 1. As demonstrated in the main text,
these gapless points indeed correspond to the Weyl seminmetals for single particle spectra, which should be readily
observed in contrast to the proposal for Rashba SO-coupled Fermi superfluids [25, 39, 61, 62].
Effective 2D Hamiltonian in lattices
For convenience, we write down explicitly the Hamiltonian of the system in 2D lattices,
H0(k) =
∑
k,σσ′
cˆ†kσ
[
ǫ(k)I +
∑
α=x,y,z
dα(k)σˆα
]
σσ′
cˆkσ′ , (A10)
where k = (kx, ky) is in the first Brillouin zone and
ǫ(k) = 2t sinφx sin(kxa),
dx(k) = 2t0 sin(kya),
dy(k) = −2t0 sin(kxa),
dz(k) = −2t[cosφx cos(kxa) + cos(kya)]− δ
2
. (A11)
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FIG. 6: (color online). Spatial distribution of the synthetic magnetic BGF (in units of Tesla) for δ = 0.1EL and ϑ = pi/2. For
optical lattices generated by the red-detuned (blue-detuned) lasers, atoms are trapped close to the the red (blue) sites.
The synthetic magnetic field can be easily obtained by following the standard procedure [18–20]. Specifically,
we diagonalize the internal-state Hamiltonian hin for an arbitrary position r. For simplicity, we consider only the
flux lattice emerging on the xy plane with fixed ϑ = π/2. The resulting eigenstate that corresponds to the lower
energy takes the form |χ−(r)〉 =
(
cos θe−iϕeiκxx
sin θ
)
, where cot θ = (M2x +M
2
y )
1/2/[−(M2x +M2y + δ2/4)1/2 + δ/2] and
tanϕ = My/Mx [49]. Then, under the adiabatic approximation, the vector potentials A
′ can be straightforwardly
evaluated as follows:
A′x =
i~
e
〈χ−(r)|∂x|χ−(r)〉 = −~
e
(
κx cos
2 θ − cos2 θ∂ϕ
∂x
)
, (B1a)
A′y =
i~
e
〈χ−(r)|∂y |χ−(r)〉 = ~
e
cos2 θ
∂ϕ
∂y
, (B1b)
where e is the charge of the electron. Now the synthetic magnetic field is
B′GF = ∇×A′ =
(
∂A′y
∂x
− ∂A
′
x
∂y
)
zˆ = −~
e
sin(2θ)
[
κx
∂θ
∂y
+
(
∂θ
∂x
∂ϕ
∂y
− ∂θ
∂y
∂ϕ
∂x
)]
zˆ. (B2)
Figure 6 shows the typical spatial distribution of the synthetic magnetic field which takes the form of the optical
flux lattices. At first sight, it may appear that the net optical flux vanishes. However, because the atoms are trapped
only near the red (blue) sites for the optical lattices generated by the red-detuned (blue-detuned) lasers, the net
magnetic flux for atomic gases is nonzero.
Appendix C: Mean-field solution of the interacting model Hamiltonian
The mean-field BdG Hamiltonian for our system with s-wave contact interaction takes the form
HBdG(k) =
( D(k) ∆QI2×2
∆∗QI2×2 −σˆyD∗(−k)σˆy
)
, (C1)
9where I2×2 is a 2× 2 identity matrix and
D(k) =
(
ξQ
2
+k + dz(
Q
2
+ k) dx(
Q
2
+ k)− idy(Q2 + k)
dx(
Q
2
+ k) + idy(
Q
2
+ k) ξQ
2
+k − dz(Q2 + k)
)
. (C2)
It can be shown that the Hamiltonian HBdG(k) has an inherent PH symmetry under the PH operator Λ = τˆy ⊗ σˆyK,
where τˆy is the Pauli matrix acting on the particle-hole space and K is the complex conjugate operator.
In general, with the zero-temperature thermodynamic potential
Ω = − 1
U0
|∆Q|2 + 1S
∑
k
ξk +
1
2S
∑
η,k
|Eν=+η,k |, (C3)
the system can be solved by seeking the lowest free energy F = Ω+µn, which leads to the self-consistent saddle-point
equations for the pairing gap ∆Q, the particle density number n, and the FF momentum Q, i.e.,
∂Ω
∂∆Q
= 0, (C4a)
∂Ω
∂µ
= −n, (C4b)
∂Ω
∂Q
= 0. (C4c)
This procedure, however, requires high-precision numerical differentiation, which is often difficult to achieve in practice.
Here, to avoid the numerical difficulty, we perform the derivatives in the saddle-point equations analytically via the
Green’s-function method. To this end, we introduce the field operators
cˆQ
2
+k,σ(τ) = exp(Hτ)cˆQ
2
+k,σ exp(−Hτ), (C5a)
cˆ†Q
2
−k,σ
(τ) = exp(Hτ)cˆ†Q
2
−k,σ
exp(−Hτ), (C5b)
with τ = it being the imaginary time. In terms of the Nambu representation, the Heisenberg equations for these
operators take the form
∂Ψˆk,Q
∂τ
=
[
H, Ψˆk,Q(τ)
]
= −HBdG(k)Ψˆk,Q(τ), (C6)
where, as in the main text, Ψˆk,Q =
(
cˆQ
2
+k,↑, cˆQ
2
+k,↓, cˆ
†
Q
2
−k,↓
,−cˆ†Q
2
−k,↑
)T
is the Nambu operator. Next, we define the
single-particle Green’s function as
G(k, τ) = −〈Tτ Ψˆk,Q(τ)Ψˆ†k,Q〉, (C7)
where Tτ is the time-ordering operator. The Fourier transform of the Green’s function is then
G(k, ωn) = I4×4
iωn −HBdG(k) , (C8)
where ωn = (2n+ 1)π/β is the Matsubara frequency for fermions; β = 1/(kBT ) is the inverse temperature, with kB
being the Boltzmann constant and T being the temperature; and I4×4 is a 4 × 4 identity matrix. In particular, the
usual and “anomalous” Green’s functions can be constructed as
G↑(k, τ) = G11(k, τ) = −〈Tτ cˆQ
2
+k,↑(τ)cˆ
†
Q
2
+k,↑
〉, (C9a)
G↓(k, τ) = G22(k, τ) = −〈Tτ cˆQ
2
+k,↓(τ)cˆ
†
Q
2
+k,↓
〉, (C9b)
F (k, τ) = G13(k, τ) = −〈Tτ cˆQ
2
+k,↑(τ)cˆQ
2
−k,↓〉. (C9c)
The self-consistent equations of ∆Q and n can then be evaluated to yield
∆Q =
U0
S
∑
k
F (k, 0−) =
U0
S
∑
k
[f(HBdG(k))]13 , (C10)
n =
1
S
∑
k
[
G↑(k, 0
−) +G↓(k, 0
−)
]
=
1
S
∑
k
∑
σ=1,2
[f(HBdG(k))]σσ , (C11)
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where f(x) = 1
eβx+1
= 1β
∑∞
n=−∞
eiωn0
+
iωn−x
is the Fermi-Dirac distribution. Moreover, to obtain the saddle-point
equation for Q, we make use of the functional path-integral formalism for the thermodynamic potential
e−βSΩ =
∫
D[ck,σ, c
†
k,σ] exp
[
−1
2
∫ β
0
dτ
∑
k
Ψ†k[∂τ +HBdG(k)]Ψk + βS
∆2Q
U0
]
, (C12)
which leads to
∂Ω
∂Q
=
1
2S
∑
k
Tr
[
∂HBdG(k)
∂Q
f(HBdG(k))
]
= 0. (C13)
Equations (C10), (C11), and (C13) then form a closed set of equations which allows us to solve for ∆Q, n, and
Q. Since ∂HBdG(k)/∂Q and f(HBdG(k)) are 4 × 4 matrices, the numerical method for solving this set of nonlinear
equations is very efficient at the zero temperature.
Finally, let us comment on the validity of the mean-field approach to the superfluid phase diagram. It is known
from previous studies that mean-field theory predicts various qualitative features of 1D and 2D interacting quantum
gases in the weakly interacting regime. For example, even in the most serious 1D cases, the qualitative mean-field
predictions of topological effects, including the existence of Majorana fermions [63, 64] and dark solitons [65], are not
invalidated by strong quantum fluctuations in 1D [66–68].
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