We investigate the local and global nature of the bifurcation diagrams which can occur for a semilinear elliptic boundary value problem with Neumann boundary conditions involving sign-changing coefficients. It is shown that closed loops of positive and negative solutions occur naturally for such problems and properties of these loops are investigated.
Introduction
In this paper we shall discuss the bifurcation diagrams associated with positive and negative solutions of the semilinear elliptic boundary value problem The case where m is a positive function and where the Neumann boundary conditions may be replaced by Dirichlet or Robin boundary conditions has long been a standard example in bifurcation theory. In this case it is well known that there is a unique principal eigenvalue and that this eigenvalue is simple. Hence a curve of non-sign-changing solutions bifurcates from this principal eigenvalue (see [8] ). Since the seminal paper of Rabinowitz [15] it is known that for more general abstract problems there exist continua of solutions bifurcating from eigenvalues of odd multiplicity such that the continuum satisfies one of the alternatives (i) the continuum is unbounded; (ii) the continuum joins up with a bifurcation point at another eigenvalue of the linearized problem.
Since there is a unique principal eigenvalue and the nodal behaviour of solutions of (1.1) is preserved along a continuum, it follows that (ii) cannot occur and so the continuum of positive solutions is unbounded. In [15] only algebraic examples are given in which alternative (ii) occurs.
However, when m changes sign, the linearized equation (1.2) may have two principal eigenvalues both of which are simple so that the results of [8] may be applied to give the existence of bifurcating curves of positive solutions at each of these eigenvalues and the possibility arises that alternative (ii) in the Rabinowitz global theorem occurs. Such results have been established in [4] [5] [6] [7] 14] . In particular an abstract theorem has been proved in [7] which gives sufficient conditions for two principal eigenvalues to be joined by a continuum of positive solutions.
In this paper our objective is to study the Neumann case, i.e., (1.1), where the bifurcation diagrams have some special features. In this case, see [12, 16] , λ = 0 is always a principal eigenvalue corresponding to a constant eigenfunction; if Ω m < 0, then there is also a positive principal eigenvalue λ In Section 2 we investigate the case where Ω m = 0. In this case there is always another principal eigenvalue in addition to λ = 0. We obtain both local results obtaining simple formulae for the direction of bifurcation of curves of positive and of negative solutions and discuss how the results of [7] can be applied to give the existence of continua of positive and negative solutions joining λ = 0 to the other principal eigenvalue in the bifurcation diagram.
In Section 3 we investigate local bifurcation in the case where m = 0. Now λ = 0 is the only principal eigenvalue and is no longer simple so that the Implicit Function Theorem techniques of Section 3 can no longer be applied. Using the Lyapunov-Schmidt technique we obtain conditions for bifurcation in this case.
In Section 5 we investigate global bifurcation in the case where m = 0 by approximating m by m = m − and using the results of Section 2 to investigate what happens as → 0. We show that under appropriate hypotheses there is a non-trivial continuum of positive solutions bifurcating from (0, 0) which can be well approximated by closed loops. Related results on the existence of loops of positive solutions joining a non-simple eigenvalue to itself and on the existence of isolas are proved by different methods in [5] and [7] for problems with Dirichlet boundary conditions with appropriate choices of parameters in the equations.
Our investigation in Section 5 uses the fact that a continuum of solutions of (1.1) can cut the λ = 0 axis only at solutions of
and in Section 4 we give proofs of the existence and non-existence of such solutions. Many of our results also hold for the case where u γ is replaced by |u| γ −1 u and γ is not restricted to be an integer. However, we confine our attention to the case of integer γ as in this case the positive and negative solutions may not correspond to each other and we are able to exploit the analyticity of the problem. In particular the analyticity enables us to apply the Lyapunov-Schmidt technique more easily.
Local and global bifurcation when m = 0
We now return to the study of (1.1) assuming the hypotheses listed at the start of the paper. In order to investigate the principal eigenvalues of the linearized problem (1.2) we consider for fixed λ the linear eigenvalue problem
which has principal eigenvalue μ(λ). Clearly λ is a principal eigenvalue of (1. (See Fig. 1.) We now discuss local bifurcation from λ 1 (m) where λ 1 (m) is a principal eigenvalue of (1.2) where Ω m = 0. Suppose that the corresponding eigenfunction is φ 1 > 0; when λ 1 (m) = 0 clearly φ 1 ≡ c is a constant function. 0) ) and so we may apply the Crandall-Rabinowitz theorem [8] on bifurcation from a simple eigenvalue. Thus bifurcation occurs at λ 1 (m) and there is a curve of bifurcating solutions given by
for − s where ψ : R → {u ∈ X: Ω muφ 1 = 0} and μ : R → R are smooth functions such that ψ(0) = 0 and μ(0) = 0. Since φ 1 does not change sign on Ω, neither does u(s) for small non-zero s and
Substituting into (1.1) gives
and so
Multiplying by φ 1 and integrating we obtain
Equation ( Moreover, it can be seen that when γ is even we have a transverse bifurcation and when γ is odd a pitchfork bifurcation.
Thus directions of local bifurcation can correspond to those shown in the bifurcation diagrams in Fig. 2 . We now discuss the global nature of the branches of positive solutions emanating from the principal eigenvalues. Roughly speaking, there are two possibilities-either the branch is unbounded or the branch joins up with the other principal eigenvalue.
Unboundedness can be ruled out when there exist appropriate a priori bounds for positive solutions of (1.1). It is well known [10] that there exist a priori bounds for positive solutions of
N −2 . In order to obtain similar results in the case where b is not positive everywhere it is necessary to place further restrictions on how b changes sign. Such results were first obtained in [2] and these have been strengthened in [1, 3, 4, 13] and [9] . Suppose Ω
. Following [9] we shall assume Note that Hypothesis (G) implies that b does not change sign on ∂Ω. Using the methods of [9] it can be proved that, if Ω satisfies Hypothesis (G), then there exists K > 0 such that if u is a positive solution of
where K depends only on Ω, b and q ∞ . It follows from standard bootstrapping arguments that there are also a priori bounds for u in the C 2+α norm. We now discuss a priori bounds in λ. Note that it is impossible to obtain such bounds without some restriction on the relationship between the sets where m and b change sign as if m = −b then (1.1) becomes Proof. Suppose that (1.1) has positive solution u. Then
It follows that the principal eigenvalue μ(λ) of the eigenvalue problem
is positive. This implies that we must have
where λ − 1b (m) and λ + 1b (m) denote the principal eigenvalues of
(Note that these eigenvalues exist because m changes sign on Ω + b .) Thus the proof is complete. 2
For negative solutions the above result holds when γ is odd and when γ is even the necessary hypothesis is that m changes sign on Ω − b . As in [7, Section 3] Eq. (1.1) can be expressed in operator form and then the abstract Theorem 1.1 of [7] can be applied to guarantee that there is a continuum of positive solutions joining the principal eigenvalues provided that the unboundedness of the continuum can be ruled out by appropriate a priori bounds. It is easy to see by using the substitution u = −v for γ even that a similar result holds for negative solutions. Thus whenever m = 0, m changes sign on both Ω Thus, when Ω m < 0, we obtain bifurcation diagrams such as those shown in Fig. 2 . These bifurcation diagrams are minimal in the sense that they indicate the appropriate directions of bifurcation at λ = 0 but otherwise have been drawn in as simple a manner as possible. Similar bifurcation diagrams comprising continua of solutions of constant sign joining λ = 0 with λ − 1 (m) can be obtained when Ω m > 0.
Local bifurcation when m = 0
When Ω m = 0, λ = 0 is the only principal eigenvalue of (1.2) and the hypotheses for the Crandall and Rabinowitz theorem are no longer satisfied. However we can use the LyapunovSchmidt technique to investigate how bifurcation occurs.
Suppose u ∈ X is a solution of (1.1). Then we may write u = α + v where α is a constant and
Then u = α + v is a solution of (1.1) if and only if
By projecting onto the subspace of constant functions and onto V we can see that (3.1) is equivalent to the following two equations
We may regard (3.3) as an operator equation
Clearly Straightforward calculations involving computing appropriate derivatives of (3.3) yield for some smooth function ψ . The function ψ is known as the bifurcation function; its zeros correspond to solutions of (3.1). We shall determine the nature of ψ by computing some of its lower order derivatives at (0, 0) and by using singularity theory to deduce that ψ may be transformed by a smooth change of variables into an appropriate polynomial. Hence we may deduce the nature of the bifurcation diagram for (1.1) close to (λ, u) = (0, 0).
We may compute the required derivatives of ψ at (0, 0) from the following derivatives of φ. We have
We first consider the case when γ = 2. Since φ αα = 2ψ α + αψ αα , we have ψ can be transformed using a smooth change of variables into the polynomial p(α, λ) = λ 2 + sgn( b)α (see [11] ), i.e., there exist smooth functions S(α, λ) and Λ(α, λ) such that
It follows that for fixed α the number of solutions of ψ(α, λ) = 0 is the same as the number of solutions of p(α, λ) = 0. Thus, if Ω b < 0, p(α, λ) = λ 2 − α and so ψ(α, λ) = 0 has 2 solutions when α > 0 (one solution with λ > 0 and one with λ < 0) and no solutions when α < 0. Hence, when Ω b < 0, (1.1) has small positive solutions but no small negative solutions and the bifurcation diagram is as in Fig 3(a) . Similarly, if Ω b > 0, (1.1) has small negative solutions but no small positive solutions when λ is close to 0 (see Fig. 3(b) ).
We now consider the case when γ = 3. We now have v αα (0, 0) = 0. Also φ α (0, 0) = φ αα (0, 0) = 0. Hence
Since ψ λ (0, 0) = ψ α (0, 0) = 0, ψ λλ (0, 0) > 0, ψ αα = 2 Ω b and ψ αλ (0, 0) = 0, it follows that in a neighbourhood of (0, 0) ψ can be transformed by a smooth change of variable into the polynomial p(α, λ) = λ 2 + sgn( Ω b)α 2 . Thus, when Ω b > 0, p(α, λ) = α 2 + λ 2 and so there are no non-zero solutions of p(α, λ) = 0. Hence, when Ω b > 0, (1.1) has no non-trivial small solutions and there is no bifurcation from λ = 0. When Ω b < 0, then p(α, λ) = λ 2 − α 2 and so p(α, λ) = 0 has a bifurcation diagram as in Fig. 3(c) . Thus (1.1) has non-trivial solutions of constant sign for λ both positive and negative.
Existence and non-existence results
It is clear from considering λ = 0 in Fig. 2(a) In this section we give direct proofs for results on the existence of positive and negative solutions suggested by the results of the previous section. These direct proofs hold under less restrictive hypotheses than those needed to establish the nature of the bifurcation diagrams.
We first investigate necessary conditions for the existence of positive and negative solutions. Proof. If u is a positive solution of (4.1) it follows easily from the maximum principle that
and the proof is complete. 2 If γ is even, then the proof above can be adapted to show that, if (4.1) has a negative solution, then we must have that Ω b > 0. On the other hand, if γ is odd and (4.1) has a negative solution u then (4.1) has a positive solution −u and so we must have that Ω b < 0.
We can use the mountain pass lemma to give an alternative proof of the existence of the positive and negative solutions suggested by the bifurcation diagrams. Proof. To prove the existence of positive solutions we consider the functional I :
We first prove that I has a minimum at 0, or, more precisely, that there exist δ, r > 0 such that I (u) > δ whenever u = r. Suppose that this is not true. Then there must exist a sequence
. We may assume without loss of generality that Thus there must exist δ, r > 0 such that I (u) δ whenever u = r. Moreover, choosing u 0 ∈ W 1,2 (Ω) such that the support of u 0 is contained in Ω + b so that Ω b|u 0 | γ +1 > 0, it is clear that I (tu 0 ) < 0 whenever t > 0 is sufficiently large. Thus I has mountain pass geometry. It is straightforward to check that I satisfies the Palais-Smale condition and so it follows from the mountain pass lemma that I has a non-zero critical point. Since I (u) = I (|u|), we may assume without loss of generality, replacing u by |u| if necessary, that u 0. This critical point is a positive solution of
and so of (4.1). We now consider the proof of (b). If γ is odd, −u is a solution of (4.1) whenever u is a solution. If γ is even, the result follows from the substitution v = −u where u is negative. 2
Global bifurcation when Ω m = 0
In this section we shall consider global bifurcation for the equation
where Ω m = 0. Since in this case appropriate non-degeneracy conditions were not satisfied when λ = 0 we had to use the Lyapunov-Schmidt technique to investigate local bifurcation (see Fig. 3 ). Moreover, we cannot study global bifurcation directly using results from [15] . Instead our approach uses approximating problems which do involve simple eigenvalues. We define m = m − for all > 0. Then, provided that is sufficiently small, m is a sign-changing function and Ω m < 0. Hence Thus, as we have transverse bifurcation when γ is even and pitchfork bifurcation when γ is odd, we obtain bifurcation diagrams as in Fig. 2 .
It is easy to see how each of the diagrams in Fig. 2 can approach the appropriate local bifurcation diagram in Fig. 3 as → 0. For example, in Fig. 2(a) the loop of negative solutions shrinks to the origin as → 0 leaving only the bifurcating curve of positive solutions. The loop of positive and negative solutions in Fig. 2(d) also shrinks to the origin as → 0 corresponding to the fact that there is no bifurcation from λ = 0 in this case.
We now investigate C + as → 0. Although it seems likely in Fig. 2(a) and (c) that C + approaches a closed loop joining the origin to itself as → 0, this seems difficult to establish. We can, however, prove that C + does not shrink to a point.
Recall that if {Σ n } is a sequence of sets then lim inf Σ n = {x: there exists a positive integer N 0 such that every neighbourhood of x intersects Σ n for n N 0 } and lim sup Σ n = {x: every neighbourhood of x intersects Σ n for infinitely many integers n}.
We shall use the following result from [17] : It follows from the results on a priori bounds that >0 C + is precompact in X. Clearly (0, 0) ∈ C + for all > 0 and so (0, 0) ∈ lim inf C + . Hence lim sup C + is non-empty, closed and connected.
Suppose Ω b < 0 so that (1.1) with m replaced by m has bifurcation diagrams as illustrated in Fig. 2(a) and (c) . We can eliminate the possibility that lim sup C + = {(0, 0)} in this case. Since C + joins (0, 0) and (λ 
