Abstract. We report on the formalisation and correctness proof of a model checker for the modal -calculus in Coq's constructive type theory. Using Coq's extraction mechanism we obtain an executable Caml program, which is added as a safe decision procedure to the system. An example illustrates its application in combination with deduction.
Introduction
There is an obvious advantage in combining theorem proving and model checking techniques for the veri cation of reactive systems. The expressiveness of the theorem prover's (often higher-order) logic can be used to accommodate a variety of program modelling and veri cation paradigms, so in nite state and parametrised designs can be veri ed. However, using a theorem prover is not transparent and may require a fair amount of expertise. On the other hand, model checking is transparent, but exponential in the number of concurrent components. Its application is thus limited to systems with small state spaces. A combination of the two techniques can therefore alleviate the problems inherent to each of them when used in isolation.
Such an integration pays o even more, when used in combination with reduction techniques which transform in nite state or parametrised systems into nite state ones, while preserving the properties of interest. These are often small enough to be amenable to model checking. Examples of such techniques are abstract interpretation 4, 11, 7] and inductive reasoning at the process level 23, 10] .
Various model checkers have already been integrated in theorem proving environments 20, 14, 8] . Common to all these cases is that the model checker is an external program that is invoked as needed and, most importantly, whose results are trusted. The question of the correctness of the model checker itself is rarely posed. In this paper, we take the position that this is an important question, whenever the proof environment we use should be highly reliable. This question gains even more importance in the context of provers based on intuitionistic type theory such as Coq 3], Alf 1] and Lego 12] , where explicit proof objects (i.e. -terms) are constructed during the proof. These proof objects are then veri ed by an inference engine implementing the basic proof rules. Since there are only a few rules and the correctness of any proof depends only on the correct implementation of these rules, these systems can be regarded as very reliable.
We see two possibilities for the integration of a model checker into such a framework: (1) we implement it as an external program that generates the necessary proof object and add it as a tactic to the system or (2) we prove the model checker itself formally correct and then consider it as a trusted decision procedure. In both approaches the proof system for the temporal or modal logic is implemented in the prover and is therefore available for deductive proofs.
The rst approach has been followed by Yu and Luo 24] , the work which is closest to ours. They have implemented a model checker for the modalcalculus for Lego in this way. While integrating very smoothly into the prover, this approach has the problem of being ine cient. The size of the generated proof objects grows linearly with the number of applications of proof rules. This generates large proof objects even for quite small examples. The second approach is more e cient, but integrates somewhat less smoothly into the proof environment, as the results produced by the model checker have to be introduced as (safe) axioms into the prover.
Our approach is a compromise between the two. We have formalised the modal -calculus, a speci cation of the model checker in 22] and proved it correct in Coq. Using Coq's program extraction mechanism our proof is then translated into an executable Caml program. Moreover, we also have the possibility to directly run the (proof of the) model checker in Coq itself and generate a proof object. We see our contribution as two-fold. Firstly, the speci cation and correctness proof of the model checker provides a case study in developing provably correct sequential (functional) programs. To the best of our knowledge, this is the rst formally veri ed model checker. Secondly, the formalisation of thecalculus can be used to prove properties of (possibly in nite) transition systems. For nite state systems, the model checker provides a useful decision procedure which relieves the user from tedious details of a proof. Reduction techniques can be used to reduce in nite state systems to nite state, which can then be proved automatically with the model checker. We illustrate this use with an example.
The outline of the rest of the paper is as follows. The next section gives an overview of the Coq system. Section 3 recalls the syntax and semantics of the modal -calculus. In section 4 we describe our formalisation of the modal -calculus, the proof system underlying the model checker and the correctness proof of the algorithm. Section 5 reports on an example illustrating the combination of deductive proof and automatic proof using the model checker. 8P : nat !Prop: (P O)!(8n: nat: (P n)!(P (S n)))!8n: nat: (P n)
The construct Cases : : : of : : : end de nes a function by case analysis; it may be combined with the Fixpoint construct to de ne primitive recursive functions. For instance, addition on natural numbers can be de ned by primitive recursion: Note that by emphasising the rst argument (named n), the system is able to verify that it becomes structurally smaller in each recursive call, thus guaranteeing its termination. In fact, this de nes the family of inductive predicates \n :", indexed by n: nat, to be greater or equal to n.
Example 3. Logical connectives can be de ned as non-recursive inductive types. The types of the constructors take the role of introduction rules, while the induction principle provides the elimination rule. As an example, we take existential quanti cation: Proof methods. There are two possibilities to prove a program speci cation. The rst one is to use the usual tactics and tacticals provided by Coq. Primitive recursive functions are constructed by structural induction on one of their arguments. More sophisticated pattern matching requires stating and proving specialised induction principles, which are then applied to obtain the desired control structure 19].
The idea of the second method is roughly to give the desired program to the system right from the beginning and then apply a special Program tactic which tries to synthesise the computational parts of the proof and generates the logical lemmas necessary to complete the proof. This is the inverse to the extraction process. However, as extraction is not invertible, the raw F ind ! program is not su cient and the tactic needs some hints which are given by annotating the program with speci cations 15]. Such annotated programs are called realizers and the language of realizers is called Real. 
Fixed points
Assume an arbitrary type U. Then According to Tarski's theorem, these two operators de ne the least and greatest xed points of F, respectively, as is easily proved in Coq. The next ingredient is Winskel's reduction lemma, which forms the basis for the model checker: Theorem Reduction lemma :
(Included P (nu F)) $ (Included P (F (nu S : EnsU]Union P (F S)))): It states that a set P is contained in the greatest xed point of a monotone function exactly if it is contained in a certain kind of unfolding of that xed point, where P is added to F under the xed point operator.
-calculus syntax and semantics
Our development of the model checker will be parametrised by a labelled transition system. We assume that the set of states is nite and that we have a 
In order to improve readability, we will use the usual notation ] instead of (subst ). In subst, the cases of the xed point operators use 'lift' to push substitution inside, i.e. we have ( l ) ] = ( l ( * ( )])). The 'cons' operator is useful in unfolding xed point formulas: (Nu l ) id] corresponds to the unfolding of (Nu l ). With these de nitions, we can prove:
The next lemma establishes a standard semantical correspondence between substitution and environment. It is proved is by structural induction on . We call the proposition (sat s ) a correctness assertion and write it as s j = .
In Coq, we can prove the following lemma:
Lemma 5 Proof. Items (1)- (5) follow directly from the semantic de nition. For (6), we need the Reduction and Substitution Lemmas. In the case of the least xed point, a dual version of the Reduction Lemma is used.
u t
These equivalences, when cast into proof rules, can be used to establish properties of arbitrary (possibly in nite state) transition systems deductively.
The algorithm
In this section, we describe the speci cation and correctness proof of We apply Lemma 5 in order to gradually transform the decision problem into (boolean combinations of) simpler ones. The xed point operators are dealt with by unfolding them while adding the current state to the tag, whenever it is not already there. In cases 1-4 there is a structural reduction in going from left to right. Case 5 provides the base. In case 6 the reduction is less obvious. This means that the correctness proof will proceed by well-founded induction. However, the proof also requires that we extend our speci cation to arbitrary formulas, be they open or closed. This leads to the following generalised speci cation MuChk (1) The proof proceeds by case analysis on the form of , which generates eight subgoals, one for each constructor of MuForm. We pick out the case of the greatest xed point which we state as the lemma: show that the behaviour of the protocol is independent of the size of the bu er.
Theorem 12. For all n 1: Spec P n .
Proof. The proof is decomposed into the following two steps:
1. nd a network invariant J such that for all n 1: J B n 2. verify that Spec (E j J)nfin; outg
The result then follows from Theorem 10 and Lemma 9, a fact which is proved by deduction in Coq. We de ne J def = in:J 0 and J 0 def = out:J + in: ?.
Step (1) is proved by an implicit induction on n: (a) J B (base case) (b) J B k J (inductive step). Both these steps can be proved with the model checker, by using the characteristic formula . That (a) and (b) imply (1) is proved \by hand" in Coq.
Step (2) can be delegated to the model checker as well.
u t
As any property, expressed in a version of the modal -calculus with weak modalities only, is preserved by weak bisimulation equivalence, we can verify it on the speci cation Spec and conclude that it also holds for each of the P n .
