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Abstract
We consider spherically symmetric motions of a polytropic gas under
the self-gravitation governed by the Euler-Poisson equations. The adia-
batic exponent (= the ratio of the specific heats ) γ is assumed to satisfy
6/5 < γ ≤ 2. Then there are equilibria touching the vacuum with fi-
nite radii, and the linearized equation around one of the equilibria has
time-periodic solutions. To justify the linearization, we should construct
true solutions for which this time-periodic solution plus the equilibrium is
the first approximation. We solve this problem by the Nash-Moser theo-
rem. The result will realize the so-called physical vacuum boundary. But
the present study restricts γ to the case in which γ/(γ − 1) is an integer.
Other cases are reserved to the future as an open problem. The time-local
existence of smooth solutions to the Cauchy problems is also dicussed.
Key Words and Phrases. Euler-Poisson equations, Spherically sym-
metric solutions, Vacuum boundary, Nash-Moser theorem
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1 Introduction
We consider spherically symmetric motions of a gaseous star governed by the
Euler-Poisson equations:
∂ρ
∂t
+ u
∂ρ
∂r
+ ρ
∂u
∂r
+
2
r
ρu = 0,
ρ
(∂u
∂t
+ u
∂u
∂r
)
+
∂P
∂r
= −ρ∂Φ
∂r
(0 < t, 0 < r),
1
r2
∂
∂r
(
r2
∂Φ
∂r
)
= 4πg0ρ. (1)
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Here ρ is the density, u the velocity, P the pressure, Φ the gravitational potential,
and g0 is the gravitational constant. In this work we assume
P = Aργ , (2)
where A and γ are positive constants, and we assume 1 < γ ≤ 2.
Introducing the mass
m := 4π
∫ r
0
ρ(t, r′)r′2dr′,
we can write the equations as
∂ρ
∂t
+ u
∂ρ
∂r
+ ρ
∂u
∂r
+
2
r
ρu = 0,
ρ
(∂u
∂t
+ u
∂u
∂r
)
+
∂P
∂r
= −g0 ρm
r2
. (3)
On the other hand, equilibria for the equations (1) are governed by the
ordinary differential equation
− 1
r2
d
dr
(r2
ρ
dP
dr
)
= 4πg0ρ.
In order to normalize this equation, we put
ρ = ρcθ
1
γ−1
and
r = ρ
γ−2
2
c K
−1/2ξ with K :=
4πg0(γ − 1)
Aγ
,
where ρc is an arbitrary positive number, say, the central density. Then the
equation for equilibria turns out to be
1
ξ2
d
dξ
ξ2
dθ
dξ
+ θ
1
γ−1 = 0,
which is called the ‘Lane-Emden equation’. The solution θ(ξ) of the equation
such that
θ|ξ=0 = 1, dθ
dξ
∣∣∣
ξ=0
= 0
is called the ‘Lane-Emden function of polytropic index 1γ−1 ’. It is known that
if and only if 6/5 < γ there is a finite ξ1 such that θ(ξ) > 0 for 0 ≤ ξ < ξ1 and
θ(ξ1) = 0, and the radius R and the total mass
M := 4π
∫ R
0
ρ(r)r2dr
2
of the equilibrium ρ(r) are given by
R = ρ
γ−2
2
c K
−1/2ξ1, and M = 4πρ
3γ−4
2
c K
−3/2
(
− ξ2 dθ
dξ
)
ξ=ξ1
.
A numerical table of ξ1, (−ξ2dθ/dξ)ξ=ξ1 for various γ can be found in [2, p.96].
Anyway we have
Lemma 1 Assume 6/5 < γ ≤ 2. For any positive number ρc given, there is an
equilibrium ρ = ρ¯(r) with positive numbers R, ρ1 such that ρ¯(r) is positive and
analytic in 0 < r < R and
ρ¯(r) = ρc(1 + [r
2]1) as r → 0,
ρ¯(r) = ρ1(R− r)
1
γ−1 (1 + [R− r, (R − r) γγ−1 ]1) as r → R− 0.
Notational Remark Here and hereafter [X ]q denotes a power series of the
form
∑
j≥q ajX
j with positive radius of convergence, and [X,Y ]q a convergent
power series of the form
∑
j+k≥q ajkX
jY k.
For a proof of Lemma 1, see, e.g., [10], and [13, Chapter V] or [24, Chapter
IX] and Appendix 1.
Remark In the expansion of ρ¯(r) as r → R, the terms including
(R−r) γγ−1 actually appear if γ
γ − 1 is not an integer. Let us prove it. Otherwise
we would have
ρ¯(r) = ρ1(R− r)
1
γ−1 (1 + [R− r]1)
and the function
U(r) := ρ¯(r)γ−1 = ργ−11 (R − r)(1 + [R− r]1)
would be analytic at r = R. Now U satisfies
−d
2U
dr2
− 2
r
dU
dr
= KU
1
γ−1 , K :=
4πg0(γ − 1)
Aγ
.
Since U is analytic, the left-hand side is analytic, and so, the right-hand side
Kρ1(R− r)
1
γ−1 (1 + [R− r]1)
would be analytic at r = R. Then
1
γ − 1 shoud be an integer. This contradicts
to that
γ
γ − 1 =
1
γ − 1 + 1 is not an integer.
In fact we can find that, if
γ
γ − 1 6∈ N, then
ρ¯γ−1 = U = C(R − r)
(
1 +
+
1
R
(R− r) − (γ − 1)
2KC
2−γ
γ−1
γ(2γ − 1) (R − r)
γ
γ−1 + [R− r, (R − r) γγ−1 ]2
)
3
and
1
ρ¯
dP¯
dr
=
Aγ
γ − 1
dU
dr
= − Aγ
γ − 1C
(
1 +
2
R
(R− r) +
− (γ − 1)KC
2−γ
γ−1
γ
(R− r) γγ−1 + [R− r, (R − r) γγ−1 ]2
)
,
where C = ργ−11 and P¯ (r) = Aρ¯(r)
γ .
• In the following discussion we assume that 6/5 < γ ≤ 2 and we fix an
equilibrium ρ¯(r) with the properties in the above Lemma.
We are going to construct solutions around this fixed equilibrium.
Here let us glance at the history of researches of this problem.
Of course there were a lot of works on the Cauchy problem to the compress-
ible Euler equations. But there were gaps if we consider density distributions
which contain vacuum regions.
As for local-in-time existence of smooth density with compact support, [17]
treated the problem under the assumption that the initial density is non-negative
and the initial value of
ω :=
2
√
Aγ
γ − 1 ρ
γ−1
2
is smooth, too. By the variables (ω, u) the equations are symmetrizable con-
tinuously including the region of vacuum. Hence the theory of quasi-linear
symmetric hyperbolic systems can be applied. However, since
ω ∝
(1
r
− 1
R
) 1
2 ∼ Const.(R− r) 12 as r → R− 0
for equilibria, ω is not smooth at the boundary r = R with the vacuum. Hence
the class of solutions considered in [17] cannot cover equilibria. ( See [18] for
the discussion on non-isentropic cases. The situation is similar.)
On the other hand, possibly discontinuous weak solutions with compactly
supported density can be constructed. The article [20] gave local-in-time exis-
tence of bounded weak solutions under the assumption that the initial density
is bounded and non-negative, provided that the gas is confined to the domain
outside a solid ball. The proof by the compensated compactness method is due
to [19], and [5]. Of course the class of weak solutions can cover equilibria, but
the concrete structures of solutions were not so clear.
Therefore we wish to construct solutions whose regularities are weaker than
solutions with smooth ω and stronger than possibly discontinuous weak solu-
tions. The present result is an answer to this wish. More concretely speak-
ing, the solution (ρ(t, r), u(t, r)) constructed in this article should be contin-
uous on 0 ≤ t ≤ T, 0 ≤ r < ∞ and there should be found a continuous
curve r = RF (t), 0 ≤ t ≤ T, such that |RF (t) − R| ≪ 1, ρ(t, r) > 0 for
4
0 ≤ t ≤ T, 0 ≤ r < RF (t) and ρ(t, r) = 0 for 0 ≤ t ≤ T,RF (t) ≤ r < ∞.
The curve r = RF (t) is the free boundary at which the density touches the
vacuum. It will be shown that the solution satisfies
ρ(t, r) = C(t)(RF (t)− r)
1
γ−1 (1 +O(RF (t)− r))
as r → RF (t) − 0. Here C(t) is positive and smooth in t. This situation
is “physical vacuum boundary” so-called by [9] and [4]. This concept can be
traced back to [15], [16], [25]. Of course this singularity is just that of equilibria.
Since the major difficulty comes from the free boundary touching the vac-
uum, which moves along time. So, we take the Lagrangian mass coordinate m
as the independent variable instead of r. Then we can write the equations as
∂ρ
∂t
+ 4πρ2(r2u)m = 0,
∂u
∂t
+ 4πr2Pm = −g0m
r2
,
r =
( 3
4π
∫ m
0
dm
ρ
)1/3
.
Since
∂r
∂t
= u,
∂r
∂m
=
1
4πρr2
,
the equations are reduced to the single second order equation
rtt + 4πr
2Pm = −g0m
r2
, (4)
where
P = A
(
4πr2
∂r
∂m
)−γ
.
Now we derive the equation for the perturbation y defined by
r(t,m) = r¯(m)(1 + y(t, r¯(m))). (5)
Here m 7→ r¯(m) is the function of the Lagrangian mass variable m associated
with the fixed equilibrium. In other words, it is the inverse function of
r¯ 7→ m = 4π
∫ r¯
0
ρ¯(r′)r′2dr′.
Keeping in mind
∂r
∂m
=
∂r¯
∂m
(
1 + y +
r¯
r¯m
∂y
∂m
)
,
we have
P = P¯
(
1−G(y, r¯
r¯m
∂y
∂m
)
)
.
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Here G(y, v) = 3γy + γv + [y, v]2 is defined by
(1 + y)−2γ(1 + y + v)−γ = 1−G(y, v).
Then the equation is reduced to
r¯ytt +
1
ρ¯
(1 + y)2
∂
∂r¯
(
P¯
(
1−G(y, r¯ ∂y
∂r¯
)
))
+ g0
m
r¯2(1 + y)2
= 0,
where we have used
∂
∂m
= r¯m
∂
∂r¯
=
1
4πρ¯r¯2
∂
∂r¯
.
We note that the equilibrium satisfies
1
ρ¯
∂P¯
∂r¯
+ g0
m
r¯2
= 0.
Let us introduce H(y) = 4y + [y]2 by
H(y) = (1 + y)2 − 1
(1 + y)2
.
Then the equation can be written as
∂2y
∂t2
− 1
ρr
(1 + y)2
∂
∂r
(
PG(y, r
∂y
∂r
)
)
+
1
ρr
dP
dr
H(y) = 0. (6)
Here we have used the abbreviations r, ρ, P, dPdr instead of r¯, ρ¯, P¯ ,
dP¯
dr¯ . We
consider this nonlinear wave equation.
It is easy to verify by a scale transformation of variables that we can assume
that A = 1/γ so that P = ργ/γ without loss of generality. Hence we assume so.
Here let us propose the main goal of this study roughly. Let us fix an arbi-
trarily large positive number T . Then, under the condition that γ/(γ− 1) is an
integer, we have
Main Goal For sufficiently small ε > 0 there is a solution y = y(t, r; ε) of
(6) in C2([0, T ]× [0, R]) such that
y(t, r; ε) = εy1(t, r) +O(ε
2).
The same estimates O(ε2) hold between the higher order derivatives of y and εy1.
Here y1(t, r) is a time-periodic function specified in Section 2, which is of
the form
y1(t, r) = sin(
√
λt+ θ0) · Φ(r),
where λ is a positive number, θ0 a constant, and Φ(r) is an analytic function of
0 ≤ r ≤ R.
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Once the solution y(t, r; ε) is given, then the corresponding motion of gas
particles can be expressed by the Lagrangian coordinate as
r(t,m) = r¯(m)(1 + y(t, r¯(m); ε))
= r¯(m)(1 + εy1(t, r¯(m)) +O(ε
2)).
The curve r = RF (t) of the free vacuum boundary is given by
RF (t) = r(t,M) = R(1 + ε sin(
√
λt+ θ0)Φ(R) +O(ε
2)).
The free boundary RF (t) oscillates around R with time-period 2π/
√
λ approxi-
mately.
The solution (ρ, u) of the original problem (1)(2) is given by
ρ = ρ¯(r¯)
(
(1 + y)2
(
1 + y + r¯
∂y
∂r¯
))−1
, u = r¯
∂y
∂t
implicitly by
r¯ = r¯(m), y = y(t, r¯(m); ε)
∂y
∂r¯
= ∂ry(t, r¯(m); ε),
∂y
∂t
= ∂ty(t, r¯(m); ε),
where m = m(t, r) for 0 ≤ r ≤ RF (t). Here r 7→ m = m(t, r) is given as the
inverse function of the function
m 7→ r = r(t,m) = r¯(m)(1 + y(t, r¯(m); ε)).
We note that
RF (t)− r(t,m) = R(1 + y(t, R; ε))− r¯(m)(1 + y(t, r¯(m); ε))
implies
1
κ
(R− r¯) ≤ RF (t)− r ≤ κ(R− r¯)
with 0 < κ− 1≪ 1, since |y|+ |∂ry| ≤ εC. Therefore
y(t, r¯(m); ε) = y(t, R; ε) +O(RF (t)− r(t,m)),
and so on. Hence we get the “physical vacuum boundary”, that is, the cor-
responding density distribution ρ = ρ(t, r), where r denotes the original Euler
coordinate, satisfies
ρ(t, r) > 0 for 0 ≤ r < RF (t), ρ(t, r) = 0 for RF (t) ≤ r,
and, since y(t, r) is smooth on 0 ≤ r ≤ R, we have
ρ(t, r) = C(t)(RF (t)− r)
1
γ−1 (1 +O(RF (t)− r))
as r→ RF (t)− 0. Here C(t) is positive and smooth in t.
7
2 Analysis of the linearized equation
The linearized equation is
∂2y
∂t2
+ Ly = 0, (7)
Ly := − 1
ρr
∂
∂r
(
P
(
3γy + γr
∂y
∂r
))
+
1
ρr
dP
dr
· (4y)
= − 1
ρr4
∂
∂r
(
γr4P
∂y
∂r
)
+
1
ρr
(4− 3γ)dP
dr
y, (8)
and the associated eigenvalue problem is Ly = λy.
This eigenvalue problem was first wrote down in [6, p.10, (12)](1918). But
the spectral property of the operator, whose coefficients are singular, had been
long believed as a Sturm-Liouville type without proof. A mathematically rigor-
ous discussion was first done by [1](1995). The essential point is as follows.
Let us use the Liouville transformation:
ξ :=
∫ r
0
√
ρ
γP
dr, η := r2(γPρ)
1
4 y.
Through this transformation the equation
Ly = λy + f
turns out to be the standard form
−d
2η
dξ2
+ qη = λη + fˆ ,
where
q =
γP
ρ
( 2
r2
+
(7− 3γ
2
+
1 + γ
4
rmr
m
) 1
rρ
dρ
dr
+
(γ + 1)(3− γ)
16
(1
ρ
dρ
dr
)2)
,
fˆ = r2(γPρ)
1
4 f.
The variable ξ runs on the interval (0, ξ+), where
ξ+ :=
∫ R
0
√
ρ
γP
dr <∞.
Since
ξ ∼
√
ρc
γPc
r as r → 0,
we see
q ∼ γPc
ρc
2
r2
∼ 2
ξ2
as ξ → 0.
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Since
1
ρ
dρ
dr
∼ − 1
γ − 1(R − r)
−1,
γP
ρ
∼ ργ−11 (R − r) as r→ R,
and
R− r ∼ 1
4
ργ−11 (ξ+ − ξ)2 as ξ → ξ+,
we see
q ∼ γP
ρ
(γ + 1)(3− γ)
16
(1
ρ
dρ
dr
)2
∼ 1
4
(1 + γ)(3− γ)
(γ − 1)2
1
(ξ+ − ξ)2
as ξ → ξ+. It follows from 1 < γ < 2 that
1
4
(1 + γ)(3− γ)
(γ − 1)2 >
3
4
.
Of course q is bounded from below, but it is difficult to know whether its
minimum is positive or not. Anyway, the both boundary points ξ = 0, ξ+ are
of limit point type, provided that 1 < γ < 2. See, e.g., [22, p.159, Theorem
X.10]. The exceptional case γ = 2 will be discussed later. See the discussion
after Lemma 2 below. Hence we have the following conclusion:
Proposition 1 The operator T0,D(T0) = C∞0 (0, ξ+),T0η = −ηξξ + qη, in
L2(0, ξ+) has the Friedrichs extension T, a self-adjoint operator, whose spec-
trum consists of simple eigenvalues λ1 < · · · < λn < λn+1 < · · · → +∞. In
other words, the operator S0,D(S0) = C∞0 (0, R),S0y = Ly in L2((0, R), r4ρdr)
has the Friedrichs extension S, a self-adjoint operator with eigenvalues (λn)n.
The domain D(T) of the Firedrichs extension T is, by definition,
D(T) = {η ∈ L2(0, ξ+) | ∃φn ∈ C∞0 (0, ξ+), Q[φm − φn]→ 0
as m,n→∞, φn → η in L2(0, ξ+)
and − ηξξ + qη ∈ L2(0, ξ+) in distribution sense},
where
Q[φ] :=
∫ ξ+
0
(∣∣∣dφ
dξ
∣∣∣2 + (q + c)|φ|2)dξ,
and c is a constant > |min q|. But D(T) is characterized as follows:
D(T) = {η ∈ C[0, ξ+] | η(0) = η(ξ+) = 0, −ηξξ + qη ∈ L2(0, ξ+)}.
Let us prove it, denoting by M the right-hand side. Let η ∈ D(T). Then
there are φn ∈ C∞0 (0, ξ+) such that φn → η in L2 and Q[φm − φn]→ 0. Since
|φm(ξ)− φn(ξ)| ≤
√
ξ
(∫ ξ
0
((φm − φn)ξ)2dξ
)1/2
≤
√
ξ(Q[φm − φn])1/2 → 0,
9
we have φn → η uniformly on [0, ξ+]. Hence η ∈ C[0, ξ+] and η(0) = 0. Similarly
η(ξ+) = 0. Thus D(T) ⊂ M . Let η ∈ M . Put f := −ηξξ + qη ∈ L2. Then
−ηξξ + (q + c)η = g := f + cη ∈ L2. Since 0 belongs to the resolvent set of
T + c, we have v := (T + c)−1g ∈ D(T). Hence w := η − v ∈ C[0, ξ+] and
w(0) = w(ξ+) = 0,−wξξ + (q + c)w = 0, for D(T) ⊂ M . Using q + c > 0, we
can deduce that w ≡ 0 and η = v ∈ D(T), that is, M ⊂ D(T). (In fact, if w did
not vanish identically, there would exist a ∈ (0, ξ+) such that Dw(a) = 0 and
w(a) 6= 0. If w(a) > 0, then
Dw(ξ) =
∫ ξ
a
D2w(ξ′)dξ′ =
∫ ξ
a
(q + c)w(ξ′)dξ′
implies Dw(ξ) > 0 for a < ξ < ξ+ and it contradicts to w(ξ+) = 0. If w(a) < 0,
then
Dw(ξ) = −
∫ a
ξ
(q + c)w(ξ′)dξ′
implies Dw(ξ) > 0 for 0 < ξ < a and it contradicts to w(0) = 0.) 
Although it is not easy to judge the signature of min q, we have
Proposition 2 ([14],1997) If and only if 4/3 < γ ≤ 2, the least eigenvalue λ1
is positive.
Proof The function y ≡ 1 satisfies
Ly = 1
ρr
(4 − 3γ)dP
dr
=: f > 0.
Let us consider the corresponding function
η1 = r
2(γPρ)
1
4
through the Liouville transformation. It is easy to show that η1 and dη1/dξ
vanish at ξ = 0, ξ+ and η1 ∈ D(T). Let φ1(ξ) be the eigenfunction of −d2/dξ2+q
associated with the least eigenvalue λ1. We can assume φ1(ξ) > 0 for 0 < ξ < ξ+
and φ1 and dφ1/dξ vanishes at ξ = 0, ξ+. Then the integration by parts gives
λ1
∫ ξ+
0
φ1η1dξ =
∫ ξ+
0
φ1(−η1,ξξ + qη1)dξ.
Since
−η1,ξξ + qη1 = fˆ = r(γP ) 14 ρ− 34 (4− 3γ)dP
dr
and dPdr < 0, we have the assertion. 
Remark Assume that 3/4 < γ ≤ 2. Then the least eigenvalue, which is
positive, is given by the variational formula
λ1 = min
(Ly|y)X
‖y‖2
X
,
10
where X = L2((0, R), ρr4dr)) endowed with (u|v)X =
∫ R
0
uvρr4dr. From this
we can deduce the following Ritter-Eddington’s law of the period-density rela-
tion: Let us consider equilibria ρ(r) with ρ(0) = ρc and the corresponding least
eigenvalue λ1 or the “period” Π := 2π/
√
λ1; then Π
√
ρc is a constant depending
only upon g0, A, γ.
In fact we can consider the one parameter family of equilibria
ρ(r) = ρκ(r) := κ
2
γ−2 ρ¯(r/κ)
which has radius R = κR¯ ∝ κ and the central density ρc = κ
2
γ−2 ρ¯c ∝ κ
2
γ−2 .
Here ρ¯ is a fixed equilibrium with radius R¯ and central density ρ¯c. Then
it is easy to see that (Ly|y)X = κ
5γ−6
γ−2 (L¯yκ|yκ)X¯, where yκ(r¯) = y(κr¯) and
X¯ = L2((0, R¯), ρ¯r¯4dr¯), and ‖y‖2
X
= κ
5γ−8
γ−2 ‖yκ‖2X¯. Hence we have λ1 ∝ κ
2
γ−2 ∝ ρc.
This completes the proof. ( Note that the mean density M/(4πR3/3) ∝ κ 2γ−2 ∝
the central density ρc.) This fact was stated in [6, p. 15], as a result that the
pulsation theory conforms with observation of variable stars. As for the priority
of A. Ritter (1879), see [23].
Let us introduce the variable x defined by
x :=
tan2 θ
1 + tan2 θ
, θ :=
κξ
2
=
κ
2
∫ r
0
√
ρ
γP
dr, (9)
where κ = π/ξ+. Then x runs over the interval [0, 1] while r runs over [0, 1],
and
dx
dr
= κ
√
x(1 − x)
√
ρ
γP
= κ
√
x(1 − x)ρ−γ+12 .
Since
d
dr
= κ
√
x(1− x)ρ−γ+12 d
dx
,
d2
dr2
= κ2x(1 − x)ρ−γ+1 d
2
dx2
+
+
(1
2
κ2(1 − 2x)ρ−γ+1 + −γ + 1
2
κ
√
x(1 − x)ρ−γ−12 dρ
dr
) d
dx
,
we have
κ−2Ly = −x(1 − x)d
2y
dx2
+
−
(1
2
(1− 2x) + γ + 1
2
1
κ
√
x(1 − x)ρ γ−32 dρ
dr
+
4
r
1
κ
√
x(1 − x)ρ γ−12
)dy
dx
+
+
1
κ2
ργ−2
r
dρ
dr
(4 − 3γ)y.
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As r → 0(x→ 0) we have
x =
κ2
4
ρ−γ+1c r
2(1 + [r2]1),
r =
2
κ
ρ
γ−1
2
c
√
x(1 + [x]1),
dρ
dr
= r[r2]0,
4
r
1
κ
√
x(1 − x)ρ γ−12 = 2 + [x]1.
Then it follows that
κ−2Ly = −x(1− x)d
2y
dx2
−
(5
2
+ [x]1
)dy
dx
+ [x]0y.
On the other hand, as r → R(x→ 1), we have
1− x = κ2ρ−γ+11 (R − r)(1 + [R− r, (R − r)
γ
γ−1 ]1),
R− r = 1
κ2
ργ−11 (1 − x)(1 + [1− x, (1− x)
γ
γ−1 ]1),
dρ
dr
= − ρ1
γ − 1(R− r)
2−γ
γ−1 (1 + [R− r, (R − r) γγ−1 ]1).
Then it follows that
κ−2Ly = −x(1− x)d
2y
dx2
+
+
( γ
γ − 1 + [1− x, (1 − x)
γ
γ−1 ]1
)dy
dx
+ [1− x, (1− x) γγ−1 ]0y.
Changing the scale of t, we can and shall assume that κ = 1 without loss of
generality.
Summing up, we have:
Proposition 3 We can write
Ly = −x(1 − x)d
2y
dx2
−
(5
2
(1− x)− N
2
x
)dy
dx
+ L1(x)
dy
dx
+ L0(x)y, (10)
where
L1(x) =
{
[x]1 as x→ +0
[1− x, (1− x)N2 ]1 as x→ 1− 0,
L0(x) =
{
[x]0 as x→ +0
[1− x, (1− x)N2 ]0 as x→ 1− 0
12
Here N is the parameter defined by
N =
2γ
γ − 1 ⇔ γ = 1 +
2
N − 2 . (11)
Now let us fix a positive eigenvalue λ = λn and an associated eigenfunction
Φ(r) of L. Then
y1(t, r) = sin(
√
λt+ θ0)Φ(r)
is a time-periodic solution of the linearized problem.
Moreover we can claim
Proposition 4 We have
Φ(r) = C0(1 + [r
2]1) as r → 0,
= C0(1 + [x]1) as x→ 0
and
Φ(r) = C1(1 + [R− r, (R − r)
γ
γ−1 ]1) as r → R,
= C1(1 + [1− x, (1− x)N2 ]1) as x→ 1
Here C0 and C1 are non-zero constants. Other independent solutions of Ly = λy
do not belong to L2(r4ρdr) at r ∼ R.
To prove this, we use the following lemma:
Lemma 2 Let us consider the equation
z
d2y
dz2
+ b(z, za)
dy
dz
= c(z, za)y,
where
b(z, za) = a+ [z, za]1, c(z, z
a) = [z, za]0,
and let the positive number a satisfy a ≥ 2. Then 1) there is a solution y1 of
the form
y1 = 1 + [z, z
a]1,
and 2) there is a solution y2 of the form
y2 = z
−a+1(1 + [z, za]1)
provided a 6∈ N, or
y2 = z
−a+1(1 + [z, za]1) + hy1 log z
provided a ∈ N. Here h is a constant which can vanish in some cases.
For a proof, see [3, Chapter 4].
We apply this lemma for a = γ/(γ − 1) = N/2(≥ 2) and z = 1 − x. Even
if N = 4(γ = 2), y2 ∼ z−N2 +1 does not belong to L2(r4ρdr) = L2(x3/2(1 −
x)N/2−1dx), and the boundary point r = R is of the limit point type.
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3 Statement of the main result
We rewrite the equation (6) by using the linearized operator L defined by (8)
as
∂2y
∂t2
+
(
1 +GI
(
y, r
∂y
∂r
))
Ly +GII
(
r, y, r
∂y
∂r
)
= 0, (12)
where
GI(y, v) = (1 + y)
2
(
1 +
1
γ
∂vG2(y, v)
)
− 1,
GII(r, y, v) =
P
ρr2
GII0(y, v) +
1
ρr
dP
dr
GII1(y, v),
GII0(y, v) = (1 + y)
2(3∂vG2 − ∂yG2)v
= −2γ(1 + y)−2γ+1(1 + y + v)−γ−1v2,
GII1(y, v) =
(1 + y)2
γ
∂vG2 · ((−4 + 3γ)y + γv) +
+H − 4y(1 + y)2 − (1 + y)2G2.
Here
G2(y, v) := G(y, v)− (3γy + γv) = [y, v]2,
∂vG2 :=
∂
∂v
G2 =
∂G
∂v
− γ = [y, v]1.
We have fixed a solution y1 of the linearized equation ytt + Ly = 0, and we
seek a solution y of (6) or (12) of the form
y = εy1 + εw,
where ε is a small positive parameter. Then the equation which w should satisfy
turns out to be
∂2w
∂t2
+
(
1 + εa
(
t, r, w, r
∂w
∂r
, ε
))
Lw + εb
(
t, r, w, r
∂w
∂r
, ε
)
=
= εc(t, r, ε), (13)
where
a(t, r, w,Ω, ε) = ε−1GI(εy1 + εw, εv1 + εΩ),
b(t, r, w,Ω, ε) = −(FI + FII) + (FI + FII)
∣∣∣
w=Ω=0
c(t, r, ε) = (FI + FII)
∣∣∣
w=Ω=0
.
Here v1 stands for r∂y1/∂r and
FI := −ε−1GI(εy1 + εw, εv1 + εΩ)Ly1,
FII := −ε−2GII(r, εy1 + εw, εv1 + εΩ).
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It follows from Proposition 4 that a, b, c are smooth functions of t, x, (1 −
x)N/2, w and ∂w/∂x. Here and hereafter x denotes the variable defined by
(9), which is equivalently used instead of r.
Then the main result of this study can be stated as follows:
Theorem 1 Assume that 6/5 < γ ≤ 2(⇔ 4 ≤ N < 12) and that γ
γ − 1(=
N
2
)
is an integer, that is, γ is either 2, 3/2, 4/3 or 5/4. Then for any given T > 0
there is a sufficiently small positive ε0 = ε0(T ) such that, for |ε| ≤ ε0, there is
a solution w ∈ C∞([0, T ]× [0, R]) of (13) such that
sup
j+k≤n
∥∥∥( ∂
∂t
)j( ∂
∂r
)k
w
∥∥∥
L∞([0,T ]×[0,R])
≤ Cnε,
or a solution y ∈ C∞([0, T ]× [0, R]) of (6) or (12) of the form
y(t, r) = εy1(t, r) +O(ε
2),
or a motion which can be expressed by the Lagrangian coordinates as
r(t,m) = r¯(m)(1 + εy1(t, r¯(m)) +O(ε
2))
for 0 ≤ t ≤ T, 0 ≤ m ≤M .
Our task is to find the inverse image P−1(εc) of the nonlinear mapping P
defined by
P(w) :=
∂2w
∂t2
+ (1 + εa)Lw + εb. (14)
Note P(0) = 0. It requires a property of the Fre´chet derivative of P:
DP(w)h = htt + (1 + εa1)Lh+ εa20h+ εa21rhr, (15)
where
a1(t, r) = a
(
t, r, w, r
∂w
∂r
, ε
)
,
a20(t, r) =
∂a
∂w
Lw + ∂b
∂w
,
a21(t, r) =
∂a
∂Ω
Lw + ∂b
∂Ω
.
Here Ω is the dummy of r∂w/∂r. We shall use the following observation:
Proposition 5 We have
a21 =
γP
ρ
(1+y)−2γ+2(1+y+v)−γ−2
(
(γ+1)
∂2Y
∂r2
+
4γ
r
∂Y
∂r
+
2ε(γ − 1)
1 + y
(∂Y
∂r
)2)
,
where
Y = y1 + w, y = εY, v = r
∂y
∂r
= εr
∂Y
∂r
.
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Proof Since
∂a
∂Ω
=
∂GI
∂v
=
(1 + y)2
γ
∂2vG2,
∂b
∂Ω
=
∂GI
∂v
Ly1 + ε−1 ∂GII
∂v
,
we have
εa21 = −(∂vGI)γP
ρ
(∂2y
∂r2
+
4
r
∂y
∂r
)
+
P
ρr2
∂vGII0 +
1
ρr
dP
dr
[U ],
where
[U ] = −(∂vGI)((3γ − 4)y + γv) + ∂vGII1.
Since
∂vGI =
(1 + y)2
γ
∂2vG2, ∂vGII1 =
(1 + y)2
γ
∂2vG2((−4 + 3γ)y + γv),
we have [U ] = 0. Using
∂2vG2 = −γ(γ + 1)(1 + y)−2γ(1 + y + v)−γ−2,
∂vGII0 = −2γ(1 + y)−2γ+1(1 + y + v)−γ−2 · (2(1 + y) + (−γ + 1)v)v,
we get the result. 
• Hereafter we use the variable x defined by (9) instead of r = r¯.
We note that
γP
ρ
= ρ
2(γ−1)
1 (1− x)(1 + [1− x, (1 − x)N/2]1).
Hence the function aˆ21 defined by
aˆ21 :=
r
x(1− x)
dx
dr
a21 =
r√
x(1− x)ρ
−γ+1
2 a21
is smooth in t, x, (1 − x)N/2, w, ∂w/∂x, ∂2w/∂x2 including x = 0, 1. Therefore
Proposition 6 The derivative DP can be written as
DP(w)h =
∂2h
∂t2
+ (1 + εa1)Lh+ εaˆ21x(1 − x)∂h
∂x
+ εa20h, (16)
where a1, aˆ21, a20 are smooth functions of t, x, (1−x)N/2, w, ∂w/∂x and ∂2w/∂x2.
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4 Proof of the main result
Hereafter we assume thatN/2 is an integer so that (1−x)N/2 is analytic at x = 1.
We are going to apply the Nash-Moser theorem formulated by R. Hamilton
( [7, p.171, III.1.1.1.]) as [21], that is:
Nash-Moser(-Hamilton) Theorem Let E0 and E be tame spaces, U an
open subset of E0 and P : U → E a smooth tame map. Suppose that the equation
for the derivative DP(w)h = g has a unique solution h = VP(w)g in E0 for all
w in U and all g in E, and VP : U × E → E0 is a smooth tame map. Then P
is locally invertible.
For the definitions of ‘tame spaces’ and ‘tame maps’, see [7] or [21]. We shall
use the discussions of [21] without repeating the details.
We consider the spaces of functions of t and x:
E := C∞([0, T ]× [0, 1])
E0 := {w ∈ E | w = ∂w
∂t
= 0 at t = 0}.
Let U be the set of all functions w in E0 such that |w|+ |∂w/∂x| < 1. Then, for
w ∈ U , y = εy1 + εw and its derivative re r are small, provided that |ε| ≤ ε1.
Then we can consider the mapping
P : w 7→ ∂2tw + (1 + εa)Lw + εb
maps U into E, since the coefficients a, b are smooth functions of t, x, w, ∂w/∂x
and the coefficients L0, L1 of L are analytic on 0 ≤ x ≤ 1.
The inverse image P−1(εc) is a desired smooth solution of (13).
We should introduce gradings of norms on E so that E,E0 become tame
spaces in the Hamilton’s sense. To do so, we use a cut off function ω ∈ C∞([0, 1])
such that ω(x) = 1 for 0 ≤ x ≤ 1/3, 0 < ω(x) < 1 for 1/3 < x < 2/3 and
ω(x) = 0 for 2/3 ≤ x ≤ 1. For a function y of 0 ≤ x ≤ 1, we shall denote
y[0](x) = ω(x)y(x), y[1](x) = (1 − ω(x))y(x). (17)
We consider the tame spaces
E[0] = {y ∈ C∞([0, T ]× [0, 1])|y = 0 for 5/6 ≤ x ≤ 1},
E[1] = {y ∈ C∞([0, T ]× [0, 1])|y = 0 for 0 ≤ x ≤ 1/6},
endowed with the equivalent gradings of norms (‖ · ‖(∞)[µ]n)n, (‖ · ‖
(2)
[µ]n)n, µ = 0, 1,
by the same manner as in [21], that is, denoting
△[0] = x
d2
dx2
+
5
2
d
dx
, △[1] = z
d2
dz2
+
N
2
d
dz
, (z = 1− x),
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we put
‖y‖(∞)[µ]n = sup
j+k≤n
∥∥∥(− ∂2
∂t2
)j
(−△[µ])ky
∥∥∥
L∞
,
‖y‖(2)[µ]n =
∑
j+k≤n
(∫ T
0
∥∥∥(− ∂2
∂t2
)j
(−△[µ])ky
∥∥∥2
[µ]
dt
)1/2
,
where
‖y‖[0] =
(∫ 1
0
y2x3/2dx
)1/2
,
‖y‖[1] =
(∫ 1
0
y2(1− x)N/2−1dx
)1/2
.
On the other hand, on E we introduce the gradings of norms (‖ · ‖(∞)n )n and
(‖ · ‖(2)n )n by
‖y‖(∞)n := sup
j+k≤n,µ=0,1
∥∥∥(− ∂2
∂t2
)j
(−△[µ])ky[µ]
∥∥∥
L∞
,
‖y‖(2)n :=
( ∑
j+k≤n,µ=0,1
∫ T
0
∥∥∥(− ∂2
∂t2
)j
(−△[µ])ky[µ]
∥∥∥2
[µ]
dt
)1/2
.
Then it is easy to see that E is a tame space as a tame direct summand of
the cartesian product E[0] × E[1], which is a tame space. (See [7, p.136, 1.3.3.
and 1.3.4.]) In fact we consider the linear mappings L : E → E[0] × E[1] : h 7→
(h[0], h[1]) and M : E[0] × E[1] : (h0, h1) 7→ h0 + h1. It is clear that L is tame
and ML = IdE. To verify that M is tame, we use the following
Proposition 7 If the support of y(x) is included in [1/6, 5/6], then
‖△m[µ]y‖L∞ ≤ C
∑
0≤k≤m
‖△k[1−µ]y‖L∞ .
A proof can be found in Appendix 2. Now if hµ ∈ E[µ], then h =M(h0, h1) =
h0 + h1, and
h[0] = (h0 + h1)
[0] = ωh0 + ωh1.
Then by [21, Proposition 4] we have
‖△m[0]h[0]‖L∞ ≤ C
∑
k≤m
‖△k[0]h0‖L∞ + ‖△m[0](ωh1)‖L∞ .
Proposition 7 can be applied, since supp[ωh1] ⊂ [1/6, 2/3], so that
the second term ≤ C
∑
k≤m
‖△k[1](ωh1)‖L∞
≤ C′
∑
k≤m
‖△k[1]h1‖L∞ .
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Therefore we have
‖△m[0]h[0]‖L∞ ≤ C
∑
k≤m
(‖△k[0]h0‖L∞ + ‖△k[1]h1‖L∞).
The same argument gives the estimate of ‖△m[1]h[1]‖L∞ . This implies the tame-
ness of M . Therefore E is tame with respect to the grading (‖ · ‖(∞)n )n.
By the discussion of [21] it is clear that the mapping P is tame. In fact we
have
‖P(w)‖(∞)n ≤ C‖w‖(∞)n+1.
Therefore we can concentrate ourselves to the analysis of the linear equation
DP(w)h = g (18)
when w is chosen from U and g is given in E. By Proposition 3 and 6 we can
write
DP(w)h =
∂2h
∂t2
− b2Λh+ b1x(1 − x)∂h
∂x
+ b0h, (19)
where
Λ = x(1 − x) ∂
2
∂x2
+
(5
2
(1− x)− N
2
x
) ∂
∂x
(20)
and
b2 = 1 + εa1, b1 = (1 + εa1)
L1
x(1 − x) + εaˆ21,
b0 = (1 + εa1)L0 + εa20
are smooth functions of t, x, w,Dw,D2w, where D = ∂/∂x.
In order to establish the existence and uniqueness of the solution of (18), we
introduce the following spaces of functions of 0 ≤ x ≤ 1:
X = X0 := {y|‖y‖X :=
( ∫ 1
0
y2x3/2(1− x)N/2−1dx
)1/2
<∞},
X1 := {y ∈ X|D˙y :=
√
x(1− x)dy
dx
∈ X},
X2 := {y ∈ X1| − Λy ∈ X}.
Then we have
Proposition 8 Let a be a function in C1[0, 1]. If y ∈ X2 and v ∈ X1, then
(−aΛy|v)X = (aD˙y|D˙v)X + ((Da)Dˇy|v)X,
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where Dˇ = x(1 − x) d
dx
. Here, of course,
(u|v)X =
∫ 1
0
uvx3/2(1− x)N/2−1dx.
Proof If v ∈ X1, then
v(x) = v
(1
2
)
+
∫ x
1
2
D˙v(x′)√
x′(1− x′)dx
′
implies
|v(x)| ≤ Cx−3/4(1 − x)−N/4+1/2,
and if y ∈ X2, then
x5/2(1− x)N/2 dy
dx
= x5/2(1− x)N/2 dy
dx
∣∣∣
x=1/2
+
−
∫ x
1/2
Λy(x′)x′3/2(1 − x′)N/2−1dx′
implies ∣∣∣x5/2(1 − x)N/2 dy
dx
∣∣∣ ≤ Cx5/4(1− x)N/4.
( Note that the finite constant
x5/2(1− x)N/2 dy
dx
∣∣∣
x=1/2
+
∫ 1/2
0
Λy(x′)x′3/2(1 − x′)N/2−1dx′
should vanish in order to D˙y ∈ X, and so on.) Therefore the boundary terms in
the integration by parts vanish as x→ 0, 1 and we get the desired equality. 
Using Proposition 8, we can prove the following energy estimate in the same
manner as [21, Lemma 3]:
Proposition 9 Let g ∈ C([0, T ],X). If h ∈ ⋂k=0,1,2 C2−k([0, T ],Xk) satisfies
(18), then we have, for 0 ≤ t ≤ T ,
‖∂th‖X + ‖h‖X1 ≤ C(‖∂th|t=0‖X + ‖h|t=0‖X1 +
∫ t
0
‖g(t′)‖Xdt′).
Here
‖h‖2
X1
= ‖h‖2X + ‖D˙h‖2X,
and the constant C depends only upon N, T, ‖∂tb2‖L∞ , ‖Db2‖L∞ , ‖b1‖L∞, ‖b0‖L∞ ,
provided that |1− b2| ≤ 1/2.
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We are considering the initial boundary value problem (IBP):
∂2h
∂t2
+Ah = g(t, x), h(t, ·) ∈ X1,
h =
∂h
∂t
= 0 at t = 0.
Here
A = −b2Λ + b1Dˇ + b0, Dˇ = x(1 − x) d
dx
.
Note that “h(t, ·) ∈ X1” is a Dirichlet boundary condition in some sense. In fact
it can be shown that C∞0 (0, 1) is dense in X
1.
Anyway, applying Kato’s theory developed in [11], we have
Proposition 10 If g ∈ C([0, T ],X1) ∪ C1([0, T ],X), then there exists a unique
solution h of (IBP) in
⋂
k=0,1,2 C
2−k([0, T ],Xk)
Proof We write (IBP) as
d
dt
(
h
h˙
)
+
(
0 −1
A 0
)(
h
h˙
)
=
(
0
g
)
.
Applying the semi-group theory in the space H = X1 × X to the family of
generators
D(A(t)) = X2 × X1,
A(t) =
(
0 −1
A 0
)
,
we get the result. The proof is same as in the Appendix C of [21]. Note that
(Ay|v)X = (b2D˙y|D˙v)X + (((b1 +Db2)Dˇ + b0)y|v)X
for y ∈ X2 and v ∈ X1 thanks to Proposition 8. 
We are going to prove the smoothness of the solution and to get its tame
estimates. In order to do it, we use the cut off function ω to separate the
singularities at x = 0 and x = 1, since, although the singularities are of the
same type, the calculus structure of Λm,m ∈ N, is little bit complicated.
The equation
∂2h
∂t2
+Ah = g is split into the following simultaneous system
of equations:
( ∂2
∂t2
+A[0]
)
h[0] = g[0] − (c1Dˇ + c0)h[1]( ∂2
∂t2
+A[1]
)
h[1] = g[1] + (c1Dˇ + c0)h
[0], (21)
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where
c1 = (2b2 − b1)Dω, c0 = b2(Λω),
A[0] = −b2Λ + (b1 + c1)Dˇ + b0 + c0,
A[1] = −b2Λ + (b1 − c1)Dˇ + b0 − c0.
We can rewrite them as:
A[0] = −b[0]2△[0] + b[0]1x
d
dx
+ b[0]0,
A[1] = −b[1]2△[1] + b[1]1z
d
dz
+ b[1]0, (z = 1− x),
where
b[0]2 = b2(1− x), b[1]2 = b2x,
b[0]1 =
N
2
b2 + (b1 + c1)(1− x), b[1]1 =
5
2
b2 − (b1 − c1)x,
b[0]0 = b0 + c0, b[1]0 = b0 − c0.
We may assume that |b[µ]2− 1| ≤ κ on x ∈ I[µ], µ = 0, 1, with a constant κ such
that 2/3 < κ < 1, e.g., κ = 5/6. Here I[0] = [0, 2/3], I[1] = [1/3, 1].
We note that the regularity of the solution h established by Proposition 10
can be reduced to that of h[0], h[1]. In fact, if we know h[0] ∈ C∞([0, T ]×[0, 2/3]),
then h(t, x) = h[0](t, x)/ω(x) is smooth on 0 ≤ x < 2/3, and the smoothness of
h[1] implies that of h(t, x) = h[1]/(1− ω(x)) on 1/3 < x ≤ 1.
But the regularity of the solution of the simultaneous system (21) can be
proved by Kato’s theory developed in [12], as in Appendix C of [21]. Namely,
we consider in the space
Hˆ = H[0] × H[1] × R
= X1[0]0 × X[0] × X1[1]0 × X[1] × R
the family of generators
D(Aˆ(t)) = Gˆ = G[0] ×G[1] × R
= X2[0](0) × X1[0]0 × X2[1](0) × X1[1]0 × R,
Aˆ(t) = A[0](t)⊗ A[1](t)⊗ 0 +B(t),
B(t) =


0 0 0 0 0
0 0 −(c1Dˇ + c0) 0 −g[0]
0 0 0 0 0
c1Dˇ + c0 0 0 0 −g[1]
0 0 0 0 0

 ,
where
A[µ](t) =
(
0 −1
A[µ] 0
)
.
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Here we set
X[0] = {y|‖y‖X[0] :=
(∫ 2/3
0
y(x)2x3/2dx
)1/2
<∞},
X1[0] = {y ∈ X[0]|D˙[0]y =
√
x
dy
dx
∈ X[0]},
X1[0]0 = {y ∈ X1[0]| y|x=2/3 = 0},
X2[0] = {y ∈ X1[0]| △[0]y ∈ X[0]},
X2[0](0) = X
2
[0] ∩ X1[0]0;
X[1] = {y|‖y‖X[1] :=
(∫ 1
1/3
y(x)2(1− x)N/2−1dx
)1/2
<∞},
X1[1] = {y ∈ X[1]|D˙[1]y = −
√
1− xdy
dx
∈ X[1]},
X1[1]0 = {y ∈ X1[1]| y|x=1/3 = 0},
X2[1] = {y ∈ X1[1]| △[1]y ∈ X[1]},
X2[1](0) = X
2
[1] ∩ X1[1]0.
Remark 1) It may be difficult to verify that, given a solution (h0, h1) of
the system (21) such that hµ ∈
⋂
k=0,1,2 C
2−k([0, T ],Xk[µ]), the function h which
should be defined by
h(t, x) =


h0(x) (0 ≤ x ≤ 1/3)
h0(x) + h1(x) (1/3 < x < 2/3)
h1(x) (2/3 ≤ x ≤ 1)
belongs to C([0, T ],X2). Therefore we first established the existence of the
solution h by Proposition 10. Then, by the uniqueness, we can claim that
h[µ] = hµ, the solutions of (21).
2) We used
‖y‖[0] =
(∫ 1
0
y(x)2x3/2dx
)1/2
in the definition of the gradings on E[0]. But ‖y‖X[0] = ‖y‖[0] for y = h[0], since
supp[h[0]] ⊂ [0, 2/3]. So, we can consider h(t, ·)[µ] ∈ X2[µ](0) for the solution h
established in Proposition 10.
Then B(t) ∈ C([0, T ],B(Hˆ)) is a smooth bounded perturbation from the
stable family (A[0](t)⊗ A[1](t)⊗ 0)t. Hence (Aˆ(t))t is stable.
In order to consider ‘smoothness’, ‘ellipticity’ and compatibility conditions,
we introduce the scales of Hilbert spaces
Hˆj = X
j+1
[0](0) × Xj[0] × Xj+1[1](0) × Xj[1] × R,
23
Gˆj = Gˆ ∩ Hˆj = Xj+1[0](0) × Xj[0](0) × Xj+1[1](0) × Xj[1](0) × R,
as in Appendix C of [21], where
X2m+1[µ] = {y ∈ X2m[µ] | D˙[µ]△m[µ]y ∈ X[µ]},
X2m+2[µ] = {y ∈ X2m+1[µ] | △m+1[µ] y ∈ X[µ]},
X
j
[µ](0) = X
j
[µ] ∩ X1[µ]0.
The definition of ‖ · ‖
X
j
[µ]
follows that of ‖ · ‖j in [21], that is:
‖y‖
X
j
[µ]
=
(∑
ℓ≤j
(〈y〉[µ]ℓ)2
)1/2
,
〈y〉[µ]ℓ =
{
‖△m[µ]y‖X[µ] as ℓ = 2m,
‖D˙[µ]△m[µ]y‖X[µ] as ℓ = 2m+ 1.
In order check the ‘smoothness’, we note that c1 = c0 = 0 for 0 ≤ x ≤ 1/3
or 2/3 ≤ x ≤ 1. This implies that
‖(c1Dˇ + c0)y[1]‖Xj
[0]
≤ C‖(c1Dˇ + c0)y[1]‖Xj
[1]
≤ C′‖y[1]‖
X
j+1
[1]
,
‖(c1Dˇ + c0)y[0]‖Xj
[1]
≤ C|(c1Dˇ + c0)y[0]‖Xj
[0]
≤ C′‖y[0]‖
X
j+1
[0]
.
(See [21, Proposition 6].) Here we have used the following
Proposition 11 If the support of y ∈ C∞(0, 1) is included in [1/3, 2/3], then
‖y‖
X
j
[µ]
≤ C‖y‖
X
j
[1−µ]
,
where µ = 0, 1.
A proof can be found in Appendix 2.
Then, using this observation, we can reduce the ‘ellipticity’ of Aˆ(t) to that
of A[µ](t), µ = 0, 1.
The compatibility conditions are guaranteed as follows.
We are considering the Cauchy problem
du
dt
+ Aˆ(t)u = 0, u|t=0 = φ0,
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where
Aˆ(t) =


0 −1 0 0 0
A[0] 0 −C 0 −g[0]
0 0 0 −1 0
C 0 A[1] 0 −g[1]
0 0 0 0 0

 ,
C := c1Dˇ + c0,
φ0 =


0
0
0
0
1

 .
As in [11, Section 2], we consider
S0 = I,
Sj+1φ = −
j∑
k=0
(
j
k
)( d
dt
)j−k
Aˆ(0)Skφ,
D0 = Hˆ = X
1
[0]0 × X[0] × X1[1]0 × X[1] × R,
Dj+1 = {φ ∈ Dj |Skφ ∈ Gˆj+1−k, 0 ≤ k ≤ j}.
We should show that φ0 ∈ Dn for any n. But g[0], g[1] can be considered as
functions in C∞([0, T ]×[0, 1]) such that, for all positive integer ℓ, ∂ℓt g[0](0, x) = 0
for 2/3 ≤ x ≤ 1 and ∂ℓtg[1](0, x) = 0 for 0 ≤ x ≤ 1/3. We denote
φk := S
kφ0 =


φk[0]0
φk[0]1
φk[1]0
φk[1]1
0

 .
Then it is easy to verify by induction that, for k ≥ 1, the extension φ˜k =
(φ˜k[0]0, φ˜
k
[0]1, φ˜
k
[1]0, φ˜
k
[1]1, 0)
T of φk defined by
φ˜k[0]0(x) =
{
φk[0]0(x) (0 ≤ x ≤ 2/3)
0 (2/3 < x ≤ 1)
φ˜k[0]1(x) =
{
φk[0]1(x) (0 ≤ x ≤ 2/3)
0 (2/3 < x ≤ 1)
φ˜k[1]0(x) =
{
0 (0 ≤ x < 1/3)
φk[1]0(x) (1/3 ≤ x ≤ 1)
φ˜k[1]1(x) =
{
0 (0 ≤ x < 1/3)
φk[1]1(x) (1/3 ≤ x ≤ 1)
.
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belongs to C∞([0, 1];R5). In other words, the components of φk satisfy the
boundary conditions at x = 1/3 and x = 2/3 and φk = S
kφ0 remains in Gˆk+1.
It implies that φ0 ∈ Dn for all n.
Summing up, we can claim that h[0] ∈ C∞([0, T ] × [0, 2/3]) and h[1] ∈
C∞([0, T ]× [1/3, 1]) provided that g ∈ C∞([0, T ]× [0, 1]).
Finally, we must deduce the tame estimate of (w, g) 7→ h. We are going to
show that
‖h‖〈T 〉n+2 ≤ C(1 + ‖g‖〈T 〉n+1 + |w|〈T 〉n+7).
Here
‖y‖〈T 〉n :=
( ∑
j+k≤n,µ=0,1
∫ T
0
‖∂jt y[µ]‖Xk
[µ]
dt
)1/2
,
|y|〈T 〉n := max
j+k≤n,µ=0,1
‖∂jt D˙k[µ]y[µ]‖L∞([0,T ]×[0,1]).
Let us follow the discussion of [21, §5.4]. To do so, we should reconsider
the discussion about the single equation, say, we consider a solution H of the
boundary value problem
∂2H
∂t2
+A(~b)H = G(t, x), H |x=1 = 0
on 0 ≤ t ≤ T . Here ~b stands for the vector (b0, b1, b2). The energy estimate
claimed in Proposition 9 should read
‖∂tH‖+ ‖H‖1 ≤ C(‖∂tH |t=0‖+ ‖H |t=0‖1 +
∫ t
0
‖G(t′)‖dt′).
Even if we consider the H = h which satisfy the initial condition h|t=0 =
∂th|t=0 = 0, the higher derivatives ∂n+2t h may not vanish at t = 0. Therefore
the estimate of ‖∂n+1t h‖1 in the proof of [21, Proposition 10] should be replaced
by
‖∂n+1t h‖1 ≤ C(‖∂n+2t h|t=0‖+ ‖∂n+1t h|t=0‖1+
+
∫ t
0
‖∂n+1t g‖dt′ +
∫ t
0
‖[∂n+1t ,A]h‖dt′).
We claim the estimate
‖∂n+2t h|t=0‖+ ‖∂n+1t h|t=0‖1 ≤ C(1 +Wn(g) + |~b|〈0〉n+1), (22)
provided that W0(g), |~b|〈0〉4 ≤M0. Here
Wn(g) :=
∑
j+k≤n
‖∂jt g|t=0‖k
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and
|y|〈0〉n := max
j+k≤n
‖∂jt D˙ky|t=0‖L∞([0,1]).
To prove (22) it is sufficient to verify the following estimate by induction on n:
for all k ∈ N,
‖∂n+2t h|t=0‖k ≤ C(|~b|〈0〉n+k+1W0(g) + |~b|〈0〉k+3Wn−2(g) +Wn+k(g)).
Since the proof of the above inequality by induction on n using the estimate
‖A(~b)y‖k ≤ C(‖y‖k+2 + |~b|k+3‖y‖)
applied to the relation
∂n+2t h = −
n∑
j=0
(
n
j
)
A(∂n−jt ~b)∂jt h+ ∂nt g
is straightforward, we omit it.
Moreover we note that the inequality in the statement of [21, Lemma 4] can
be replaced by the stronger one:
‖h‖〈t〉n+2 ≤ C
(
1 +
∫ t
0
‖g‖〈t′〉n+1dt′ +Wn(g) + ‖g‖〈T 〉n + |~b|〈T 〉n+3
)
,
for 0 ≤ t ≤ T , where
‖y‖〈τ〉n :=
( ∑
j+k≤n
∫ τ
0
‖∂jt y‖2kdt
)1/2
,
|y|〈τ〉n := max
j+k≤n
‖∂jt D˙ky‖L∞([0,τ ]×[0,1])
This can be verified easily by following the discussion in [21, §5.4]. Let us omit
the detail.
Let us go back to the simultaneous system of equations. Applying the above
discussion on a single equation, we have
‖h[0]‖〈t〉[0]n+2 ≤ C
(
1 +
∫ t
0
‖h[1]‖〈t′〉[1]n+2dt′ +Wn(g) + ‖g‖
〈T 〉
n+1 + |~b|〈T 〉n+3
)
,
‖h[1]‖〈t〉[1]n+2 ≤ C
(
1 +
∫ t
0
‖h[0]‖〈t′〉[0]n+2dt′ +Wn(g) + ‖g‖
〈T 〉
n+1 + |~b|〈T 〉n+3
)
,
for 0 ≤ t ≤ T , since
‖(c1Dˇ + c0)h[µ]‖[1−µ]k ≤ C(1 + ‖h[µ]‖[µ]k+1 + |~b|〈T 〉k+3)
for µ = 0, 1. Here ‖ · ‖[µ]k stands for ‖ · ‖Xk
[µ]
. Applying the Gronwall’s lemma
to the quantity
U(t) := ‖h[0]‖〈t〉[0]n+2 + ‖h[1]‖
〈t〉
[1]n+2,
we get
U(t) ≤ C(1 +Wn(g) + ‖g‖〈T 〉n+1 + |~b|〈T 〉n+3).
This completes the proof, since Wn(g) ≤ C‖g‖〈T 〉n+1 by Sobolev’s imbedding.
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5 Cauchy problems
We have discussed about the justification of linearized approximations by time-
periodic solutions. In this section we want to give a brief mention on the Cauchy
problems associated with the equation (6) or (12). We consider the problem
(CP):
∂2y
∂t2
+
(
1 +GI
(
y, r
∂y
∂r
))
Ly +GII
(
r, y, r
∂y
∂r
)
= 0,
y|t=0 = ψ0(r), ∂y
∂t
∣∣∣
t=0
= ψ1(r),
where the initial data ψ0, ψ1 are given functions. We claim
Theorem 2 Assume that 6/5 < γ ≤ 2(⇔ 4 ≤ N < 12) and that γ
γ − 1(=
N
2
)
is an integer, that is, γ is either 2, 3/2, 4/3 or 5/4. Then for any given T > 0
there exist a sufficiently small positive number δ and a sufficiently large integer
r such that if ψ0, ψ1 ∈ C∞([0, R]) satisfy
max
j≤2(2r+1)
{∥∥∥( d
dr
)j
ψ0
∥∥∥
L∞(0,R)
,
∥∥∥( d
dr
)j
ψ1
∥∥∥
L∞(0,R)
}
≤ δ,
then there exists a unique solution y(t, r) of (CP) in C∞([0, T ]× [0, R]).
A proof of this theorem can be done as follows.
Let us take the function
y∗1(t, r) = ψ0(r) + tψ1(r),
which satisfy the initial conditions. Then we should find a solution w introduced
by
y = y∗1 + w,
which should obey the initial conditions
w|t=0 = ∂w
∂t
∣∣∣
t=0
= 0.
The equation which w should satisfies is same as (13), in which the time-periodic
function
εy1 = sin(
√
λt+ θ)Φ(r)
is replaced by
y∗1 = ψ0(r) + tψ1(r),
and FI + FII should be replaced by
(1 +GI(y
∗
1 + w, v
∗
1 +Ω))Ly∗1 +GII(r, y∗1 + w, v∗1 +Ω).
Of course we take ε = 1. Then the mapping P(w) and the derivative DP(w)h
are defined in the same forms as (14) and as (15). Proposition 5 holds valid,
28
since the concrete structure of the function y1 or y
∗
1 is not used in the proof;
It is sufficient that εy1 or y
∗
1 is a small smooth function. Hence Proposition 6
holds valid, when εy1 is replaced by y
∗
1 .
Then the proof of Theorem 1 given in §4 can be repeated word for word in
the present situation. Note that
c = −
(
1 +GI
(
y∗1 , r
∂y∗1
∂r
))
Ly∗1 −GII
(
r, y∗1 , r
∂y∗1
∂r
)
and that ‖c‖(∞)n ≤ C(‖ψ0‖(∞)n+1 + ‖ψ1‖(∞)n+1), provided that 0 ≤ t ≤ T . In fact,
if we follow the discussion of [7, III.1.], we can show that it is enough to take r
such that 2r > 3/2 + max{5, N}/4. (But this r may not be the best possible.)
Anyway this completes the proof of Theorem 2.
Remark The corresponding initial data in the Eulerian variables are given
by
ρ|t=0(r) = ρ¯(r¯)
(
(1 + ψ0(r¯))
2
(
1 + ψ0(r¯) + r¯
dψ0(r¯)
dr¯
))−1
,
u|t=0(r) = r¯ψ1(r¯)
implicitly by r¯ = r¯(m(r)). Here m 7→ r¯(m) is the inverse function of
r¯ 7→ m = m(r¯) = 4π
∫ r¯
0
ρ¯(r)r2dr
and r 7→ m(r) is the inverse function of m 7→ r = r¯(m)(1 + ψ0(r¯(m)).
6 Concluding remark
In order that the equilibrium satisfy that ρ¯γ−1 is analytic at the free bound-
ary r = R and that the eigenfunction y1 is analytic in r at r = R, we have
assumed that N is an even integer. But γ = 5/3(N = 5) for mono-atomic gas,
and γ = 7/5(N = 7) for the air. Therefore it is desired that the result will be
extended to the case when N is an odd integer at least. Moreover for the case
when N is not an integer, we might try quite other approach. It seems that
these are interesting open problems in view of physical applications.
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Let us consider a solution ρ = ρ(r), r0 ≤ r < R, of the Lane-Emden equation
− 1
r2
d
dr
(r2
ρ
dP
dr
)
= 4πg0ρ, P = Aρ
γ .
Let [r0, R) be a right maximal interval of existence of ρ > 0, and we assume
that R < +∞, dρ/dr|r=r0 < 0. Then there is a positive constant C such that
ρ = C(R − r) 1γ−1
(
1 +
[R− r
R
,C′
(R− r
R
) γ
γ−1
]
1
)
with
C′ = KR
γ
γ−1C2−γ , K =
4πg0(γ − 1)
Aγ
.
Proof The variable
U := ργ−1
satisfies
d2U
dr2
+
2
r
dU
dr
+KUm = 0,
where m = 1/(γ − 1). Then
v := − r
U
dU
dr
, w := Kr2Um−1
satisfies the plane autonomous system
r
dv
dr
= −v + v2 + w
r
dw
dr
= w(2 − (m− 1)v)
The interval [r0, R) is right maximal. We assumed that v(r0) > 0. We
claim that there is r1 ∈ [r0, R) such that v(r1) > 1. Otherwise 0 < v ≤ 1 and
| rw dwdr | ≤ m + 1 for r0 ≤ r < R. Then it should be R = +∞, a contradiction
to the assumption. Hence we can assume that v(r0) > 1. Then r
dv
dr ≥ v(v − 1)
implies v ≥ 1 + δ, dv/dr > 0 and r dwdr ≤ 2w. So, it should be that v(r) → +∞
as r→ R, since R <∞. We see w ≤ B.
Now we introduce the variables
x1 :=
1
v
, x2 :=
w
v2
,
t := exp
(
−
∫ r
r0
v(r′)dr′
r′
)
.
Then (x1, x2)→ (0, 0), t→ 0 as r → R and (x1(t), x2(t)), 0 < t ≤ 1, satisfies
t
dx1
dt
= (1 − x1 + x2)x1
t
dx2
dt
= (m+ 1− 4x1 + 2x2)x2.
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As well-known, this Briot-Bouquet system can be reduced to
t
dz1
dt
= z1
t
dz2
dt
= (m+ 1)z2
by a transformation of the form
x1 = z1(1 + P1(z1, z2))
x2 = z2(1 + P2(z1, z2)).
Here
Pj(z1, z2) = [z1, z2]1
for j = 1, 2. Therefore there are positive constants C1, C2 such that
x1 = C1t(1 + P1(C1t, C2t
m+1)),
x2 = C2t
m+1(1 + P2(C1t, C2t
m+1)).
Since dr/r = −x1dt/t, we see
log
R
r
=
R− r
R
(
1 +
[R− r
R
]
1
)
= C1t(1 + [C1t, C2t
m+1]1),
from which
C1t =
R − r
R
(
1 +
[R− r
R
,C′
(R− r
R
)m+1]
1
)
and
x1 =
R− r
R
(
1 +
[R− r
R
,C′
(R − r
R
)m+1]
1
)
,
where C′ = C2/C
m+1
1 . Integrating dU/U = −dr/rx1, we have
U = C3
R− r
R
(
1 +
[R− r
R
,C′
(R − r
R
)m+1]
1
)
.
It is easy to see C′ = KR2Cm−13 , and we get the required result. 
Appendix 2
• Let us prove Proposition 7, that is,
‖△m[0]y‖L∞ ≤ C
∑
k≤m
‖△k[1]y‖L∞ ,
provided that supp[y] ⊂ [1/6, 5/6].
Note that
△[0] = α△[1] + βDˇ[1],
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where Dˇ[1] = zd/dz = −(1− x)d/dx and
α =
x
1− x, β = −
1
1− x
( x
1− x
N
2
+
5
2
)
are smooth function on (0, 1). Therefor our task is to estimate
‖(α△[1] + βDˇ[1])my‖L∞ .
On the other hand, it is easy to verify that there are γ
(m)
ǫk ∈ C∞(0, 1) such that
(α△[1] + βDˇ[1])m =
∑
k≤m
(γ
(m)
1k Dˇ[1]△k[1] + γ(m)0k △k[1])
with γ
(m)
1m = 0. Note that
‖Dˇ[1]△k[1]y‖L∞ ≤ ‖D△k[1]‖L∞ ≤
2
N
‖△k+1[1] y‖L∞ .
(See [21, Proposition 3]). This completes the proof.
• Let us prove Proposition 11, that is,
‖y‖
X
j
[0]
≤ C‖y‖
X
j
[1]
,
provided that supp[y] ⊂ [1/3, 2/3].
It is clear that
‖y‖X[0] ≤ C‖y‖X[1] ,
since x3/2 ≤ 3N/2−1(1−x)N/2−1 for 1/3 ≤ x ≤ 2/3. Let us estimate ‖△m[0]y‖X[0]
and ‖D˙[0]△m[0]y‖X[0] , where D˙[0] =
√
xd/dx. As in the above discussion we note
that
△[0] = α△[1] + βDˇ[1],
where Dˇ[1] = zd/dz = −(1− x)d/dx and
α =
x
1− x, β = −
1
1− x
( x
1− x
N
2
+
5
2
)
are smooth function on (0, 1). Therefor our task is to estimate
‖△m[0]y‖X[0] ≤ C‖△m[0]y‖X[1] = C‖(α△[1] + βDˇ[1])my‖X[1]
and
‖D˙[0]△m[0]y‖X[0] ≤ C‖Dˇ[1]△m[0]y‖X[1] = C‖Dˇ[1](α△[1] + βDˇ[1])my‖X[1] .
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On the other hand, it is easy to verify that there are γ
(m)
ǫk , γ
(m)♯
ǫk ∈ C∞(0, 1)
such that
(α△+ βDˇ)m =
∑
k≤m
(γ
(m)
1k Dˇ△k + γ(m)0k △k),
Dˇ(α△+ βDˇ)m =
∑
k≤m
(γ
(m)♯
1k Dˇ△k + γ(m)♯0k △k)
with γ
(m)
1m = 0. Here △, Dˇ stand for △[1], Dˇ[1]. Hence we have
‖△m[0]y‖X[0] ≤ C‖y‖X2m[1] ,
‖D˙[0]△m[0]y‖X[0] ≤ C‖y‖X2m+1
[1]
.
This completes the proof.
References
[1] R. S. Beyer: The spectrum of radial adiabatic stellar oscillations, J. Math.
Phys., 36(1995), 4815-4825.
[2] S. Chandrasekhar: An Introduction to the Study of Stellar Structure, Uni-
versity of Chicago Press, 1939; (Dover, 1958, 1967).
[3] E. A. Coddington and N. Levinson: Theory of Ordinary Differential Equa-
tions, McGraw-Hill, 1955.
[4] D. Coutand and S. Shkoller: Well-posedness in smooth function spaces
for moving-boundary 1-d compressible Euler equations in physical vacuum,
Comm. Pure Appl. Math., LXIV(2011), 328-366.
[5] X.-X. Ding, G.-Q. Chen and P.-Z. Luo: Convergence of the fractional step
Lax-Friedrichs scheme and Godunov scheme for the isentropic system of
gas dynamics, Comm. Math. Phys., 121(1989), 63-84.
[6] A. S. Eddington: On the pulsations of a gaseous star and the problem of the
Cepheid variables, Part I, Monthly Notices Roy. Astronom. Soc., 79(1918),
2-22.
[7] R. Hamilton: The inverse function theorem of Nash and Moser, Bull. Amer-
ican Math.Soc.,7(1982), 65-2232.
[8] M. Ikawa: Hyperbolic Partial Differential Equations and Wave Phenomena
(Translations of Math. Monographs, vol. 189), AMS, 2000.
[9] J. Jang and N. Masmoudi: Well-posedness for compressible Euler equations
with physical vacuum singularity, Comm. Pure Appl. Math., LXII(2009),
1327-1385.
33
[10] D. D. Joseph and T. S. Lundgren: Quasilinear Dirichlet problems driven
by positive sources, Arch. Rat. Mech. Anal., 49(1972/73), 241-269.
[11] T. Kato: Linear evolution equations of “hyperbolic” type, J. Fac. Sci. Univ.
Tokyo, Section I, 17(1970), 241-258.
[12] T. Kato: Linear and quasi-linear equations of evolution of hyperbolic type,
in Hyperbolicity, CIME, II Ciclo, 1976, 125-191.
[13] S. Lefschetz: Differential Equations: Geometric Theory, Interscience, 1957;
Dover, 1977.
[14] S.-S. Lin: Stability of gaseous stars in spherically symmetric motions, SIAM
J. Math. Anal., 28(1997), 539-569.
[15] T.-P. Liu: Compressible flow with damping and vacuum, Japan J. Appl.
Math., 13(1996), 25-32.
[16] T.-P. Liu and T. Yang: Compressible flow with vacuum and physical sin-
gularity, Methods Appl. Anal., 31(2000), 223-237.
[17] T. Makino: On a local existence theorem for the evolution of gaseous stars,
in: Patterns and Waves, ed. by T. Nishida, M. Mimura and H. Fujii, North-
Holland, 1986, 459-479.
[18] T. Makino et S. Ukai: Sur l’existence des solutions locales de l’e´quation
d’Euler-Poisson pour l’e´volution d’e´toiles gazeuses, J. Math. Kyoto Univ.,
27(1987), 387-399.
[19] T. Makino and S. Takeno: Initial boundary value problem for the spher-
ically symmetric motion of isentropic gas, Japan J. Indust. Appl. Math.,
11(1994), 171-183.
[20] T. Makino: On the spherically symmetric motion of self-gravitating isen-
tropic gas surrounding a solid ball, in: X.-X. Ding and T.-P. Liu eds.,
Nonlinear Evolutionary Partial Differential Equations, AMS/IP Studies in
Applied Mathematics, 3(1997), 543-546.
[21] T. Makino: On spherically symmetric motions of the atmosphere surround-
ing a planet governed by the compressible Euler equations, to appear in
Funkcialaj Ekvacioj; preprint, arXiv: 1210.3670.
[22] M. Reed and B. Simon: Methods of Modern Mathematical Physics, Vol.
II, Fourier Analysis, Self-Adjointness, Academic Press, 1975.
[23] S. Rosseland: George Darwin Lecture: The pulsation theory of Cepheid
variables, Monthly Notices Roy. Astronom. Soc., 103(1943), 233-243.
[24] W. Wasow: Asymptotic Expansions for Ordinary Differential Equations,
Interscience, 1965; Dover, 1987.
34
[25] T. Yang: Singular behavior of vacuum states for compressible fluids, Com-
put. Appl. Math., 190(2006), 211-231.
35
