In this paper we show that any finitely presented group is "easily-representable", in the sense that it admits an easy (inverse)-representation. More precisely, to any finitely presented group Γ one can associate a singular compact 3-manifold M (Γ) whose fundamental group is Γ, and an easy-representation of such a group presentation is a non-degenerate simplicial map f from some locally-finite 2-dimensional gsc (geometrically simply connected) simplicial complex X to the universal covering space M (Γ) such that the map f is zippable (meaning that the smallest equivalence relation on X, compatible with f , which kills all the singularities of f , i.e. the non-immersive points, also kills all the double points) and such that the sets of double points of f and f (X) are both closed in X and M (Γ) respectively.
Introduction
The present paper is a direct continuation of the 3-parts work [37, 38, 39] of the second author (V.P.). An overview of this work can be found on-line in [36] .
What that previous work had done was to show that any finitely presented group Γ, and no other groups will ever be considered here, has the QSF property of Brick, Mihalik and Stallings [4, 48] (roughly speaking, a space is qsf if any compact subspace of it can be "approximated" by an (abstract) simply connected compact). We will only give for it right here the following equivalent definition, but this equivalence is actually a theorem of the first author (D.O.) and of L. Funar [10] : the finitely presented group Γ is qsf if and only if there exists a smooth compact manifold M such that π 1 M = Γ and M is geometrically simply connected (gsc), i.e. has a issue of the collapsibility of the 2-skeleton. And certainly for 2-complexes, as everybody knows, even in the compact case, between mere simple-connectivity and collapsibility, there is a deep chasm.
Enough having been said about gsc, let us go back now to the non-degeneracy of f . This means, among other things, that the dimension of the representation space X, source of f , is restricted to dim X ≤ 3. The only serious cases are actually dim X = 2 and dim X = 3, each interesting in its own right.
We will speak about 2 d -representations and 3 d -representations, and the capital letters should remind the reader that we are not talking about the mundane group representations, where the dimension of the representation means quite a different thing. Retain, also, that our representations X f −→ M (Γ) are sort of a resolutions of Γ ≃ M (Γ) into the gsc space X. With all these things, here is what is probably the most striking result of this paper, and, in the next sections, after the representations are more formally defined, the statement below melts into the more comprehensive statements of the Theorems 4 and 5. −→ M(Γ), such that (the gsc simplicial complex) X 2 is locally finite and so that, moreover, we have:
(i) both f X 2 ⊂ M (Γ) and the double points set M 2 (f ) ⊂ X 2 are closed subsets;
(ii) if one relaxes the condition that X 2 be gsc to wgsc, then one can, in addition to the things above, get an X 2 with a free Γ-action Γ × X → X such that f is equivariant, i.e. f (γx) = γx for all γ ∈ Γ, x ∈ X. Definition 1. A representation satisfying (i) above will be called easy and, in the context of (ii), we will talk about wgsc-representations.
Now, at least informally, we propose the following (impertinent) definition:
Definition 2. A finitely presented group Γ is called easy (or easily-representable) if it admits a 2-dimensional representation X 2 f −→ M 3 (Γ) which is easy, in the sense just defined (namely with closed f X ⊂ M (Γ) and M 2 (f ) ⊂ X 2 ).
With this definition we may rephrase Theorem 1 as follows:
Theorem 2 (Reformulation of Theorem 1). Any finitely presented group Γ is easy. Or, equivalently, all finitely presented groups admit easy-representations.
Remark 1.1.
1. As it will become clear, the proof of Theorem 1 relies very heavily on the previous 3-parts work of the second author (V.P.), [37, 38, 39] , where it is showed that all finitely presented Γ's are qsf. So, a fast way to sum up the present paper is to say that, for finitely presented groups, we actually have the implication Γ ∈ qsf =⇒ Γ is easy.
The converse implication is already a theorem proved by us two (D.O. and V.P.), see [22] . Both implications are not very hard to prove, certainly much easier with respect to the proof that all Γ's are qsf.
2. One should not be misled by the adjective "easy", as used above. Both our Theorem 1, as well as the one stating that all finitely presented group are qsf [36] , on which it relies, are valid for all such Γ's but, contrary to the common belief that no non-trivial result can be true for all groups, they really are non-trivial. Here is an explicit measure of their non-triviality. Consider the case of those Γ's which are Γ = π 1 (M 3 ), with M 3 a closed 3-manifold and, in terms of M. Gromov's theory of random groups [14] , these should be quite rare events indeed. Now, for these particular groups it was actually previously known already that they are qsf (and hence easy), since this is a corollary of the Thurston Geometrization Conjecture, proved by G. Perelman (see [26, 27, 28] , and [1, 2, 16, 18] ). But even for this special case, there are no other roads of access, to the best of our knowledge, then either to deduce it from the Ricci flow, or from the more general theorem ∀ Γ ∈ qsf.
Historical remarks
There is also a long story behind Theorem 1 above, which we will review now. About twentyfive years or so ago, independently of each other, Andrew Casson and the second author (V.P.) have devised a technique for proving results of the following general type. Take Γ = π 1 M 3 , where M 3 is a closed 3-manifold, and assume that it satisfies some "nice geometric conditions" (and we will soon explain what that is supposed to mean); then M 3 is simply connected at infinity, i.e. π
Alternatively, this conclusion may also be phrased as follows: if in addition to those nice conditions we also assume that M 3 is irreducible, then M 3 = R 3 . For these old papers, see for instance [12, 30, 31, 33, 40, 41] , and, for a somehow different approach to these same issues, see also [3] . A whole little industry was developed in those old days around these various papers, but, of course, they are all superseded, by now, by Perelman's work [26, 27, 28] (see also [16] ). However, it is worthy to note that the list of "nice geometric conditions" for Γ includes hyperbolicity (in the sense of Gromov [13] ), or more generally almostconvexity (in the sense of Cannon), the automatic property, or, more generally, combability (in the sense of Thurston et al. [6] Although these papers mentioned above are today superseded, it may still be appropriate to tell here, with hindsight, from our present vantage point and expressed in a more recent jargon, what was actually done there. This may be summarized as follows.
(a) Let Γ be any finitely presented group which satisfies some nice geometric condition, like above. Then Γ is easy in the sense of Definition 2 above. This was actually the main result of these old papers, the only one which may still deserve to be remembered today. Of course, things were not phrased this way, the author (V.P.) being at that time too concerned with the universal covers of 3-manifolds, to be able to see the world beyond.
(b) Hence Γ is also qsf (but of course, the concept did not exist then). It should be noted that neither (a) nor (b) have anything to do with 3-manifolds.
(c) Now, finally, if one also assumes that Γ = π 1 M 3 , then, by a result of Brick and Mihalik [4] , π ∞ 1 M 3 = 0 (in the old papers one actually used a variant of Dehn's lemma [30] ).
At that time, this issue of π ∞ 1 M 3 = 0 was thought to be the punch line of the papers, whereas, today, this is certainly superseded by Perelman's work.
In [31, 33] , on the way from π 1 M 3 ∈ {Gromov hyperbolic and/or s.o.} to π ∞ 1 M 3 = 0, an intermediate link was the following concept, called "Dehn-exhaustibility": Definition 3. A locally compact simplicial complex X is called Dehn-exhaustible ( DE) if for any compact simplicial complex k ⊂ X there is a commutative diagram
where K is a simply-connected and compact complex, i is the canonical injection, j is another injection, and f is an immersion satisfying the "Dehn condition":
Actually, in [30, 31, 33] , only the special case when X is an open smooth 3-manifold with f a smooth immersion was explicitly considered, since then the Dehn-exhaustibility from diagram (1) can be plugged then into a variant of the classical Dehn Lemma which was useful for that old approach to π ∞ 1 M 3 = 0 (see point (c) above). Of course, the notion of Dehn-exhaustibility can be phrased, also, in a completely Diff setup. Here is then a typical result:
Theorem 3 (V. Poénaru). Let V n be a smooth open manifold, such that there is a p ≥ 1 for which V n × B p is gsc. Then V n is Dehn-exhaustible, in the Diff category.
For n = 3 this is actually explicitly proved in [30] , but the argument can be adapted for any n. Actually, in the third paper from the second author's qsf trilogy [37, 38, 39] something like Theorem 3 is even done when ∂V n = ∅. Anyway, a few years after these old papers were written, Brick and Mihalik [4] abstracted the notion qsf (meaning quasi-simple filtration) from the earlier work of Casson [12] and the second author (V.P.) [30, 31, 33] , as follows: Definition 4. We are now in the simplicial category and the locally compact simplicial complex X is qsf iff for any compact subcomplex k ⊂ X there is a simply-connected compact (abstract) complex K endowed with an inclusion k j −→ K and with a simplicial map K f −→ X satisfying the Dehn condition M 2 (f ) ∩ j(k) = ∅, and entering in a commutative diagram like (1) above (but now f is no longer an immersion, it is just a simplicial map).
In other words, a locally finite simplicial complex X is qsf if it satisfies something like the Dehn-exhaustibility (see Definition 3 above), with the condition on f relaxed from immersion to f being a mere simplicial map (see here [4, 10, 49] ). Most of the good virtues of the Dehnexhaustibility (de) are preserved for the more general qsf, like for instance the implication
But what one gains is very valuable, since, unlike de, the qsf turns out to be a group theoretical, presentation-independent notion: if K 1 , K 2 are two presentations (i.e. two presentation complexes) for the same (finitely presented) group Γ, then
If that happens, then we will say that the group Γ itself is qsf.
[Note that only finitely presented groups are considered in this paper and the K 1 , K 2 are always compacts.] Remark 1.2. We do not know whether the notion Γ ∈ qsf is expressible in more algebraic terms, let us say via homological algebra or K-theory.
For locally finite X's, there are trivial implications de =⇒ qsf and gsc =⇒ qsf. In the group theoretical context, L. Funar and the first author (D.O.) [10] have proved weak converses to these implications, where "weak" means things of the following type. If Γ has a presentation K 1 such that K 1 ∈ qsf, then it also has one presentation K 2 such that K 2 ∈ gsc (and, of course, conversely, but this is a triviality). But, unlike qsf, neither gsc nor de nor wgsc are presentation independent (see [10, 20] ).
Coming back now to the representations, with which this paper deals, they have their own little story too. They were already present at the level of the very initial step in the approach of the second author (V.P.) to the Poincaré Conjecture. In the papers [32, 43] homotopy 3-spheres Σ 3 and open 3-manifolds were represented, rather then M (Γ)'s, like here. It is in [32] , under a different name, that representations first appeared (see also [34] and [21] ).
[For a complete overview of the second author's (V.P.) approach to the Poincaré Conjecture see the ArXiv paper [35] .] In the old papers [30, 31, 33, 34] it was the M 3 's which were represented. Then in [42] , representations of the classical Whitehead manifold W h 3 [51] were investigated and what was found there, was that for the simplest and most natural 2 d -representations of
is not a closed subset, but its accumulation pattern is chaotic. Very explicitly, the pattern in question is guided by a specific class of Julia sets generated by the infinite iteration of real quadratic polynomials; the same feed-back loop occurs in both cases.
We end here this historical digression and go back to the notion of representations of a group Γ, X 2 f −→ M(Γ), which, as such, has apriori nothing group-theoretical about it, except that it allows the possibility of a free action Γ × X −→ X, with an equivariant f , i.e. f (gx) = gf (x); the point (ii) in Theorem 1 brings this option to life. Incidentally, representations of Γ which are both locally finite and equivariant are essential for the second author's (V.P.) proof that any Γ ∈ qsf [37, 38, 39] .
In the next section we will state more formally, and with more details, what the paper actually proves. Then Theorem 1 will appear as a piece of some bigger, more comprehensive statement. This will deal with 3 d -representations too, and then the "Whitehead nightmare" appearing in the title of this paper will be explained too. also wishes to thank the Mathematics Department of the University of Paris-Sud 11 for the hospitality during the research visits.
Definitions and statements of the results
We will give now, with full details, the definition of the representations for finitely presented groups Γ, which were only very informally presented in the last section.
To begin with, like in [36, 37] , we consider presentations for Γ which are singular compact 3-manifolds with non-empty boundary M(Γ). The structure of such an M(Γ) is very simple (see e.g. [22] ). Start with a compact 3-dimensional handlebody of some appropriate genus g, call it H; this embodies the generators of the group Γ. Then 2-handles are attached to H, embodying the relations. Explicitly, the attaching zones are given by an immersion Now we are ready to give the precise and formal definition of representations for finitely presented groups, leaving more details and comments just after the definition.
Definition 5.
A representation of a finitely presented group Γ is a (simplicial) map
which satisfies the following list of conditions:
(3−1) the space X is an (at most) countable simplicial complex which is not necessarily assumed to be locally finite; but the complex X is assumed to be gsc (i.e. geometrically simply connected);
(3−2) the simplicial map f is non-degenerate, which also means that dim X ≤ 3. Hence, once the meaningless case dim X = 1 is discarded, we are left with the two meaningful cases dim X = 2 and dim X = 3, namely with 2-dimensional and 3 d -representations; (3−3) the equality Ψ(f ) = Φ(f ) holds (see the explanation here below), and in this case we say that f is zippable;
(3−4) the map f is "essentially surjective", which means the following: if dim X = 3, then Im f = M (Γ), and if dim X = 2, then M (Γ) = Im f + {cells of dimension 2 and 3}.
Here, some remarks and details are needed. First of all, notice that the gsc concept, which stems from the differential topology, makes sense for arbitrary cell-complexes. More precisely: Definition 6. We will say that a cell complex X is gsc if it admits a cell decomposition (or handle-decomposition), with T = infinite tree and H λ = λ-cells (or handles of index λ), of the following form
j is a selected set of 2-cells, in bijection with the set of 1-cells
, and then the geometric intersection matrix is of the following form, which we call easy id+nilpotent
When one is in a non-compact situation, like now, then this is the correct way of having the 1-handles in canceling position with the 2-handles. Also, if in the little equation above we replace the "a ji > 0 ⇔ j > i" with the dual equation "a ji > 0 ⇔ j < i", which is called the difficult id+nilpotent, then this no longer implies gsc.
For instance, the classical Whitehead manifold W h 3 [51] has a handlebody decomposition of the difficult id+nil type, and it certainly is not gsc! [Proof. Assume W h 3 is gsc, then W h 3 × B n is gsc too. Theorem 3 implies then that W h 3 is de. But, in dimension 3, we have the implication de =⇒ π ∞ 1 = 0, and it is well-known that π
Secondly, concerning the point (3-3) above, consider a non-degenerate simplicial map g : A → B, like, for instance, our map f from (3); for any such a map we define the set of mortal singularities, Sing(g) ⊂ A, as being the set of those points x ∈ A, at which g fails to be immersive. There are two interesting equivalence relations on A, in this context. To begin with, we have the trivial one
Then (and see here [29, 37] for more details) there is the following more subtle equivalence relation Ψ(g) ⊂ Φ(g), which is defined as follows (and it can be proved that this definition makes sense, see [29] ): Ψ(g) ⊂ A × A is the "smallest" equivalence relation compatible with g, which kills all the mortal singularities, i.e. which is such that in the following diagram the map g 1 is an immersion (i.e. Sing(g 1 ) = ∅)
It can be shown that there is a uniquely well-defined equivalence relation Ψ(g) (constructed via folding maps) with the properties listed above, and that it has the additional property that the following induced map is surjective
Details concerning the equivalence relations Ψ and Φ can be found in [29, 37] . So, we have finally completed all the explanations concerning our definition of representations for finitely presented groups Γ.
Remark 2.1. Notice that, it can be actually shown that, for any such a Γ, representations as above always exist [37] ; but, the simplest representations which one stumbles upon fail, generally speaking, to be locally finite. As already said earlier, many other objects can be represented, not only groups Γ ≃ M (Γ) , provided they are simply connected. The definition is always exactly the same, but what is special when we represent groups, which comes automatically with the canonical action Γ × M (Γ) −→ M (Γ), is that there is then the possibility that the representation X f −→ M(Γ) may be equivariant, meaning that there may be a second free action Γ × X −→ X, coming with f (γx) = γf (x) for all γ ∈ Γ, x ∈ X. It is a non-trivial fact [37, 38, 39] that such equivariant representations exist for all Γ's, and this is one of the key ingredients in the proof that any Γ is qsf. One of the first steps in the proof that all Γ's are qsf, is actually to show that for any Γ one can construct an equivariant representation, the representation space X of which is locally finite. This is certainly not a trivial step.
In this paper only representations of Γ with locally finite X will be considered. But unless it is specially mentioned, equivariance will not be required now.
Without any additional assumption on the couple (X, f ) from (3) above, there is a metric structure, well-defined up to quasi-isometry, which permeates this whole story. Chose any Riemannian metric on M(Γ), and what we mean by this is the following. On each individual 3-dimensional handle H λ i of M(Γ), a Riemannian metric is given and, whenever two handles are incident, it is required that the induced metrics on the intersection should coincide. Then, using the non trivial free group action Γ × M (Γ) −→ M (Γ), the arbitrarily chosen Riemannian metric on M(Γ) lifts to an equivariant metric on M(Γ). Finally, one lifts this metric on X, via the non-degenerate map X f −→ M (Γ). Thus, X becomes a metric space and, up to quasiisometry, this metric on X is canonical, i.e. independent of the original choice of Riemannian metric on M(Γ).
Let us fix now a compact fundamental domain δ ⊂ M (Γ), such that
In a similar vein, we consider "large fundamental domains", and a locally finite decomposition of X into such domains
where J is some countable set of indices. Since there is no group action on X (in the general case, at least), what we will ask now from the compact pieces ∆ j above, apart from the obvious condition that their interiors should be disjoined, is the existence of two positive constants C 2 > C 1 > 0 such that we should have
Here ∆ j is the diameter of ∆ j . Our large fundamental domains ∆ j could be, for instance, maximal dimensional cells of the cell-decomposition of the representation space X occurring in (3), satisfying the metric condition (3−5), when j → ∞. The next Theorem 5, stated below, has two parts corresponding to the dimension of X, in a 3-dimensional representation this is X = X 3 , while in a 2-dimensional representation it is X = X 2 . In both cases we have also immortal singularities Sing M (Γ) ⊂ M (Γ) and mortal singularities Sing(f ) ⊂ X.
At least in the 2 d case, we will want to be a bit more specific about the singularity issues, and so, when it comes to the 2-dimensional part of the Theorems 4 and 5 stated below, the following condition will be imposed too (3 − 6) the set of mortal singularities Sing(f ) ⊂ X 2 is discrete and,
at each x ∈ Sing(f ), there is the following local model. There is an open neighborhood P = P 1 ∪ P 2 of x in X 2 and an embedding R 3 −→ M (Γ) which, apriori, might happily go through Sing M (Γ) , through which P f −→ M (Γ) factorizes. At the source X 2 , the P 1 , P 2 are two planes R 2 glued along a half-line [0, ∞) with x = 0, x being here our mortal singularity.
each j|P 1 , j|P 2 injects, the two being transverse. So there is a double line in M 2 (f ) starting at the mortal singularity x. This is a local model already used by the second author (V.P.) in his work on the Poincaré Conjecture [32, 35] . According to a suggestion of Barry Mazur, these singularities were called "undrawable" in [32] . For our (3) we will also assume that
But at the later stages in the zipping of f , this condition may be violated. Then, besides the Sing(f ) ⊂ X 2 , there is also a set of immortal singularities Sing(X 2 ) ⊂ X 2 − Sing(f ), which is also discrete. This comes with the inclusion f Sing(X 2 ) ⊂ Sing M (Γ) . At the points x ∈ Sing(X 2 ), there are no local factorizations
and it is their absence which makes the x ∈ Sing(X 2 ) be an immortal singularity, never to be killed by the zipping. But in purely topological terms, and forgetting about f , at one immortal singularity x ∈ X 2 , the X 2 looks exactly alike as at a mortal singularity. This ends our digression on Sing(f ).
We are now ready to state precisely the two main results of the present paper. −→ Z + , such that the following condition is satisfied for any γ ∈ Γ:
where γ is the word-length of γ ∈ Γ.
In particular, any given domain γδ ⊂ M (Γ) downstairs, can only be hit finitely many times by the image of a large domain ∆ ⊂ X 3 from upstairs.
, one normally finds the following situation, at the opposite pole with respect to our (4) above, and which, in papers like [34] , the second author (V.P.) has called the Whitehead nightmare
Our present Whitehead nightmare under discussion, should remind the reader of the basic structure of the classical Whitehead manifold W h 3 [51] (whence the name of our nightmare), of the Casson Handle [15] , or of the gropes of M. Freedman and F. Quinn [7] .
So, the first part of our Theorem 4 means that any finitely presented group can avoid the Whitehead nightmare, and this is what the title of the present paper refers to.
The 2 d counterpart of the Whitehead nightmare (4 * ) is the following condition
This is the generic situation for 2 d -representations and one has to start by living with it and look at the accumulation pattern of M 2 (f ) inside X 2 , all this being done in [37, 38, 39] , before one can, eventually, avoid both (4 * ) and (5 * ). For the next theorem we will need the notion of wgsc, already mentioned in the introduction, but which we restate now more formally. The wgsc (weak geometric simple connectivity) is a weakening of the gsc, introduced by L. Funar in [8, 9] (see also [10, 20] ).
Definition 7.
A locally compact space X (let us say a locally finite X in the context of (3)) is said to be weakly geometrically simply connected ( wgsc), if it has an exhaustion by compact (finite), simply connected subcomplexes
Remark 2.2. Notice that for an open 3-manifold V 3 , π ∞ 1 V 3 = 0 and V 3 ∈ wgsc are equivalent, but this little fact is immaterial for us now. Apart from the fact that our group-presentations are 3-dimensional, the present paper has not much to do with 3-manifolds.
When in the context of (3−1) we replace gsc by wgsc, without any other change, then by definition the (3) becomes a wgsc-representation. 
there is a free action Γ × X 3 −→ X 3 , and f is equivariant; −→ M (Γ) which is both equivariant, like in (6), and which also satisfies (5).
Remark 2.3.
1. The representation spaces X occurring in the two theorems above are, of course, distinct spaces, although not quite totally unrelated, as we shall see.
2. Condition (7) of Theorem 5 can also be replaced by the following variant: there exist equivariant triangulations for M (Γ) and for X 3 , and also a constant C ′ such that, for any simplex σ ⊂ M (Γ), we should have
3. We believe that one cannot both avoid the Whitehead nightmare and retain equivariance, without paying the price of going from gsc to wgsc. But we have no proof for this conjecture.
3 A prentice on π
Immediately next to the Poincaré Conjecture, the statement that for all closed M 3 's one has π ∞ 1 M 3 = 0, or equivalently that for an irreducible M 3 one has M 3 = R 3 , has been a highly desired result in low-dimensional topology. Of course, today, once G. Perelman [26, 27, 28] has proved the full Thurston Geometrization Conjecture [50] (for detailed proofs see [1, 2, 16, 18] ), this π ∞ 1 M 3 = 0 is just a corollary of that work. But the π ∞ 1 M 3 = 0 also follows easily from the second author's (V.P.) result that all Γ's are qsf [36] .
In the introduction to this paper, we have shown how Casson's and the second author's (V.P.) efforts to prove π ∞ 1 M 3 = 0, some twenty or so years ago, fit into the more contemporary framework. As a very last glance to those, by now, old issues, and maybe also as a last good-bye to 3-manifolds, we will give now a simple geometric argument, stemming essentially from [37] , proving the following implication:
We believe this little prentice might be useful for some readers.
Proof. To begin with, as a general comment, when Γ = π 1 M 3 , then our whole present theory, as well as the 3-parts work [37, 38, 39] , functions automatically with
So, accordingly to Theorem 4 above, we have now a locally finite representation
γδ, such that ( * * ) for any γδ ∈ M 3 , there are only finitely many large fundamental domains ∆ ⊂ X 3 such that f ∆ ∩ γδ = ∅.
Since X 3 is gsc we also have X 3 ∈ wgsc, and hence there is an exhaustion by finite, simply connected subcomplexes
Using the compact exhaustion above, for any k ⊂ M 3 compact, we find a Z 3 m such that f Z 3 m ⊃ k. Next, using now ( * * ), we may find a higher Z 3 n , with n > m, such that f −1 f Z m ⊂ Z n . Our (8−1) being a representation, we also have Ψ(f ) = Φ(f ). Via a little compactness argument (see [30] ), one deduces from this the existence of a function Z + ∋ n N −→ N(n) ∈ Z + with N(n) >> n, having the property that
Remark 3.1. It would be nice if one could connect the asymptotic behavior of the function N above, to the more mundane asymptotic properties of Γ = π 1 M 3 .
By now we have a sequence of inclusions
from which one extracts the following commutative diagram
where i is the canonical inclusion, j some other inclusion, π 1 (Z 3 N |Ψ N ) = 0 and g is an immersion. Moreover, because of
n , we also have the following Dehn-type property:
What we have actually achieved, so far, was to show that M 3 is Dehn-exhaustible. If one plugs in here the Dehn-type lemma from [30] , one can deduce that π This also ends our prentice on the simple connectivity at infinity of M 3 .
Preliminaries lemmas
We give now the beginning of the proofs of the Theorems 4 and 5 above. Some technicalities will be postponed until the next section. Our arguments will rely heavily on the second author's (V.P.) previously proved result already mentioned, that all finitely presented groups are qsf (see [36, 37, 38, 39] ). Once we know that Γ ∈ qsf, this also means that M (Γ) ∈ qsf (because M(Γ) is a compact presentation of Γ). Since our 3-dimensional M (Γ) is singular, we prefer to replace it by a smooth, albeit higher dimensional, object. Let R be a resolution of the singularities of M (Γ) (and see here [32] , or better, our recent joined work [22] , where all this issue is explained in a context which is very much akin to the present one). Given a choice of R, we get a smooth 4-manifold Θ 4 (M(Γ), R), and, as soon as one takes the product with B m , m ≥ 1, and one goes to Θ 4 (M(Γ), R) × B m , then the R-dependence is washed away, and everything becomes then canonical.
In particular, there is now a free action of Γ on Θ 4 ( M (Γ), R) × B m , for m ≥ 1, and one has that
We take now n = m + 4 ≥ 5, and then we get
This M n is a smooth non-compact manifold, of very large boundary. Also, because Γ ∈ qsf, we also have M n ∈ qsf.
Proof. This is actually a result from the first author's (D.O.) PhD Thesis (see [10] ), but for completeness, we prove it here again, in the present set-up.
We start with an exhaustion by compact submanifolds of codimension zero, now without any π 1 = 0 assumption,
Thus, because ∂M n = ∅, generally speaking, we find that ∂k i ∩ ∂M n = ∅. Since, by (9), M n is qsf, there is a commutative diagram (10)
where i is the canonical inclusion, j 0 is an inclusion, K 0 and f 0 are simplicial, K 0 is compact with π 1 K 0 = 0 and where
Without any loss of generality, we may assume that the injection j 0 extends to
is an open subset, and where the Dehn-condition extends to
We claim now that, for high enough N (actually N > n + 2 suffices), we can construct a commutative diagram with injective Φ as follows
(where ( * N ) denotes the center of B N ) such that inside (M n − k 0 ) × B N , the diagram (11) above commutes modulo a deformation not budging the ∂k 0 × [0, 1] ⊂ K 0 − j 0 k 0 , where the f 0 in formula (11) is already injective. There is here, of course, a standard argument, but some care is required at the boundary. Here is how it goes.
Consider ∂(M n − k 0 ), which is the union of a contribution from ∂M n − k 0 and another contribution from ∂k 0 − ∂M n . Have in mind here that (k o , ∂k 0 ) ⊂ (M n , ∂M n ). Next, we also consider
With this, we go to the composite map
In the simplicial context of (10), it may be happily assumed that K 0 is an n-manifold, like M n . With this, as soon as 2n + 1 ≤ N + n − 1, we may demolish the double points of (11−1) by a standard argument. So, for (11) , at the level of the boundary, we have already an embedding and, rel this, we may continue in the interior; from now on, things are really standard stuff.
The offshoot of the story above, is the existence of a compact bounded submanifold
which is such that π 1 (X 0 ) = 0. We can find a k n 1 in our original compact exhaustion which is such that X n+N 0 ⊂ k n 1 × B N , and then, like in (10), go to
From here on, just like before, we can construct a simply-connected manifold X n+N 1 having the feature that
o. This proves Lemma 1.
Proof. We will proceed via the standard Smale-type arguments, but with a certain amount of additional care in view of our present non-compact context with non-empty large boundary. What Lemma 1 tells us is that there is an exhaustion by compact, simply-connected, codimension zero submanifolds, each embedded in the interior of the next
In what follows we will use the notation δK i ≡ ∂K i − ∂W . The δK i are disjoined and, for the sake of a simpler exposition, we will assume the following (13) for each i, both δK i and (K i+1 − K i ) are connected.
[Nota Bene: We could certainly do without (13), at the price of some complications, essentially notational. But then, we could also do something else: start by assuming that the group Γ has exactly one end, which would makes (13) Here the arrow I =⇒ II is the bijection {λ-dimensional simplexes} −→ {handles of index λ}, which is gsc preserving. While the arrow II =⇒ I is supposed to be any "nice" gsc-preserving subdivision. This could be for instance the following succession of steps, which is also gscpreserving.
Read II as a cell-decomposition, then apply to it a Siebenmann bisection (as defined in [46] ), change this into a triangulation via a stellar subdivision, then, if necessary, subdivide barycentrically so as to reduce the size of the basic units, or any other appropriate combination of these kind of steps. The elementary steps just mentioned are not only gsc-preserving, but they are also wgsc-preserving. We will call them admissible subdivisions.
In the context of (14), when we are in the situation I, the δK i 's are subcomplexes of codimension one, while in the case II, they are non-singular level hypersurfaces.
Whether we are in the context I or II of (14), the gsc property is always expressed by the following scheme
where T is an infinite tree and where the two sets of λ-cells, or λ-handles, (λ = 1) and (λ = 2) 1 are in bijection, and have a geometric intersection matrix of the form id+nil, of the easy type (as in Definition 6). When we are in the smooth context, then the T in formula (15) should be read N p (T ) ⊂ W p , for a properly embedded tree T ⊂ W p . Here is how the T in (15) fares in the context (14) I =⇒ II =⇒ I, i.e.
T =⇒ thickening N p (T ) of the same T =⇒ extension of T to a (possibly much) denser new T.
We start now with a smooth equivariant triangulation for W p (in the context I), out of which a smooth equivariant handlebody decomposition H(0) is to be gotten. The corresponding triangulation from which we started might be called H(0) too. Of course, the compact exhaustion (12) is not equivariant and neither is (15) ; this would imply the existence of a free action Γ × T → T , forcing our Γ to be a free group.
But our H(0) is only wgsc and not (yet) gsc, so that (15) is not yet with us (anyway). What we will ask from H(0) right now is the following (and we are here in the context I)
for each i, each of the following graphs in (16−1) below is a maximal tree inside the respective 1-skeleton of the compact complexes
Furthermore, we also ask that the compact object
Here is how we can achieve (16) . Start with the trivial remark that if X is any graph and T ⊂ X a tree, then T can always be extended to a maximal tree. With this, we perform the following infinite cascade of successive steps.
Choose a maximal tree T ∩ δK 1 , continue this with a maximal tree T ∩ K 1 , then choose a maximal tree T ∩ δK 2 and join it to T ∩ δK 1 by a simple path λ
It should also be understood that the H(0), in terms of which both (12) and (16) 
has its attaching zone glued to
Once we have all these things, we will proceed via the following infinite sequence of steps.
Step I. We think now in the context II, whenever the contrary is not explicitly stated. With this, we have
where H λ 1 are the λ-handles of K 1 , with their ∂H
. We introduce the notation
, and one should notice that, because π 1 K 1 = 0, we also have (17) π 1 L 1 = 0, and, moreover, since dim L 1 >> {the indices λ ≤ 2 of the handles involved in L 1 }, we also have π 1 ∂L 1 = 0. At this point we throw in additional handles, namely pairs of 2-handles and 3-handles in canceling position h . Since π 1 ∂L 1 = 0, one may slide the system h 2 1 along ∂L 1 , until one has the following condition satisfied: We start by drawing on ∂L 1 , for each individual H (18) {attaching curve of the slided 2-handle h
with the following global result for the geometric intersection matrix
i.e. the handles h 2 (slided) are now in canceling position with the H 1 's. But notice that our handles sliding is brushing through ∂W p ∩ K 1 too and this forces the manner in which we will proceed next.
In the context of (18), it should be understood that the various l(H 1 1 )'s are disjoined and that the sliding isotopy avoids the foot of
These non-generic contacts can easily be disposed of without disturbing the story below, and leaving us with a nice H(0) 1 . With the sliding above we get a smooth transformation
where D 1 is a diffeomorphism from L 1 to the RHS of (19) . If one simply replaces the L 1 ⊂ H(0)|K 1 by the RHS of (19) , then one gets a new K 1 , with a handlebody decomposition H(0) 1 , and which is diffeomorphic to the initial K 1 ,
We have then
allowing us to define the smooth manifold W p 1 , which is diffeomorphic to our original W p ,
and the disposal of the non-generic (18-1) mentioned above, does not affect the topologies. We find, canonically, the embedding T ∩ δK 1 ⊂ D 1 (δK 1 ) ⊂ new K 1 but, when we put together the handlebody decomposition Notice that, at the end of our Step I we have also created the manifold
which comes with π 1 Λ 1 = π 1 ∂Λ 1 = 0.
Step II. We work now with the W p 1 from
Step I above and (12) is then modified into
Then one starts from
Here we have H
where we may certainly find contacts ∂H
[Let us say that, when we consider the group π 1 K 2 = π 1 K 2 − (K 1 − δK 1 ) ∪ new K 1 = 0, then a good bona fide presentation (in our sense) of it is provided by (21)].
We attach now Smale pairs (h
Then, we make use of π 1 ∂L 2 = 0 in order to slide the h 2 2 's into new positions
in canceling position with respect to the h 2 2 's . . . .
Step i + 1. Inductively, by now, the initial piece of (12) up to level i included, has already been Smale-treated and so we replace this initial (12) by another similar simply-connected compact exhaustion, which starts directly at level i, namely
The (22) 
By analogy with (21) we have now the
and the isotopic sliding move
takes place inside ∂L j≤i which, inductively, is simply-connected. Next, we find the co-dimension zero submanifold
which comes with π 1 Λ i = 0, because of the Smale-treatment. Like above this implies that and not on the useful Λ i (which they may nevertheless touch). Because of this, in the context of (22) we introduce the following object, indistinguishable π 1 -wise from K i+1
with all the handles H λ≥3 i+1 ⊂ K i+1 − (K 1 − δK i ) deleted (or at least with their cores deleted). We define now
where we certainly also have contacts ∂H
In the context of (26), the
and so, by Van Kampen, π 1 L i+1 = 0, and hence π 1 ∂L i+1 = 0 too.
At this point we throw in new Smale pairs (h 
in canceling position with its canonically attached H 
(where D i+1 is a diffeomorphism of the LHS to the RHS) and, if we replace L i+1 ⊂ K i+1 − K i + new K i by the RHS of (27), we get a new K i+1 , with a handlebody decomposition H(0) i+1 which comes with a diffeomorphism
With (K i+1 , D i+1 ) we can start a new sequence like (22) , this time ready for the next level i + 2. This process continues now indefinitely. Forgetting now temporarily about the H λ≥3 's, notice that our process also builds up an infinite sequence of non-compact manifolds
where the last object is a manifold where all the 1-handles cancel with the 2-handles. Very importantly, in the context of (28), the various finite packages (h 2 n + h 3 n )(slided) do not accumulate at finite distance, which we express symbolically by
Proof. Along each singular square S ⊂ SingM(Γ), the M(Γ) has three smooth branches see (2)
. Each of the U 1 ∪U 2 and U 1 ∪U 3 is a smooth 3-manifold and this induces for M(Γ) a structure of smooth 3-dimensional train-track manifold. For each x ∈ S there is a canonical identification
For the smooth points of M(Γ) this tangent space is obvious.
Claim (30) . For each Γ, we can chose the M(Γ) so that there is a smooth submersion of our train-track into the Euclidean 3-space
Here is the proof of the claim. Start with an arbitrary chosen presentation for our Γ
where each D This process can be performed in such a way that the homotopy class of It provides us with a smooth field of frames
for each x ∈ M(Γ). We consider now the composite maps
starting from which, any desingularization R of M(Γ)
produces a smooth train-track immersion
simply by pushing the s-branch in (33) towards t = +1 and the n-branch towards t = −1.
With this (as explained in [11, 22, 32 (9)). Remember that the proof of Lemma 2 starts with a smooth equivariant wgsc cell decomposition H(0) the context (I) of (14) . Without any loss of generality, there is an affine triangulation Θ of 
∼ , equivariance will be automatic, the admissible condition, which is local, is verified upstairs too, and there it will preserve the wgsc property which H(0) = Θ initially had. [Note that "admissible" would preserve gsc too, but that is not the question now].
We will be interested now in ǫ-skeleta of Θ, for ǫ = 3 or 4, denoted by
. These come with maps
Lemma 5. After a small perturbation of the 0-skeleton Θ (0) , followed by a global isotopic perturbation of Θ, which leaves it affine, we can make so that the maps Proof. The proof is left to the reader; one can see here also the argument analogous to this one in [30] .
So, in the context of (40) we have now affine triangulations Θ(Z 4 ), Θ(Y 4 ), connected by a simplicial non-degenerate map F .
We introduce now a second class of triangulations, compatible with the same differential structure as the Θ(Y 4 ), but related now to the foliation F too. These triangulations are denoted Θ F (Y 4 ), and will be subjected to the following conditions It is assumed that the triangulation Θ F (Y 4 )|M(Γ) is sufficiently fine so that rσ 3 is a subcomplex. [Our "triangulations" may happily be Siebenmann cell-decompositions].
In the context of Θ F we will have F -admissible subdivisions End of the proof of Theorem 5, point 1. By taking the universal cover of the lower long composite arrow in (42), we get the following map
where f ≡ (r • I • F 1 ) ∼ , which has the following features:
(43−1) since both F 1 and r are non-degenerate, so is f ; (43−2) we have started from H(0) = Θ which was wgsc and, from there on, all the subdivisions were admissible: this implies that X 3 is also wgsc; (43−3) the map f is surjective and, moreover, it admits the section M (Γ) ⊂ X 3 (see (41-1)), which is such that f | M(Γ) = id.
From this point on, there is a standard argument showing that Ψ(f ) = Φ(f ) (and see here the proof of Lemma 2.8 in [30] too). In a nutshell, this argument is the following. Assume Ψ(f ) Φ(f ), then the induced map
would have singularities, which is a contradiction. So, by now, we have already shown that (43) is an equivariant, wgsc 3 d -representation of M (Γ)(∼ Γ). It remains to check (7) or, equivalentely, (7−bis).
But our present map (46) is devoid of any infinitistic pathologies, and so we can afford3. Because the f (46) satisfies condition (7) (and/or condition (7 − bis)), so does f (41), as long as we are outside of the contribution (12), the function µ is determined by the infinite sequence of numbers
But, the important point is that the gsc representation (51) avoids the Whitehead nightmare.
Like in the context of Lemma 6, we have to use the smooth Hauptvermutung in order to get our f (51).
This ends the proof of part 1. of Theorem 4. From here on, the implication 1. =⇒ 2. in the context of Theorem 4, uses the same kind of arguments as in the context of Theorem 5. Of course, equivariance is now no longer with us, but, locally, (51) is finitistic and that suffices.
Theorem 4 is by now completely proved.
