In many semiparametric models that are parameterized by two types of parameters-a Euclidean parameter of interest and an infinitedimensional nuisance parameter-the two parameters are bundled together, that is, the nuisance parameter is an unknown function that contains the parameter of interest as part of its argument. For example, in a linear regression model for censored survival data, the unspecified error distribution function involves the regression coefficients. Motivated by developing an efficient estimating method for the regression parameters, we propose a general sieve M-theorem for bundled parameters and apply the theorem to deriving the asymptotic theory for the sieve maximum likelihood estimation in the linear regression model for censored survival data. The numerical implementation of the proposed estimating method can be achieved through the conventional gradient-based search algorithms such as the Newton-Raphson algorithm. We show that the proposed estimator is consistent and asymptotically normal and achieves the semiparametric efficiency bound. Simulation studies demonstrate that the proposed method performs well in practical settings and yields more efficient estimates than existing estimating equation based methods. Illustration with a real data example is also provided.
1. Introduction. In a semiparametric model that is parameterized by two types of parameters-a finite-dimensional Euclidean parameter and an infinite-dimensional parameter-oftentimes the infinite-dimensional parameter is considered as a nuisance parameter, and the two parameters are The log likelihood given in (1.3) apparently is a semiparametric model, where the argument of the nuisance parameter λ involves β; thus β and λ are bundled parameters. To keep the positivity of λ, let g(·) = log λ(·). Then the log likelihood function for β and g, using the counting process notation, can be written as (1.4) where N i (t) = ∆ i I(Y i ≤ t) is the counting process for subject i.
We propose a new approach by directly maximizing the log likelihood function in a sieve space in which function g(·) is approximated by B-splines. Numerically, the estimator can be easily obtained by the Newton-Raphson algorithm or any gradient-based search algorithms. We show that the proposed estimator is consistent and asymptotically normal, and the limiting covariance matrix reaches the semiparametric efficiency bound, which can be estimated either by inverting the information matrix based on the efficient score function of the regression parameters derived by [22] , or by inverting the observed information matrix of all parameters, taking into account that we are also estimating the nuisance parameters in the sieve space for the log hazard function.
2. The sieve M-theorem on the asymptotic normality of semiparametric estimation for bundled parameters. In this section, we extend the general theorem introduced by [30] , which deals with the asymptotic normality of semiparametric M-estimators of regression parameters when the convergence rate of the estimator for nuisance parameters can be slower than n −1/2 . In their theorem, the parameters of interest and the nuisance parameters are assumed to be separated. We consider a more general setting where the nuisance parameter can be a function of the parameters of interest. The theorem is crucial in the proof of asymptotic normality given in Theorem 4.2 for our proposed estimators.
Some empirical process notation will be used from now on. We denote P f = f (z) dP (z) and P n f = n −1 n i=1 f (Z i ), where P is a probability measure, and P n is an empirical probability measure, and denote G n f = n 1/2 (P n − P )f . Given i.i.d. observations Z 1 , Z 2 , . . . , Z n ∈ Z, we estimate the unknown parameters (β, ζ(·, β)) by maximizing an objective function for (β, ζ(·, β)), n −1 n i=1 m(β, ζ(·, β); Z i ) = P n m(β, ζ(·, β); Z), where β is the parameter of interest, and ζ(·, β) is the nuisance parameter that can be a function of β. Here "·" denotes the other arguments of ζ besides β, which can be some components of Z ∈ Z. If the objective function m is the loglikelihood function of a single observation, then the estimator becomes the semiparametric maximum likelihood estimator. Here we adopt similar notation in [30] .
Let θ = (β, ζ(·, β)), β ∈ B ⊂ R d and ζ ∈ H, where B is the parameter space of β, and H is a class of functions mapping from Z × B to R. Let Θ = B × H be the parameter space of θ. Define a distance between θ 1 , θ 2 ∈ Θ by
where | · | is the Euclidean distance, and · is some norm. Let Θ n be the sieve parameter space, a sequence of increasing subsets of the parameter space Θ growing dense in Θ as n → ∞. We aim to findθ n ∈ Θ n such that d(θ n , θ 0 ) = o p (1) andβ n is asymptotically normal. For any fixed ζ(·, β) ∈ H, let {ζ η (·, β) : η in a neighborhood of 0 ∈ R} be a smooth curve in H running through ζ(·, β) at η = 0, that is, ζ η (·, β)| η=0 = ζ(·, β). Assume all ζ(·, β) ∈ H are at least twice-differentiable with respect to β, and denote
Assume the objective function m is twice Frechet differentiable. Since for a small δ, we have ζ(·, β + δ) − ζ(·, β) =ζ β (·, β)δ + o(δ), hereζ β (·, β) = ∂ζ(·, β)/∂β; then by the definition of functional derivatives it follows that 
where the subscript 2 indicates that the derivatives are taken with respect to the second argument of the function. The last equality holds because
Similarly we have 
Thus according to the chain rule of the functional derivatives, we havė
As noted before, the subscript 1 or 2 in the derivatives indicates that the derivatives are taken with respect to the first or the second argument of the function, and h inside the square brackets is a function denoting the 7 direction of the functional derivative with respect to ζ. Note that for the second derivativesm βζ andm ζβ , we implicitly require the direction h to be a differentiable function with respect to β. It is easily seen that when ζ is free of β, all the above derivatives reduce to that in [30] . Following [30] , we also defineṠ
To obtain the asymptotic normality result for the sieve M-estimatorβ n , the assumptions we will make in the following look similar to those in [30] , but all the derivatives with respect to β involve the chain rule and hence are more complicated, which is the key difference to [30] . Additionally, we focus on sieve estimators in the sieve parameter space. We list the following assumptions: (A1) (Rate of convergence) For an estimatorθ n = (β n ,ζ n (·,β n )) ∈ Θ n and the true parameter
for all h ∈ H. Furthermore, the matrix
(A6) (Smoothness of the model) For some α > 1 satisfying αξ > 1/2, and for θ in a neighborhood of θ 0 : {θ :
Note that ξ in (A1) depends on the entropy of the sieve parameter space for ζ and cannot be arbitrarily small; it is controlled by the smoothness of the model in (A6). The convergence rate in (A1) needs to be achieved prior to obtaining asymptotic normality. Assumption (A2) is a common assumption for the maximum likelihood estimation and usually holds. The direction h * in (A3) may be found through the equation in (A3). It is the least favorable direction when m is the likelihood function. Assumptions (A4) and (A5) are usually verified either by the Donsker property or the maximal inequality of [28] . Assumption (A6) can be obtained by a Taylor expansion. The following theorem is an extension to Theorem 6.1 in [30] when the infinitedimensional parameter ζ is a function of the finite-dimensional parameter β.
and A is given in assumption (A3). Here a ⊗2 = aa ′ .
Proof. The proof follows similarly along the proof of Theorem 6.1 in [30] . Assumptions (A1) and (A5) yield
Combining these equalities and assumption (A6) yields
Since α > 1 with αξ > 1/2, the rate of convergence assumption (A1) implies
, then (2.1) and (2.2) together with (A3) yields
that is,
This yields
3. Back to the linear model: The sieve maximum likelihood estimation. By taking logarithm to the positive function λ(·) in (1.3), the function g(·) in (1.4) is no longer restricted to be positive, which eases the estimation. We now describe the spline-based sieve maximum likelihood estimation for model (1.1) . Under the regularity conditions (C.1)-(C.3) stated in Section 4, we know that the observed residual times {Y i − X ′ i β : β ∈ B, i = 1, . . . , n} are confined in some finite interval. Let [a, b] be an interval of interest, where
be the space of polynomial splines of order p ≥ 1 defined in [23] , Definition 4.1. According to Schumaker ([23] , Corollary 4.10), there exists a set of B-spline basis functions {B j , 1 ≤ j ≤ q n } with q n = K n + p such that for any s ∈ S n (T Kn , K n , p), we can write
where we follow [25] by requiring max j=1,...,qn |γ j | ≤ c n that is allowed to grow with n slowly enough.
Let γ = (γ 1 , . . . , γ qn ) ′ . Under suitable smoothness assumptions, g 0 (·) = log λ 0 (·) can be well approximated by some function in S n (T Kn , K n , p). Therefore, we seek a member of S n (T Kn , K n , p) together with a value of β ∈ B that maximizes the log likelihood function. Specifically, letθ n = (β n ,γ n ) be the value that maximizes
Taking the first order derivatives of l n (β, γ) with respect to β and γ and setting them to zero, we can obtain the score equations. Since the integrals here are univariate integrals, their numerical implementation can be easily done by the one-dimensional Gaussian-quadrature method. A Newton-Raphson algorithm or any other gradient-based search algorithm can be applied to solve the score equations for all parameters θ = (β, γ), for example,
where
) is the parameter estimate from the mth iteration, and
are the score function and Hessian matrix of parameter θ. For any fixed β and n, it is clearly seen that l n (β, γ) in (3.2) is concave with respect to γ and goes to −∞ if any γ j approaches either ∞ or −∞; henceγ n must be bounded which yields an estimator of s in S n (T Kn , K n , p).
As stated in the next section, the distribution ofβ n can be approximated by a normal distribution. One way to estimate the variance matrix ofβ n is to approximate the (inverse of the) information matrix based on the efficient score function for β 0 by plugging in the estimated parameters (β n ,λ n (·)). The consistency of such a variance estimator is given in Theorem 4.3. Another way is to invert the observed information matrix from the last NewtonRaphson iteration, taking into account that we are also estimating the nuisance parameter γ. The consistency of the latter approach may be proved in a similar way as Example 4 in [24] or via Theorem 2.2 in [9] , and we leave detailed derivation to interested readers. Simulations indicate that both estimators work reasonably well. 
There is a truncation time τ < ∞ such that, for some constant δ, P (ǫ 0 > τ |X) ≥ δ > 0 almost surely with respect to the probability measure of X. This implies that Λ 0 (τ ) ≤ − log δ < ∞.
(C.4) The error e 0 's density f and its derivativeḟ are bounded and
(C.5) The conditional density of C given X and its derivativeġ C|X are uniformly bounded for all possible values of X, that is,
for all t ≤ τ with some constants K 1 , K 2 > 0, where τ is the truncation time defined in condition (C.3). (C.6) Let G p denote the collection of bounded functions g on [a, b] with bounded derivatives g (j) , j = 1, . . . , k, and the kth derivative g (k) satisfies the following Lipschitz continuity condition:
where k is a positive integer and m ∈ (0, 1] such that p = k + m ≥ 3, and L < ∞ is an unknown constant. The true log hazard function g 0 (·) = log λ 0 (·) belongs to G p , where
Condition (C.1) is a common regularity assumption that has been imposed in the literature; see, for example, [17] . Conditions (C.2)(a), (C.3) and (C.4) were also assumed in [26] . Condition (C.5) implies Condition B in [26] . In condition (C.6), we require p ≥ 3 to provide desirable controls of the spline approximation error rates of the first and second derivatives of g 0 (see Corollary 6.21 of [23] ), which are needed in verifying assumptions (A4)-(A6). Condition (C.7) was also proposed for the panel count data model in [30] . As noted in their Remark 3.4, this condition (C.7) can be justified in many applications when condition (C.2)(b) is satisfied. The bounded interval [a, b] in (C.6) may be chosen as a = inf y,
, which is what we use in the following. Now define the collection of functions H p as follows:
and G p is defined in (C.6). Here ζ is a composite function of g composed with ψ. Note that ζ(t, x, β 0 ) = g(t). Then for ζ(·, β) ∈ H p we define the
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following norm:
We also have the following collection of scores:
, is the maximizer of the empirical log-likelihood n −1 l n (θ; Z) over the sieve space Θ p n . The following theorem gives the convergence rate of the proposed estimatorθ n to the true parameter θ 0 = (β 0 , ζ 0 (·, β 0 )) = (β 0 , g 0 ). 
Remark. It is worth pointing out that the sieve space G p n does not have to be restricted to the B-spline space; it can be any sieve space as long as the estimatorθ n ∈ B × H p n satisfies the conditions of Theorem 1 in [25] . We refer to [4] for a comprehensive discussion of the sieve estimation for semiparametric models in general sieve spaces. Our choice of the B-spline space is primarily motivated by its simplicity of numerical implementation, which is a tremendous advantage of the proposed approach over exiting numerical methods for the accelerated failure time models, in particular, the linear programming approach.
We provide a proof of Theorem 4.1 in the supplementary material [8] by checking the conditions of Theorem 1 in [25] . Theorem 4.1 implies that if
) which is the optimal convergence rate in the nonparametric regression setting. Although the overall convergence rate is slower than n −1/2 , the next theorem states that the proposed estimator of the regression parameter is still asymptotically normal and semiparametrically efficient. Theorem 4.2. Given the following efficient score function for the censored linear model derived by [22] :
is the failure counting process martingale, and
was shown by [21] . Suppose that the conditions in Theorem 4.1 hold, and
The proof of Theorem 4.2 is where we need to apply our general sieve Mtheorem proposed in Section 2. We prove by checking assumptions (A1)-(A6). Details are provided in Section 7. The following theorem gives consistency of the variance estimator based on the above efficient score. 
It is clearly seen thatX(t,β n ) in Theorem 4.3 estimates P (X|Y − X ′ β 0 ≥ t) in Theorem 4.2. The proof of Theorem 4.3 is provided in the supplementary material [8] .
5. Numerical examples.
5.1.
Simulations. Extensive simulations are carried out to evaluate the finite sample performance of the proposed method. In the simulation studies, failure times are generated from the model log T = 2 + X 1 + X 2 + e 0 , where X 1 is Bernoulli with success probability 0.5, X 2 is independent normal with mean 0 and standard deviation 0.5 truncated at ±2. This is the same model used by [15] and [32] . We consider six error distributions: standard normal; standard extreme-value; mixtures of N (0, 1) and N (0, 3 2 ) with mixing probabilities (0.5, 0.5) and (0.95, 0.05), denoted by 0.5N (0, 1) + 0.5N (0, 3 2 ) and 0.95N (0, 1)+ 0.05N (0, 3 2 ), respectively; Gumbel(−0.5µ, 0.5) with µ being the Euler constant and 0.5N (0, 1) + 0.5N (−1, 0.5 2 ). The first four distributions were also considered by [32] . Similar to [32] , the censoring times are generated from uniform [0, c] distribution, where c is chosen to produce a 25% censoring rate. We set the sample size n to 200, 400 and 600.
We choose cubic B-splines with one interior knot for n = 200 and 400, and two interior knots for n = 600. We perform the sieve maximum likelihood analysis and obtain the estimates of the slope parameters using the NewtonRaphson algorithm that updates (β, γ) iteratively. We stop iteration when the change of parameter estimates or the gradient value is less than a prespecified tolerance value that is set to be 10 −5 in our simulations. Log-rank and Gehan-weighted estimators are included for efficiency comparisons. We calculate the theoretical semiparametric efficiency bound I −1 (β 0 ), and scale it by the sample size, that is, σ * = I −1 (β 0 )/n, which serves as the reference standard error under the fully efficient situation. Table 1 summarizes the results of these studies based on 1,000 simulated datasets. The bias of the proposed estimators of β 1 and β 2 are negligible. Both variance estimation procedures, denoted as 1 SEE (the standard error estimates by inverting the information matrix based on the efficient score function) and 2 SEE (the standard error estimates by inverting the observed information matrix of all parameters including nuisance parameters), yield nice standard error estimates for the parameter estimators comparing to the empirical standard error SE, and the 95% confidence intervals have proper coverage probabilities, especially when the sample size is large. For the N (0, 1) error and the two mixtures of normal errors that are also considered in [32] , the proposed estimators are more efficient than the log-rank estimators and have similar variances to the Gehan-weighted estimators. For the standard extreme-value error, the proposed estimators are more efficient than the Gehan-weighted estimator and similar to the log-rank estimator that is known to be the most efficient estimator under this particular error distribution. For the Gumbel(−0.5µ, 0.5) and 0.5N (0, 1) + 0.5N (−1, 0.5 2 ) errors, the proposed estimators are more efficient than the other two estimators. Under all six error distributions, the standard errors of the proposed estimators are close to the efficient theoretical standard errors. The sample averages of the estimates for λ 0 under different simulation settings are reasonably close to corresponding true curves (results not shown here; see [7] for details).
5.2.
A real data example. We use the Stanford heart transplant data [18] as an illustrative example. This dataset was also analyzed by [15] using their proposed least squares estimators. Following their analysis, we consider the same two models: the first one regresses the base-10 logarithm of the survival time on age at transplant and T5 mismatch score for the 157 patients with complete records on T5 measure, and the second one regresses the base-10 logarithm of the survival time on age and age 2 . There were 55 censored patients. We fit these two models using the proposed method with five cubic B-spline basis functions.
We report the parameter estimates and the standard error estimates in Table 2 and compare them with the Gehan-weighted estimators reported by [15] and the Buckley-James estimators reported by [18] . For the first model, the parameter estimates for the age effect are fairly similar among all estimators, and the standard error estimate from the proposed method tends to be smaller, while the parameter estimates for the T5 mismatch score vary across different estimators with none of them being significant at the 0.05 level. The disparity of the T5 effect may be due to what was pointed out by [18] : the accelerated failure time model with age and T5 as covariates does not fit the data ideally. For the second model with age and age 2 being the covariates, the point estimates are very similar across all methods and the standard error estimates from the proposed method are the smallest.
6. Discussion. By applying the proposed general sieve M-estimation theory for semiparametric models with bundled parameters, we are able to derive the asymptotic distribution for the sieve maximum likelihood estimator in a linear regression model where the response variable is subject to right censoring. By providing a both statistically and computationally efficient estimating procedure, this work makes the linear model a more viable alternative to the Cox proportional hazards model. Comparing to the existing methods for estimating β in a linear model, the proposed method has three advantages. First, the estimating functions are smooth functions in contrast to the discrete estimating functions in the existing estimation methods; thus the root search is easier and can be done quickly by conventional iterative methods such as the Newton-Raphson algorithm. Second, the standard error estimates are obtained directly by inverting either the efficient information matrix for the regression parameters or the observed information matrix of all parameters; either method is more computationally tractable compared to the re-sampling techniques. Third, the proposed estimator achieves the semiparametric efficiency bound.
The proposed general sieve M-estimation theory can also be applied to other statistical models, for example, the single index model, the Cox model with an unknown link function and the linear model under different censoring mechanisms. Such research is undergoing and will be presented elsewhere. [27, 28] will be heavily involved in the proof. We use the symbol to denote that the left-hand side is bounded above by a constant times the right-hand side and to denote that the left-hand side is bounded below by a constant times the right-hand side. For notational simplicity, we drop the superscript * in the outer probability measure P * whenever an outer probability applies.
Proof of Theorem 4.2. Empirical process theory developed in
7.1. Technical lemmas. We first introduce several lemmas that will be used for the proofs of Theorems 4.1, 4.2 and 4.3. Proofs of these lemmas are provided in the supplementary material [8] .
Lemma 7.1. Under conditions (C.1)-(C.3) and (C.6), the log-likelihood
where ǫ 0 = Y − X ′ β 0 , has bounded and continuous first and second derivatives with respect to β ∈ B and ζ(·, β) ∈ H p .
Lemma 7.3. Let θ 0,n = (β 0 , ζ 0,n (·, β 0 )) with ζ 0,n (·, β 0 ) ≡ g 0,n defined in Lemma 7.2. Denote F n = {l(θ; z) − l(θ 0,n ; z) : θ ∈ Θ p n }. Assume that conditions (C.1)-(C.3) and (C.6) hold, then the ε-bracketing number associated with · ∞ norm for F n is bounded by (1/ε) 
Lemma 7.5. For h * j defined in Lemma 7.4, denote the class of functions
Lemma 7.6. For j = 1, . . . , d, define the following two classes of functions:
wherel β j (θ; Z) is the jth element ofl β (θ; Z),ġ(·) denotes the derivative of g(·) and h * j is defined in Lemma 7.5. Assume conditions
7.2. Proof of Theorem 4.2. We prove the theorem by checking assumptions (A1)-(A6) in Section 2. Here the criterion function of a single observation is the log-likelihood function l(β, ζ(·, β); Z). So instead of m, we use l to denote the criterion function. By Theorem 4.1 we know that assumption (A1) holds with ξ = min(pν, (1 − ν)/2) and the norm · 2 defined in (4.1). Assumption (A2) automatically holds for the scores. For (A3), we need to for all h ∈ H with h(t, x, β) = w(t − x ′ (β − β 0 )). Note that
Hence we only need to find a w * such that
One obvious choice for w * (or h * ) is
, which is the efficient score function for β 0 originally derived by [22] , where
By the fact of zero-mean for a score function, it is straightforward to verify the following equalities:
Then together with the fact that
the matrix A in assumption (A3) of Theorem 2.1 is given by
which is the information matrix for β 0 . To verify (A4), we note that the first part automatically holds sinceβ n satisfies the score equationṠ β,n (β n ,ζ n (·,β n )) = P nlβ (β n ,ζ n (·,β n ); Z) = 0. Next we shall show thaṫ
where w * j (t) = −ġ 0 (t)P (X j |ǫ 0 ≥ t), j = 1, . . . , d, is the jth component of w * (t) given in (7.1). According to Lemma 7.4 , there exists h * j,n ∈ H 2 n such that h * j − h * j,n ∞ = O(n −2ν ). Then by the score equation for γ :Ṡ γ,n (β n ,γ n ) = P nlγ (β n ,γ n ; Z) = 0 and the fact that w * j,n (t) can be written as w * j,n (t) = qn k=1 γ * j,k B k (t) for some coefficients {γ * j,1 , . . . , γ * j,qn } and the basis func- tions B k (t) of the spline space, it follows that
So it suffices to show that for each 1 ≤ j ≤ d,
, we decompose I n into I n = I 1n + I 2n , where
] and
We will show that I 1n and I 2n are both o p (n −1/2 ).
First consider I 1n . According to Lemma 7.5, the ε-bracketing number associated with · ∞ norm for the class F j n (η) defined in Lemma 7.5 is bounded by (η/ε) cqn+d . This implies that
, which leads to the bracketing integral
n η. Now we pick η to be η n = O{n − min(2ν,(1−ν)/2) }, then
and since p ≥ 3,
where the first inequality holds because of the Cauchy-Schwarz inequality. Since w * j − w ∞ ≤ η n , by the same argument as ( [25] , page 591), for slowly growing c n (their l n ), for example, c n = o(log(η −1 n )), we know that l ζ (θ; Z)[h * j − h] ∞ is bounded by some constant 0 < M < ∞ and P {l ζ (θ; Z)[h * j − h]} 2 η n for a slightly enlarged η n obtained by a fine adjustment of ν. Then by the maximal inequality in Lemma 3.4.2 of [28] , it follows that
where the last equality holds because 0 < ν < 1/2. Thus by Markov's inequality,
where (β n ,ζ n (·,β n )) is between (β 0 , ζ 0 (·, β 0 )) and (β n ,ζ n (·,β n )). Then it follows that where the second inequality holds becauseg n and its first derivativeġ n are bounded (or growing with n slowly enough so it can be effectively treated as bounded based on the same argument of [25] on page 591), and the last equality holds due to the Corollary 6.21 of [23] 
Also,
. By the Cauchy-Schwarz inequality and the boundedness ofg n , we have
Hence P |I 3n | d(θ n , θ 0 ) and
, it follows that I 2n = O{n − min((p+1)ν,(1+3ν)/2) } = o(n −1/2 ). Thus I n = I 1n + I 2n = o p (n −1/2 ), and condition (A4) holds. Now we verify assumption (A5). First by Lemma 7.6, the ε-bracketing numbers for the classes of functions F β n,j (η) and F ζ n,j (η) are both bounded by (η/ε) cqn+d , which implies that the corresponding ε-bracketing integrals are both bounded by q 1/2 n η, that is,
Then forl β j (θ; z) −l β j (θ 0 ; z), by applying the Cauchy-Schwarz inequality, together with subtracting and adding the termsġ(ǫ 0 ), e g 0 (t β )ġ (t β ), e g 0 (t)ġ (t β ) and e g 0 (t)ġ 0 (t β ), we have
For B 1 , sinceg is bounded and the largest eigenvalue of P (XX ′ ) satisfies 0 < λ d < ∞ by condition (C.2)(b), it follows that
For B 2 , we have
For B 3 , by using the mean value theorem, it follows that
whereg = g 0 + ξ(g − g 0 ) for some 0 < ξ < 1 and thus is bounded. Finally for B 4 , by the mean value theorem, it follows that
Therefore we have P {l β j (θ; Z) −l β j (θ 0 ; Z)} 2 η 2 . Using the similar argument, we can show that
. By Lemma 7.1, we also have l β j (θ; Z) −l β j (θ 0 ; Z) ∞ and l ζ (θ; Z)[h * j ] −l ζ (θ 0 ; Z)[h * j ] ∞ are both bounded. Now we pick η as η n = O{n − min((p−1)ν,(1−ν)/2) }, then by the maximal inequality in Lemma 3.4.2 of [28] , it follows that E P G n F This completes the verification of assumption (A5). Finally, assumption (A6) can be verified by using the Taylor expansion. Since the proofs for the two equations in (A6) are essentially identical, we just prove the first equation. In a neighborhood of θ 0 : {θ : d(θ, θ 0 ) ≤ Cn −ξ , θ ∈ Θ By applying a similar argument that we used before for verifying (A5) and condition (C.6), we can show Thus we complete the proof of Theorem 4.2.
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