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Abstract
This thesis contains various results on unitary 2-representations of finite
groups and their 2-characters, as well as on pivotal structures for fusion
categories. The motivation is extended topological quantum field theory
(TQFT), where the 2-category of unitary 2-representations of a finite group
is thought of as the `2-category assigned to the point' in the untwisted finite
group model.
The first result is that the braided monoidal category of transformations
of the identity on the 2-category of unitary 2-representations of a finite group
computes as the category of conjugation equivariant vector bundles over the
group equipped with the fusion tensor product. This result is consistent with
the extended TQFT hypotheses of Baez and Dolan, since it establishes that
the category assigned to the circle can be obtained as the `higher trace of
the identity' of the 2-category assigned to the point.
The second result is about 2-characters of 2-representations, a concept
which has been introduced independently by Ganter and Kapranov. It
is shown that the 2-character of a unitary 2-representation can be made
functorial with respect to morphisms of 2-representations, and that in fact
the 2-character is a unitarily fully faithful functor from the complexified
Grothendieck category of unitary 2-representations to the category of uni-
tary equivariant vector bundles over the group.
The final result is about pivotal structures on fusion categories, with
a view towards a conjecture made by Etingof, Nikshych and Ostrik. It
is shown that a pivotal structure on a fusion category cannot exist unless
certain involutions on the hom-sets are plus or minus the identity map, in
which case a pivotal structure is the same thing as a twisted monoidal natural
transformation of the identity functor on the category. Moreover the pivotal
structure can be made spherical if and only if these signs can be removed.
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Chapter 1
Introduction
In this thesis we prove three main results. The first has to do with verifying
the `crossing with the circle' equation in the extended finite group TQFT, the
second has to do with characterizing pivotal structures on fusion categories,
and the third is a proof that the 2-character functor is unitarily fully faithful.
1.1 Background
Before we explain these results, we first recall some of the broad themes of
extended topological quantum field theory, so as to establish a context.
Chern-Simons theory and the birth of TQFT
In 1989, Witten gave a beautiful geometric description of the then recently
discovered knot invariant of Jones in terms of a three-dimensional quantum
field theory known as Chern-Simons theory [132, 76]. From the point of
view of ordinary physics this theory is rather odd in that the action is purely
topological  it does not depend on the metric on spacetime. To obtain a
knot invariant this feature is critical for otherwise the path integral would
not be invariant under ambient isotopy of the knot. Quantum field theories
of this type are known as topological quantum field theories (TQFT's), and
they are particularly amenable to mathematical analysis because many of
the infinities which plague full-blown theories do not arise; for instance the
Hilbert spaces of the theory are finite-dimensional. In the years since Witten
published his paper, Chern-Simons theory has become the poster-child of
TQFT, and a focus point for the recent renaissance in the interaction between
geometry and physics. For an introduction to these ideas, we recommend [3,
87] as well as the original paper of Witten [132]. For more on the background
and history of this interaction, see [135, Chapter 11].
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Extended topological quantum field theory
From a mathematical perspective, the name of the game has been to try
and understand the formal aspects of topological quantum field theory. Just
what is a TQFT really, and how does one construct one? What are the
geometric ingredients which come into play?
An answer to the first question was apparently provided right in the
beginning by Atiyah and Segal [4, 117]. From their work it emerged that an
n-dimensional TQFT can be thought of a functor
Z : nCob→ Vect
from the category nCob of (n− 1)-dimensional closed manifolds and cobor-
disms between them to the category of vector spaces. Moreover, this functor
is required to preserve the monoidal structures on these categories, so that a
disjoint union of manifolds must get sent to the tensor product of their cor-
responding vector spaces, and similarly the cobordism which switches two
manifolds around should get sent to the linear map which swaps the factors
in the tensor product of their corresponding vector spaces. Now a closed n-
manifold M can be interpreted as a cobordism from the empty set to itself,
so the fact that the functor Z preserves the monoidal structure implies that
Z will send M to a map from the complex numbers to itself, which is the
same thing as a number. So in this picture, a TQFT assigns a number to a
closed n-manifold and a vector space to a closed (n− 1)-manifold.
Over time though, it was realized that such a formalization failed to cap-
ture some important aspects of the main examples of TQFT's. For instance,
Reshetikhin, Turaev and others found a setting where the ideas of Witten
could be made mathematically rigorous, by interpreting everything in terms
of the category of representations of a quantum group [108], which turned
out to be a braided monoidal category. It was found that this description
and the Atiyah-Segal monoidal functor description were somehow different
sides of the same coin, and the problem was to find a formalism where both
descriptions had a common home.
Another problem was that the formalization of a TQFT as a monoidal
functor only captured a small subset of the gluing laws which actually held
in practice. The action in a quantum field theory is usually of a local nature,
which suggests that the theory should be natural with respect to all possible
gluing laws of all codimensions, not just gluing two (n− 1)-manifolds along
an n-dimensional cobordism.
These considerations gave rise to the notion of an extended TQFT as one
which behaves well with respect to these extra gluing laws [10, 59, 62, 64,
89, 107, 137]. It was realized that just as an ordinary n-dimensional TQFT
assigns a number to a closed n-manifold and a vector space to a closed (n−1)-
manifold, an extended TQFT goes further and assigns a linear category to a
closed (n−2)-manifold, and a linear 2-category to a closed (n−3)-manifold,
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and so on. In Chern-Simons theory for instance, where n = 3, the braided
monoidal category of representations of a quantum group  the approach
to the subject adopted by Reshitkin, Turaev and others  suddenly found a
home as the category assigned to the circle. In other words, the language of
higher categories began to offer a unified approach to the subject, although
admittedly this formalism was not to everybody's taste.
The Baez-Dolan hypotheses
The problem remained to find a concise description of the idea of an extended
TQFT in terms of this new language, in a way which captured all the gluing
laws. This was the point at which Baez and Dolan released their seminal
paper [10], the first of a long series on `Higher dimensional algebra and
topological quantum field theory'. In this paper they made two hypotheses
about the nature of extended TQFT's, or at least about the nature of unitary
TQFT's, which are the kind of theories which generally arise in physics. We
will state each individual conjecture slightly differently here, but the `total
hypothesis' amounts to the same thing. The first hypothesis is as follows.
Extended TQFT Hypothesis (Baez-Dolan [10]). An n-
dimensional unitary extended TQFT is a weak n-functor, preserving all
levels of duality, from the n-category nCob of cobordisms to nHilb, the
n-category of n-Hilbert spaces.
There are three important ingredients here. The first is the implicit assertion
that the mathematical structure whose objects are closed 0-manifolds (i.e.
collections of points), whose `1-morphisms' are 1-manifolds with boundary,
whose `2-morphisms' are manifolds with corners, and so on up to n, actually
forms an n-category. In other words, the implicit assertion is that higher
categories are precisely the right language to describe the cutting and pasting
behaviour of manifolds with corners. The theory of higher categories is still
young and undeveloped, but this certainly represents a major motivation for
the subject; see [43] for a recent approach in this regard.
The second and most crucial ingredient is the phrase `preserving all lev-
els of duality', which is a hypothesis for what the word unitary means in
an extended TQFT context. The idea is that the n-category nCob is the
archetypal `n-category with duals', by which is meant that for every k-
morphism f : a → b there is a dual morphism f∗ : b → a, together with
(k + 1)-morphisms η : ida ⇒ f∗f and  : ff∗ ⇒ idb, which themselves have
dual morphisms and coherence data of their own, and so on, up to the top
level n, where we have run out of higher morphisms. The basic idea is that
n-categories with duals describe the geometry of `how things happen' in a
manner akin to the `catastrophes' of singularity theory [2, 126]. That is,
performing f and then f∗ introduces a `kink', and η represents the process
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of removing this `kink', and so on. This is a profound idea which lies at the
very heart of the Extended TQFT Hypothesis, as we are about to see in the
next hypothesis, and the reader is urged to read [10] in order to understand
it better.
The third ingredient is the target n-category, namely the n-category of
n-Hilbert spaces. An `n-Hilbert space' is meant to be an (n − 1)-category
which has the structure and properties of a Hilbert space, appropriately cate-
gorified. For instance, a 2-Hilbert space was defined by Baez [6] essentially as
a C-linear category where the hom-sets are finite-dimensional Hilbert spaces
(this `categorifies' the idea that the inner product of two vectors in a Hilbert
space is a complex number) which are equipped with compatible involutions
∗ : Hom(x, y)→ Hom(y, x) (this categorifies the equation (x, y) = (y, x) in a
Hilbert space). In fact, this is the least important ingredient of the Extended
TQFT Hypothesis. All that really matters is that the n-category which the
extended TQFT Z takes values in is some kind of linear category with duals
at all levels; the examples will ultimately decide what is the best notion. For
instance, although Chern-Simons theory can be formulated as taking values
in these higher Hilbert spaces, most other examples of extended TQFT's,
such as Rozansky-Witten theory (see [109] and the references therein) and
the theories arising in the `Geometric Langlands programme' [23] rather take
values in some kind of derived higher category.
The second hypothesis of Baez and Dolan about the nature of extended
TQFT's is as follows.
Cobordism Hypothesis (Baez-Dolan [10].) The n-category nCob
of cobordisms is the free stable n-category with duals on one object.
This is the remarkable assertion that the concept `free n-category with duals'
is rich enough to capture, in one foul swoop, and in a concise algebraic
fashion, all the cutting and pasting behaviour of manifolds! Said differently,
it is the statement that n-categories with duals are the grammar of space. An
n-category is called stable if it can be regarded as the top n-dimensional part
of an (k + n)-category with k  n; this condition is there simply to ensure
that we are talking about abstract cobordisms and not `unstable' embedded
objects such as tangles.
It is not our task here to talk about the evidence for these hypotheses;
for that the reader is referred to [10] and the rest of the `Higher Dimensional
Algebra' series. What we wish to stress is the power of these hypotheses. For
instance, by combining them together we see that they assert the following:
The primacy of the point• An n-dimensional unitary extended
TQFT is completely described by the n-Hilbert space it assigns to a
point.
This is a striking assertion; the Ultimate Statement with respect to the
locality of the theory: it says that everything, including all the quantum
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operations etc., is determined by `abstract higher-categorical nonsense' from
what the theory assigns to a point! Considering that the quantum invariants
involved in theories such as Chern-Simons theory, Rozansky-Witten theory,
Seiberg-Witten theory and Geometric Langlands represent some of the deep-
est connections between physics and geometry, this represents a powerful
entry point for higher-categorical ideas into mainstream mathematics.
Verifying the primacy of the point
In Chapter 3.3.4 we will actually `verify' the `primacy of the point' in the
case n = 2. It has long been known that a unitary two-dimensional TQFT is
characterized by n positive real numbers k1, . . . , kn, which are the eigenval-
ues of the hermitian handle creation operator [52]. We will see that this is
precisely the data which characterizes a 2-Hilbert space up to strong unitary
isomorphism. (We have put quotation marks around the word `verify' here
because most of the terms of the Extended TQFT Hypothesis have still not
been made entirely precise, even for n = 2; in particular it is not completely
clear what it means to `preserve duals at all levels', though a precise formu-
lation of the other aspects of the theory for n = 2 can be found in the work
of Morton [97])
In fact, Costello has actually proved a far more powerful result along
these lines [47]. He has shown that specifying an extended two-dimensional
open-closed topological conformal field theory is the same thing as specifying
a Calabi-Yau A∞-category. A topological conformal field theory is a very rich
structure that lies between a TQFT and a conformal field theory, and the
main examples are the A and B models introduced by Witten [133]. An
A∞-category can be thought of as a collection of objects with graded vector
spaces between them which forms a `category up to coherent homotopy', and
a Calabi-Yau A∞-category is, roughly speaking, an A∞-category equipped
with a non-degenerate invariant pairing on the spaces of morphisms. One
can think of a Calabi-Yau A∞-category as a `derived version' of a 2-Hilbert
space, and thus one can interpret Costello's result as affirming the primacy
of the point for n = 2 in the world of topological conformal field theories.
The `crossing with the circle' equation
If the extended TQFT hypothesis is indeed the correct framework for cap-
turing the higher gluing laws of an extended TQFT, another spin-off would
be that one would expect that the quantum invariants Z(M) assigned to
closed manifolds M would satisfy
Z(M × S1) ∼= DimZ(M)
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where `Dim' refers to the higher-categorical dimension of Z(M), a sort of
higher-categorical trace operation, defined as the collection of transforma-
tions of the identity functor on Z(M). We call this the `crossing with the
circle' equation and it makes some interesting predictions. Firstly, let us be
clear: this equation is claiming that the entire plethora of topological opera-
tions on the higher-categorical structure Z(M × S1)  such as the product
arising from the higher pair of pants, the braiding, the Frobenius pairing
etc.  can be computed purely from `higher-categorical abstract nonsense'
on DimZ(M). This gets to the heart of the entire motivation for study-
ing extended TQFTs: topological operations translate into higher-categorical
operations.
Consider the implications that this equation would hold for Chern-Simons
theory. WhenM = S1 it says that the Hilbert space assigned to the torus 
known as the Verlinde algebra  can be calculated as the algebra of natural
transformations of the identity functor on the category assigned to the circle.
Now the category assigned to the circle is the category of positive energy
representations of the loop group at level k. Since this category is semisimple,
the algebra of natural transformations has a natural basis consisting of the
natural transformations supported at the irreducible representations. We
thus conclude that `the characters diagonalize the fusion rules'. This latter
statement is in fact a celebrated result known as the Verlinde conjecture
 and we have just seen how it would arise in principle as an elementary
byproduct of formulating the theory in higher categorical terms.
We also remark that some recent computations in this regard, in the
context of geometric representation theory, can be found in the work of Ben-
Zvi, Francis and Nadler [25].
The Freed picture of extended field theory
So far we have been answering the question What is an extended TQFT?,
but we have had nothing to say about the geometric ingredients one needs to
actually construct such a theory. Freed has established a beautiful picture in
this regard, and everything we do in this thesis has been heavily influenced
by his ideas [59, 60, 62]. In particular we warmly recommend the recent
[61], which gives an elegant overview of the entire framework of extended
Chern-Simons theory along these lines.
In the framework of Freed, the geometric data needed to construct an
n-dimensional extended TQFT consists of the following (it should be un-
derstood that this is a `working hypothesis'; much still needs to be done in
order to make it precise):
 For every manifold M with dimM ≤ n, a space of fields PM on M .
The main requirement is that these fields must be local, so that they
behave well under cutting and pasting. For instance in Chern-Simons
1.1. BACKGROUND 19
theory based on a gauge group G the space of fields PM is the space
of flat G-bundles with connection on M .
 For every such manifold M , a higher-line bundle L → PM over the
space of fields PM . The fibers of the line bundle L are one-dimensional
(n − dimM)-Hilbert spaces, so that when dimM = n it is a `bundle
of numbers of unit norm', i.e. a function eiS[·] : PM → U(1), while if
dimM = n − 1 it is a `bundle of hermitian lines' i.e. a conventional
hermitian line bundle, while if dimM = n − 2 it is a `2-line bundle',
i.e. an assignment of a one-dimensional 2-Hilbert space to every field
P ∈ PM , and so on down to the point, where dimM = 0, which has a
one-dimensional n-Hilbert space sitting above it.
The beauty of this picture is the startling new interpretation given to the age-
old idea of the `action' of a field theory: it is now reinterpreted as a machine
which constructs higher line bundles over the spaces of fields. The quantum
side of the story is just as attractive: at the level of closed manifolds the
quantum theory simply assigns to a closed manifold M the space of sections
of these higher line bundles:
Z(M) = Γ(L).
This picture suggests that many of our conceptual hang-ups about the path
integral in quantum field theory might have arisen from the fact that we
gave too much credence to the idea of the action as a number  this is
just the top-dimensional `degenerate case' of what the action really is, and
things look a lot more palatable at higher codimension! For instance, most
mathematicians feel queasy when instructed to `add up the value of the action
over all the fields', but have far less psychological qualms when instructed
to `take the space of sections of a line bundle'.
The question now arises as to how one actually comes up with this geo-
metric data of the higher line bundles over the spaces of fields. In most cases
of interest these bundles arise from a mechanism of mapping into some fixed
`target space'X which has a `master higher-line bundle' L→ X sitting above
it, and then transferring this master line bundle to the various spaces of fields
PM by a process known as transgression. In physics this mechanism is known
as a σ-model. Schreiber and Waldorf have recently made much progress to-
wards a higher-categorical understanding of this mechanism [115, 116, 113].
In particular, they showed how the process of transgression can be elegantly
interpreted higher-categorically simply as postcomposition with the higher
transport functor. In addition, Sati, Schreiber, Skoda and Stevenson have
recently outlined a theory of twisted nonabelian cohomology in a smooth
ω-groupoid setting [112], providing a concrete toolbox for understanding the
geometry of these `master higher-line bundles'.
At this point, we turn our attention to a specific toy model where every-
thing can be made quite explicit: the finite group model.
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The finite group model
For each dimension n, Dijkgraaf, Witten and Freed have shown how there
is an extended TQFT called the finite group model [50, 59]. The input for
this theory is a finite group G and an n-cocycle ω ∈ Zn(G,U(1)). When
n = 3, it is a finite group analogue of Chern-Simons theory, and one thinks
of the 3-cocycle ω as a low-level description of a `3-line bundle' over BG,
or alternatively a `2-gerbe' over BG. Here and elsewhere in this thesis, we
use the notation that BG refers to the group G thought of as a one-object
category (the use of boldface avoids confusion with `BG', the geometric
realization of the nerve of BG).
Willerton has described an elegant way to set up the geometric data of
the finite group model via gerbes and finite groupoids [120], and we recall
this description here. In the finite group model, the space of fields PM over
a manifold M (with dimM ≤ n) is the groupoid whose objects are the prin-
cipal G-bundles overM and whose morphisms are equivariant isomorphisms
of G-bundles. A finite model for PM is obtained by choosing a finite number
of points on M (at least one for each component), and denoting by Π1(M)
the restriction of the fundamental groupoid ofM to these points. It is conve-
nient to allow more than one point on each component, as this makes things
more natural if we are considering spaces with boundaries. Nevertheless,
since a finite principal G-bundle is determined by its holonomy, we have
PM = Fun(Π1(M),BG),
the category of functors and natural transformations from Π1(M) into BG.
The action is defined by transgression, and works as follows. One uses
the diagram
PM
pi←− PM ×Π1(M) ev−→ BG,
to pull back and push down the cocycle ω onto PM to give a (d − dimM)-
cocycle τM (ω) ∈ Z(d−n)(PM , U(1)).
The quantum theory assigns to each closed manifold M the space of
sections of the higher line bundle over PM represented by the transgressed
cocycle τM (ω).
In Table 1 we tabulate the resulting quantum invariants in the three-
dimensional theory, which is the context of this thesis. We mention again
the disclaimer here that the notion of a `3-dimensional extended TQFT' is
not yet a precise well-defined concept  working towards this point is the
entire purpose of the Baez-Dolan extended TQFT hypotheses.
For more details about the invariants assigned to 1, 2 and 3-dimensional
closed manifolds and the notation we are using in Table 1, we refer the
reader to the work of Willerton [120], though we will review this technology
in Chapter 8. The entry we wish to explain in the above table is the quantum
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dim space Z3 explanation
3 M
∫
PM
τM (ω) no. of G-bundles P on M , each weighted by
τM (ω)
|Aut(P )|
2 Σ ΓPΣ(τΣ(ω)) flat sections of τΣ(ω)-twisted line bundle on PΣ
1 S1 Hilb
τ(ω)
G (G)
category of τ(ω)-twisted equivariant vec-
tor bundles over G
0 pt 2Repω(G) 2-category of ω-twisted 2-representations of G
Table 1.1: The quantum invariants assigned to closed manifolds in the
twisted three-dimensional finite group model.
invariant Z(pt) assigned to a point. The space of fields Ppt over a point is
the groupoid of G-bundles over a point, which can be thought of simply as
BG. The `higher 3-line bundle' L→ Ppt over the space of fields is obtained
by using the 3-cocycle ω to twist the associator on 2Hilb, the 2-category of
2-Hilbert spaces, so as to form a `bundle of one-dimensional 3-Hilbert spaces
over Ppt = BG':
2Hilb×ωBG→ BG.
The quantum invariant assigned to the point is then the space of flat sections
of this bundle. This procedure is equivalent to thinking of the 3-cocycle ω
on BG as a recipe for constructing a 2-group (G,ω) (see [13, 93]), and then
setting Z(pt) to be the 2-category of `2-representations' of this 2-group, as
in [53]. In fact, because we want to ultimately construct a unitary extended
TQFT, we must require that these 2-representations be `unitary'. Let us
emphasize the final result:
In the twisted 3d finite group theory, the quantum invariant as-
signed to the point is expected to be the 2-category of unitary
2-representations of the 2-group (G,ω).
Of course, in the rest of the thesis we will make precise what we mean
by `unitary 2-representations' of a group. We will essentially be restricting
ourselves to the untwisted model, where ω = 1, not because of a lack of
technology to deal with the twisted case but simply because the untwisted
case has proved a project enough in itself.
1.2 Verifying Z(S1) ' Dim Z(pt) in the finite group
model
Having a concrete toy model of extended TQFT like the finite group model
allows us to test some of the predictions of the Extended TQFT Hypothesis.
For instance, we can use the `cocycles on finite groupoids' technology of
Willerton [120] to check that the `crossing with the circle' equation indeed
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holds  in the full twisted model  in all dimensions where Z(M) is a
category or a vector space. We have collected some of our computations in
this regard in Appendix A.
The next case to check is when Z(M) is a 2-category. For instance, in
the three-dimensional model this requires that we take M to be a point. As
we have seen, in the three-dimensional untwisted model Z(pt) is expected to
be the 2-category of unitary 2-representations of the group G, while Z(S1) is
the braided monoidal category HilbfusionG (G) of conjugation equivariant vector
bundles over the group under the fusion tensor product (see Appendix D).
In Chapter 10 we verify that the `crossing with the circle' equation indeed
holds in this case, and this represents our first main theorem in this thesis
 though it will be proved last, in Chapter 10.
Theorem. The higher-categorical dimension of the 2-category of unitary
2-representations of a finite group G is equivalent, as a braided monoidal
category, to the category of conjugation-equivariant hermitian vector bundles
over G equipped with the fusion tensor product. In symbols,
Dim2Rep(G) ' HilbfusionG (G).
As we have intimated, this result is significant because the braided monoidal
structure on HilbfusionG (G) has hitherto been obtained from topological con-
siderations on the pair of pants cobordism, as explicated by Freed [59]. Our
result shows that we can also compute this braided monoidal structure di-
rectly from `abstract nonsense' on 2Rep(G).
1.3 The 2-character functor is unitarily fully faith-
ful
In the previous sections we have outlined at great length our motivation
for being interested in the 2-category of unitary 2-representations of a finite
group  it is the 2-category assigned to the point in the three-dimensional
untwisted finite group TQFT. Except for Chapters 5 and 6 which are about
even-handed structures and fusion categories and can be read separately from
the rest, this 2-category 2Rep(G) is the entire focus of this thesis: defining
it, explicating the geometry behind how it works, and showing how the main
results about ordinary representations of groups have categorified analogues
for 2-representations.
Our main result in this latter regard is the following. We define what it
means to take the 2-character of a unitary 2-representation (this definition
has also been given independently by Ganter and Kapranov [67]), so as to
obtain a unitary conjugation equivariant vector bundle over the group G.
This is to be thought of as the categorification of a class function on G.
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Then we show how one can also take the 2-character of a morphism of
unitary 2-representations, so as to obtain a morphism between their corre-
sponding vector bundles over G (this latter notion was not considered in
[67]). Just as the ordinary character of a representation does not depend on
the isomorphism class of the representation, the 2-character of a morphism
of 2-representations does not depend on its isomorphism class, hence the
2-character descends to a functor from the Grothendieck category of unitary
2-representations to the category of conjugation equivariant vector bundles
over the group. Our main result is that after one tensors the hom-sets in
[2Rep(G)] with C, the 2-character functor becomes unitarily fully faithful:
Theorem. The 2-character functor
χ : [2Rep(G)]C → HilbG(G)
is a unitarily fully faithful functor from the complexified Grothendieck cate-
gory of unitary 2-representations of G to the category of unitary conjugation
equivariant vector bundles over G.
This is to be thought of as a categorification of the fact that the ordinary
character of ordinary unitary representations
χ : [Rep(G)]C → Class(G)
is a unitary isomorphism from the complexified Grothendieck group of the
category of unitary representations of G to the space of class functions on
G.
To prove this result, we establish a geometric correspondence between
unitary 2-representations and finite equivariant gerbes equipped with met-
rics, and we show that under this correspondence the `2-character' of a
2-representation corresponds to the `geometric character' of its associated
equivariant gerbe. It turns out that the behaviour of the geometric char-
acter on the hom-sets is a rearrangement of the twisted character map of
Willerton [120], and thus it follows from the technology of [120] that the
geometric character map is unitarily fully faithful, and hence so also is the
2-character.
Of course, we have swept a great deal under the carpet in this terse de-
scription, and we now briefly expand in a bit more detail on two points which
we have glossed over in the above argument: the geometric correspondence
for ordinary representations of groups and their characters, and the notion
of an even-handed structure on a 2-category.
Geometry of ordinary representations of groups and their
characters
The basic idea of geometric quantization in the equivariant context is that
every representation of a Lie group G arises as the `quantization' of a classi-
cal geometric system having symmetry group G. Normally this is expressed
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in the language of symplectic geometry and polarizations [136], and it can
become quite intricate. However, we found it conceptually useful to set up
a simpler but more formal version of this correspondence, in order that our
later results on the correspondence between unitary 2-representations and `fi-
nite equivariant gerbes equipped with metrics' could be viewed in the right
context. We showed that the category of unitary representations of a group
is equivalent to a certain category of equivariant hermitian holomorphic line
bundles over compact hermitian manifolds, and moreover that under this cor-
respondence, the character of a representation corresponds to the geometric
character of its associated equivariant line bundle, defined as an integral of
a certain kernel over the base manifold. When the line bundle is sufficiently
positive, this integral can be re-expressed using the Atiyah-Segal equivari-
ant index theorem as an integral over the fixed points of the group action.
These are precisely the ideas which get categorified for equivariant gerbes in
Chapter 8.
We admit this is mostly a formal result, simply revolving around the idea
every finite dimensional Hilbert space V identifies antilinearly as the space of
sections of a holomorphic line bundle  the hyperplane line bundle over the
projective space of V . But it is useful to have this correspondence at hand,
in order to compare it with its `categorified version', the correspondence be-
tween 2-representations and equivariant gerbes. We also add the disclaimer
here that whereas the geometric correspondence for ordinary unitary repre-
sentations of Lie groups (finite, compact or noncompact) involves `genuine'
geometric objects such as complex manifolds and holomorphic line bundles,
the geometric correspondence we set up for unitary 2-representations of finite
groups is only a toy model since the `equivariant gerbes' we talk about are
finite. This has to do with the fact that a 2-Hilbert space is semisimple and
is thus too discrete to carry continuous geometry; it is not the final word on
what a `categorified finite-dimensional inner product space' should be, but
only a first approximation. We will discuss this point further in Chapter 3.
Even-handed structures on 2-categories
In order to define the 2-character of a morphism of unitary 2-representations,
one needs to have good control over adjoint functors in the 2-category of 2-
Hilbert spaces, or geometrically speaking, one needs to ensure that one can
choose a flat section of the `ambidextrous adjunction bundle'. We call this an
even-handed structure, and the behaviour of the 2-character on morphisms
will in general depend on the choice of this structure. However, we show that
the 2-category of 2-Hilbert spaces has a canonical even-handed structure,
which uses the inner products and duality on the hom-sets in an essential
way  this is analogous to the way that the adjoint of a linear map between
vector spaces requires an inner product. An algebraic geometer will recognize
this as the assertion that a 2-Hilbert space comes equipped with a canonical
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`trivial Serre functor'. This is a feature which makes the theory of unitary
2-representations richer than the theory of unadorned 2-representations on
the 2-vector spaces of Kapranov and Voedodsky [82]  the inner products
enter in an essential way.
The idea of an even-handed structure on a 2-category is a general one
though, and can be applied to any 2-category where the 1-morphisms have
`ambidextrous duals', in the sense that for every morphism F : A→ B there
exists a morphism F ∗ : B → A that is simultaneously left and right adjoint
to F . When the 2-category has only one object, so that it can be regarded as
a monoidal category, then an even-handed structure is essentially the same
thing as a pivotal structure on the monoidal category in the sense of Joyal
and Street [80] and Freyd and Yetter [65].
However, it is our contention that the notion of an even-handed structure
has a number of conceptual advantages over the notion of a pivotal structure,
and we explain these advantages in Chapter 5. Chiefly, it actually fits the
examples we have in mind, such as the 2-category of 2-Hilbert spaces, and
also it meshes well with the string diagram notation for working with 2-
categories which we use throughout this thesis. This latter reason might
seem purely aesthetic, but it is important because by translating pivotal
structures into the language of even-handed structures we have been able
to precisely characterize the set of pivotal structures on a fusion category,
making progress on a conjecture that was made by Etingof, Nikshych and
Ostrik [56]. This is our third main result in this thesis, to which we now
turn.
1.4 Characterizing pivotal structures on fusion cat-
egories
A fusion category is a semisimple linear monoidal category where every object
has a dual. They have been much studied in the field of quantum algebra
(see the lecture notes of Müger [101] for a recent overview). A seminal
paper in this regard has been that of Etingof, Nikshych and Ostrik [56], and
one of the conjectures made there was that every fusion category admits a
pivotal structure. Since an `even-handed structure' on a monoidal category
is roughly the same thing as a pivotal structure, except that it meshes better
with the string diagram notation, we wanted to see if using the framework
of even-handed structures would help make progress on this conjecture.
Indeed, using a string diagram observation by Hagge and Hong [72],
we were able to translate many of the results of [56] into a purely string
diagrammatic framework. This enabled us to identify a pivotal structure
on a fusion category as a twisted monoidal natural transformation of the
identity functor on the category. The twisting is governed by a collection
of signs {ijk}, one for each triple of simple objects in the category, which
26 CHAPTER 1. INTRODUCTION
arise from the nature of the duality operation in the category. Namely, after
choosing signs for the square roots of the paired dimensions of Müger [98],
one can canonically define certain involution operators T ijk on the hom-sets
of the form Hom(Xi, Xj ⊗ Xk) where Xi, Xj and Xk are simple objects.
We have shown that one of the requirements for the existence of a pivotal
structure on the category is that T ijk = ± id for all i, j, k; if this is the case
we record these signs in the symbols ijk = sign(T
i
jk). We call these signs
the pivotal symbols since they are somewhat analogous to the 6j symbols [39]
which govern the associator information in a fusion category.
Making a different choice of signs for the square roots of the paired di-
mensions would have resulted in different signs for the involution operators
T ijk, and we formalize this by saying that the equivalence class of the signs
{ijk} of the involution operators T ijk in a fusion category gives rise to a class
[] ∈ Hpiv([C],Z/2) in the `pivotal cohomology' of the category. We show
that C can carry a spherical pivotal structure if and only if this class is
trivial (a `spherical' pivotal structure is a notion due to Barrett and West-
bury [18] and refers to a pivotal structure where the `left and right traces' of
endomorphisms coincide).
Given a collection of signs {ijk}, we define an -twisted monoidal natu-
ral transformation of the identity on a fusion category C as a collection of
numbers {ti}i∈I where I indexes the simple objects satisfying
tjtk = ijkti whenever Xi appears in Xj ⊗Xk.
We write the collection of solutions to these equations as Aut⊗(idC). If
ijk ≡ 1 for all i, j, k then this is the same thing as a monoidal natural
transformation of the identity on C due to the semisimplicity of C.
Let us record our result; it is phrased in the formalism of even-handed
structures but these are equivalent to pivotal structures, as we show in Chap-
ter 5.3.1.
Theorem. Let C be a fusion category over C with representative simple ob-
jects Xi. Suppose that a choice of roots d
2
i = d{i,i∗} of the paired dimensions
has been made, with resulting involution operators T ijk : Hom(Xi, Xj⊗Xk)→
Hom(Xi, Xj ⊗Xk). Then:
(i) Unless T ijk = ± id for all i, j and k, the fusion category C cannot carry
an even-handed structure.
(ii) Suppose that T ijk = 
i
jk id for all i, j and k, where 
i
jk = ±1. Then an
even-handed structure on C is the same thing as an -twisted monoidal
natural transformation of the identity on C. That is, there is a canon-
ical bijection of sets
Even-Handed(C) ∼= Aut⊗(idC).
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(iii) Furthermore, the even-handed structure can be made spherical if and
only if [] = 0 in Hpiv([C],Z/2).
We emphasize that this result does not yet settle the conjecture of Etingof,
Nikshych and Ostrik; it might turn out for instance that T ijk = ± id always
holds in a fusion category, and moreover that the class [] is always trivial.
But we hope that it does at least clarify some of the issues involved.
1.5 Comparison with previous work
There have already been a number of works on 2-representations of groups
on semisimple linear categories, such as that of Barrett and Mackaay [17],
Crane and Yetter [45] and Ostrik [104], with the most relevant for this
thesis being that of Elgueta [53] and that of Ganter and Kapranov [67].
Elgueta performed a thorough and careful investigation of the 2-category of
2-representations of a 2-group (a 2-group is a monoidal category with struc-
ture and properties analogous to that of a group [13]) acting on Kapranov
and Voevodsky's 2-vector spaces, and his motivation was therefore to work
with co-ordinatized versions of 2-vector spaces amenable for direct compu-
tation, and to classify the various structures which appear.
Ganter and Kapranov were motivated by equivariant homotopy theory,
namely to try and find a categorical construction which would produce the
sort of generalized group characters which crop up in Morava E-theory; they
(independently) introduced the categorical character (which we call the 2-
character) of a 2-representation and showed that it indeed achieves this pur-
pose. Since they had no reason not to, they also worked with co-ordinatized
2-vector spaces (this time of the form Vectn); also they did not investigate
in any depth morphisms and 2-morphisms of 2-representations.
As we have explained, we have been motivated by extended TQFT,
where the 2-category of unitary 2-representations of a group appears as the
2-category assigned to the point in the untwisted three-dimensional finite
group model. The finite group model itself is just a stepping stone, since
our real goal is to try and understand more deeply the extended nature of
Chern-Simons theory [61, 63]. The language of Chern-Simons theory is the
geometric language of moduli-stacks, line-bundles, equivariant structures,
flat sections and such like, and this has therefore motivated our approach
to 2-representations and is what distinguishes our approach from previous
approaches, though we remark that related ideas do appear in [67]. For
instance, as far as possible we try to work directly with the underlying 2-
Hilbert spaces of the 2-representations themselves as opposed to some `co-
ordinitization' of them, a strategy which might be important in a more intri-
cate geometric setting. We hope that some of the ideas we have developed
in this paper will also translate into the more advanced geometric contexts
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of the paper of Ganter and Kapranov [67], as well as the work of Freed,
Teleman and Hopkins [63].
1.6 Overview of thesis
In Chapter 2 we establish the geometric correspondence between unitary
representations of groups and equivariant holomorphic hermitian line bun-
dles over compact hermitian manifolds, and we show that the character of
a representation corresponds to the geometric character of its associated
equivariant line bundle.
In Chapter 3 we review the notion of a 2-Hilbert space due to Baez
[6]. We will be framing some of the basic definitions of the theory a bit
differently, attempting to steer clear of using the concept of an `abelian
category', since it is likely that more refined notions of `2-Hilbert spaces'
in the future will have more of a derived flavour. We also show that the
2-category of 2-Hilbert spaces is equivalent to a certain 2-category whose
objects are finite sets equipped with positive real scale factors; this is the
basis for the geometric correspondence between unitary 2-representations
and finite equivariant gerbes equipped with `metrics'.
In Chapter 4 we review the string diagram notation for working with 2-
categories, and we prove that this notation is perfectly well-defined even in
the fully weak setting; it is not only a notation for strict 2-categories, which
is a general misconception.
In Chapter 5 we define even-handed structures on 2-categories, and we
compare this notion to other similar notions of duality. When the 2-category
consists of linear categories, linear functors and natural transformations, we
show how an even-handed structure arises from the data of a trace on the
hom-sets in the category. In this way we establish that the 2-category 2Hilb
of 2-Hilbert spaces, and the 2-category CYau  whose objects are the graded
derived categories D(X) of Calabi-Yau manifolds  are both equipped with
canonical even-handed structures.
In Chapter 6 we apply our notion of an even-handed structure to fusion
categories, and we obtain our aforementioned result, that a pivotal structure
on a fusion category corresponds to a twisted monoidal natural transforma-
tion of the identity on the category, and that moreover the twist must vanish
if the category is to admit a spherical pivotal structure.
In Chapter 7 we define unitary 2-representations of finite groups on 2-
Hilbert spaces, and we give some examples. Using string diagrams, we define
how to take the 2-character of a unitary 2-representation, and using the even-
handed structure on 2Hilb we also define how to take the 2-character of a
morphism of unitary 2-representations, so that the 2-character descends to
functor from the Grothendieck category of unitary 2-representations to the
category of conjugation equivariant unitary vector bundles over the group
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G.
In Chapter 8 we define finite equivariant gerbes equipped with metrics,
and the 2-category they constitute. We define the geometric character of
an equivariant gerbe in terms of the transgressed line bundle, and we show
how the geometric character also becomes a functor from the Grothendieck
category of equivariant gerbes to the category of equivariant vector bundles
over the group G. Finally we show that after tensoring the hom-sets with C
this functor is unitarily fully faithful.
In Chapter 9 we establish the correspondence between unitary 2-representations
and finite equivariant gerbes equipped with metrics, and we show that the 2-
character of a 2-representation corresponds to the geometric character of its
associated equivariant gerbe. This enables us to show that the 2-character
is also unitarily fully faithful.
Finally in Chapter 10 we compute the `higher-categorical dimension' of
the 2-category of unitary 2-representations of G, and we show that it is
equivalent as a braided monoidal category to the category of conjugation
equivariant vector bundles over the group under the fusion tensor product.
We do this by working in the framework of equivariant gerbes, where one can
write down canonical formulas without having to make choices. This implies
the corresponding result for 2-representations because of the equivalence be-
tween these two categories, at least under a certain technical assumption
which is believed indeed to hold.
In Appendix A we verify the `crossing with the circle' equation in the
twisted finite group model for low codimension. In Appendix B we prove
a result about duals in fusion categories that we use in Chapter 6. In Ap-
pendix C we show that if there is a coherent adjoint equivalence between
2-categories then there is a well-defined braided monoidal equivalence be-
tween their higher-categorical dimensions. In Appendix D we recall the fu-
sion product on the category of conjugation equivariant vector bundles over
a finite group, as in Freed [59].
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Chapter 2
The geometry of ordinary
representations of groups
We begin this thesis by laying down a context for our results on unitary
2-representations and their 2-characters in later chapters. Namely, in this
chapter we show how the category of unitary representations of a Lie group
G can be regarded as being equivalent to a certain category of equivariant
line bundles, and that under this equivalence the character of a represent-
ation corresponds to the geometric character of the line bundle. The entire
purpose of this chapter is to show that the geometric correspondence we
develop in later chapters between unitary 2-representations and equivariant
gerbes, and between 2-characters of unitary 2-representations and geometric
characters of equivariant gerbes, also has an analogue at the level of ordinary
representations.
For the most part, what we do in this chapter is quite formal, and simply
revolves around the idea that every vector space can be thought of as the
space of sections of a line bundle. Elementary as it is, this idea can never-
theless be quite profound, for instance to a category theorist it is the Yoneda
lemma. Nevertheless, we do not claim that the results in this chapter are
particularly important; we only wish to set the scene for our later results on
the geometry of categorified representations of groups.
In the first two sections we will review known material. In Section 2.1 we
recall the definitions of some basic geometric notions, such as holomorphic
line bundles and kernels, and in Section 2.2 we review the Bergman kernel,
the canonical kernel on a holomorphic hermitian line bundle over a compact
hermitian manifold. We present three ways of thinking about it: as a sum
over the fundamental modes of propagation, as the large time limit of the
heat kernel, and as a limit of a path integral. We also relate the Bergman
kernel to the coherent states framework. After having reviewed this mate-
rial, the rest of the chapter is our own contribution, except where we say
otherwise.
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In Section 2.3 we define the category of line bundles and kernels. In Sec-
tion 2.4 we define the geometric line bundle over projective space, which is an
alternative notation for the hyperplane line bundle available in the presence
of inner products, and we show how the vector space can be recovered anti-
linearly as the space of sections of the geometric line bundle. In Section 2.5
we establish that the category of finite dimensional Hilbert spaces and the
category of line bundles and kernels are equivalent. In Section 2.6 we show
that this correspondence continues to hold in the presence of a G-action; this
establishes the equivalence between the category of unitary representations
of G and the category of equivariant line bundles.
Finally in Section 2.7 we define the geometric character of an equivariant
line bundle, and we show that that the character of a representation com-
putes as the geometric character of its associated equivariant line bundle. It
is precisely this theorem which we will `categorify' in Theorem 9.7 in Chap-
ter 9. We close the chapter by giving a concrete formula for the geometric
character using index theory, valid in the case when the curvature of the line
bundle is sufficiently positive. This formula computes the geometric char-
acter as an integral over the fixed points of the group action. In equation
8.4 of Chapter 8 we will give the analogue of this formula for the geometric
character of an equivariant gerbe.
2.1 Holomorphic hermitian line bundles and ker-
nels
In this section we recall some basic geometric notions. A basic reference is
[131].
A hermitian metric on a complex manifold is a Riemannian metric which
preserves the complex structure. A hermitian manifold is a complex manifold
equipped with a hermitian metric. Note that the inner products on the
tangent spaces are only required to vary smoothly with the basepoint and
not holomorphically; in particular every complex manifold can be equipped
with a hermitian metric.
A holomorphic line bundle L over a complex manifold X is a line bundle
over X whose total space L is a complex manifold and whose projection
map pi : L→ X is holomorphic. A holomorphic section of L is a holomorphic
map s : X → L such that pi ◦ s = id. We will write the vector space of
holomorphic sections of a line bundle L as Γ(L). Note that Γ(L) must be
finite dimensional if X is compact.
A holomorphic line bundle L is called a hermitian holomorphic line bundle
if each fiber is equipped with a hermitian inner product and if these inner
products vary smoothly with the basepoint. Note that every holomorphic
line bundle can be equipped with a hermitian inner product.
All of the line bundles we deal with in this chapter will be holomorphic.
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Figure 2.1: A holomorphic kernel from a line bundle L→ X to another line
bundle Q→ Y .
We will often simply say `line bundle' or `hermitian line bundle' instead of
`holomorphic line bundle' and `holomorphic hermitian line bundle'.
If L is a hermitian line bundle over a compact hermitian manifoldX, then
the space of holomorphic sections Γ(L) of L can be given an inner product
by integrating the fibrewise inner product with respect to the volume form
defined by the hermitian metric on X:
〈s, s′〉 =
∫
X
(s(x), s′(x)) volx .
Suppose that L and Q are hermitian holomorphic line bundles over
compact hermitian manifolds X and Y . The homomorphism line bundle
hom(L,Q) is the line bundle over Y ×X whose fiber at (y, x) is the collec-
tion of linear maps from Lx to Qy. (We must use the complex conjugate
manifold X here because L is a holomorphic line bundle over X, not X.)
Its structure as a holomorphic line bundle is obtained from using the in-
ner products in the fibers to identify it with the tensor product line bundle
QL→ Y ×X. A holomorphic kernel from L to Q is a holomorphic section
〈E〉 ∈ Γ(hom(L,Q))
of the homomorphism line bundle. In other words a holomorphic kernel
consists of a linear map
〈y|E|x〉 : Lx → Qy
from every fiber of L to every fiber of Q which varies antiholomorphically
with respect to x and holomorphically with respect to y (see Figure 2.1).
Note that the collection of holomorphic kernels from L to Q is canonically
isomorphic to the space of linear maps from Γ(L) to Γ(Q) via the following
sequence of canonical isomorphisms:
Γ(hom(L,Q)) ∼= Γ(LQ)
∼= Γ(L)⊗ Γ(Q) (standard fact about tensor product bundles [131])
∼= Γ(L)⊗ Γ(Q) (by definition) (2.1)
∼= Γ(L)∨ ⊗ Γ(Q) (Hilbert space identifies antilineary with its dual)
∼= Hom(Γ(L),Γ(Q)).
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We remind the reader that in this thesis we write V ∨ := Hom(V,C) for the
linear dual of a vector space V .
2.2 The Bergman kernel
Every hermitian line bundle L over a compact complex hermitian manifold
X comes equipped with a canonical kernel to itself called the Bergman (or
reproducing) kernel, which we write as
〈 〉 ∈ Γ(hom(L,L)).
For references on the Bergman kernel, we refer the reader to [85, 29, 27, 28].
The Bergman kernel is a fundamental geometric object and in this section
we describe it in three different ways. We also describe how it relates to the
coherent states formalism.
2.2.1 The Bergman kernel via modes of propagation
The most elementary description of the Bergman kernel is obtained by ap-
plying the sequence of isomorphisms (2.1) in the reverse direction to the
identity operator on Γ(L). The result can be described as follows. Choose
an orthonormal basis {si} for Γ(L). The Bergman kernel can then be de-
scribed fibrewise as the map
〈y|x〉 : Lx → Ly
v 7→
∑
i
(si(x), v) si(y).
In other words, the Bergman kernel transports v from the fiber at x to the
fiber at y by summing over the various modes of propagation from x to y
(see Figure 2.2). We use the term `mode of propagation' to refer to these
orthonormal sections si because they are the zero eigenmodes of the Kodaira-
Laplace operator. In this way we think of the Bergman kernel as providing
the information of how the various lines in the line bundle L are correlated
with respect to each other. Note that this description is independent of
the choice of orthonormal basis of sections {si}, since if {s′i} is another
orthonormal basis, then s′i =
∑
j Uijsj for a unitary matrix U , and hence∑
i
(s′i(x), v) s
′
i(y) =
∑
i,j,k
U ijUik(sj(x), v) sk(y) =
∑
k
(sk(x), v) sk(y).
As an example, the Bergman kernel on the torus is constructed from the
theta-functions, and on higher genus surfaces from automorphic forms (see
[85]). Also, the Bergman kernel 〈L′|L〉 on the hyperplane line bundle on
the projective space of a Hilbert space is simply the orthogonal projection
operator from the line L onto the line L′, as we will see in Section 2.4.
The importance of the Bergman kernel lies in its reproducing property.
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Figure 2.2: The Bergman kernel 〈y|x〉 sums over the fundamental modes of
propagation from Lx to Ly.
Lemma 2.1. For every holomorphic section s ∈ Γ(L), we have
s(y) =
∫
X
〈y|x〉(s(x)) volx .
Proof. Choose an orthonormal basis si for Γ(L). We have:∫
X
〈y|x〉(s(x)) volx =
∫
X
∑
i
(si(x), s(x))si(y) volx
=
∑
i
〈si, s〉si(y)
= s(y).
Note that the Bergman kernel 〈y|x〉 is a nonlocal object in the sense that
it is sensitive to the geometry of X and L not only near the points x and
y but also to the geometry at other points z very far away. This is because
locally deforming the geometry around z while leaving the geometry around
x and y unchanged will alter the basis of sections si, and this information
will thus `propagate' to the Bergman kernel 〈y|x〉. On the other hand, if the
curvature of the line bundle L is positive everywhere, then there do exist
asymptotic expansions of the diagonal Bergman kernel 〈x|x〉 in terms of the
local geometry at x (see for example [28, 27, 95, 85])  but these formulas
only apply in the limit of high powers Lp of L (the so-called semiclassical
limit). In this limit the Bergman kernel becomes more and more localized
along the diagonal, so that there are no longer any correlations between
distant points x and y.
2.2.2 The Bergman kernel as the large time limit of the heat
kernel
A more intrinsic description of the Bergman kernel is that it is the large
time limit of the heat kernel on the space of sections of L. Let us review the
notion of the heat kernel; see [95, 111, 26, 85] for further details.
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SinceX is a complex manifold, the complexification of the tangent bundle
splits into holomorphic and antiholomorphic pieces
TX ⊗R C = T 1,0X ⊕ T 0,1X.
We write the vector bundle of antiholomorphic differential forms with values
in L as
S = (T 0,1X)∨ ⊗ L.
We define the differential operator D : C∞(S)→ C∞(S) as
D =
√
2(∂ + ∂∗).
Here ∂ is the twisted Dolbeault operator  the differential operator given
locally by the holomorphic charts on the base manifold X and the canonical
connection on the hermitian line bundle L  and ∂
∗
is its adjoint with
respect to the inner products induced from the hermitian inner product on
X and the fibrewise inner products on L.
The heat equation for D is the partial differential equation
∂s
∂t
= −D2s.
One can express the solutions to this equation in terms of the heat kernel 
a smooth time-dependent collection of linear maps
〈y|e−tD2 |x〉 : Sx → Sy
having the property that
st(y) = (e−tD
2
s0)(y) =
∫
X
〈y|e−tD2 |x〉s0(x) volx .
Indeed, the heat kernel is the unique time-dependent section of S  S∨ over
X×X which is continuous in t, continuously differentiable in x and y, satisfies
the heat-equation in the variable y, and `tends to a δ-function' as t→ 0.
Observe that as t → ∞, the operator e−tD2 becomes the projector onto
the space of harmonic forms Γ(S)  the forms satisfying Ds = 0:
lim
t→∞ e
−tD2 = pi : C∞(S)→ Γ(S).
If we restrict ourselves to 0-forms (i.e., smooth sections of the line bundle
L), then this means that the Bergman kernel is the large-time limit of the
heat kernel, restricted to the space of holomorphic sections:
〈y|x〉 = lim
t→∞〈y|e
−tD2 |x〉|Γ(L).
We interpret this intuitively as the statement that `at large times, only the
holomorphic modes of propagation from x to y survive'.
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2.2.3 The Bergman kernel as a path integral
A good geometric way to think of the heat kernel
〈y|e−tD2 |x〉 : Sx → Sy
is as a `weighted average of over all paths from x to y of the parallel transport
from Sx to Sy'. This is the path integral approach, which has long been
employed by physicists but which has actually been made mathematically
rigorous, notably in the recent work of Bär and Pfäe [16]. In the limit
t→∞, this provides a path integral interpretation for the Bergman kernel.
Let us review the result of Bär and Pfäe, specialized to our setting of
a hermitian line bundle L over a compact hermitian manifold X. We need
to make some definitions. A partition of length t is a sequence of positive
numbers T = (t1, . . . , tr) which add up to t. We write |T | for the largest
difference ti+1−ti in T and σj(T ) := t1 +· · ·+tj . Let x and y be points in X,
and let γ : [0, t]→ X be a continuous curve such that γ(0) = x and γ(t) = y,
and put xj := γ(σj(T ). We say that γ is a geodesic polygon from x to y
with respect to T if for any two subsequent points xj and xj+1 the curve
γ|[σj(T ),σj+1(T )] is the unique shortest geodesic joining them (this implies
that they are not cut points of each other). Note in particular that when
restricted to one of the subintervals [σj(T ), σj+1(T )] the curve is smooth and
parameterized proportionally to arc-length. We write
S(γ, t) :=
∫ t
0
[
1
4
|γ˙(s)|2 − 1
3
scalγ(s)
]
ds
for the action of a geodesic polygon of length t, where scalx refers to the
scalar curvature of X at a point x.
We denote the set of all geodesic polygons from x to y with respect to T
as PathsT (x, y). Since a geodesic is uniquely determined by its end points
(unless they are cut points of each other), we can identify PathsT (x, y) with
an open set of Xr+1 via the correspondence
γ ↔ (x0, . . . , xr).
The Riemannian metric on Xr+1 induces a measure on Pathsyx(T ) which we
denote by Dγ.
Since L is a hermitian line bundle, there exists a unique holomorphic
covariant derivative∇ acting on sections of L which preserves the metric. We
write parallel transport along a curve γ with respect to ∇ as τ(γ) : Lγ(0)→
Lγ(t). Finally, we set
Z(T ) :=
r∏
j=1
(4pitj)
dimX
2 .
We are now ready to state their result.
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Theorem 2.2 (refer Bär and Pfäe [16, Thm 6.1]). Suppose L is a hermitian
line bundle over a compact hermitian manifold X. Then one can define a
sequence of partitions Tn of length t with |Tn| → 0, such that
〈y|e−tD2 |x〉 = lim
n→∞
1
Z(Tn)
∫
PathsTn (x,y)
e−S(γ,t)τ(γ)t0Dγ
where the n→∞ limit refers to convergence in C0(X ×X,L L).
We will write
1
Zt
∫
Pathst(x,y)
e−S(γ,t)τ(γ)t0Dγ
as shorthand for the limit above.
Corollary 2.3. The Bergman kernel can be expressed as the large time limit
of a path integral:
〈y|x〉 = lim
t→∞
1
Zt
∫
Pathst(x,y)
e−S(γ,t)τ(γ)t0Dγ.
This description of the Bergman kernel 〈y|x〉 makes it very clear why it
is a nonlocal object, since it sums over all paths from x to y and hence is
sensitive to the geometry of the entire manifold.
2.2.4 The Bergman kernel and coherent states
The Bergman kernel often manifests itself via the coherent states formalism;
we recommend the paper of Kirwin [85] as an introduction to this approach.
For each x ∈ X and v ∈ Lx, define the coherent state at x with basevector
v as the holomorphic section |x〉v of L obtained by applying the Bergman
kernel to v:
|x〉v(y) = 〈y|x〉(v).
For instance, when L is the hyperplane line bundle over the projective space
of a finite-dimensional Hilbert space V , the coherent state arising from a
vector v ∈ V is simply the section of the hyperplane line bundle which
orthogonally projects v onto every line L, as we will see in Section 2.4. In
general, coherent states have many marvelous properties from the viewpoint
of geometric quantization: they form an overcomplete basis for Γ(L), they
are `maximally peaked' around x, and they `evolve classically'. We refer the
reader to [85] for a definition of these terms; we will not delve into these
aspects of the theory.
Suppose that A : Γ(L)→ Γ(L) is a linear map. Using the coherent states,
we can think of A as a holomorphic kernel via the prescription
〈y|A|x〉 : Lx → Ly
v 7→ (A|x〉v)(y).
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The trace of A can be computed as an integral over X as follows. We use
the following convention: on the diagonal the map 〈x|A|x〉 : Lx → Lx is a
map from a one-dimensional vector space to itself, and we identify it with
its trace, that is with the complex number it represents.
Lemma 2.4. The trace of a linear operator A : Γ(L) → Γ(L) can be com-
puted as
TrA =
∫
X
〈x|A|x〉 volx .
Proof. Choose an orthonormal basis of sections si for Γ(L), and expand the
coherent state |x〉v as
|x〉v =
∑
i
〈si, |x〉v〉si.
We calculate these expansion coefficients as:
〈si, |x〉v〉 =
∫
X
(si(y), 〈y|x〉v) voly
=
∑
k
∫
X
(si(y), (sk(x), v)sk(y)) voly
= (si(x), v).
Therefore, choosing each v ∈ Lx to have unit norm, we have:∫
X
〈x|A|x〉 volx =
∑
i,j
〈si, |x〉v〉〈sj , Asi〉(v, sj(x))
=
∑
i,j
〈sj , Asi〉
∫
X
(si(x), sj(x))
=
∑
i
〈si, Asi〉
= TrA.
2.3 The category of line bundles and kernels
In this section we define the category LBun whose objects are holomorphic
line bundles and whose morphisms are kernels between them. First we give
the definition, then we expand out what it means, and finally we prove that
the resulting structure indeed forms a category.
Definition 2.5. The category LBun is defined as follows. An object is a
holomorphic hermitian line bundle L → X over a compact hermitian man-
ifold X. A morphism is a holomorphic kernel. The identity morphisms are
the Bergman kernels, and composition is defined by integration with respect
to the volume form defined by the metric.
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Let us write out explicitly the definition of composition. Suppose that
L → X, Q → Y and R → Z are hermitian line bundles over X, Y and
Z respectively, and that 〈E〉 : L → Q and 〈F 〉 : Q → Z are holomorphic
kernels, that is
〈E〉 ∈ Γ(hom(L,Q)) and 〈F 〉 ∈ Γ(hom(Q,R)).
Then the composite kernel
〈F 〉 ◦ 〈E〉 ∈ Γ(Hom(L,R))
is defined by integrating over y ∈ Y :
〈z|〈F 〉 ◦ 〈E〉|x〉v =
∫
Y
〈z|F |y〉〈y|E|x〉v voly . (2.2)
This new kernel is indeed holomorphic in x and antiholomorphic in z (think
of the approximations to the integral by finite sums). We now confirm that
the resulting structure indeed forms a category.
Lemma 2.6. The structure LBun indeed forms a category.
Proof. Firstly, composition is clearly associative, by Fubini's theorem:
〈t|(〈G〉 ◦ 〈F 〉) ◦ 〈E〉|x〉v =
∫
Z
〈t|G|z〉 ◦ 〈z|〈F 〉 ◦ 〈E〉|x〉v volz
=
∫
Z
∫
Y
〈t|G|z〉 ◦ 〈z|F |y〉 ◦ 〈y|F |x〉v voly volz
=
∫
Y
∫
Z
〈t|G|z〉 ◦ 〈z|F |y〉 ◦ 〈y|F |x〉v volz voly
= 〈t|〈G〉 ◦ (〈F 〉 ◦ 〈E〉)|x〉v.
We must check that the Bergman kernel 〈 〉 is the left and right unit for
composition. Suppose that 〈E〉 is a holomorphic kernel from a line bundle
L→ X to another line bundle Q→ Y . Then
〈y|〈 〉 ◦ 〈E〉|x〉v =
∫
X
〈y|x′〉 ◦ 〈x′|E|x〉v volx′
=
∫
X
〈y|x′〉s(x′) (2.3)
where s is the holomorphic section of L defined by
s(x′) = 〈x′|E|x〉v.
Therefore the expression (2.3) must equal 〈y|E|x〉v by the reproducing prop-
erty (Lemma 2.1) of the Bergman kernel. This establishes that the Bergman
kernel is the left unit for composition.
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To see that it is the right unit for composition, firstly observe that if
w ∈ Qy and x′ ∈ X then the section t of L defined by
t(x) = 〈y|E|x〉∗w
is holomorphic. Therefore we have:(
w, 〈y|〈E〉 ◦ 〈〉|x〉v) = ∫
X
(
w, 〈y|E|x′〉 ◦ 〈x′|x〉v) volx′
=
∫
X
(t(x′), 〈x′|x〉v) volx′
=
∑
i
∫
X
(t(x′), si(x′)) volx′ (si(x), v)
=
∑
i
(〈si, t〉si(x), v)
= (t(x), v)
= (〈y|E|x〉∗w, v)
= (w, 〈y|E|x〉v).
Thus 〈y|〈E〉 ◦ 〈〉|x〉v = 〈y|E|x〉v.
2.4 The geometric line bundle over projective space
In this section we introduce the geometric line bundle τ over the projective
space of a finite dimensional Hilbert space, and we show how the Hilbert
space can be recovered antilinearly as the space of holomorphic sections of
τ .
Suppose that V is an (n + 1)-dimensional vector space. Recall that the
projective space P(V ) of V is the compact complex manifold consisting of all
one-dimensional subspaces l ⊆ V . The tautological line bundle O(−1) over
P(V ) is the holomorphic line bundle with total space
O(−1) = {(l, v) : l is a line in V , v ∈ l},
so that the fiber at a line l ∈ P(V ) is the line l itself:
O(−1)l = l.
The hyperplane line bundle O(1) is defined as the dual of the tautological
line bundle, so that its fibers are given by
O(1)l = l∨
where l∨ := Hom(l,C) is the linear dual of l. If V is equipped with an inner
product then one can antilinearly identify each line l with its linear dual l∨.
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We define the geometric line bundle τ over P(V ) as the line bundle whose
fibers are the complex conjugate of the tautological line bundle fibers,
τl = l,
but whose whose holomorphic structure is derived from the hyperplane line
bundle O(1) by making the fibrewise identifications l ∼= l∨. In other words,
the geometric line bundle τ is just another notation for the hyperplane line
bundle O(1), available in the presence of an inner product, and we use it
because oftentimes (but not always) it makes for shorter and more intuitive
formulas.
To be completely explicit here, we are using the notation that l refers
to the vector space whose underlying abelian group is l, the only difference
being that scalar multiplication acts antilinearly. Convention dictates that
when a vector u ∈ l is thought of as a vector in l one should really write it as
u. However, this convention tends to clutter up the formulas, and so we will
rarely use it unless the distinction between u ∈ l and u ∈ l is important in a
specific calculation. In other words, if a formula requires as input a certain
vector u ∈ l, but as written only receives a vector u ∈ l, then it is understood
that one should first write a bar above the u in order to actually apply the
formula, and the same convention goes for the output side of the formula.
Now, the fibers of the geometric line bundle carry a natural inner product
inherited from V ,
(v, w)l = (w, v)V .
(This is one place where we need to be careful about writing v instead of v.)
This means that the geometric line bundle is a hermitian line bundle.
Moreover, the projective space P(V ) carries a natural hermitian metric
called the Fubini-study metric, which is characterized up to a scalar multiple
as the unique metric on P(V ) which is invariant under the unitary group
U(V ). We will normalize this metric by demanding that if v ∈ V is a unit
vector, then ∫
P(V )
|(u, v)|2 voll = 1 (where u ∈ l, (u, u) = 1)
where voll is the corresponding volume form of the metric. More informally,
we are normalizing the Fubini-Study metric in such a way that `the probabil-
ities for finding a vector v in the various states u add up to unity'. Note that
this normalization does not depend on the choice of the unit vector v ∈ V
since the Fubini-Study metric is invariant under unitary transformations.
This gives the vector space Γ(τ) of holomorphic sections of the geometric
line bundle an inner product via
〈s, s′〉 =
∫
P(V )
(
s(l), s′(l)
)
voll
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Figure 2.3: The section sv of the geometric line bundle over projective space
associated to a vector v ∈ V .
Note that the space of sections Γ(τ) is finite-dimensional since P(V ) is com-
pact. We now show that Γ(τ) identifies with V .
Each vector v ∈ V gives rise to a holomorphic section sv ∈ Γ(τ), defined
by orthogonally projecting v onto every line l as in Figure 2.3, and then
thinking of the result as an element of l:
sv(l) = (l, projl(v) ∈ l).
This section sv is indeed holomorphic, as we show in the following lemma.
Lemma 2.7. For each v ∈ V , the section sv of the geometric line bundle τ
described above is holomorphic.
Proof. Recall that the geometric line bundle τ is just another notation for
the hyperplane line bundle O(1), in that the charts for the former are defined
in terms of the charts for the latter by making the fiberwise identifications
l ∼= l∨. Thus it suffices to check that sv is holomorphic when thought of as
a section of the hyperplane line bundle.
In terms of the hyperplane line bundle, the section sv translates into the
section
s′v : P(V )→ O(1)
l 7→ (l, (v, ·)|l)
since for all u ∈ l we have
(projl(v), u) = (v, u).
by the definition of what it means to orthogonally project a vector.
To see that s′v is holomorphic, let us recall the standard holomorphic
charts for projective space and the hyperplane line bundle. (The author
thanks Neil Strickland for this section, which gives a co-ordinate free pre-
sentation).
For any nonzero linear map α : V → C, put Uα = α−1{1} and Pα = {l ∈
P(V ) : α(l) = C}. Define the chart maps φα : Uα → Pα by φα(v) = Cv. (Of
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course, φα is only really a `chart' once we fix a holomorphic identification
between the affine space Uα and Cdim(V )−1, but this easily can be done by
fixing an inner product on V in such a way that α = (a, ·) for some a ∈ V
with ||a|| = 1, thereby obtaining Ui = a + a⊥, and then choosing a linear
identification a⊥ ∼= Cdim(V )−1. ) The transition map φ−1β φα is given by
v 7→ v/β(v) and so is holomorphic where it is defined.
The maps φα are the charts for the standard holomorphic atlas on P(V ),
after one makes the identifications Uα ∼= Cdim(V )−1 in the manner described
in the parenthesis above.
The standard charts for the hyperplane line bundle O(1) are given by
ξα : Uα × C→ O(1)|Pα
(v, z) 7→ (Cv, zα|Cv)
(unique v ∈ l s.t. α(v) = 1, λ(v))←[ (l, λ)
Now, note that for any linear map γ : V → C we have a section tγ : P(V )→
O(1) given by tγ(l) = (l, γ|l). This satisfies ξ−1α (tγ(φα(v))) = γ(v), which
proves that tγ is holomorphic. This finally shows that s
′
v is holomorphic,
since s′v = t(v,·).
For a co-ordinate description, fix an orthonormal basis {ei} of V and
write v =
∑n
j=0 v
iei and l = [z0 : · · · : zn]. Then the charts for projective
space described above translate into
φi : Cn → {[z0 : · · · : zn] : zi 6= 0}
(w1, . . . , wn) 7→ [w1 : · · · : wi : 1 : wi+1 : · · · : wn]
(
z0
zi
, . . . ,
zi−1
zi
,
zi+1
zi
, . . . ,
zn
zi
)←[ [z0 : · · · : zn].
Thus the section sv (equivalently, s
′
v) computes locally as
(w1, . . . , wn) 7→ v0w1 + · · ·+ vi−1wi + vi + vi+1wi+1 + · · ·+ vnwn
which is clearly holomorphic in w.
In this way one can recover V antilinearly as the space of sections of
the geometric line bundle. This is a well-known fact in algebraic geometry
in the guise of the hyperplane line bundle, but here we give a proof which
emphasizes the inner products involved. A category theorist should think of
this as the `decategorified Yoneda lemma' since it says that knowing a vector
v ∈ V is the same thing as knowing the inner products of v with all the other
vectors.
Lemma 2.8. The map
V → Γ(τ)
v 7→ sv
is a unitary isomorphism of finite dimensional Hilbert spaces.
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Proof. To see that the map v 7→ sv is antiunitary, one needs to remember
that complex scalars are defined to act on the fibers of the geometric line
bundle antilinearly. Hence for v, v′ ∈ V we have
〈sv, sv′〉 =
∫
P(V)
(
(u, v) · u, (u, v′) · u)) voll (u ∈ l, ||u|| = 1)
=
∫
P(V )
(v′, u)(u, v) voll .
Note that this formula defines an alternative inner product on V via
(v, v′)2 := 〈sv′ , sv〉 =
∫
P(V )
(v, u)(u, v′) voll .
By linear algebra, we must therefore have (v, v′)2 = (v,Av′) for some positive
self-adjoint operator A : V → V . Now A commutes with U(V ) because
(v, v′)2 is U(V ) invariant. Hence A = r id for some positive constant r > 0,
so that (v, v′)2 = r(v, v′) for all v, v′ ∈ V (the author thanks Neil Strickland
for this argument). But r must be equal to unity, because for v ∈ V with
(v, v) = 1, we have
(v, v)2 =
∫
P(V )
|(u, v)|2 voll (u ∈ l, ||u|| = 1)
= 1
by our normalization convention for the Fubini-Study metric. Thus we have
〈sv, sv′〉 = (v′, v) so that the map v 7→ sv is antiunitary.
In addition, all holomorphic sections of τ are of the form sv for some
v ∈ V , by the following argument. Suppose that s ∈ Γ(τ). Observe that the
maps
fi : P(V )→ C
l 7→ (ei, s(l))
are holomorphic functions on the compact manifold P(V ), and hence con-
stant. We claim that
s = sP fiei .
This is one place where we need to be careful about complex conjugation
signs. We should really be writing
fi(l) = (ei, s(l))
46 CHAPTER 2. GEOMETRY OF ORDINARY REPRESENTATIONS
since s(l) ∈ l. Now, we calculate:
sP fiei(l) = ∑
i
fisei(l)
=
∑
i
(s(l), ei)(u, ei)u (where u ∈ l, (u, u) = 1)
=
∑
i
(ei, s(l))(u, ei)u
= (u, s(l))u
= s(l)
= s(l).
Hence s = sP fiei as we claimed, and the map V → Γ(τ) is surjective.
This result is the basis of this entire chapter: if we can think of every
vector space as the space of sections of a line bundle, then it is not hard
to imagine that the category of representations of a group is equivalent to
a category of equivariant line bundles, which is the result we are working
towards. For now, let us record a result we promised in the earlier sections.
Corollary 2.9. The Bergman kernel of the geometric line bundle over the
projective space of a finite-dimensional Hilbert space V is given fibrewise by
orthogonally projecting one line onto another, ie.
〈l′|l〉v = projl′(v)
where l and l′ are lines in V .
Proof. Choose an orthonormal basis {ei} for V . By the previous lemma, the
corresponding sections sei of the geometric line bundle over P(V ) form an
orthonormal basis for Γ(L). Suppose l and l′ are lines in P(V ), and v ∈ l.
By definition the Bergman kernel computes as
〈l′|l〉v =
∑
i
(sei(l), v) sei(l
′)
=
∑
i
1
(v, v)
((v, ei)v, v) (w, ei)w (where w ∈ l′, (w,w) = 1)
=
∑
i
(w, ei)(ei, v)w
= (w, v)w
= projl′(v).
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Figure 2.4: The kernel 〈l′|A|l〉 is defined by applying A and then projecting
onto the line l′.
2.5 An equivalence of categories
In this section we show that the category Hilb of finite-dimensional Hilbert
spaces and linear maps is equivalent to the category LBun of holomorphic
line bundles over compact hermitian manifolds and kernels between them.
We do this by defining functors Hilb→ LBun and LBun→ Hilb and showing
that they establish an equivalence of categories.
Proposition 2.10. The map τ : Hilb→ LBun defined as follows is a func-
tor.
 A finite-dimensional Hilbert space V gets sent to the geometric line
bundle τV → P(V ).
 A linear map A : V →W gets sent to the holomorphic kernel 〈A〉 : τV →
τW defined fibrewise by applying A and then projecting (see Figure 2.4),
〈l′|A|l〉 : l→ l′
v 7→ projl′(Av) ∈ l′.
Proof. If A : U → V and B : V →W are linear maps, and u ∈ U , then:
〈l′′|〈B〉 ◦ 〈A〉|l〉u =
∫
P(V )
〈l′′|B|l′〉 ◦ 〈l′|A|l〉u voll′
=
∫
P(V )
projl′′(B projl′(Au)) voll′
=
∫
P(V )
(w,Bv)(v,Au)w voll′
(
where v ∈ l′, (v, v) = 1
and w ∈ l′′, (w,w) = 1
)
= 〈sB∗w, sAu〉w = (B∗w,Au)w
= (w,BAu)w = projl′′(BAu).
Moreover the identity linear map id : V → V gets sent to the Bergman kernel.
To see this, suppose l and l′ are lines in V and v ∈ l. Choose an orthonormal
48 CHAPTER 2. GEOMETRY OF ORDINARY REPRESENTATIONS
basis {ei} for V , and let {sei = proj·(ei)} be the corresponding orthonormal
basis of sections of the geometric line bundle. Then:
〈l′| id |l〉v = (w, v)w (where w ∈ l′, (w,w) = 1)
=
∑
i
(ei, v)(w, ei)w =
∑
i
(sei(l), v)sei(l
′)
= 〈l′|l〉v.
We now write down the functor which goes in the other direction.
Proposition 2.11. The map Γ: LBun→ Hilb defined as follows is a func-
tor.
 A line bundle L→ X gets sent to the Hilbert space Γ(L), with the inner
product defined by integrating the fibrewise inner products over X.
 A holomorphic kernel 〈E〉 from L → X to Q → Y gets sent to the
linear map
E : Γ(L)→ Γ(Q)
defined by integrating 〈E〉 over X,
(Es)(y) =
∫
X
〈y|E|x〉s(x) volx .
Proof. This construction is functorial, by Fubini's theorem:
(F (Es))(z) =
∫
Y
〈z|F |z〉(Es)(y) voly
=
∫
Y
∫
X
〈z|F |y〉 ◦ 〈y|E|x〉s(x) volx voly
=
∫
X
∫
Y
〈z|F |y〉 ◦ 〈y|E|x〉s(x) voly volx
=
∫
X
〈z|〈F 〉 ◦ 〈E〉|x〉s(x) volx .
Moreover, since by Lemma 2.1
s(y) =
∫
X
〈y|x〉s(x) volx
we see that the functor sends Bergman kernels (the identity morphisms in
LBun) to identity linear maps, as it should.
Finally we show that these constructions establish an equivalence of cat-
egories.
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Proposition 2.12. The functors τ : Hilb → LBun and Γ: Hilb → LBun
defined above establish an equivalence of categories between the category of
finite-dimensional Hilbert spaces and the category of hermitian line bundles.
Proof. To see that these categories simply are indeed equivalent, observe
that the functor Γ: LBun→ Hilb is essentially surjective by Lemma 2.8, and
fully faithful due to the sequence of isomorphisms given in (2.1). However,
we need to show that the functors defined above are mutual inverses of each
other up to isomorphism. To do this, we define unit and counit natural
transformations η : id ⇒ Γ ◦ τ and ev : Γ ◦ τ ⇒ id and prove that they are
isomorphisms.
Indeed, for every line bundle L→ X there is a canonical kernel
〈ev〉L : τΓ(L) → L
from the geometric line bundle over the space of sections of L to L, defined
as follows. Let [s] be the one-dimensional line in Γ(L) through the section s,
and s′ is a member of this line. Then the kernel 〈ev〉L is defined by simply
evaluating a section at a point x ∈ X:
〈x|ev|[s]〉L : [s]→ Lx
s′ 7→ s′(x).
To show that this collection of kernels defines a natural transformation, we
must show that for every kernel 〈E〉 : L → Q the following diagram com-
mutes:
τ
Γ(L)
〈τ(E)〉
//
〈ev〉L

τ
Γ(Q)
〈ev〉Q

L 〈E〉
// Q
Indeed, by expanding out the definitions we compute:
〈y|〈ev〉Q ◦ 〈τ(E)〉|[s]〉(s′) =
∫
Γ(Q)
〈y|ev|[t]]〉〈[t]|τ(E)|[s](s′) vol[t]
=
∫
Γ(Q)
∫
Y
∫
X
(
t′(y′), 〈y′|E|x〉s′(x)) t′(y) volx voly vol[t]
=
∫
X
〈y|E|x〉s′(x) volx
= 〈y|〈E〉 ◦ 〈ev〉L|[s]〉(s′).
We claim that this kernel has an inverse
〈ev−1〉 : τ
Γ(L)
→ L
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given by orthogonally projecting the coherent state supported at x onto the
line [s]:
〈[s]|ev−1|x〉 : Lx → [s]
v 7→ proj[s] |x〉v.
Indeed, this is the `kernel' version of the well-known Kodaira embedding map
(see [85, pg 8]). We have
〈y|〈ev〉 ◦ 〈ev−1〉|x〉v =
∫
P(Γ(L))
〈y|ev|[s]〉 ◦ 〈[s]|ev−1|x〉v vol[s]
=
∫
P(Γ(L))
(
∑
i
〈si, s〉si(x), v)s(y) vol[s]
=
∑
i,j
(si(x), v)sj(y)
∫
P(Γ(L))
〈sj , s〉〈s, si〉 vol[s]
= 〈y|x〉v,
because if we write V = Γ(L) and ei ∈ V for si ∈ Γ(L) and also v for s, then
the integral term on the right of the second-last equation above computes as∫
P(Γ(L))
〈sj , s〉〈s, si〉 vol[s] =
∫
P(V )
(ej , v)(v, ei) voll
=
∫
P(V )
(sej (l), sei(l)) voll
= 〈sj , si〉
= δij .
A similar calculation shows that 〈ev−1〉◦〈ev〉 also equals the Bergman kernel
〈〉. This establishes that the counit map 〈ev〉 is an isomorphism. We have
already proved In Lemma 2.8 that every Hilbert space V is antilinearly
isomorphic to the space of sections of its geometric line bundle; that is we
established an isomorphism
ηV : V → Γ(τV ).
These isomorphisms are natural with respect to V , because if A : V →W is
a linear map, with l ∈ P(V ) and l′ ∈ P(W ), and v ∈ V , then[
Γ(〈f〉) ◦ ηV (v)
]
(l′) =
∫
P(V )
〈l′|A|l〉sv(l) voll
= 〈l′|〈A〉 ◦ 〈 〉|l〉v
= projl′(Av) =
[
ηW ◦A(v)
]
(l′).
Hence the functors described above are mutual inverses of each other up to
natural isomorphism.
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One caveat to this result is that the functors Hilb→ LBun and LBun→
Hilb defined above are antilinear at the level of hom-sets. It is not possible to
avoid a `wrinkle' like this. This is because regarding a vector v in a Hilbert
space V as a section sv of the geometric line bundle
V → Γ(L)
v 7→ sv
is analogous to the Yoneda embedding of a category C into its category of
presheaves,
C ↪→ [Cop, Set]
v 7→ Hom(−, v),
where the `op' is unavoidable. However, we could have formulated our result
differently, for instance we could have defined the functor Hilb → LBun to
be contravariant, in which case it would indeed be a linear functor. But that
would undermine the entire purpose of this chapter, which was to show how
the geometric picture for `categorified vector spaces' we develop in Chapter
3 also has a counterpart at the level of ordinary vector spaces. In Chapter
3, all of our functors are covariant, which has caused us to make this choice
here.
2.6 Unitary representations and equivariant line bun-
dles
In this section we show that the relationship between finite dimensional
Hilbert spaces and holomorphic line bundles continues to hold in the presence
of a group action.
Let G be a Lie group  it could be finite, compact or noncompact  and
X a compact hermitian manifold on which G acts by orientation preserving
isometries. A unitary equivariant holomorphic hermitian line bundle over X
is a holomorphic hermitian line bundle L → X equipped with a lift of the
action of G on X  that is, for each g ∈ G and x ∈ X, there is a unitary
map
g : Lx → Lg·x,
and these maps vary smoothly with g and holomorphically in x. If L →
X and Q → Y are two such equivariant line bundles, then an equivariant
holomorphic kernel from L to Q is a holomorphic kernel E ∈ Γ(QL) such
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that the following diagram commutes for all x ∈ X, y ∈ Y and g ∈ G:
Lx
〈y|E|x〉
//
g

Qy
g

Lg·x 〈g·y|E|g·x〉
// Qg·y
(2.4)
In this way, G-equivariant line bundles assemble into a category LBun(G).
Definition 2.13. Given a Lie groupG, the category LBun(G) ofG-equivariant
line bundles is defined as follows. An object is a unitary equivariant holo-
morphic hermitian line bundle L → X over a compact hermitian manifold
X on which G acts by orientation preserving isometries, and a morphism is
an equivariant holomorphic kernel.
We write Rep(G) for the category of unitary representations of G on
finite-dimensional Hilbert spaces and intertwiners between them. Just as in
the previous section, we now write down functors Rep(G) → LBun(G) and
LBun(G)→ Rep(G) and prove they establish an equivalence of categories.
If V is a unitary representation of G then G acts by orientation preserv-
ing isometries on P(V ) and hence the geometric line bundle τV becomes a
unitary equivariant holomorphic hermitian line bundle over P(V ). Moreover,
if A : V → W is an intertwiner of representations, then the corresponding
kernel 〈A〉 : τV → τW is equivariant  because if l and l′ are lines in V and
W respectively, with v ∈ l and w ∈ l′ of unit norm, then
g · projl(Av) = g · (w,Av)w
= (w,Av)g · w
= (g · w, g ·Av)(g · w)
= projg·l(A(g · v)).
This establishes a functor Rep(G)→ LBun(G).
In the reverse direction, suppose that L is a unitary G-equivariant holo-
morphic hermitian line bundle over a compact hermitian manifold X. Then
the space of sections Γ(L) (and hence also its complex conjugate Γ(L)) in-
herits a representation of G via the prescription
(g · s)(x) := g · s(g−1 · x).
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This representation is unitary, because
〈g · s, g · s′〉 =
∫
X
((g · s)(x), (g · s′)(x)) volx
=
∫
X
(g · s(g−1 · x), g · s′(g−1 · x)) volx
=
∫
X
(s(g−1 · x), s′(g−1 · x)) volx
=
∫
X
(s(x), s′(x)) volx
= 〈s, s′〉
where the second-last step uses the fact that G acts on X by orienta-
tion preserving isometries. A similar argument shows that the linear map
A : Γ(L)→ Γ(Q) induced by an equivariant holomorphic kernel 〈A〉 : L→ Q
is an intertwiner. This establishes a functor LBun(G)→ Rep(G).
Theorem 2.14. The above constructions establish an equivalence Rep(G) '
LBun(G) between the category of unitary representations of a Lie group G
and the category of G-equivariant holomorphic hermitian line bundles over
compact hermitian manifolds.
Proof. We show that the functor LBun(G)→ Rep(G) is essentially surjective
and fully faithful. To show that it is essentially surjective, all we need to do
is show that if V is a unitary representation of G, then the isomorphism
V → Γ(τV )
s 7→ sv = proj·(v)
from Lemma 2.8 is equivariant. Indeed, we have
sg·v(l) = projl(g · v)
= (u, g · v)u (where u ∈ l, (u, u) = 1)
= (g−1 · u, v)u (since g is a unitary map)
= g · (g−1 · u, v)(g−1 · u)
= g · projg−1·l(v)
= (g · sv)(l).
To see that the functor is fully faithful, suppose that L and Q are equivariant
line bundles. By the sequence of canonical isomorphisms presented in (2.1),
we can identify the space of intertwiners from Γ(L) to Γ(Q) as theG-invariant
sections of the homomorphism line bundle:
HomRep(G)(Γ(L),Γ(Q)) ∼= Γ(Hom(L,Q))G.
But a G-invariant section of the homomorphism line bundle is precisely a
kernel satisfying the commutative diagram (2.4). This completes the proof.
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2.7 Geometric characters of equivariant line bun-
dles
In this section we define the geometric character of an equivariant line bundle
L over a space X as a certain integral over X, and we show that it computes
as the character of the associated representation of G on Γ(L). This is a
purely formal result, but by the Atiyah-Singer equivariant index theorem
this integral can actually be expressed as a certain integral over the fixed
points of the action of G on X. This is significant because it is precisely this
idea that gets `categorified' in Chapters 8 and 9.
If L is an equivariant line bundle over a compact hermitian manifold X,
we define the associated kernel of a group element g ∈ G as the collection of
maps
〈y|g|x〉 : Lx → Ly
obtained by postcomposing with the Bergman kernel:
Lx
g−→ Lg·x 〈y|g·x〉−→ Ly.
We define the geometric character chL of L as the function on G defined by
integrating the associated kernel over the diagonal:
chL(g) =
∫
X
〈x|g|x〉 volx
We can compute the geometric character as follows.
Proposition 2.15. The geometric character of an equivariant line bundle
L computes as the character of the associated representation of G on Γ(L):
chL(g) = Tr(g : Γ(L)→ Γ(L)).
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Proof. We have
chL(g) =
∫
X
〈x|g|x〉
=
∫
X
(
v,
∑
i
(si(g·x), g·v)si(x)
)
volx (where v ∈ Lx, (v, v) = 1)
=
∑
i
∫
X
(si(g·x), g·v) (v, si(x)) volx
=
∑
i
∫
X
(si(g·x), g·v) (g·v, g·si(x)) volx
=
∑
i
∫
X
(si(g·x), g·si(x)) volx
=
∑
i
∫
X
(
si(x), g·si(g−1·x)
)
volx
=
∑
i
〈si, g·si〉
= Tr(g : Γ(L)→ Γ(L)).
We now write this result in such a way as to make the analogy with our
corresponding result in Chapter 9 more explicit. To do this, let us assume
that that the Lie group G is compact (we are allowing here that it be finite).
In that case we can sensibly speak about the Hilbert space L2(Class(G)) of
square integrable class functions on G, because we can use the bi-invariant
Haar measure on G. We also have the Grothendieck ring [Rep(G)]C, the
vector space generated by the isomorphism classes of unitary representations
of G, which is equipped with the inner product
([ρ], [σ]) = dimHom(ρ, σ).
It is well known [33] that the character map provides a unitary isomorphism
from the Hilbert space completion of the Grothendieck ring to the Hilbert
space of class functions:
χ : ̂[Rep(G)]C → Class(G).
All these facts might have analogues for noncompact groups, but this is
beyond the expertise of the present author.
Corollary 2.16 (Compare Chapter 9, Thm 9.7). If the Lie group G is
compact, we have a commutative diagram of unitary isomorphisms of Hilbert
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spaces:
̂[Rep(G)]C
∼= //
χ
$$I
II
II
II
II
̂[LBun(G)]C
ch
zztt
tt
tt
tt
t
Class(G)
.
We close this chapter by providing a concrete formula for the geometric
character using index theory. The idea is that if the curvature of the line
bundle L is sufficiently positive, then all higher cohomology groups vanish, so
that we can compute things about Γ(L) using formulas involving the entire
cohomology group H∗(X,L). We will also assume in addition that the base
manifold X is Kähler. It is not actually necessary to make this assumption
in order to write the geometric character as an integral over the fixed points,
but without it we do not have a direct relationship between the Bergman
kernel and the large time limit of the kernel of the Dirac operator [51, pg
21].
Let us explain the terms in the proposition below; our main reference is
[26, chap. 6], with input from [51, chap. 12] and [5]. The geometric data
is a G-equivariant hermitian holomorphic line bundle L over a compact n-
dimensional Kähler manifold X and an element g ∈ G. The canonical line
bundle of X is the holomorphic line bundle K = Γn(T 1,0X)∨. The fixed
point locus Xg forms a submanifold of X, and the normal bundle along Xg
is denoted N. The Riemannian curvature of X restricted to the fixed point
submanifold Xg splits up as
R|Xg = R0 ⊕R1
with R0 ∈ A2(Xg, so(Xg)) and R1 ∈ A2(Xg, so(N)), where the notation
Ak(M,E) ≡ Γ(M,ΛT kM ⊗E) refers to the space of differential k-forms on a
manifold M with values in a vector bundle E. The Todd genus form of Xg
is
Td(Xg) = det
(
R0
eR0 − 1
)
∈ A2•(Xg,C).
The curvature of the line bundle L will be denoted as c(L) ∈ A(X,C).
Since Xg is fixed by g, each tangent space TXx for x ∈ Xg is a represent-
ation of G; moreover with respect to the orthogonal splitting
TXx = TXgx ⊕Nx
we see that g acts as the identity on TXgx so that the only interesting
representation theoretic data is the representation of G on the normal tan-
gent space Nx. Finally, the fixed point submanifold X
g splits up into a finite
number of connected components which we write as Xgm, and for x ∈ Xgm
the action of the group element g on the complex line Lx is by definition
unitary and hence can be written as multiplication by eiθm ∈ U(1).
We can now state the formula.
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Proposition 2.17 (Compare Chapter 8, Eqn 8.4). Suppose L ∈ LBun(G)
is an equivariant line bundle over a compact Kähler manifold X. If the
line bundle K∨⊗L is positive, then the geometric character computes as an
integral over the fixed points:
chL(g) = i− dim(X)/2
∑
m
eiθm
(2pi)dim(X
g
m)/2
∫
Xgm
Td(Xg)e−c(L)
det
(
1− ge−R1) .
Proof. Firstly, the Kodaira vanishing theorem asserts that the condition that
K∨ ⊗ L is positive is precisely the condition that the higher cohomology
groups H i(X,L) vanish (see [106] and the references therein) so the only
nonvanishing cohomology group is Γ(L) ≡ H0(X,L). Now, recall that the
Bergman kernel can be expressed as the large time limit of the heat kernel.
Unravelling our definitions, from first principles we thus have
chL(g) =
∫
X
〈x|g|x〉 volx = lim
t→∞
∫
X
Tr 〈x|ge−tD2 |x〉|Γ(L) volx
= lim
t→∞
∫
X
STr 〈x|ge−tD2 |x〉H∗(X,L) volx .
By the McKean-Singer formula the integral in the last line does not actually
depend on t, thus we may evaluate it in the limit t → 0. In this limit,
the heat kernel 〈y|e−tD2 |x〉 tends towards a δ-function, so that the integral
localizes over the fixed points x ∈ Xg. The local version [26, Thm 6.11]
of the equivariant Atiyah-Segal-Singer index theorem [5] precisely computes
the resulting top-degree differential form. At a fixed point x ∈ Xgm, this
formula gives:
lim
t→0
STr 〈x|ge−tD2 |x〉 = i
− dim(X)/2eiθm
(2pi)dim(X
g
m)/2
Td(Xg)e−c(L)
det
(
1− ge−R1) .
This is the integrand we used in the statement of the proof.
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Chapter 3
2-Hilbert spaces
In this chapter we review the notion of a 2-Hilbert space due to Baez [6]. A
2-Hilbert space can be thought of as the `categorification' of the notion of a
finite-dimensional Hilbert space, and we need them because we want to study
unitary 2-representations of groups. Although much of the material in this
chapter is taken from [6], we will be framing some of the basic definitions and
the theory a bit differently. In particular, we will define a 2-Hilbert space
as a Cauchy complete H∗-category instead of as an abelian H∗-category;
these notions are equivalent but we would like to steer clear of using `abelian
categories' because we would like to align the theory more closely with its
`derived' cousins, such as the Calabi-Yau A∞-categories of Costello [47].
In addition we wish to emphasize the geometric picture of 2-Hilbert spaces
analogous to that presented in Chapter 2: just as a Hilbert space may be
regarded as the space of sections of a hermitian line bundle over a compact
complex manifold equipped with a metric, a 2-Hilbert space can be regarded
as the space of sections of a `categorified hermitian line bundle' over a finite
space equipped with a `metric'.
In Section 1 we define H∗-categories. In Section 2 we define 2-Hilbert
spaces as Cauchy complete H∗-categories, and we establish the equivalence
of this definition to that of Baez. We also compare 2-Hilbert spaces to the
2-vector spaces of Kapranov and Voevodsky. In Section 3 we define the
2-category 2Hilb of 2-Hilbert spaces, characterize the 1-morphisms and 2-
morphisms in 2Hilb, and define what it means for a pair of 2-Hilbert spaces
to be strongly unitarily equivalent. We also show that every unitary commu-
tative Frobenius algebra is isomorphic to the algebra of natural transforma-
tions of the identity on a 2-Hilbert space, which follows up on our discussion
in this regard from the Introduction. Finally in Section 4 we define a 2-
category FinSpaces of finite sets `equipped with metrics', and we prove the
equivalence 2Hilb ' FinSpaces.
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3.1 H∗-categories
Consider the category Rep(G) of finite-dimensional unitary representations
of a compact Lie group G (more generally, one could consider twisted unitary
representations of a compact Lie groupoid; for the finite case see [120]).
Since its objects are unitary representations, the category Rep(G) has two
salient features which the ordinary category of `mere' representations on
vector spaces does not have. Firstly, every morphism f : V → W has an
adjoint f∗ : W → V , and secondly there is an inner product on the hom-
sets1,
(f, g) =
1
|G| Tr(f
∗g). (3.1)
We abstract these two features into the definition of an H∗-category. Write
Hilb for the category of finite dimensional Hilbert spaces and arbitrary linear
maps; a Hilb-category is a category enriched over Hilb.
Definition 3.1 (Baez [6, Prop 3]). An H∗-category is a Hilb-category H
equipped with antilinear maps ∗ : Hom(x, y) → Hom(y, x) for all x, y ∈ H,
such that
 f∗∗ = f ,
 (fg)∗ = g∗f∗,
 (fg, h) = (g, f∗h),
 (fg, h) = (f, hg∗)
whenever both sides of the equation are defined.
The reason for the terminology `H∗-category' is because there is an al-
ready established notion of an H∗-algebra (due to Ambrose [1]), and an
H∗-category can be thought of as a `many-object H∗-algebra'. In the finite-
dimensional setting, Baez has recast the definition of Ambrose as follows.
Definition 3.2 (Baez [6], Ambrose [1]). AnH∗-algebra is A is a finite dimen-
sional Hilbert space that is also an associative algebra with unit, equipped
with an antilinear involution ∗ : A→ A satisfying
(ab, c) = (b, a∗c)
(ab, c) = (a, cb∗)
for all a, b, c ∈ A. An isomorphism of H∗-algebras is a unitary map that is
also an involution-preserving algebra isomorphism.
1The factor 1|G| arises due to the fact that we should really think of the inner product
as an integral over the groupoid BG, and the correct measure to use on a groupoid is that
obtained by dividing by the size of the automorphism groups as in [120, 11].
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The basic example of an H∗-algebra is the space of linear operators on
a finite-dimensional Hilbert space H, where the product is the composite
of operators, the involution is the usual adjoint operation, and the inner
product is given by
(a, b) = kTr(a∗b)
for some real number k > 0. It follows from the work of Ambrose that all
finite-dimensional H∗-algebras are isomorphic to an orthogonal direct sum of
H∗-algebras of this form. The scale factor k is important and highlights the
difference between H∗-algebras and (finite-dimensional) C∗-algebras, where
such a factor does not enter.
The link between H∗-algebras and H∗-categories is that an H∗-algebra
is clearly the same thing as a one-object H∗-category, while from a finite set
S of objects in an H∗-category one may obtain an H∗-algebra by forming
the `arrow algebra'
A =
⊕
x,y∈S
Hom(x, y).
3.2 2-Hilbert spaces
The notion of an H∗-category should be thought of as the `categorification'
of the notion of an inner product space. Now, recall that a Hilbert space is
defined to be a Cauchy complete inner-product space. There is an elegant
way to formulate the notion of `Cauchy completeness' for arbitrary enriched
categories due to Lawvere [90]. If one thinks of a metric space as a category
enriched in [0,∞], one recovers the ordinary notion of Cauchy completeness.
Lawvere's notion of Cauchy completeness in an enriched setting works
as follows. Let V be the monoidal category over which the categories in
question are enriched (in our setting of H∗-categories, V = Hilb). We will
use the convention that a bimodule E : A B between V-enriched categories
is a V-functor
E : B ⊗Aop → V
where B ⊗ Aop is the category whose object set is ObB ×ObA and whose
hom-sets are the tensor products of the hom-sets between the factors. Note
that every V-functor F : A→ B gives rise canonically to a pair of bimodules
F∗ : A B and F ∗ : B  A
defined by setting
F∗(b, a) = Hom(F (a), b) and F ∗(a, b) = Hom(b, F (a)).
The essential characteristic of such a pair of bimodules coming from a V-
functor F is that F ∗ is the right adjoint of F∗. We can now give the definition
of Cauchy completeness.
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Definition 3.3 (Lawvere [90]). A V-category B is Cauchy complete if every
bimodule E : A  B having a right adjoint is isomorphic to a bimodule of
the form F∗ for a V-functor F : A→ B.
We encourage the reader to read the paper of Lawvere to obtain a richer
understanding of this notion. Recalling that H∗-categories are Hilb-enriched
categories with some extra structure, this allows us to make the following
definition.
Definition 3.4. A 2-Hilbert space is a Cauchy complete H∗-category.
Intuitively speaking, this says that a 2-Hilbert space is an H∗-category
which does not have any `holes' in it. This definition is on the face of it dif-
ferent to that of Baez in [6], where a 2-Hilbert space is defined as an abelian
H∗-category. We prefer to follow Müger [98, page 6] and avoid using the
language of abelian categories, because it has been our experience that the
notion of kernels and cokernels plays no conceptual role when performing
calculations in 2-Hilbert spaces, being replaced instead by the more impor-
tant notions of subobject and direct sum. Moreover, we will see in Chapter
5.7 that a reasonable notion of a `nondiscrete' 2-Hilbert space is the graded
derived category of coherent sheaves D(X) on a compact Calabi-Yau mani-
fold X. These categories are definitively not abelian, so we have steered clear
of using the term `abelian category' in our definition of a 2-Hilbert space.
We hope that our definition also provides a cleaner way to see a 2-Hilbert
space as the `categorification' of a Hilbert space.
Nevertheless, the following proposition establishes the equivalence of
these definitions, and shows that being Cauchy complete is equivalent to
requiring that the category has all direct sums and subobjects.
Proposition 3.5. The following conditions on an H∗-category are equiva-
lent:
(i) It is Cauchy complete (that is, it is a 2-Hilbert space).
(ii) Every pair of objects has a direct sum, and all idempotents split.
(iii) It is abelian.
Proof. (i) ⇒ (ii). Street has shown that an enriched category is Cauchy
complete if and only if it admits all absolute colimits [124]. An absolute
colimit is one which is preserved by all V-functors, that is it is one which is
defined by equations. Since direct sums and idempotent splittings are defined
by equations, this proves (i) ⇒ (ii).
(ii) ⇒ (iii) In Proposition 10 of [6], Baez used the classification of H∗-
algebras to show that if an H∗ category has a zero object, every pair of
objects has a direct sum, and every morphism has a kernel, then it is an
abelian category which is moreover semisimple (see below for the definition
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of `semisimple'). We obtain a zero object by splitting the zero morphism
regarded as an idempotent. We only need to show that the existence of
kernels is guaranteed by the fact that all idempotents split, and this follows
from the classification of H∗-algebras. For suppose we are given a morphism
f : x→ y. Then the H∗-algebra
A = Hom(x, x)⊕Hom(x, y)⊕Hom(y, x)⊕Hom(y, y)
can be written as
A =
n⊕
i=1
L2(Hxi ⊕Hyi , ki)
for finite-dimensional Hilbert spaces Hxi and H
y
i (one should think of H
i
x as
Hom(ei, x) where the ei are a representative set of simple objects). Thus we
can write f as
f =
⊕
i
fi
where fi : H ix → H iy. Let pi be the orthogonal projection onto ker(fi) ⊂ H ix.
Then p =
∑
i pi is an idempotent on x and a splitting of p provides a kernel
for f .
(iii)⇒ (i) Baez has shown that if the category is abelian then it must be
semisimple. And if it is semisimple then it is equivalent to Hilbn and hence
must be Cauchy complete since the completion of C (thought of as a one
object Hilb-enriched category) is equivalent to Hilb; this is a general result
about categories enriched in vector spaces [30].
We would like to emphasize that the notion of Cauchy completeness is
the natural friend of mathematics in a `derived' setting, due to the following
observation by Street [124, pg 3] which we used above:
Hence a category is Cauchy complete if and only if it admits
all absolute colimits. As an example, since mapping cones and
suspensions can be defined equationally for dg-categories (cate-
gories enriched in complexes of abelian groups), Cauchy complete
dg-categories admit suspensions and mapping cones (as well as
the expected direct sums and splittings for idempotents).
We follow the formulation of Müger [98] and say that a linear category
is semisimple if it has direct sums and subobjects and if there exist objects
ei labelled by a set I such that Hom(ei, ej) ∼= δijC (such objects are called
simple) and such that for any two objects x and y the composition map⊕
i∈I
Hom(x, ei)⊗Hom(ei, y)→ Hom(x, y)
is an isomorphism. In other words, a semisimple linear category is one which
is equivalent to VectI for some set I. It is called finite dimensional if the
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index set I is finite  that is, if there are only finitely many isomorphism
classes of simple objects. The following fact, which we have encountered
already, is very important.
Proposition 3.6 (Baez [6, Prop 10]). Every 2-Hilbert space is semisimple.
This proof uses the classification of H∗-algebras, which shows that the al-
gebra generated by the arrows between any fixed set of objects in a 2-Hilbert
space must essentially break up as a sum of matrix algebras, from which the
result follows. However, it is important to understand that a 2-Hilbert space
H has more information in it than merely being a semisimple linear cat-
egory, because every simple object ei comes equipped with a positive real
scale factor
ki := (idei , idei).
We think of these numbers as equipping the index set I with a `Riemannian
metric'. The set I of simple objects together with their scale factors charac-
terizes the 2-Hilbert space H up to strong unitary equivalence, a concept we
will define in the next section.
Given an object x ∈ H, we say that a basis
{ap : ei → x}dimHom(ei,x)p=1
for Hom(ei, x) is a ∗-basis if
a∗paq = δpq idei .
Let us agree to use the following notation to strip off scalars from scalar
multiples of identity morphisms on simple objects:
〈λ idei〉 := λ ∈ C.
Then since
(ap, aq) = (ide, a∗paq) = (ide, ide)〈a∗paq〉 = ki〈a∗paq〉,
a ∗-basis is the same thing as an orthogonal basis where each basis element
has norm
√
ki; in particular a ∗-basis always exists. The fact that 2-Hilbert
spaces are semisimple means that we can expand any morphism f : x → y
in terms of its `matrix elements' as
f =
∑
i,q,p
〈b∗i,qfai,p〉 b∗i,qai,p
where {ai,p : ei → x} and {bi,p : ei → y} are ∗-bases for the hom-sets Hom(ei, x)
and Hom(ei, y) as ei runs over the representative simple objects of H.
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Decategorifying a 2-Hilbert space
If H is a 2-Hilbert space, we will write [H]C for the complexified Grothendieck
group of H  the tensor product of C with the abelian semigroup generated
by the isomorphism classes of objects [v] in H under the relations [v⊕w] =
[v] + [w]. A basis for [H]C is given by the isomorphism classes [ei] of simple
objects of H. We regard [H]C as a Hilbert space with inner product defined
on the generating elements by
([v], [w]) = dimHom(v, w).
Note that the Grothendieck group [H]C only uses the structure of H as a
semisimple category; it does not `see' the scale factors on the simple objects.
Comparison with 2-vector spaces
The usual notion of `categorified vector space' that has been used in a 2-
representation theory context has been that of a a 2-vector space due to
Kapranov and Voevodsky [82], as in the works of Elgueta [53], Barrett and
Mackaay [17] and Ganter and Kapranov [67]; see also the work of Morton [97]
and also the additional paper by Elgueta [55]. A 2-vector space is defined
essentially as an `abelian Vect-module category equivalent to Vectn for some
n'. One can think of a finite-dimensional 2-Hilbert space as a 2-vector space
`equipped with an inner product'. However it is important to note that
their definitions have entirely different flavours: a 2-Hilbert space is defined
intrinsically via the duality on the hom-sets and the inner products, with
semisimplicity  the fact that the resulting category is equivalent to Vectn
 as a consequence, whereas for a 2-vector space semisimplicity is added in
by hand.
This underscores the considerable constraint that a ∗-structure places on
a linear category. For instance, the category Rep(A) of finite-dimensional
representations of an algebra A is always an abelian Vect-module category,
but it fails to be a 2-vector space in general precisely because of the lack of
duality on the hom-sets in Rep(A).
However, one advantage of a 2-vector space is that it explicitly includes a
prescription for categorified scalar multiplication  to say that it is a Vect-
module category is to say that one can `tensor' an object of a 2-vector space
with a vector space to form another object. This construct is missing from
the definition of a 2-Hilbert space. On the other hand, since every finite-
dimensional 2-Hilbert space is linearly equivalent to Vectn for some n, it can
always be added in artificially, but this is an unnatural way to proceed and
it may prove advantageous to add this ability explicitly to the definition of
a 2-Hilbert space.
In any event, we wish to underscore once more our main reason for work-
ing with 2-Hilbert spaces: our motivation is the Extended TQFT Hypothesis
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of Baez and Dolan [10], where we are required to work with unitary struc-
tures. A 2-Hilbert space is a richer structure than a 2-vector space  a
2-vector space is classified up to equivalence simply by the number of noni-
somorphic simple objects, while we will see that a 2-Hilbert space is classified
up to strong unitary equivalence by the simple objects and their scale factors.
This is crucial in order to make the link with extended TQFT, because we
will shortly see it is precisely these scale factors which encode the Frobenius
algebra information on the vector space assigned to the circle in a 2d ex-
tended TQFT, and hence confirm the `primacy of the point' as we explained
in the introduction to this thesis.
3.3 The 2-category of 2-Hilbert spaces
In this section we recall the definition of the 2-category 2Hilb of 2-Hilbert
spaces, as in [6]. Then we characterize the morphisms and 2-morphisms
in 2Hilb; in the latter case we also define the inner product between 2-
morphisms. We end the section by classifying 2-Hilbert spaces up to strong
unitary equivalence.
A functor F : H → H ′ between 2-Hilbert spaces is called linear if it is
linear on the level of hom-sets. It is called a ∗-functor if F (f∗) = F (f)∗ for
all morphisms f in H.
Definition 3.7. The 2-category 2Hilb of 2-Hilbert spaces has finite-dimensional
2-Hilbert spaces for objects, linear ∗-functors for morphisms, and natural
transformations for 2-morphisms.
This definition is slightly different to that of Baez [6], where the func-
tors between 2-Hilbert spaces are additionally required to preserve direct
sums (that is, they are required to be exact functors between the underlying
abelian categories, which is equivalent). But since direct sums are defined by
equations and not by a universal property, any linear functor automatically
preserves them, so this requirement is actually superfluous.
In the remainder of this section we characterize the morphisms and 2-
morphisms in 2Hilb.
3.3.1 Characterizing linear ∗-functors
Our first result is that a linear ∗-functor between 2-Hilbert spaces is roughly
the same thing as a `matrix of vector spaces'. This is well-known for lin-
ear functors between semisimple categories (see eg. [15]), but we need to
show that the requirement F (f∗) = F (f)∗ does not introduce significant
additional constraints.
We will find it convenient here and elsewhere to work with marked 2-
Hilbert spaces, by which we mean a 2-Hilbert space where each isomorphism
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class of simple objects has been endowed with a distinguished representative
ei. In practice many 2-Hilbert spaces actually arrive in this way, for instance
it is common to have certain preferred choices for the irreducible representa-
tions of a group from the outset. A morphism of marked 2-Hilbert spaces is
just an ordinary morphism of 2-Hilbert spaces which has no regard for the
distinguished simple objects, and similarly for the 2-morphisms; we write
the 2-category of marked 2-Hilbert spaces as 2Hilbm. Clearly the 2-functor
2Hilbm → 2Hilb which forgets the marked simple objects is an equivalence
of 2-categories.
Lemma 3.8. (i) A linear ∗-functor F : H → H ′ between marked 2-Hilbert
spaces is determined up to natural isomorphism by the nonnegative
integers
dimHom(eµ, F ei) where ei and eµ run over the marked simple objects
in H and H ′ respectively.
(ii) Conversely, given a matrix of nonnegative integers Fµ,i there exists a
unique (up to natural isomorphism) linear ∗-functor F : H → H ′ with
dimHom(eµ, F ei) = Fµ,i.
Proof. (i) SupposeG : H → H ′ is another linear ∗-functor with dimHom(eµ, Gei) =
dimHom(eµ, F ei). The fact that 2-Hilbert spaces are semisimple means that
we have a canonical isomorphism
Hom(Fei, Gei)
∼=→
⊕
µ
HomHilb(Hom(eµ, F ei),Hom(eµ, Gei))
f 7→ post(f)
where post(f) refers to the operation of postcomposing with f . Hence we see
that for each i there must exist an isomorphism γei : Fei → Gei; by Lemma
3.9 this extends (uniquely) to a natural isomorphism γ : F ⇒ G.
(ii) We must define the behaviour of F on objects and on morphisms. For
each marked simple object ei, choose F (ei) ∈ H ′ arbitrarily but satisfying
F (ei) =
⊕
µ
Fµ,ieµ
where as always the
⊕
symbol is interpreted in the sense of `a direct sum'
and not `the direct sum' which wouldn't make any sense. Then for every
other object x ∈ H, choose F (x) ∈ H ′ arbitrarily but satisfying
F (x) =
⊕
i
dimHom(ei, x)F (ei).
The task is now to define F on morphisms and to ensure that the result is a
linear ∗-functor. Begin by choosing, for each x ∈ H, a ∗-basis
{v(x)i,p : ei → x}dimHom(ei,x)p=1 .
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The value of F on morphisms is then determined by what it does to these
basis vectors
F : Hom(ei, x)→ Hom(Fei, Fx)
because for f : x→ y we must then set
F (f) =
∑
i,p,q
〈v(y)∗i,p fv(x)i,q 〉 F (v(y)i,p )F (v(x)i,q )∗. (3.2)
To proceed, make a choice of pairwise orthogonal isometric embeddings of
Hilbert spaces
Ai,µ,p : Hom(eµ, Fei) ↪→ Hom(eµ, Fx), p = 1 . . . dimHom(ei, x)
which decompose the Hilbert space Hom(eµ, Fx) into dimHom(ei, x) or-
thogonal subspaces of dimension dimHom(eµ, Fei). Each isometry Ai,µ,p is
represented by a morphism ai,µ,p : Fei → Fx defined uniquely by the require-
ment that Ai,µ,p = post(ai,µ,p). Note that a∗i,µ,pai,µ,q = δpq idFei because
post(a∗i,µ,pai,µ,q) = post(a
∗
i,µ,p) post(ai,µ,q)
= post(ai,µ,p)∗ post(ai,µ,q)
= A∗i,µ,pAi,µ,q
= δpq id .
Now define the value of F on the basis vectors as
F (v(x)i,p ) =
∑
µ
ai,µ,p.
Equation (3.2) then defines the value of F on all morphisms. Note that we
have F (f∗) = F (f)∗ by construction, and F is clearly linear. The reader
will also easily verify that F (g ◦f) = F (g)◦F (f) and F (id) = id, so that we
have indeed created a linear ∗-functor F with dimHom(eµ, F ei) = Fµ,i. The
fact that F is independent of the choices we made up to natural isomorphism
follows from part (i).
3.3.2 The Hilbert space of natural transformations
In this subsection we show that the vector space Nat(F,G) of natural trans-
formations between linear ∗-functors F,G : H → H ′ is naturally equipped
with an inner product. We will need this inner product in Chapters 7 and 9
when we investigate 2-characters of 2-representations. Firstly, we record the
basic fact that a natural transformation is freely determined by its compo-
nents on the simple objects.
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Lemma 3.9. Suppose F,G : H → H ′ are morphisms between 2-Hilbert
spaces and that H is marked, with distinguished simple objects ei. Then
given any arbitrary collection of morphisms
θi : F (ei)→ G(ei)
in H ′, there exists a unique natural transformation θ : F ⇒ G such that
θei = θi.
Proof. We show uniqueness first. Suppose that θ : F ⇒ G is a natural
transformation. Given x ∈ H, choose a ∗-basis ai,p ∈ Hom(ei, x) for each
simple object ei. We have the following diagram:
F (ei)
F (ai,p)
//
θi

F (x)
θx

G(ei)
G(ai,p)
// G(x)
Thus
θxF (ai,p) = G(ai,p)θi ⇒ θxF (ai,p)F (a∗i,p) = G(ai,p)θiF (a∗i,p)
⇒
∑
i,p
θxF (ai,p)F (a∗i,p) =
∑
i,p
G(ai,p)θiF (a∗i,p)
⇒ θx =
∑
i,p
G(ai,p)θiF (a∗i,p).
(3.3)
This establishes uniqueness. To establish existence, we must check natural-
ity. Let f : x→ y be a morphism inH, and choose a ∗-basis bi,p ∈ Hom(ei, y)
for each i. Then since we can expand f in terms of ai,p and bi,q, to check
naturality we need only check it for the basis morphisms bi,qa
∗
i,p : x → y.
And indeed,
G(bi,qa∗i,p)θx = θyF (bi,qa
∗
i,p)
⇐⇒
∑
j,r
G(bi,qa∗i,p)G(aj,r)θiF (a
∗
j,r) =
∑
j,r
G(bj,r)θiF (b∗j,r)F (bi,qa
∗
i,p)
⇐⇒ G(bi,q)θiF (a∗i,p) = G(bi,q)θiF (a∗i,p).
Moreover, it is clear from the explicit formula (3.3) that θei = θi.
With this lemma in mind, a natural inner product on the space Nat(F,G)
of natural transformations is
〈θ, θ′〉 =
∑
i
ki(θei , θ
′
ei) (3.4)
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where ei runs over representative simple objects for H, and ki are their scale
factors. This formula should be compared with [60, Eqn 3.16].
Note that the Hilbert space Nat(idH , idH) of natural transformations of
the identity functor on a 2-Hilbert space H is isomorphic to the complexified
Grothendieck group [H]C, since it is spanned by those transformations idi
whose components are supported exclusively on the class of the simple object
ei where they equal the identity map. However the map which sends idi 7→
[ei] is not a unitary isomorphism since
([ei], [ei]) = 1 in [H]C but (idi, idi) = k2i in Nat(idH , idH).
This is an important caveat to keep in mind.
3.3.3 Unitary equivalence for 2-Hilbert spaces
A morphism f : x → y in a 2-Hilbert space is called unitary if f∗f = idx
and ff∗ = idy, and a natural transformation θ : F ⇒ G in 2Hilb is called
unitary if all its components are unitary. We will follow the terminology
of Baez [6] and say that a pair of 2-Hilbert spaces H,H ′ are equivalent if
they are equivalent in the 2-category 2Hilb, that is if there exist linear ∗-
functors F : H → H ′ and G : H ′ → H together with natural isomorphisms
η : id ⇒ F ∗F and  : FF ∗. The 2-Hilbert spaces H and H ′ are called uni-
tarily equivalent if η and  can be chosen to be unitary.
One might ask for a stronger condition, not mentioned in [6]. Let us say
that a linear ∗-functor F : H → H ′ is unitary if is a unitary linear map at
the level of the hom-sets
F : Hom(x, y)→ Hom(Fx, Fy).
We shall say that the 2-Hilbert spaces H and H ′ above are strongly unitar-
ily equivalent if F and G are unitary functors. The following proposition
classifies 2-Hilbert spaces up to these various notions of equivalence.
Proposition 3.10. (i) (Baez [6, Prop 27, Cor 28]). A pair of 2-Hilbert
spaces H and H ′ are equivalent if and only if they are unitarily equiv-
alent if and only if they have the same dimension.
(ii) A pair of 2-Hilbert spaces H and H ′ are strongly unitarily equivalent if
and only if there is a bijective map between their isomorphism classes
of simple objects which preserves the scale factors.
Proof. (i) Since 2-Hilbert spaces are semisimple, H and H ′ are equivalent
if and only if they have the same number of isomorphism classes of simple
objects  that is, if they have the same dimension. Moreover, the unit
and counit maps establishing the equivalence can always be made unitary,
because the categories are semisimple, so a natural isomorphism can be seen
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as a collection of linear isomorphisms between Hilbert spaces, and these can
always be made unitary.
(ii) A strong unitary equivalence F : H → H ′ must send simple objects
in H to simple objects in H ′, and F will be unitary if and only if it is unitary
at the level of the simple objects. But (idF (ei), idF (ei)) = (F (idei), F (idei) so
the statement follows.
3.3.4 Frobenius algebras from 2-Hilbert spaces
In the introduction to this thesis, we pointed out that the data needed to
define a unitary two-dimensional TQFT [52]  namely, a list of positive
real numbers  is precisely the same data which characterizes a 2-Hilbert
space, which serves to confirm the `primacy of the point' from an extended
TQFT point of view. The positive real numbers represent the eigenvalues of
the hermitian handle creation operator from the viewpoint of TQFT, or the
scale factors on the simple objects from the viewpoint of a 2-Hilbert space.
On the other hand, it is well known that a two-dimensional TQFT cor-
responds to a commutative Frobenius algebra. A unitary two-dimensional
TQFT corresponds to a `unitary commutative †-Frobenius algebra' in the
sense of Vicary [129]. We can reformulate this notion for our purposes here
as follows.
Definition 3.11. A unitary commutative Frobenius algebra is a commuta-
tive H∗-algebra. Regarded as a Frobenius algebra, the Frobenius form is
given by (a) = (1, a).
By the classification of H∗-algebras from Section 3.1, we see that a uni-
tary commutative Frobenius algebra consists of a bunch of orthogonal idem-
potents 1i having positive real scale factors (1i) = λi.
We now show how one can obtain every unitary commutative Frobenius
algebra by the operation of taking the `higher-categorical dimension' of some
2-Hilbert space H, defined as the algebra of natural transformations of the
identity functor:
DimH = Nat(idH , idH).
This algebra has a natural inner product which we defined in (3.4). We saw
that it has a natural basis idi consisting of transformations whose compo-
nents are supported exclusively on the class of the simple object ei where
they equal the identity map, and by definition the Frobenius form computes
as
(idi) = k2i .
In other words, we have established the following result, which shows that in
principle every `ordinary' two-dimensional unitary TQFT Z : 2Cob → Hilb
can be extended to an extended TQFT Z : 2Cob→ 2Hilb.
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Proposition 3.12. Every unitary commutative Frobenius algebra is isomor-
phic to DimH for some 2-Hilbert space H.
For instance, in the 2-Hilbert space Rep(G) of unitary representations
of a finite group, we find that DimRep(G) is the commutative Frobenius
algebra spanned by the idempotents idi where i runs over the irreducible
representations, and whose Frobenius form computes as
(idi) =
|dimVi|2
|G|2 .
This is precisely the Frobenius algebra arising in the two-dimensional finite
group model, as in the lecture notes of Segal [118].
3.4 The geometry of 2-Hilbert spaces
In Chapter 2, we showed how the category Hilb of finite-dimensional Hilbert
spaces and linear maps is equivalent to a geometric category LBun whose
objects are hermitian line bundles over compact hermitian manifolds and
whose morphisms are kernels. In this section we show how this picture
`categorifies' for 2-Hilbert spaces.
The 2-category of finite spaces
Definition 3.13. The 2-category FinSpaces is defined as follows. An object
is a finite set X equipped with a positive real scale factor kx for each x ∈ X.
A morphism E : X → Y is a bundle of Hilbert spaces over Y × X, with
composition given by convolution. A 2-morphism is a map of vector bundles.
Let us explain this definition. One should think of a finite set X equipped
with positive real scale factors kx for each x ∈ X as a compact discrete
smooth manifold equipped with a `metric'. A morphism E : X → Y is to
be thought of as the categorification of the idea of a kernel from Chapter 2
 instead of the amplitude for going from x ∈ X to y ∈ Y being a mere
number (more precisely, an element in a complex line), the amplitude is now
a Hilbert space, which we will write as
〈y|E|x〉.
See Figure 3.1. We compose morphisms E : X → Y and F : Y → Z by
setting F ◦ E to be the vector bundle over Z × X whose space of ways of
going from x ∈ X to z ∈ Z is given by the weighted direct sum over all
y ∈ Y of the tensor product amplitudes:
〈z|F ◦ E|x〉 :=
⊕ˆ
y∈Y
1
ky
〈z|F |y〉 ⊗ 〈y|E|x〉. (3.5)
3.4. THE GEOMETRY OF 2-HILBERT SPACES 73
Figure 3.1: A morphism between finite spaces is a Hilbert bundle over their
product.
By this notation, we mean that the inner product is given on the homogenous
components by
(v1 ⊗ w1, v2 ⊗ w2) = 1
ky
(v1, v2)(w1, w2)
where ky is the scale factor on y ∈ Y . The formula (3.5) for composition
of morphisms in FinSpaces should be compared with the formula (2.2) for
composition of kernels in LBun from Chapter 2:
〈z|F ◦ E|x〉 =
∫
Y
voly 〈z|F |y〉 ◦ 〈y|E|x〉.
The hat on the direct sum is there to indicate that 〈z|F ◦E|x〉 is not defined
as the formal direct sum over y ∈ Y of 〈z|F |y〉⊗〈y|E|x〉, which would require
an ordering on Y , but is rather defined geometrically as the `space of sections
of the fibrewise tensor product bundle F ⊗ E over Y ⊂ Z × Y × Y × X'.
That is to say, we are defining composition via a geometric pull-push formula
of vector bundles identical to the formula for composition of kernels in the
derived category context (see [67, 37]).
The identity morphisms id : X → X are the vector bundles over X ×X
which have weighted copies of C along the diagonal:
〈y| id |x〉 := δx,ykxC.
The inner product is chosen to ensure that the natural choice of coherence
isomorphisms
E ◦ id→ E,
namely the ones which are given fibrewise by the map
〈y|E|x〉 ⊗ 〈x| id |x〉 → 〈y|E|x〉
v ⊗ 1 7→ v
are unitary. We have now described composition of 1-morphisms; horizontal
and vertical composition of 2-morphisms works in the obvious way. The
resultant structure FinSpaces forms a 2-category, though not a strict one.
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To see this, observe that if K : Z → A is another morphism of finite spaces,
then although the vector bundle (K ◦F )◦E is not truly equal to K ◦ (F ◦E),
there is a canonical isomorphism between them, which is fibrewise just the
ordinary associator of vector spaces:
(〈a|K|z〉 ⊗ 〈z|F |y〉)⊗ 〈y|E|x〉 ∼= 〈a|K|z〉 ⊗ (〈z|F |y〉 ⊗ 〈y|E|x〉).
This is one advantage of insisting on the geometric definition of convolution of
vector bundles and not using formal direct sums  the orderings necessitated
by the latter would clutter up this argument. In any event, since the ordinary
associator on vector spaces satisfies the appropriate coherence diagrams, we
see that FinSpaces is indeed a 2-category.
The inner product on the 2-morphisms
The 2-morphisms in FinSpaces can be equipped with a natural inner prod-
uct. Suppose that E,F : X → Y are 1-morphisms in FinSpaces, and that
f, g : E ⇒ F are 2-morphisms between them. In other words, f and g are a
collection of fibrewise linear maps of Hilbert spaces
fy,x : 〈y|E|x〉 → 〈y|F |x〉.
The we define their inner product by
〈f, g〉 :=
∑
x∈X,y∈Y
kxky Tr(f∗x,yg). (3.6)
An equivalence of 2-categories
We now show that the 2-category of 2-Hilbert spaces is equivalent to the
2-category of finite spaces.
We define a 2-functor
〈·〉 : 2Hilbm → FinSpaces
as follows. To a marked 2-Hilbert space H it assigns the set of marked simple
objects, which we will write as 〈H〉. A linear ∗-functor F : H → H ′ gives
rise to a bundle 〈F 〉 of Hilbert spaces over 〈H ′〉 × 〈H〉, defined fibrewise by
〈µ|F |i〉 := Hom(eµ, Fei).
Finally, a natural transformation θ : F ⇒ G gives rise to a map of vector
bundles 〈θ〉 : 〈F 〉 → 〈G〉, defined by postcomposing with the components of
θ on the marked simple objects ei ∈ H:
〈θ〉µ,i := post(θei) : 〈µ|F |i〉 → 〈µ|G|i〉.
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Proposition 3.14. The map 〈·〉 : 2Hilbm → FinSpaces is a weak 2-functor,
with unitary coherence 2-cells, and is an equivalence of 2-categories. More-
over it is a unitary linear map at the level of the 2-morphisms.
Proof. We need to establish the coherence data. Suppose that F : H → H ′
and G : H ′ → H ′′ are morphisms of marked 2-Hilbert spaces. We define the
compositor
〈G〉 ◦ 〈F 〉 → 〈G ◦ F 〉
fibrewise as ⊕ˆ
µ∈〈H′〉
1
kµ
〈λ|G|µ〉 ⊗ 〈µ|F |i〉 → 〈λ|GF |i〉 (3.7)
f ⊗ g → G(f) ◦ g (3.8)
where f ∈ 〈µ|F |i〉 and g ∈ 〈λ|G|µ〉. This map is an isomorphism, since if
we choose a ∗-basis {a(µ,i)p : eµ → σ(ei)} for each space 〈µ|σ|i〉 then we can
describe its inverse as the map which sends
〈λ|GF |i〉 3 h 7→
∑
µ,p
G(a(µ,i)p )
∗ ◦ h ⊗ a(µ,i)p . (3.9)
Moreover the compositor is unitary, because if we choose a ∗-basis {b(λ,µ)r : eλ →
G(eµ)} for 〈λ|G|µ〉 then
(b(λ,µ)r ⊗ b(λ,µ)s , a(µ,i)p ⊗ a(µ,i)q ) =
1
kµ
(b(λ,µ)r , b
(λ,µ)
s )(a
(µ,i)
p , a
(µ,i)
q )
= kλδrsδpq
= (b(λ,µ)r ⊗ b(λ,µ)∗s , G(a(µ,i)p )∗G(a(µ,i)q ))
= (G(a(µ,i)p ) ◦ b(λ,µ)r , G(a(µ,i)q ) ◦ b(λ,µ)s ).
Similarly we define the unit coherence isomorphism
id〈H〉 → 〈idH〉
fibrewise by
C→ 〈i| id |i〉
1 7→ idei .
This map is unitary, by the definition of the inner product on the fibers of
the vector bundle id〈H〉.
Taken together, this coherence data exhibits 〈·〉 : 2Hilbm → FinSpaces
as a weak 2-functor. This 2-functor is clearly essentially surjective, because
from any finite set of pointsX one can define a corresponding 2-Hilbert space
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Hilb|X|. We need only check that it is a local equivalence, that is that at
the level of hom-categories the functor
Hom2Hilbm(H,H
′)→ HomFinSpaces(〈H〉, 〈H ′〉)
is an equivalence of categories. Lemma 3.9 establishes that this functor is
fully faithful, while Lemma 3.8 establishes that it is essentially surjective.
Finally, we need to show that the 2-functor is a unitary linear map at
the level of 2-morphisms. Suppose F,G : H → H ′ are linear ∗-functors, and
θ, φ : F ⇒ G are natural transformations between them. Then:
(〈θ〉, 〈φ〉) :=
∑
i∈〈H〉,µ∈〈H′〉
kikµTr(〈θ〉∗µ,i ◦ 〈φ〉µ,i)
=
∑
i,µ
kikµTr(post(θei)
∗ post(φei))
=
∑
i,µ
kikµTr(post(θ∗eiφei))
=
∑
i
ki(idF (ei), θ
∗
eiφei)
=
∑
i
ki(θei , φei)
= (θ, φ).
In Chapter 9 we will prove an equivariant version of this result, namely
that the 2-category of unitary 2-representations of a group G on marked
2-Hilbert spaces is equivalent to the 2-category of equivariant gerbes.
Chapter 4
String diagrams
In this chapter we recall for the reader's benefit the string diagram notation
for 2-categories. This notation is particularly suited to describe structures
such as adjunctions and monads. The use of string diagrams as a convenient
notational device has its roots in the physics literature where they appear
as Feynman diagrams or the diagrammatic tensor calculus of Penrose (see
[14] and the references therein). In time mathematicians realized that this
notation works in the general context of any monoidal category or 2-category,
and soon applications were found in knot theory and quantum algebra. We
highlight here especially the work of Joyal and Street [77, 122], as well as
Freyd and Yetter [66] and Turaev [128]. Because we will use it over and
over again in this thesis, and because there are some misconceptions about
the notation we wish to clear up, we have given this section a chapter of its
own.
String diagrams are a two-dimensional graphical notation for working
with 2-categories, and may be regarded as the `Poincaré duals' of the ordi-
nary globular notation. The basic idea is summarized in Figure 4.1. The
reader who does not understand this figure and who is still confused by these
diagrams is referred to Section 2.2 of [88] or Section 1.1 of [37] for more de-
tails. In our diagrams, composition of 1-morphisms runs from right to left (so
a G to the left of an F means G after F ), and composition of 2-morphisms
runs from top to bottom. We stress that string diagrams are not merely a
mnemonic but are a perfectly rigorous notation.
We remind the reader that by a `2-category' we mean a not-necessarily-
strict 2-category (also called a bicategory). We wish to strongly emphasize
the following point, which is often misunderstood in the literature.
String diagrams are not just a notation for strict 2-categories.
When interpreted correctly, they are a perfectly rigorous notation
for weak 2-categories.
Proposition 4.1. After specifying a parenthesis scheme for the source and
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Figure 4.1: Globular notation for 2-categories versus string diagram nota-
tion.
target 1-morphisms of a string diagram, the resultant 2-morphism represented
by the diagram is independent of the choice of parentheses, associators and
unit 2-isomorphisms used to interpret the interior of the diagram.
Proof. Consider a typical string diagram:
Divide the diagram up using a timeline as shown in such a way that each 2-
morphism occurs in its own time segment with each such segment having an
`initial' state, which occurs just before the step of vertically composing with
that 2-morphism, and a `final' state, which occurs just after. The source and
target 1-morphisms of the diagram are written as α0 and βn respectively.
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Their parenthesis scheme is required to be given; suppose for instance that
they are
α0 = E ◦ [(D ◦ id) ◦ [(C ◦B) ◦A]] and βn = [(N ◦M) ◦ L] ◦ [I ◦ id].
Another aspect of the problem which is understood to be given beforehand
is the nature of the 2-morphisms which make up the diagram  their source
and target 1-morphisms, as well as the parentheses schemes on these 1-
morphisms. For instance:
φ : (D ◦ C) ◦B ⇒ G ◦ F and ψ : (F ◦ id) ◦A⇒ J ◦ (H ◦K).
Now, suppose we have two different interpretations of this string diagram:
E ◦ [(D ◦ id) ◦ [(C ◦B) ◦A]]
a1

[E ◦ ((D ◦ C) ◦B)] ◦A
[idE ∗φ]∗idA

[E ◦ (G ◦ F )] ◦A
a2

(E ◦G) ◦ ((F ◦ id) ◦A)
idE◦G ∗ψ

...
and
E ◦ [(D ◦ id) ◦ [(C ◦B) ◦A]]
a′1

E ◦ [((D ◦ C) ◦B) ◦A]
idE ∗[φ∗idA]

E ◦ [(G ◦ F ) ◦A]
a′2

E ◦ [G ◦ ((F ◦ id) ◦A)]
idE ∗[idG ∗ψ]

...
Here a1 refers to the chosen sequence of associators and unit isomorphisms
which transform the initial string at α0 into the string at α1; the same
goes for a′1, a2, a′2 etc. Using coherence for 2-categories (in the form which
says `all diagrams of constrains commute' as in the thesis of Gurski [70])
and naturality of the associator, we can transform the initial segment of
the second interpretation of the diagram into the initial segment of the first
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interpretation as follows:
E ◦ [(D ◦ id) ◦ [(C ◦B) ◦A]]
a′1

E ◦ [((D ◦ C) ◦B) ◦A]
idE ∗[φ∗idA]

E ◦ [(G ◦ F ) ◦A]
···

=
E ◦ [(D ◦ id) ◦ [(C ◦B) ◦A]]
a1

[E ◦ ((D ◦ C) ◦B)] ◦A
a′1a
−1
1

E ◦ [((D ◦ C) ◦B) ◦A]
idE ∗[φ∗idA]

E ◦ [(G ◦ F ) ◦A]
···

=
E ◦ [(D ◦ id) ◦ [(C ◦B) ◦A]]
a1

[E ◦ ((D ◦ C) ◦B)] ◦A
[idE ∗φ]∗idA

[E ◦ (G ◦ F )] ◦A
a′′1

E ◦ [(G ◦ F ) ◦A]
···

We can repeat this procedure all the way down the diagram; at the end we
will have transformed the second interpretation into the first one.
Now, whenever a string diagrams occurs in this paper it will always be
clear from the context precisely what the parenthesis scheme on the input
and output 1-morphisms is intended to be. For instance:
The 2-morphism η : id⇒ (G ◦ F ) ◦ (F ∗ ◦G∗) is defined as .
In other words, every string diagram in this paper has a precise and rigorous
meaning, even in a fully weak setting.
Chapter 5
Even-handed structures
The main purpose of this chapter is to introduce an alternative paradigm of
duality for 1-morphisms in a 2-category which we call an even-handed struc-
ture, and to investigate this notion for a variety of 2-categories of interest.
We will need the notion of an even-handed structure in Chapter 7 in order to
describe the `push-forward' map for 2-characters of unitary 2-representations
of finite groups.
The main issue when considering duals for 1-morphisms in a 2-category
is that a 1-morphism can have both a right and a left dual (we use the
words `dual' and `adjoint' interchagably), and these two notions are apriori
independent of each other. But in many applications, such as the push-
forward map for 2-characters in Chapter 7, and in calculating the `quantum
dimensions' of objects in fusion categories as in Chapter 6, one needs to go
beyond the `snake-style' diagrams and be able to draw closed circles in the
string diagram notation, which requires one to have a rule which partners
right dual structure maps with left dual structure maps.
There have been various approaches to addressing this need for coupling
right and left duals together; we are proposing yet another. The distinguish-
ing feature of our approach is that we do not require that a permanent fixed
choice of dual F ∗ be made for every morphism F from the outset. We only
require that for each choice of right dual F ∗, there is an assigned way to
portray F ∗ also as a left dual (whence the name even-handed structure).
The two main advantages of this slightly relaxed approach are the follow-
ing: it meshes well with the string diagram notation (which cannot be said
for a straightforward implementation of a `fixed dual' approach) and also it
actually fits the examples we have in mind. In most 2-categories made up
of categories, functors and natural transformations, adjoints are not canoni-
cally given but are only specified up to isomorphism. However there is often
a canonical function which turns right adjoints into left adjoints and vice
versa, and getting the theory to match this kind of situation has been our
main motivation.
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In Section 5.1 we define the notion of an even-handed structure. In
Section 5.2 we give a geometric interpretation of an even-handed structure as
an `even-handed trivialization' of a bundle-like structure over the morphisms
in the 2-category which we call the ambijunction gerbe. In Section 5.3 we
compare the notion of an even-handed structure to other conceptions of
`duals for morphisms' in monoidal categories and 2-categories, such as the
pivotal categories approach of Joyal and Street [80] and Freyd and Yetter [65],
as well as the 2-categories with duals approach of Baez and Langford [12]. In
Section 5.4 we specialize the notion of an even-handed structure to the case of
a 2-category consisting of categories, functors and natural transformations,
where it is more convenient to adopt the hom-set isomorphisms approach to
adjunctions as opposed to the abstract approach in terms of unit and counit
maps. We use this reformulation in Section 5.5.2 to show how one can obtain
an even-handed structure on a collection of linear categories from the data
of a trace on each category, and that in fact when the categories involved are
semisimple an even-handed structure is the same thing, up to a global scale
factor, as providing a trace on each category. Finally in Sections 5.6 and 5.7
we give our two main examples of even-handed structures arising from traces:
the even-handed structure on the 2-category 2Hilb of 2-Hilbert spaces, where
the trace arises from the inner products on the hom-sets, and the even-
handed structure on the 2-category CYau (whose objects are the graded
derived categories D(X) of Calabi-Yau manifolds X, and whose morphisms
are functors naturally isomorphic to integral kernels), where the trace arises
from the Serre duality on the hom-sets.
5.1 Definition of an even-handed structure
Recall that a morphism F ∗ : B → A in a 2-category is said to be a right
adjoint of another morphism F : A → B (equivalently F is a left adjoint of
F ∗) if there exist unit and counit 2-morphisms
η : idA ⇒ F ∗F, drawn as
 : FF ∗ ⇒ idB, drawn as
which satisfy the adjunction equations (`snake diagrams'):
= and = .
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The arrows on these diagrams are not really necessary but they are there to
provide a visual aid. We will write
Adj(F a F ∗)
for the set1 of all pairs of unit and counit 2-morphisms (η, ) which exhibit
F ∗ as a right adjoint of F . It is well known that the group Aut(F ) of
automorphisms of F acts freely and transitively on Adj(F a F ∗) by `twisting'
the unit and counit maps:
δ ·
(
,
)
=
 ,
 .
We say that a 2-category is has ambidextrous adjoints if every morphism has
an adjoint and if all adjoints are two-sided  that is, for every morphism F
there exists a morphism F ∗ which is simultaneously a right and left adjoint
of F . Note that having ambidextrous adjoints is a property of the 2-category
and not a structure, because we are not specifying the choice of these adjoints
in any way.
Definition 5.1. An even-handed structure on a 2-category with ambidex-
trous adjoints consists of, for each pair (F, F ∗) of adjoint morphisms, a map
Ψ: Adj(F a F ∗)→ Adj(F ∗ a F )(
,
)
7→
(
,
)
satisfying:
(i) Ψ2 = id.
(ii) For all composable morphisms F and G,
Ψ
 ,
 =
 ,
 .
Moreover for all objects A, Ψ(1A) = 1A, where 1A = (λ−1, λ) is the
trivial adjunction on idA, with λ : idA ◦ idA ⇒ idA the left/right (they
are equal in this setting) identity coherence 2-morphism. With this
in mind, this would be drawn in string diagrams as Ψ
(
,
)
=(
,
)
.
1We are tacitly assuming here that Aut(F ) is a set and not a proper class. This is the
case in most reasonable situations and certainly holds in all our examples.
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(iii) For all 2-morphisms θ : F ⇒ G and all choices of right adjoints (F ∗, ηF , G)
and (G∗, ηG, G) for F and G respectively, the following 2-morphisms
G∗ ⇒ F ∗ agree:
θ† := = =: †θΨ. (5.1)
We call the 2-morphism θ† on the left-hand side of (iii) above the right
dagger of θ, because it is computed using the structure of F ∗ as a right adjoint
of F , and we call the 2-morphism on the right hand-side the left dagger of
θ computed according to Ψ, because it is computed using the structure of
F ∗ as a left adjoint of F . The requirement that θ† = †θΨ, which we call
the even-handed equation, therefore asks that Ψ turns right adjoints into left
adjoints in such a way that the right and left daggers of 2-morphisms always
agree, and should be regarded as a naturality condition on Ψ.
We remark that we have chosen the notation θ† : G∗ ⇒ F ∗ as opposed to
θ∗ : G∗ ⇒ F ∗ because, with a view to TQFT, we would like to follow Baez
and Langford's approach [12] and reserve the ∗-symbol exclusively for the
notion of dual in a higher category which means `a morphism which goes
in the opposite direction'. In other words, the notation θ∗ is reserved for a
2-morphism which goes from G to F and not from G∗ to F ∗.
Another remark is that in all of our examples, the requirement Ψ2 = id
already follows from the other axioms, but we have been unable to show that
this holds in general (see Section 5.3.1 for further discussion).
In this thesis we give three classes of examples of 2-categories equipped
with even-handed structures:
 Braided monoidal categories, for instance representation categories of
ribbon Hopf algebras. See the next two subsections.
 Monoidal categories equipped with a pivotal structure. See Section
5.3.1 and Chapter 6.
 Collections of linear categories equipped with traces, thought of as a 2-
category where the morphisms are linear functors and the 2-morphisms
are natural transformations. For instance, the 2-category of 2-Hilbert
spaces (Section 5.6) and the 2-category of derived categories of Calabi-
Yau manifolds (Section 5.7).
The reader is invited to jump to these sections to get the flavour of the
theory.
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We end this section by recording the following useful lemma about how
an even-handed structure
Ψ: Adj(F a F ∗)→ Adj(F ∗ a F )
is natural with respect to changing F and F ∗ by an invertible 2-morphism.
Lemma 5.2. (i) If δ : F ⇒ F ′ is an invertible 2-morphism, then
Ψ
 ,
 =
 ,
 .
(ii) If γ : F ∗ ⇒ (F ∗)′ is an invertible 2-morphism, then
Ψ
 ,
 =
 ,
 .
Proof. We prove (i), the proof of (ii) is similar. Let us write
(η′, ′) ≡
 ,
 .
To prove (i) it is sufficient to check that
= .
But this follows from the even-handed equation, because the left-hand side
is †δΨ while the right hand side is δ†.
Even-handed structures on monoidal categories
A monoidal category can be thought of as a one-object 2-category by rein-
terpreting the objects as 1-morphisms from the object to itself (with the
composition being tensor product) and the morphisms as 2-morphisms; in
this picture duals for morphisms gets reinterpreted as duals for objects. So it
makes sense to talk about an `even-handed structure on a monoidal category
with ambidextrous duals'. The point about having an even-handed structure
is that it allows one to take `quantum traces' of endomorphisms f : V → V ,
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an operation which takes values in Hom(1, 1). In fact one can form the `right
trace' or the `left trace' of f :
Trr(f) = Trl(f) = .
Here (V ∗, η, ) is any choice of right dual for V . The trace does not depend
on this choice, because if ((V ∗)′, η′, ′) is another choice of right dual of V ,
then it is well-known that there is a canonical isomorphism δ : V ∗ → (V ∗)′
transforming (η, ) into (η′, ′), so that for the right trace we have
= = =
where the final equality uses Lemma 5.2 together with the fact that Ψ2 =
id. A similar argument holds for the left trace. We say that the even-
handed structure Ψ is spherical if the right and left traces always coincide.
This notion is due to Barrett and Westbury [18], although more precisely
they worked in the framework of pivotal structures and not even-handed
structures; we will compare these two frameworks in Section 5.3.1. The word
`spherical' refers to the fact that one may imagine the closed loop involved
in the trace map as living on the surface of a sphere, so that one is requiring
the trace to be invariant under the isotopy of the sphere which transforms
the right trace into the left one.
Even-handed structures on braided monoidal categories
Our first class of examples of even-handed structures comes from monoidal
categories equipped with a braiding. Firstly recall a rigid monoidal category
is one with the property that every object has an (unspecified) right dual,
and that a twist on a braided monoidal category C is a natural isomorphism
θ of the identity which satisfies θV⊗W = σW,V ◦ (θW ⊗ θV ) ◦ σV,W for all
objects V,W . If C is rigid, then we will say that the twist is compatible with
duals in C if θV ∗ = θ
†
V for some choice (and hence for all choices) of right
dual (V ∗, η, ) of V .
The following fact is well known in quantum algebra in the framework of
pivotal structures (see for example Cor 2.2.3 of [15]); here we show how it
works in the framework of even-handed structures.
Lemma 5.3. Let C be a rigid braided monoidal category. Then there is a
canonical bijection{
even-handed structures on C
} ∼= { twists on C } .
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Moreover, if the twist is compatible with duals then the corresponding even-
handed structure is spherical.
Proof. Given a twist θ, we obtain an even-handed structure by setting
Ψ
(
,
)
=
 ,
 .
Similarly given an even-handed structure Ψ, we obtain a twist by setting
θV =
where (V ∗, η, ) is any choice of right dual for V (the construction is inde-
pendent of this choice). A quick calculation shows that these constructions
are inverse to each other, for instance:
θV 7→
 7→
 7→ = θV .
Moreover if θV ∗ = θ
†
V then Ψ is spherical:
Trl(f) = = = = = Trr(f).
We remark that if the category is semisimple, the converse also holds (see
Chapter 6).
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5.2 Geometric interpretation
One can think of an even-handed structure geometrically as a `flat section'
of a certain `ambijunction bundle' over the 1-morphisms in the 2-category;
this is in fact the approach we adopted in some previous work [20]. In
this viewpoint, instead of thinking of an even-handed structure as a rule for
partnering right adjoints with left adjoints, one thinks of it as a coherent
choice F 7→ F [∗] of isomorphism class of ambidextrous adjoint for every
morphism F in the 2-category. To understand this viewpoint, let us be
precise about what we mean by an `ambidextrous adjoint'.
Definition 5.4. An ambidextrous adjoint of a morphism F : A → B in
a 2-category is a quintuple 〈F ∗〉 ≡ (F ∗, η, , n, e) where F ∗ : B → A is a
morphism, η : idA ⇒ F ∗F and  : FF ∗ ⇒ idB are unit and counit maps
exhibiting F ∗ as a right adjoint of F , and n : idB ⇒ FF ∗ and e : F ∗F ⇒ idA
are unit and counit maps which exhibit F ∗ as a left adjoint of F .
We write the data of a particular ambidextrous adjoint of F in string
diagrams as
〈F ∗〉 =
(
, , , ,
)
.
The choices of ambidextrous adjoints for F organize themselves into a groupoid
Amb(F ) which we call the ambijunction groupoid of F . An object is a choice
of ambidextrous adjoint 〈F ∗〉 of F . A morphism γ : 〈F ∗〉 → 〈(F ∗)′〉 of am-
bidextrous adjoints of F is an invertible 2-morphism γ : F ∗ ⇒ (F ∗)′, drawn
as
such that `twisting' the unit and counits of 〈F ∗〉 by γ results in 〈(F ∗)′〉, that
is, (
, , ,
)
=
(
, , ,
)
.
We write [Amb(F )] for the set of isomorphism classes in the ambijunction
groupoid of F , and we write the class of a particular ambidextrous adjoint
〈F ∗〉 as [F ∗]. The properties of the ambijunction groupoid are summarized
in the following lemma, whose proof involves elementary string diagram con-
siderations.
Lemma 5.5. Suppose F is a morphism in a 2-category and that the groupoid
Amb(F ) is nonempty. Then:
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(i) There is at most one arrow between any two ambidextrous adjunctions
in Amb(F ).
(ii) The group Aut(F ) of automorphisms of F acts freely and transitively
on [Amb(F )] by twisting the unit and counit maps which display F ∗ as
a left adjoint of F ,
[F ∗] α7→
[
, , , ,
]
.
Geometrically, this lemma says that the sets [Amb(F )] of isomorphism
classes of ambidextrous adjoints for each 1-morphism F in a 2-category C
can be thought of as forming a principal bundle-like structure
[Amb(C)]→ 1-Mor(C) (5.2)
over the 1-morphisms in C, which we call the ambijunction gerbe (see Figure
5.1). The idea is that the fiber of a 1-morphism F in the ambijunction
gerbe is the Aut(F )-torsor [Amb(F )] of isomorphism classes of ambidextrous
adjoints for F . An even-handed structure Ψ can then be thought of as `even-
handed trivialization' of this gerbe, defined as the section which sends
F 7→
 , , , , ;
 ∈ [Amb(F )]
where (F ∗, η, ) is any choice of right adjoint for F ; the fact that this is well-
defined follows from the naturality properties of Ψ. Conversely, one could
define an even-handed structure as `an even-handed trivialization' [∗] of the
ambijunction gerbe,
F 7→ F [∗] ∈ [Amb(F )],
from which one could recover Ψ as
Ψ
(
,
)
:= unique unit and counit maps
(
,
)
such that F [∗] =
 , , , ,
 .
Further details on this point of view are contained in [20], but we will not
need them here.
The idea of an even-handed structure as a trivialization of the `ambijunc-
tion gerbe' is analagous to Murray and Singer's reformulation [103] of the
notion of a spin structure on a Riemannian manifold M as a trivialization
of the spin gerbe, which we briefly recall for the reader's benefit. At each
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(a) (b)
Figure 5.1: (a) The `ambijunction gerbe' of a 2-category with ambidextrous
adjoints. (b) The spin gerbe of a Riemannian manifold.
point x ∈ M , we may regard the set Frx(M) of orthonormal frames B of
the tangent space at x as a codiscrete groupoid (in other words, we imagine
that there is precisely one arrow B → B′ between any two frames). For
each arrow B → B′ in Frx(M) we have the set Spx(B → B′) of homotopy
classes of paths of orthogonal rotations which transform B into B′ (it is a
Z/2-torsor). Performing this construction for all x ∈M gives rise to the spin
gerbe
Sp(M)→ Fr(M) (5.3)
and Murray and Singer showed that a trivialization of this gerbe is precisely a
spin structure onM in the classical sense. The idea is that (5.3) is completely
analagous to (5.2), as we have indicated in Figure 5.1.
In Section 5.5 we will offer two further facts which tentatively link even-
handed structures with spin structures: firstly, that the set of even-handed
structures on a collection of semisimple categories determines a weighting
(or `metric') on each category, but only up to a global scale factor, which is
analagous to the fact that the dimension of the space of harmonic spinors
on a spin manifold does not depend upon rescaling the metric [73], and
secondly that the formula Ψ(φ) = ∗ φ∗∗ for the even-handed structure on
the 2-category of 2-Hilbert spaces is roughly analagous to the formula for
the adjoint of the derivative operator, d∗ = ∗d∗.
5.3 Relationship with other approaches
In this section we compare the notion of an even-handed structure to the
more established approaches to duality in 2-categories: pivotal structures
and monoidal 2-categories with duals.
5.3.1 Pivotal structures on monoidal categories
To the author's knowledge, the notion of a pivotal structure on a monoidal
category (or at least, a pivotal category, which is a monoidal category equipped
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with a pivotal structure) goes back to Freyd and Yetter [65], who actually
credit this notion to unpublished work of Joyal and Street [80]. For a more
recent account of the notion of a pivotal structure, we recommend the lecture
notes of Boyarchenko [31].
Suppose that every object V in a monoidal category C comes equipped
with a chosen right dual (V ?, ηV , V ); we will call this a system of right duals
on C. We use the notation V ? instead of our more usual V ∗ in order to
make the conceptual distinction between duals picked `freely at the point of
calculation' written as V ∗, and distinguished `fixed-for-all-time' duals written
as V ?. At any event, it is not hard to see that choosing a system of right
duals gives rise to a contravariant monoidal functor ? : C → C.
Definition 5.6. A pivotal structure on monoidal category with a chosen sys-
tem of right duals is a monoidal natural transformation γ : id⇒ ?? satisfying
γV ? = (γ−1V )
†.
We now make a few remarks about this definition. Firstly it is deceptively
simple: if we expand out what it means for γ to be a monoidal natural
isomorphism, we find that it is the requirement that
= (5.4)
where φ : W ∗ ⊗ V ∗ → V ⊗W is the coherence isomorphism presenting ? as
a monoidal functor,
φ = .
One should compare this tricky diagram to the corresponding diagram in
the definition of an even-handed structure:
Ψ
  = .
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Secondly, the last requirement on the definition  that γV ? = (γ−1V )
† 
was present in the early definition of Freyd and Yetter [65] as well as in
the treatment of Bakalov and Kirillov [15] but in more recent literature
appears to have been dropped (see eg. [36, 101, 31]). This is probably
because in many situations, such as for monoidal linear categories which
are semisimple, this condition is in fact a consequence of γ being monoidal
and hence unnecessary. Under the corrrespondence between even-handed
structures and pivotal structures which we spell out below, this condition
corresponds to the condition Ψ2 = id which we noted in Section 5.1 that we
have been unable to show follows from the other axioms.
Proposition 5.7. Let C be a monoidal category with ambidextrous duals.
Then for each choice of system of right duals ?, there is a canonical bijection
{even-handed structures on C} ∼=
{
pivotal structures
on C with respect to ?
}
.
Moreover, this bijection is natural with respect to altering the system of right
duals ?.
Proof. Given an even-handed structure Ψ we obtain a pivotal structure
γ : id⇒ ?? by setting
γV := , which we'll often draw simply as .
These isomorphisms are natural, because if θ : V → W is a morphism, then
the even-handed equation θ† =† θΨ implies that
θ∗∗◦γV = = = = γW ◦θ.
We also need to show that γ is a monoidal natural isomorphism, that is
that equation (5.4) is satisfied. If we expand this out, we see that it is the
requirement that
= .
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But this follows from the naturality of Ψ as expressed in Lemma 5.3 and the
fact that it preserves tensor products:
= Ψ


= Ψ


= .
Finally, the requirement γV ? = (γ−1V )
† boils down to the requirement that
= .
And this follows from applying Ψ to both sides and using Ψ2 = id:
Ψ

 = = .
In the reverse direction, from a chosen system of right duals (V ?, ηV , V )
and a pivotal structure γ : id ⇒ ?? we obtain an even-handed structure by
defining its action on the chosen right duals (V ?, ηV , V ) as
(
,
)
Ψ7→
 ,

and then extending this by naturality of Ψ to any right dual (V ∗, η, ):
(
,
)
Ψ7→
 ,

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(This illustrates one of the difficulties of the pivotal structure framework
and of having fixed right duals V ?: it makes for awkward expressions when
one wishes to use some other choice of right dual V ∗ in a calculation.) We
have Ψ2 = id because we have seen that this is equivalent to γV ? = (γ−1V )
?.
Moreover, the fact that Ψ respects the monoidal structure follows from the
fact that γ is monoidal, by running our argument above backwards. Finally
the even-handed equation corresponds precisely to the naturality of γ:
†θΨ = = = = θ†.
These constructions are easily seen to be mutual inverses of each other, so
the first statement of the proposition follows.
Finally, suppose that ?′ is another system of choices of right dual (V ?′ , η′V , 
′
V )
for each object V , drawn using different colours as(
, ,
)
,
and suppose that γ and γ′ are the pivotal structures with respect to ? and
?′ respectively, arising from the even-handed structure on C via the above
prescription. If we write ξ : ??⇒ ?′?′ for the canonical natural isomorphism
between the two systems of right duals, then for each object V we have
ξV ◦ γV = = (by construction)
= = γ′V .
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In other words, this bijection is natural with respect to changing the system
of right duals.
5.3.2 The coherence theorem of Barrett and Westbury
In [18], Barrett and Westbury2 essentially defined a strict pivotal category as
a strict monoidal category where every object V has a chosen ambidextrous
dual (V , ηV , V , ηV , V ) with V = V in the obvious sense, which is compatible
with the monoidal structure and which satisfies the even-handed equation 
that is, it does not matter if one computes the dagger of a morphism using
the right unit and counit maps (ηV , V ) or the left unit and counit maps
(ηV , V ) . They proved a useful coherence theorem which had as one of its
consequences that every pivotal category is equivalent to a strict one. Their
motivation was to use spherical categories to define 3-manifold invariants 
although most natural examples of spherical categories are not strict, it is
simpler to do calculations with a strict pivotal category than with a non-
strict one. We also note that Müger outlined how to define a strict pivotal
2-category in the same way [98].
5.3.3 Monoidal 2-categories with duals
In the context of their work on 2-tangles, Baez and Langford [12] defined a
monoidal 2-category with duals as a semistrict monoidal 2-category equipped
with a coherent notion of duals for objects, morphisms and 2-morphisms. To
compare this notion with that of an even handed 2-category, we must first
strip out from their definition those pieces of data which have to do with the
monoidal structure on the 2-category and the notion of duals for objects,
which are not needed for our purposes. We arrive at the notion of strict 2-
category with duals for morphisms and 2-morphisms; the main feature is that
every 2-morphism θ : F ⇒ G has a specified dual 2-morphism θ∗ : G ⇒ F
with θ∗∗ = θ, and that every 1-morphism F : A → B has a specified right
adjoint (F ?, ηF , F ); by applying ∗ to (ηF , F ) we see that F ? is also a left
adjoint of F . The main equations relating the duals for 2-morphisms and
for 1-morphisms are that
(ηF ? , F ?) = (∗F , η
∗
F )
for every 1-morphism F and
(θ†)∗ = (θ∗)†, or equivalently θ† = †θ
for every 2-morphism θ, where θ†, †θ : G? ⇒ F ? are calculated using the
structure of F ? as a right and left adjoint of F respectively. Clearly then
2We remark that here we are actually using the notation and slightly-different-but-
equivalent reformulation given by Müger [98].
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a strict 2-category with duals for morphisms and 2-morphisms gives rise to
an even-handed structure Ψ on its 1-morphisms, defined first on the chosen
duals by
Ψ(ηF , F ) = (∗F , η
∗
F )
and then extended to all duals by naturality, as in the proof of Proposition
5.7. An important point to bear in mind though is that the resulting even-
handed structure does not in general send
(η, ) 7→ (∗, η∗)
because this formula is not natural (it is only natural with respect to unitary
isomorphisms). In other words, in a 2-category with duals for morphisms
and 2-morphisms it is not the case in general that `the natural way to turn
an arbitrary right adjoint into a left adjoint is to take the stars of the unit
and counit maps'; one must first apply a normalization factor as in the proof
of Proposition 5.7.
5.3.4 Comparison with even-handed structures
In this subsection we compare the even-handed structures framework for
dealing with duality in 2-categories to the frameworks of pivotal 2-categories
and monoidal 2-categories with duals.
For our purposes, one of the main difficulties with these approaches is
their starting point, namely that every 1-morphism F comes equipped with a
fixed chosen right dual F ?. This is an unfortunate requirement, for a number
of reasons. Firstly it generates awkward coherence diagrams which do not
mesh comfortably with the string diagram notation, as we saw in Section
5.3.1. We are not allowed to draw (G ◦F )? as two separate lines G? and F ?
and this makes things awkward. One way round this is to use the coherence
theorem of Barrett and Westbury [18] which justifies making these harmless
identifications. However we could have avoided this entire issue from the
start by not making the fixed choices of duals; moreover this would allow us
to seamlessly make string diagram calculations in a non-strict context (such
as those which actually occur in examples) without being led to make the
unnatural step of first passing to a strictified situation and then appealing
to coherence. Although this latter strategy is not actually required by the
Barrett and Westbury coherence theorem, in practice this has often been the
way in which it has been used (see [98, 19] and also [72]).
In the next chapter we will take advantage of this fact  that the notion
of an even-handed structure meshes well with the string diagram calculus
 in order to prove some new results about pivotal structures on fusion
categories. Our proofs will be entirely elementary, yet since they appear to
be new we are led to conclude that the awkwardness of pivotal structures is
not just aesthetic but actually inhibits progress.
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Another difficulty with having fixed chosen right adjoints is that this is
invariably not what actually crops up in examples, at least in a 2-categorical
situation where oftentimes adjoints are not given explicitly but only up to
isomorphism. Our contention is that it is more natural to ask for a func-
tion which converts arbitrary right adjoints structure maps into left adjoint
structure maps. Experience shows that this stripped-down requirement more
naturally fits the examples we have in mind, such as the 2-category 2Hilb
of 2-Hilbert spaces. Here adjoints are not given canonically, but as we will
see in Section 5.6 there is at least a canonical function Ψ which turns a right
adjoint into a left adjoint, given at the level of adjunction isomorphisms
{φ : Hom(Fx, y)→ Hom(x, F ∗y)} by
Ψ(φ) = ∗ φ∗∗
where ∗ is the ∗-structure on the morphisms in a 2-Hilbert space and φ∗ is
the Hilbert space adjoint of φ. A similar analysis applies to the 2-category
CYau of Calabi-Yau manifolds and integral kernels between them3.
Even when adjoints are given canonically, this might not always be
the most natural way to proceed, since these formulas are invariably not
monoidal on-the-nose. For instance in the monoidal category of vector
spaces, each vector space V has a canonical left-and-right linear dual V ∨ :=
Hom(V,C). But unfortunately
(V ⊗W )∨ 6= W∨ ⊗ V ∨
so if we insist that the dual of a vector space V must be given by Hom(V,C),
we will be in for an awkward time. A better option is to use a horses-
for-courses approach and decide that W∨ ⊗ V ∨ is just as good a dual for
(V ⊗W ) as (V ⊗W )∨. This frees one up to use the most convenient dual
for the calculation at hand, rather than being forced to use a dual chosen
right at the outset.
5.4 Even-handedness in terms of adjunction iso-
morphisms
Our goal in this section is to reformulate the notion of an even-handed
structure on a 2-category in the context where the objects, morphisms and
2-morphisms of the 2-category are categories, functors and natural transfor-
mations respectively.
3A technical point which might be mentioned here is that in `large' 2-categories such as
2Hilb and CYau where duals are not given canonically, there could be a set-theoretic issue
if one wishes to apply a `chosen-dual paridigm' by initially arbitrarily choosing duals F ∗
for each morphism and proceeding from there. Such a choice would range over a proper
class of elements and is difficult to justify.
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Suppose that F : A → B is a functor between categories A and B, and
that F ∗ : B → A is a right adjoint of F . Instead of expressing this via
the unit and counit natural transformations η and , we will find it more
convenient to express it in terms of the adjunction isomorphisms
{φ : Hom(Fx, y)→ Hom(x, F ∗y)}x∈A,y∈B.
Recall the translation between these two pictures  given a morphism
f : Fx → y we set φ(f) = F ∗(f) ◦ ηx and similarly for g : x → F ∗y we
have φ−1(g) = y ◦ F (g). We will write AdjHom(F a F ∗) for the set of all
adjunction isomorphisms which exhibit F ∗ as a right adjoint of F :
AdjHom(F a F ∗) =
{
sets of natural isomorphisms
{φ : Hom(Fx, y)→ Hom(x, F ∗y)}x∈A,y∈B
}
Recall that the group Aut(F ) of automorphisms of the functor F acts freely
and transitively on AdjHom(F a F ∗) by precomposition,
δ · φ = φ ◦ pre(δ).
That is, if f : Fx → y and δ : F ⇒ F is an automorphism then (δ · φ)(f) =
φ(f ◦ δx).
We now translate the definition of an even-handed structure from the
language of unit and counit natural transformations into the language of
adjunction isomorphisms. The only tricky point is the even-handed equation
θ† = †θΨ. When working with hom-set isomorphisms, to identify a morphism
(such a component θ†y for some y ∈ B) it is more natural to give a formula
for post- or pre-composition by that morphism; the magical Yoneda lemma
tells us that knowing how to post-compose or pre-compose with a morphism
is the same thing as knowing the morphism itself. (To see this, recall that
the Yoneda lemma states that for any pair of objects x, x′ ∈ A the map
Hom(x, x′)→ Nat(x, x′)
f 7→ post(f)
is a bijection, where x, x′ : Aop → Set are the presheaves represented by x
and x′ respectively.)
So, suppose that A and B are categories, and that F,G : A → B are
functors between them with ambidextrous adjoints F ∗ and G∗ respectively,
and that θ : F ⇒ G is a natural transformation. Then we have the following
characterization of the right and left daggers of θ.
Lemma 5.8. For objects x ∈ A and y ∈ B, post- and pre-composition
with the components of the right and left daggers θ†y, †θy : G∗y → F ∗y can be
expressed as
post(θ†y) = φF ◦ pre(θx) ◦ φ−1G
pre(†θy) = ψ−1G ◦ post(θx) ◦ ψF
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where φF and φG are the adjunction isomorphisms expressing F
∗ and G∗ as
right adjoints of F and G respectively, and ψF and ψG are the adjunction
isomorphisms expressing F ∗ and G∗ as left adjoints of F and G respectively.
Proof. We prove the formula for the right dagger θ†y; the proof for the left
dagger †θy is similar. Given a morphism f : x → G∗y, we can construct the
following diagram:
x
ηFx //
g

F ∗Fx
F ∗F (g)

F ∗(θx)
// F ∗Gx
F ∗G(g)

G∗y
ηF
G∗y
// F ∗FG∗y
F ∗(θG∗y)
// F ∗GG∗y
F ∗(Gy )
// F ∗(y)
The counter-clockwise composite is the definition of post(θ†y)(g) from its
string diagram formula (5.1), while the clockwise composite is the formula
we are trying to prove. The left-hand square commutes by the naturality of
η, while the right-hand square commutes by the naturality of θ.
To make use of this lemma, we will use the notation whereby if f is a
morphism in a category, and Ωf is some formula for how to post-compose
morphisms with f , then f = post−1(Ωf ) will be shorthand for the statement
`f is the unique morphism such that post-composing with it is the same
as applying Ωf '. We will use a similar notation for the `inverse' of pre-
composition. We then have the following.
Proposition 5.9. An even-handed structure on a full sub-2-category C ⊂ Cat
with ambidextrous adjoints is the same thing the data of, for every pair of
adjoint functors F, F ∗, a map
Ψ: AdjHom(F a F ∗)→ AdjHom(F ∗ a F )
φ 7→ Ψ(φ)
satisfying:
(i) Ψ2 = id.
(ii) For composable adjoints A
F //
B
F ∗
oo
G //
C
G∗
oo ,
Ψ(φF ◦ φG) = Ψ(φG) ◦Ψ(φF )
for all φF ∈ Adj(F a F ∗) and φG ∈ Adj(G a G∗), and moreover
Ψ(id) = id for all objects A, where id : Hom(x, y) → Hom(x, y) is the
trivial adjunction isomorphism.
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(iii) If F a F ∗, G a G∗ and θ : F ⇒ G is a natural transformation, then
post−1
(
φF ◦ pre(θ) ◦ φ−1G
)
= pre−1
(
Ψ(φG)−1 ◦ post(θ) ◦Ψ(φF )
)
for all φF ∈ Adj(F a F ∗) and φG ∈ Adj(G a G∗).
Proof. The first two properties are manifestly the translation into the hom-
set adjunction isomorphisms language of the corresponding properties in the
definition of an even-handed structure, while the third is precisely Lemma
5.8.
We will find this reformulation of the notion of an even-handed structure
very useful, because it uses precisely the sort of language which arises when
one has a trace on a linear category.
5.5 Even-handed structures from traces
Our goal in this section is to define the notion of a trace on a linear category,
and to show how these give rise to even-handed structures. When the cate-
gories involved are semisimple, we will show that an even-handed structure
is actually the same thing, up to a global scale factor, as the data of a trace
on each category.
5.5.1 Traces on linear categories
A k-linear category is a category enriched in finite-dimensional k-vector
spaces, where k is some field. The following definition abstracts the al-
gebraic geometry notion of a Serre trace coming from a `trivial Serre func-
tor' (see for example [37] and the references therein). Note that we write
V ∨ := Hom(V, k) for the linear dual of a vector space.
Definition 5.10. A trace on a k-linear category consists of a linear map
Trx : End(x)→ k for each object x which is
(i) nondegenerate, in the sense that for all objects x and y the associated
map
s : Hom(x, y)→ Hom(y, x)∨
f 7→ (g 7→ Trx(gf))
is an isomorphism of vector spaces, and
(ii) cyclic, that is Trx(gf) = Try(fg) for all f : x→ y and g : y → x.
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If the hom-sets in the linear category come equipped with a Z-grading,
then we shall require instead that the trace be graded commutative in the
sense that Tr(gf) = (−1)deg(f) deg(g) Tr(fg) whenever this makes sense.
For our purposes, the main point about a trace is that it gives the com-
position operation in the category a certain symmetry, namely that one can
express pre-composition in terms of the linear dual of post-composition, and
vice-versa. We record this in a lemma.
Lemma 5.11. Suppose that a k-linear category is equipped with a trace.
(i) Given a morphism f : x → y and some other object z, the following
diagrams commute:
Hom(y, z)
pre(f)
//
s

Hom(x, z)
s

Hom(z, y)
post(f)∨
// Hom(z, x)∨
Hom(z, x)
pre(f)
//
s

Hom(z, y)
s

Hom(x, z)∨
post(f)∨
// Hom(y, z)∨
That is,
pre(f) = s−1 ◦ post(f)∨ ◦ s and post(f) = s−1 ◦ pre(f)∨ ◦ s.
(ii) Moreover, the following diagram commutes:
Hom(x, y)
∼= ''OOO
OOO
OOO
OOO
sx,y
// Hom(y, x)∨
s−1y,x
∨

Hom(x, y)∨∨
Proof. (i) For the first diagram, suppose that g : y → z and h : z → x. Then
s◦pre(f)(g) sends h 7→ Trx(hgf) while post(f)∨◦s(g) sends h 7→ Try(fhg) =
Trx(hgf) since the trace is cyclic. Note that if the trace is only graded cyclic,
then this triangle fails to commute by the factor (−1)deg(f) deg(g) deg h. For the
second diagram, s ◦post(f)(h) sends g 7→ Trz(hfg), and so does pre(f)∨ ◦ s,
so the fact that the diagram commutes does not even require the trace to be
cyclic.
(ii) Given a morphism k : y → x, the clockwise composite sends f 7→
(s(k) 7→ Trx(kf)) while the canonical diagonal isomorphism sends f 7→ (s(g) 7→ Try(f ◦ k)),
so the diagram commutes because the trace is cyclic. Note that if the
trace is only graded cyclic, then this triangle fails to commute by the factor
(−1)deg(f) deg(k).
102 CHAPTER 5. EVEN-HANDED STRUCTURES
5.5.2 Even-handed structures from traces
In this subsection we show how to obtain even-handed structures from lin-
ear categories equipped with traces. We say that a functor between linear
categories is linear if it is linear on the hom-sets, and we write LCatk for the
2-category of k-linear categories, linear functors and natural transformations.
Suppose that A and B are linear categories equipped with a trace, that
F : A→ B is a linear functor between them and that F ∗ : B → A is a right
adjoint of F with accompanying adjunction isomorphisms
φ : Hom(Fx, y)→ Hom(x, F ∗y) x ∈ A, y ∈ B.
We can then equip F ∗ as a left adjoint of F by defining the hom-set isomor-
phisms
φt : Hom(F ∗y, x)→ Hom(y, Fx)
by the diagram
Hom(F ∗y, x)
sA

φt
// Hom(y, Fx)
sB

Hom(x, F ∗y)∨
φ∨
// Hom(Fx, y)∨
.
That is, we set
φt := s−1B ◦ φ∨ ◦ sA.
Note that φt can be regarded as the adjoint of φ with respect to the trace
maps, because if g : F ∗y → x then φt(g) : y → Fx is the unique morphism
satisfying
Try(fφt(g)) = TrF ∗y(φ(f)g)
for all f : Fx→ y.
Proposition 5.12. Suppose that a full sub 2-category C ⊆ LCatk has am-
bidextrous adjoints and that each category comes equipped with a trace. Then
the formula
Ψ(φ) = φt
equips C with an even-handed structure.
Proof. We verify the conditions for an even-handed structure as presented in
Proposition 5.9. Firstly, Ψ2 = id since for morphisms f : Fx → y we know
that φtt(f) : Fx→ y is the unique morphism such that
Trx(gφtt(f)) = TrFx(φt(g)f)
for all g : F ∗y → x. But then φtt(f) = φ(f), because
Trx(gφ(f)) = TrF ∗y(φ(f)g) = Try(fφt(g)) = TrFx(φt(g)f).
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If the hom-sets are graded and the trace is graded cyclic, the left and right
hand sides will pick up signs (−1)deg(g) deg(φ(f)) and (−1)deg(φt(g)) deg(f) re-
spectively, but these cancel since the adjunction isomorphisms φ (and hence
φt) are required to preserve the grading. Secondly, the transpose formula
behaves correctly under composition A
F→ B G→ C, since
Ψ(φF ◦ φG) = s−1C ◦ (φF ◦ φG)∨ ◦ sA
= s−1C ◦ φ∨G ◦ φ∨F ◦ sA
= s−1C ◦ φ∨G ◦ sB ◦ s−1B ◦ φ∨F ◦ sA
= Ψ(φG) ◦Ψ(φF ).
Moreover, it behaves correctly on identity adjunctions, since Ψ(id) = s−1A ◦
id∨ ◦sA = id. Finally, the transpose formula ensures that the left and
right daggers of a natural transformation θ : F ⇒ G between two functors
F,G : A→ B agree, because for any x ∈ A and y ∈ B we calculate:
post
(
(†θΨ)y
)
= s−1A ◦ pre
(
(†θΨ)y
)∨ ◦ sA
= s−1A ◦ [Ψ(φG)−1 ◦ post(θx) ◦Ψ(φF )]∨ ◦ sA (by Lemma 5.8)
= s−1A ◦Ψ(φF )∨ ◦ post(θx)∨ ◦ (Ψ(φG)∨)−1 ◦ sA
= s−1A ◦ sA ◦ φF ◦ s−1B ◦ post(θx)∨ ◦ sB ◦ φ−1G ◦ s−1A ◦ sA (by Lemma 5.11b)
= φF ◦ pre(θx) ◦ φ−1G
= post(θ†y) (by Lemma 5.8).
Therefore †θΨ = θ†.
5.5.3 Even-handedness for semisimple categories
To understand the notion of a trace and how it relates to even-handed struc-
tures, one should first consider the simplest class of examples. We use the
formulation of Müger [98] and say that a k-linear category is semisimple if
it has direct sums and subobjects and if there exist objects Xi labelled by
a set I such that Hom(Xi, Xj) ∼= δijk (such objects are called simple) and
such that for any two objects x and y the composition map⊕
i∈I
Hom(x,Xi)⊗Hom(Xi, y)→ Hom(x, y)
is an isomorphism. We write SLCatk for the full sub-2-category of LCatk
whose objects are semisimple k-linear categories.
In this section we prove that an even-handed structure on a collection of
semisimple categories is the same thing as equipping each category with a
trace. On should think of this as the `categorification' of the fact that giving
a ∗-structure on the morphisms between a collection of vector spaces is the
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same thing, up to a global scale factor, as providing each vector space with
an inner product.
Lemma 5.13. A trace on a semisimple k-linear category is the same thing
as an assignment of a nonzero number ki to each isomorphism class of simple
object ei.
Proof. If the category has a trace, then we can define the number assigned
to a simple object ei by taking the trace of the identity endomorphism,
ai := Trei(id).
Conversely, given such an assignment of numbers ei 7→ ai ∈ k×, we obtain
a trace on the category as follows. For each x, choose a basis {ai,p : ei →
x}dimHom(ei,x)p=1 for Hom(ei, x), and let {api : x→ ei}dimHom(ei,x)p=1 be the corre-
sponding dual basis, defined by the requirement that
aqi ◦ ai,p = δqp idei .
Note that the dual basis exists because category is semisimple. An endo-
morphism f : x→ x can be expressed in terms of this basis as
f =
∑
i,p,q
〈api fai,q〉 ai,paqi ,
where we have used the notation whereby scalars are stripped from scalar
multiples of identity morphisms on the simple objects via
〈λ idei〉 := λ.
We define the trace map Tr : End(x)→ k by summing the diagonal part of
f , weighted by the numbers ki:
Trx(f) :=
∑
i
ki
∑
p
〈api fai,p〉.
It is easy to check that this definition is independent of the choice of basis
we made for the hom-sets Hom(ei, x), and moreover that it is nondegenerate
and cyclic.
To proceed further, we need to get a firm grip on the even-handed
equation θ† = †θ in the semisimple context. To this end, suppose that
F,G : A → B are linear functors between semisimple categories with am-
bidextrous adjoints F ∗ and G∗ respectively, with φF and ψF witnessing the
adjunctions F a F ∗ and F ∗ a F respectively and the same for G, and that
θ : F ⇒ G is a natural transformation. We want to compute the relationship
between the right dagger θ† : G∗ ⇒ F ∗ and the left dagger †θ : G∗ ⇒ F ∗.
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Lemma 5.14. The matrices representing the components of †θ can be ex-
pressed in terms of the corresponding matrices for θ† and the matrices rep-
resenting the adjunctions ψF and ψG as follows:
[†θµ,i] = [ψG]−1[θ
†
µ,i][ψF ].
Proof. The precise meaning of this formula will become clear during the
course of this proof. The strategy is to use Lemma 5.8 which expresses the
post- and pre-composition behaviour of θ† and †θ respectively. Let ei ∈ A
and eµ ∈ B be simple objects. We choose bases
ap : eµ → F (ei) and bq : eµ → G(ei)
for the vector spaces Hom(eµ, F ei) and Hom(eµ, Gei) respectively. The cor-
responding dual bases are written as
ap : F (ei)→ eµ and bq : G(ei)→ eµ.
Let φF and φG be the adjunction isomorphisms exhibiting F
∗ and G∗ as
right adjoints of F and G. We apply these isomorphisms to obtain bases for
Hom(ei, F ∗eµ) and Hom(ei, G∗eµ),
aˆp := φF (ap) : ei → F ∗(eµ) and bˆq := φG(bq) : ei → G∗(eµ),
and we define
aˆp : F ∗(eµ)→ ei and bˆq : G∗(eµ)→ ei
to be the corresponding dual bases.
Now we are ready to compute. We begin with the matrix elements of
the right dagger θ† : G∗ ⇒ F ∗. Using 〈λ id〉 = λ to strip off scalars from
multiples of identity morphisms as before, we have
〈aˆp ◦ θ†eµ ◦ bˆq〉 =
〈
aˆp ◦ φF (φ−1G (bˆq) ◦ θei)
〉
by Lemma 5.8
= 〈aˆpφF (bqθei)〉.
We expand bq ◦ θei in the ap
′
basis,
bq ◦ θei =
∑
p′
〈bq ◦ θei ◦ ap〉 ap
′
and substitute back in to obtain
〈aˆp ◦ θ†eµ ◦ bˆq〉 =
∑
p′
〈ap ◦ aˆp′〉〈bq ◦ θei ◦ ap′〉
= 〈bq ◦ θei ◦ ap〉 .
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Now we compute the matrix elements of the left dagger θ†, again using
Lemma 5.8. We have
〈aˆp†θei bˆq〉 = 〈ψ−1G (θei ◦ ψF (aˆp)) ◦ bˆq〉 .
We expand ψF (aˆp) in the ap′ basis,
ψF (aˆp) =
∑
p′
〈ψF (aˆp) ◦ ap′〉 ap′
and substitute back in to obtain
〈aˆp†θebˆq〉 =
∑
p′
〈ap′ ◦ ψF (aˆp)〉 〈ψ−1G (θei ◦ ap′) ◦ bˆq〉 .
Again, we expand θei ◦ ap′ in the bq′ basis, substitute back in, and rearrange
terms to finally obtain
〈aˆp ◦†θei ◦ bˆq〉 =
∑
q′,p′
〈ψ−1G (bq) ◦ bˆq′〉〈bq
′ ◦ θei ◦ ap′〉〈ap
′ ◦ ψF (aˆp)〉.
We substitute in our result for the matrix elements of θ† above, and we write
this as
[†θµ,i]qp =
∑
q′,p′
[ψG]−1qq′ [θ
†
µ,i]q′p′ [ψF ]p′p
which is the statement of the lemma.
We are now ready to prove that an even-handed structure on a collection
of semisimple categories is the same thing, up to a global scale factor, as
providing each category with a trace. We say that a weighting on a collection
of semisimple categories is an assignment of a nonzero number ei 7→ kei to
each isomorphism class of simple object in each category; in other words a
weighting is the same thing as a trace on each category.
Proposition 5.15. There is a canonical bijection{
even-handed structures on a
full sub-2-category S ⊂ SLCatk
}
∼=
{
weightings on S, up to
a global scale factor
}
.
Proof. We begin with the most restrictive requirement on an even-handed
structure, that the right and left daggers coincide. Suppose that F : A→ B
is a linear direct sum preserving functor between semisimple categories, with
right adjoint F ∗ : B → A and associated adjunction isomorphisms φF , and
that θ : F ⇒ F is a natural transformation. If ei and eµ index the simple
objects in A and B, then we will write
φi,µ : Hom(Fei, eµ)→ Hom(ei, F ∗eµ)
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for the behaviour of φ on the simple objects (which completely determines
it). We showed in Lemma 5.14 that, after choosing a basis, the equation
θ† = †θΨ amounts to the assertion that for each pair of simple objects ei ∈ A
and eµ ∈ B the following diagram of matrices commutes:
km
[Ψ(φ)i,µ]

[θ†]
// kn
[Ψ(φ)i,µ]

km
[θ†]
// kn
m = dimHom(eµ, Fei)
n = dimHom(eµ, Gei)
Since this must hold for all functors F and all natural tranformations θ, we
see that [Ψ(φ)i,µ] is a natural transformation of the identity on Vect, and
hence we must have
[Ψ(φ)i,µ] = kµ,i id
for some scalar kµ,i ∈ k×. The condition that Ψ is compatible with com-
position then requires that for any triple of simple objects ei, eµ, eκ inside C
(they can come from different or the same categories), we must have
kκ,µkµ,i = kκ,i and ki,i = 1.
The only solution is that
ki,µ =
kµ
ki
for some assignment of scalars ei 7→ ki to each simple object; clearly this
assignment is only determined up to a global scale factor. Note that the
condition Ψ2 = id is automatically fulfilled.
That the weighting is only defined up to a scalar factor ties in well with
the geometric analogy we gave in Section 5.2 between an even-handed struc-
ture and a spin structure on a Riemannian manifold, because it has some
formal similarities with the fact that the dimension of the space of harmonic
spinors on a spin manifold is invariant under changing the scale of the metric
[73].
5.6 2-Hilbert spaces
In this section we use Proposition 5.12 to show that the 2-category 2Hilb
of 2-Hilbert spaces comes has a canonical even-handed structure. This is
because each 2-Hilbert space comes equipped with a canonical trace,
Tr(f) = (id, f).
For instance recall that if the 2-Hilbert space is Rep(G) for some finite group
G then the resultant weightings on the simple objects Vi  the irreducible
representations  are precisely their dimensions, weighted by the reciprocal
of the order of the group.
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Proposition 5.16. (i) The 2-category 2Hilb of 2-Hilbert spaces comes
equipped with a canonical even-handed structure Ψ.
(ii) We can express Ψ in terms of the ∗-structure on the hom-sets and the
inner products as
Ψ(φ) = ∗ φ∗ ∗ .
where φ∗ is the Hilbert space adjoint of φ.
Proof. The first claim follows directly from Proposition 5.12. The second
claim says that if F : A→ B is a linear ∗-functor between 2-Hilbert spaces,
and F ∗ : B → A is a right adjoint for F with accompanying adjunction
isomorphisms
φ : Hom(Fx, y)→ Hom(x, F ∗y),
then the transposed map φt : Hom(F ∗y, x)→ Hom(y, Fx) can be computed
as the composite
Hom(F ∗y, x) ∗ // Hom(y, Fx)
φ∗
// Hom(Fx, y) ∗ // Hom(x, F ∗y)
where φ∗ : Hom(x, F ∗y)→ Hom(Fx, y) is the adjoint (in the ordinary sense
of maps between Hilbert spaces) of φ. Indeed, we know that for a morphism
g : F ∗y → x, the transposed morphism φt(g) : x → F ∗(y) is the unique
morphism satisfying Tr(fφt(g)) = Tr(φ(f)g) for all f : Fx → y. But then
we must have φt(g) = [φ∗(g∗)]∗, because
Tr(f [φ∗(g∗)]∗) := (id, f [φ∗(g∗)]∗)
= (φ∗(g∗), f)
= (g∗, φ(f))
= (id, φ(f)g)
=: Tr(φ(f)g).
In the light of the geometric interpretation for even-handed structures
in Section 5.2, it is interesting to ponder the formal similarity between this
formula Ψ(φ) = ∗ φ∗∗ and the formula for the adjoint of exterior derivative
in Riemannian geometry, d∗ = ∗d∗.
5.7 Derived categories of Calabi-Yau manifolds
A 2-Hilbert space can be thought of as the category of hermitian vector
bundles over a discrete set  the set of isomorphism classes of simple ob-
jects. Instead of vector bundles over a discrete set, one might attempt to
consider coherent sheaves over a smooth space. This line of thought is indeed
5.7. DERIVED CATEGORIES OF CALABI-YAU MANIFOLDS 109
promising; in this section we show that the resulting `smooth' version of the
2-category of 2-Hilbert spaces also carries an even-handed structure.
Let X be an n-dimensional compact complex manifold, and let OX be
its structure sheaf, that is the sheaf of holomorphic functions. Recall that a
coherent sheaf on X is a sheaf of OX -modules which is locally a quotient of a
finite-rank locally-free sheaf. The coherent sheaves form an abelian category
and we write the corresponding bounded derived category asD(X). To avoid
the nuisance of shift functors, we will rather work with the graded derived
category D(X), which is defined to have the same objects as D(X) but with
hom-sets the graded vector spaces
HomD(X)(E ,F ) :=
⊕
i
HomD(X)(E ,F [i]),
where F [i] is the complex F shifted by i. Note that the hom-sets in the
graded derived category are finite because the complexes are bounded.
If ωX is the canonical line bundle of X, then Serre duality gives for each
coherent sheaf E ∈ D(X) a natural trace map
Tr : HomnD(X)(E , ωX ⊗ E )→ C
which is graded-commutative in the sense that
Tr(fg) = (−1)deg f Tr(gf)
whenever this is defined, and is nondegenerate in the sense that it sets up
natural bifunctorial isomorphisms
Hom∗D(X)(E ,F )
∼=→ Homn−∗D(X)(F , ωX ⊗ E )∨.
In other words, if we restrict ourselves to Calabi-Yau manifolds (which are
characterized as precisely those manifolds for which the canonical line bundle
ωX is trivial), then Serre duality gives the graded derived category D(X) a
graded trace in the sense we defined in Section 5.5. To translate this into
an even-handed structure, we first need to define the 2-category we will be
working in.
Firstly recall that for complex manifolds X and Y there is a way to
transform an object G ∈ D(X) into a functor F : D(X) → D(Y ). Namely,
one considers the diagram of projections
X × Y
piX
{{ww
ww
ww
ww
w
piY
##G
GG
GG
GG
GG
X Y
and then one defines F by pulling G back to D(X × Y ), tensoring with G
and then pushing down to D(Y ):
F (E ) = RpiY ∗(pi∗X(E )⊗G ).
A functor F : D(X)→ D(Y ) of this form is called an integral kernel.
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Definition 5.17. The 2-category CYau is defined as follows. An object is
a compact Calabi-Yau manifold X. A morphism F : X → Y is a functor
F : D(X) → D(Y ) which is naturally isomorphic to an integral kernel. A
2-morphism is a natural transformation.
By regarding each space X as a placeholder for the derived category
D(X), we can think of CYau as living inside the 2-category LCat of linear
categories, linear functors and natural transformations. Thus we can apply
Proposition 5.12 and conclude that it comes equipped with a canonical even-
handed structure.
Proposition 5.18. The 2-category CYau comes equipped with a canonical
even-handed structure, arising from the Serre duality on each derived cate-
gory D(X).
Proof. Firstly, every morphism in CYau has an ambidextrous adjoint, be-
cause if F : D(X)→ D(Y ) is an integral kernel corresponding to a complex
G ∈ D(X×Y ), then we can consider G as an object in D(Y ×X) and hence
we have the corresponding integral kernel
F ∗ : D(Y )→ D(X).
It is well-known (see e.g. [37]) that if the Serre functors on X and Y are
trivial then F ∗ can be canonically equipped as a simultaneous right and
left adjoint for F . However, observe that since the morphisms in CYau
are not integral kernels but only functors which are isomorphic to integral
kernels, there is no longer a canonical choice of ambdiextrous adjoint for the
morphisms in CYau  but at least we are assured that they exist.
Since each derived category D(X) comes equipped with a graded trace
the proposition follows from Proposition 5.12.
In Section 5.5.3 we saw that an even-handed structure on a collection of
semisimple categories (considered as a full sub-2-category of SLCatk) is the
same thing as an assignment of a nonzero number to each simple object in
each category, up to a global scale factor. It would be interesting to calculate
the corresponding `moduli space' of even-handed structures on a collection
of Calabi-Yau spaces (considered as a full sub-2-category of CYau), and how
this would relate to the geometry of the underlying Calabi-Yau spaces.
Chapter 6
Even-handed structures on
fusion categories
In this chapter we consider the notion of even-handed structures in the realm
of fusion categories, which are semisimple linear monoidal categories where
every object has a dual. These categories have been much studied in the
field of quantum algebra (see the lecture notes of Müger [101] for a recent
overview). One of the important papers in this regard has been that of
Etingof, Nikshych and Ostrik [56], where the foundations of the theory were
laid out. Our main motivation has been the following conjecture made in
[56]:
Conjecture (Etingof, Nikshych and Ostrik [56]). Every fusion category ad-
mits a pivotal structure.
Recall from Chapter 5.3.1 that an even-handed structure on a monoidal
category is essentially the same thing as a pivotal structure except that it
fits more seamlessly with the string diagram calculus. In this chapter we will
do two things:
 We will show how many of the important results of Etingof, Nikshych
and Ostrik have simple and elegant proofs in terms of string diagrams.
This is significant because these results were originally derived using
algebraic methods from the theory of weak Hopf algebras.
 We will use the framework of even-handed structures to identify a
pivotal structure on a fusion category as a twisted monoidal natural
transformation of the identity functor on the category. The twisting
is governed by a set of signs ijk associated to each triple of simple
objects in the category, which arise from the nature of the duality
operation in the category. We call these signs the pivotal symbols since
they are analogous to the 6j symbols [39] which govern the associator
information in a fusion category.
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The starting point of our translation of the results of Etingof, Nikshych and
Ostrik into a graphical framework arises from an observation of Hagge and
Hong [72]. Hagge and Hong showed that one of the fundamental results of
[56]  that there is a more-or-less canonical monoidal natural isomorphism
γ : id ⇒ ? ? ?? between the identify functor and the fourth power of the
dualizing functor `?' on a fusion category  can be given a purely string
diagrammatic proof.
Hagge and Hong worked in the framework of strictified skeletal fusion
categories and pivotal structures and appealed to coherence theorems, and
our approach is different in two ways. Firstly we saw in Chapter 4 that string
diagrams can be applied directly to the category at hand without having to
pass to a strictified situation. Secondly we work in the framework of even-
handed structures, whereby the isomorphism γ : id ⇒ ? ? ?? translates into
an involution T ijk on the basic hom-sets Hom(Xi, Xj ⊗ Xk) between the
simple objects. The eigenvalues of T ijk are therefore ±1, and we call this
collection of signs the pivotal symbols of the fusion category. We will prove
that the pivotal symbols control the existence of pivotal structures on the
fusion category.
The layout of this chapter is as follows. We begin in Section 6.1 with
a warm up exercise: we compute the set of even-handed structures on a
group-like monoidal category (G,ω) associated to a group G and a 3-cocycle
ω ∈ Z3(G,U(1)). Our computation of this toy example is not new (it appears
for instance in the lecture notes of Boyarchenko [31]), but it neatly illustrates
the main ideas.
In Section 6.2 we review the basic facts about fusion categories, lay-
ing emphasis on the manifest algebraic information contained in a fusion
category: the fusion ring and the more subtle information of the paired di-
mensions of the simple objects first explicated by Müger [98]. In Section 6.3
we use the graphical calculus and the idea of Hagge and Hong to introduce
the involution operators T ijk, the eigenvalues of which are recorded in the
pivotal symbols. In Section 6.4 we give string diagram proofs of many of the
main results of [56]. Finally in Section 6.5 we prove our main result identi-
fying a pivotal structure on a fusion category as a twisted monoidal natural
transformation of the identity functor on the category. We show that unless
each involution operator T ijk equals plus or minus the identity map, then
the fusion category cannot carry a pivotal structure; moreover we show that
the pivotal structure can be made spherical if and only if these signs can be
consistently removed.
6.1 Warm-up exercise
To prepare ourselves for calculating the even-handed structure on fusion
categories, we start with a warm-up exercise. Recall that if G is a group
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and ω ∈ Z3(G,U(1)) a group 3-cocycle, then we can form the monoidal
category (G,ω) whose objects are the group elements g ∈ G, whose hom-
sets Hom(g, h) are empty unless g = h when they are equal to U(1), and
whose associator is given by the cocycle ω. The following result is well-known
(see eg. [31]) in the context of pivotal structures.
Lemma 6.1. If G is a group and ω ∈ Z3(G,U(1)) is a normalized 3-cocycle,
then there is a canonical bijection{
even-handed structures
on (G,ω)
}
∼=
{
group homomorphisms
f : G→ U(1)
}
.
Moreover the even-handed structure is spherical precisely when f(g) = ±1
for all g ∈ G.
Proof. Firstly we need to check that (G,ω) has ambidextrous duals; this is
the only point where we need to perform a calculation directly involving ω.
Given a group element g ∈ G, let us write ωg ≡ ω(g, g−1, g); the 3-cocycle
equation together with the fact that ω is normalized implies that ωg−1 =
1
ωg
.
If we trace through the snake diagrams we see that (g−1, ηg, g) is a right dual
of g if and only if gηg = ωg. In other words, the set of ways Adj(g a g−1)
in which g−1 can be expressed as a right dual of g forms a U(1)-torsor, for
we can choose g ∈ U(1) freely after which we must set ηg = ωg/ηg.
Similarly, tracing through the snake diagrams one finds that (g−1, η′g, ′g)
is a left dual of g if and only if ′gη′g = 1/ωg, and the set of solutions Adj(g−1 a
g) to this equation is again a U(1)-torsor.
Since Adj(g a g−1) and Adj(g−1 a g) are nonempty for all g ∈ G, we
conclude that (G,ω) indeed has ambidextrous duals. Having established this
fact, we no longer need to directly involve ω in our calculations at all. To see
this, observe that an even-handed structure on (G,ω) consists of a bijective
map
Ψ: Adj(g a g−1)→ Adj(g−1 a g)
for every g ∈ G, satisfying the axioms we listed in Chapter 5.1. Without
knowing any of the `internal details' of these U(1)-torsors, it is clear that
such a map Ψ is uniquely determined by the `dimension function'
f : G→ U(1)
which sends
g 7→
where (ηg, g) ∈ Adj(g a g−1) is some choice of unit and counit maps which
exhibit g−1 as a right dual of g; the resulting number f(g) does not depend
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on this choice due to the naturality properties of Ψ from Lemma 5.2. Let
us examine the requirements of the axioms of an even-handed structure on
the function f : G → U(1). Although in this simple setting the monoidal
axiom implies all the others, it is instructive to understand the requirements
of each axiom in turn. The requirement that Ψ2 = id implies that
= .
We recognize the left hand side as f(g)f(g−1). As for the right hand side,
despite appearances it is actually a straightforward product of four numbers
in U(1), which we can parenthesize as (gηg)(Ψ(g)Ψ(ηg)) = ωg 1/ωg = 1.
(We remark that this calculation introduces the concept of paired dimensions
which we will review in the next section). In other words,
Ψ2 = id ⇔ f(g)f(g−1) = 1.
Similarly the requirement that Ψ respects the monoidal structure means that
f(gh) = f(g)f(h),
and the requirement that Ψ acts as the identity on the trivial adjunction
means that f(e) = 1. Finally, the even-handed equation is automatically
satisfied, since we can take scalar factors out of the diagrams and place
them in front, so that we always have θ† = †θΨ for every morphism θ. We
conclude that an even-handed structure on (G,ω) is the same thing as a
group homomorphism f : G→ U(1).
Recall from Chapter 5.1 that Ψ is called spherical (as in the work of
Barrett and Westbury [18]) if the left and right traces coincide, which in our
case is the requirement that
= .
We recognize this as the equation f(g) = f(g−1) for all g ∈ G, which means
that f(g) must take values in {1,−1}. This completes the proof.
This example above neatly illustrates the kind of ideas involved in the
notion of an `even-handed structure' on a monoidal category.
6.2 Fusion categories
In this section we begin our study of even-handed structures on fusion cat-
egories, by summarizing the basic facts about them which will be relevant
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for us. We will always work over the complex numbers C. A fusion category
C is a semisimple linear rigid monoidal category with only finitely many
isomorphism classes of simple objects indexed by a set I; moreover the unit
object 1 ∈ C is required to be simple. Note that we will often assume that
representative simple objects {Xi}i∈I have been chosen. The unit object
takes the index zero, so that X0 = 1. Also, recall that rigidity is only the
requirement that every object V has a right dual V ∗; however semisimplicity
implies that V ∗ is also a left dual of V , which we prove in Appendix B. So
a fusion category has ambidextrous duals; it therefore makes sense to talk
about an even-handed structure on a fusion category.
We will write the collection of even-handed structures on a fusion cat-
egory C as Even-Handed(C), and we will write Aut⊗(id) for the group of
monoidal natural isomorphisms of the identity on C. The following is a very
important fact to keep in mind.
Lemma 6.2. In the event that Even-Handed(C) is nonempty, it is acted on
freely and transitively by Aut⊗(idC) via the formula
(δ ·Ψ)
(
,
)
=
 ,
 .
Proof. Firstly, δ · Ψ is indeed an even-handed structure on C since the
monoidal axiom and the even-handed axiom are clearly satisfied, while the
following establishes that (δ ·Ψ)2 = id:
(δ ·Ψ)2
( )
= = = .
In the last step above we used the naturality of δ, and the fact that it is a
monoidal natural isomorphism so that δ1 = id.
Secondly, Aut⊗(idC) acts freely on Even-Handed(C), because if δ ·Ψ = Ψ
then
= ⇒ = .
Finally, Aut⊗(idC) acts transitively, because if Ψ′ is another even-handed
structure then we can define a monoidal natural transformation of the iden-
tity δ by setting
δV =
116CHAPTER 6. EVEN-HANDED STRUCTURES ON FUSION CATEGORIES
where (V ∗, ηV , V ) is any choice of right dual for V ; the formula is indepen-
dent of this choice by the naturality properties of Ψ expressed in Lemma 5.2.
To check that δ is indeed a natural transformation, suppose that θ : V →W
is a morphism. Then we can use the even-handed equation twice, once for
Ψ and once for Ψ′, as follows:
= =
= .
We recognize the right hand side as δW ◦θ by setting (ηW , W ) = (Ψ′Ψ(ηW ),Ψ′Ψ(W ))
and then using Ψ′2 = id. This establishes that δ is a natural transformation;
it is clear that δ is a monoidal natural transformation because Ψ respects
the monoidal structure. This completes the proof.
This means that every even-handed structure on a category can be obtained
by acting via an automorphism of the identity on a given one. Combining
this with Lemma 5.3, we have the following corollary.
Corollary 6.3. If C is equipped with a braiding and a compatible twist (in
particular, if C is a symmetric monoidal category), then Even-Handed(C) ∼=
Aut⊗(idC).
There are two pieces of algebraic data one can manifestly extract from
a fusion category C. The first is the Grothendieck ring which we will sim-
ply write as [C] (instead of the more usual K(C)), defined as the ring of
isomorphism classes of objects. This is not an arbitrary ring; firstly it has
a distinguished basis [Xi] given by the simple objects in which the expan-
sion coefficients [Xj ][Xk] =
∑
iN
i
jk[Xi] are nonnegative integers, and more-
over the Grothendieck ring has an anti-involution ∗ : [C] → [C] satisfying
N0jk = δjk∗ , where `0' refers to the index of the unit object. A ring with
these properties is called a fusion ring [56, 36].
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The other piece of manifest algebraic data one can extract from a fusion
category is a bit more subtle and was first explicated by Müger [98]  to
each set {Xi, X∗i } consisting of a simple object and its dual, we can assign
the product of numbers
d{i,i∗} = ,
where (η, ) is some choice of unit and counit maps exhibiting X∗i as a right
dual ofXi, and (n, e) is some choice of unit and counit maps exhibitingX∗i as
a left dual of Xi. We call d{i,i∗} the paired norm of Xi and X∗i . Observe that
this product is independent of the choices we made because it is invariant
under rescaling
η 7→ λη,  7→ 1
λ
, n 7→ µn, e 7→ 1
µ
e.
As an example, consider the group-like monoidal category (G,ω) from Sec-
tion 6.1 as a fusion category, by allowing formal direct sums of group ele-
ments. Then we saw in the proof of Lemma 6.1 that the paired dimensions
d{g,g−1} equal unity for all g ∈ G.
We will show in Section 6.4 that the paired dimensions d{i,i∗} in a fu-
sion category are positive and real; however for now observe that they are
certainly nonzero since, for example, η is zero if and only if  is zero by
semisimplicity, because Hom(1, X∗i ⊗Xi) is in duality with Hom(Xi⊗X∗i , 1).
An even-handed structure Ψ on a fusion category C gives rise to an
associated dimension homomorphism from the Grothendieck ring into C,
dimΨ : K(C)→ C,
defined by sending
[V ] 7→
where (V ∗, η, ) is any choice of right dual for V . The fact that dimΨ is
well-defined is a consequence of the naturality of Ψ.
Lemma 6.4. The dimension homomorphism dimΨ : K(C) → C associated
to an even-handed structure Ψ on a fusion category C satisfies the following
properties:
 It is a ring homomorphism,
 dim[Xi] dim[X∗i ] = d{i,i∗} for all simple objects Xi.
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Proof. We have
dim[V ] dim[W ] =
= = = dim[V ⊗W ].
(Note that the second equality above of `sliding a circle into another circle'
does not use any properties of Ψ but simply the fact that a morphism 1→ 1
is just a number.) To evaluate dim[Xi] dim[X∗i ], make a choice (η, ) of
unit and counit maps exhibiting X∗i as a right dual of Xi, and then choose
(Ψ(η),Ψ()) as the unit and counit maps exhibiting Xi as a right dual of
X∗i . Then we have
dim[Xi] dim[X∗i ] = = = d{i,i∗}.
We call a function f : K(C) → C from the Grothendieck ring of a fu-
sion category to the ground field a fusion homomorphism if it satisfies the
properties above. By analogy with the case of (G,ω), one might imagine
that
Even-Handed(C) ∼= {Fusion homomorphisms f : K(C)→ C}.
Unfortunately we have not been able to obtain such a result. Instead, we will
characterize the collection of even-handed structures on C as the collection
of twisted monoidal natural transformations of the identity, a statement we
will explain below. However it is instructive to see that this characterization
does hold for fusion categories of the form Rep(G) for a finite group G.
Proposition 6.5. The even-handed structures on Rep(G) are in 1-1 corre-
spondence with the fusion homomorphisms from [Rep(G)] to C.
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Proof. We have
Even-Handed(Rep(G)) ∼= Aut⊗(id)
∼= Z(G)
= {g ∈ G : |TrVi(g)| = dimVi for all irreducibles Vi}
∼= {Fusion homomorphisms f : [Rep(G)]→ C}.
The first isomorphism uses the fact that Rep(G) is a symmetric monoidal
category and Corollary 6.3. The second isomorphism is a result of Müger
[102]. The equality in the third line is a basic result of representation theory
(see Corollary 2.28 of [75]). The final isomorphism uses two facts. Firstly,
every ring homomorphism
[Rep(G)]→ C
must take the form V 7→ TrV (g) for some fixed g ∈ G because a character
like this certainly is a ring homomorphism, and there are as many such
distinct characters as there are conjugacy classes in the group, which must
exhaust all the ring homomorphisms since [Rep(G)]C is isomorphic to the
space of functions on the conjugacy classes. Secondly, in Rep(G) the paired
dimensions d{i,i∗} are just dim(Vi)2, so that a fusion homomorphism must
satisfy |f(Vi)| = dimVi.
6.3 The pivotal symbols of a fusion category
In this section we use string diagrams to show that every fusion category
comes equipped with involutions T ijk : Hom(Xi, Xj ⊗Xk)→ Hom(Xi, Xj ⊗
Xk) on the hom-sets between a single simple object and a tensor product of
two other ones. Since T ijk is an involution, its eigenvalues must equal ±1,
and we call this collection of signs the pivotal symbols of the fusion category.
They play a central role in the rest of this chapter.
We define a root choice on a fusion category as a symmetric choice {di}
of square roots of the paired dimensions, that is one which satisfies
d2i = d{i,i∗} and di = di∗ for all i.
Although we will show in Proposition 6.11 that the paired dimensions d{i,i∗}
are positive and real, all that is necessary in the above definition is that they
are nonzero. The point about a root choice is that it allows one to establish
the following convention.
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Partnering Convention. Whenever a unit and counit
(
,
)
expressing X∗i as a right dual of Xi appears together in some equation
or statement with a unit and counit
(
,
)
expressing X∗i as a
left dual of Xi, it will always be understood that the former is arbitrary
while the latter is determined uniquely by the requirement that
= di (or equivalently = di).
A root choice can thus be seen as a kind of `proto-even-handed structure'
 the game is to try and modify it to obtain a true even-handed structure.
Suppose that a root choice {di} has been made. Using the Partner Con-
vention, we can define the involution operators T ijk.
Definition 6.6. The operators T ijk : Hom(Xi, Xj ⊗ Xk) → Hom(Xi, Xj ⊗
Xk) are defined by
7→ .
One might imagine that T ijk is the identity operator, but that need not
be the case  observe for instance that changing the signs of the root choice
di 7→ −di will have the effect of changing T ijk 7→ −T ijk (providing j and
k are distinct from i and i∗). If we choose a basis {ap : Xi → Xj ⊗ Xk}
with corresponding dual basis {aq : Xj ⊗Xk → Xi}, we see that the matrix
elements of T ijk compute as
aqT ijkap =
1
=
1
but we are unable to continue the calculation further. We record for later
use here however one of the important properties of the Partner Convention
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 it allows us to `flip over' closed loops, for instance:
= =
because
= λ for some λ ∈ C, and = .
To summarize: although we cannot show that T ijk is the identity, one can
show that its square is the identity. We credit the following graphical proof
of this fact to Hagge and Hong [72]. Our framework differs significantly
from theirs: we do not work in a system of fixed chosen duals  if we did,
we could not conceive of T ijk as an involution; this concept would translate
into the quadruple dual ∗ ∗ ∗∗ being monoidally naturally isomorphic to the
identity functor. Moreover, we do not need to make assumptions about the
fusion category being skeletal and strictified. Nevertheless the basic idea is
the same.
Lemma 6.7 (see Hagge and Hong [72, Thm 3]). The operator T ijk is an
involution  that is, (T ijk)
2 = id.
Proof. The operator T 2 sends
7→ .
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Its matrix elements are thus:
=
= = = = δqp.
This situation is somewhat reminiscent of the Dirac belt trick which
proves that performing two full rotations is homotopic to the constant iden-
tity rotation. We acknowledge here that we have no good conceptual un-
derstanding of the involution operators T ijk. However, if the fusion cate-
gory is the category of representations of a Hopf algebra, then the identity
(T ijk)
2 = id corresponds to Radford's formula for the fourth power of the an-
tipode map (see [57] and the references therein). In fact, the string diagram
argument above can be regarded as giving a graphical proof of Radford's
formula.
In any event, since T ijk is an involution, the vector space Hom(Xi, Xj ⊗
Xk) has a basis of eigenvectors ap whose eigenvalues are ±1. We record these
signs in the pivotal symbols ijk,p:
T ijkap = 
i
jk,pap.
We will see later that there is no hope of a pivotal structure on the category
unless T ijk = ± id, so ijk,p will be required to be independent of p, whence
we will write it as ijk. We acknowledge that in fact this might always be the
case, but we have been unable to show this. In any event, it is is this latter
collection of signs that we really view as the pivotal symbols.
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The pivotal symbols are analogous mathematical objects to the 6j-symbols
[39] which reflect the data of the associator. In the standard example of
Rep(SL(2)), the 6j-symbols consist of numbers{
ijk
pqr
}
∈ C,
assigned to each sextuple of irreducible representations which reflect the way
the tensor product of three irreducible representations can be decomposed
in two natural ways. In a general fusion category, where the fusion rules
are more complex than that of Rep(SL(2)), the 6j-symbols become matrices
instead of numbers, but the idea is the same.
6.4 Facts about the pivotal tensor
In this section we use the graphical calculus to give alternative proofs of
some of the main results of Etingof, Nikshych and Ostrik [56]. We hope that
this viewpoint offers a conceptually simpler and more streamlined way to
understand them.
Our starting point is a fusion category C. We fix a root choice {d2i = di,i∗}
of the paired dimensions, and we will use the resulting Partner Convention
repeatedly. Moreover, whenever we write basis vectors {ap : Xi → Xj ⊗Xk}
for Hom(Xi, Xj ⊗Xk) it will always be understood that they an eigenbasis
for the operators T ijk, with eigenvalues 
i
jk,p.
We start with the following lemma.
Lemma 6.8. We have
= ijk,p
(
= δqp
i
jk,pdi
)
.
Proof.
= ijk,p = 
i
jk,p = 
i
jk,p .
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The next proposition is very important: it establishes the fusion rules
for the chosen roots di in terms of the pivotal tensor. This allows the num-
bers di to be compared with the Frobenius-Perron dimensions d+(Xi) of the
simple objects, also introduced in [56], which can be defined as the unique
homomorphism from the Grothendieck ring into the real numbers
d+ : [C]→ C; i.e. d+(Xj)d+(Xk) =
∑
i
N ijkd+(Xi)
which takes positive values on the simple objects. The Frobenius-Perron
dimension d+(Xi) of a simple object Xi can also be characterized as the
unique positive eigenvalue of the positive integer matrix representing left
multiplication by Xi.
Proposition 6.9. We have djdk =
∑
i
Tr(T ijk) di.
Proof.
djdk =
=
=
∑
i,p
=
∑
i,p
ijk,pdi (by Lemma 6.8)
=
∑
i
Tr(T ijk) di.
In the previous section we emphasized the analogy between the pivotal
symbols and the 6j-symbols in a fusion category. Now, it is known that the
6j-symbols have the following symmetry properties [39, Lemma 2.7.8]:{
ijk
pqr
}
=
{
pqk
ijr
}
.
The next lemma establishes the corresponding symmetry properties for the
pivotal symbols.
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Lemma 6.10. The numbers Tr(T ijk) have the following symmetry properties:
(i) Tr(T ijk) = Tr(T
k∗
i∗j) (Conjugate cyclic)
(ii) Tr(T ijk) = Tr(T
i∗
k∗j∗) (Conjugate symmetric)
Proof. The origin of these symmetries is that the presence of duals allows
one to convert eigenvectors of the T ijk operators amongst themselves, while
preserving their eigenvalues. To establish (i), suppose that {ap : Xi → Xj ⊗
Xk} is an eigenbasis for the operator T ijk, so that T ijkap = ijk,pap. Then the
basis for Hom(X∗k , X
∗
i , Xj) given by
bp :=
are eigenvectors of T k
∗
i∗,j with the same eigenvalues as ap, since
T k
∗
i∗,j(bp) = = 
i
jk,p = 
i
jk,pbp.
The proof of (ii) is similar, except one uses the dual basis {ap : Xj⊗Xk → Xi}
to define a basis {cp} for Hom(X∗i , X∗k ⊗X∗j ) via
cp := .
A similar string diagram argument then establishes that T i
∗
k∗j∗c
p = ij,kc
p.
We can use all these results to prove the following important fact.
Proposition 6.11. The paired dimensions d{i,i∗} are real and positive.
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Proof. We organize the various roots di ≡ into a column vector:
d =
(
, , . . . ,
)T
.
Define the matrices Aj via [Aj ]ik = Tr(T
i
jk). Then Proposition 6.9 says that
d is a simultaneous eigenvector of each Aj with eigenvalue dj , i.e.
Ajd = djd.
Thus we have AjAj∗d = djdj∗d = d{j,j∗}d and so d{j,j∗} is an eigenvalue of
the matrix AjAj∗ . But Aj∗ = ATj , by the symmetry properties established
in Lemma 6.10:
[Aj∗ ]ik = Tr(T
i
j∗k)
= Tr(T k
∗
i∗j∗)
= Tr(T kji)
= [Aj ]ki .
Thus d{j,j∗} is an eigenvalue of the positive definite real matrix AjATj and is
therefore real and positive.
We close this section by demonstrating how the presence of extra sym-
metry in the fusion category forces the pivotal tensor to be trivializable.
We say that a fusion category has a ∗-operation is it is equipped with a
contravariant monoidal endofunctor ∗ which squares to the identity. Many
fusion categories arising from mathematical physics have this property, since
they are often the categories of unitary representations of some or other
structure, where the ∗-operation is `taking the adjoint' of a linear map.
Proposition 6.12. If a fusion category is equipped with a ∗-operation, then
in the root choice where all the di are positive each involution T
i
jk must be
the identity map.
Proof. The reason is that if the fusion category has a ∗-operation, then
each involution T ijk factors as M
∗M where M is some other linear operator;
therefore T ijk is positive definite and so it must be the identity map. Start by
choosing the all the roots d2i = d{i,i} to be positive. If we have a ∗-operation,
then we can normalize the units and counit maps at the level of the simple
objects by the requirement that
= di (or equivalently = di).
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This normalization is determined up to a complex phase eiφ; we ask that
these phases be fixed. This allows us to factor T ijk as the composite NM ,
Hom(Xi, Xj ⊗Xj)
M
((
Hom(X∗k ⊗X∗j , X∗i )
N
ee ,
where
M7→ and N7→ .
Now, recall from Chapter 5.5.3 that in a semisimple ∗-category we can always
place an inner product on the hom-sets Hom(V,W ) via the formula
(f, g) = Tr(f∗g)
where Tr : End(V )→ C is the trace operation on the endomorphisms in the
category,
Tr(h) =
∑
i,p
〈b†i,phbi,p〉
where {bi,p : Xi → V } is a `∗-basis' which decomposes V in terms of the
simple objects Xi, that is b
†
i,pbi,q = δpq (see also Proposition 2.1 of [99]). By
definition this inner product is compatible with the ∗-structure, that is
(fg, h) = (g, f∗) and (fg, h) = (f, hg∗)
whenever this makes sense; in other words we have equipped our category
with the structure of a 2-Hilbert space [6].
We claim that with respect to these inner products, N = M∗ and hence
T = M∗M and hence T must be the identity. Indeed, if we work with the
basis for Hom(X∗k ⊗X∗j , X∗i ) given by
cp :=
then
(bp, Ncq) =
 ,
 = δpq
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while
(Mbp, cq) =
(
idX∗i , cq(Mbp)
†
)
=

,

=

,

= δpq.
Thus N = M∗ and the result has been proved.
6.5 Existence of pivotal and spherical structures
Up to this point we have essentially been using Hagge and Hong's string
diagram observation [72, Thm 3] to rederive the results of Calaque, Etingof
and Nikshych [56] about fusion categories purely in terms of string diagrams.
In this section we go beyond these results in the following way. We show
that an even-handed structure (equivalently, a pivotal structure) on a fusion
category can only exist if all the involution operators T ijk we introduced
earlier equal plus or minus the identity map. This is precisely the requirement
that the pivotal symbols ijk,p  which are the eigenvalues of T
i
jk  are
independent of p, so that we can write them simply as ijk. In this situation
,we show that an even-handed structure is the same thing as a -twisted
monoidal natural transformation of the identity on the category. Moreover
we show that the even-handed structure can be made spherical if and only if
a root choice {d2i = d{i,i∗}} of the paired dimensions exists in which all the
involution operators T ijk equal the identity map.
We apologize to the reader that it might well turn out that the involution
operators T ijk in a fusion category are always plus or minus the identity, and
also that these signs might always be removable by making a different root
choice {d2i = d{i,i∗}}. Nevertheless we hope our contribution at least clarifies
the conditions necessary for the existence of a pivotal structure, and makes
precise the equations which are involved. We hope that this result will help
to decide the conjecture made in [56] that a pivotal structure always exists.
Let us define what we mean by a `twisted monoidal natural transforma-
tion of the identity'. Firstly observe that a monoidal natural transformation
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of the identity on a semisimple monoidal linear category is the same thing
as a collection of numbers {θi} assigned to the simple objects Xi satisfying
θi = θjθk whenever Xi appears in Xj ⊗Xk.
This causes us to make the following definition.
Definition 6.13. Let C be a fusion category in which a root choice
{
d2i = d{i,i∗}
}
of the paired dimensions has been made. Suppose that the resulting involu-
tions T ijk : Hom(Xi, Xj⊗Xk)→ Hom(Xi, Xj⊗Xj) are equal to plus or minus
the identity map, that is T ijk = 
i
jk id for all i, j, k, where 
i
jk = ±1. Then
an -twisted monoidal natural transformation of the identity is a collection
of numbers {ti}i∈I satisfying
tjtk = ijkti whenever Xi appears in Xj ⊗Xk.
We write the collection of solutions to these equations as Aut⊗(idC).
Observe that our claim relating even-handed structures to twisted natural
transformations at least has the right symmetry group.
Lemma 6.14. The group Aut⊗(idC) acts freely and transitively on Aut⊗(idC).
Proof. A monoidal natural transformation of the identity θ acts on a twisted
monoidal natural transformation by setting t′i = θiti. It is clear that this
action is free and transitive.
We will also need the following basic fact later.
Lemma 6.15. If t ∈ Aut⊗(idC) is an -twisted monoidal natural transfor-
mation of the identity, then we automatically have t1 = 1 and ti∗ = 1ti for
all i.
Proof. Since 1 ∼= 1 ⊗ 1, we have t1 = 111t21. But 111 = 1, by coherence in a
monoidal category (every diagram constituted solely from the unit isomor-
phisms must commute), so that t1 = 1. Similarly, since 1 appears in X∗i ⊗Xi,
we have titi∗ = 1ii∗t1. But a string diagram argument shows that 
1
ii∗ = 1;
hence ti∗ = 1ti .
Pivotal cohomology
Our main result is that an even-handed structure on a fusion category is the
same thing as an -twisted monoidal natural transformation of the identity,
but our second claim is that the even-handed structure can be made spherical
structure if and only if the signs can be removed from the -tensor by an
appropriate choice of signs of the roots di. We can formalize this as follows.
Let A be a fusion ring; recall from Section 6.2 that this is a ring which looks
like the Grothendieck ring of a fusion category. Suppose that the labels for
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the simple objects are parameterized by a set I. We define a collection of
pivotal symbols on A as a choice of signs {ijk = ±1}i,j,k∈I which satisfy the
symmetry properties of Lemma 6.10:
ijk = 
k∗
i∗j , 
i
jk = 
i∗
k∗j∗ and 
1
ii∗ = 1; for all i, j, k ∈ I.
We say that two collections of pivotal symbols  and ′ are equivalent if there
is a function f : I → {1,−1} with f1 = 1 and fi = fi∗ such that
′ijk = fifjfk
i
jk.
We call the set of equivalence classes of collections of pivotal symbols
Hpiv(A,Z/2) =
{
candidate collections of pivotal symbols {ijk}
}
/ ∼
the pivotal cohomology of the fusion ring A. Observe that one can multiply
collections of pivotal symbols together, so that Hpiv(A,Z/2) is an abelian
group. In summary, we see that a fusion category C whose involution op-
erators T ijk are plus or minus the identity operator gives rise to a class
[] ∈ Hpiv([C],Z/2) in the pivotal cohomology of [C]. Our claim will be
that C can carry spherical even-handed structure if and only if this class is
trivial.
Examples for pivotal cohomology
Let us calculate the pivotal cohomology of some of the examples of fusion
rings listed in Section 1.3.2 of [36].
(i) The Yang-Lee fusion ring A1 is generated by 1 and X with X2 =
X and X∗ = X. Thus the only nontrivial component of a pivotal
tensor is XXX , and its sign can be changed by setting fX = −1. Thus
Hpiv(A1,Z/2) = 1.
(ii) The fusion rings Bn are generated by X0, . . . , Xn−1 and Y , with Y 2 =
(n − 1)Y + ∑n−1i=0 Xi, XY = Y X = Y, Y ∗ = Y,XiXj = Xi+j and
X∗i = X−i (indices are taken mod n). When n = 2, the indepen-
dent components can be taken to be X1Y Y and 
Y
Y Y , and their signs can
be changed independently by fX1 and fY , so H(B2,Z/2) = 1. When
n = 3, we find three independent components X1Y Y , 
X2
X1X1
and YY Y , and
only two degrees of freedom fY and f{X1,X2} in adjusting the signs, so
that Hpiv(B3,Z/2) = Z/2. Clearly as n grows the number of indepen-
dent components of ijk grows as n
2, while the degrees of freedom in
adjusting the signs is only linear in n, so the pivotal cohomology will
grow ever larger.
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(iii) The fusion rings RG of the Tambara-Yamagami categories [127] have
the form Z[G]⊕ Z[Y ] for a finite abelian group G with Y 2 = ∑g∈G g,
gY = Y g = Y , gh = g · h, g∗ = g−1 and Y ∗ = Y . The same argu-
ment as we made for the fusion rings Bn establishes that the size of
Hpiv(RG,Z/2) grows ever larger with |G|.
Nevertheless, although in these examples the pivotal cohomology of the fu-
sion rings is generally nonzero, the class in that cohomology coming from
the fusion category itself is always trivial, because all these categories are
spherical (we remind the reader that all known examples of fusion categories
can be given a spherical even-handed structure).
Main result
We can now state the main result of this chapter.
Theorem 6.16. Let C be a fusion category over C with representative simple
objects Xi. Suppose that a choice of roots d
2
i = d{i,i∗} of the paired dimen-
sions has been made, with resulting involution operators T ijk : Hom(Xi, Xj ⊗
Xk)→ Hom(Xi, Xj ⊗Xk). Then:
(i) Unless T ijk = ± id for all i, j and k, the fusion category C cannot carry
an even-handed structure.
(ii) Suppose that T ijk = 
i
jk id for all i, j and k, where 
i
jk = ±1. Then an
even-handed structure on C is the same thing as an -twisted monoidal
natural transformation of the identity on C. That is, there is a canon-
ical bijection of sets
Even-Handed(C) ∼= Aut⊗(idC).
(iii) Furthermore, the even-handed structure can be made spherical if and
only if [] = 0 in Hpiv([C],Z/2).
Proof. (i) and (ii). Suppose that Ψ is an even-handed structure on C. At
the level of the simple objects, we can write (using the Partner Convention)(
,
)
Ψ7→
(
1
ti
, ti
)
for nonzero scalars ti. Another way to write this formula is(
,
)
Ψ7→ sign(di)
(
1
ti
√
, ti
√ )
where
(
,
)
is an arbitrary choice of unit and counit maps ex-
pressing X∗i as a left dual of Xi; in this formula the signs of di are made
explicit. Observe also that since Ψ2 = id, we have ti∗ = 1ti .
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We now show that Ψ is completely determined by these numbers ti.
Consider the behaviour of Ψ at an arbitrary object V ∈ C,(
,
)
Ψ7→
(
,
)
.
By choosing bases
{vi,p : Xi → V }dimHom(Xi,V )p=1
for each hom-space Hom(Xi, V ), with accompanying dual bases written as
{vpi : V → Xi},
we find that
=
∑
i,p
=
∑
i,p
=
∑
i,p
1
ti
.
where the last equality uses the even-handedness of Ψ. Similarly we have
=
∑
i,p
ti . (6.1)
Thus Ψ is completely determined by the numbers ti. Now, the fact that Ψ
respects tensor products means that
Ψ
  = tjtk
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where we are again applying the Partner Convention. We can expand out
this equation using (6.1) to obtain
∑
i,p
ti = tjtk .
Thus we have
∑
i,p
ti = tjtk
where we recognize the operator T ijk acting on ai,p, which is an eigenvector,
so we have
∑
i
ti
∑
p
ijk,p = tjtk .
In terms of matrices on the vector spaces Hom(Xi, Xj ⊗ Xk), we therefore
have
ti

ijk,1
ijk,2
. . .
ijk,n
 = tjtk id whenever Xi appears in Xj ⊗Xk.
Thus for fixed i, j, k all the pivotal symbols ijk,p must be equal  whence
we will write them as ijk  and the numbers {ti} constitute an -twisted
monoidal natural transformation of the identity on C:
ti = ijktjtk whenever Xi appears in Xj ⊗Xk. (6.2)
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In the reverse direction, suppose that {ti} are some nonzero scalars satisfying
(6.2). Then we can define an even-handed structure Ψ by the formula
(
,
)
Ψ7→
(∑
i,p
1
ti
,
∑
i,p
ti
)
.
Let us verify that this formula satisfies the axioms. Firstly, we have Ψ2 =
id since a quick string diagram argument shows that this is equivalent to
ti∗ = 1ti , which we saw in Lemma 6.15 was a consequence of the equations
(6.2) satisfied by the scalars ti. We also saw that these equations required
that t1 = 1, so that Ψ acts as the identity on the trivial adjunction on the
unit object. Moreover Ψ respects the monoidal structure, because we have
seen that this is precisely equivalent to the equation ti = ijktjtk whenever
Xi appears in Xj ⊗Xk.
Finally, the even-handed equation is trivially satisfied, because it is triv-
ial at the level of the simple objects. To see this, suppose θ : V → W is a
morphism. For each i choose bases {vi,p : Xi → V } and {wi,q : Xj →W} for
Hom(Xi, V ) and Hom(Xi,W ) respectively; the corresponding dual basis vec-
tors are written as vpi and w
q
i as usual. Fix a right dual (V
∗, , )
for V and similarly forW . Now we also have the corresponding `∗-dual' basis
vectors
vpi
∗ = , v∗i,p = , v
∗
i,qv
p
i
∗ = δpq
and the same for W . With this setup, the matrix elements of θ∗ compute as
the transpose of the matrix elements of θ:
〈v∗i,pθ∗wqi ∗〉 = 〈 〉 = 〈 〉 = 〈wqi θvi,p〉.
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And the same holds for ∗θψ:
〈v∗i,p∗θΨwqi ∗〉 =
∑
j,q′
∑
k,p′
= = 〈wqi θvi,p〉.
(iii) The pivotal structure specified by the numbers ti is spherical when
dim[Xi] = dim[X∗i ]. This is the requirement that
ti = ti∗ ,
which since ti∗ = 1ti , is the requirement that t
2
i = 1. Thus a spherical
structure exists if and only if there is a solution of the pivotal equations
(6.2) with each ti = ±1. This means that
ijk = sign(ti) sign(tj) sign(tk).
But then we can remove all the signs from the -tensor by choosing a new
root system di 7→ sign(ti)di, because under this transformation the the 
tensor will transform as
ijk 7→ sign(ti) sign(tj) sign(tk)ijk = 1.
Thus [] = 0 in Hpiv(C, Z2 ). Conversely, if  can be made trivial then ti = 1
is a spherical solution of the pivotal equations.
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Chapter 7
Unitary 2-representations and
their 2-characters
In this chapter we define and investigate unitary 2-representations of finite
groups on 2-Hilbert spaces and their corresponding 2-characters.
The idea of a `categorified representation' of a group or 2-group as a group
action on some sort of `categorified vector space' has already been studied by
a number of authors, including Elgueta [53], Crane and Yetter [45], Barrett
and Mackaay [17], Ganter and Kapranov [67], Ostrik [104], Freed [61] and
Baez, Baratin, Freidel and Wise [8]. These only represent the texts where
group actions on semisimple linear categories were studied, because that is
the area in which the present author is most familiar. There is also a body
of work having to do with braid group actions on derived categories, starting
with that of Deligne [48], but also Seidel and Thomas [119]; a number of
works having to do with the Khovanov homology research programme for
categorifying tangle invariants [84]; as well as works arising in geometric
representation theory which are close in spirit to the Geometric Langlands
programme [24].
The notion of the 2-character of a 2-representation which we will shortly
discuss has been defined independently by Ganter and Kapranov [67], but
there is also the important early work by Luztig on character sheaves [92]
which is now being developed by Boyarchenko and Drinfeld amongst others
in the setting of unipotent groups [32], and we mention also the work of
Polesello and Waschkies [105] in this regard.
Certainly there is a lot of work to be done in unifying the various pictures.
As far as our own personal contribution here is concerned, we have already
outlined in the introduction to this thesis what is novel in our approach, but
for the benefit of the reader we briefly recall the following. Firstly, we study
unitary 2-representations on the 2-Hilbert spaces of Baez [6], which to our
knowledge have not been explicitly defined or studied before. In this way
we make contact with the Baez-Dolan research programme [10] of extended
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topological quantum field theory, where unitary structures play the central
role, because they provide the crucial ingredient of duality. Secondly, we use
string diagrams as our basic notation for working with 2-representations and
their 2-characters, a strategy which considerably simplifies many construc-
tions and computations. Thirdly, because a 2-Hilbert space can be regarded
as a `categorified vector space equipped with an inner product', studying
unitary 2-representations enables us to develop a push-forward map for the
2-character of a 2-representation. This enables one to see the 2-character as
a functor
χ : [2Rep(G)]→ HilbG(G)
from the homotopy category of unitary 2-representations to the category
of vector bundles over the group equivariant under the conjugation action.
One of our main results in this thesis, which we will prove in Chapter 9 after
establishing the geometric correspondence between unitary 2-representations
and equivariant gerbes, is that after one tensors the hom-sets in [2Rep(G)]
with C the resulting 2-character functor is unitarily fully faithful. This is
the categorification of the fact that the ordinary character map is a unitary
isomorphism
χ : [Rep(G)]→ Class(G)
from the set of isomorphism classes of unitary representations of a group to
the Hilbert space of class functions becomes a unitary isomorphism after one
tensors [Rep(G)] with C.
We should insert the disclaimer here that 2-Hilbert spaces are only a first
approximation to `categorified Hilbert spaces' because they are semisimple
and hence not rich enough to accommodate continuous geometry; this is
the reason we must restrict ourselves to 2-representations of finite groups.
We hope though that similar ideas will apply in the non-semisimple derived
context that we mentioned above; the work of Costello [47] appears to be a
promising way to unify the two pictures. In addition, Baez, Baratin, Freidel
and Wise have built on work of Crane and Yetter [138, 45] by accommodating
2-representations of Lie 2-groups using a notion of 2-Hilbert space where the
objects are `measurable fields of Hilbert spaces' supported over a measurable
space [8].
We should also remark that not all facts about ordinary characters of rep-
resentations carry over to 2-representations on 2-Hilbert spaces; for instance
we will see in Chapter 9.6 that the 2-character does not always distinguish
inequivalent 2-representations.
In Section 7.1 we define unitary 2-representations and the 2-category
2Rep(G) which they constitute, firstly in a terse higher categorical way, and
then by expanding out this definition in ordinary notation as well as in string
diagram notation by introducing graphical elements to depict the various
pieces of data involved. In Section 7.2 we give a number of examples of
unitary 2-representations, and the morphisms between them. In Section 7.3
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we introduce new graphical elements into the string diagram notation, and
prove some basic graphical identities. In Section 7.4 we show that unitary
2-representations are compatible with the canonical even-handed structure
on 2Hilb, a fact which allows an important diagrammatic lemma regarding
adjunctions to be established. Finally in Section 7.5 we define the notion of
the 2-character of a 2-representation, and use the string diagram technology
we have developed to give elegant proofs of the fact that the 2-character of a
2-representation produces an equivariant vector bundle over the group, and
that the 2-character of amorphism of 2-representations produces a morphism
between the corresponding equivariant vector bundles, in a manner which is
well-defined and functorial with respect to composition of 1-morphisms in
2Rep(G).
7.1 The 2-category of unitary 2-representations
In this section we define the 2-category 2Rep(G) of unitary 2-representations
of a finite group G. We do this in two stages  firstly we define it in a terse
higher-categorical way, and then we expand out this definition explicitly in
traditional notation as well as in string diagrams, introducing new graphical
elements to depict the various pieces of data involved.
Since there are various conventions for terminology for 2-categories, we
remind the reader we are essentially using those of Leinster [91]. Also, we use
the notation that BG refers to the group G thought of as a one object cate-
gory, with the elements of G as morphisms (we use bold face to distinguish
BG from BG, the geometric realization of the nerve of BG).
Definition 7.1 (compare [53, 45, 17, 67, 104]). The 2-category 2Rep(G)
of unitary 2-representations of a finite group G is defined as follows. An
object is a unitary weak 2-functor BG → 2Hilb, where BG is thought of
as a 2-category with only identity 2-morphisms. A morphism is a transfor-
mation whose coherence isomorphisms are unitary, and a 2-morphism is a
modification.
Recall from Chapter 3.3 that a linear ∗=functor between 2-Hilbert spaces
is called unitary if it is unitary at the level of hom-sets; by a `unitary' weak
2-functor α : G → 2Hilb we mean one which sends each element of G to a
unitary endofunctor αg : H → H of a 2-Hilbert space.
We now expand this definition out.
7.1.1 Unitary 2-representations
A unitary 2-representation of G consists of:
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 A finite-dimensional 2-Hilbert space H, drawn as
or when H is understood,
 For each g ∈ G, a linear ∗-functor H αg←− H which at the level of
hom-sets is a unitary linear map, drawn as
or simply ,
 A unitary natural isomorphism a(e) : idH ⇒ αe (where e is the identity
element of G), and for each g1, g2 ∈ G, a unitary natural isomorphism
a(g2, g1) : αg2 ◦ αg1 ⇒ αg2g1 , drawn as
idA
a(e)

αg
,
αg2 ◦ αg1
a(g2,g1)
αg2g1
such that
αg
a(e)∗id
w vv
vv
vv
vv id ∗a(e)
'H
HH
HH
HH
H
αe ◦ αg
a(e,g) 'H
HH
HH
HH
H
αg ◦ αe
a(g,e)w vv
vv
vv
vv
αg
and
αg3 ◦ αg2 ◦ αg1
a(g3,g2)∗id
"*M
MMM
MMM
MMM
MMM
MMM
MMM
M
id ∗a(g2,g1)
t| qqq
qqq
qqq
q
qqq
qqq
qqq
q
αg3g2 ◦ αg1
a(g3,g2g1) "*M
MMM
MMM
MMM
MMM
MMM
MMM
M
αg3 ◦ αg2g1
a(g3g2,g1)t| qqq
qqq
qqq
q
qqq
qqq
qqq
q
αg3g2g1
commute, or in string diagrams,
= = and = .
(7.1)
We will draw the inverse 2-isomorphisms a(e)−1 : αe ⇒ idH and a(g2, g1)−1 : αg2g1 ⇒
αg2 ◦ αg1 as
αe
a(e)∗
idA
,
αg2g1
a(g2,g1)∗
αg2 ◦ αg1
.
Recall that these 2-isomorphisms are required to be unitary, so that a(e)−1 =
a(e)∗ and a(g2, g1)−1 = a(g2, g1)∗. The fact that these satisfy a(e)−1a(e) =
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id and a(e)a(e)−1 = id, and similarly for the a(g2, g1), is drawn as follows:
= , = (7.2)
= , = . (7.3)
We will abbreviate all of this data (H, {αg}, a(e), {a(g2, g1)}) simply as α.
7.1.2 Morphisms
A morphism σ : α → β of unitary 2-representations is a transformation
from α to β whose coherence isomorphisms are unitary. Thus, if α =
(Hα, {αg}, a(e), {a(g2, g1)}) and β = (Hβ, {βg}, b(e), {b(g2, g1}), then it con-
sists o:f
 A linear ∗-functor σ : Hα → Hβ , drawn as
or (Hα and Hβ understood)
The line for σ is thick and coloured differently, so as to distinguish it
from the lines for the functors αg and βg.
 For each g ∈ G a unitary natural isomorphism σ(g) : βg ◦ σ ∼⇒ σ ◦ αg,
drawn as
βg ◦ σ
σ(g)

σ ◦ αg
such that
βg2 ◦ βg1 ◦ σ
b(g2,g1)∗id
s{ ppp
ppp
ppp
p
ppp
ppp
ppp
p
id ∗σ(g1)+3 βg2 ◦ σ ◦ αg1
σ(g2)∗id

βg2g1 ◦ σ
σ(g2g1) #+O
OOO
OOO
OOO
O
OOO
OOO
OOO
OO
σ ◦ αg2g1 σ ◦ αg2 ◦ αg1
id ∗a(g2,g1)
ks
σ
b(e)∗id

id ∗a(e)
!)J
JJJ
JJJ
JJJ
JJJ
JJJ
JJJ
J
βe ◦ σ
σ(e)
+3 σ ◦ αe
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commute, or in string diagrams,
= and = . (7.4)
We will draw the inverse 2-isomorphisms σ(g)−1 : σ ◦ αg ⇒ βg ◦ σ as
σ ◦ αg
σ(g)∗

βg ◦ σ
.
These are required to be unitary, so that σ(g)∗ = σ(g)−1. By definition we
have sigma(g)−1σ(g) = id and σ(g)σ(g)−1 = id, that is,
= and = . (7.5)
We will abbreviate all of this data (σ, {σ(g)}) simply as σ. Observe that
a morphism of 2-actions of G, which might be called an intertwiner, really
does have an `intertwining' aspect to it when expressed in terms of string
diagrams.
7.1.3 2-morphisms
Finally, if α and β are unitary 2-representations of G, and σ, ρ : α → β are
morphisms between them, then a 2-morphism θ : σ ⇒ ρ is a modification
from σ to ρ. Thus, θ is a natural transformation σ to ρ, drawn as
σ
θ

ρ
,
such that
βg ◦ σ
σ(g)
v~ uu
uu
uu
uu
u
id ∗θ
 (H
HH
HH
HH
H
σ ◦ αg
θ∗id  (I
II
II
II
II
βg ◦ ρ
ρ(g)v~ uu
uu
uu
uu
ρ ◦ αg
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commutes, or in string diagrams,
= . (7.6)
We trust that the simplicity of these diagrams has persuaded the reader the
string diagrams are a useful notation for working with 2-representations. We
will develop this notation further as we go along.
7.2 Examples
We now give some examples to illustrate these ideas; we will say more about
them in Section 9.1 once we have established the geometric interpretation
of unitary 2-representations in terms of equivariant gerbes. We encourage
the reader to consult the paper of Ganter and Kapranov [67] for examples of
group actions on linear categories arising in a geometric context of a more
advanced nature.
2-representations can be strictified
Before we give the examples, let us first mention an important fact to keep in
mind when thinking about 2-representations. A 2-representation α is called
strict if all the coherence isomorphisms are identities.
Lemma 7.2. Every 2-representation is equivalent inside 2Rep(G) to a strict
2-representation.
Proof. The proof is essentially an application of the 2-Yoneda lemma, which
can be found for instnace in [123, 70] as well as [58, page 60]. Given a 2-
representation of G on a 2-Hilbert space H, we can define a corresponding
strict 2-representation of G on the 2-Hilbert space
Hom2Rep(G)(Hilb[G], α),
where Hilb[G] is the category of G-graded Hilbert spaces on which G acts
by left multiplication.
We warn the reader that this does not mean that there is no information
in the coherence isomorphisms  it just means that this information can
always be shifted into the structure of a new and bigger category, if one
wishes to do so. In other words, a strict 2-representation on a `big' 2-Hilbert
space (such as `the category of all such and such') is not always as trivial
as it may seem  to decide this, one has to calculate the 2-cocycle of the
corresponding equivariant gerbe, as we explain in Section 9.1.
144CHAPTER 7. 2-REPRESENTATIONS AND THEIR 2-CHARACTERS
7.2.1 Automorphisms of groups
Suppose G ⊆ Aut(K) is a subgroup of the automorphism group of a finite
group K. This gives rise to a unitary 2-representation of G on the 2-Hilbert
space Rep(K) by precomposition. That is, if V is a unitary representation
of K, then g · V ≡ V g has the same underlying vector space except that the
action of k ∈ K on V g corresponds to the action of g−1 · k on V . This is of
course a strict 2-representation, but it is not necessarily frivolous, as we shall
see in the next example. Also note that any 2-representation of this form
will necessarily be unitary. That is because it can only permute irreducible
representations of the same dimension amongst each other, and we saw in
Chapter 3 that the scale factors on the irreducible representations in the 2-
Hilbert space Rep(K) are precisely their dimensions divided by the order of
the group, so that a functor which permutes the irreducibles is unitary if and
only if it sends representations of the same dimension amongst themselves.
7.2.2 The metaplectic representation
A good example of a nontrivial 2-representation of the above sort is the action
of SL2(R) on Rep(Heis), the category of representations of the Heisenberg
group. Of course, SL2(R) is not a finite group, but all the definitions above
still apply.
The Heisenberg group arises in quantum mechanics (see for example [40]).
It is the 3-dimensional Lie group with underlying manifold R2×U(1)  with
R2 thought of as phase space with elements being pairs v = (vz, vp)  and
multiplication defined by
(v, eiθ) · (w, eia) = (v + w, eiω(v,w)ei(θ+a)),
where ω(v, w) = 12(vzwp − vpwz) is the canonical symplectic form on R2.
Up to isomorphism, there is only one irreducible representation of Heis on a
separable Hilbert space, with the U(1) factor acting centrally. Namely, the
action on L2(R) given by
(z · f)(x) = eizxf(x), (p · f)(x) = f(x− p).
Since there is only one irreducible representation, Rep(Heis) is a one-dimensional
2-Hilbert space.
Now SL2(R) is the group of symplectomorphisms of R2, hence it acts as
automorphisms of Heis, giving rise to a unitary 2-representation of SL2(R)
on Rep(Heis) via the standard prescription (g · ρ)(v, eiθ) = ρ(g−1 · v, eiθ).
This gives rise to a nontrivial projective representation of SL2(R) on
L2(R); the fact that the projective factor cannot be removed is known as the
`metaplectic anomaly'. Indeed, the viewpoint of 2-representations elucidates
somewhat the nature of this anomaly. It might seem strange at first that the
action of SL2(R)  the symmetry group of the classical phase space R2 
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does not survive quantization, becoming instead a projective representation.
However SL2(R) does act on Rep(Heis), the collection of all quantizations.
From this we see that the `anomaly' arose from an attempt to decategorify
this action, by artificially choosing a fixed quantization ρ.
7.2.3 2-representations from exact sequences
We've seen how an action of G on another group K gives rise to a unitary
2-representation of G on Rep(K). The same can be said for a `weak' action
of G on K. Suppose
1→ K i↪→ E pi G→ 1
is an exact sequence of finite groups, which has been equipped with a set-
theoretic section s : G→ E such that s(e) = e. We can think of this data as
a homomorphism of 2-groups
G→ AUT (K)
where AUT (K) is the 2-group whose objects are the automorphisms of K
and whose morphisms are given by conjugation (see [13, 9]). Explicitly,
one thinks of the group K as being the morphisms of a one-object category
(also denoted K), and for each g ∈ G, g : K → K is the functor defined by
conjugating in E,
g · k := s(g)ks(g)−1
where we have identified K with its image in E. This determines a K-valued
2-cocycle ϕ having the property that
g2 · g1 · k = ϕ(g2, g1)[(g2g1) · k]ϕ(g2, g1)−1
for all k ∈ K.
This data gives rise to a unitary 2-representation α of G on Rep(K), by
precomposition. Explicitly, if ρ is a representation of K, and g ∈ G, then
αg(ρ) has the same underlying vector space as ρ, with the action of K given
by
αg(ρ)(k) = ρ(g−1 · k).
The coherence natural isomorphisms a(g2, g1) : αg2 ◦ αg1 ⇒ αg2g1 have com-
ponents
a(g2, g1)ρ = ρ(ϕ(g−11 , g
−1
2 ))
while a(e) : id⇒ αe is just the identity.
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7.2.4 Other examples of 2-representations
One expects to find similar examples of unitary 2-representations of groups
arising from automorphisms of other geometric or algebraic structures  for
instance, the automorphisms of a rational vertex operator algebra or of an
affine lie algebra will act on their category of representations, which in good
cases are 2-Hilbert spaces. We encourage the reader to view the slides of the
talk of Mason in this regard [96].
7.2.5 Morphisms of 2-representations from morphisms of ex-
act sequences
We have seen how one obtains a 2-representation of G from an exact sequence
of groups (equipped with a set-theoretic section) with G as the final term,
or equivalently from a weak action of G on another group. A morphism of
such a structure gives rise to a morphism of 2-representations by induction.
Indeed, suppose we have a map of exact sequences
1 // K
f0

// E
f1

// G //
id

1
1 // L // F // G // 1
.
In higher category language, this is essentially the same thing as a morphism
inside the 2-category
Hom(BG,Groups)
of weak 2-functors, transformations and modifications from BG (thought of
as a 2-category with only identity 2-morphisms) to the 2-category of groups
(objects are groups, morphisms are functors, 2-morphisms are natural trans-
formations). Then by inducing along f0 we get a map
σ ≡ Ind(f0) : Rep(K)→ Rep(L)
and also natural isomorphisms
σ(g) : βg ◦ σ ⇒ σ ◦ αg,
where α and β are the associated 2-representations of G on Rep(K) and
Rep(L) respectively. In other words, a map of exact sequences gives rise to
a morphism of 2-representations.
7.3 More graphical elements
The reason we have been drawing arrows on the strings representing the
functors αg involved in a 2-representation α is to conveniently distinguish
group elements from their inverses: if a downward pointing section of a string
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is labeled `g' then it represents αg, and upward pointing sections of the same
string represent αg−1 . Using this convention we now construct some new
graphical elements from the old ones. From now on we drop the bounding
boxes on the diagrams.
Define ηg : id⇒ αg−1 ◦ αg and g : αg ◦ αg−1 ⇒ id as:
ηg = := ≡
id
a(e)
αe
a(g−1,g)−1
αg−1 ◦ αg
g = := ≡
αg ◦ αg−1
a(g,g−1)
αe
a(e)−1
id
These are indeed unitary natural transformations, since their inverses are
clearly given by
η∗g = := 
∗
g = := .
In other words, we have the no loops and merging rules
= =
and similarly for the reverse orientations.
We now show that these new graphical elements behave as their string
diagrams suggest. The first part of the following lemma actually says in more
orthodox terminology that `αg is an ambidextrous adjoint equivalence from
the underlying 2-Hilbert space to itself', or more precisely `for all g ∈ G,
αg a αg−1 via (ηg, g)'. But it's the simple fact that these string diagrams
can be manipulated in the obvious intuitive fashion which is more important
for us here.
Lemma 7.3. Suppose α is a 2-representation of G. The following graphical
moves hold:
(i) = = (ii) =
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(iii) = = (iv) =
Proof. (i) The first equation as proved as follows,
.
In step 1 we zip together using the rule (7.2a), in 2 we slide the button
around using (7.3b), in 3 we unzip again using (7.2a) and in 4 and 5 we
contract the identity string using (7.1b). The other equations are proved
similarly.
Now we record for further use some allowable graphical manipulations
for morphisms of 2-representations.
Lemma 7.4. Suppose σ : α → β is a morphism of 2-representations. The
following graphical moves hold:
(i) = (ii) =
Proof. Equation (i) is proved as follows,
(a)
=
(b)
=
(c)
= ,
where (a) uses the inverse rule (7.5a), (b) uses the button-dragging rule
(7.4a), and (c) uses the reverse inverse rule (7.5b). Equation (ii) is proved
similarly, after one expands out the cups and caps ηg and g using their
definitions we gave above.
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7.4 Even-handedness and unitary 2-representations
In this section we define what it means for a 2-representation to be com-
patible with a given even-handed structure, and we show that unitary 2-
representations are compatible with the even-handed structure on 2Hilb.
This enables certain important string diagram manipulations to be made.
Consider the category Rep(G) of unitary representations of a group G.
If σ : ρ1 → ρ2 is an intertwining map between two unitary representations,
then the adjoint σ∗ : ρ2 → ρ1 is also an intertwining map, because
σ∗ ◦ ρ2(g) = σ∗ ◦ ρ∗2(g−1)
= (ρ2(g−1) ◦ σ)∗
= (σ ◦ ρ1(g−1))∗
= ρ1(g) ◦ σ∗.
The corresponding result for unitary 2-representations is a bit more subtle.
Suppose that σ : α→ β is a morphism of unitary 2-representations of G, and
that
σ∗ : Hβ → Hα
is a functor between the underlying 2-Hilbert spaces which is adjoint to
the underlying functor σ : Hα → Hβ . We first need to equip σ∗ with the
structure of a morphism of 2-representations
σ∗ : β → α.
This is easily done: choose unit and counit natural transformations (η, )
expressing σ∗ as a right adjoint of σ, and then define the coherence isomor-
phisms σ∗(g) as
σ∗(g) := σ(g−1)† : αg ◦ σ∗ ⇒ σ∗ ◦ βg.
In string diagrams,
σ∗(g)
drawn as≡ := =
where the last simplification step uses Lemma 7.4 (ii). It is clear that this
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definition of σ∗(g) satisfies the coherence equations (7.4):
:= =
= =: .
Observe also that the inverse σ∗(g)−1 is given by
:= .
But what if we had chosen to define σ∗(g) via the structure of σ∗ as a left
adjoint of σ instead, using the unit and counit maps (Ψ(η),Ψ() coming from
the even-handed structure? We need the following definition.
Definition 7.5. A 2-representation α of a group G on an object inside
an even-handed 2-category is said to be compatible with the even-handed
structure if
Ψ
(
,
)
=
(
,
)
for each g ∈ G, where
(
,
)
and
(
,
)
are the unit and
counit maps introduced in Section 7.3.
Let us check that this property holds for unitary 2-representations inside
2Hilb.
Lemma 7.6. Unitary 2-representations are compatible with the standard
even-handed structure on 2Hilb.
Proof. To simplify our notation, write F ≡ αg, F ∗ ≡ αg−1 , η ≡ a(g−1, g)∗ ◦
a(e) and  ≡ a(e)∗◦a(g, g−1). The standard even-handed structure φ 7→ ∗φ∗∗
on 2Hilb is expressed in terms of the hom-set isomorphisms φ : Hom(Fx, y)→
Hom(x, F ∗y) and not directly in terms of the unit and counit maps η and
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, so we first need to perform this translation. For h : F ∗y → x, we need to
show that
∗ φ∗ ∗ (h) = F (h) ◦ ∗y, or equivalently that φ∗(h∗) = y ◦ F (h∗).
For f : Fx→ y, we compute:
(φ(f), h∗) = (F ∗(f) ◦ ηx, h∗) (definition of φ in terms of η)
= (FF ∗(d) ◦ F (ηx), F (h∗)) (since αg is unitary on the hom-sets)
= (y ◦ FF ∗(f) ◦ F (ηx), y ◦ F (h∗)) (since  is unitary)
= (f ◦ Fx ◦ F (ηx), y ◦ F (h∗)) (naturality of )
= (f, y ◦ F (h∗)) (snake diagram, Lemma 7.3 (i)),
which is what we needed to show.
The fact that unitary 2-representations are compatible with the even-
handed structure on 2Hilb means that we have
σ∗(g) = =
because the former is σ(g−1)† and the latter is †σ(g−1)Ψ. This allows us to
establish the following important diagrammatic lemma, which we will need
in Section 7.5.4.
Lemma 7.7. With this definition of σ∗(g), the following equations hold:
(i) = (ii) =
Proof. Equation (i) is almost a tautology:
= = = .
Equation (ii) uses the fact that unitary 2-representations are compatible with
the even-handed structure:
= = = .
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7.5 2-characters of 2-representations
In this section we define and study the notion of the 2-character of a unitary
2-representation. The idea of the 2-character of a weak group action on a
linear category has also been defined independently by Ganter and Kapranov
[67]. Our treatment is novel in two important aspects. Firstly we show
how 2-characters look especially simple when expressed in terms of string
diagrams. Secondly, we use the canonical even-handed structure on 2Hilb to
show how the 2-character can be made functorial with respect to morphisms
of 2-representations, as we explained in the introduction. This prepares
the way for us to show, in Chapter 9, how the 2-character of a unitary
2-representation corresponds to the `geometric character' of its associated
equivariant gerbe, from which it will follow that the complexified 2-character
is unitarily fully faithful.
7.5.1 2-traces
The basic idea of 2-characters, as we explained in the introduction, is that
they categorify the notion of the character of an ordinary representation of
a group. Ordinary characters are defined by taking traces, so we first need
to define 2-traces (Ganter and Kapranov called this the categorical trace).
Definition 7.8. The 2-trace of a linear endofunctor F : H → H on a 2-
Hilbert space H is the Hilbert space
Tr(F ) = Nat(idH , F ) =
{ }
.
If one thinks of F via its associated matrix of Hilbert spaces Hom(ej , F ei)
where ei runs over a choice of simple objects for H, then the 2-trace corre-
sponds to the direct sum of the Hilbert spaces along the diagonal, because
a natural transformation id ⇒ F is freely and uniquely determined by its
behaviour on the simple objects. Also recall from Chapter 3.3 that the inner
product on Tr(F ) is defined as
〈θ, θ′〉 =
∑
i
ki(θei , θ
′
ei)
where ei runs over a choice of simple objects for H, and the weightings
ki = (idei , idei) are their scale factors.
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Figure 7.1: The loop groupoid of a finite group
.
7.5.2 The loop groupoid
In general the loop groupoid ΛG of a finite groupoid G is the category Fun(Z,G)
of functors and natural transformations from the group Z of integers, thought
of as a one object category, to G (see [120]). The reason for the name `loop
groupoid' is that one thinks of Z as the homotopy group of the circle, so that
the objects of the loop groupoid can be thought of as `loops' in G. A special
case is the loop groupoid ΛBG of a finite group G (recall that BG refers to
the group G thought of as a one object category) which depicts the action of
the group on itself by conjugation, since the objects can be identified with
the elements g ∈ G, and the morphisms can be written as hgh−1 h← g (see
Figure 7.1).
7.5.3 2-characters
The loop groupoid is particularly convenient when discussing characters. The
fact that the ordinary character χρ of a representation ρ of G is conjugation
invariant can be expressed by saying it is a function
χρ : [ΛBG]→ C
from the set of connected components of the loop groupoid  the conjugacy
classes of G  to the complex numbers. Similarly the 2-character χα of a
unitary 2-representation α will produce a unitary equivariant vector bundle
over the group, that is, a unitary representation of the loop groupoid. By a
unitary representation of the loop groupoid, we mean a functor
χα : ΛBG→ Hilb
which sends morphisms in ΛBG to unitary maps in Hilb. That is, we are
defining a `unitary equivariant vector bundle over the group G' to be a
unitary representation of the loop groupoid ΛBG. We will write the category
of unitary equivariant vector bundles over G as HilbG(G).
Definition 7.9. The 2-character χα of a unitary 2-representation α of G is
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the unitary equivariant vector bundle over G given by
χF (g) = Tr(αg) =
{ }
χα(hgh−1
h← g)
( )
= .
Let us verify that this definition makes sense.
Proposition 7.10. The 2-character χα is indeed a unitary equivariant vec-
tor bundle over the group.
Proof. Using our graphical rules from Lemma 7.3, we have
χα(
h2← h1gh−11 )χα( h1← h)
( )
= =
= = χα(
h2h1←− g)
( )
and also
χα(
e← g)
( )
= = = .
It is a unitary vector bundle because all the maps involved in its definition
are unitary (see the proof of Lemma 9.9 for an explicit formula).
7.5.4 Functoriality of the 2-character
In this subsection we combine all the string diagram technology we have
developed so far to define how to take the 2-character of a morphism of
unitary 2-representations so as to obtain a morphism of the corresponding
equivariant vector bundles over G. Moreover we show that this construction
is functorial with respect to composition of morphisms in 2Rep(G).
Definition 7.11. If σ : α → β is a morphism of unitary 2-representations,
we define χ(σ) : χα → χβ as the map of equivariant vector bundles over G
7.5. 2-CHARACTERS OF 2-REPRESENTATIONS 155
whose component at g ∈ G is given by
χ(σ)g : χα(g)→ χβ(g)
7→ (7.7)
where (σ∗, η, ) is some choice of right adjoint for σ, and Ψ is the even-handed
structure on 2Hilb from Chapter 5.6.
We now verify that this definition makes sense. We write [2Rep(G)] for
the Grothendieck category of 2Rep(G), defined as the category which has the
same objects as 2Rep(G) but whose morphisms are isomorphism classes of
1-morphisms in 2Rep(G).
Theorem 7.12. In the situation above, the map χ(σ) : χα → χβ
(i) does not depend on the choice of right adjoint (σ∗, η, ) for σ,
(ii) is indeed a morphism of equivariant vector bundles over G,
(iii) does not depend on the isomorphism class of σ,
(iv) is functorial with respect to composition of 1-morphisms in 2Rep(G),
and hence χ descends to a functor
χ : [2Rep(G)]→ HilbG(G).
Proof. (i) This follows from the naturality of Ψ. If ((σ∗)′, η′, ′) is another
right adjoint for σ, then there is a canonical natural isomorphism γ : σ∗ ⇒
(σ∗)′ which transforms (η, ) into (η′, ′). Thus we have:
= = .
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(ii) Using the graphical rules in Lemmas 7.3 and 7.7, we calculate:
χβ(
h← g)χ(σ)g
( )
= = =
= = = χ(σ)xχα(
h← g)
( )
.
(iii) Suppose γ : σ ⇒ ρ is an invertible 2-morphism in 2Rep(G), and that
(ρ∗, η′, ′) is a right adjoint for ρ. Then
= =
= = =
where the second step uses the fact that γ−1 is a 2-morphism in 2Rep(G)
and the fourth step uses the even-handed equation.
(iv) This follows from the fact that an even-handed structure respects
composition.
We hope that these diagrammatic proofs have convinced the reader of the
utility of the string diagram notation. Explicit expansions of these diagrams
in terms of concrete formulas can be found in Chapter 9.5. We remark
here that the behaviour of the 2-character on morphisms really does use
the canonical even-handed structure on 2Hilb in an essential way. That
is, if σ : α → β is a morphism of 2-representations, then χ(σ) : χα → χβ
depends on the scale factors ki and kµ on the simple objects in Hα and Hβ .
One way to see this is that our main theorem states that the 2-character
of a unitary 2-representation corresponds to the geometric character of its
7.5. 2-CHARACTERS OF 2-REPRESENTATIONS 157
associated equivariant gerbe  and the behaviour of the geometric character
on morphisms of equivariant gerbes really does depend on the metrics on the
gerbes (see Chapter 8.6.3).
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Chapter 8
Finite equivariant gerbes and
their geometric characters
In this chapter we introduce the main geometric actors of this thesis  finite
equivariant gerbes equipped with metrics, the 2-category which they consti-
tute, and their geometric characters. As we discussed in the introduction,
we encourage the reader to think of the notion of a finite equivariant gerbe
equipped with a metric as the `categorification', at least in our finite discrete
toy model setting, of the notion of an equivariant hermitian holomorphic line
bundle over a compact hermitian manifold.
We hope that the notions we introduce in this chapter will have coun-
terparts in the smooth setting, which would involve gerbes over smooth
spaces equivariant under the action of a compact Lie group. In that set-
ting one would probably want to use the language of differentiable stacks,
and indeed the necessary technology to upgrade all the concepts we intro-
duce in this chapter to the setting of stacks is most likely already available
in [37, 22, 134, 67]. In addition, as mentioned in the Introduction, Sati,
Schreiber, Skoda and Stevenson have recently outlined a theory of nonabelian
cohomology in a smooth ω-groupoid setting [112], thereby generalizing the
case n = 2 (which is what we are considering here) to higher n. We leave
this for future work.
In Section 8.1 we define what we mean by a discrete equivariant gerbe
equipped with a metric. In Section 8.2 we give a useful example of such
a gerbe, whose objects are the isomorphism classes of U(1)-bundles with
connection over a connected smooth manifoldM . In Section 8.3 we define the
2-category of finite equivariant gerbes, and we classify gerbes up to isometric
equivalence. In Section 8.4 we introduce some more geometric language in
the form of U(1)-bundles and line bundles on finite groupoids, and their
associated spaces of sections.
We have encouraged the reader to think of an equivariant gerbe as the
categorification of a hermitian line bundle; in Section 8.5 we state the impor-
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tant theorem of Willerton [120] which links these two pictures. It says that
there is a unitary isomorphism  the twisted character map  between the
space of isomorphism classes of equivariant vector bundles over an equivari-
ant gerbe and the space of flat sections of a certain transgressed line bundle.
The last two sections define the geometric analogue of the 2-character of a 2-
representation we introduced in Chapters 7.5.3 and 7.5.4. We define how to
take the geometric character of a G-equivariant gerbe equipped with a metric
in order to obtain a unitary equivariant vector bundle over G, and we show
how to make this construction functorial with respect to morphisms of equiv-
ariant gerbes. We show that the geometric character descends to a functor
from the Grothendieck category of Gerbes(G) to the category of equivariant
vector bundles over G, and we use the theorem of Willerton to show that
this functor is unitarily fully faithful after one tensors the hom-sets with C.
After we have established the correspondence between the 2-character of a
unitary 2-representation and the geometric character of its associated equiv-
ariant gerbe in Chapter 9, this will imply that the complexified 2-character
is also unitarily fully faithful.
8.1 Equivariant gerbes
In this section we define discrete equivariant gerbes. Our definition agrees
with the conventional notion of an `equivariant gerbe' as in the notes of
Behrend and Xu [22] after specializing their notion to this simplified setting
 though we also add in the idea of a metric.
U(1)-torsors and their tensor products
A U(1)-torsor is a set with a free and transitive left action of U(1). The
tensor product P ⊗ Q of two U(1)-torsors is the torsor obtained from the
cartesian product P ×Q by identifying (eiθp, q) with (p, eiθq) for any p ∈ P ,
q ∈ Q and eiθ ∈ U(1); the equivalence class of (p, q) is denoted p⊗ q.
Equivariant gerbes
Let X be a set acted on from the left by a group G. We think of X via its
associated action groupoid XG, whose objects are the elements x ∈ X and
whose morphisms depict the action of G on X, so that for each x ∈ X and
g ∈ G we have a morphism g · x g← x. Also let U(1) be the trivial `bundle
of groups' on X (see [94]); as a groupoid its objects are the elements x ∈ X
and its hom-sets are given by Hom(x, y) = U(1) for x = y and the empty
set otherwise.
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Figure 8.1: An equivariant gerbe X. Each arrow in the action groupoid XG
becomes a U(1)-torsor worth of arrows in X, which are the shaded regions.
Definition 8.1. A discrete G-equivariant gerbe is a U(1)-central extension
X (in the sense of Moerdijk [94]) of the action groupoid XG associated to a
G-set X:
U(1)
i
↪→ X pi→ XG.
A metric on the gerbe is an assignment of a positive real number kx to each
object x ∈ X, invariant under the action of G.
That is, when we say that X is `U(1)-central extension' of XG we mean
that X has the same objects as XG, pi is a full surjective functor and i
is an isomorphism onto the subgroupoid of arrows in X which project to
identities in XG (see Figure 8.1). In other words, each arrow
g← x in the
action groupoidXG becomes a U(1)-torsor worth of arrows in the equivariant
gerbe X; we write this torsor as
X g←x := pi
−1( g← x).
We shall use a non-calligraphic X to refer to the underlying set of objects of
an equivariant gerbe X, and we say that the equivariant gerbe is finite if X
is a finite set.
Equivariant gerbes and cohomology
Our notion of an `equivariant gerbe' is equivalent to the cocycle description
of gerbes given by Willerton in [120]. To see this, let us define a section of
the gerbe as a set-theoretic map
s : Arr(XG)→ Arr(X)
such that pi ◦s = id. Choosing a section gives rise to a U(1)-valued 2-cocycle
c ∈ Z2(XG, U(1)) on the groupoid XG, in the sense of Willerton [120]. One
defines c as the correction term needed to balance the composition equation:
s(
g2← g1 · x) ◦ s( g1← x) = cx(g2, g1)s( g2g1← x).
Choosing a different section s′ will change c by a coboundary, so that an
equivariant gerbe X gives rise to a cohomology class [cX] ∈ H2(XG, U(1)).
In this thesis we have avoided working with cocycles, taking the viewpoint
that the more fundamental geometric structure is the equivariant gerbe itself.
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Tensor product of equivariant gerbes
Suppose Y and X are equivariant gerbes equipped with metrics. Note that
we think of Y and X as structures in their own right; they have different
underlying G-sets Y and X and we are not assuming them to be `gerbes
over the same space'. We define the tensor product Y⊗X as the equivariant
gerbe with metric whose object set is the cartesian product Y ×X on which
G acts diagonally, whose g-graded morphisms are the tensor product of those
of Y and X,
(Y⊗ X) g←(y,x) := Y g←y ⊗ X g←x,
and whose metric is the product metric. Also, if X is an equivariant gerbe,
we write X for the equivariant gerbe having the same underlying groupoid
as X but with the conjugate action of U(1) on its hom-sets.
8.2 Examples of equivariant gerbes
In this thesis, the main examples of discrete equivariant gerbes will be those
arising from unitary 2-representations of G, but here is another example,
which can be thought of as a reformulation of the ideas in the second chapter
of Brylinski [34].
Suppose M is a connected smooth manifold. Consider the groupoid PM
whose objects (P,∇) are U(1)-bundles with connection over M , and whose
morphisms f : (P,∇) → (P ′,∇′) are diffeomorphisms f : P → P ′ which
respect the action of U(1) and which preserve parallel transport. If there is
an isomorphism from (P,∇) to (P ′,∇′), then any other isomorphism must
differ from it by a constant factor in U(1), since the maps must preserve
parallel transport. Thus the nonempty hom-sets in PM are U(1)-torsors.
In other words, PM is an equivariant gerbe for the trivial group, i.e. an
`ordinary gerbe'.
Now suppose a group G acts on M by diffeomorphisms. Let Pic(M) de-
note the set of isomorphism classes in PM (this set is isomorphic to a Deligne
cohomology group), and suppose one chooses a distinguished representative
(P,∇)c for each isomorphism class c ∈ Pic∇(M). Now, the group G acts on
PM by push-forward. That is,
g·(P,∇) = (g·P, g·∇)
where g·P is the principal U(1)-bundle over M whose fiber at m is Pg−1·m,
with g · ∇ the connection whose parallel transport map (g·P )m → (g·Pm′
along a path γ : m→ m′ is given by parallel transporting P along g−1·γ.
Therefore G also acts on Pic∇(M). This gives rise to an associated
equivariant gerbe X over the action groupoid Pic∇(M)G by a variant of the
well-known Grothendieck construction for producing a fibration of categories
from a weak 2-functor on a category taking values in Cat [69]. The objects
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Figure 8.2: A unitary equivariant vector bundle over an equivariant gerbe.
of X are the equivalence classes c ∈ Pic∇(M) while the g-graded morphisms
are given by
X g←c := HomPM ((L,∇)g·c, g∗(L,∇)c).
Composition of f2 ∈ X g2← g1·c and f1 ∈ X g1← c is defined by
f2  f1 := αg2(f1) ◦ f2,
where we have suppressed the canonical isomorphisms g2∗g1∗(L,∇) ∼= (g2g1)∗(L,∇).
In particular, it makes it clear that the stabilizer group of equivalence class of
line bundle in the equivariant gerbe X is a central extension of the stabilizer
group H ⊆ G which fixes that class when it is considered as an element of
PM . Many interesting central extensions of groups arise in this way.
8.3 The 2-category of equivariant gerbes
In this section we define the 2-category of equivariant gerbes, which is to be
thought of as an equivariant version of the 2-category FinSpaces introduced
in Chapter 3.4.
Unitary vector bundles over equivariant gerbes
A unitary equivariant vector bundle E over an equivariant gerbe X is a func-
tor E : X → Hilb which maps arrows in X to unitary maps in Hilb, and
which preserves the U(1)-action on the hom-sets, so that E(eiφv) = eiφE(v)
for every arrow v in the gerbe and eiφ ∈ U(1); see Figure 8.2. A morphism
θ : E → E′ of equivariant vector bundles over X is a natural transformation;
we write Hilb(X) for the category of unitary equivariant vector bundles over
X. If we choose a set-theoretic section s of X, giving rise to a groupoid
2-cocycle c ∈ Z2(XG, U(1)), then a unitary equivariant vector bundle over
the gerbe X can be regarded as a c-twisted equivariant vector bundle Eˆ over
the action groupoid XG in the sense of Willerton [120], using the prescrip-
tion Eˆ(
g← x) = E(s( g← x)). Functoriality of E means that Eˆ is c-twisted
164CHAPTER 8. GERBES AND THEIR GEOMETRIC CHARACTERS
Figure 8.3: A morphism of equivariant gerbes.
functorial,
Eˆ(
g2← g1 · x)Eˆ( g1← x) = cx(g2, g1)Eˆ( g2g1← x).
This highlights one of the advantages of working with equivariant gerbes (as
opposed to working with G-sets and cocycles)  a twisted representation in
the cocycle world is just an ordinary representation in the gerbes world. We
also remark that, as shown by Willerton [120], a twisted equivariant vector
bundle Eˆ over XG can also be thought of as a twisted representation of the
arrow algebra C[XG] of the groupoid. We follow Willerton and avoid using
this algebraic description, for the simple reason that we prefer an inherently
geometric formulation, but also because we want to avoid using cocycles.
The 2-category of equivariant gerbes
We now define the 2-category Gerbes(G) of finiteG-equivariant gerbes equipped
with metrics, which should be thought of as an equivariant version of the
2-category FinSpaces of finite spaces we introduced in Chapter 3.4.
Definition 8.2. For a finite group G, the 2-category Gerbes(G) of finite G-
equivariant gerbes is defined as follows. An object is a finite G-equivariant
gerbe X equipped with a metric. A morphism E : X → Y of equivariant
gerbes is a unitary equivariant vector bundle E : Y⊗X→ Hilb, with compo-
sition given by convolution of vector bundles. A 2-morphism is a morphism
of equivariant vector bundles.
Let us explain this definition; see Figure 8.3. A morphism of equivariant
gerbes E : X → Y is to be thought of as the categorification of the idea of
an equivariant kernel from Chapter 2  instead of the amplitude for going
from x ∈ X to y ∈ Y being a mere number (more precisely, an element in a
complex line), the amplitude is now a vector space, which we will write as
〈y|E|x〉.
Moreover, these amplitude vector spaces 〈y|E|x〉 are equivariant with re-
spect to x and y. That is, if u¯ ∈ X g←x and v ∈ Y g←y are arrows in X and
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Y which belong to the torsor of arrows emanating out of x and y in the
direction of g ∈ G, then there is a prescribed unitary isomorphism
〈y|E|x〉(
v⊗u¯
g
oo ) : 〈y|E|x〉 → 〈g·y|E|g·x〉.
In other words, a morphism of equivariant gerbes E : X→ Y is an equivariant
version of the notion of a morphism of finite spaces which we described in
Chapter 3.4. Just as in Chapter 3.4, we compose morphisms E : X→ Y and
F : Y→ Z of equivariant gerbes by setting F ◦E to be the unitary equivariant
vector bundle over Z ⊗ X whose vector space of ways of going from x ∈ X
to z ∈ Z is given by the weighted direct sum over all y ∈ Y of the tensor
product amplitudes:
〈z|F ◦ E|x〉 :=
⊕ˆ
y∈Y
1
ky
〈z|F |y〉 ⊗ 〈y|E|x〉. (8.1)
As an equivariant vector bundle over Z⊗ X, the equivariant maps
〈z|F ◦ E|x〉(
w⊗u¯
g
oo ) : 〈z|F ◦ E|x〉 → 〈g·z|F ◦ E|g·x〉, w ∈ Z g←z , u¯ ∈ X g←x
for F ◦E are defined by simply taking the tensor product of the constituent
equivariant maps:
〈z|F ◦ E|x〉
(F◦E)(
w⊗u¯
g
oo )

〈g·z|F ◦ E|x〉
:=
⊕ˆ
y∈Y
〈z|F |y〉 ⊗ 〈y|E|x〉
F (
w⊗v¯
g
oo )⊗E(
v⊗u¯
g
oo )
⊕ˆ
y∈Y
〈g·z|F |g·y〉 ⊗ 〈g·y|E|g·x〉
Note that this formula does not depend on the choices made for v ∈ Y g←y
since it appears both linearly and antilinearly in the expression. Everything
else works the same as in the 2-category FinSpaces we described in Chapter
3.4; this completes our explanation of the 2-category Gerbes(G).
The inner product on the 2-morphisms
We can equip the 2-morphisms in Gerbes(G) with a natural inner product
just as we did in equation (3.6) for the 2-morphisms in FinSpaces. That is,
if E,F : X → Y are morphisms of finite equivariant gerbes equipped with
metrics, and f, g : E ⇒ F are 2-morphisms between them, then we set
〈f, g〉 :=
∑
x∈X,y∈Y
kxky Tr(f∗x,yg). (8.2)
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Classification of equivariant gerbes
We say two equivariant gerbes are equivalent if they are equivalent in the 2-
category Gerbes(G); if they have metrics then we say they are isometrically
equivalent if the 1-morphism E : X→ Y furnishing the equivalence  which
is by definition an equivariant vector bundle over Y⊗X is only supported
on pairs of objects which share the same scale factor. The following result
classifies equivariant gerbes up to isometric equivalence.
Proposition 8.3. Suppose X and Y are equivariant gerbes equipped with
metrics. The following are equivalent:
(i) X is isometrically equivalent to Y.
(ii) There exists an isomorphism of G-sets f : X → Y , preserving the scale
factors, such that [cX] = [f∗(cY)] as cohomology classes in H2(XG, U(1)).
Proof. (i) ⇒ (ii). Suppose we have an isometric equivalence
X
E
!!
Y
F
aa
.
Since F ◦ E ∼= idX and E ◦ F ∼= idY, the matrices
[dimE]y,x = dim〈y|E|x〉, [dimF ]x,y = dim〈x|F |y〉
whose entries are the dimensions of the fibers of E and F must be inverses
of each other:
[dimF ][dimE] = 1, [dimE][dimF ] = 1.
Since the entries of these matrices are nonnegative integers, the only possibil-
ity is that they are permutation matrices and hence define a map f : X → Y
by setting f(x) equal to the unique y ∈ Y such that dim〈y|E|x〉 = 1. Since
E is an equivariant vector bundle, we must have f(g·x) = g·f(x) so that f is
an isomorphism of G-sets; moreover since we are told that X is isometrically
equivalent to Y we must have that f preserves the scale factors on X and Y .
Now choose sections s : XG → X and s′ : YG → Y of X and Y, with result-
ing groupoid 2-cocycles c ≡ cX ∈ Z2(XG, U(1)) and c′ ≡ cY ∈ Z2(YG, U(1)),
and write Eˆ for the corresponding twisted equivariant vector bundle over
(Y ×X)G associated to E. Thus for all x ∈ X and y ∈ Y we have
Eˆ(
g2← (g1·y, g1·x)) ◦ Eˆ( g1← (y, x)) =
c′y(g2, g1)
cx(g2, g1)
Eˆ(
g2g1← (y, x)).
The fibers of Eˆ are hermitian lines and have support given by the graph of
f , that is points of the form (f(x), x). If we choose a basis vector for each
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of these lines then we can identify the linear maps Eˆ(
g← (f(x), x)) with an
element of U(1). So we can rearrange the above equation into the form
cx(g2, g1) = c′f(x)(g2, g1)
Eˆ(
g2g1← (f(x), x))
Eˆ(
g2← (g1·f(x), g1·x)) ◦ Eˆ( g1← (f(x), x))
which says precisely that c differs from c′ by a coboundary dEˆ, in multiplica-
tive notation.
(ii) ⇒ (i). Write c ≡ cX and c′ ≡ cY. Suppose we are given an isomor-
phism of G-sets f : X → X ′. To say that [c] = [f∗c′] as cohomology classes
means that c = (f∗c′)dγ for some 1-cochain γ, ie. there must exist a map
γ : Arrows(XG)→ U(1)
such that
cx(g2, g1) = c′f(x)(g2, g1)
γ(
g2g1← x)
γ(
g2← g1·x)γ( g1← x)
.
We define vector bundles Eˆ and Fˆ over Y ×X and X × Y respectively by
setting
Eˆy,x = δy,f(x)C, Fˆx,y = δx,f−1(y)C.
We can use γ to give Eˆ (respectively Fˆ ) the structure of a c- (respectively
c′-) twisted equivariant vector bundle. We only need to do this on the graph
of f , where we define
Eˆ(
g← (f(x), x)) = γ( g← x), Fˆ ( g← (x, f(x))) = γ( g← x).
It is easy to check that Eˆ and Fˆ are twisted equivariant vector bundles, which
when considered as morphisms of equivariant gerbes furnish an equivalence
between X and Y inside Gerbes(G). Moreover since the map f preserved the
scale factors on X and Y , this equivalence is an isometric equivalence.
8.4 Line bundles and U(1)-bundles
In this section we define what we mean by `U(1)-bundles' and `line bundles'
on groupoids and their spaces of flat sections. All of this technology is
essentially taken from the paper of Willerton [120]; in particular we state the
useful formula which computes the dimension of the space of flat sections
of a line bundle as the integral of the transgression of the line bundle over
the loop groupoid. We will use this theorem in Chapter 9.4 to give elegant
formulas for the dimensions of the hom-sets in [2Rep(G)], the complexified
Grothendieck category of unitary 2-representations of G.
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Hermitian lines and U(1)-torsors
A hermitian line is a one-dimensional complex vector space with inner prod-
uct, and a U(1)-torsor is simply a set equipped with a free and transitive
action of U(1). We write U(1)-Tor for the category of U(1)-torsors and equiv-
ariant maps, and L for the category of hermitian lines and linear maps. To
a U(1)-torsor P we can associate a hermitian line PC by taking the quotient
of the cartesian product P ×C under the identifications (eiθp, λ) ∼ (p, eiθλ).
We write the equivalence class of (p, λ) as p ⊗ λ, and the inner product on
the line PC is defined by (p⊗λ, p′⊗λ′) = p
′
p λλ
′. Similarly, given a hermitian
line L we can associate a U(1)-torsor by taking the elements of unit norm.
U(1)-bundles and line bundles on groupoids
We define a U(1)-bundle with connection over a finite groupoid G to be a
functor P : G → U(1)-Tor. Similarly a hermitian line bundle with unitary
connection over G is a functor L : G → L, such that all the maps L(γ)
are unitary, where γ is an arrow in G. We can use the conventions in the
previous paragraph to convert U(1)-bundles with connection into hermitian
line bundles with unitary connection, and vice-versa.
U(1)-bundles and 1-cocycles
A trivialization of a U(1)-bundle is a choice λx ∈ Px for each x ∈ G.
Choosing a trivialization gives rise to a U(1)-valued groupoid 1-cocycle α ∈
Z1(G, U(1)) (in the sense of [120]) whose value on a morphism γ in G is
defined by the equation
α(γ)λtarget(γ) = P (γ)(λsource(γ)).
Flat sections of line bundles
A flat section of a line bundle L : G→ L is a choice sx ∈ Lx for each x ∈ G,
such that s(target(γ)) = L(γ)s(source(γ)) for all arrows γ ∈ ArrG. The
space of flat sections of L is denoted Γ(L). If s and s′ are flat sections,
then their fibrewise inner-product (s, s′)x is a 0-form on G, and hence can be
integrated with respect to the natural measure on a groupoid (see [120], and
also the more recent [134]). So the space of sections Γ(L) is endowed with
an inner product via
(s, s′) =
∫
x∈G
(s, s′)x :=
∑
x∈G
(s(x), s′(x))
|x→ | ,
where |x→ | refers to the number of arrows emanating of x.
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Transgression of a line bundle
Recall the notion of the loop groupoid ΛG := Fun(Z,G) of a finite groupoid
G from Chapter 7.5.2. For instance, when G is the action groupoid XG
corresponding to an action of G on a finite set X, the objects of the loop
groupoid are `loops' in G which we write as
( x
g
)
and the morphisms are given by conjugation, which we write as
(h·x
hgh−1
) h← ( x
g
).
If L is a line bundle over G, then we define the transgression of L to be the
function
τ(L) : ObΛG→ C
which assigns to each loop γ in G the holonomy of L around γ:
( x
γ
) 7→ Tr(L(γ) : Lx → Lx).
Willerton has proved an elegant formula which computes the dimension of
the space of flat sections of L as the integral of the transgression of L over
the loop groupoid.
Theorem 8.4 (Willerton [120, Thm 6]). If L is a line bundle over a finite
groupoid G, then the dimension of the space of flat sections of L computes as
the integral of the transgression of L over the loop groupoid:
dim Γ(L) =
∫
ΛG
τ(L).
When we establish the correspondence between equivariant gerbes and
unitary 2-representations in Chapter 9, we will see that the hom-sets in the
complexified Grothendieck category [2Rep(G)]C can be thought of as the
space of flat sections of a certain line bundle, so that the above formula then
gives elegant compact formulas (Corollary 9.6) for the dimensions of these
hom-sets.
8.5 Transgression and twisted characters
In this section we define the transgressed line bundle of an equivariant gerbe
as a certain line bundle over the loop groupoid. Then we state the theo-
rem of Willerton [120] which identifies the space of isomorphism classes of
equivariant vector bundles over the gerbe as the space of sections of this line
bundle.
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Figure 8.4: The parallel transport operation in the transgressed U(1)-bundle
of a gerbe X is obtained by conjugating `loops' in the gerbe by choosing
arbitrary arrows v ∈ X g←x; this operation does not depend on the choice of
v.
Line bundles from transgression of equivariant gerbes
Suppose X is an equivariant gerbe with underlying G-set X, thought of via
its action groupoid XG. We define the transgressed U(1)-bundle of X as the
functor
τ(X) : ΛXG −→ U(1)-Tor
which sends an object of the loop groupoid to its corresponding U(1)-torsor
in the gerbe,
( x
g
) 7→ Xx g,
and an arrow in the loop groupoid to the conjugation operation on these
torsors (see Figure 8.4),
(h · x
hgh−1
) h← ( x
g
) 7→ u 7→ vuv−1.
Here v is an arbitrary choice of arrow in the torsor X g←x; the formula is clearly
independent of this choice. The associated hermitian line bundle τ(X)C is
known as the transgressed line bundle. One should think of this construction
as the line bundle arising from the holonomy of the gerbe as in Brylinski [34].
Transgression in terms of cocycles
In [120], Willerton defined transgression at the level of cocycles by using the
`Parmesan map'; for 2-cocycles the resulting map
τ : Z2(XG, U(1))→ Z1(ΛXG, U(1))
works out as
τ(c)
(
h← ( x
g
)
)
=
cx(hgh−1, h)
cx(h, g)
.
After passing to cocycles, the geometric definition of transgression we gave
above reproduces this formula. To see this, choose a `normalized' section
s : XG → X of the gerbe; that is one having the property that s( e← x) = 1
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for all x ∈ X and s( g
−1
← g·x) = s( g← x)−1 for all x ∈ X, g ∈ G. This
section gives rise to a 2-cocycle c ∈ Z2(XG, U(1)) as we explained in Section
8.1. Now, the transgressed U(1)-bundle τ(X) will act on the distinguished
morphisms given by the section as
τ(X)
(
h← ( x
g
)
)
s( x
g
) = s( h← x) ◦ s( x
g
) ◦ s( h−1← h·x)
= cx(h, g)ch·x(hg, h−1)s(h·x
hgh−1
)
=
cx(h, g)
cx(hgh−1, h)
s(h·x
hgh−1
) (8.3)
where the last equality uses the cocycle equation cx(hgh−1, h)ch·x(hg, h−1) =
cx(hg, e)cx(h−1, h) and the fact that the section was normalized so the right
hand side here is equal to unity. The formula (8.3) is precisely the formula of
Willerton for the transgression of U(1)-valued groupoid 2-cocycles [120, Thm
3]. In other words, if we think of equivariant gerbes as U(1)-valued 2-cocycles
on an action groupoid XG, and U(1)-bundles over groupoids as U(1)-valued
1-cocycles as we explained in Section 8.4, then our direct geometric defi-
nition for transgression corresponds precisely to the cocycle formulation of
transgression as defined by Willerton.
Twisted characters of equivariant vector bundles
Suppose E : X→ Hilb is a unitary equivariant vector bundle over an equiv-
ariant gerbe X. The twisted character (or just character for short) of E is a
flat section of the transgressed line bundle,
χE ∈ ΓΛXG(τ(X)C).
It is defined by setting
χE( x
g
) = u⊗ TrE( u
g
oo )∗
where u is any morphism in X g←x (the choice of u doesn't matter since the
formula is invariant under u 7→ eiθu) and the `∗' refers to complex conjuga-
tion. We then have the following important result, which takes the formula
from Theorem 8.4 one step `higher'.
Theorem 8.5 (Willerton [120, Thm 11]). The twisted character map is a
unitary isomorphism from the complexified Grothendieck group of isomor-
phism classes of unitary equivariant vector bundles over an equivariant gerbe
X to the space of flat sections of the transgressed line bundle:
χ : [HilbG(X)]C
∼=−→ ΓΛXG(τ(X)C).
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Figure 8.5: The fibration of loop groupoids associated to a G-set X.
This formula should be thought of as the second in a long line of formulas
(Theorem 8.4 is the first) which compute the space of flat sections of a `higher
line bundle' using the holonomy of the line bundle. In Section 8.6.3 we will
use this formula to establish that the geometric character functor is unitarily
fully faithful, which will in turn imply that the 2-character functor acting
on unitary 2-representations is unitarily faithful (Corollary 9.8), one of our
main results in this thesis.
8.6 The geometric character of an equivariant gerbe
This section is the geometric analogue of Chapter 7.5.3: we define how to
take the geometric character of a G-equivariant gerbe equipped with a metric
in order to obtain a unitary equivariant vector bundle over G.
8.6.1 Pushing forward line bundles over loop groupoids
For every G-set X there is a natural fibration of loop groupoids pi : ΛXG →
ΛBG, where the fiber of g ∈ ΛG is the set{
x
g
}
x∈Fix(g)
of fixed points of g on X (see Figure 8.5). If X has a metric  an equivariant
assignment of a positive real number kx to each x ∈ X  then we can
push-forward a unitary equivariant line bundle L over ΛXG to a unitary
equivariant vector bundle pi∗(L) over G by taking the space of sections over
the fixed points, as follows. The fiber of pi∗(L) at g ∈ G is the Hilbert space
Sections(L|Fix(g)) :=
⊕ˆ
x∈Fix(g)
kx Lx
g
of sections of L over the fixed points of g. That is, the fiber of the push-
forward vector bundle pi∗(L) over G at g ∈ G is the space of sections of L
over the fixed points of g on X, ie. a vector ψ ∈ pi∗(L)g is an assignment
( x
g
) 7→ ψ( x
g
) ∈ Lx g
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where x ranges over the fixed points of g. The inner product on these sections
is given by
〈ψ,ψ′〉 =
∑
x∈Fix(g)
kx
(
ψ( x
g
), ψ′( x
g
)
)
.
As g ranges over G, these vector spaces become a unitary equivariant vector
bundle over G via the natural G-action
(h · ψ)(h · x
hgh−1
) = L(h)ψ( x
g
).
8.6.2 Definition of the geometric character
In particular, if X is an equivariant gerbe equipped with a metric we write
ch(X) := pi∗(τ(X)C) for the push-forward of the transgressed line bundle
of X, and we call ch(X) the geometric character of X. So, the geometric
character of an equivariant gerbe is a certain equivariant vector bundle over
the group G constructed from the fixed point data of the gerbe. Its fiber at
a group element g ∈ G computes as
ch(X)g = Sections(τ(X)C|Fix(g)). (8.4)
That is, a vector in the fiber of the geometric character bundle at g ∈ G is
something which assigns to each fixed point x ∈ X of g an element in the
complex line (Xx g)C. If X was just the `trivial' gerbe on a G-set X, then
this fiber would just be the space of functions on the fixed points of g; in the
general case it is simply the space of sections of the transgressed line bundle
over the fixed points of g.
8.6.3 Functoriality for the geometric character
This section is the geometric analogue of Chapter 7.5.4. We show how to
make the geometric character construction functorial with respect to mor-
phisms of equivariant gerbes, so that it descends to a functor from the
Grothendieck category of Gerbes(G) to the category of equivariant vector
bundles over G. Then we apply Theorem 8.5 to show that after one tensors
the hom-sets in [Gerbes(G)] with C, the resulting complexified geometric
character functor is unitarily fully faithful. After we have established the
equivalence between unitary 2-representations and equivariant gerbes in the
next chapter, this result will imply that the complexified 2-character is also
unitarily fully faithful.
174CHAPTER 8. GERBES AND THEIR GEOMETRIC CHARACTERS
Figure 8.6: The fibrewise geometric character of a morphism E : X→ Y is a
linear map from the space of sections of the line bundle over the fixed points
of g on X to space of sections of the line bundle over the fixed points of g
on Y . The matrix elements of this map are computed by taking the trace of
the vector bundle E.
The geometric character of a morphism of equivariant gerbes
Suppose E : X→ Y is a morphism of equivariant gerbes. Then we can define
for each g ∈ G a linear map
ch(E)g : Sections(τ(X)C|FixX(g))→ Sections(τ(Y)C|FixY (g))
ψ 7→ ch(E)g(ψ)
by integrating the trace of E over the simultaneous fixed points of g; see
Figure 8.6. It is easiest to give this map in terms of its matrix elements
between orthonormal bases of sections {ψx ∈ ch(X)g}x∈FixX(g) and {φy ∈
ch(Y)g}y∈FixY (g) consisting of sections which are localized over fixed points
x ∈ FixX(g) and y ∈ FixY (g) respectively:
ψx( x′
g
) = δxx′ u⊗ 1√
kx
∈ (Xx g)C, φy( y′
g
) = δyy′ v ⊗ 1√
ky
∈ (Yy g)C.
In terms of these basis vectors the matrix elements of ch(E)g are defined as
〈φy, ch(E)gψx〉 = TrE( v⊗u¯
g
oo )∗. (8.5)
Note that once again this definition does not depend on the choices made
for v ∈ Yy g and u ∈ Xx g.
Proof of functoriality
Recall that we are writing Gerbes(G) for the 2-category of finiteG-equivariant
gerbes equipped with metrics. As in Chapter 7.5.4, we will write [Gerbes(G)]
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for the Grothendieck category of Gerbes(G)  the category obtained by iden-
tifying isomorphic 1-morphisms  and [Gerbes]C for the category obtained
from [Gerbes(G)] by tensoring the hom-sets with C.
Theorem 8.6. The assignment
ch : Gerbes(G) −→ HilbG(G)
X 7→ ch(X)
X
E→ Y 7→ ch(X) ch(E)−→ ch(Y)
is functorial with respect to composition in Gerbes(G), and only depends on
the isomorphism class of E, and thus descends to a geometric character
functor
ch : [Gerbes(G)]→ HilbG(G).
Moreover, after tensoring the hom-sets in [Gerbes(G)] with C the associated
functor
chC : [Gerbes(G)]C → HilbG(G)
is unitarily fully faithful.
Proof. Functoriality follows from the fact that trace is multiplicative on ten-
sor products and `localizes' on the fixed points. In other words, if Z
F← Y E← X
are morphisms of equivariant gerbes, and if u ∈ Xx g and w ∈ Zz g, then by
the definition (8.1) of composition in Gerbes(G),
Tr(F ◦ E)(
w⊗u¯
g
oo ) =
∑
y∈Y
TrF (
w⊗v¯
g
oo )TrE(
v⊗u¯
g
oo )
=
∑
y∈FixY (g)
TrF (
w⊗v¯
g
oo )TrE(
v⊗u¯
g
oo ).
Also the trace of an equivariant vector bundle only depends on its isomor-
phism class; this gives the first part of the proposition.
To prove the second part of the proposition, we show that the action of
the geometric character on morphisms is just a rearrangement of the twisted
character map from Section 8.5, which is known to be unitary by Theorem
8.5. Namely, we claim we have the following commutative diagram:
Hom[Gerbes(G)](X,Y) := [Hilb(Y⊗ X)]
χ
//
ch
++WWWW
WWWWW
WWWWW
WWWWW
WW
ΓΛ(Y×X)G(τ(Y⊗ X)C)
∧

HomHilbG(G)(ch(X), ch(Y))
The rearrangement mapˆ(the downwards arrow) works as follows. A section
ξ of the transgressed line bundle τ(Y ⊗ X)C is something which assigns to
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every simultaneous fixed point an element of the appropriate hermitian line:
(y, x)
g ξ7→ v ⊗ u¯⊗ λ ∈ Yy g ⊗ Xx g ⊗ C.
Using the metrics on the gerbes, this can be regarded as a map of hermitian
lines
ξˆ : (Xx g)C → (X′ y g)C
via the formula
1√
kx
u⊗ 1 7→ 1√
ky
v ⊗ λ.
Using this correspondence, the section ξ gives rise for each g ∈ G to a linear
map
ξˆg : ch(X)g → ch(Y)g.
The fact that ξ was a flat section translates into the statement that the
collection of maps ξˆg is equivariant with respect to the action of G. Moreover
one can check that the map ξ 7→ ξˆ is unitary with respect to the natural
inner products involved (note that the twisted character map χ does not
use the metrics on the gerbes, but ch and ˆ do), and also that the above
diagram indeed commutes. Now we apply Theorem 8.5, which says that
after tensoring the left hand side with C the character map χ is a unitary
isomorphism. This gives the second statement of the proposition.
Let us summarize what we have done in this chapter. We have introduced
the geometric language of finite equivariant gerbes equipped with metrics
and their associated geometric characters. This framework allowed us to
use the result of Willerton (Theorem 8.5) to establish that the complexified
geometric character is unitarily fully faithful functor. In the next chapter we
will set up a correspondence between unitary 2-representations and equiv-
ariant gerbes, and show that under this correspondence the 2-character of
a 2-representation corresponds to the geometric character of its associated
equivariant gerbe. This will allow us to conclude that the complexified 2-
character is a unitarily fully faithful functor, which is one of the main results
of this thesis.
Chapter 9
Geometric characters and
2-characters
In this chapter we prove our main theorem about 2-characters, namely that
the complexified 2-character functor
χ : [2Rep(G)]C → HilbG(G)
is unitarily fully faithful. We do this by developing a correspondence be-
tween unitary 2-representations and finite equivariant gerbes equipped with
metrics. We show that under this correspondence, the 2-character of a 2-
representation corresponds naturally to the geometric character of its asso-
ciated equivariant gerbe. The result then follows from Theorem 8.6 which
proved that the complexified geometric character functor is unitarily fully
faithful.
We also show how this result has an interesting corollary: unlike the
ordinary character of a representation, the 2-character does not always dis-
tinguish different 2-representations. This is likely an artifact of the generally
accepted fact that semisimple categories are not quite the right notion of a
`2-vector space'.
In Section 9.1 we show how to extract an equivariant gerbe from a marked
unitary 2-representation, and we apply this procedure to some of the exam-
ples of unitary 2-representations we provided in Chapter 7.2. In Sections 9.2
and 9.3 we show how a morphism of unitary 2-representations gives rise to
a morphism of equivariant gerbes, and the same for 2-morphisms. In Sec-
tion 9.4 we show that this correspondence is an equivalence of 2-categories.
This allows us to give some elegant closed formulas for the dimensions of
the hom-spaces in the complexified Grothendieck category [2Rep(G)]C using
the groupoid integration technology of [120] which we reviewed in Chap-
ter 8.4. Finally in Section 9.5 we prove our main theorem relating the 2-
character to the geometric character, with the corollary that the complexified
2-character is unitarily fully faithful. We close the chapter in Section 9.6 by
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Figure 9.1: Extracting an equivariant gerbe from a unitary 2-representation.
The U(1)-torsor X g← i of arrows in the gerbe is the set of unitary arrows
u : eg·i → αg(ei) in the 2-Hilbert space.
showing that the 2-character does not necessarily distinguish nonequivalent
2-representations.
9.1 Equivariant gerbes from unitary 2-representations
In this section we show how to extract a G-equivariant gerbe equipped with
a metric from a unitary 2-representation of G on a marked 2-Hilbert space.
Recall from Chapter 3 that a 2-Hilbert space is marked if each isomorphism
class of simple objects has a distinguished representative ei.
A unitary 2-representation α of G on a marked 2-Hilbert space H gives
rise to an equivariant gerbe X by a variant of the Grothendieck construc-
tion (we learnt this approach from the paper of Cegarra et. al. [41], but
the original construction is due to Grothendieck [69]). Our variant of this
construction works as follows. The base set X of the gerbe is the set of
isomorphism classes of simple objects in H; these are often referred to by
their indices, so that i ≡ [ei] and so on. The set X inherits a G-action via
g·i := [αg(ei)]
where ei is the distinguished simple object in the isomorphism class [ei]. The
equivariant gerbe X has the same objects as XG, with the G-graded hom-sets
given by the unitary isomorphisms in H between the marked simple objects
and the objects which have been acted on by G:
X g← i := uIso(eg·i, αg(ei)).
We refer the reader to Figure 9.1. Note that these unitary isomorphisms in
H do not lie on the unit circle in the hermitian line Hom(eg·i, αg(ei)), but
rather on the circle with radius
√
ki.
The composite of u ∈ X g← i and v ∈ X h←g·i is defined as
v  u = a(h, g)ei αh(u) v, (9.1)
where we have used the `' symbol to stress that this is not ordinary compo-
sition of arrows in the 2-Hilbert space H. The identity morphisms 1i ∈ X e←i
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are given by the unit isomorphisms a(e)ei . It is well known (see eg. [41])
that this sort of construction produces a unital and associative composition
law on the groupoid X; we record the proof for completeness.
Lemma 9.1. This construction equips X with a unital and associative com-
position law.
Proof. Suppose we have u ∈ X g← i, v ∈ X h←g·i and w ∈ X k←hg·i. Then
(w  v)  u = a(kh, g)eiαkh(u)a(k, h)eg·iαk(v)w
= a(kh, g)eia(k, h)αg(ei)αkαh(u)αk(v)w
= a(k, hg)eiαk(a(h, g)ei)αkαh(u)αk(v)w
= w  (v  u)
where the second equation uses naturality of a(k, h) and the third equation
uses the coherence equation (7.1) from Chapter 7.1.1. Similarly
u1i = a(g, e)eiαg(a(e)ei)u = u and 1g·i u = a(e, g)eg·iαe(u)a(e)eg·i = u.
We we will write the inverse of u ∈ X g← i with respect to this composition
law as u−1 ∈ X g-1← g·i. It is easy to check that u−1 computes in terms of the
ordinary inverse u−1 ≡ u∗ as
u−1 = αg−1(u−1)a(g−1, g)−1ei a(e)ei . (9.2)
Finally, the metric on the equivariant gerbe X is defined as the scale factors
on the simple objects ei, that is ki = (idei , idei).
Examples
We now extract the associated equivariant gerbes from some of the examples
of unitary 2-representations we gave in Section 7.2.
Automorphisms of groups
The equivariant gerbe X arising from the 2-representation of G ⊆ Aut(K)
on Rep(K) works as follows. Firstly one chooses distinguished irreducible
representations Vi of K. The underlying G-set of X is the set of isomorphism
classes of irreducible representations (which identifies noncanonically with
the conjugacy classes of G), and the graded hom-sets are
X g← i = uIsoK(Vg·i, V
g
i ).
In particular the U(1)-torsors above the fixed points are
X
i
g = uIsoK(Vi, V
g
i ) ⊂ U(V )
and there is no apriori preferred section of these torsors, unless g is an inner
automorphism. Let us summarize this discussion:
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If G acts as automorphisms of a group K, then each irreducible
representation ρ of K will carry a projective representation of
the subgroup G0 ⊂ G which fixes ρ.
The metaplectic representation
In this way the equivariant gerbe arising from the 2-representation of SL2(R) ⊂
Aut(Heis) on the category of representations of the Heisenberg group has a
single object whose automorphism group is precisely the metaplecticc group
Mpc(2) (the metaplectic group is the nontrivial double cover of SL2(R), see
[110, pg 2]). In other words, although the 2-representation is strict its cor-
responding equivariant gerbe and hence the associated projective represent-
ation are actually nontrivial.
9.2 Morphisms of gerbes from morphisms of 2-representations
Firstly, we define a morphism of marked 2-representations simply as an or-
dinary morphism of the underlying 2-representations which pays no atten-
tion to the distinguished simple objects, and similarly for the 2-morphisms,
and we write the 2-category of marked unitary 2-representations of G as
2Repm(G). Note that the obvious 2-functor 2Repm(G) → 2Rep(G) which
forgets the marked simple objects is an equivalence of 2-categories.
A morphism σ : α → β of marked 2-representations gives rise to a mor-
phism of equivariant gerbes 〈σ〉 : Xα → Xβ in the following way. The vector
bundle 〈σ〉 over Xβ ⊗ Xα is defined to have fibers
〈µ|σ|i〉 := Hom(eµ, σ(ei)).
For v ∈ (Xβ) g←µ and u¯ ∈ (Xα) g← i, the unitary maps
〈µ|σ|i〉(
v⊗u¯
g
oo ) : 〈µ|σ|i〉 → 〈g·µ|σ|g·i〉
send
σ(ei)
eµ
λ
OO
7→
σαg(ei)
σ(u)∗
$$J
JJ
JJ
JJ
JJ
βgσ(ei)
σei (g)
99sssssssss
σ(eg·i)
βg(eµ)
βg(λ)
OO
eg·µ
v
oo
(9.3)
We now show that this formula indeed defines an equivariant vector bundle
〈σ〉 : Xβ ⊗ Xα → Hilb; note that the conjugate of Xα must be used because
of the σ(u)∗ term occurring above.
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Proposition 9.2. This construction produces a unitary equivariant vector
bundle 〈σ〉 : Xβ ⊗ Xα → Hilb.
Proof. Consider the diagram:
eg2g1·µ
v2

σ(eg2g1·i)
βg2(eg1·µ)
βg2 (v1)

βg2σ(eg1·i)
σ(g2)eg1·i // σαg2(eg1·i)
σ(u∗2)
OO
βg2βg1(eµ)
b(g2,g1)eµ

βg2βg1 (λ) // βg2βg1σ(ei)
b(g1,g1)σ(ei)

βg2 (σ(g1)ei )// βg2σαg1(ei)
σ(g2)αg1 (ei) //
βg2σ(u
∗
1)
OO
// σαg2αg1(ei)
σαg2 (u
∗
1)
OO
βg2g1(eµ) βg2g1 (λ)
// βg2g1σ(ei) σ(g2g1)ei
// σαg2g1(ei)
σ(a(g2,g1)∗ei )
55kkkkkkkkkkkkkk
Taking the tour around the outside track is
〈µ|σ|i〉(
(v2v1)⊗(u2u1)
g2g1oo )(λ),
while taking the tour around the inside track is
〈g·µ|σ|g·i〉(
v2⊗u¯2
g2oo ) ◦ 〈µ|σ|i〉(
v1⊗u¯1
g1oo )(λ).
The square at seven o' clock commutes by the naturality of b(g2, g1), the
irregular pentagon at five o' clock commutes because it is essentially the
coherence equation (7.4) from Chapter 7.1.2 for the natural isomorphisms
σ(g), and the square at four o' clock commutes by the naturality of σ(g2).
Finally, the bundle is unitary precisely because all the morphisms involved
in its construction are unitary (except the morphism λ of course).
9.3 2-Morphisms
Similarly a 2-morphism θ : σ → ρ between morphisms of marked 2-representations
gives rise to a morphism of equivariant vector bundles 〈θ〉 : 〈σ〉 → 〈ρ〉 whose
components are just given by postcomposition with the components of the
natural transformation θ:
〈θ〉µ,i : 〈µ|σ|i〉 → 〈µ|ρ|i〉
f 7→ θei ◦ f.
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9.4 Equivalence of 2-categories
In this section we show that these constructions furnish an equivalence of
2-categories between the 2-category of unitary 2-representations and the 2-
category of equivariant gerbes equipped with metrics. This can be viewed
as an equivariant version of the equivalence we established in Chapter 3
between the 2-category of 2-Hilbert spaces and the 2-category of finite spaces
equipped with metrics.
We hasten to add that this kind of result  obtaining an explicit under-
standing of unitary 2-representations and the morphisms and 2-morphisms
between them  is not really new, since related elements of it are present
in the work of Elguera [53, Cor 6.21] and some similar ideas also appear in
the work of Barrett and Mackaay [17, pg 17]. These references however do
not use the language of equivariant gerbes; by using this language we hope
our formulation expresses the geometry of the situation in a cleaner way:
 Firstly it shows how this result can be regarded as the `categorification'
of the geometric correspondence between ordinary unitary representa-
tions and equivariant line bundles.
 Secondly, the geometric language of equivariant gerbes is quite refined
and enables us to understand the 2-category of 2-representations in
a more succinct way. For instance, it allows us to identify the hom-
sets in the complexified Grothendieck category [2Rep(G)]C as spaces
of flat sections of line bundles; moreover we can elegantly calculate the
dimension of these hom-sets using the integration formula of Willerton
(Theorem 8.4).
 Finally, we essentially work directly with the 2-Hilbert spaces them-
selves and not some co-ordinatized skeleton of them, a strategy which
is likely to be important in more advanced geometric situations.
Let us state the result.
Theorem 9.3. The map
2Repm(G) −→ Gerbes(G)
α 7→ Xα
α
σ→ β 7→ Xα 〈σ〉→ Xβ
σ
θ→ ρ 7→ 〈σ〉 〈θ〉→ 〈ρ〉
is functorial, and an equivalence of 2-categories. Moreover it is a unitary
linear map at the level of 2-morphisms.
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Proof. This map is just an equivariant version of the 2-functor
〈·〉 : 2Hilbm → FinSpaces
which we showed was an equivalence, and a unitary linear map at the level
of 2-morphisms, in Proposition 3.14. The main thing to check is that if
σ : α→ β and ρ : β → γ are morphisms of marked unitary 2-representations,
then the compositor
〈ρ〉 ◦ 〈σ〉 → 〈ρ ◦ σ〉
we defined in (3.7) is an equivariant map. That is, we need to check that it is
compatible with the formula (9.3) for extracting equivariant vector bundles
from morphisms of 2-representations. To this end, suppose that ei ∈ Hα,
eµ ∈ Hβ and eκ ∈ Hγ are the marked simple objects in the underlying
2-Hilbert spaces of α, β and γ respectively, and that u : eg·i → αg(ei),
v : eg·µ → βg(eµ) and w : eg·κ → γg(eκ), are unitary morphisms. We must
check that the following diagram commutes:
〈κ|ρ|µ〉 ⊗ 〈µ|σ|i〉
◦

〈ρ〉(
w⊗v¯
g
oo )⊗ 〈σ〉(
v⊗u¯
g
oo )
// 〈g·κ|ρ|g·µ〉 ⊗ 〈g·µ|σ|g·i〉
◦

〈κ|ρσ|i〉
〈ρ ◦ σ〉(
w⊗u¯
g
oo )
// 〈g·κ|ρ ◦ σ|g·i〉
Indeed, for λ2 ∈ 〈κ|ρ|µ〉 and λ1 ∈ 〈µ|σ|i〉, the counterclockwise and clockwise
directions evaluate as
 //
(λ2 ⊗ λ1) = ρσ(u)∗ ◦ ρ
(
σei(g)
)◦ρσ(ei)(g)◦γg(ρ(λ1) ◦ λ2) ◦ u′′
= ρ
(
σ(u)∗σei(g)βg(λ1)u
′
)
◦ ρ(u′)∗ ◦ ρeµ(g) ◦ γg(λ2) ◦ u′′
=
//

(λ2 ⊗ λ1)
where the middle step uses the naturality of ρ(g) : γ ◦ ρ⇒ ρ ◦ β, and the u′
term drops out since u′u′∗ = id. This establishes that the map
2Repm → Gerbes(G)
is indeed a weak 2-functor. To see that it is an equivalence, the most direct
method is to restrict attention to unitary 2-representations on skeletal 2-
Hilbert spaces (all unitary 2-representations are equivalent to unitary 2-
representations of this form, since every 2-Hilbert space is equivalent to a
skeletal 2-Hilbert space). To give a skeletal 2-Hilbert space α the structure of
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a unitary 2-representation is the same thing as defining a G-action on the set
Xα of simple objects, together with a groupoid 2-cocycle cα ∈ Z2(XG, U(1)).
In this picture, a morphism σ : α → β between skeletal 2-representations
is the same thing as a (cβ × cα)-twisted equivariant vector bundle over the
groupoid Xβ×Xα. Similarly a 2-morphism is just a morphism of equivariant
vector bundles. These data structures are precisely the same structures
which define the objects, morphisms and 2-morphisms of Gerbes(G) once we
pass to a cocycle description, as we explained in Chapter 8. Therefore the
2-functor 2Repm → Gerbes(G) is indeed an equivalence of 2-categories.
Combining this result with the classification of equivariant gerbes from
Proposition 8.3 allows us to rederive some known results about 2-representations,
but specialized to the unitary setting. We say that a 2-representation is ir-
reducible if its associated equivariant gerbe has only a single orbit.
Corollary 9.4 (Compare Ostrik [104, Ex. 3.4], Elgueta [53, Thm 7.5],
Ganter and Kapranov [67, Prop 7.3]). Irreducible unitary 2-representations
of G are classified up to strong unitary equivalence by triples (X, k, [φ]), where
X is a transitive G-set up to isomorphism, k is a positive real number, and
[φ] is an equivariant cohomology class [φ] ∈ H2(XG, U(1)).
We write 1 for the trivial 2-representation of G on Hilb (it is the unit object
for the monoidal 2-category structure of 2Rep(G), but we will not discuss
this here).
Corollary 9.5 (Compare Elgueta [53, Cor 6.21], Ganter and Kapranov [67,
Ex. 5.1]). The endomorphism category of the unit object is monoidally equiv-
alent to the category of representations of G,
End2Rep(G)(1) ' Rep(G).
More generally, if α is any one-dimensional 2-representation of G, then there
is a unitary equivalence of 2-Hilbert spaces
Hom2Rep(G)(1, α) ' Repφ(G)
where φ ∈ Z2(G,U(1)) is the group 2-cocycle obtained from choosing a sec-
tion of Xα.
We would like to stress however that the geometric language of equiv-
ariant gerbes allows us to go further than these results, because the gerbal
technology we developed in Chapter 8 allows us to give us a concrete geo-
metric understanding of all the hom-sets in [2Rep(G)]C.
Corollary 9.6. The space of morphisms between unitary 2-representations
in [2Rep(G)]C identifies as the space of flat sections of the transgressed line
bundle over the loop groupoid of the product of their associated G-sets:
Hom(α, β)[2Rep(G)]C ∼= ΓΛ(Xβ×Xα)G(τ(Xβ ⊗ Xα)C).
9.5. THE 2-CHARACTER AND THE GEOMETRIC CHARACTER 185
Thus their dimensions can be calculated by integrating the transgression of
the transgressed line bundle over the double loop groupoid:
dimHom(α, β) =
∫
Λ2(Xβ×Xα)G
τ2(Xβ ⊗ Xα).
In particular, the dimension of the space of endomorphisms of an object
computes as
dimEnd(α) =
1
|G| |{(i, j, g, h) : i, j ∈ Xα, g, h ∈ G, i, j ∈ Fix(g)∩Fix(h), gh = hg}|.
Having established the correspondence between unitary 2-representations
and equivariant gerbes, we now turn to their characters.
9.5 The 2-character and the geometric character
In this section we prove our main result in this chapter  that the 2-character
of a unitary 2-representation corresponds naturally to the geometric charac-
ter of its associated equivariant gerbe, and hence the 2-character is a unitarily
fully faithful functor at the level of the complexified Grothendieck category.
Theorem 9.7. The 2-character of a marked unitary 2-representation is uni-
tarily naturally isomorphic to the geometric character (i.e. the push-forward
of the transgression) of the associated equivariant gerbe:
[2Repm(G)]
χ
%%KK
KKK
KKK
KK
∼ // [Gerbes(G)]
chyysss
sss
sss
s
HilbG(G)
That is, there are unitary isomorphisms γα : χα
∼=→ ch(Xα), natural in α.
Combining this with our knowledge of the geometric character functor
from Theorem 8.6 gives us one of the three main results in this thesis that
we mentioned in the introduction.
Theorem 9.8. The complexified 2-character functor
χC : [2Rep(G)]C → HilbG(G)
is a unitarily fully faithful functor from the complexified Grothendieck cate-
gory of unitary representations of G to the category of unitary equivariant
vector bundles over G.
Proving Theorem 9.7 involves expanding out the abstract higher-categorical
definitions for the 2-character and checking that they have the appropriate
geometric behaviour. We do this in three steps  firstly we define the iso-
morphisms γα, then we show that they are indeed morphisms of equivariant
vector bundles, and then we show that they are natural in α.
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9.5.1 Defining the isomorphisms
Given a marked 2-representation α the isomorphism of equivariant vector
bundles γα : χα → ch(Xα) is easy enough to write down. For g ∈ G, the
fibers of the 2-character compute, by definition, as
χα(g) = Nat(id, αg)
∼= {(θei : ei → αg(ei))i∈Fix(g)},
while the fibers of the geometric character are
ch(Xα)(g) = Sections
(
τ(Xα)C|Fix(g)
)
= {(ϑi ∈ uHom(ei, αg(ei))⊗ C)i∈Fix(x)}.
So the fibrewise identification between these two complex lines is component-
wise just the identification between a hermitian line and the line associated
to its circle of radius
√
ki. Recalling our conventions about U(1)-torsors and
hermitian lines from Section 8.4, the isomorphisms γα are given at the level
of unitary morphisms u : ei → αg(ei) by
γα : χα(g)→ ch(Xα)(g)
u 7→ u⊗
√
ki.
Moreover, recalling our conventions about the inner products on Nat(id, αg)
and Sections
(
τ(Xα)C|Fix(g)
)
from Chapters 3.3 and 8.6.2 respectively, one
sees that γα is indeed a unitary isomorphism.
9.5.2 Verifying that the isomorphisms are equivariant
The following lemma verifies that these fibrewise identifications are equivari-
ant with respect to the action of G, which for the 2-character is given by the
string diagram formula from Chapter 7.5 and for the geometric character by
the transgression formula from Chapter 8.5. In other words, γα is indeed a
morphism in HilbG(G).
Lemma 9.9. Let α be a marked 2-representation of G.
(i) The equivariant maps for the 2-character χα compute as the transgres-
sion, in the sense that
χα(hxh−1
h← g) : Nat(id, αg)→ Nat(id, αhgh−1)
evaluates as
χα(hgh−1
h← g)(θ)eh·i = v  θei  v−1
where v : eh·i → αh(ei) is any unitary arrow in the underlying 2-Hilbert
space Hα, and  is the twisted composition law from Chapter 9.1.
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(ii) Therefore the following diagram commutes:
χα(g)
γα(g)

χα(
h←g)
// χα(hgh−1)
γα(hgh−1)

ch(Xα)(g)
ch(Xα)(
h←g)
// ch(Xα)(hgh−1)
.
Proof. (i) We need to evaluate the string diagram formula for the map χα(
h←
g),
7→ .
The right hand side computes as[
χα(hgh−1
h← g)(θ)]
eh·i
:= a(hg, h−1)eh·ia(h, g)αh−1 (eh·i)αh(θαh−1 (eh·i))
a∗(h, h−1)eh·ia(e)eh·i
(a)
= a(hg, h−1)eh·ia(h, g)αh−1 (eh·i)αh(θαh−1 (eh·i))αh(v
−1)v
(b)
= a(hg, h−1)eh·ia(h, g)αh−1 (eh·i)αh(αg(v
−1))αh(θei)v
(c)
= a(hg, h−1)eh·iαhg(v
−1)a(h, g)eiαh(θei)v
(d)
= (v  θei)  v−1
where (a) uses the expression (9.2) for v−1 with respect to the twisted com-
position law  from (9.1), (b) uses the naturality of θ, (c) uses the naturality
of a(h, g), and (d) again uses the composition law  from (9.1).
(ii) This is just (i), expressed more formally.
9.5.3 Verifying naturality
It remains to show that the isomorphisms γα : χα → ch(Xα) are natural
with respect to morphisms of 2-representations σ : α→ β. This amounts to
computing the string diagram formula (7.7) for χ(σ)  the action of the 2-
character on morphisms  and observing that it corresponds to the formula
(8.5) for the behaviour of the geometric character on morphisms, which was
defined in terms of the complex conjugate of the ordinary character χ〈σ〉 of
the equivariant vector bundle 〈σ〉. In a slogan, `the 2-character on morphisms
is the ordinary character'.
Lemma 9.10. Let σ : α→ β be a morphism of marked 2-representations of
G.
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(i) The matrix elements of χ(σ) compute as the complex conjugate of the
trace of the associated equivariant vector bundle 〈σ〉,
〈θµ, χ(σ)gθi〉 = Tr
(
〈µ|σ|i〉(
θµ⊗θi
g
oo )
)∗
.
(ii) Therefore the isomorphism γα : χα
∼=→ ch(Xα) is natural in α, that is
for each g ∈ G the following diagram commutes:
χα(g)
χ(σ)g
//
γα

χβ(g)
γβ

ch(Xα)(g)
ch(〈σ〉)g
// ch(Xβ)(g)
Proof. (i) We need to evaluate the string diagram formula for the map χ(σ)g,
7→ ,
where (σ∗, η, ) is some choice of right adjoint for σ and Ψ is the even-handed
structure on 2Hilb. This gives
χ(σ)g(θ)eµ = βg(eµ) ◦ σ(g)∗σ∗(eµ) ◦ σ(θσ∗(eµ)) ◦Ψ(η)eµ . (9.4)
Our main task in evaluating this expression further is to compute the term
Ψ(η)eµ ; to do this we need to translate the even-handed structure φ
Ψ7→ ∗φ∗∗
on 2Hilb from the language of adjunction isomorphisms into the language
of unit and counit natural transformations.
Now, we know from Theorem 7.12 that the formula above does not de-
pend on the right adjoint (σ∗, η, ) that was chosen to evaluate it. If we fix
the underlying functor σ∗, then the freedom in choosing the unit and counit
maps η and  is given at the level of the adjunction isomorphisms between
the hom-sets by the freedom in choosing arbitrary vector space isomorphisms
φi,µ : Hom(σ(ei), eµ)→ Hom(ei, σ∗(eµ))
at the level of the simple objects. It is convenient to choose these isomor-
phisms φi,µ to be `scaled unitary' in the sense that
(φi,µ(v), φi,µ(w)) =
ki
kµ
(v, w)
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for v, w ∈ Hom(σ(ei), eµ), or in other words
φ∗i,µφi,µ =
ki
kµ
id . (9.5)
The advantage of this choice will presently become clear. Choose a ∗-basis
{v(µ,i)p : eµ → σ(ei)}dim〈µ|σ|i〉p=1
for each hom-space Hom(eµ, σ(ei))  that is, a basis satisfying
v(µ,i)∗p ◦ v(µ,i)q = δpq ideµ and hence
∑
µ,p
v(µ,i)p ◦ v(µ,i)∗p = idσ(ei) .
In terms of such a basis, we claim that Ψ(η)eµ computes as
Ψ(η)eµ =
1
kµ
∑
i
ki
∑
p
σ(w(i,µ)p ) ◦ v(µ,i)p (9.6)
where w
(i,µ)
p : ei → σ∗(eµ) is defined as φ(v(µ,i)∗p ). To see this, firstly observe
that the w
(i,µ)
p form a ∗-basis for Hom(ei, σ∗(eµ)) because
w(i,µ)∗p ◦ w(i,µ)q =
1
ki
(idei , w
(µ,i)∗
p ◦ w(µ,i)q ) idei
=
1
ki
(w(i,µ)p , w
(i,µ)
q ) idei
=
1
ki
(φ(v(µ,i)∗p ), φ(v
(µ,i)∗
q )) idei
=
1
ki
ki
kµ
(v(µ,i)∗p , v
(µ,i)∗
q ) idei
=
1
kµ
(ideµ , v
(µ,i)∗
q v
(µ,i)
p ) idei
= δpq idei .
(This is the utility of choosing the isomorphisms φ to be scaled unitary.) To
prove (9.6), all we need to show is that when we translate this formula back
into a hom-set isomorphism
ψ : Hom(σ∗(eµ), ei)→ Hom(eµ, σ(ei))
via the standard translation between these two pictures then we must end
up with ψ = ∗φ∗∗. Indeed, we compute:
ψ(w(i,µ)∗q ) := σ(w
(i,µ)∗
q ) ◦Ψ(η)eµ
=
1
kµ
∑
i
ki
∑
p
σ(w(i,µ)∗q ) ◦ σ(w(i,µ)p ) ◦ v(µ,i)p
=
ki
kµ
v(µ,i)p
= ∗φ∗ ∗ (w(i,µ)∗q ) (by (9.5)).
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A similar argument establishes that
eµ =
∑
i,p
v(µ,i)∗ ◦ σ(w(i,µ)∗). (9.7)
Moreover, by our formula from Lemma 3.9 we compute that
θσ∗(eµ) =
∑
i,p
αg(w(i,µ)p ) ◦ θei ◦ w(i,µ)p . (9.8)
and similarly
σ(g)∗σ∗(eµ) =
∑
i,p
βgσ(w(i,µ)p )σ(g)
∗
eiσαg(w
(i,µ)∗
p ). (9.9)
Substituting the expansions (9.6), (9.7), (9.8) and (9.9) into our original
string diagram formula (9.4), most of the indices pair off and one computes
that for a natural transformation θi ∈ χα(g) supported on a single fixed
point x ∈ FixX(g) (that is, the components (θi)ej of θi over the marked
simple objects are zero unless i = j), we have:
χ(σ)g(θi)eµ =
ki
kµ
∑
p
βx(v(µ,i)∗p ) ◦ σ(g)∗ei ◦ σ(θei) ◦ v(µ,i)p .
Notice how the scale factors ki and kµ have entered this description  this
underscores our point that this map uses the even-handed structure in an
intrinsic way. We can identify this combination of terms as the complex
conjugate of the trace of the associated equivariant vector bundle 〈σ〉 as
follows. Fix an orthonormal basis {θi ∈ χα(x)} and {θµ ∈ χβ(x)} of natural
transformations supported exclusively over fixed points i ∈ FixX(g) and
µ ∈ FixX′(g). Recalling the relevant inner product from Chapter 3.3, the
matrix elements in this basis are thus
〈θµ, χ(σ)gθi〉 = kµ(θµ, χ(σ)gθi)
=
∑
p
ki(θeµ , βg(v
(µ,i)∗
p )σ(g)
∗
eiσ(θei)v
(µ,i)
p )
=
1
kµ
∑
p
(v(µ,i)p , σ(kiθ
∗
ei)σ(g)eiβg(v
(µ,i)
p )kµθeµ)
∗
= Tr
(
〈µ|σ|i〉(
θµ⊗θ¯i
g
oo )
)∗
,
where the last step uses the definition of the equivariant vector bundle 〈σ〉
from (9.3) (we needed to use kiθei because θi was an orthonormal basis
vector, so that (θei , θei) =
1
ki
, and similarly for θeµ). We also used the fact
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that the trace of a linear endomorphism A of the Hilbert space 〈µ|σ|i〉 can
be expressed in terms of a ∗-basis {vp} as
Tr(A) =
1
kµ
∑
p
(vp, Avp)
since we must account for the fact that the basis vectors vp are orthogonal
but not orthonormal:
(vp, vq) = (ideµ , v
∗
pcq) = δpq(ideµ , ideµ) = δpqkµ.
(ii) This follows immediately from comparing the matrix elements of
χ(σ)g above to the matrix elements of ch(〈σ〉)g given in equation (8.5).
This completes the proof of Theorem 9.7.
9.6 The 2-character does not distinguish 2-representations
In this section we observe another corollary of our theorem that the 2-
character of a 2-representation corresponds to the geometric character of its
associated equivariant gerbe. Namely that, contrary to ordinary represent-
ation theory, the 2-character does not distinguish 2-representations.
Corollary 9.11 (of Theorem 9.7). The 2-character does not distinguish uni-
tary 2-representations. That is, there exist nonequivalent unitary 2-representations
α and β having the property that χα ∼= χβ in HilbG(G).
Proof. We need only check this statement at the level of geometric characters
of equivariant gerbes. Every finite G-set X can be regarded as a `trivial'
or `untwisted' equivariant gerbe X by replacing each arrow in the action
groupoid XG with a copy of U(1). The geometric character of such a gerbe
is the equivariant vector bundle over G whose fibers are the space of functions
on the fixed points of G on X:
ch(X)g = {f : FixX(g)→ C}.
The conjugation action on these fibers is given by conjugating the arguments
of the functions; this completes the description of the geometric character
ch(X) as a representation of the loop groupoid ΛBG. Now, a representation
of a groupoid is determined up to isomorphism by its character, which is
the function on the loop groupoid of the original groupoid defined by taking
the trace of the representation over the endomorphisms in the groupoid (see
Willerton [120]). In our case, the character of the geometric character χch(X)
is a function on the double loop groupoid Λ2BG, and unraveling the definition,
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we see that it assigns to every pair of commuting elements g, h ∈ G the
number of points x ∈ X which are simultaneously fixed by g and h:
χch(X) : Λ
2BG→ C
(g, h) 7→ |{x ∈ X : g·x = h·x = x}|.
We call this function the double character of the G-set X, and it can happen
that two nonisomorphic G-sets X and Y have the same double character,
in much the same way that two nonisomorphic G-sets can have the same
ordinary character (that is, share the same number of fixed points for each
group element). See [130, 49]. This is because two G-sets X and Y are
isomorphic if and only if each subgroup of G has the same number of fixed
points in bothX and Y  this is basically the Yoneda lemma in the category
of G-sets. This means it is not enough to know the number of fixed points for
pairs of commuting elements, since these do not generate the most general
subgroups that could occur.
Thus we have shown that nonequivalent 2-representations can give rise
to isomorphic 2-characters.
How are we to interpret this result? It seems best to understand it as
a reaffirmation of the fact that 2-Hilbert spaces, or semisimple categories
in general, are not the final word on what a `2-vector space' should be.
They do not have continuous parameters and hence can only accommodate
`permutation-type' 2-representations, and this is the phenomenon which is
at play above. We can also interpret this result as stating that the functor
[2Rep(G)]→ [2Rep(G)]C does not reflect isomorphisms.
Chapter 10
The higher categorical
dimension of 2Rep(G).
In this chapter we compute Dim2Rep(G), the `higher-categorical dimension'
of the 2-category 2Rep(G) of unitary 2-representations of G. By the `higher-
categorical dimension' of a 2-categoryA we mean the category Hom(idA, idA)
of transformations of the identity 2-functor on A and modifications be-
tween them; this is also known as the generalized centre of the 2-category A
[125, 10]. By well-known higher-categorical reasoning which we will explain
in detail shortly, the higher-categorical dimension of a 2-category forms a
braided monoidal category, and our main result is as follows.
Theorem. The higher-categorical dimension of the 2-category of unitary
2-representations of a finite group G is equivalent, as a braided monoidal
category, to the category of conjugation-equivariant hermitian vector bundles
over G equipped with the fusion tensor product. In symbols,
Dim2Rep(G) ' HilbfusionG (G).
The `fusion tensor product' on HilbfusionG (G) refers to the tensor product
operation on the `category assigned to the circle' in three-tier topological
quantum field theory, obtained by using the pair of pants to fuse G-bundles
over S1 together as in the lecture notes of Freed [60] (see also [61, 63]). We
have reviewed this braided monoidal structure on HilbfusionG (G) in Appendix
D.
Therefore, as we explained in the introduction, the relevance of this result
is that it provides further evidence for the validity of the Extended TQFT
Hypothesis of Baez and Dolan, at least in the case of the three-dimensional
untwisted finite group model. This is because 2Rep(G) can be interpreted as
the 2-category assigned to the point while HilbfusionG (G) can be interpreted as
the category assigned to the circle. Hence this theorem confirms the `trace
equation'
DimZ(M) ' Z(M × S1)
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that one would expect to hold for all closed manifolds M with dimM ≤ 2
if the Extended TQFT Hypothesis were to be true. Our theorem above
deals with the case when M is a point; the remaining cases are dealt with
in Appendix A.
Our strategy for proving this theorem is as follows. We do not cal-
culate the higher-categorical dimension of 2Rep(G) directly; rather we use
the fact that 2Rep(G) is equivalent to the 2-category Gerbes(G) of equiv-
ariant gerbes, and we instead calculate the higher-categorical dimension of
Gerbes(G). Providing the assumption in the theorem about equivalences be-
tween 2-categories is indeed true, this will give the result. We will spell out
our reasons for adopting this strategy in Section 10.3 below, but the idea is
essentially that the geometric framework of equivariant gerbes enables one
to write down precise formulas for the various constructions involved with-
out making any choices, a feature which is sadly not available if one works
directly with the 2-category 2Rep(G).
In Section 10.1 we recall the notion of the higher-categorical dimension
of a 2-category, and we explain why it is a braided monoidal category, both
by using the periodic table of Baez and Dolan as well by employing three-
dimensional string diagrams. In Section 10.2 we illustrate the procedure we
will use for the proof by carefully running through the same algorithm one
categorical level down. We show step by step in a series of lemmas how the
categorical dimension of the category Rep(G) of ordinary representations of
a group computes as Z(C[G]), the centre of the group algebra. This is not
a new result, but the idea is to provide a service for the reader: the rest of
the chapter `categorifies' these lemmas one by one, so that if confused the
reader can return to this section to regain his or her bearings.
In Section 10.3 we explain why we have been forced into the indirect route
of calculating DimGerbes(G) instead of calculating Dim2Rep(G) directly. In
the remaining sections we proceed with our calculation of DimGerbes(G), by
establishing categorified analogues of each lemma in Section 10.2 in the world
of equivariant gerbes. We begin in Section 10.4 by showing that the hom-
category Hom(EG,X) of morphisms emanating out of the `regular equivari-
ant gerbe' EG is generated by certain specific morphisms Ux : EG → X as
x ranges over X. In Section 10.5 we show how to extract an equivariant
vector bundle from a transformation of the identity on Gerbes(G)|EG. In
Section 10.6 we show how, if one is given a transformation of the identity
on Gerbes(G)|EG, then one can extend that transformation to the entire 2-
category. In Section 10.7 we show that restricting and then extending trans-
formations in this way recovers back the original transformation. In Section
10.8 we show that a morphism of transformations is uniquely and freely de-
termined by its behaviour at the regular equivariant gerbe EG. Finally in
Section 10.9 we wrap up the proof.
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10.1 Higher categorical dimensions of 2-categories
From every 2-category A one can produce a braided monoidal category
DimA which we call the higher categorical dimension (or just dimension)
of A. One defines it by setting
DimA := Hom(idA, idA),
the category whose objects are transformations of the identity 2-functor on
A, and whose morphisms are modifications. This category is more commonly
known as the centre or generalized centre of A (see eg. [125, 10]), because
it can be thought of as a many-object generalization of notion of the centre
Z(C) of a monoidal category C, due to Joyal and Street[81]. Recall that the
centre Z(C) of a monoidal category is the braided monoidal category whose
objects are pairs
V = (V, {θVW : V ⊗W →W ⊗ V }W∈C)
consisting of an object V ∈ C together with a prescribed isomorphism
θVW : V ⊗W → W ⊗ V for every W ∈ C, satisfying various coherence di-
agrams. It turns out that if one thinks of the monoidal category C as a
one-object 2-category, then V corresponds precisely to a transformation of
the identity 2-functor on C, at least if one reverses the normal convention
for directions of transformation cells.
That is to say, so far in this thesis we have followed the widely-held
convention (see eg. Leinster [91]) that the data of a transformation σ : F ⇒
G between weak 2-functors F,G : A→ B consists of, for each object a ∈ A,
a 1-morphism σa : Fa → Ga in B, and for each 1-morphism a f→ b in A, a
2-isomorphism σ(f) : Gf ◦ σa ⇒ σb ◦ Ff .
In order to align with the standard description of the centre of a
monoidal category, in this chapter we will be using the opposite
convention for transformations.
That is, σ(f) is taken to be a 2-isomorphism σ(f) : σb ◦ Ff ⇒ Gf ◦ σa.
In the case of a monoidal category (with objects V,W etc.) thought of as
a 2-category, and where σ ≡ V : id ⇒ id is a transformation of the identity
2-functor, this means that the coherence cells V (W ) run in the direction
V (W ) : V ⊗W →W ⊗ V
which is the ordinary convention for the centre of a monoidal category.
Before we explain in more detail the notion of the higher-categorical
dimension of a 2-category A, let us explain why we have called it the `di-
mension' of A:
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 The kind of 2-categories we are concerned with are the higher-vector
spaces which arise in extended TQFT. We think of DimA as the higher-
categorical trace of the identity 2-functor on A, hence the word `dimen-
sion'.
 We would like a notation whereby the important formula
Z(M × S1) ' DimZ(M)
of extended TQFT, which we are trying to explicate in this thesis,
continues to hold no matter which categorical level one is working at.
 We would like to avoid confusion with the more well-known concept
of the `centre' of a monoidal higher-categorical structure, For instance,
the 2-category 2Rep(G) is indeed a monoidal 2-category (a feature we
have not discussed in this thesis), so that were we to use the word
`centre' the uninitiated reader might imagine we were constructing a
braided monoidal 2-category from 2Rep(G) as in [46], and not a braided
monoidal category.
Terminology issues aside, what is DimA and why does it produce a
braided monoidal category?
Periodic table argument
The most abstract answer to why the higher-categorical dimension of a 2-
category produces a braided monoidal category is as follows: think of the
2-category A as an object in the 3-category 2Cat of 2-categories, weak 2-
functors, transformations and modifications. Then DimA := Hom(idA, idA) ⊂
2Cat is a 3-category with one object and one 1-morphism and is hence a
braided monoidal category. To see this, we need to recall the celebrated
periodic table of Baez and Dolan [10]:
n = 0 n = 1 n = 2
k = 0 sets categories 2-categories
k = 1 monoids monoidal monoidal
categories 2-categories
k = 2 commutative braided braided
monoids monoidal monoidal
categories 2-categories
k = 3 ` symmetric weakly involutory
monoidal monoidal
categories 2-categories
k = 4 `' `' strongly involutory
monoidal
2-categories
k = 5 `' `' `'
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Recall that this table describes `k-tuply monoidal n-categories'  that is,
(n + k)-categories with only one j-morphism for j < k. The idea is that
as one descends each column, the n-categories first acquire a `monoidal' or
tensor product structure, which then becomes increasingly `commutative'
in character with increasing k, and Baez and Dolan conjectured that this
process stabilizes at k = n+ 2.
The entry in this table which corresponds to a `3-category with one object
and one 1-morphism' is found at k = 2 and n = 1  a braided monoidal
category. For a formal proof that a tricategory with one object and one
1-morphism corresponds to a braided monoidal category, see [42].
String diagrams argument
The most intuitive way to understand that the higher categorical dimension
of a 2-category is a braided monoidal category is by using string diagrams to
depict the relevant higher-dimensional algebra in the 3-category 2Cat. Recall
from Chapter 4 that string diagrams for 2-categories are Poincaré dual to
the ordinary globular notation. We follow the same method here. We depict
an object A ∈ 2Cat  that is, a 2-category  as a solid cubical region:
A weak 2-functor F : A→ B is then drawn as a vertical plane, viewed from
right to left as usual:
A transformation σ : F ⇒ G is drawn as a vertical line:
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Note that we are reading these transformations from the back to the front.
Finally, a modification θ : σ ρ is drawn as a point (at least, a small
circle):
Now, we want to emphasize that these diagrams are not just a convenient
mnemonic but are a perfectly precise notation for dealing with weak 2-
functors, transformations and modifications between 2-categories. To see
this, one should understand that each 3d diagram above can be viewed as
a `movie' of transformations, obtained by taking sequential horizontal cross
sections of the diagram from top to bottom. Every time a modification is
crossed, a new frame is created. For instance, the movie corresponding to
the diagram above is:
In all our movies (such as those in Appendix C), the source and target
weak 2-functors for the transformations in each individual frame will be
clearly understood from the context. We can thus appeal to the coherence
theorem of Gurski [70, Cor 10.2.5] to conclude that the resulting modification
specified in a movie of transformations is independent of how each individual
transformation has been parenthesized.
Let us apply this three-dimensional notation to DimA = Hom(idA, idA).
A transformation T : idA ⇒ idA (`T' stands for `transformation') is drawn
simply as a vertical line, because the identity planes idA are not labelled:
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Observe that if S is another transformation of the identity, then there is a
modification
c : T ◦ S S ◦ T (10.1)
whose component at a ∈ A is given by the coherence cell of T evaluated at
Sa:
a
b
a
b
Ta

Sa //
Ta

Sa
//
T(Sa)
{ 

We choose to draw this modification in string diagrams as follows:
Then the coherence and naturality properties of the component 2-isomorphisms
T(Sa) tell us that the strings labelled T, S etc. really do behave as braids
in the corresponding string diagrams. Moreover, the coherence equation for
the components of a modification θ : T T′ tell us that one can drag the
circles along the strings:
= .
We hope this pictures make it clear why DimA is a braided monoidal cat-
egory. In fact, the same string diagrams give an elegant explanation for
why a general tricategory with one object and one 1-morphism is a braided
monoidal category, that is for Theorem 2.8 of Cheng and Gurski [42]. The
braiding is obtained by creating `bubbles' using the unit coherence isomor-
phisms, which enables the strands to move around each other. However we
will not deal with this general case here.
10.2 The argument, one level down
Having explained higher-categorical dimensions of 2-categories, we are now
return to our task of calculating the higher-categorical dimension of 2Rep(G).
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In this section, which will be used as a blueprint for the later sections, we
work out the corresponding problem one level down. We show that the
higher-categorical dimension of the category of representations of a group
computes as the center of the group algebra. This is not a new result (see
for instance [120]), but our purpose is to lay out the proof in a series of
lemmas in such a way that the rest of the chapter is seen to be a direct
categorification of each of these lemmas. Of course in conventional terms
the proof is `obvious': a natural transformation of the identity on Rep(G) is
entirely determined by what it does at the regular representation C[G]. But
things which appear obvious at this level become a bit more subtle when
categorified; this is what forces us to go about the proof in this strange way.
Here then is the scene: we are trying to understand the nature of a natural
transformation t (`t' stands for `transformation') of the identity functor on
Rep(G). Firstly, let us establish our notation. We write
C[G] =
formal sums ∑
g∈G
λg g

for the left regular representation ofG, and we equip it with the inner product
〈g|h〉 = δgh.
We start with a lemma giving us a grip on the intertwiners in Rep(G) ema-
nating out of the regular representation.
Lemma 10.1. An intertwiner of representations u : C[G] → V is the same
thing as a vector v ∈ V .
Proof. Set v = u(e). Then since u is equivariant, we must have u(g) = g·v.
Conversely, given any v ∈ V we may clearly define an intertwiner by setting
u(g) = g·v.
Given a vector v ∈ V , we will write uv for the intertwiner C[G] → V
defined in the above lemma, that is uv(g) = g·v.
Now, we will use the notation that Rep(G)|C[G] refers to the category of
representations of G `restricted' to C[G]; that is it has one object C[G] and its
morphisms are just intertwiners C[G]→ C[G]. Suppose t is a transformation
of the identity on Rep(G)|C[G]. By the above lemma, its solitary component
tC[G] : C[G] → C[G] is entirely determined by its value on the unit element
e ∈ C[G]. We encapsulate this information via its matrix elements:
tg := 〈g|tC[G]|e〉.
In other words,
tC[G](e) =
∑
g
tg g.
Then we have the following lemma.
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Lemma 10.2. (i) The numbers {tg}g∈G are invariant under conjugation,
that is thgh−1 = tg for all g, h ∈ G.
(ii) All told, the map
v : Dim
(
Rep(G)|C[G]
)→ Z(C[G])
t 7→
∑
g∈G
tg−1 g
is an isomorphism of commutative algebras.
Proof. (i) The map tC[G] : C[G]→ C[G] must commute with all intertwiners,
and these are generated by the maps uh we defined in Lemma 10.1 as h
ranges over G. In terms of matrix elements, we must therefore have
〈hg|tC[G] ◦ uh|e〉 = 〈hg|uh ◦ tC[G]|e〉
⇔ 〈hg|tC[G]|h〉 = 〈hgh−1|tC[G]|e〉
⇔ 〈g|tC[G]|e〉 = 〈hgh−1|tC[G]|e〉.
That is, tg = thgh−1 .
(ii) We saw in (i) that a natural transformation t ∈ Dim (Rep(G)|C[G])
gives rise to an element
∑
g tg g in the center of the group algebra. The only
subtle point is that to make this into an algebra homomorphism, we have to
use inverses as in the statement of the proposition. Indeed, we have
v(s)v(t) =
∑
g∈G
〈g−1|s|e〉
(∑
h∈G
〈h−1|t|e〉|h〉
)
=
∑
g,h∈G
〈g−1|s|e〉〈h−1|t|e〉|h〉|gh〉
=
∑
g,h∈G
〈h−1g−1|s|h−1〉〈h−1|t|e〉|gh〉
=
∑
a,b∈G
〈a−1|s|b〉〈b|t|e〉|a〉
=
∑
a∈G
〈a−1|s ◦ t|e〉|a〉
= v(s ◦ t).
Now we establish that a natural transformation of the identity on Rep(G)
is entirely determined by its behaviour at the regular representation. We do
this in two steps. Firstly, we start with a transformation t of the identity
on C[G], and then we define a new transformation tˆ of the identity on C[G],
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which is defined solely in terms of the data of t at the regular representation
C[G]. Then we show that tˆ is in fact equal to the original transformation t.
This is an admittedly convoluted way of looking at things, but it is the way
our construction will run in the categorified setting.
Given t ∈ DimRep(G), we define the natural transformation tˆ ∈ DimRep(G)
by defining its component at a representation V by summing over the group
action, weighted by the numbers tg obtained by restricting t to the regular
representation:
tV (v) =
∑
g
tg g·v. (10.2)
Note that tˆ is defined solely in terms of the data of t at C[G]. We have the
following lemma.
Lemma 10.3. With this definition, tˆ is indeed a transformation of the iden-
tity on Rep(G). Moreover, tˆC[G] = tC[G].
Proof. We must show that for each intertwiner f : V → W , the following
diagram commutes:
V
f
//
tˆV

W
tˆW

V
f
//W
.
This follows from the fact that f is an intertwiner:
tˆW ◦ f(v) =
∑
g
tg(g·f(v))
=
∑
g
tgf(g·v)
= f ◦ tˆV (v).
Moreover, it is clear that tˆ equals t at C[G]. To check this, we only need to
evaluate them at the unit element e ∈ C[G]:
tˆC[G](e) =
∑
g
tg g =
∑
g
〈g|tC[G]|e〉 g = tC[G](e).
Finally we establish that tˆ actually recovers back our original transfor-
mation t.
Lemma 10.4. In fact, t = tˆ.
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Proof. Indeed, this follows from the following naturality square, where V is
a representation and v ∈ V :
C[G] uv //
tC[G]

V
tV

C[G] uv
// V
.
In summary, we have shown the following.
Lemma 10.5. The restriction map
Dim (Rep(G))→ Dim (Rep(G)|C[G])
is an isomorphism of commutative algebras.
Proof. This map is clearly an algebra homomorphism. Lemma 10.3 estab-
lishes that it is surjective, and Lemma 10.4 establishes that it is injective.
Combining Lemmas 10.2 and 10.5 then proves our result.
Proposition 10.6. The categorical dimension of the category of unitary
representations of a finite group G is isomorphic, as a commutative algebra,
to the center of the group algebra. That is, DimRep(G) ∼= Z(C[G]).
In the next sections we `categorify' each step in the above procedure,
translated into the world of equivariant gerbes.
10.3 Why the indirect method of equivariant gerbes?
Our strategy in this chapter is to calculate Dim2Rep(G) indirectly; that is
we actually calculate DimGerbes(G) and then we appeal to Theorem 9.3
which showed that 2Rep(G) and Gerbes(G) are equivalent 2-categories. We
acknowledge that it would be more desirable to calculate Dim2Rep(G) di-
rectly; in this section we explain why we have been obliged to adopt the
strategy we have.
The trouble is purely a technical one: it is difficult to write down choice-
free formulas when working directly with 2-representations, and this causes
problems in the proof. The difference between 2-representations and equiv-
ariant gerbes is analogous to the difference between an exact sequence of
groups and a specific 2-cocycle which realizes that exact sequence, as we saw
in Chapter 7.2.
Moreover, the language of categories and functors does not lend itself to
writing down canonical choice-free formulas. Consider for instance attempt-
ing to categorify the formula (10.2) above. That is, suppose one is given a
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conjugation equivariant vector bundle V over G (one regards V as a cate-
gorification of an element in the centre of the group algebra)1, with which
one wishes to define a transformation of the identity T on 2Rep(G). The
natural formula to use is to set the component of T at a 2-representation
α ∈ 2Rep(G) to be the morphism of 2-Hilbert spaces Tα : Hα → Hα which
acts on an object v ∈ Hα via
Tα(v) = 
⊕
g∈G
Vg  αg(v) . (10.3)
Besides the obvious fact that we have used the `tensoring with a vector space'
operation  which is not actually available in a 2-Hilbert space, at least in
the way we have defined them, the problem with this formula is that there is
no canonical way to `add' two objects in a 2-Hilbert space. That may seem
like a trivial matter, and indeed it is merely a technicality, but it interferes
with the proof. One may attempt to remedy this by passing to skeletal 2-
Hilbert spaces; but even there one cannot proceed in an entirely choice-free
fashion because at a certain point one will need to define linear ∗-functors
between such spaces, and as we saw in Lemma 3.8 the value of such a functor
on the hom-sets can be specified arbitrarily.
Another possible strategy one could adopt is to try and use an explicit
cocycle description of 2-representations, similar to the treatment of Elgueta
[53]. The problem with cocycles is they too implicitly represent choices, and
it proves very awkward to carry through with the calculation of Dim2Rep(G)
in this manner, where one needs to accommodate the twisted structures in a
canonical way.
This then is the advantage of equivariant gerbes: they constitute a choice-
free geometric formalism for dealing with unitary 2-representations in which
one can actually write down canonical formulas. For instance, we will see
in Section 10.6 that in the world of equivariant gerbes, (10.3) becomes the
canonical formula
〈x′|TˆX|x〉 =
⊕
x′
g←−x
(X g←x)C ⊗ Tg.
That is, one adds the vector spaces Vg together after twisting them by the
gerbe. We stress that this is a choice-free formula; even the direct sum
⊕
is
not a formal direct sum of vector spaces (which would require an ordering)
but is really defined as the `sections of the vector bundle over the relevant
hom-sets in the gerbe twisted by the vector spaces Tg', just as in Chapter
3.4.
1At this point, we do not want to think of a conjugation equivariant vector bundle
over G as the categorification of a class function, because as we saw in Lemma 10.2 the
relevant algebra structure is that of Z(C[G])  the convolution product  and not the
product of class functions.
10.4. UNDERSTANDING MORPHISMS EMANATING OUT OF EG 205
The price we must pay is that we are no longer dealing directly with
2-representations. In Chapter (9.4) we established that there is a canonical
2-functor
2Repm(G)→ Gerbes(G)
from the 2-category of marked 2-representations to the 2-category of equivari-
ant gerbes, which sets up an equivalence between these 2-categories. Notwith-
standing the relatively harmless problem that there is no choice-free way to
turn a unmarked 2-representation into a marked one, the main problem
is that there is no choice-free way to turn an equivariant gerbe into a 2-
representation. To do that, one would first have to choose a section of the
gerbe, which sets up a cocycle, which one then uses to define the coherence
isomorphisms for the 2-representation. Thus, all we can truthfully claim is
that the 2-category of 2-representations and the 2-category of equivariant
gerbes are `merely' equivalent. To prove that this implies that their higher-
categorical dimensions are equivalent, as we do in Appendix C, involves the
assumption that this equivalence can be upgraded into a `coherent adjoint
equivalence'. Nevertheless it is expected that this is indeed the case [?].
10.4 Understanding morphisms emanating out of
EG
Having explained the necessary background and motivation, we can now
commence with the task of computing DimGerbes(G). We begin in this
section by finding the appropriate categorified analogue of Lemma 10.1.
The replacement for the notion of the `regular 2-representation' in the
world of equivariant gerbes is called EG, the trivial equivariant gerbe over
the free G-set EG. That is, the objects of EG are the elements g ∈ G, and
its G-graded hom-sets are copies of U(1),
EG h←g = U(1).
Suppose X ∈ Gerbes(G) is an equivariant gerbe. For each x ∈ X, we want to
define a morphism
Ux : EG→ X
which is the vector bundle analogue of the linear map uv : C[G] → ρ from
Lemma 10.1. Morally speaking, Ux is the `map which sends e ∈ G to x ∈ X',
but we need to express this in our vector bundle formalism. We define Ux to
be the equivariant vector bundle over X⊗EG which is supported exclusively
on the orbit
Ox = G · (x, e) ⊂ ObX⊗ EG
where its fibers are given by
〈g·x|Ux|g〉 = (X g←x)C,
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(a) (b)
Figure 10.1: (a) The equivariant vector bundle Ux over X⊗ EG associated
to a point x ∈ X. (b) The equivariant maps for the bundle Ux are simply
given by composing arrows in the gerbe.
as in Figure 10.1a, equipped with the equivariant maps
Ux(
u⊗1
hoo ) : 〈g·x|Ux|g〉 → 〈hg·x|Ux|hg〉
which are the linear extensions of the maps defined by `postcomposing with
u':
X g←x → X hg← x
w 7→ post(u)(w) = u ◦ w.
See Figure 10.1b. Then we have the following lemma.
Lemma 10.7. (i) The morphisms Ux : EG → X defined above generate
the hom-category Hom(EG,X), in the sense that every morphism is
isomorphic to a direct sum of such morphisms.
(ii) In particular, if V : X → Y is a morphism of equivariant gerbes, then
there is a canonical isomorphism of equivariant vector bundles
V ◦ Ux ξ←−
⊕
y′∈Y
〈y′|V |x〉 · Uy′ .
Proof. (i) Since G acts freely on X ×EG, every groupoid 2-cocycle on (X ×
EG)G must be a coboundary, and thus no matter how twisted the gerbe
X is, an equivariant vector bundle over X ⊗ EG must be isomorphic to a
direct sum of trivial line bundles over each orbit, which we can take to be
the bundles Ux we defined above.
(ii) We should first explain precisely what we mean by the vector bundle
⊕y′〈y′|V |x〉·Uy′  it is the equivariant vector bundle over Y⊗EG with fibers〈
y
∣∣∣∣⊕
y′
〈y′|V |x〉 · Uy′
∣∣∣∣ g〉 := ⊕
y′
〈y′|V |x〉 ⊗ 〈y|Uy′ |g〉
= 〈g−1·y|V |x〉 ⊗ (Yy g← )C
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and with maps[
⊕
y′
〈y′|V |x〉 · Uy′
]
(
w⊗1¯
hoo ) :
〈
y
∣∣∣∣⊕
y′
〈y′|V |x〉 · Uy′
∣∣∣∣ g〉→ 〈h·y ∣∣∣∣⊕
y′
〈y′|V |x〉 · Uy′
∣∣∣∣hg〉
defined by postcomposing with w:
〈g−1·y|V |x〉 ⊗ (Yy g← )C → 〈g−1·y|V |x〉 ⊗ (Yh·y hg←−)C
v 7→ w ◦ v.
We define the isomorphism ξ fibrewise as follows:〈
y
∣∣∣∣⊕
y′
〈y′|V |x〉 · Uy′
∣∣∣∣ g〉 ξy,g // 〈y|V ◦ Ux|g〉
〈g−1·y|V |x〉 ⊗ (Yy g← )C
W (
v⊗u¯
g
oo )⊗(v 7→u)
// 〈y|V |g·x〉 ⊗ (X g←x)C
which as usual is independent of the choices of v ∈ Yy g← and u ∈ X g←x. It is a
simple matter of unravelling the definitions to see that ξ is an isomorphism
of equivariant vector bundles.
10.5 Extracting equivariant vector bundles
Our aim in this section is to establish the categorified analogue of Lemma
10.2. We show that a transformation T of the identity on the 2-category
Gerbes(G)EG is the same thing as a vector bundle over G equipped with iso-
morphisms lifting the action of conjugation (another way to say this is that
T is the same thing as a representation of the loop groupoid ΛBG). Under
this correspondence, composition of transformations gets sent to the fusion
product of equivariant vector bundles over G (not the fiberwise tensor prod-
uct), and the same goes for the braiding. When we think of the category of
conjugation equivariant vector bundles over a group as equipped with this
braided monoidal structure, we write it as HilbfusionG (G), and we have recalled
the definition in Appendix D.
Consider that, by definition, a transformation of the identity T on Gerbes(G)EG
consists of a morphism TEG : EG → EG, together with for each morphism
U : EG→ EG, an isomorphism of equivariant vector bundles
EG
EG
EG
EG
TEG

U //
TEG

U
//
T(U){ 
 .
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Let us agree to write
Tg := 〈g|TEG|e〉
for the fibers of the bundle TEG which `emanate out of the identity'. Now by
Lemma 10.7, U is a direct sum of the generating line bundles Uh as h ranges
over G, and since these isomorphisms T(U) are natural in U it is sufficient
to understand the coherence isomorphisms T(Uh) on these generators. At
(hg, e) ∈ EG⊗ EG, the fibers of TEG ◦ Uh compute as
〈hg|TEG ◦ Uh|e〉 =
⊕
a∈G
〈hg|T|a〉 ⊗ 〈a|Uh|e〉
= 〈hg|TEG|h〉 ⊗ (EGh e←h)C
= 〈hg|TEG|h〉.
In this last step, we have applied the following harmless convention, which
we will use for the rest of this chapter:
If a factor in a tensor product of vector spaces identifies canonically
with C, then it will not explicitly be written down.
The corresponding fibers of Uh ◦ TEG compute as
〈hg|Uh ◦ TEG|e〉 =
⊕
a∈G
〈hg|Uh|a〉 ⊗ 〈a|TEG|e〉
= Thgh−1 .
We can therefore conveniently package the data of the coherence isomor-
phisms T(Uh) by defining the vector space isomorphisms
T( h← g) : Tg → Thgh-1
as the composite
Tg
=−→ 〈g|TEG|e〉
T(
1⊗1¯
hoo )
−−−−−→ 〈hg|TEG|h〉
T(Uh)hg,e−−−−−−→ Thgh-1 .
We then have the following result.
Proposition 10.8. (i) The vector spaces {Tg}g∈G together with the iso-
morphisms {T( h←g) : Tg → Thgh-1}g,h∈G furnish an equivariant vector
bundle over G.
(ii) Moreover, a modification θ : T → S of transformations gives rise to a
map of equivariant vector bundles
{θg : Tg → Sg}
over G.
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(iii) All told, the functor
V : Dim (Gerbes(G)|EG)→ HilbfusionG (G)
V(T)g := Tg-1
is an equivalence of braided monoidal categories.
Proof. (i) The reader will agree that, as long as we keep using our convention
of ignoring factors in tensor products which identify canonically with C, the
composite vector bundle Uh1 ◦ Uh2 is equal to Uh2h1 . This allows us to use
the accompanying coherence equation for the isomorphisms T(Uh):
EG
EG
EG
EG
EG
EG
TEG

Uh2 //
TEG

Uh2
//
Uh1 //
Uh1
//
TEG

T(Uh2 )
{ 

T(Uh1 )
{ 
 =
EG
EG
EG
EG
TEG

Uh2h1 //
TEG

Uh2h1
//
T(Uh2h1 )
{ 

It is not hard to see that by expanding out this coherence equation fibrewise
at (h2h1g, e) ∈ EG⊗ EG we obtain the equations
T( h2← h1gh−11 ) ◦ T( h1← g) = T( h2h1← g).
Moreover since Ue can be identified with the identify morphism EG → EG,
we have
T( e← g) = id .
Thus the vector spaces {Tg}g∈G together with the isomorphisms {T( h← g)}g,h∈G
furnish an equivariant vector bundle over G.
(ii) If θ : T→ S is a modification between transformations, we can define
the fibrewise maps
θg := [θEG]g,e : Tg → Sg.
The condition that θ is a modification is the requirement that for all h ∈ G
the following pasting diagram commutes:
EG
EG
EG
EG
TEG

SEG

TEG

SEG

Uh //
Uh
//
S(Uh)rz
T(Uh)
#θEG
4<qqqqq
qqqqq θEG
6>tttt
tttt
The fibrewise components of this pasting diagram at (hg, e) is precisely the
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requirement that {θg : Tg → Sg} is a map of equivariant vector bundles:
Tg
θg
//
T(
h←g)

Sg
S(
h←g)

Thgh-1
θhgh-1
// Shgh-1
(iii) Since an equivariant vector bundle over EG ⊗ EG must be isomor-
phic to a constant vector bundle, we see that the only real information in
a transformation T resides in the vector spaces Tg := 〈g|T |e〉 together with
the isomorphisms T( h← g) defined above, and the same goes for modifications
between them. This establishes that the functor
V : DimGerbes(G)EG → HilbfusionG (G)
is essentially surjective and fully faithful, and hence an equivalence of cate-
gories.
The subtle point here is that we must use inverses, just as in Lemma
10.2, in order for this to be a monoidal functor. For then we can define the
fibrewise monoidal coherence isomorphisms as:
[V(S)⊗V(T)]g

[V(S ◦ T)]g
=
⊕
ab=g〈a-1|S|e〉 ⊗ 〈b−1|T|e〉
S(g-1a)⊗id
⊕
ab=g〈g-1|S|g-1a〉 ⊗ 〈b-1|T|e〉
⊕
a〈g-1|S|a〉 ⊗ 〈a|T|e〉
It is trivial to check that this data satisfies the coherence equations for a
monoidal functor.
To see that it is a braided monoidal functor, recall from Section 10.1 that
the braiding S ◦ T→ T ◦ S in Dim (Gerbes(G)|EG) is given by the coherence
isomorphism S(TEG),
EG
EG
EG
EG
SEG

TEG //
SEG

TEG
//
S(TEG)
{ 
 ,
and that the braiding V(S)⊗V(T)→ V(T)⊗V(S) in HilbfusionG (G) is given
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by conjugation on the S-factor followed by rearrangement (see Appendix D):
[V(S)⊗V(T)]g

[V(T)⊗V(S)]g
=
⊕
ab=g
Sa-1 ⊗ Tb-1
S(
b-1← a-1)⊗id
⊕
ab=g
Sb-1a-1b ⊗ Tb-1
swap
⊕
ab=g
Tb-1 ⊗ Sb-1a-1b
Now, TEG can be expressed as a direct sum of the generating line bundles
TEG ∼=
⊕
b∈g
Tb · Ub
just as in Lemma 10.7. Thus by naturality, the coherence isomorphism
S(TEG) can be expressed in terms of the basic isomorphisms S(Ub), whose
fiberwise components are encoded by the conjugation isomorphisms S( b← a).
In other words, the braiding isomorphism
S(TEG) : S ◦ T→ T ◦ S
is also given by conjugation on the S-factor and then rearrangment. In this
way we see that our functor recovers precisely the braiding on HilbfusionG (G).
10.6 Extending transformations
Our task in the next two sections is to show that a transformation T of the
identity on Gerbes(G) is determined by its behaviour at EG, the substitute
for the `regular 2-representation' in the world of equivariant gerbes. In this
section, the analogue of Lemma 10.3, we construct a transformation of the
identity Tˆ which is defined solely in terms of the data of T at EG, and then
in the next section we show that there is a canonical isomorphism
ΩT : T→ Tˆ
inside DimGerbes(G)  which is the analogue of Lemma 10.4.
Given T, we define Tˆ as follows. Its component TˆX : X → X at an
equivariant gerbe X is the equivariant vector bundle over X⊗X whose fibers
are
〈x′|TˆX|x〉 =
⊕
x′
g←−x
(X g←x)C ⊗ Tg.
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Figure 10.2: The fiber 〈x′|TˆX|x〉 of the equivariant vector bundle 〈TˆX〉 adds
up all the vector spaces Tg where g·x = x′ together, after tensoring them
with the corresponding hom-sets in the gerbe X.
In other words, it collects each vector space Tg having the property that
g·x = x′ together, after twisting them by the equivariant gerbe X (see Fig-
ure 10.2). Being able to write down this formula so canonically is a great
advantage of using the language of equivariant gerbes; had we opted for a
cocycle description instead, or some other such scheme, we would not have
been able to write down such a choice-free formula.
As an equivariant vector bundle, the maps
〈x′|TˆX|x〉( v⊗u¯
hoo ) : 〈x′|TˆX|x〉 → 〈h·x′|TˆX|h·x〉
are given by ⊕
x′
g←−x
(X g←x)C ⊗ Tg
adv,u⊗T( h←g)
⊕
x′
g←−x
(Xh·x′ hgh
-1←−h·x)C ⊗ Thgh−1
where
adv,u : Xx′ g←x → Xh·x′ hgh-1←−h·x
is the `adjoint' operation which sends w 7→ vwu−1 (see Figure 10.3), and
the maps T( h← g) : Tg → Thgh-1 are the conjugation isomorphisms that we
defined in Section 10.5. Since both these operations compose appropriately,
we see that TˆX is indeed an equivariant vector bundle. The important point
here though is that TˆX is constructed solely from the equivariant gerbe X
and the data of T at EG.
So far we have only defined the components TˆX of the transformation Tˆ.
Given a morphism V : X→ Y of equivariant gerbes, we must also define the
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Figure 10.3: The adjoint operation adv,u : Xx′ g←x → Xh·x′ hgh-1←−h·x sends w 7→
vwu−1.
coherence isomorphisms
X
X
Y
Y
TˆX

V //
TˆY

V
//
Tˆ(V )
{ 
 .
These are defined in components as follows:
〈y|TˆY ◦ V |x〉
Tˆ(V )y,x

〈y|V ◦ TˆX|x〉
=
⊕
g∈G
(Yy g← )C ⊗ Tg ⊗ 〈g−1·y|V |x〉
swap
⊕
g∈G
〈g−1·y|V |x〉 ⊗ (Y g←y)C ⊗ Tg
V (
v⊗u¯
g
oo )⊗(v 7→u)⊗id
⊕
g∈G
〈y|V |g·x〉 ⊗ (X g←x)C ⊗ Tg
That is to say, after initially rearranging things one chooses arrows v ∈
Yg g
−1·y← and u ∈ X x←g, which one uses to parallel transport the vector bundle
V while simultaneously sending v 7→ u (see Figure 10.4). This construction
is canonical and does not depend on the choices of v and u, because these
two operations transform oppositely with respect to rescaling of v and u.
Observe also that the isomorphism Tˆ(V ) only uses the gerbe X and the
vector bundle V ; it does not use any information from the transformation T
at all.
In the remainder of this section we will do two things. Firstly we will
confirm that with this definition of the coherence isomorphisms Tˆ(V ), Tˆ is
indeed a transformation of the identity on Gerbes(G). Then we will use the
coherence isomorphisms of T to establish the isomorphism ΩT : T→ Tˆ.
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Figure 10.4: The coherence isomorphisms Tˆ(V ) are defined component-wise
by transporting V along some chosen arrows arrows v ∈ Yg g−1·y← and u¯ ∈
X x←g while simultaneously sending v 7→ u.
Lemma 10.9. With these definitions, Tˆ is indeed a transformation of the
identity on Gerbes(G). Moreover, its restriction Tˆ|EG is isomorphic to T|EG
as transformations in Dim (Gerbes(G)|EG).
Proof. We first need to establish for a morphism V : X → Y of equivariant
gerbes, the isomorphism of vector bundles
Tˆ(V ) : TˆY ◦ V → V ◦ TˆX
defined above is indeed a morphism of equivariant vector bundles  that is,
that the following diagram commutes:
〈y|TˆY ◦ V |x〉
Tˆ(V )y,x

(TˆY◦V )( t⊗s¯
hoo )
// 〈h·y|TˆY ◦ V |h·x〉
Tˆ(V )h·y,h·x

〈y|V ◦ TˆX|x〉
(V ◦TˆX)( t⊗s¯
hoo )
// 〈h·y|V ◦ TˆX|h·x〉
Using the definitions we gave above, we can expand out this diagram to
obtain the following diagram,
⊕
g∈G
(Yy g← )C ⊗ Tg ⊗ 〈g-1·y|V |x〉
ζ

α //
⊕
g∈G
(Yh·y hgh
-1←−)C ⊗ Thgh-1 ⊗ 〈hg-1·y|V |h·x〉
ξ
⊕
g∈G
〈y|V |g·x〉 ⊗ (X g←x)C ⊗ Tg
β
//
⊕
g∈G
〈h·y|V |hg·x〉 ⊗ (Xhgh-1←−h·x)C ⊗ Thgh-1
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where
ξ = swap ◦ (v 7→ u)⊗ id⊗V (
v⊗u¯
g
oo )
ζ = swap ◦ (tvt′-1 7→ s′us-1)⊗ id⊗V (
tvt′-1⊗s′us-1
hgh-1
oo )
α = adt,t′ ⊗T( h← g)⊗ V (
t′⊗s¯
g
oo )
β = V (
t⊗s¯′
hoo )⊗ ads′,s⊗T( h← g).
The diagram above consists of three simultaneous `tracks' (each step is a
tensor product of three operations). The track involving T clearly commutes,
the track involving the gerbes X and Y is
Yy x←
v 7→u

adt,t′
// Yh·y
hgh-1←−
tvt′-1 7→s′us-1

X h←x
ads′,s
// Xhgh
-1←−h·x
,
while the track involving the equivariant vector bundle V is:
〈x-1·y|V |x〉
V (
t′⊗s¯
hoo )
//
V (
v⊗u¯
xoo )

〈gx-1·y|V |h·x〉
V (
hgh-1←−−−−−−−−
tvt′-1⊗s′us-1
)

〈y|V |x·x〉
V (
t⊗s¯′
hoo )
// 〈h·y|V |gx·x〉
.
Here we have been using the following arrows in the gerbes:
h·y gx-1·ytvt′-1oo
y
t
OO
x-1·yvoo
t′
OO
gx·x h·xs
′us-1oo
x·x
s′
OO
x
u
oo
s
OO
In any event, both diagrams above commute, which is what we needed to
show.
It remains to establish that the isomorphisms Tˆ(V ) obey the coherence
equation for a transformation  that is, if W : Y→ Z is another morphism
of equivariant gerbes then we must have the following equality:
X
X
Y
Y
Z
Z
TˆX

V //
TˆY

V
//
W //
W
//
TˆZ

Tˆ(V )
{ 

Tˆ(W )
{ 
 =
X
X
Z
Z
TˆX

W◦V //
TˆZ

W◦V
//
Tˆ(W◦V ){ 

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This equation indeed holds for the simple reason that Tˆ(W ◦ V ) is defined
in terms of the vector bundle W ◦ V , which is in turn defined via the tensor
product of W and V , which is the requirement of the equation above. In
other words, this equation is a routine unraveling of definitions, as the reader
will confirm. This completes the proof that Tˆ is indeed a transformation of
the identity on Gerbes(G).
Finally, we need to show that the restriction of Tˆ to EG is isomorphic in
Dim (Gerbes(G)|EG) to our original transformation T. We only need to show
that their corresponding equivariant vector bundles {Tˆg}g∈G and {T}g∈G are
isomorphic. Indeed, unraveling the definitions we see that
Tˆg = 〈g|TˆEG|e〉 = (EG g←e)C ⊗ 〈g|TEG|e〉 = 〈g|TEG|e〉
= Tg
where in the second last step we once more used our convention of ignoring
factors in tensor products which identify canonically with C (in this case, the
factor is actually C by definition). So, the fibers of Tˆg identify with those of
Tg. Moreover, the equivariant maps Tˆ(
h← g) identify with T( h← g), because
if we unravel the definitions, we have:
Tˆ( h← g) = 〈g|TEG|e〉
Tˆ(
1⊗1¯
hoo )
−→ 〈hg|TˆEG|h〉
Tˆ(Uh)hg,e−→ 〈hgh−1|TˆEG|e〉
= Tg
T(
h←g)−→ Thgh−1 id−→ Thgh−1
= T( h← g).
This completes the proof.
10.7 A transformation is determined by its data at
EG
In this section, the analogue of Lemma 10.4, we show that a transformation T
of the identity on Gerbes(G) is indeed completely determined by its behaviour
at the `regular equivariant gerbe' EG. That is, we construct the components
of an isomorphism Ω: T→ Tˆ, where Tˆ is the transformation of the identity
on Gerbes(G) we defined in the last section which was solely constructed out
of the data of T at EG. Then we confirm that Ω is indeed an isomorphism
inside DimGerbes(G).
To specify the isomorphism Ω, we need to give for each equivariant gerbe
X an isomorphism of equivariant vector bundles over X⊗ X
ΩX : TX → TˆX.
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We define these by observing that T is a transformation of the identity, so
for each x ∈ X we have the coherence isomorphism
EG
EG
X
X
TEG

Ux //
TX

Ux
//
T(Ux)
{ 
 .
At (x′, e) ∈ X ⊗ EG, the fibres of the clockwise and counterclockwise com-
posite vector bundles above compute as
〈x′|TX ◦ Ux|e〉 =
⊕
x′′∈X
〈x′|TX|x′′〉 ⊗ 〈x′′|Ux|e〉
= 〈x′|TX|x〉
and
〈x′|Ux ◦ TEG|e〉 =
⊕
g∈G
〈x′|Ux|g〉 ⊗ 〈g|TEG|e〉
=
⊕
x′
g←−x
(X g←x)C ⊗ Tg
= 〈x′|TˆX|x〉
respectively, so we obtain fibrewise isomorphisms
[ΩX]x′,x ≡ T(Ux)x′,e : 〈x′|TX|x〉 →
⊕
x′
g←−x
(X g←x)C ⊗ Tg.
We then have the main result of this section.
Proposition 10.10. Suppose that T is a transformation of the identity on
Gerbes(G). Then:
(i) For each equivariant gerbe X, the isomorphism ΩX : TX → TˆX defined
fibrewise above is indeed an isomorphism of equivariant vector bundles.
(ii) Taken together, the isomorphisms
{ΩX : TX → TˆX}
satisfy the modification condition and hence Ω: T → Tˆ is indeed an
isomorphism between these two transformations in DimGerbes(G).
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Proof. (i) For this first part of the proof we regard the equivariant gerbe X
as fixed, so we take the notational liberty of writing Ω ≡ ΩX. We want to
show that the following diagram commutes:
〈x′|TX|x〉
Ωx′,x
//
TX( v⊗u¯
hoo )

⊕
x′
g←−x
(X g←x)C ⊗ Tg
adv,u⊗T( h←g)

〈h·x′|TX|h·x〉 Ωh·x′,h·x
//
⊕
x′
g←−x
(Xhgh-1←−h·x)C ⊗ Thgh−1
(10.4)
We do this by combining two equations, one arising from the fact that
T(Ux) : TX ◦ Ux → Ux ◦ TEG
is an isomorphism of equivariant vector bundles, and the other arising from
the coherence equation on the isomorphisms T(U) when one composes U
and V . .
To obtain the first equation, observe that the isomorphism T(Ux) has
fibrewise components
T(Ux)h·x′,h : 〈h·x′|TX ◦ Ux|h〉 // 〈h·x′|Ux ◦ TEG|h〉
〈h·x′|TX|h·x〉 ⊗ (X h←x)C
⊕
x′
g←−x
(X hg← x)C ⊗ 〈hg|TEG|h〉
.
This motivates us to define the isomorphisms
Ωhx′,x := [id⊗TEG( 1⊗1¯
h-1oo )] ◦ T(Ux)h·x′,h,
in other words,
Ωhx′,x : 〈h·x′|TX|h·x〉 ⊗ (X h←x)C →
⊕
x′
g←−x
(X hg← x)C ⊗ Tg.
Now, the fact that T(Ux) is an isomorphism of equivariant vector bundles
translates into the following commutative diagram:
〈x′|TX ◦ Ux|e〉
Ωx′,x
//
(TX◦Ux)(
v⊗1¯
hoo )

〈x′|Ux ◦ TEG|e〉
(Ux◦T)(
v⊗1¯
hoo )

〈h·x′|TX ◦ Ux|h〉
T(Ux)h·x′,x
// 〈h·x′|Ux ◦ TEG|h〉
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By expanding out this diagram we obtain our first equation, which relates
Ωhx′,x with Ωh·x′,h·x:
〈x′|TX|x〉
Ωx′,x
//
TX( v⊗u¯
hoo )⊗u

⊕
x′
g←−x
(X g←x)C ⊗ Tg
post(v)⊗id

〈h·x′|TX|h·x〉 ⊗ (X h←x)C
Ωh
x′,x
//
⊕
x′
h←−x
(X hg← x)C ⊗ Tg
(10.5)
For the other equation, consider the coherence equation corresponding to the
composite of the 1-morphisms Ux and Uh:
EG
EG
EG
EG
X
X
TEG

Uh //
TEG

Uh
//
Ux //
Ux
//
TX

T(Uh)
{ 

T(Ux)
{ 
 =
EG
EG
X
X
TEG

Ux◦Uh //
TX

Ux◦Uh
//
T(Ux◦Uh){ 
 (10.6)
At (h·x′, e) ∈ X⊗EG, the left hand side of this coherence equation computes
as:
〈h·x′|TX ◦ Ux ◦ Uh|e〉
T(Ux)⊗id

〈h·x′|Ux ◦ TEG ◦ Uh|e〉
id⊗T(Uh)

〈h·x′|Ux ◦ Uh ◦ TEG|e〉
=
〈h·x′|TX|h·x〉 ⊗ (X h←x)C
Ωh
x′,x⊕
x′
g←−x
(X hg← x)C ⊗ Tg
id⊗T( h←g)
⊕
x′
g←−x
(X hg← x)C ⊗ Thgh−1
. (10.7)
To evaluate the right hand of the coherence equation (10.6), we need to relate
Ux ◦Uh to Uh·x. Indeed, for every u ∈ X h←x there is a canonical isomorphism
EG X
Uh·x //
Ux◦Uh
>>
pre(u)
which translates the orbit emanating out of h·x into the orbit emanating out
of x by by precomposing with u (see Figure XXX mention also that g ·x = x′
in figure):
〈h·x′|Uh·x|hgh-1〉
pre(u)

〈h·x′|Ux ◦ Uh|hgh-1〉
=
Xhgh
-1←−h·x′

X hg← x
t_

t ◦ u
.
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By naturality of the transformation T, this means the 2-cell on the right
hand side of the coherence equation (10.6) computes as:
EG
EG
X
X
TEG

Ux◦Uh //
TX

Ux◦Uh
//
T(Ux◦Uh){ 
 =
EG
EG
X
X
TEG

Uh·x
//
TX
Uh·x //
Ux◦Uh

Ux◦Uh
@@
T(Uh·x){


pre(u-1)
pre(u)
At (h·x′, e) ∈ X× EG, this expands out as:
〈h·x′|TX ◦ Ux ◦ Uh|e〉
T(Ux◦Uh)h·x′,e

〈h·x′|Ux ◦ Uh ◦ T|e〉
=
〈h·x′|TX|h·x〉 ⊗ (X g←x)C
id⊗pre(u−1)

〈h·x′|TX|h·x〉
Ωh·x′,h·x
⊕
x′
g←−x
(Xhgh-1←−h·x)C ⊗ Thgh-1
pre(u)⊗id
⊕
x′
g←−x
(X hg← x)C ⊗ Thgh-1
Combining this with (10.7), we see that the coherence properties of T ex-
pressed in (10.6) amount to the commutative diagram
〈h·x′|TX|h·x〉 ⊗ (X h←x)C
Ωh
x′,x

id⊗ pre(u−1)
// 〈h·x′|TX|h·x〉
Ωh·x′,h·x
**UUU
UUUU
UUUU
UUUU
U
⊕
x′
g←−x
(Xhgh-1←−h·x)C ⊗ Thgh−1
pre(u)⊗iduukkkk
kkk
kkk
kkk
k
⊕
j
x←−i
(X gx← i)C ⊗ Tg
id⊗T( h←g)
//
⊕
x′
g←−x
(X hg← x)C ⊗ Thgh-1
(10.8)
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By combining the two equations (10.5) and (10.8) we have obtained, we can
finally show that the diagram (10.4) indeed commutes:
Ωh·x′,h·x ◦ TX( v⊗u¯
hoo )
(10.5)
= [pre(u-1)⊗ id] ◦ [id⊗T( h← g)] ◦ Ωhx′,x ◦ [id⊗ pre(u)] ◦ TX( v⊗u¯
hoo )
(10.8)
= [pre(u−1)⊗ id] ◦ [id⊗T( h← g)] ◦ [post(v)⊗ id] ◦ Ωx′,x
= [adv,u⊗T( h← g)] ◦ Ωx′,x.
(ii) We need to show that for every V : X → Y, the following pasting
diagram commutes:
X
X
Y
Y
TX

TˆX

TY

TˆY

V //
V
//
T(V )rz
Tˆ(V )
#ΩX
4<qqqqq
qqqqq ΩY
6>tttt
tttt
In terms of fibrewise components, this is the following diagram:
〈y|TY ◦ V |x〉
T(V )y,x

ΩY⊗id // 〈y|TˆY ◦ V |x〉
Tˆ(V )y,x

〈y|V ◦ TX|x〉 id⊗ΩX
// 〈y|V ◦ TˆX|x〉
We can expand this diagram out to the following requirement:
⊕
y′
〈y|TY|y′〉 ⊗ 〈y′|V |x〉 [ΩY]y,y′⊗id //
T(V )y,x

⊕
y′
⊕
y
g←−y′
(Yy g← )C ⊗ Tg ⊗ 〈y′|V |x〉
swap◦(v 7→u)⊗id⊗V (
v⊗u¯
g
oo )
⊕
x′
〈y|V |x′〉 ⊗ 〈x′|TX|x〉
id⊗[ΩX]x′,x
//
⊕
x′
⊕
x′
g←−x
〈y|V |x′〉 ⊗ (X g←x)C ⊗ Tg
(10.9)
We claim that this follows from the following coherence equation on T:
EG
EG
X
X
Y
Y
TEG

Ux //
TX

Ux
//
V //
V
//
TY

T(Ux)
{ 

T(V ){ 
 =
EG
EG
Y
Y
TEG

V ◦Ux //
TX

V ◦Ux
//
T(V ◦Ux){ 
 (10.10)
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Indeed, at (y, e) ∈ Y ⊗ EG the fibrewise component of the isomorphism of
vector bundles given by the LHS above computes as:
〈y|TY ◦ V |x〉 = 〈y|TY ◦ V ◦ Ux|e〉
T(V )y,x
⊕
x′
〈y|V |x′〉 ⊗ 〈x′|TX|x〉
id⊗[ΩX]x′,x
//
⊕
x′
⊕
x′
g←−x
〈y|V |x′〉 ⊗ (X g←x)C ⊗ Tg
To compute the RHS of (10.10), we need to expand out the vector bundle
V ◦ Ux as a direct sum of the vector bundles Uy as y ranges over Y, using
Lemma 10.7 (ii). That is, if we write
Vx =
⊕
y′
〈y′|V |x〉U ′y
then Lemma 10.7 (ii) gives us a canonical isomorphism ξ : Vx ∼= V ◦ Ux. By
naturality of T, we therefore compute the RHS of (10.10) as the following
composite:
EG
EG
Y
Y
TEG

V ◦Ux //
TX

V ◦Ux
//
T(V ◦Ux){ 
 =
EG
EG
Y
Y
TEG

Vx
//
TY
Vx //
V ◦Ux

V ◦Ux
@@
T(Vx)
{ 

ξ−1
ξ
At (y, e) ∈ Y⊗ EG, this gives us:⊕
y′
〈y|TY|y′〉 ⊗ 〈y′|V ◦ Ux|e〉 id⊗ξ
−1
y′,e=id
//
⊕
y′
〈y|TY|y′〉 ⊗ 〈y′|V |x〉
swap◦ [ΩY]y,y′⊗id
⊕
y′
⊕
y
g←−y′
〈y′|V |x〉 ⊗ (Yy g← )C ⊗ Tg
V (
v⊗u¯
g
oo )⊗(v 7→u)⊗id
⊕
y′
⊕
x′
g←−x
〈y|V |x′〉 ⊗ (X g←x)C ⊗ Tg
Combining this with our previous expression for the LHS gives us the equa-
tion we need (10.9).
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10.8 The restriction map is fully faithful
So far we have established that the operation of restricting a transformation
of the identity T ∈ Dim (Gerbes(G)) to Dim (Gerbes(G)|EG) is essentially sur-
jective (Lemma 10.9) and also `essentially injective' (Proposition 10.10). We
have thus completed the categorified analogues of the lemmas from Section
10.2. But there is a new categorical phenomenon which we must account
for: we must show that the restriction functor is fully faithful.
Proposition 10.11. Suppose that T,S ∈ DimGerbes(G). Then for every
morphism ϑ : TEG → SEG in Dim (Gerbes(G)|EG) there exists a unique ex-
tension
{θX : TX → SX}
of ϑ to a morphism in DimGerbes(G) such that θEG = ϑ.
Proof. To prove uniqueness, we must show that a morphism of transforma-
tions
θ = {θX : TX → SX}
is determined by its component θEG at EG. Now, given an equivariant gerbe
X the condition that θ is a modification between the transformations T and
S implies that for each x ∈ X the following pasting diagram must commute:
EG
EG
X
X
TEG

SEG

TX

SX

Ux //
Ux
//
S(Ux)rz
T(Ux)
#θEG
4<qqqqq
qqqqq θX
6>tttt
tttt
At (x′, e) ∈ X⊗ EG, this expands out to the commutative diagram
〈x′|TX|x〉
[ΩT]x′,x

[θX]x′,x
// 〈x′|SX|x〉
[ΩS]x′,x
⊕
x′
g←−x
(X g←x)C ⊗ Tg
id⊗θg
//
⊕
x′
g←−x
(X g←x)C ⊗Wg
where
θg := [θEG]g,e : Tg → Sg
refers to the morphism of equivariant vector bundles {Tg} → {Sg} obtained
by regarding TEG and SEG as equivariant vector bundles over G (see XXX).
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In other words, the components of θX can be expressed in terms of these
morphisms θg as
[θX]x′,x = [ΩS]−1x′,x ◦
[ ⊕
x′
g←−x
id⊗θg
]
◦ [ΩT]x′,x, (10.11)
which establishes uniqueness.
To establish existence, suppose that T and S are transformations of the
identity on Gerbes(G), and that we are given a map
ϑ : TEG → SEG
in Dim (Gerbes(G)EG) between their restrictions to EG. Recall from XXX
that ϑ is the same thing as a map of equivariant vector bundles over G,
{ϑg : Tg → Sg}.
We need to show that we can extend ϑ to a map θ : T→ S by defining each
map θX : TX → SX in terms of ϑ by the above prescription (10.11).
The main thing to check is that this definition of θX is indeed a map of
equivariant vector bundles. This is the requirement that the front face of the
cube below commutes:⊕
x′
g←−x
(X g←x)C ⊗ Tg
adv,u⊗T( h←g)

id⊗θg
//
⊕
x′
g←−x
(X g←x)C ⊗ Sg
adv,u⊗S( h←g)

〈x′|TX|x〉
ΩT
x′,x
77ooooooooooo [θX]x′,x
//
TX( v⊗u¯
hoo )

〈x′|SX|x〉
SX( v⊗u¯
hoo )

ΩS
x′,x
77ooooooooooo
⊕
x′
g←−x
(Xhgh-1←−h·x)C ⊗ Thgh-1
id⊗θhgh-1
//
⊕
x′
g←−x
(Xhgh-1←−h·x)C ⊗ Shgh-1
〈h·x′|TX|h·x〉
ΩT
h·x′,h·x
77ooooooooooo
[θX]h·x′,h·x
// 〈h·x′|SX|h·x〉
ΩS
h·x′,h·x
77ooooooooooo
Now, the left and right faces commute since we showed in Proposition 10.10
(i) that ΩT and ΩS are equivariant. The top and bottom faces are exactly
our definition of θX in terms of ϑ. Finally the back face commutes, because it
is precisely the condition that {ϑg : Tg → Sg} is a map of equivariant vector
bundles over G. Hence the front face commutes.
Finally we must check that the formula (10.11) indeed satisfies the con-
dition of a modification  that is, that for every morphism V : X → Y the
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following pasting diagram commutes:
X
X
Y
Y
TX

SX

TY

SY

V //
V
//
S(V )rz
T(V )
#θX
4<qqqqq
qqqqq θY
6>tttt
tttt
In components, this diagram is the requirement that the following diagram
commutes:
〈y|TY ◦ V |x〉
T(V )y,x

θY⊗id // 〈y|SY ◦ V |x〉
S(V )y,x

〈y|V ◦ TX|x〉 id⊗θX
// 〈y|V ◦ SX|x〉
To show that this equation holds, we use our formula (10.9) which expresses
T(V ) and S(V ) in terms of V , ΩT and ΩS respectively. Substituting these
expressions in, together with the our expression (10.11) for θX and θY in
terms of the maps {ϑg}, and finally precomposing the above diagram with
[ΩTY ]
−1
y,x and postcomposing it with [Ω
S
X]y,x, we find that the Ω parts cancel
and we are left with checking the following commutative diagram⊕
y′
⊕
y
g←−y′
(Yy g← )C ⊗ Tg ⊗ 〈y′|V |x〉
swap◦(v 7→u)⊗id⊗V (
v⊗u¯
g
oo )

id⊗ϑg⊗id
//
⊕
y′
⊕
y
g←−y′
(Yy g← )C ⊗ Sx ⊗ 〈y′|V |x〉
swap◦(v 7→u)⊗id⊗V (
v⊗u¯
g
oo )
⊕
x′
⊕
x′
g←−x
〈y|V |x′〉 ⊗ (X g←x)C ⊗ Tg
id⊗ id⊗θg
//
⊕
x′
⊕
x′
g←−x
〈y|V |x′〉 ⊗ (X g←x)C ⊗ Sg
which clearly commutes.
10.9 Wrapping up the proof
In this section we wrap up the proof of our main result in this chapter.
Firstly, we can now conclude the following.
Proposition 10.12. The restriction functor
Dim(Gerbes(G))→ Dim(Gerbes(G)|EG)
is an equivalence of braided monoidal categories.
Proof. The restriction functor is clearly braided monoidal. Proposition 10.10
establishes that it is essentially surjective, while Proposition 10.11 establishes
that it is fully faithful.
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This allows us to establish the following.
Theorem 10.13. The higher-categorical dimension of the 2-category of uni-
tary 2-representations of a finite group G is equivalent, as a braided monoidal
category, to the category of conjugation-equivariant hermitian vector bundles
over G equipped with the fusion tensor product. In symbols,
Dim2Rep(G) ' HilbfusionG (G).
Proof. This follows from the following sequence of equivalences of braided
monoidal categories:
Dim2Rep(G) ' DimGerbes(G)
' Dim (Gerbes(G)|EG)
' HilbfusionG (G).
The first equivalence uses Theorem 9.3  that the 2-category 2Rep(G) of
unitary 2-representations is equivalent to the 2-category Gerbes(G) of finite
equivariant gerbes  together with Proposition C.2 from Appendix C 
that if two 2-categories A and B are equivalent, then their higher-categorical
dimensions are equivalent as braided monoidal categories. The second equiv-
alence is Proposition 10.12, and the third is Proposition 10.8.
As we stated in the introduction to this thesis, the significance of this re-
sult is that it verifies, in the case of the untwisted 3d finite group model, the
`crossing with the circle' equation of extended TQFT which is expected to
hold if the Baez-Dolan Extended TQFT Hypothesis is indeed correct. More-
over, it shows that the braided monoidal structure on the category assigned
to the circle can indeed be computed solely via `abstract nonsense' from the
2-category assigned to the point: it recovers precisely the fusion tensor prod-
uct and braiding which Freed obtained using topological operations on the
pair of pants cobordism [59].
Appendix A
Verifying the `crossing with S1'
equation for low codimension
In this appendix we record some computations using the groupoid technology
of Willerton [120] which verify the `crossing with the circle' equation
Z(M × S1) ∼= DimZ(M)
for closed manifolds M in the n-dimensional twisted finite group extended
TQFT, as we promised in the Introduction.
Recall that the initial geometric data in the finite group model is a finite
group G and a group n-cocycle ω ∈ Zn(BG,U(1)), and the quantum invari-
ants Z(M) are defined as the space of sections of the higher line bundles
over PM defined by transgression of the cocycle ω. We will verify the above
formula in those dimensions n where Z(M) is a vector space or a category;
that is when codimM := n− dimM is equal to 1 or 2.
Firstly, recall that the space of fields PM onM is defined as the groupoid
of G-bundles on M ; since such a bundle is determined by its holonomy we
may set
PM = Fun(Π1(M),BG)
where Π1(M) is the fundamental groupoid ofM . In what follows one can as-
sume that a finite number of points have been chosen onM as the endpoints
of these paths; this makes Π1(M) a finite groupoid.
Next, observe that the space of fields on M × S1 computes as the loop
groupoid of the space of fields on M :
PM×S1 = Fun(Π1(M × S1),BG) ∼= Fun
(
Π1(S1),Fun(Π1(M),BG)
)
= ΛPM .
Let ωM ∈ ZcodimM (PM , U(1)) be the transgression of the n-cocycle ω ∈
Zn(BG,U(1)) to the space of fields PM . Under the identification of PM×S1
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with ΛPM , the transgressed cocycle
ωM×S1 ∈ ZcodimM−1(PM×S1 , U(1))
identifies as the ordinary loop transgression of the cocycle ωM (see Willerton
[120]),
ωM×S1 = τ(ωM ).
This loop transgression can be given a concrete formula. In the case codimM =
1, so that τ(ωM ) ∈ Z0(ΛPM , U(1)), we have
τ(ωM )(P
γ
) = ωM (γ),
where P ∈ PM and γ ∈ Stab(P ). Similarly when codimM = 2, so that
τ(ωM ) ∈ Z1(ΛPM , U(1)), then
τ(ωM )
(
δ← (P
γ
)
)
=
ωM (δ, γ)
ωM (γ, δ)
.
We now use the groupoid cocycle technology of Willerton [120] to verify the
`crossing with the circle' equation for these invariants.
Proposition A.1. Let Z be the n-dimensional twisted finite group extended
TQFT associated to a group G and an n-cocycle ω ∈ Zn(BG,U(1)). Then:
(i) If dimM = n− 1, then we have the equality∫
PM×S1
τ(ωM ) = DimΓPM ((ωM )C)
where (ωM )C is the line bundle over PM associated to the transgressed
1-cocycle ωM ∈ Z1(PM , U(1)).
(ii) If dimM = n− 2, then we have an isomorphism of vector spaces
ΓPM (τ(ωM )C) ∼= DimRepωM (PM )
where ωM ∈ Z2(PM , U(1)) is the transgressed 2-cocycle and RepωM (PM )
is the category of ωM -twisted vector bundles over PM .
Proof. Formula (i) is precisely a specific case of the general integration for-
mula [120, Thm 6], while formula (ii) is precisely [120, Thm 16].
From the definition of the invariants Z(M), we recognize this proposition
as essentially verifying the claim that Z(M × S1) ∼= DimZ(M) in the case
were codim M = 1 or 2. We use the word `essentially' because in item (ii)
above we should really be recovering the full Frobenius algebra structure on
Z(M × S1) = ΓPM (τ(ωM )C)
and not just an `isomorphism of vector spaces'. There are however some
subtleties here regarding the inner products on these spaces and we leave
this for later work.
Appendix B
Fusion categories have
ambidextrous duals
In this appendix we record the proof of a lemma which was promised in
Chapter 6.2.
Lemma B.1. A fusion category has ambidextrous duals.
Proof. We are told that every object V has a right dual V ?; we must show
that V ? is also a left dual of V . Observe that for every pair of objects V and
W the presence of right duals gives rise to a bijection of hom-sets:
Hom(1, V ? ⊗W ) ∼= Hom(V,W )
7→
←[
This means in particular (I learnt this argument from [56, Prop 2.1]) that
the right dual X? of a simple object X must be the unique simple object up
to isomorphism which has a nonzero map 1 → X? ⊗X, and moreover this
map is unique up to a scalar. In exactly the same way, the left dual ?X of a
simple object X must be the unique simple object up to isomorphism which
has a nonzero map ?X⊗X → 1. But by semisimplicity, there must then also
be a nonzero map in the other direction, 1→?X ⊗X, whence we must have
?X ∼= X?. Thus the simple objects have ambidextrous duals.
This means that all objects must have ambidextrous duals, by the follow-
ing argument. Let (X)i∈I be some maximal choice of nonisomorphic simple
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objects. Given an object V , choose a basis
{vi,p : Xi → V }dimHom(Xi,V )p=1
for each hom-set Hom(Xi, V ). Since C is semisimple, we have the corre-
sponding dual bases
{vpi : V → Xi}
for Hom(V,Xi) which satisfy
vpi ◦ vi,q = δpq idXi and
∑
i,p
vi,p ◦ vpi = idV .
If ?V and V ? are left and right duals of V respectively, then by making some
choice of ambidextrous duals X∗i for the simple objects Xi we can construct
the following isomorphism ?V → V ?:
∑
i,p
This is indeed an isomorphism, because its inverse V ? → ?V is given by
∑
i,p
,
as the reader will verify by an elementary calculation. Hence ?V ∼= V ? and
all objects have ambidextrous duals.
Appendix C
Naturality of the
higher-categorical dimension
In this appendix we show that if there is a coherent adjoint equivalence
between two 2-categories A and B  a notion we will shortly define 
then their higher-categorical dimensions are equivalent in a well-defined way,
that is there is a braided monoidal functor J : DimA → DimB which
is an equivalence of categories. We needed this result in our proof that
Dim2Rep(G) ' HilbfusionG (G) in Chapter 10.9, since our strategy was to
instead prove that DimGerbes(G) ' HilbfusionG (G), and then appeal to the
equivalence of the 2-categories 2Rep(G) and Gerbes(G) which we established
in Theorem 9.3.
What we call a `coherent adjoint equivalence' is a special case of what
Gurski calls a `biadjoint biequivalence' in [70, Definition A.3.3], with the
following provisos:
 We do not additionally require the modifications b, b′, s and s′ below
to themselves satisfy the snake equations, simply because we do not
need that property in the proof of Theorem 10.13, though we agree
this should form part of the ultimate definition.
 We explicitly add in the extra triangulators ∆′1 and ∆′2 and the hori-
zontal cusp coherence law, which is only implicitly present in [70]. This
property is crucial in order for us to prove that the monoidal functor
J above is indeed a braided monoidal functor, so we decided to empha-
size its importance here by listing it explicitly. This coherence law was
explicated to us by J. Scott Carter [38].
Gurski has shown that every equivalence between 2-categories can be up-
graded into a biadjoint biequvalence (and hence a coherent adjoint equiva-
lence) [71]. The definition of a coherent adjoint equivalence is as follows.
Definition C.1. A coherent adjoint equivalence between two 2-categories A
and B consists of the following data:
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 Weak 2-functors F : A→ B and G : B→ A, drawn as:
and
 Transformations η : idA ⇒ GF , η∗ : GF ⇒ idA,  : FG ⇒ idB and
∗ : idB ⇒ FG, drawn as:
η = , η∗ =
 = , ∗ =
 Invertible modifications
∆1 = , ∆2 =
∆′1 = , ∆
′
2 =
called the triangulators, and
 Invertible modifications b : ididA η
∗η (for `birth of a circle'),
s : ηη∗ idGF (for `saddle), b′ : ididB 
∗ and s′ : ∗ idFG,
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drawn as:
b = , s =
b′ = , s′ = .
This data must satisfy the following equations (over and above the inverse
laws for the modifications), drawn in movie moves as follows, looking `down
from above':
 Swallowtail rules:
=
together with the four other variants of this equation, and
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 Horizontal cusp rules:
=
together with the four other variants of this equation.
Proposition C.2. Suppose that there is a coherent adjoint equivalence be-
tween two 2-categories A and B. Then there is a well-defined equivalence of
braided monoidal categories K : DimB '→ DimA.
Proof. Suppose that T is a transformation of the identity on B. We define
the transformation K(T) ∈ Dim(A) as
K(T) = η∗ ◦ (idG ∗T ∗ idF ) ◦ η. (C.1)
In string diagrams:
K(T ) = .
Now, since 2Cat really does form a 3-category1[68, 70], this composite in-
deed makes sense and is indeed a transformation K(T) : idA ⇒ idA. The
same formula works at the level of modifications as well; this shows that
K : DimA→ DimB is a well-defined functor between categories.
We need to establish that K is monoidal. If T,S ∈ DimB, we define the
coherence cell
φ : K(T) ◦K(S) K(T ◦ S)
1Recall that we are using the weak terminology, so that for us the word `3-category'
means `tricategory'.
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to be the modification id ∗e ∗ id where we are using the `saddle piece' e we
defined above:
φ =
It is clear that φ satisfies the coherence equations for a monoidal functor,
because of the interchange law for modifications in 2Cat.
To check that K is a braided monoidal functor, we must verify that the
following diagram of modifications commutes:
K(T) ◦K(S)
cA
K(S) ◦K(T)
φ φ
K(T ◦ S)
K(cA)
K(S ◦ T)
In string diagrams, we must check the following equation:
= .
We transform the left hand side to the right hand side in movie moves as
follows. The author thanks J. Scott Carter for showing him this proof in
private correspondence [38]. The idea is to move the saddle point from the
bottom to the top by using the horizontal cusp rule (H), as well as the
swallowtail rule (S). Every other equality below simply uses the naturality
of interchanging the order in which modifications are performed.
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(S)
= = =
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= = =
(H)
=
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= = =
(H)
=
239
=
(S)
= = = .
This completes the proof that K : DimB→ DimA is a well-defined braided
monoidal functor.
Finally, we must check thatK is an equivalence of categories. Indeed, the
same constructions as above give us a well-defined braided moniodal functor
J : DimA → DimB. Thus K is essentially surjective, because for every
T ∈ DimB we have an isomorphism T → KJ(T) given by the following
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movie:
The same construction shows that K is fully faithful. This completes the
proof that DimA is braided monoidally equivalent to DimB.
Appendix D
Fusion tensor product for
conjugation equivariant vector
bundles
In this chapter we review the braided monoidal structure on the category
HilbfusionG (G) of G-equivariant unitary vector bundles over a finite group G,
as in the lecture notes of Freed [60]. This tensor product is often known
as the `fusion' product because it arises from considering how G-bundles
on a circle fuse together via the pair-of-pants cobordism; it is the `category
assigned to the circle' when one thinks of the untwisted finite group model
as a three-tier extended TQFT. The braiding arises from the diffeomorphism
of the pair of pants which swaps the two input circles; see [60].
Definition D.1. The braided monoidal category HilbfusionG (G) is defined
as follows. As a category, it is simply the category HilbG(G) of unitary
equivariant vector bundles over the loop groupoid ΛBG, as in Section 7.5.2.
The tensor product V ⊗W of two equivariant vector bundles V and W is
defined fibrewise by convolution. That is,
(V ⊗W )g = ⊕ab=gVa ⊗Wb.
This vector bundle V ⊗W is equipped as an equivariant vector bundle by
defining the equivariant maps fibrewise:
(V ⊗W )( ghoo ) = ⊕ab=gV ( ahoo )⊗W ( b
hoo ).
The braiding
cV,W : V ⊗W →W ⊗ V
is defined fibrewise as by conjugating the first factor and then swapping the
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factors:
(cV,W )g : ⊕ab=g Va ⊗Wb → ⊕ab=gWa ⊗ Vb
va ⊗ wb 7→ wb ⊗ V ( ab
−1
oo )(va).
We remark that our convention for the braiding is opposite to that of
Freed, who conjugates on the second factor and then swaps the factors. We
have made this choice in order to recover the normal convention for the
braiding on DimGerbes(G), the category of transformations of the identity 2-
functor on Gerbes(G), in Proposition 10.8(ii). On the other hand, this normal
convention is itself opposite to the usual convention for transformations, as
we pointed out in Chapter 10.1.
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