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1 Introduction
Let X be a nonempty, closed and convex subset of ℜn, F : X 7→ ℜn a continuous
mapping on X, and u : ℜn 7→ ℜ ∪ {+∞} a lower semicontinuous (l.s.c.), proper and
convex function. The variational inequality problem is to find a pair (x∗, ξ∗u) ∈ X ×
∂u(x∗) such that
[F (x∗) + ξ∗u]
T (x− x∗) ≥ 0, ∀x ∈ X. (1.1)
The more general formulation of (1.1) where ∂u is replaced by a general point–to–set
mapping was introduced by Fang and Peterson [FaP82] as the generalized variational
inequality; the problem (1.1) is also known under the name nonlinear variational in-
equality ([Noo91]); through the use of the normal cone operator,
NX(x) =
{
{z ∈ ℜn | zT(y − x) ≤ 0, ∀y ∈ X}, x ∈ X,
∅, x /∈ X,
(1.1) can be equivalently written as
−F (x∗) ∈ ∂u (x∗) +NX (x
∗) , (1.2)
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which is frequently referred to as a generalized equation ([Rob79]), or a set inclusion.
The problem (1.1) has a large variety of applications in the mathematical, engineering
and social sciences; see, e.g., [EkT76, KiS80, HaP90].
In this paper, we introduce a class of reformulations of (1.1) as equivalent optimiza-
tion problems, and descent methods based on them. For the special case of variational
inequality problems where u ≡ 0, there is a plentiful of descent algorithms (see, e.g.,
[Fuk92, ZhM93, Pat93c, LaP94, Pat94]); the descent algorithms presented in this paper
are, however, the first for solving variational inequality problems with point–to–set cost
mappings.
We will throughout the paper assume that (1.1) admits at least one solution, and
denote the solution set of (1.1) by Ω. The assumptions on X, F , and u made above are
assumed to hold throughout the paper.
Sufficient conditions for the non-emptiness of the solution set, Ω, are, for example,
that F is monotone on X and that either dom u∩X is bounded [int (dom u)∩X assumed
nonempty; see Assumption 2.1 below] or that a coercivity condition holds, that is, that
there is a z ∈ dom u ∩X such that
lim
x∈X
‖x‖→∞
{[
F (x)T (x− z) + u(x)
]
/ ‖x‖
}
= +∞ (1.3)
([EkT76, Thm. 3.1]). Moreover, the set Ω is a singleton if it is nonempty and if either
F is strictly monotone on X, that is, if
[F (x)− F (y)]T (x− y) > 0, x, y ∈ X and x 6= y,
or if u is strictly convex on X. Note that strong monotonicity of F (with modulus
mF > 0), that is,
[F (x)− F (y)]T (x− y) ≥ mF‖x− y‖
2, x, y ∈ X, (1.4)
and strong convexity of u (with modulusmu > 0), that is, for all x, y ∈ X and λ ∈ [0, 1],
u(λx+ (1− λ)y) ≤ λu(x) + (1− λ)u(y)−
mu
2
λ(1− λ)‖x− y‖2,
implies strict monotonicity and strict convexity, respectively, as well as the coercivity
condition (1.3), and hence the existence of a unique solution to (1.1).
The rest of the paper is organized as follows. In Section 2, we present a class
of optimization formulations of (1.1), which extends that of Auchmuty [Auc89] and
those of Larsson and Patriksson [Pat93c, LaP94], which are all concerned with the
case u ≡ 0. Some interesting properties of the optimization problems are derived. In
particular, their derivation reveals a strong relationship between the merit functions
and Fenchel’s inequality. In Section 3, we present a class of descent algorithms based
on these optimization formulations, and establish their global convergence.
2 A class of merit functions for variational inequality prob-
lems
It is convenient for the subsequent analysis to reformulate (1.1) into a variational in-
equality problem containing the convex function u instead of its subdifferential mapping.
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This is possible under the following regularity assumption, which is assumed to hold
throughout the paper.
Assumption 2.1 (A regularity assumption). int (dom u) ∩X 6= ∅.
Remark 2.2 The assumption is introduced to ensure that ∂(u + δX)(x) = ∂u(x) +
∂δX(x), x ∈ X, where δX is the indicator function of X, and may be replaced by,
for example, rint (dom u) ∩ rint X 6= ∅, where rint denotes relative interior; it
can be further weakened whenever u is a polyhedral function or X is polyhedral. See
Rockafellar [Roc70, Roc81] for further details on various regularity conditions. 2
Proposition 2.3 (Equivalent variational inequality formulation). Under Assumption 2.1,
the problem (1.1) is equivalent to the problem of finding an x∗ ∈ X such that
F (x∗)T (x− x∗) + u (x)− u (x∗) ≥ 0, ∀x ∈ X. (2.1)
Proof. Consider the convex problem
min
x∈X
h(x)
def
= F (x∗)T x+ u(x),
where x∗ ∈ X. It is clear that (2.1) is equivalent to x∗ being a globally optimal solution
to this problem. By virtue of Assumption 2.1, we may characterize x∗ by the inclusion
0 ∈ ∂h(x∗) +NX(x
∗) (2.2)
([Roc70, Thm. 27.4]). Further, Assumption 2.1 implies that
∂h(x) = F (x∗) + ∂u(x), x ∈ X; (2.3)
combining (2.2) and (2.3) yields that x∗ is characterized by the inclusion (1.2), that is,
by the variational inequality (1.1). This completes the proof. 2
If F is the gradient mapping of some function f : X 7→ ℜ, then (2.1) defines the
optimality conditions of the constrained minimization problem
min
x∈X
{f(x) + u(x)} (2.4)
(e.g., [Ce´a78, Thm. 2.3]), and (2.1) may hence be solved indirectly through (2.4). If
neither this is the case, nor is F a mapping of the form [∇vΠ(v,w)
T,−∇wΠ(v,w)
T]T for
some saddle function Π : V ×W 7→ ℜ, then there is no optimization formulation of (2.1)
directly available. The purpose of this paper is to construct equivalent optimization
formulations of (2.1), and to devise convergent descent algorithms based on them.
The merit functions discussed in this paper are all of the type given by the following
definition.
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Definition 2.4 (Gap function). A function ψ : X 7→ ℜ∪{−∞,+∞} is a gap function
for (2.1) if
1. ψ is restricted in sign on X, and
2. ψ(x) = 0⇐⇒ x ∈ Ω.
We introduce the function L : X ×X 7→ ℜ, with
L(x, y) = u(x)− u(y) + ϕ(x)− ϕ(y) + [F (x)−∇ϕ(x)]T (x− y), x, y ∈ X,
where ϕ : ℜn 7→ ℜ ∪ {+∞} is convex and l.s.c., and ϕ ∈ C1 on X. Further, we define
the function ψ : X 7→ ℜ ∪ {+∞} through
ψ(x) = sup
y∈X
L(x, y), (2.5)
and the optimization problem
inf
x∈X
ψ(x). (2.6)
The convex problem defining ψ(x) may be interpreted as follows. A member y(x) of the
set, Y (x), of optimal solutions to (2.5) is characterized by the variational inequality
[∇ϕ(y(x)) + F (x)−∇ϕ(x)]T (y − y(x)) + u(y)− u(y(x)) ≥ 0, ∀y ∈ X, (2.7)
or, equivalently, the inclusion
−(F (x)−∇ϕ(x)) ∈ ∇ϕ(y(x)) + ∂u(y(x)) +NX(y(x)), (2.8)
that is, the problem (2.5) is obtained, at the point x ∈ X, by replacing the mapping F
with the monotone gradient mapping ∇ϕ, and adding to this cost mapping the fixed
error term F (x)−∇ϕ(x). This process is in [Pat93c] referred to as a cost approximation,
and is a direct extension of that defining the optimization formulations in [Auc89,
LaP94] for the special case u ≡ 0.
Note that the function L is always concave in y, but not always convex in x. It is
therefore not a true saddle function in general. (See Proposition 2.12 for a sufficient
condition for the convex–concavity of L and the resulting convexity of ψ.) Note also
that L is invariant under the addition of an affine function to ϕ.
Theorem 2.5 (ψ is a merit function for (2.1)). ψ is a gap function.
Proof. In order to prove the theorem, we shall make use of the Fenchel [Fen49] in-
equality. This result states that
h(x) + h◦(z) − xTz ≥ 0, ∀x, z ∈ ℜn, (2.9)
and that equality holds in (2.9) if and only if z ∈ ∂h(x), where h : ℜn 7→ ℜ ∪ {+∞} is
any proper, convex function, and the conjugate function, h◦, of h is
h◦(w) = sup
y
{yTw − h(y)}. (2.10)
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To show that Fenchel’s inequality yields the desired property of ψ, we identify h with
the function u+ δX + ϕ, and let z = ∇ϕ(x)− F (x) in (2.9). (The function h is proper
from Assumption 2.1, and convex, since it is the sum of convex functions.) From (2.10),
ψ(x) = u(x) + δX(x) + ϕ(x) + supy
{
[∇ϕ(x) − F (x)]Ty − u(y)− δX(y)− ϕ(y)
}
−[∇ϕ(x)− F (x)]Tx
= h(x) + h◦(∇ϕ(x)− F (x)) − [∇ϕ(x)− F (x)]Tx
= h(x) + h◦(z)− xTz, (2.11)
which shows that the value ψ(x) may be interpreted as the gap (or, slack) in Fenchel’s
inequality (2.9), for the special choice of convex function h. From the relationship (2.11),
the inequality (2.9) then yields that ψ(x) ≥ 0 for all x ∈ X, and that
ψ(x) = 0 ⇐⇒ ∇ϕ(x)− F (x) ∈ ∂u(x) +NX(x) +∇ϕ(x) (2.12)
⇐⇒ −F (x) ∈ ∂u(x) +NX(x)
⇐⇒ x ∈ Ω;
hence, ψ is a gap function for (2.1). 2
Remark 2.6 The idea of using Fenchel’s inequality to derive merit functions for varia-
tional inequality problems originates in [Auc89] for the case u ≡ 0. Fenchel’s inequality
was earlier used in [Mur70] to derive the primal gap function (which is obtained from ψ
when u ≡ 0 and ϕ ≡ 0) of a convex program arising in the analysis of traffic networks.
Utilizing the properties of convex functions in the context of the above result, it may be
fruitful to investigate similar optimization formulations of non-optimization problems
other than the class of variational inequality problems studied here. 2
From the interpretation of the merit function ψ as the gap in Fenchel’s inequality, it
immediately follows that ψ is l.s.c. on X, since it is the sum of l.s.c. functions. If u is
continuous on X, then ψ is continuous on X whenever it is finite on X. Since continuity
of ψ is required to obtain closedness of the algorithmic map describing the line search
(which is part of the iterative algorithm developed in Section 3), we will henceforth
assume that u is continuous on X. (Finiteness of ψ is ensured if X is bounded, or if u
or ϕ is strongly convex on X.)
The next result provides a characterization of a solution to (2.1) in terms of a fixed
point property of the mapping x 7→ Y (x) describing the subproblem (2.5).
Proposition 2.7 (A fixed point characterization of Ω). For any x ∈ X, let Y (x) denote
the (possibly empty) set of solutions to (2.5). Then,
x ∈ Ω ⇐⇒ x ∈ Y (x).
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Proof. The result follows by the equivalence of (2.12) and (2.8), y(x) replaced by x. 2
Further continuity properties of the function ψ, and the mappings x 7→ Y (x) and
x 7→ D(x) = Y (x)− x are collected in the following result.
Proposition 2.8 (Continuity properties of ψ, Y , and D).
(a) For any x ∈ X, the set Y (x) is closed and convex, the mappings x 7→ Y (x) and
x 7→ D(x) are closed, and ψ is l.s.c.
(b) If X is bounded or if u or ϕ is strongly convex on X, then for any x ∈ X, Y (x)
is nonempty and bounded, and ψ is continuous on X.
(c) If X is bounded and u or ϕ is strictly convex on X, or if u or ϕ is strongly convex
on X, then, for any x ∈ X, Y (x) is a singleton.
Proof.
(a) To prove that x 7→ Y (x) is closed on X, let {xt}, {yt} ⊂ X be sequences satisfying
{xt} → x∞, {yt} → y∞, and yt ∈ Y (xt) for all t. Letting t→∞ in the relation
−(F (xt)−∇ϕ(xt)) ∈ ∇ϕ(yt) + ∂u(yt) +NX(y
t)
[which characterizes the set Y (xt), cf. (2.8)], by the continuity of F and ∇ϕ on
X, and the closedness of ∂u and NX ([Roc70, Thm. 24.4]), it follows that
−(F (x∞)−∇ϕ(x∞)) ∈ ∇ϕ(y∞) + ∂u(y∞) +NX(y
∞),
that is, y∞ ∈ Y (x∞). Hence, the mapping x 7→ Y (x) is closed on X.
To establish that also x 7→ D(x) is closed on X, it is sufficient to note that the
graph of D is obtained from the graph of Y by an affine transformation. The
closedness of the mapping x 7→ D(x) hence follows from that of x 7→ Y (x).
The convexity of the set Y (x), x ∈ X, follows from the convexity of the subproblem
(2.5) (e.g., [Min62]).
The l.s.c. property of ψ follows from [Hog73, Thm. 6]; see also the above argument.
(b) The first two results are well-known properties of convex problems. The continuity
of ψ follows from the continuity and boundedness of L.
(c) The result is a consequence of well-known results for convex problems. 2
The next result, and its corollary, extends Theorem 4.5 of [LaP94] to (2.1). A
mapping F : X 7→ ℜn is Lipschitz continuous on X (with modulus MF > 0) if
‖F (x)− F (y)‖ ≤MF‖x− y‖, x, y ∈ X.
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Proposition 2.9 (An a posteriori error bound). Assume that F is strongly monotone
on X, and let ∇ϕ be Lipschitz continuous on X. Let x∗ be the unique solution to (2.1).
If ϕ is so chosen that M∇ϕ < mF , then
‖x− x∗‖2 ≤
ψ(x)
mF −M∇ϕ
, x ∈ X. (2.13)
Proof. Combining (2.1) with (1.4), with y = x∗, yields that
F (x)T (x− x∗) + u(x)− u (x∗) ≥ mF ‖x− x
∗‖2 , x ∈ X. (2.14)
For any y(x) ∈ Y (x),
ψ(x) = u(x)− u(y(x)) + ϕ(x) − ϕ(y(x)) + [F (x)−∇ϕ(x)]T (x− y(x))
≥ u(x)− u(x∗) + ϕ(x) − ϕ(x∗) + [F (x)−∇ϕ(x)]T (x− x∗)
≥ ϕ(x)− ϕ(x∗)−∇ϕ(x)T(x− x∗) +mF ‖x− x
∗‖2
≥ (mF −M∇ϕ) ‖x− x
∗‖2 ,
where the first inequality follows from the fact that y(x) ∈ Y (x), the second inequality
from (2.14), and the third inequality from the convexity of ϕ and the Lipschitz conti-
nuity of ∇ϕ. The proof is complete. 2
Corollary 2.10 (Weak coercivity of ψ). Under the assumptions of the proposition, the
function ψ has bounded level sets and is weakly coercive on X, that is,
lim
x∈X
‖x‖→∞
ψ(x) = +∞.
Proof. The result follows directly from (2.13). 2
Remark 2.11 Although the function ψ is non-convex in general, the corollary estab-
lishes properties of ψ shared with convex functions. (Weak coercivity and boundedness
of level sets are well known properties of strongly convex functions.)
The above result enables the methods of this paper to be applied to complementarity
type problems, in which case the feasible set X is unbounded (e.g., [Kar71]). 2
We next show a case where ψ can be constructed convex (and, simultaneously, the
saddle function L convex–concave). This is possible also for non-affine variational in-
equality problems; we thus give an affirmative answer to the question put in [LaP94,
Sec. 4.1].
Proposition 2.12 (Convexity of ψ). Assume that F is affine, that is, F (x) = Ax− b.
Let ϕ(x) = 1
2
xTQx, where Q is symmetric and positive semidefinite. If the function
x 7→ u(x) + 1
2
xT(A+AT −Q)x is convex on X, then ψ is convex on X.
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Proof. If, for all fixed y ∈ X, the function x 7→ L(x, y) is convex on X, then the func-
tion ψ, which is defined as the pointwise supremum of L, is also convex on X. But the
function x 7→ L(x, y) is the sum of u and a quadratic function, whose Hessian matrix is
A+AT −Q. The result then follows immediately. 2
The decomposition of the cost mapping into ∂u and F is never unique; adding an
arbitrary gradient mapping ∇h of a convex function h to ∂u and subtracting it from F
leaves the problem unaltered. Since, in the framework described in this paper, only the
mapping F is approximated, this freedom in representing the problem (2.1) leads to the
natural question of whether there is something to gain from moving a monotone and
additive gradient mapping from F to ∂u, in terms of the convexity properties of ψ, or of
the descent properties of the search directions given by the corresponding subproblem
solution. This is investigated in the following.
Example 2.13 We first examine the consequences for the convexity properties of the
merit function ψ of moving a monotone and additive gradient mapping from F to ∂u.
Let F and ϕ be as in Proposition 2.12. Further, assume that A = A1 + A2, where A1
is symmetric, and both A1 and A2 are positive semidefinite. Consider two equivalent
versions of (2.1), where
(1) u and F are as given, and
(2) u(x) := u(x) + 1
2
xTA1x and F (x) := F (x)−A1x.
We then note that in the first case, the Hessian of the quadratic part of the function
x 7→ L(x, y) is (from Proposition 2.12) H1 = A + A
T − Q = 2A1 + A2 + A
T
2 − Q,
while, in the second case, the Hessian equals H2 = A1 + (A− A1) + (A
T − A1)−Q =
A1 + A2 + A
T
2 − Q. Clearly, the least eigenvalue of H1 is at least as large as that of
H2, and hence yields a larger modulus of convexity; in terms of the convexity properties
of ψ, therefore, there is no gain in moving a monotone and additive gradient mapping
from F to ∂u. 2
We next provide a calculus rule for the directional derivative of ψ.
Proposition 2.14 (The directional derivative of ψ). Assume that u is finite on ℜn,
and that F ∈ C1 on X. Let ϕ ∈ C2 on X. Further, assume that either X is bounded
and u or ϕ is strictly convex on X, or that u or ϕ is strongly convex on X. Then, for
any x ∈ X and d ∈ ℜn,
ψ′(x; d) = u′(x; d) + [F (x) + [∇F (x)T −∇2ϕ(x)](x − y(x))]Td, (2.15)
where y(x) is the unique solution to (2.5).
Proof. Under the assumptions of the proposition, it is clear that L is Lipschitz con-
tinuous on X × X since it is the sum of Lipschitz continuous functions (e.g., [Roc81,
Proposition 4A]). The assumptions also guarantee that ψ is finite on X (cf. Proposi-
tion 2.8.c), and therefore also Lipschitz continuous ([Cla83, p. 92]). In order to invoke
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Theorem 2.8.2 of [Cla83] (see also [Roc81, Thm. 5L]), we further note that the graph of
∂L is closed in ℜ3n, by the Lipschitz continuity of L ([Roc81, Proposition 4R]), and that
the directional derivative L′(x, y; d) of L exists for every x, y in X and d in ℜn (since L
is the sum of convex, concave or differentiable functions), so that L is subdifferentially
regular ([Roc81, Thm. 4C]). We are then in the position to invoke Theorem 2.8.2 of
[Cla83], which (in this special case) states that
∂ψ(x) = ∂xL(x, y(x)), x ∈ X, (2.16)
where ∂xL(x, y) denotes the Clarke generalized gradient of L(·, y) at x. Using this
identity, we obtain, for any x in X and d in ℜn, that
ψ′(x; d) = max{ zTd | z ∈ ∂ψ(x) }
= max{ zTd | z ∈ ∂u(x) + F (x) + [∇F (x)T −∇2ϕ(x)](x − y(x)) },
where the first equality follows from Theorem 4C of [Roc81], and the second from (2.16)
and Theorem 5G of [Roc81]. The formula (2.15) then follows by appealing to Theo-
rem 4C of [Roc81] for the function u. 2
If u ≡ 0, then the formula (2.15) reduces to that for the merit function given in
[LaP94]; the method of proof here is, however, more complicated.
The next proposition characterizes solutions to (2.1) as stationary points to the
problem (2.6).
Proposition 2.15 (Stationary point characterization of Ω). Assume that u is finite on
ℜn, and that F ∈ C1 on X. Let ϕ ∈ C2 on X. Under either one of the following
additional assumptions, x∗ solves (2.1) if and only if x∗ is a stationary point of the
problem (2.6), that is, if and only if
ψ′ (x∗;x− x∗) ≥ 0, ∀x ∈ X. (2.17)
(1) X is bounded, u is strictly convex on X, ∇F (x∗) is positive semidefinite, and ϕ
is quadratic on X.
(2) X is bounded, u or ϕ is strictly convex on X, and ∇F (x∗)−∇2ϕ(x∗) is positive
semidefinite.
(3) F is strongly monotone on X or u is strongly convex on X, ϕ is strongly convex
on X, ∇ϕ is Lipschitz continuous on X, and
M∇ϕ −mϕ < mF +
1
2
mu. (2.18)
Remark 2.16 We make use of the convention that if a mapping T is monotone only,
then it satisfies the strong monotonicity defining inequality (1.4) with mT = 0. In the
right–hand–side of (2.18), then, (at most) one of the constants mF and mu may be zero.
Note that for any given strongly monotone mapping F and strongly convex function
u the strict inequality (2.18) can be satisfied through a proper scaling of any strongly
convex function ϕ with a Lipschitz continuous gradient; likewise for the (stronger)
condition that M∇ϕ < mF , which appears in Proposition 2.9. 2
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Proof of the proposition. That a solution x∗ to (2.1) must satisfy (2.17) is obvious.
We next turn to prove the reverse, for the three sets of assumptions, respectively.
We first note that the directional derivative ψ′(x∗;x − x∗), for any x ∈ X, equals [cf.
(2.15)]
ψ′ (x∗;x− x∗) = u′(x∗;x− x∗) + [F (x∗) + [∇F (x∗)T −∇2ϕ(x∗)](x∗ − y(x∗))]T(x− x∗),
(2.19)
where y(x∗) is the unique solution to (2.5) at x∗.
Using x = y(x∗) in (2.19) we obtain, by assumption, that
u′(x∗; y(x∗)−x∗)+[F (x∗)+[∇F (x∗)T−∇2ϕ(x∗)](x∗−y(x∗))]T(y(x∗)−x∗) ≥ 0. (2.20)
Since y(x∗) ∈ Y (x∗), we have from (2.7) that
[∇ϕ(y(x∗)) + F (x∗)−∇ϕ(x∗)]T(y − y(x∗)) + u(y)− u(y(x∗)) ≥ 0, ∀y ∈ X. (2.21)
Combining (2.20) and (2.21), with y = x∗, we then have that
0 ≤ u′(x∗; y(x∗)− x∗) + u(x∗)− u(y(x∗))
+(x∗ − y(x∗))T[∇F (x∗)−∇2ϕ(x∗)](y(x∗)− x∗)
+[∇ϕ(y(x∗))−∇ϕ(x∗)]T(x∗ − y(x∗)). (2.22)
We now turn to the sets of assumptions.
(1) When ϕ is quadratic on X, (2.22) reduces to
0 ≤ u′(x∗; y(x∗)−x∗)+u(x∗)−u(y(x∗))−(y(x∗)−x∗)T∇F (x∗)(y(x∗)−x∗). (2.23)
The first three terms of the right–hand–side of (2.23) is non-positive, from the
convexity of u, and negative whenever y(x∗) 6= x∗ by the strict convexity of u.
The last term is non-positive, since ∇F (x∗) is positive semidefinite. In order for
(2.23) to hold, it is thus necessary that y(x∗) = x∗. Using this relation in (2.21)
then yields that x∗ solves (2.1).
(2) The result follows from using a similar line of arguments as that for (1).
(3) Using the monotonicity and convexity properties of F and u, respectively, and the
strong monotonicity and Lipschitz continuity properties of ∇ϕ in (2.22), it follows
that (
1
2
mu +mF −M∇ϕ +mϕ
)
‖y(x∗)− x∗‖2 ≤ 0,
which, together with (2.18), yields that y(x∗) = x∗. As in (1), we may conclude
that x∗ solves (2.1). 2
It is a direct consequence of this result, that if a feasible point x is not a solution to
(2.1), then d = y(x)− x defines a feasible direction of descent with respect to ψ. Based
on this observation we shall in the next section establish the convergence of descent
algorithms that utilize these as search directions.
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3 A descent algorithm for variational inequalities
Lemma 3.1 (Descent properties). Assume that u is finite on ℜn, and that F ∈ C1 on
X. Let ϕ ∈ C2 on X. Also, let x ∈ X \ Ω, and y(x) be the solution to (2.5).
(a) Assume that X is bounded, u is strictly convex on X, and ∇F (x) is positive
semidefinite. Let ϕ be quadratic on X. Then,
ψ′(x; y(x)− x) < 0 (3.1)
holds.
(b) Assume that X is bounded, u or ϕ is strictly convex on X, and ∇F (x)−∇2ϕ(x)
is positive semidefinite. Then, (3.1) holds.
(c) Assume that F is strongly monotone on X or u is strongly convex on X. Let ϕ
be strongly convex on X and ∇ϕ Lipschitz continuous on X. Then,
ψ′(x; y(x) − x) ≤ −
(
1
2
mu +mF +mϕ −M∇ϕ
)
‖y(x)− x‖2 (3.2)
holds.
Proof. All the results follow from expressing ψ′(x; y(x) − x) as in (2.19), using its
estimate (2.22), and the same techniques as is in the proof of Proposition 2.15. 2
Example 3.2 We continue Example 2.13, and investigate the consequences for the
descent properties of the search directions of moving a monotone and additive gradient
mapping from F to ∂u. Let F and ϕ be as in that example. Further, assume that u is
strongly convex, and that A1 and A2 are positive definite. Consider the two equivalent
versions of (1.1) given in Example 2.13.
The inequality (2.15) yields that the directional derivative of ψ at x in the direction
of y(x)− x in the first alternative satisfies
ψ′(x; y(x)− x) ≤ −
(
1
2
mu +mF
)
‖y(x)− x‖2 ,
while
ψ′(x; y(x)− x) ≤ −
[
1
2
(mu +mF1) +mF2
]
‖y(x)− x‖2
in the second alternative, where F1(x) = A1x and F2(x) = A2x− b. Clearly,
1
2
mu +mF ≥
1
2
(mu +mF1) +mF2,
and, disregarding the fact that the search directions in the two alternatives may not have
the same length, the first version yields steeper directions; in any event, the condition
(2.18) is milder in the first case. In Example 2.13, our conclusion was that there was
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nothing to gain from moving a monotone and additive gradient mapping from F to
∂u, and the conclusion here regarding the descent properties is the same. This analysis
can be summarized by the conclusion that all the strong monotonicity inherent in the
problem mapping should be kept in F . The result thus reached can be put to good
use for improving the property of both the equivalent optimization problem and the
algorithm used for solving it. 2
We have shown that the solution to (2.5), obtained when evaluating ψ(x), defines a
feasible descent direction with respect to ψ, whenever x /∈ Ω. An iterative algorithm,
which combines the solution of (2.5) with an exact line search with respect to the merit
function ψ, is validated below.
Theorem 3.3 (Global convergence). Assume that u is finite on ℜn, and that F ∈ C1
on X. Let ϕ ∈ C2 on X. Let x0 be arbitrary in X, and xt+1 be determined from xt
through the exact line search rule
min
0≤ℓ≤1
ψ
(
xt + ℓdt
)
,
where dt = y(xt)− xt. Consider the following sets of assumptions.
(1) X is bounded, u is strictly convex on X, ∇F is positive semidefinite on X, and
ϕ is quadratic on X.
(2) X is bounded, u or ϕ is strictly convex on X, and ∇F−∇2ϕ is positive semidefinite
on X.
(3) F is strongly monotone on X or u is strongly convex on X, ϕ is strongly convex
on X, and ∇ϕ is Lipschitz continuous on X. Further, (2.18) holds, and either X
is bounded or F is strongly monotone and M∇ϕ < mF holds.
Under either one of the above sets of assumptions, (2.1) has a unique solution, the
sequence {xt} converges to it, and the sequence {ψ(xt)} strictly monotonically decreases
to zero.
Proof. We begin by showing that the assumptions of Theorem A of Zangwill [Zan69,
Sec. 4.5]) are fulfilled in all the three cases, that is, i) that the sequence {xt} stays
in a compact subset of X, ii) that ψ(xt+1) < ψ(xt) whenever xt /∈ Ω, and xt ∈ Ω if
ψ(xt+1) ≥ ψ(xt), and iii) that the algorithmic map is closed.
i) For cases (1) and (2), this is obvious since X is compact. For case (3), either it
holds from the compactness of X or from the compactness of the level sets (cf.
Corollary 2.10).
ii) Follows directly from Proposition 2.15 and Lemma 3.1, and the choice of step
length.
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iii) The closedness of the search direction finding map follows from Proposition 2.8.a.
The line search map is closed since ψ is continuous on X. The composite mapping
is hence closed on the compact intersection of X with the level set of ψ at x0 in
all cases (cf. Corollary 4.2.1 of [Zan69]).
Thus, by Zangwill’s Theorem A, every accumulation point [from i), at least one such
point exists] is stationary in (2.6). In all the three cases (1)–(3), Ω is a singleton, and by
Proposition 2.15 we may conclude that {xt} converges to the unique solution of (2.1). 2
Remark 3.4 When u ≡ 0, the cases (2) and (3) correspond to the convergence condi-
tions for the descent methods of [LaP94]. The case where ϕ is quadratic [case (1)] is, in
[LaP94], not analyzed separately, but that special case of descent method corresponds
to that of Fukushima [Fuk92]. His convergence results require ϕ to be strictly convex;
such a condition is not present in case (1) in the presence of u. 2
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