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Each term of a simplicial group G. can be written as successi?:e semi-direct products of term:; 
of its Moore complex N(G).. Some further conditions are given on the Moore complex of the 
p-coskeleton of G. and on N(G)p when IV(G), is zero for I- greater than p. More precise con- 
ditions are given in two cases: N(G),=0 for rz 3, N(G), =- 0 for r#p, p + 1. When, in the first 
case, the Moore complex is an exact sequence a cohomological invariant is associated to it. 
0. Introduction 
Etant donne un module croise [43], il est facile de construire un groupe simplicial 
dont le complexe de Moore ([ 1 l] par exemple) est egal a ce module croise en dimen- 
sions 0 et 1, et nul dans les autres dimensions. On obtient ainsi une extension ti une 
situation non abelienne du theoreme de Dold et Puppe [14, $31 etablissant une 
equivalence entre la categoric des groupes abeliens simpliciaux et la categoris des 
complexes de groupes abeliens. Dans sa these [3], Ashley generalise ce theoreme a 
une equivalence entre la categoric des complexes croises (sur un groupo’ide) [7] et 
une categoric sptciale d’ensembles simpliciaux qu’il appelle ‘ T-complexes’. Cepen- 
dant, les termes de dimension sup&ewe a 2 du complexe de Moore d’un groupe 
simplicial ne sont pas, en general, abeliens, done une autre generalisation des 
modules croises est necessaire pour en rendre compte. Le but de cette etude est de 
donner cette generalisation dans dew cas. Remarquons que les carres croises definis 
par D. Guin-Walery et J.-L. Loday ([ 181, [28]) sont l’analogue des modules croises 
pour le cas bisimplicial. 
Dans la premiere partie, quelques proprietes d’un groupe simplicial h&s ti son 
complexe de Moore sont donnees. Chaque terme du groupe simplicial s’obtient ;I 
partir de ceux du complexe de Moore par une succession de produits semi-directs. 
On decrit le complexe de Moore d’un p-cosquelette ([41] ou [2] ou [ 151). Une condi- 
tion generalisant celle des l-cat groupes [28] est verifee lorsqse le complese de 
Moore est nul a partir d’une certaine dimension. Enfin, divers chois des categories 
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“source’ et ‘but’ du foncteur ‘complexe de Moore’ etant faits, un adjoint a gauche 
est decrit dans chaque cas. 
Dans la deuxieme partie, on definit les ‘modules croises de longueur 2’ correspon- 
dant au cas oh le complexe de Moore est nul en dimension autre que 0, 1, 2. La 
nouveaute Cssentielle st l’existence d’une application relevant les elements de 
Peiffer ([23] ou [8]). 
La troisieme partie etudie le cas ou le complexe de Moore est nul en dimension 
autre que p ou p + 1 avec p_ ) 2. Dans cette situation, l’application trouvee 
preeedemment devient un relevement de commutateurs et verifie trois des quatre 
relations universelles de C. Miller ([34], [ 131). 
ans la quatrieme partie, on considere les suites exactes 
0-+,4+L-+M-+N-+Q+1 
ou A est un Q-module et L-+1M+N un module croise de longueur 2. Par un calcul 
inspire de Huebschmann [21, 591, on etablit un isomorphisme ntre le groupe des 
classes d’equ&alence ‘a la Yoneda’ de telles extensions et le Groupe H4(Q, A). 
Signalons une transcription topologique de ces calculs qui ne sera pas developpee 
iei: a tout groupe simplicial la composition des foncteurs realisation geometrique t 
t$/ (331 fait correspondre un espace topologique connexe. Dans le premier cas 
l’espace obtenu n’a de groupes d’homotopie non nuls qu’aux ordres 1, 2 et 3. Dans 
le deuxieme cas, c’est un espace de lacets infinis [l] ayant deux groupes d’homotopie 
non nuls. Dans le dernier cas, l’element cohomologique associe a l’extension est l’in- 
variant de Postnikov de l’espace obtenu qui n’a que deux groupes d’homotopie non 
nuls. 
Je tiens a remercier ici L. Breen et J.-L. Loday pour leurs encouragements con- 
stants et leurs nombreuses uggestions tout au long de ce travail. 
Conventions ei notations 
Pour tout groupe design6 par une lettre majuscule la mSme lettre minuscule, even- 
tuellement avec un indice, designe un element de ce groupe, e.g. trr EIM. Toute 
operation d’un groupe sur un autre se fait a gauche. La notation H >Q G designe un 
produit semi-direct ob G opere sur H; si l’injection i de G dans H ‘4 G a besoin 
d’?tre precisee, on ecrira H M iG. La notation [ , ] dtsigne un commutateur 
Tous les compiexes de groupes (C., a.) consider& sont nuls en dimension 
negative t tels que, pour tout i, aiGi soit un sous-groupe distingue de Ci_ ]. Pour 
eviter des repetitions, on pose: 
Son 0.1. Un complexe de groupes l --+Cr-+---+C1-+CO est un complex-e 
raise’ non abdien’) si c’est un complexe de Co-groupes ou C0 opere 
r conjugaison. 
Dans les groupes simpliciaux, les bords et degenerescences sont design& par d, et 
si suivant l’usage. Les foncteurs squelette et cosquelette [151 sont pris dans its 
groupes simpliciaux; ils ne commutent pas a l’oubli de la structure de groupc. Les 
rappels suivants servent a fixer les notations: 
DCfinition 0.2. Un groupe simpliciul tronqk h I’ordre p est un foncteur con- 
travarient de la categoric des ensembles totalement ordonnes non vides a au plus 
p+ 1 elements dans la categoric des groupes, ou encore c’est la donnee de p- _ 
groupes Go, . . . , Gp et d’une famille d’homomorphismes entre eux verifiant les r-c 
tions simpliciales usuelles. Le tronquP ci l’ordre p d’un groupe sirnplicial G., n 
Tr,(G). est le groupe simplicial tronque a l’ordre p obtenu en oubliant les termes 
de dimension strictement superieure a p. 
Dkfinition 0.3. On appelle p-cosquelette (resp. p-squelefte) et on note Cask,, (resp. 
sk,) l’adjoint & droite (resp. a gauche) du foncteur Tr,. Par abus de langage on ap- 
pelle et on note de la m2me facon le compose Coskpo Tr, (resp. sk, 0 Tr,,). 
1. DCcomposition d’un groupe simplicial suivant le complexe de Moore 
Pout tout entier p soit [p] l’ensemble fini ordonne (0, . . . ,p}. Pour tout i soit 7 
la surjection croissante de [p] dans [p - I] verifiant T(i) = $i + 1). Soient S(/A 0 
l’ensemble des surjections croissantes de [p] dans [r] et S(p) = U, S( p, r). Tout W 
ment i de S(p, r) peut s’ecrire de man&e unique i = Tl ? & 12 .a. cx <, r awe i, < 
i,< .*. c iP_ ,.. Soit sur S(p, r) l’ordre suivant (lexicographique inversi) 
i=TOTO 
1 2 
. . . oi p_r<j=~lo...O&_r si iP+=jl’+ i “-9 s-r 1 =j,, 1 et i,>j.,. 
Cet ordre s’etend a S(p) en posant S(p, r) < S( p, s) pour r x. Etant donnk un 
groupe simplicial G. soient pour i = T1 0 .** 0 c, si = s,, 2 .*a J s;; et di = d,, :- * ~0 - d,r; 
di 0 si est done l’identite de G,_ r. 
Le cornplexe de Moore d’un groupe simplicial G. est d@fini par 
N(c),= n Ker di, 
i< p 
la differentielle ap : N(G), +N(G),, _ r est la restriction du bord d/,, 
Pour tout p, le groupe G, est filtre par les sous-groupes vOl>.i definis par 
Gpi= 0 Kerdj, > 
jri 
j e S( p) 
ainsi N(G)p = Gp,prt. 
emme 1.1. Soient i E S( p, r) et j son wccessew dms S(p). Le verve G,,. j ~.st 
isomorphe ti tin prod& semi-direcb de Gn,i plar N(G),: 
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i&uonstration. Pour tout k > i les relations simpliciales classiques permettent de 
verifier &s&V[G)~ =0, done SiN(G), est dans Gp.j. De plus si est une section de 
di. 
En constquence, le groupe Gp se d&ompose en une succession de produits 
semi-directs 
(1.1) 
Pour tout groupe simplicial H. et tout morphisme G. -+H., l’homomorphisme 
6;11-=+ HP commute & la decomposition (1.1). 
Le groupe Go = N(G)0 opere sur tous les Gp. Comme pour tout i, si est facteur de 
St,_ 1 VP_ 2 0 ‘** os(), cette operation se fai; terme & terme dans la d&omposition 
(I A); les prrjduits semi-directs ont des produits semi-directs de Go-groupes. De 
miime, les bords et les ddg&rejcences sont des homomorphismes de Go-groupes, 
et le complene de Moore est un complexe p.n.a. 
Remsrque LE. L’ordre choisi sur S(p) a la propriM suivante: si i~j alors, pour 
tout k, i(k)2 j(k). A tout ordre sur S(p) vkrifiant cette propriM, on peut associer 
une d&omposition de Gp analogue i la decomposition (1.1). 
Thhoritme 1.3. Soient G. un groupe simplicial. Le complexe de Moore de son 
p-cosqueiet te Cos kp( G ). v&r&!e 
N(Cosk,(G)), = 0 pour r >p + 1, 
S1J(Cosk,,G Np + I = Ker& : NW Jp -WG & - 1) 
et Ie morph&me $,+ I : N(Cosk,(G)),, I +N(Cosk,(G)), = N(G)p est l’injection 
canonique. 
EGmoustration. CoskJG& + I est decrit dans [ 15, p. 121. C’est le no.rau simplicial 
des bords de source Gp, c’est-&dire la solution du probleme universe1 des familles 
d’homomorphismes (-f;)o,jsp+ 1 d’un groupe H dans I;I, telles que, pour j< k, 
dJ,+==dk__,f;. 
En con&quence, Cosk,( G)P + 1 p eut etre identifie au sous-groupe de G:+’ form6 
des Sments (g:,. . . , gP+ J tels que djgk = dk __ Igj pour j< k; les bords sont donnes 
par d, (go9 . . . tI sp I 1 ) = gja (Cette identification a &e trouvke par P. Glenn [ 171.) Dans 
cette description N(Cosk,(G)),+ l est forme des Sments (1, . . . 9 l,s,+ 1) tels que, 
pour tOUt j, dj&o+ I= 1. 
ectiviti de a, + 1 et i’isomorphisme Cask,_ 1 (Cosk, G). = Co&,(G). donnent 
tat pour r->p3+ 1. z 
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Corollaire 1.4, Soit G. un groupe simplicial. Si pour r up N(G), = 0, le morphisme 
canonique G. + Cosk,( G ). est un isomorphisme. 0 
ThCorkme 1.5. Soit GI un groupe simplicial tronque’ d l’ordre p. Pour qu 71 existe 
un groupe simplicial G. tel que Tr,G. =GI et N(G),=Opour rzp+ 1, ilfaut et il 
suffit que le groupe GL v&ifie la propriM suivante: 
(1 S) Pour toutes parties I et J non vides de [ p] = { 0, . . . , p> telles que 
I(I J=0 et IU J=[p] les sous-groupes r),EJker dj et n,,,kerdi commutent: 
[ nJ ker dj, n, ker di] = 1. 
Le groupe simplicial ainsi obtenu est unique ci isomorphlrme pr&s. 
Lemme 1.6. Pour tout groupe simplicial G., il existe une bijection entre les sous- 
groupes N(Gjp, 1 = (I,,,,, Ker di et N(G)!! 1 = n,,, Ker di de G,, 1. Si, de plus, 
G F, + 1 v&ifie la condition (1.5) c’est un isomorphisme. 
DCmonstration. Suivant la d&composition (1. l), tout elirnent de N(G):: 1 s’kcrit 
g-‘s$gs,_ &3g-’ l a= s,ag(-‘)‘-’ avec g E N(G),+ *. El 
kemme 1.7. Soit G. un groupe simplicial. Supposons que Gp v&ifie la propriM 
(1.5). Alors l’intersection de N(G),, 1 el du sous-groupe de G, + 1 engendrti par ies 
Mments dt!g&&x% est dans Ker ap + 1. 
D6monstration. Pour tout element gl = sigo de G, + 1 soit 
Pour tout element gl =sjsjskgo avec k< j soit 
c~(g*)=s~os~(s~ggs~+*g;l ..*sj_lg;-‘) 
J h 1 
). 
Pour tout &ment gl = sigo avec i = T1 0 T2 0 _* 3 < soit 
Lorsque go E N(G>p _r+ 11 ci(gl) a les deux propri&s suivantes: 
(a) Si j n’appartient pas A l’ensemble { il, . . . , i,}, di(gl) = 1. 
(b) ci(gl) est un produit de sigo par des &hnents de la forme sigo ou .+,Q ’ mu 
j < i. 
Pour verifier le lemma, il suffit d’ktudier les commutateurs [c%i(g,), c;.(g:)] wx 
gI=sigo, gOEN(G)i,_r+l, g2=sjg3, g3EN(G)c,_,,1. Si i et j ant un facteur Gove-- 
mun, ce commutateur n’a pas de composante dans N(G),, T I. Sinon [cBi(gl), ~t.~)l 
est dans N(G),+ ]; si I== {il, . . . . r , i } dP+ ,cj(gl) est dans n,Ker d,. d!, ,c>(PJ) es1 
dans nrp] I Ker dj, done, par la proprit’te (1.5) ap+ 1[c~(~~X~~(~~~l= 1. -2 
t!monstration du ThCorGme l.§. W’aprks le Lemme 1.6, N(C);, + I w-a rmd ci t‘t -~ 
P) seulement si N(G )p + 1 l’est. Soient 9 une par-tie de [p] contenant r et pas I’- I. gr, 
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un EPCment de n, Ker dj, gl un 616ment de nipI _J Ker di- Alors d,[s,_ Igo, s,gl ] = 
[go,g,] et, pour i fr, dJs,._ Igo, s,gJ = 1. D’oti la condition nt?cessaire. 
R&ciproqulement, soit GI un groupe simplicial tronquk 5 l’ordre p tel que 
GL v&ifie la propriM (1 S). Soit G. le sous-groupe simplicial de CoskJG’). 
engendre par les 616ments dCgtnCr& de Cosk,(G’>,+ 1. N(G),+ 1 est Cgal & 
G/, + f n N&h$,(G’)), + ]. Par le Lemme 1.7, N(G),,,+ 1 est dans Ker $, + 1 et, par le 
ThCorkme 1.3, $+ l est injective. El 
Corollair~: l.$, II existe une bquivalence entre la catkgorie Y’(~) des groupes sim- 
pkiaux dont ie complexe de Moore est nul pour r > p et la catggorie 9, des 
grou,rtes aimpiriciaux Gl tronquks ci I’ordre p tels que GI vkrifie la propri&& ( I. 5). 
Dhonstmtisn. L’adjoint A droite du foncteur trancature: Y(P) --) 9; est le foncieur 
qui 5 GI associe le s?us-groupe simplicial engendre par les 616ments dCg&-Ms de 
Cosk,(G’),, I, Les morphismes d’adjonctions sont des isomorphismes. q 
Rematque L.% La r&iproque du Theor&me 1.5 reste en partie vraie pour J = 0: si 
IV(G), z=: 0 pour r >p, Ker ap est dans le centre de Gp, i avec i= do0 dl 0 --* odp. 
Remarque 1.10. Pour p = 1, un groupe simplicial tronque G( tel que G; verifie la 
condition (1 .a), est un l-cat groupe au sens de [B]; de ce point de vue, la catCgorie 
.yp gtnCralise la catCgorie des 1 -cat groupes. 
Le foncteur M ddfini dans [ 141 pour le cas abklien a encore un sens ici en utilisant 
le coproduit dans Ba catCgorie des groupes, ou produit libre. Pour tout complexe de 
groupe C., soit K(C). le groupe simplicial defini par 
Les bords et degMrescences ont definis ainsi: 
0 si s, Qsi = Sj, Sk!SiCf-1 = SjCr, 
e si dk f-, si =sj, dk(siCr) =sjCr, l’application en restriction & sic, &ant l’identiti 
dans les deux cas, 
si dk ( ~i=,§j c ds, dk(siCr) =0 pour sfr, dk(siC,) ~sjC,_ 1 et dk est, en restric- 
:ion ;i &, la differentielle a, pour s = r. 
Pour tout lcomplexe p.n.a. C. soit K’(C). le groupe simplicial dkfini par 
ayant lieu terme g terme; !zlords et d6gMrescences e dkfinissent 
1. 
ur tout entier p et tout complexe de groupes (resp. tout complexe p.n.a.) C. 
(resp. K;(C).) le groupe simplicial tronque & l’ordre p defini par 
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K,,(C), = K(C), pour r < p et K,(C), = K(C),/H (resp. K;(C), = K’(C),_ pour r< p et 
K;(C),, = K’(C),/H) oh H est le sowgroupe engendre par les [n, Ker d,, n, Ker d,] 
pour toutes parties I et J non vides de [p] telles que I’M=0 et li I./= [i]. 
La verification de la proposition suivante est purement formelle. 
Proposition 1.11. Le foncteur K (resp. K ‘, resp. K,.,, resp. Ki) est adjoint ci gauche 
au foncteur N de la catkgorie .‘/’ des groupes simpliciaux dans la catbgorie des com- 
plexes de groupes (resp. de ,‘/ dans la catkgorie des complexes p. n.a., resp. de .oP 
dans la categoric des complexes de groupes nuls en dimension supkieure ci p, resp. 
de .‘/b dans la catkgorie des complexes p.n.a. nuls en dimension suphieure b p). 
2. Complexes de Moore nuls en dimension autre que 0, 1, 2 
Soit G. un groupe simplicial tel que N(G), = 0 pour pr 3. Soient L = N(G)?, 
M=N(G)r et N=N(G)o=Go. 
D’apres le Theoreme 1.5, la structure de G. est induite par celle du groupe 
simplicial tronque Trz G. 
G2 = ((L >d sl M) XI soM) >a sl so N 
111tt 
G,= M >as,N 
5-U 
Go= N. 
Dans Gz on a Ker do = L XI sl M; Ker d, est engendre par L et l’ensemble des 
elements l ms,m-‘; Ker dz est engendre par les elements de la forme 1 -‘.s,al et 
sOm-‘s,sO~m; Ker do(lKer dr = L; Ker dOfI Ker dz est forme des elements 1?~,a! et 
Ker dl (I Ker d2 des elements lsl~l?@l. Les conditions (1 S) peuvent done s’ecrire 
[lo-‘s&=, 111 = 1, (2.1) 
[l&q- ls&), I,] = 1, (2.2, 
[sOm-*s,sO~m, l] = 1, (2.3) 
[slm+sOm, l-‘s,al] = 1, (2.4) 
[q m, ls,al +s081] = 1. (2.5) 
Notons en exposant ti gauche “( ) l’opkation de N sur chaque groupe. 
Le groupe M opere de deux facons sur le groupe I., par conjugaison via so et via 
sl dans Gz. L’egalite (2.3) peut s’ecrire 
so m lso m - ’ = s1 q$mls, so&72 - ’ = (V. 
L’opkration via so hnt m w “‘( ) notons tn - trzO. ( ) I’op$ ration via sl . Cette 
oph-ation vh-ifie 
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a(m l I) = m~ltn-‘, 
a/, ” II = I()[, f() I d’aprb l’bgalitk (2.1). 
alit& (2.2) est une sonskquence des relations (2.1) et (2.3). 
nOtfsn 2.1. Etant donnCs les &ments mo, ml de A4 on appellera reli?vemtwt de 
Peiffer de m. et ml et on notera { mo, ml} 1’&9nent suivant de II, 
(m,,,m’) ==sl(mOmlm~‘)sOmOs’m;‘s~m~;‘. 
1~ rclkvement de Peiffer peut aussi s’tcrire: 
(m,,m’} ==[sl(mOmlm~‘),sOmOspn~‘] =sl[mo,ml][s,ml,s~~~~~,,]. 
Cettc application de M x M dans L permet de dkrire I’opCration de s() M sur 
Ker&=LMs,~d 
so i~iq, /s ,ml so m(; ’ = “‘V( m,,,m, )‘ ‘s’(m,,m,m,;‘). (2.6) 
L’applicatioue ( ) vkrifis 
a ( mo, m I ) = m. ml m,, ’ i)nrfl vi, ’ 
( ) est done ~09 relkvement de M dat 1s L des Mments de Peiffer [23]. 
Cette application vbrifie aussi 
bdqm2) =(4mmo’b h,m2)(m~~,ml), 
(m~lm’,mz) = (m~,,mSmzm( ‘)~~“‘~~(ml,mZ). 
alit&s (2.4) et (2.5) donnent les relations suivantes 
(N,m)==ImP et (m,N) =nr* Idml I, 
(2.7) 
(2.8) 
Moyennant ces kgalitb et Ies prCcCdentes, les relations (2.7) et (2.8) sent Cqui- 
valentes aux suivantes 
(m, ml rn2 1 = (w,, ml P’(Jml l { mo, n12 > 9 
(m,,m’,m2) =mo- (m’,m2)(m,,arr’~~~~). 
rksumk, ie complexe L--+ M -+N est un complexe p.n.a. muni d’une opbration de 
sur L et d’une application ( ) de M x M dans L vhifiant les relations 
afry l 1) = miVm -- I, 
a/, gI~ =r,l, /;I, 
(2.9) 
Lcs deux dernihres relations exprimcnt la commutation h I’ophation de N. 
Ce systkme de relations n’est pas minimal. En effet la 46 @alit& (2.9) permet d’cx- 
primer I’opbation de M sur L A l’aide du rckvement de Pciffer: 
En cons&quence l systkme de relation (2.9) cst 6quivalcnt au suivant 
a ( tq), m 1 > = U?() t11 I ttt,, ’ n’vt? I I, 
wo9 84 ) = VW /I 1, 
(al, ttl) (ttl, ar 1 = i aq I, 
(I)l(), tn1 m> = (l&j, 1111 >(tn,,, tll,> (a( )I?(), tn:) I, nr,,l)tnl f ( 
(tn,,ml, tn2) = (ttl,,, ttq m2ttll I )nr”~)( ml, tth), 
?I( rn(), nt, ) = (“INg, %I\ ). 
(2.10) 
Ces @alit& permettent d’krirc: 
On en dkduit (tnotnI)~ I== tno’ (ml ’ I). 
Rappelons qu’un complexc de groupes C’. cst un complcsc p.n.a. si c‘cst WI mn- 
plexe de C,,-groupes air C,, opbe sur hi-mbne par conjugaison. 
Les calculs effectubs peuvent se rhmer clans la proposition suivantt‘: 
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L et une application ( ) de M x A4 dans L vkifiant les relations (2.9). Les catbgories 
‘Ct et X; sont &gales. 
Wemarque 2.4. Une formulation simpliciale du produit de Samelson (une definition 
logique peut &re trouvee dans (421) est donnee dans [ 11, 6 11, no. 111. Gelui-ci, 
not& ( ), peut Etre exprime a l’aide de l’application { }: 
Pour lrzo, nar E ker a 1 
=[mo,ql* {m~,m0}{m0,md =Wbmd l (mb~n0Hm0ml) 
= (mo,md wbmo~* 
Cecie expression e depend que des images de m. et ml dans nl(G). 
Remarque 2.5. Le I-squelette de G., sk,(G). peut se decrire a l’aide de conoyaux 
simpliciaux [C 51: 
eneralernent sk,(G),==(s,_,M*****soM)~N). 
N(skt(G))2 est le noyau de l’application M *M -+M XI M, l’operation &ant la 
conjugaison. D’une man&e analogue a celle de 137, I. 1.23 ou [3 13, on peut montrer 
que c’est un groupe libre de base les Mments [sI (mom1 rn,’ ), somos, rn, ’ 1. Les 
(mo,ml) forrnent l’image de cette base par le morphisme canonique Sk,(G). -+G.. 
ThCor&mc 2.6. Les categories .Y (2) et .Y2, dcifinies dans le corollaire 1.8 et la 
catbgorie ‘6 2 des 2-modules croisks sont kquivalentes. 
Imonstratiofl. I1 reste a montrer l’tquivalence entre les cattgories U;; et 3;. 
Le foncteur N : Y2-+ t$ est le foncteur ‘complexe de Moore’. Le foncteur 
S : %-p + associe au complexe p.n.a. L-M-W le groupe simplicial tronquk G. 
dMni par Go= N, G1 = M XI N, G2 = ((L XI M) XI M) XI N, N operant terme a terme. 
Dans L >o M Voptration est donnke par la description de ~2. L’opCration de M sur 
L x M est don&e par l’tgalite (2.6). Les bords et degenerescences sent evidents. 
Les igalitis (1.5) sont verifiees. 
L’igafite hrrls = 1 /z et l’isomorphisme SN= l,,, sont immediats. Cl 
Dans le cas ou i = 0, il nc reste que l’tgalite (2.11) qui devient 
am0 ml = mom,m6’. 
La propriete de complexe p.n.a. s’ecrivant 
1a(nm) = flamn-’ 
exe M -+N est un module croise, d’ou le resultat suivant, bien connu: 
Corollaire 2.7. La catkgorie (A’, des modules croisks, la cat&orie Y, des 1 .cat 
groupes et la cat4gorie Y(‘) sont &uivalentes. iI 
Remarque 2.8. Dans [lo], R. Brown et C.B. Spencer montrent l’equivalcnce de la 
categoric M’t avec la categoric des Gr-categories, c’est-a-dire des (petites) categories 
en groupe. 
D’apres les deux premieres Cgalites (2.9) le complexe L -42 est un module croisk. 
Si N est nul les egalites (2.9) deviennent 
a(m l 1) = m&n-‘, 
ar, * I, = I&)-‘, 
Wf0, ml> = b-no, m,], 
{al,m} =lma I--‘, 
{m,al} =m4-‘, 
(2.11) 
(momI,m2) =mo- (q9m2)(m0,m2). 
Les relations equivalentes (2.10) deviennent 
4m0,mJ =[mO,mll, 
wo9 a,, 1= Ilo9 l,l, 
{~l,m}{m,al} = 1, (2.12) 
Corollaire 2.9. Soit Y(2)1 (resp. 9; ) la sous catkgorie pleine de la ca!Pgorie / (” 
(resp. .Y,) form&e des groupes simpliciaux (resp. simpliciaux tronyuks) reduits, 
c’est-a-dire nuls en dimension 0. Soit (6: la categoric des homomorphisrnes de 
groupe L -% M munis d ‘une appiication ( ) : M x M -+ L verifiant les egalites (2.12). 
Les categories %;l, CY’(2J1 et 9; sont equivaientes. 
De plus, la categoric $ est une sous-categoric de la categoric t I des modules 
croises, et la categoric ?;’ une sous-categoric de la categoric .Q des 1 -cat groupes. 
ema::que 2.10. Si dans ta derniere des relations (2.12) IQ et 1~1~ sont khan& 
puis ml est remplace par mom1 rn, ‘, on obtient la relation suivante, qui lui est 
equivalent e
(mom,,m2) = Cmglnl’no’,~nornz(ng’}(mo,rn~) (2.13) 
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d’ou, d’aprts la dernitre des relations (2.11), 1’CgalitC 
17E0. {m,,mZ} = {mom~m~1,mom2m~1 1. (2.14) 
Rematque 2.11. Si partant d’un carre croise [28] on applique le foncteur S du 
Thbr4me 2.5 dans le sens vertical,,, ce qui donne un module croise simplicial, puis 
dans le sens horizontal on obtient un groupe bisimplicial. Le complexe de Moore 
du groupe simplicial diagonal est lun 2-module croise. 
Remarque 2.12 (due A J.-L. Loday). II existe un foncteur pleinement fiddle C$Z la 
satbgorie C; dans la cattgorie de:; car&s croisbs, celui qui au complexe L ----+A4 
associe le car& 
La-M 
,‘)f == M 
sti I’opkration de M sur L est celle donnee par la structure, l’operation de M sur 
M la conjugaison et l’application de M x M+L l’application { }. 
3. Module croiti stable 
Soit p un $entier superieur ou Cgal a 2 et soit G. un groupe simplicial tel que 
N(G),=0 pour q+p et q+p+ 1. Soient L=N(G),., et M=N(G),. 
D’apris le Corollaire 1.8, la s’ructure de G. est donnee par celle du groupe 
icial tronque TrP+ l(G). 
et les conditilons (1.5) sur GP + 1. 
Soient I= (0, . . . . 4) U{r+ 1, . . . , t} avec Orq<r<tSp et J=[p+ 11-I. Le sous- 
poUPe , Ker di est engendre par L, par les sous-groupes Q4 pour q< j< r ou 
j>f et r 1”ensemble d s elements de la forme s,ms,_ ,m-’ . . . s,m(-‘) ’ I Le sous- 
groupe , Ker di est engendrt par les sous-groupes .r$W pour i c q ou r< i< t, par 
l’ensemble des elements de la forme s,ms,_ ,m-’ . . . s,m(-‘7- ’ et par l’ensemble de,; 
elements de ia forme lsPW’sP_ ,310.. s,@‘)” r ‘. D’oti ie systeme de relations 
[.sirn, I ] = 1 pour i+p, (3.0 
pour Ji- j 112, (3.2) 
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[I()s,aI(y l *- s/aI;-‘)” ’ ‘, I’] = 1, 
[SjM, IspaIw’ l ** .~,al’--“” ’ ‘1 = 1 pour je J, 
(4 m . . . spp’r I) /p- . . . s,#-1)” ’ ‘1 = 1, 
[s,m ...s,m’-‘)rmq,[] = 1, 
[Sjt?Z*, s,ml l *a s,m, (-4 ‘I= 1 pour je J, 
Es, mo l m* ~~~2~~‘)’ ‘, sirnIl = 1 pour i<q ou r<i<t, 
[s,mo l _ s,rnk-‘) 
r r 
, s,ml l e* sg$‘) r 9]=l. 
Cornpte tenu des relations (3.1) et (3.2) les sept dernikres kgalitks ont kquivikntes 
aux suivantes 
[I,- ‘s,aIo, I’] = 1, 
[s,m, !spX’sp _ ,a!] = 1, 
[spm+,_ p, Pspt!lI] = 1, 
[sjmo~ sj+’ m'Sjm,'Sj_'m']= 1 pour O<j<p, 
bj+ ‘mi’sjmo, SjmL'Sj- 'H?'] = 1 pour O< j<p. 
(3.3) 




Une partie quelconque I de [p + l] donne le mEme systkme de relations. Dans le cas 
p = 1, les relations (3.3), (3.4), (3.5) et la relation (3.1) pour i = 0 ont encore un sens; 





de Dee,_ 1(G). (oubli des p - 1 premiers bords et d6ghhescences [24]) appartient 
B la catkgorie Y(*)’ dkfinie en (2.9). Soit 
{moq m’} =sp(momlm~‘)sp- lmospm~‘sp_ lm,‘. 
L’application { } de M x M dans L et l’opkration 171~ m- ( ) de M sur L dkfinie 
par la conjuguaison via sP vkifient les systkmes de relations iquivalents (2.11) ou 
(2.12). 
D’aprks 1’Cgalitk (2.8) l’inverse de {no, nz, ) peut s’krire 
Si m. et ml commutent, 1Wment { mo, ml } = [s,ml 3 sp _ l rno] est dans Ker a[, i ’ et 
done central dans L d’aprtts la Remarque 1.9. 
Ces deux observations ervent dans le calcul du commutateur 
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dkvefoppk de deux facons, d’abord en utilisant les forrwles (3.2) et (3.6): 
[sII~nOs,- ‘III+, *rnO, sPmlsp_ Im,’ 3 
= [spr?z*sp_ ‘m,‘s,_2~~~,s,m’]s~m fs m s _ w’s 1 p 0 p 1 0 p-2Fb~jJ-1 ql]s,m, 
=spmosp- 1 0 ~~-‘bp-2~o,spmllsp- ‘mOspm&pOsp- ‘m, 9 p -’ s m,] 
= [spn~osp _ , rn, ’ ,s,m,] = Is,- ,m~‘s,mO,s,ml] = {m;‘, momlm~‘}-’ = {mo,ml} 
puis en utilisant la formule (3.7): 
[s,m,s,_ lm&+2mg, sPmlsp_ ,m;‘] 
=spmo[sp_ lm~‘sp_~mo,s,m,s,_ ‘m;‘]spm~‘[s,mo, spm’sp_ ,m;‘] 
=[spmo,spmlsp_nm;‘]=(m~l,m’mom~l}={m’,nzo}~l 
d’oti f’kgaliN6 
(mo,ml} = {mlmOl~~'- (3.8) 
On petit de meme dhelopyer de deux facons le commutateur [spmo - 
+m’ l a= si,_ p + , tn, ’ -‘)’ ‘1. On trouve alors la mSme kgalitk. 
L’opiration m w m l ( ) et l’application { } vkrifient done le syst5me 
afm0, ml> = [nzo, m’], 
{m,iYj =mw II-', 




{mom,,nfz} =m0= (m1,m2){m0,m2}. 
Le complexe L --%M est done un module croise muni d’une application { } de 
A4 x A4 dans L vkrifiant les quatre dernikres relations (3.9). 
La P’roposition 2.3 donne un systkme de relations kquivalent 
(m1m0~ = {mom1 ,I-‘, (3.10) 
(mo,mlnQ x= ~mo,~~1}~m0,m2}{[m21mol,m~~, 
hplm2) = (mom,m~',momzm~'>(m0m2>= 
prlts Ea IRemarque 2.9, la dernihe relation (3.9) peut Stre remplacke par la rela- 
. Si on utilise la troisikme kgalitk pour dkfinir l’opkration 
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on obtient le systeme suivant, equivalent aux deux precedents 
wo, W) = lh9 hl, 
(mbmo)={m0m>-‘, 
(3.11) 
{moq,md = {mom~m,l,m,m~m~‘}{mo,m~}~ ,d 
DCfinition 3.1. Un complexe de groupes L LM de longueur 1 rnuni d’une appli- 
cation { } de M x A4 dans L verifiant les relations (3.11) sera appele module croisk 
stable. 
De meme que dans la deuxieme partie, les calculs effect&s peuvent etre resumes 
dans la 
Proposition 3.2. La cat&gorie des modules croish L+M munis d’une application 
( ) : M x M -+ L vhijiant les relations (3.9), la catkgorie des compiexes de groupes 
L + M munis d ‘une application ( ) vhifiant ies relations (3.10) et la catggorie des 
modules croish stables sont &gales. III 
Exemples et Remarque 3.3. Soient M un groupe, L le groupe engendre par les 
couples (mo, ml) soumis aux trois dernieres relations (3.10) et a : L-+M l’homomor- 
phisme defini par 
Le complexe ainsi defini est le module croise stable universe1 associe au groupe 
M, c’est-a-dire que l’on a construit l’adjoint a gauche du foncteur ‘oubli de L’ de 
la categoric des modules croises stables dans la cattgorie des groupes. L’addendum 
de [ 131 contient un calcul montrant que l’avant derniere rejiation (3.10) est une con- 
sequence des autres, done l’equivalence ntre les systemes (3.10) et (3.11). 
I1 faut rajouter aux trois dernieres relations (3.10) l’egalite 
(m,m)= 1 
pour obtenir les quatre relations universelles des commutateurs ([34], [ 131). Le 
noyau de a est alors le groupe H,(M). 
ThCor*me 3.4. Pour p ~2 la categoric des groupes simpliciaux dont Ie comple.~e de 
Moore est nul en dimension autre que p et p + l!, la catkgorie des groupes sh~plicia~ts 
tronqkes ti I'ordre p -I- 1, dont le complexe de Moore est nul en dimension infkrieure 
& p et vhifiant les conditions (1.5) en dimension p -I- 1 et la catkgorie des modules 
crois4s stables son t Pquivalen tes. 
. Analogue a celle du Theoreme 2.6. KI 
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Corollaire 3.5. Pour p 2 2 et q ~2, la categoric des groupes impliciaux dont ie com- 
plexe de Moore est nul en dimension autre que p et p + 1 et la categoric des groupes 
simpliciaux dont k complexe de Moore est nul en dimension autre que q et q -I- 1, 
sent equivalen tes. rl 
Remarque 3.6. Le dernier corollaire justifie l’expression ‘module croise stable’. Pre- 
cisement, si le groupe simplicial G. a pour complexe de Moore le module croise 
stable L-+A# en dimensions p et p + 1 et 0 ailleurs, si le groupe simplicial H. a pour 
complexe de Moore L+M en dimensions p- 1 et p et 0 ailleurs, H. s’identifie au 
sous-groupe simplicial de Dee,(G). forme de noyaux de la face oubliee do. Done 
N. est homotope au groupe simplicial des lacets de G. [ 111. 
Remarque 3.7. L’CgalitC (3.8) exprime la nullite du produit de Samelson. C’est la 
condition nkcessaire t suffisante pour qu’un element de la categoric v,; soit un 
module cruise stable. I1 est connu [42] que le produit de Whitehead, qui correspond 
par w au produit de Samelson, est nul pour un espace de lacets infinis. Cela donne 
une reciproque pour un espace n’ayant que du 7rz et du 7~~. 
Proposition 3.8. Soient L --% M un module croise stable, A le noyau et B le conoyau 
de a. A et B son? commutatifs et l’application m w (m, m> definit un homomor- 
phisme de BI2B dans A. 
Dhmonstration. A et B sont commutatifs comme groupes d’homotopie superieurs. 
D’aprlts la Remarque 1.9, les elements de A sont invariants par l’operation de M. 
La conclusion est facile. El 
Remarque 3.%9. On retrouve ainsi algebriquement l’application n,(X)--+ n, + 1 (X) in- 
duite par la composition S”+ ’ -+S” -+X, l’application Sn+ ’-+S” representant l’ele- 
ment non nul de IC ,I+I(S”)=E/2E pour nr3 [20]. 
Remarque 3.10. Par l’equivalence signalee n 2.8, il correspond a un module croise 
stable une Gr-categoric munie d’une contrainte de commutativite, ou encore une 
categoric de Picard ([12, §1.4], [38]) oii l’associativite st stricte. Par [25] ou [32], 
on sait assocrer aune categoric munie d’une contrainte d’associativite une categoric 
strictement associative. Les categories de Picard strictement associatives ont 
etudiees dans 1401. Dans [ 121 et [38], l’homomorphisme de la proposition 3.8 est 
presente n termes de categories de Picard. la nullite de cet homomorphisme corres- 
pond aux categories de Picard strictes. 
. Soient Q un groupe et A un Q-module. Une 3-extension .a. (non 
a~~~i~~~~~ de A par est une suite exacte 
Q-module d~a~r~s Ia R 
Etant donn6 un graupe QS soie 
la r&ductian &entuelIe se limite h (qoql)-*(q2). S’ils s’krivent 
lf_‘(42C13)(43)_~(42)It 
oser un tel mot r~du~t en les ( image est un mot 
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r&iuit sur la base de Ker c, done non nul. 
(c) Fi, jr’-groupe libre engendre par le groupe F;, est isomorphe au noyau de 
l’applicat 5on canonique F; * FO -+ FO , d’oh l’identification F, >d FOG F; *F,; le 
groupe Fn XI FO est done libre. 
Tout systeme U de representants des classes de FO modulo Ker c est encore un 
syst5me de representants de Fr 30 FO modulo le sous-groupe distingue FI >Q Ker c. 
De plus si U est un systeme de Schreier elativement a la base canonique de FO, 
c’est-a-dire si U est stable par racourcissement des mots, U sera encore un systeme 
de Schreier relativement a la reunion B des bases canoniques de FO et F;. 
D’aprts 1311 ou [44] un tel systeme U existe et verifie la propriett suivante: si h 
est I’application qui a tout ekkent de F1 XI FO associe le representant de sa classe 
dsclns U, les Clements non nuls qui s’ecrivent 
ubh(ub)-* pour u E U et b E B 
Torment we base de F, >a Ker c. 
Pour b ES;, h(ub) - u et ubh(trb)-’ = ubu-‘, done la base de F, XI Ker c est 
formke d”utne base de Ker c et d’elements u(qO, ql)u-’ pour u e U. 
Pour u = 1) on retrouve les elements de la base canonique de Fl. Par la transfor- 
mation de Tietze ([l l] ou (311) qui consiste a remplacer u(qO, q,)u-’ par [u, (qO, ql)] = 
u(qO, qr )u‘ ‘(qO, q&l pour u # 1 on obtient une base de FI XI Ker c formee de trois 
parties: me base de Ker c, une base de F; et des elements [u, (qO, ql)] de Ker a,, 
d’oti ie resultat. Zl 
Remarquons que a, definit une bijection entre F; et a,fi = Ker c. 





(qO,q,, q2), avec la meme convention que plus haut soit a, : F;-+‘l 
~2kzo9 419 q2) = @IO, Ql MO41 9 42Mo9 41 a2r 1(qo)(41 9 q2r ** 
ainsi un complexe F.’ : Fi + FI + Fo. 
le complexe N(K,‘(F’)). . Ce complexe verifie N&(F))0 =Fo et 
N(K;(F’)), = FI . Soit D It: noyau de a2 : F2 -+F, . 
toposition 4.3. (a) La suite (EQ) 
O-+D+F2-+F, -+F,-+Q-+1 
est exacte; c’est done une 3-extension .a. de D per Q. 
(b) Fz est isomorphe au produit D x aF2 et l’intersection de D avec le sous-groupe 
t+nge&re’ par /es relevements de Peiffer est nulle. 
(c) Soit & Le quotient de FI par le sous-groupe (distingue? engendre par les 
eh!ments de Peiffer f. fi f[ 1 afofcl et soit F2 le quotient de F2 par le sous-groupe 
~~~endr~ par ies relevements de Peiffer ( fo, f, > . Alors le comylexe & -+& -+ F. est 
t de la resolution stundard croisee non homogene introduite duns [2 I]. 
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(d) D est engendre’ par les &hents de la forrre 
DCmonstration. (a) Resulte du lemme 4.2. 
(b) Le grol!pe aF2 est Cgal a Ker a, et F; &ant un groupe libre, FI se decompose 
en produit czmi-direct dF, XI F;. Le bord d2 definit une bijection entre le sous- 
groupe sr F; (resp. soF,‘) de K;(F’)2 et le sow-groupe F,’ (r-es:?. a, F, ) de F1 XI F,, 
d’ou la suite exact definie par la restriction d’ de d2: 
Une section t de d’, se definissant sur chaque facteur du produit libre 
F” * F; * 3, F, peut Stre choisie telle que t(F;) = sI F,’ et t(a 1 F1 ) = so&‘. t verifie alors 
pour .I; E F, et f2 E F2: ttaflaf2) = af’t(af2), 
pourJ;‘& et f2EF2: t(f;af,f;-1 I =f;. ttaf2h 
et pour fi et f&F;: t(f;“f;f;-‘afif;-‘) = {f$ f;}. 
Comme sur D les operations de F, et du sous-groupe aF, de F. sent reduites 
a l’identite pour tout f2 E F2 et tout fi E F, les elements fi fi l fi_ ’ = {& f 1 > et 
f, . f2af1f;1 = {f,, af2} sont dans t(F, XI aF,). 
Tout element de FI pouvant s’ecrire df2 f; avec f2 E F2 et f ,’ E F,‘, tout clement de 
Peiffer peut se decomposer en produit d’elements de la forme { df:, f, } , ( f, , a&f2 }
ou { fi, f,‘} avec f{ et f; E F,’ done est dans t(F, >a aF, ). 
(c) Cela resulte clairement de la construction faite. 
(d) Les elements (qo, ql, q2, q3) sont dans D et engendrent D puisque c’est le 
noyau de F2--+Ft dans la resolution croisee standard. II 
Etant don& une 3-extension .a. (E) de A par Q le groupe F. et les Fo-groupes 
FI et Fi &ant libres, il existe des applications 24, v, IV’ rendant commutatif le 
diagramme 
F:-F-F .G 1 0 -Q-l 
L-M-N- Q ----+l 
d’ou un morphisme simplicial Ki(F’). -+S(L+M-+N) et en repassant au complexe 
de Moore un diagramme commutatif 
0 -3D ------------I~ F2 --F* -----“FO------+ -----+l Q 
Lame 4.4. L’application Q 4 --) A dkfinie par les x(qO, ql, q29 q3) est un 4-cocycle; 
un ehangement de w (compatible aver le diagramme) modifie x(qo, q1 , q2, q3) d’un 
eobord. Si I’m change de m@me o (resp. u), on peut trouver des mofications de w 
(rem. de u et w) dormant k m8me x. 
monstration. D’apres le (c) de la proposition, D est isomorphe au groupe des 
cycles d’ord’w 4 de la resolution standard (abelienne) de B. x est done un 4-cocycle. 
Si l’on rellrsplace w’ par une applicatison IQ’, compatible avec le diagramme on ob- 
tient une ;rppllication ti qui peut s’ecrire 
d’ou, en utilisant l’expression de x(qo, ql, q2, q3) en fonction des w et le fait que A 
est central dans L., une applncation x de D dans A qui verifie 
Si 0 est remplacee par une application 
WI09 Qi) = WC?09 al. M%, 41 J 
w peut 2tre remplace par l’application W 
0 verifiant 
definie par 
W(q()qt , q2) = z(qfJ, q*MJ(%, 41) l e3oqi 9 q2))w(!Io~ 41) q2) 
( U(%J(q*, q2) l z(q(), q142))- l u(qo)a?* 9 q2)- ‘0 
On retrowe ainsi la meme applica:ion X. De mCme si l’application II est remplacee 




Nq,, 41) = r(qoPqo) r(q1 )v(qo, 41 Ml041 )- * 
WqlO~ 419 q2)= wqoFqo’r(ql )) l {u(%, 41 h u(qoq1)r(42)) 
(r(q,)mo’r(g, )~(qoml) 
r(q2)) l who9 419 q2){ r(qo), u(qowql 9 92)) 
a plica!.ion x. cl 
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Remarque 4.5. U, 0, w peuvent &re decrits & la maniere de [30 IV 41: u definit une sec- 
tion ensembliste normalisee (u( 1) = 1) de c : N-+Q; b(qo, 41) = u(q&&, )u(q,q, )- ’ 
est le defaut d’homomorphisme de cette section; w(qo, ql, qz) provient de 
l’associativite dans Q : (qOq1)q2 = qO(qrq$ si le passage de (qoq1 )qz i q&q21 est 
represent6 par une fleche: (qOq1)q2 -+qo(q1q2), on peut passer deux facons de 
(QIOQl h2k?3 g Qo(Q1(92 q3 )I 
U~o~1)42)43 
J/- \ 
(QoQl Mqzq3) (40(41 q2M3 
\ qo76L13J %(4*(4243)) - 
x(q0,41, q2, q3) represente la ‘difference’ entre ces deux chemins. Le terme 
M?o* crl)l U(4041b(q2,q3)} correspond a un changement dans l’ordre des composi- 
tions: au nivau (qoq,)(q2q3), on peut commencer par multiplier q. et q1 ou com- 
mencer par multiplier q2 et q3, et il faut passer de la premiere possibilite a la 
seconde. 
Pour verifier que x est un cocycle, on dessine le diagramme analogue a 5 variables; 
c’est une cellularisation de la sphere S2 en 6 pentagones et 3 car& [39]. I1 y a 9 tra- 
jets possibles de (((qoq1)q2)q3)q4 B qo(qI(q2(q3q4))) mis chacun a un pole. En tour- 
nant autour de cette sphere, on calcule la ‘difference’ entre deux chemins successifs, 
qui est un terme de A, chaque chemin &ant represente par un terme de L. 
Definition 4.4. Deux 3-extensions n.a. de A par Q 
m O-+A--+L-+M-+N-+Q-+1 
(E’) ()-,A-+L'-+M'-+~'--+Q-+l 
seront dites Yoneda e!l&mentairement 6quivalente.s ’il existe un morphisme 
(E)*(E’), c’est-A-dire un diagramme commutatif: 
0 --A-L-----M-N----~ -1 
i i i 
ou un morphisme (E’)+(E). 
Deux 3-extensions n.a. de A par Q seront dites Yoneda kquivalentes 3ielles apar 
tiennent a la meme classe pour la relation d’equivalence ngendree par la Yonedz 
equivalence lementaire. 
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Etant donne un homomorphisme x: D -+A, on obtient une 3-extension .a. de A 
w Q 
en prenant par L’ le coegalisateur de D =tA x F2 [21], c’est-&-dire [ 191 le quotient de 
A x F2 pour le sous-groupe dies elements (x(d),d-‘). La structure de 2-module 
croisC est induite par celle de F. 
Etant don& une 3-extension .a. (E) de A par Q, on a construit une application 
x de D dans A; l’extension (EG) est Yoneda Cquivalente a l’extension (E), d’oti une 
application de H4(Q, A) dans l’ensemble NA3(Q, A) des classes de Y oneda- 
equivalence des 3-extensions n.a. de A par Q. 
Le 4-cocycPe Id&ermine dans le Lemme 4.4 est invariant par Yoneda equivalence, 
d’oti une application NA3(Q, A)-+H4(Q, A) reciproque de la precedente. 
L’ensembk !VA3(Q, A) peut Stre muni d’une structure de groupe d’une man&e 
analogue a c elle de [19]. Etant don&es deux 3-extensions 
6) 6.-+A -+LI -*A~, -W, *Q -+ 1 
@-+A--+L2-+M2-+NZ-+Q-+l 
l’extension (E, ) + (E,) sera 
O-)A+L’-+M, xMy+N, xN2-+Q+1 
Q 
oti N, xQ N2 est le produit fibre et L’ le coegahsateur de ASLI x Lz. La structure 
de 2-module croise est celle dkfinie sur chaque facteur. 
Cette addition est compatible a la Yoneda-equivalence, done induit une loi de 
groupe dans NA3(Q, A): ‘IWment neutre est la classe correspondant i i’application 
nulle D -+A, l’oppose de l’extension 
est l’extension 0-A ~L+M-+N-rQ+l oh (-i)(a)=a-‘. 
L’applicati!on H4(Q, A)-+NA3(Q, A), qui k l’homomorphisme x as ;ocie la classe 
de l’extension (E;i), est un homomorphisme de meme que l’application 
3(Q, A)--+H4(Q, A), d’ou. 
hkor&me 4.7. Le groupe NA3 (Q, A) des classes de 3-extensions n.a, de A par Q est 
isomorphe aw groupe If4 (Q, A ). 0 
emarque 48. Un tel isomorphisme est deja connu dans le cas des extensions 
‘abe2iennes’, c”est-g-dire telles que le rekvement de Peiffer soit nul, done 
taxies que L soit commutatif et M -+N soit un module croise (references dans l’ap- 
ist ue de [i 91). Chaque classe de Yoneda equivalence contient done une 
crorsee abklienne. 
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