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INTRODUCTION 
Several authors [l, 3, 4, 6, 8, 10, 111 have established sufficient con- 
ditions for linear retarded functional differential equations of the form 
x’(r)= i a,x(t-rr,), ri 2 0, 
i=l 
to be asymptotically stable for all values of the delay. We propose to 
generalize these results in two directions. First, we will consider functional 
partial differential equations, and second, we will establish necessary and 
sufficient conditions for this class of equtions to be asymptotically stable 
for all values of the delays. Our results will include these previous results as 
corollaries. 
As a simple example of the type of equation to be considered, we present 
wk t) = WAX, t) + joT 4% t-s) 4(s), O<x<a, tao, 
w(0, t) = w(?L, t) = 0, t20, 
4% t) = $G, t)., o<x<7c, -T<t<O. 
Our. approach will rely on the treatment of these functional partial differen- 
tial equations as abstract functional ordinary differential equations in a 
Banach space. 
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Before proceding we set forth some terminology that will be used 
throughout the paper. X will denote a Banach space over a real or complex 
field. C = C( [ -r, 01, X) will denote the Banach space of continuous X- 
valued functions on [ -r, 01, with supremum norm and r > 0. We consider 
linear retarded functional partial differential equations of the form 
where x,(s) is defined by x,(s) = x(t -s), q: [0, T] + R is of bounded 
variation, and A is a densely defined linear operator which is the 
infinitesimal generator of strongly continous semigroup of operators in 
B(X, X), the space of bounded linear everywhere defined operators from X 
into X. We denote by { 0,>, the eigenvalues of A with 6r being the eigen- 
value with largest real part. 
In section 1, we consider equations of the following form: 
dx(t) 
-=Ax(t)+ax(t)+ i &j;x(t-s)d&), 
dt i=l 
(0.1) 
where c1 and bi are real constants. 
We give necessary and sufficient conditions for the roots of the 
associated characteristic equations to have negative real parts for all 
measures pi satisfying 
s m Idpi = 1 and I m dpi(s) B 0. 0 0 
In Section 2, we consider equations with specialized kernels given by 
Wt) dt=Ax(t)+ax(t)+ y ~t,~~~h,,(s)x(t--~)ds 
k,l= 1 
where 
and 
+ 2 bi jam x(t-$1 dPi(s), 
i= 1 
hkl(t) = (n,)k gkdth k>O, 
tk-’ 
gkltf) =(k e-*“. 
(0.2) 
(0.3) 
(0.4) 
The coefficients, Y,& bi, and a, denote real constants. 
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1. ASYMPTOTIC STABILITY 
We now consider the stability properties of equations of the form (0.1). 
We make the additional assumption that the spectrum of A consists of only 
real numbers and 8r < 0. 
THEOREM 1. Consider the retarded functional partial differential equation 
dx(t) 
T=Ax(t)+ax(t)+ i bi[:x(t-s)dpJs), 
i= 1 
(l-1) 
where jz Idpi = 1 and j; dpi(s) > 0. All the roots of the associated 
characteristic equations 
z = a + 8, + i bi SW e-“” d,ui(s), n = 1, 2,..., 
i=l 0 
have negative real parts for all ,ui if and only if 
igl lbil G -(a+W 
(1.2) 
(1.3) 
and 
‘f bi< -(a+O,). 
i=l 
(1.4) 
Proof For each complex number z, define the linear operator 
d(z): D(A) + X by 
d(z)x=-zx+Ax+ax+ 2 bi~~e-“dpi(s)]x. 
i=l 
We say that z satisfies the characteristic equation associated with (1.1) 
provided d(z) x = 0 for some x # 0. 
Since the eigenvalues of A are (8,};= r, solutions of the characteristic 
equation have negative real parts if all roots of the equations 
z-a- i bi~ome~Zsdpi(s)=e. 
i= I 
(1.5) 
have negative real parts. Assuming z solves (1.5), we now show Re(z) c 0. 
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We first show that condition (1.3) implies Re(z) < 0. Suppose otherwise: 
Re(z) > 0. Then 
Using Eq. (1.5) and condition (1.3), we obtain 
O<Re(z)<a+8,+C lbil <a+81 +I lbil<O, 
I I 
(1.7) 
which is a contradiction. 
If the inequality (1.3) is strict, that is, if 
1 lbil < -tel + a), (1.8) 
then we can show Re(z) < 0. Suppose otherwise: Re(z) 2 0. Once again we 
have (1.6) and consequently that 
O<Re(z)<a+8,+1 IbiI ~0, 
which is a contradiction. 
Since (1.8), the strict inequality in (1.3), implies Re(z) < 0, to establish 
sufficiency, we need only show Re(z) < 0 when 
(1.9) 
and inequality (1.4) hold. We have already shown that Eq. (1.9) 
immediately implies Re(z) ~0; so we need only to rule out the case, 
Re(z) = 0. Now suppose Re(z) = 0, which will lead to a contradiction. Tak- 
ing real parts in Eq. (1.5) 
0 = Re(z) = a + 0, + c bi loa e-Re(z)s cos(Im(z) s) C&(S) 
I 
GU+B,+Cbijom cos(Wz) S) &its), 
I 
since e ~ Re(r)s c 1. Using (1.9) to substitute for a + 8,) we obtain 
(1.10) 
0 < -C lbil + C bi I(p cos(Im(z) S) dpi(S) 
= C i - lbil ;bi jm cos(Im(z) s) &(s)). 
I 0 
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Since Ij; cos(Im(z) S) &(s)l < 1, each term in the sum in (1.11) is non- 
positive. But the sum is non-negative, hence each term in (1.11) is zero. 
This implies 
lbil =bi.Tf* cos(Im(z) s) d&) 
and hence 
5 m cos(Im(z) S) &(~i(s) = f 1. (1.12) 0 
We deduce 
cos(Im(z) S) = f 1 on support of pi, 
which immediately gives 
sin(Im(z) S) = 0 on support of pi. 
Taking imaginary parts in Eq. (1.5), 
(1.13) 
Im(z) = - c bi jam sin(Im(z) s) f&(s) = 0 
i 
by (1.13). Using Im(z)=O in (1.10) and (1.12), 
O~a+8,+Cbijmd~i(s)=a+8,+~bi<0, 
I 0 I 
which is the desired contradiction. 
To prove the necessity, assume that the roots of (1.5) have negative real 
parts for all measures pi satisfying 
s 74&)I = 1 and m d/ii(S) 2 0. 0 s 0 
First consider the case where L = 1 in Eq. (1.1) and L&,(S) = 6(s- r) &, 
where 6 is the Dirac delta, that is 
Wt) - = Ax(t) + ax(t) + bx( t - Y). 
dt 
The characteristic equations become 
z=a+tl,+be-“. (1.14) 
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Using results from Bellman and Cooke [2, Theorem 13.81, we see that for 
any fixed value of T 2 0, a necessary and sufficient condition for all roots of 
Eq. (1.14) to have negative real parts is that a and b lie in the shaded 
region of Fig. 1. Thus a necessary and sufftcient condition that the roots of 
(1.14) have negative real parts for all nonnegative r is that 
a+8,<b< -(a+8,). (1.15) 
Now to prove the necessity of conditions (1.3) and (1.4) for the general 
equation (l.l), consider a partition (1,2,..., L} = I, CJ Z2, where 
I,= {i:b,<O} 
and 
z2= {i: b&O}. 
Set 
dpLI(s) = 6(s - r) ds for all iGIl, 
d/~(s) = 6(s) ds for all ieZ2. 
Now applying condition (1.15) to this case, we obtain 
a+flI+ 1 bi< C bi<- ~+8,+ 1 bi (1.16) 
ie 12 iEI, ie 12 
FIG. 1. A necessary and sufkient condition for all roots of z=a+ 8, + be-” to have 
negative real parts is that a and b lie in the above shaded region. 
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as a necessary condition for all roots of characteristic equation of (1.1) to 
have negative real parts. The strict inequality in (1.16) is equivalent to 
(1.4), and (1.3) is equivalent to 
a+8,< 1 bi- 1 bi= - i IbJ. 1 
iell ie 12 i=l 
Using results from Travis and Webb [13], we have the following two 
corollaries. 
COROLLARY 1.1. Zf pi(s) is constant for s B T, then the zero solution of 
(1.1) is asymptotically stable for all ,ui tf and only tf (1.3) and (1.4) hold. 
COROLLARY 1.2. The zero solution of 
F=Ax(t)+ax(t)+ f b,x(t-ri) 
i=l 
is asymptotically stable for all ri> 0 if and only tf (1.3) and (1.4) hold. 
These corollaries extend the results of Bailey and Williams [ 1 ] and Busen- 
burg and Travis [3], which established 
as a sufficient condition for the stability of (1.1) when A E 0. Conditions (1.3) 
and (1.4) are equivalent to those in Corollary 3.4 in Hale, Znfante, and Tsen 
[lo] when A = 0. 
EXAMPLE. Let X= C,,[O, A], the space of continuous scalar-valued 
functions on [0, K] which are zero at the boundary points, 0 and rc. Let 
A:X+Xbedefined by 
Ay=j, D(A)= (y~X:jkX}. 
Then A is the infinitesimal generator of a strongly continuous semigroup 
T(t), t B 0. It can be shown that solutions of the abstract equation 
F=Au(t)+au(t)+ i b,u(t-ri) 
i=l 
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are solutions to the equation 
WJX, t) = w,,(x, t) + aw(x, t) + i b,w(x, t - rJ (1.17) 
i=l 
w(0, t) = W(K, t) = 0, tao, 
under the correspondence u(t)(x) = w(x, t). 
Since the eigenvalues of A are -n*, n = 1,2,..., we have from 
Corollary 1.2 that the system (1.17) is asymptotically stable for all ri>O if 
and only if 
C lbil < -(a- l) 
and 
c bi< -(a- 1). 
2. REDUCIBLE EQUATIONS 
Functional partial differential equations of the type (0.2) arise in systems 
of equations in certain biological models. See [S, 121 for such models 
describing phenomena from population dynamics, ecology, and physiology. 
The advantage of this type of system is that it is reducible to a system of 
partial differential equations. In this section, we illustrate this “reducibility” 
property and examine the characteristic equations of such functional par- 
tial differential operators. 
To illustrate reducibility in a simple case, consider 
dx’( t) 
dt=Ax1(t)+f~~e-““x2(t-S)ds, 
dx*( t) 
--;i;-=Ax*(f)+f”~e-““x’(E-s)dF. 
If we define, 
x3(t) = fom e p”Sx2(t-,s)ds 
and 
x”(t) = fom e -‘“x’(t - s) ds, 
505/58/Z-5 
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then the above system reduces to the system of differential equations given 
by: 
dx’( t) 
- = Ax’(t) + x3(t), 
dt 
dx*( t) 
- = Ax2( t) + x”(t), 
dt 
dx3( t) 
- = x2(t) - Lx3(t), 
dt 
dx4( t) 
-=x’(t)-Ax”(t). 
dt 
We consider linear-retarded functional partial differential equations of 
the form 
Wt) -=,4x(t)+joTdq(s)x(t-s), 
dt 
(2-l) 
where x( . ): [0, co ) + x” and 
q(s): [0, T] + ET x R” is of bounded variation, 
Ax(t) = (Ax,(t), AX*(f),..., Ax,(t)), 
and A is the infinitesimal generator of a strongly continuous compact 
semigroup in X. We formally define a reducible system to be a retarded 
functional differential equation whose kernel q(s) satisfies 
drjij = ,+rN y;! g,,(s) ds, 
k.l= 1 
where 
tk- 1,-&r 
gkl(f)= (k-l)! . 
Linear reducible systems take the form 
dy’(t) -=zdy’(t)+ 2 [b&(t)+ y J’fj’ 
dt j=l k,l= 1 -T 
&‘,,(t-s)y’(s)d~] 
i=l ,..., m. (2.2) 
Equations of the form (2.2) are reducible to a system of partial differential 
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equations without time delays (whose solution with initial value a, we 
denote by y(t, a)). 
THEOREM 2. There exists a linear reducible system (2.2) such that its 
trivial solution is stable if and only if the trivial solution of (2.1) is 
asymptotically stable. Moreover, for each u > 0, there exists an integer m, a 
reducible functional partial differential system with dimension m, a positive 
constant K and continuous linear maps V and S, 
v:x”-+x”, S:C=C([-T,O],X’)+X”, 
such that for any I$ E C 
where x,(4) solves (2.1) and x0(~) = q5 and 
Y,(@) =y(t + $9 @h 
where y(t, S#) is the solution of the reducible differential system with 
YP, 9) = w 
Proof Given a > 0, let A = (A,, A*,..., A,), where li are the roots of the 
characteristic equation of (2.1) satisfying Re Ai > - CI and let m, ,..., mp be 
the corresponding multiplicities of these roots. It is known that A is a finite 
set and that m,,..., mp are finite positive integers. Using an n dimensional 
extension of results from Travis and Webb [ 133, decompose C into a 
direct sum, C= PO Q, where P = P, is the subspace generated by the 
eigenfunctions associated with A. If 4 E C, there exists positive constants, K 
and y, such that the solution of (1) 
(with 4 = 4’0 tie) satisfies 
Ix,(c,hQ)l 6 Ke’-“pY)’ 14Ql 6 Kee*’ 141, t B 0. (2.3) 
If m=m,+ . . . + mp, there exists a constant m x m matrix B = B,, an 
nxm matrix @=Gn, whose entries are continuous functions in 
C( [ - T, 01, X) (basis elements from subspace P), and a constant vector 
a E R” such that 
x,(f)(s) = CD(s) eBra = CD(O) eB(‘+‘)a for SE[-T,O]. (2.4) 
We will now construct a system of partial differential equations whose 
spectrum satisfying Re I > --c1 exactly coincides with the set A. In order to 
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accomplish this, let E be the nonsingular matrix which reduces B, to Jor- 
dan canonical form, and B,, be the kth mk x mk Jordan block (j=j(k)) of 
E-‘B, E with eigenvalue lzj. 
Let e1 be the largest eigenvalue of the operator A. The following system 
has eigenvalue Aj with multiplicity mk: 
dYY0 
-=Ay’(t)+ (l-j-O,)y’(t), 
dt 
4+(t) -=Ajy’(t)+y’-‘(t), 
dt 
l= 1, 2 ,..., mk- 1, cw 
c 
dymk(t) -=.4y”yt)+(Aj-e8,)y”yt)+y”k-‘(t). 
dt 
This system is the differential equation form of the reducible system: 
do(t) -=Ao(t)+(~j-e,)v(t)+S’ g,,-z(t-S)u(s)dsp 
dt mk>2, -T 
= AU(t) + (Ajj-0,) O(t) + U(t), m,=2. (2.6) 
obtained by defining y’ = u, y”’ = v, and 
where 
y’+1(t)=[;Tg,(t-4 y+)ds, I= 1, 2 ,..., mk-2, 
p 1 
- &Jl’. 
gdt) 7 (,- l)! 
Now construct a reducible system which consists of a sequential string- 
ing together the components of systems of the form (2.5) starting with the 
first component of the first Jordan block and ending with the last com- 
ponent of the final Jordan block of E-‘BE. The corresponding abstract dif- 
ferential system is constructed analogously as (2.6). 
Then the solution y of that abstract differential system with initial value 
E-la obeys 
Ey(t+s, E-la)=eacr+s)a, 
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and when substituted into (2.4) yields 
x,(q)(s) = G(O) Ey(t + s, E-la). (2.7) 
Now Q(O) E is an n x m matrix with real entries which we denote by V. 
Letting ?I~: d + 4’ we have #‘= @a, a E [w “.‘If U denotes a bounded linear 
transformation induced by the mapping @a + a, then 
S=E-‘UK,: C+A- 
is a linear continuous map obeying Sd = E-la. With this notation, (2.7) 
can be written as x,(@)(s) = Vy(t + s, S4). Hence 
and the estimate (2.3) completes the proof. 1 
It is an open problem whether Theorem 2 holds for equations with 
infinite delays. 
Now we investigate the characteristic equations of operators with 
reducible kernel terms and other delays terms, like 
as in Section 1. In this case, we only obtain a sufficient condition for the 
roots of the characteristic equation to have negative real parts. Using a 
specific example, we illustrate that the condition is not necessary. 
THEOREM 3. Consider the retarded functional differential equation 
dx(t) T=Ax(t)+ax(t)+ y yk,(J;rp h,&)x(t--)ds 
k.l= 1 
i + i bi[r x(t-S) dpi(S), 
i= 1 
where 
f Q) Idpi = 1, la, dpi(s) 20, hk, = @-,Jk g,,(s) b&> 0)~ 0 0 
(2.8) 
and 
tk-l 
- A,1 
gkdt)=(ke . 
224 
If 
LENHART AND TRAVIS 
M.N L 
,;, IYkll + c IhI G -to1 +a) (2.9) 
i=l 
and 
MJ 
C Yk/+ i bi< -fel +a), 
k,l= 1 i=l 
(2.10) 
then all the roots of the characteristic equations of (2.8) have negative real 
parts. 
ProoJ: The operator d(z): D(A) + X is given by 
d(z)x= -zx+Ax+ax+ ~r,jbm hk,(s)epZSds 
kl 
+ xbi Jam e -=’ dpi(s) x. 
i 
] (2.11) 
Since the eigenvalues of A are {e,,}:= i, solutions of characteristic equation 
(2.11) have negative real parts if the roots of the equations 
Z-a-C Ykl Jam h,,(s) eArs ds- 1 bi Jom epzs dpi(s) = O,, n = 1, 2,... (2.12) 
k,l I 
have negative real parts. 
Assuming z solves (2.12), we show Re(z) < 0. 
Condition (2.9) implies Re(z) < 0. Suppose otherwise, i.e., Re(z) > 0. 
Then 
II 
co 
e 
0 
-=s d,ui(s) <Jam Idpi = I. 
Since II > 0, 
Using condition (2.9) and taking real parts in equation (2.12), we obtain 
0 -c Re(z) < a + IWO,) -I c 1Ykll-k c IbiI 
kJ i 
which is a contradiction. 
STABILITY OF FUNCTIONAL PDE 225 
Arguing as in Theorem 1, the strict inequality Ck,, 1~~~1 +Ci lbil < 
- (0, + a) implies Re(z) < 0. 
Suppose that (2.10) holds and 
g IYkIl + C lbil = -feI + a) (2.13) 
I 
and show Re(z) < 0. From the above argument, (2.13) implies Re(z) < 0. 
Thus we only need to rule out the case Re(z) = 0. We now assume 
Re(z) = 0 and derive a contradiction. Taking real parts in Eq. (2.12) 
0 = Re(z) <a + 8, + 1 ykl jOm h,,(s) cos(Im(z) s) ds 
kl 
+ C bi jam cos(Im(z) s)&(s). 
I 
(2.14) 
Substituting (2.13) into (2.14) gives 
Ykl Jam hkds) cos(lm(z) s, h, 
+ bi lam cos(Im(z) s) &,(s)) (2.15) 
As in the proof of Theorem 1, (2.15) implies 
h&S) COS(h(Z) S) ds = f 1. 
But Ijr h,,(s) dsl < 1, so this forces cos(Im(z) s) = f 1 for all s. Thus we 
obtain 
Im(z) = 0, 
and hence z = 0. Substituting z = 0 into (2.14), 
0 < a + 61+ 1 Ykl Jam hk,(s) ds + C bi lam dPis) 
k,l I 
=a+8,+Cy,,+CbiCO by V.lO)), 
k.1 I 
which is a contradiction. 1 
Remark 1. This theorem generalizes a result of Busenberg and Travis 
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[3] in the case A = 0, and bi = b; their sufficient condition for all the roots 
of the characteristic equation to have negative real parts is 
--a 2 1 l~k,l + IN. 
Remark 2. We use a simple example to show that conditions (2.9) and 
(2.10) are not necessary. Take A = b, = 0, yk,= 0 for all (k, 1) # (1, l), 
yii=-2, A,=$ a=-1, 8,=O.ThisEq.(2.8) becomes 
dx(t) 
I 
co 
-= 
dt 
-x- 10 e-%(t-s)ds. 
0 
Note condition (2.9) fails since 1 y i i 1 > -a. However the associated charac- 
teristic equation is given by 
z + 1 = - 10 j”; e-5se-zsds, 
0 
which is equivalent to 
z2+6z+ 15=0. 
It is clearly seen that the roots of the characteristic equation have negative 
real parts. 1 
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