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Abstract
A 6Li glass based scintillation detector developed
for the TRIUMF neutron electric dipole moment
experiment was characterized using the ultra-cold
neutron source at the Paul Scherrer Institute
(PSI). The data acquisition system for this
detector was demonstrated to perform well at
rejecting backgrounds. An estimate of the absolute
efficiency of background rejection of 99.7± 0.1% is
made. For variable ultra-cold neutron rate (varying
from < 1 kHz to approx. 100 kHz per channel) and
background rate seen at the Paul Scherrer
Institute, we estimate that the absolute detector
efficiency is 89.7+1.3−1.9%. Finally a comparison with a
commercial Cascade detector was performed for a
specific setup at the West-2 beamline of the
ultra-cold neutron source at PSI.
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1 Introduction
Determining the neutron Electric Dipole Moment
(nEDM) limits theories beyond the Standard Model [1].
Ultra-Cold Neutrons (UCN) provide a good means
to search for a nEDM. As a result, there are various
nEDM experiments around the world utilizing UCN
that are either running or being planned [2–11]. Mea-
surements are limited mainly by UCN statistics. In-
creasing the efficiency of the detection system is there-
fore important.
The UCN source at the Research Centre for Nuclear
Physics (RCNP) in Osaka successfully demonstrated
UCN production in super-fluid helium and extraction
through cold windows in 2013 [12]. This source is in
the process of being moved from RCNP to TRIUMF,
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in Vancouver, over the coming year where a new UCN
facility is being prepared. A neutron Electric Dipole
Moment (nEDM) experiment is planned as the first
experiment after the source will be installed at TRI-
UMF [13].
A UCN detector using 6Li glass has been designed
and built for the nEDM experiment. This detector
must fulfill several performance requirements. The first
requirement is to be able to count UCN with a stability
of 0.03% (1/
√
107) over the hour required to measure a
few Ramsey cycles in an nEDM experiment. A second
requirement is to dependably count UCN at high rates
( > 1 MHz). Finally the detector’s sensitivity to back-
grounds, needs to be well known or measurable dur-
ing periods without UCN. In order to determine the
detector’s performance, the detector has been bench-
marked against a Cascade UCN detector[1] using the
UCN source at the Paul Scherrer Institute (PSI) in
Switzerland [14–16].
This paper describes the 6Li based scintillation de-
tector in Section 2. One goal of the tests is to esti-
mate the overall detection efficiency and background
rejection capabilities of the 6Li detector. A simulation
of the UCN detection and background detection was
prepared, as described in Section 4. To get an estimate
of the absolute detector efficiency, described in Sec-
tion 5, we have taken account of the neutron selection
cut efficiency, along with estimates of the geometrical
acceptance, and neutrons lost to the lithium depleted
layer of glass on top of the detector. A comparison of
the detector measurement to a Cascade UCN detector
is described in Section 6.
2 Overview of Detector Technology
2.1 6Li Scintillating Glass Detector
The scintillating glass is doped with 6Li, which has a
high neutron capture cross-section of order 105 bn at
UCN energies. The charged particles in the reaction:
6Li + n→ α(2.05 MeV) + t(2.73 MeV) (1)
[1]CD-T Technology, Hans-Bunte Strasse 8-10, 69123
Heidelberg, Germany
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Table 1 Properties of the glass scintillators
Scintillator GS20 GS30
6Li enriched 6Li depleted
Total Li content (%) 6.6 6.6
6Li fraction (%) 95 0.01
6Li density (cm−3) [21] 1.716×1022 1.806×1018
are detected.
In order to reduce the effect of an α or triton escaping
the glass, two optically-bonded pieces of scintillating
glass are used. This type of scintillating stack detector
was pioneered by the group at LPC Caen [17–20]. The
upper layer is 60 µm thick depleted 6Li glass (GS30),
and the lower layer is 120 µm thick doped 6Li glass
(GS20), which allows the resultant particles to deposit
their full energy within the scintillating glass[2]. The
6Li content and density of these scintillators is sum-
marized in Table 1.
Optical contacting of the two layers was performed
by Thales-Seso in France, and a method of checking
the doped side of the glass was developed at the Uni-
versity of Winnipeg [22]. The scintillation light is then
guided via ultra-violet transmitting acrylic light-guide
to its corresponding photomultiplier tube outside the
detector vacuum region. Each of the nine tiles of scin-
tillating glass’s light is detected by a Hamamatsu
R7600U Photomultiplier Tube (PMT). The scintilla-
tion following neutron capture gives a fast event sig-
nal with rise time of 6 ns and a fall time of about
55 ns [23–25]. There is also a slower decaying light
component up to 2 µs.
The detector design is similar to the detector devel-
oped for the nEDM experiment at PSI, and also em-
ployed at PSI for UCN monitoring [20, 26]. These de-
tectors have some sensitivity to gamma-ray and ther-
mal neutron backgrounds. Background contamination
largely due to gamma-ray interactions in the light-
guides is discussed further in the paper in Sections 4.1
and 5.3.
Making the scintillating Li glass as thin as possible
reduces this sensitivity to both thermal neutron cap-
tures and to γ-ray scintillation backgrounds. The mean
range of the α is 5.3 µm and the mean range of the
triton is 34.7 µm, meaning that thinner than about
50 µm could also result in an efficiency loss as the
charged particles produced in the neutron capture es-
cape the glass before stopping. In addition, the gamma
ray interactions in the light-guides can be rejected by
Pulse-Shape Discrimination (PSD) since these signals
[2]GS20 and GS30 were purchased from Applied Scin-
tillation Technologies, now Scintacor, 8 Roydonbury
Industrial Estate, Horsecroft Road, Harlow, CM19
5BZ, United Kingdom
do not have a slow decaying component and are there-
fore shorter (FWHM approx. 20 ns) than the scintil-
lation signal from the lithium glass.
In order to handle UCN rates up to ∼1 MHz, the 6Li
detector face is segmented into 9 tiles. This reduces
pile-up. A photograph and a drawing of the detector
are show in Fig. 1. Details about the detector readout
are presented in Section 2.2.
The detector enclosure was machined from Al, and
an adapter flange which has a rim which UCN can hit
was coated with 1 µm of natural abundance Ni. The
6Li glass tile side lengths are 29 mm, and the opening
on the adapter flange is 81 mm.
2.2 6Li Detector Signal Treatment
Signals from the PMTs are amplified by a Phillips
775 octal 10× preamplifier and read out directly by
8-channel CAEN V1720 digitizers.
The CAEN V1720 has a PSD firmware that triggers
on pulses below a certain threshold independently for
each channel. The digitizer samples the waveforms ev-
ery 4 ns, and for each sample digitizes the voltage on
a 2 V scale into an ADC value between 0 and 4096.
Each channel of the digitizer triggers when a pulse goes
some number of ADC counts below a pedestal value.
The digitizer threshold for triggering was set at 250
ADC (∼ −125 mV).
The digitizer can be run with a fixed pedestal, or a
pedestal taken from an average over the last 32 sam-
ples (128 ns). This self calculated pedestal is called
a baseline in the digitizer documentation, and once a
trigger happens, the baseline is held constant until the
end of a specified gate time. The self-calculated base-
line was used for the detector tests described in this
paper.
For each trigger, the PSD firmware calculates the
sum of the signal below the baseline starting from the
trigger time for a short gate width, ts = 40 ns, and for
a long gate width, tL = 200 ns. The short gate time has
been chosen to contain all of the charge for gamma ray
interactions in the light-guides. The ADC sum below
the baseline within the short gate is called, QS , and the
sum within the long gate is called, QL. The charge QL
contains the total charge deposit for neutron capture
events. The PSD value is also calculated, and defined
as:
PSD =
(QL −QS)
QL
. (2)
After each trigger, the digitizer channel is busy for a
150 ns dead-time. A cut on QL and PSD provides a
rejection of gamma interactions in the light-guides as
described in Section 4.1. The PSD variable has been
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Figure 1 Three dimensional drawing of the UCN detector and
enclosure (top), and a photo of the detector (bottom). The
detector enclosure is made of Al, and the rim of the adapter
flange which UCN can hit is coated with 1 µm Ni by thermal
evaporation (colour online).
chosen to cancel out channel to channel variations in
gain by making a ratio of charges. Also the PSD is
sensitive to the difference in shape of the scintillation
signals, and the signals from interactions in the light-
guides.
The digitizer firmware stores only the QS , QL, PSD,
baseline, and trigger time for each pulse, thereby per-
mitting the V1720 to handle data rates up to ∼2 MHz
without saturating the data path. The first seven tiles
of the detector are read out on one digitizer, and the
last two tiles are read out on a second digitizer. Each
of the digitizers was connected by an independent op-
tical fibre to a CAEN A3818 PCI Express card on the
Data Acquisition (DAQ) computer for readout, allow-
ing data rates up to 85 MB/s.
The time-stamp provided by the digitizer is a clock
cycle count in 4 ns ticks up to 17 seconds. To help
keep track of the time-stamp wrap-around, and check
the digitizer synchronization, a 1 Hz pulser was fed
into the last channel of each of the two digitizers. In
addition a signal from the PSI proton beam timing was
sent into one of the channels of the detector to be used
to determine the times when the proton beam arrived.
The DAQ software used the MIDAS system that is
commonly used at PSI and TRIUMF. A MIDAS fron-
tend for the CAEN V1720 was written to collect the
PSD data from the digitizers and save it into MIDAS
banks.
3 Detector tests with UCN
We used the two beamlines called “West-1” and “West-
2” at the PSI UCN source [27]. West-2 offers the dis-
tinct feature that UCN have a dropping height of min-
imum 120 cm before reaching the detector. West-1 in
a horizontal configuration provides UCN with energies
starting above 54 neV given by the safety AlMg3 foil
in the beamline.
3.1 Time distribution
During August 2015 there was a 300 s UCN cycle at
PSI, where the rate of UCN is highest right after a
3 second proton beam bunch on a neutron spallation
target. For the next 297 seconds after the proton beam
is turned off the UCN rate falls, going from rates of
tens of kHz down to 20 Hz as seen in Fig. 2.
UCN rates on the West-1 beamline are a factor of
10 higher than on West-2. The operation mode was
given by the priority of the nEDM experiment mea-
suring at the third beam-port. Typically, UCN were
only delivered to the West-1 beamport after 30 sec-
onds, when the nEDM experiment stopped its filling
period. During the UCN cycles the UCN propagate
down the beam line to the experiment area. Typical
UCN detector rates during 300 second UCN cycles in
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West-1 and West-2 measured in Aug. 2015 with our
scintillation detector are shown in Fig. 2.
Note that our detector’s 75 mm diameter aperture
does not match the 180 mm aperture of the West-1
beam-line, and that it can only see UCN above the
Fermi potential of the scintillating glass (103.4 neV).
This means that we see relatively more UCN from the
vertical source, which has a spectrum starting at about
120 neV, matching our detector Fermi potential, than
from the softer source of the horizontal West-1 beam.
The PSI group has made measurements showing that
on West-1, about 32% of the UCN are between 54 neV
and 120 neV. Also, the two UCN cycles shown in the
figure were taken on different days, and we know from
measurements that during that time, the UCN source
saw about a 15% decrease in the delivered UCN in-
tensity. Therefore, we expect to see less than the 10×
difference in UCN rate when comparing the distribu-
tions in Fig. 2.
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Figure 2 UCN observed during one UCN cycle, as detected
with the 6Li UCN detector on West-1 (red) and West-2
(blue). The small peak before the main peak is caused by a
7 ms long pilot proton beam bunch used for checking the
beam centering before the main beam bunch on the spallation
target (colour online).
3.2 Charge measurement
The PSD versus QL distribution from a UCN data
run on West-1 beamline is shown in Fig. 3. The UCN
signal events are centered around a PSD of 0.5 and
QL ∼ 5000 to ∼ 12000, and signals from γ-rays in
the lightguides are around PSD ∼ 0. The values be-
tween these are due to pile-up effects, events right af-
ter the dead-time and late-light events. Further de-
tails on these effects are discussed in Section 4. Note
that the negative PSD values come from pile-up and
dead-time events. In these events, the average baseline
calculated by the digitizer firmware is too large, result-
ing in the integrated QL that it calculated becoming
smaller than the QS . This feature of the PSD is also
seen in simulations as described in Section 4.1.
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Figure 3 Event counts per bin are shown by the greyscale as
a function of PSD and QL from UCN data taken on the
West-1 beamline.
The QL distribution from each of the nine channels
of the detector, with a PSD cut at 0.3 to eliminate
the light-guide backgrounds, is shown in Fig. 4. These
data are from twelve UCN cycles collected from the
horizontal West-1 beamline. It is clear from these dis-
tributions that there is very little background remain-
ing. The different numbers of counts seen is explained
by the geometry of the detector. The corner square
tiles are shadowed the most by the round aperture of
the detector opening, giving them the lowest count.
3.3 Channel to channel comparisons
In order to determine the rate stability of the detec-
tor, the ratio of the rates Rr in the outer channels to
the central channel is calculated. This ratio of rates is
compared to the ratio of area (Ra) of the outer chan-
nel as measured from the photograph in Fig. 11 to the
area of the central channel.
During each UCN cycle on the West-1 beamline that
was used for this comparison, the 6Li detector counted
∼ 3× 106 neutrons corresponding to ±0.06% statisiti-
cal uncertainty. An overnight run containing 114 UCN
cycles (9.5 hours) was taken to assess the rate stabil-
ity. The count for each UCN cycle in each channel, and
the ratio of counts per UCN cycle in each channel over
the central channel was plotted versus UCN cycle to
assess the rate stability. Fitting the ratio of count rates
in each of the outer channels to a constant yielded an
acceptable χ2 per degree of freedom as summarized in
Table 2. The difference between the relative area and
relative rate (Ra −Rr) is also tabulated.
We make two conclusions from these measurements.
First is that the difference in efficiency between the
channels is at most 5%. These differences could be due
to differences in surface contamination or differences in
the number and energy of UCN reaching the different
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Figure 4 Event count per QL bin from each of the nine channels of the
6Li scintillation detector from twelve cycles of UCN beam
on the horizontal West-1 beamline. The distribution without a cut on PSD is shown as a dashed-red line, and with a cut on
PSD> 0.3 as the solid-blue line (colour online).
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tiles. In addition the good χ2/DOF demonstrates that
the rate observed in each of the channels is stable. The
statitstical uncertainty in the fit to a flat ratio of rates
demonstrates an overall rate stability of 0.01% over
the whole measurement period, and the statistical un-
certainty on each cycle’s ratio of rates implies an un-
certainty per cycle of 0.06%. The overall rate stability
easily meets our goal of 0.03%, however the statisti-
cal uncertainty per cycle is not sufficient to evaluate
whether short time scale variations are present at this
level.
4 Scintillation and light-guide
background simulation
4.1 Digitizer simulation
In order to build probability distribution functions for
scintillation due to neutron capture, γ-ray interactions
in the the lightguides, late-light events, multiple sig-
nal events, and combinations of signal and background
events, a detailed simulation of the voltage pulses from
the lithium glass and of the digitizer PSD was devel-
oped. A single photo-electron (p.e.) in the PMT was
assumed to produce a Gaussian pulse with a width,
σpe = 6.4 ns, an amplitude drawn from a Gaussian
with mean and width, A = 20 mV, with a minimum
amplitude for a single p.e. of 4 mV. The pulse width
σpe was chosen to match the rise time of the scintilla-
tion signal in the lithium glass.
A single scintillation signal event’s pulse was then
built assuming that the arrival times of each photo-
electron from the scintillation signal followed a rise
time, τR = 6.4 ns, a fast scintillation fall time, τF =
41.7 ns, and a slow scintillation fall time, τS = 2000 ns.
The probability, P (t), of having a photo-electron at a
given time, t, when the scintillation light starts arriv-
ing at time, T , was drawn from the Probability Distri-
bution Function (PDF):
P (t) =

A(1− e−(t−T )/τR), T < t < T + 5τR
A((1− fL)e−(t−T−5τR)/τF+
fLe
−(t−T−5τR)/τS ), t >= T + 5τR.
(3)
The number of photo-electrons for a single neutron
event was drawn from a Poisson distribution with a
mean number of photo-electrons of 83. The fraction of
the scintillation light in the late-light was fL = 1%
[28].
All of the values used in the simulation, as described
above, were chosen to best match the PSD and QL dis-
tributions in the data. This tuning was done by plot-
ting the mean, sigma and mean over sigma of the QL
and PSD distributions in single dimension scans of the
simulation parameters until the distributions matched
these same values from the data distributions. The dis-
tribution of scintillation photo-electron arrival times
along with a sample pulse is shown in the top panel
of Fig. 5. Note that positive pulses with a threshold
above a baseline were used in our simulation, while in
the data the pulses are negative, and the threshold is
some number of ADC below the baseline.
Time (ns)
0 200 400 600 800
Si
gn
al
 (m
V)
0
200
400
Signal PDF
Simulated scint. signal
Time (ns)
9400 9600 9800 10000
Si
gn
al
 (m
V)
0
200
400
600
Simulated Signal
Baseline
Signal in short gate
Signal in long gate
Figure 5 Simulated scintillation signal (blue dashed) and
distribution function used to generate it (red solid) is shown in
the top panel. The bottom panel shows the digitizer treatment
of another simulated signal (solid line), where the baseline
calculation (red dot-dashed line), signal within the short gate
(green right-diagonal fill) and signal within the long gate
(magenta left-diagonal fill) are shown (colour online).
The number of photo-electrons for the background
signal was drawn from an exponential distribution
with an average of 7.5 photo-electrons. This distribu-
tion was chosen to match the dominant component of
the background observed in data.
The matching of the single gamma background from
the simulation and from data during times without
UCN is shown in Fig. 6. The data distribution is used
to represent the single gamma ray background from
interactions in the scintillator and light-guide, as well
as backgrounds from thermal neutrons. The distribu-
tion in the data has more counts at high QL due to
the presence of scintillation events in the lithium glass
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Table 2 Area relative to the central channel Ra, rate relative to the central channel Rr as fit to 114 UCN cycles, χ2/DOF from the fit
to a constant relative rate, and difference between the relative area and relative rate.
Channel Rel. area (Ra) Rel. rate (Rr) χ2/DOF (Ra −Rr)
0 0.7490 ± 0.0018 0.7065 ± 0.0001 104.2/113 0.0425 ± 0.0018
1 0.2876 ± 0.0007 0.2849 ± 0.0001 119.7/113 0.0027 ± 0.0007
2 0.7634 ± 0.0018 0.7115 ± 0.0001 120.9/113 0.0519 ± 0.0018
3 0.3033 ± 0.0006 0.2809 ± 0.0001 119.4/113 0.0224 ± 0.0006
4 0.7495 ± 0.0017 0.7481 ± 0.0001 103.1/113 0.0014 ± 0.0017
5 0.2650 ± 0.0006 0.2771 ± 0.0001 132.9/113 -0.0121 ± 0.0006
6 0.7307 ± 0.0018 0.7075 ± 0.0001 100.3/113 0.0232 ± 0.0018
7 0.2672 ± 0.0007 0.2579 ± 0.0001 90.39/113 0.0093 ± 0.0007
due to gamma-ray and thermal neutron interactions.
The gamma ray background simulation is used for the
simulation of pile-up of the gamma signals with them-
selves, and with the neutron signals.
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Figure 6 Background counts as a function of QL from data
taken during periods without UCN are shown as blue crosses,
and is overlaid with the single gamma ray background shown
as a red-dashed line (colour online).
These simulated data were then sent to a digitizer
simulation described in the following section. The sim-
ulation of the pulses was used to generate 0.1 second
long sets of data where the signal and background
pulses were generated at a specified random rate.
4.2 Probability distribution functions from the
simulations
Seven categories of events are considered. Self explana-
tory categories are single neutrons (1n), single back-
grounds (1γ), pile-up of multiple signal neutrons (Nn),
pile-up of multiple backgrounds (Nγ), and pile-up of
a single neutron with a background (1n1γ). After the
end of a triggered event the digitizer channel is busy
for 150 ns beyond the end of the long gate. If a neu-
tron comes during this dead-time, part of its charge is
not collected. We call these events single neutrons dur-
ing the deadtime (1n deadtime). The last event type
constitutes triggers on late-light from the scintillator
(0n0γ).
Simulated electronic pulses for each of these possible
combinations are shown in Fig. 7 and Fig. 8.
The combination of the signal and background pulse
simulations with the digitizer simulation is used to gen-
erate PDFs in the PSD versus QL space for single
neutron events, gamma events and different possible
combinations pile up of events.
In the simulation, a a fixed (random) rate of 10 kHz
of γ interactions in the light-guides and 10 kHz of neu-
tron interactions in the scintillator has been chosen.
We separate out triggers that are from single interac-
tions and put them in singles PDFs (1n, or 1γ ). Trig-
gers that have multiple interactions in the long-gate
are put in multiples PDFs (Nn, Nγ, and 1n1γ). By al-
lowing the normalizations of these PDFs to be changed
we approximately account for the varying rate during
the UCN cycle.
In the case of the single background event, it was
possible to use the data from cycles when no UCN are
produced, as shown in Fig. 6. In our model we are
assuming that background components from thermal
neutrons and gamma-rays interacting in the scintilla-
tors are present in this PDF derived from data. The
rest of the PDFs are derived from the simulations de-
scribed above.
The PDFs for the different combinations of signal
and background as found by the simulation are shown
in Fig. 9 and 10.
The single neutron (1n) pulses extend out to the
long gate integration time, meaning that their QL will
be larger than QS . The PSD is therefore greater than
zero, and in this case is observed to be ∼0.5. A pile-
up of two or more neutrons (Nn) has pulses at least
as large as a single neutron, and can extend out to
later time depending on the time separation between
the two neutrons within the long integration time. The
Nn events therefore have larger QL than the 1n events,
whileQS is unchanged. The Nn events therefore, on av-
erage, have a slightly higher PSD than the 1n events.
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Figure 7 Simulated signals for different combinations of
signal and background events. The magenta
left-diagonal-hatched region represents the QS portion of the
signal, the blue right-diagonal-hatched region represents QL,
and the green line (colour online) represents the average
baseline. From top to bottom the plots show: 1n, Nn (2
neutrons), 1γ, and Nγ (3 γ) (colour online).
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Figure 8 From top to bottom these plots show: a single
signal plus single background event, a dead-time event, and a
late-light re-trigger event (colour online).
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The single gamma (1γ) pulses fit within the short
integration time, therefore they have similar QS and
QL values. The PSD for these events is near zero. In
fact, due to the settings of the digitizer, the PSD is
slightly below zero due to the baseline shifting slightly
down before the trigger time. This negative PSD effect
becomes even more pronounced when looking at Nγ,
1n deadtime, and 0n0γ events where the baseline is
shifted low due to the previous pulse on the channel.
The 1n1γ sample looks fairly similar to the 1n distri-
bution, but there is some tail to higher QL due to the
additional light from the γ.
The 1n deadtime events do not integrate the full
charge from the neutron pulse due to the trigger com-
ing too late. For that reason the QL for these events is
lower than for the 1n events. These triggers come soon
after the previous trigger, so the baseline is sometimes
shifted low due to possible late-light of the previous
pulse. The baseline shift can cause QL to be lower
than QS causing some of these events to have negative
PSD values.
Finally, the late-light pulses have low QL and low
QS , since they are triggers just above threshold. The
small charges, and possible baseline shift leads to these
events having a wide range of PSD values.
The data contain all of these different event cate-
gories, and some combination of these PDFs fills in
the PSD versus QL distribution observed in data. A
template fit of these PDFs to estimate amount of sig-
nal and background in the data is possible.
5 Estimate of the absolute detector
efficiency and background
contamination
To determine the 6Li detector’s UCN detection effi-
ciency we consider the active area of the detector,
losses due to absorption in the front face including the
7Li(n,γ)8Li reaction, and the transmission of the 6Li
depleted layer. Neutrons lost due to the background re-
jection cuts are also considered. The effects of surface
impurities is not straight forward to estimate and may
affect the efficiency. The effects of surface impurities is
estimated to be bounded by the 5% differences in rela-
tive rates of the channels presented in Section 3.3. The
spectrum of UCN that are being detected also needs
to be taken into account. Here we will assume that we
want to know the efficiency for detecting UCN with
kinetic energy far enough above the effective Fermi
potential of the GS20 lithium glass (∼ 103.4 neV) so
that we can neglect UCN reflection. The efficiency for
detecting UCN with a known energy spectrum could
then be estimated using a model for UCN reflection
from a Fermi potential of 103.4 neV. Note that the
Fermi potential of the GS30 (83 neV) is lower, and so
should have negligible effect.
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Figure 9 Event count (or relative event count) as a function
of PSD and QL. From top to bottom: single neutron
simulation, multiple neutron simulation, and background
(from data from cycles without proton beam).
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Figure 10 Event count (or relative event count) as a function
of PSD and QL. From top to bottom: multiple background
simulation, single neutron plus single background simulation,
dead-time neutron simulation, and re-trigger on late-light
simulation.
5.1 Detector effective area
The estimate of the detector’s effective area comes
from a photograph of the detector’s front face, where
the side length of each 6Li glass tile is 29.0± 0.1 mm.
Using this length the number of pixels in the photo-
graph that make up the circular aperture of the de-
tector are counted as the denominator, and the count
of pixels containing 6 Li glass tiles as the numerator.
From the photograph of the detector face shown in
Fig. 11 in gray scale, the active area of the detector is
estimated to be 97.4± 0.1%.
Figure 11 Picture of the detector face used for estimating the
areal efficiency of the detector. The detector aperture and
edges of the lithium glass are identified by the black lines.
5.2 Estimation of UCN absorption in Li depleted layer
Measurements of the transmission of UCN through dif-
ferent thicknesses of GS30 have been conducted by the
LPC Caen group at the Institute Laue-Langevin in
Grenoble [20]. Using their measurements for a 55 ±
10 µm GS30 layer the UCN transmission is 92.6+1.2−1.8%.
The uncertainty is asymmetric due to the exponen-
tial nature of the attenuation through a layer with
uncertain thickness. These results depend on the sur-
face roughness and impurity present in the detectors of
the LPC Caen group. Our detector’s lithium glass and
surfaces were prepared by the same companies used
by the LPC Caen group and therefore forms a good
estimate for UCN losses in trasmission trough the de-
pleted layer.
Part of the losses in the depleted layer occur due
to the 6.6% of 7Li in the layer which allows neutron
capture via 7Li(n,γ)8Li. Assuming a 1/v law for neu-
tron cross sections from cold down to 100 neV UCN
energy we estimate the UCN capture cross section on
7Li to be σ ∼ 6.0 barns [29]. The effect is therefore
fairly negligible since the fraction of UCN making it
through 55 µm GS30 due to (n,γ) reactions is 99.94%.
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We conclude that the total UCN transmission of
92.6+1.2−1.8% based on experimental results of the LPC
Caen group accounts for all effects leading to losses of
UCN in the GS30 layer.
5.3 PSD cut efficiency and background rejection
Estimates of the signal efficiency and background re-
jection due to the PSD versus QL cut are estimated
using an extended maximum likelihood fit of the PDF
templates described in Section 4. The PDFs, binned
in PSD and QL, are labelled as Pi(PSD,QL), where
i=( 1n, Nn, 1γ, Nγ, 1n1γ, 1n deadtime, or 0n0γ). The
number of each type of event is estimated as Ni by
minimizing a negative log likelihood that is calculated
as a sum over all M of the PSDj and QjL measurements
in the data as:
− ln (L) =
7∑
i
Ni −
M∑
j
ln
7∑
i
Pi(PSD
j , QjL). (4)
The data used were taken on West-1 for the time
period from the start of the three second proton beam.
Data were taken from all channels for times 10 s to
280 s as shown in Fig. 2. The first three seconds of
this data include a gamma flash and fast neutrons.
Note that the single gamma background should include
these backgrounds as well, since they are taken over
the sime time period where the proton pulse has come,
but the UCN gate valve was closed.
A projection of the fit results onto the PSD and
QL axes is shown in Fig. 12. All of the features seen
in the data are reproduced in the fit, although the
chi-squared per degree of freedom (DOF) of the fit
is rather poor (χ2/DOF = 775596/140 in QL and
χ2/DOF = 6.68 × 108/20 in PSD). We attribute the
differences between the simulation and data to details
that are not properly modelled, such as any contribu-
tion from light leaks, and PMT after-pulsing. For the
QL distribution, differences in gain between the nine
channels of the detector may contribute.
5.4 Cut detection efficiency and background rejection
estimates
Using the template fit, the neutron detection efficiency
and background contamination are computed for dif-
ferent cut values in PSD and QL. The PDFs repre-
senting neutron signals include single neutron (1n),
multiple neutrons (Nn), dead-time neutrons (1n dead-
time), and single neutron single gamma (1n1γ). The
background rates are extracted from the single gamma
(1γ), late-light (0n0γ), and multiple gamma (Nγ) tem-
plates. If the total number of neutrons in the templates
is Nn, and the number of neutrons above a given cut
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Figure 12 Template fit results in the one dimensional
projections along the total event charge (top) and along the
PSD (bottom) (colour online). These data are from the start
of the main proton beam pulse, from 10 s to 280 s in the UCN
cycle.
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value is N cutn , then the neutron efficiency due to back-
ground rejection cuts is defined as:
n =
N cutn
Nn
. (5)
If the number of events in the background templates
above a given cut value is N cutγ , then the background
contamination fraction is defined as:
ηγ =
N cutγ
Nn
, (6)
and the background rejection as:
γ = 1− ηγ . (7)
Figure 13 shows the neutron efficiency and back-
ground contamination during the entire UCN cycle
for two PSD cut values. For higher cut values, the ef-
ficiency is slightly reduced, but the background con-
tamination is also reduced.
The neutron and background rates vary over UCN
cycle. To study the neutron detection efficiency and
background contamination at different rates on the
West-1 beamline, the data was split into three time
periods during the UCN cycle: high rates of 100 kHz
to 50 kHz at times between 0 s an 10 s after the pro-
ton beam arrives, middle rates of 50 kHz to 20 kHz at
times between 10 s and 40 s, and low rates of 20 kHz to
100 Hz beetween 40 and 270 s. Each of these data sets
was fit using the template fit and then the efficiency
was calculated with cut on PSD> 0.3 using the pa-
rameters from each fit. As shown in Fig. 14, the high
rate data had more background contamination than
the other rates, due to the larger fraction of events
with pile-up effects, and due to the proton beam be-
ing on for the first three seconds. The lowest rate data
has a higher contamination than the mid-rate events
due to the higher ratio of background to signal events.
Using a cut on QL > 3000 ADC and PSD> 0.3, the
neutron efficiency was 99.5±0.5% and the background
contamination was 0.3± 0.1%.
The 6Li detector therefore has a very good back-
ground rejection due to the signal shape variation be-
tween light-guide background (Cerenkov events) and
the scintillation events from the lithium glass.
5.5 Overall Detector Efficiency Estimate
The overall detection efficiency, for the UCN rates and
energies available at the West-2 beamport, including
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Figure 13 Neutron cut efficiency (top panel) and background
contamination (bottom panel) for different cuts on QL. In
both panels the blue open circles have no PSD cut, the red
squares are with cut on PSD> 0.2, and the black circles are
for a cut on PSD> 0.3 (colour online).
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Figure 14 Neutron cut efficiency (top panel) and background
contamination (bottom panel) for different times since the
UCN production. Shown in black are all UCN from 0 s to
270 s after the proton beam turns off. The red boxes are for
high rate over the first 10 s after the proton beam starts, the
blue downward-triangles are for middle rate UCN over the next
30 s, and the green upward-triangles are for low rates over the
last 230 s. These plots have a cut PSD> 0.3 (colour online).
effects of GS30 transmission, effective area, and back-
ground rejection, is 89.7+1.3−1.9%, which is dominated by
the uncertainty in the absorption in the GS30 layer.
The transmission measurement of the GS30 was per-
formed by the CAEN group at ILL, with a different
UCN energy spectrum, and so there remains the caveat
that this efficiency is for UCN energies above the Fermi
potential of the 6Li glass. The effects of surface im-
perfections is not included in this estimate, and is a
possibly the source of the differences between the rel-
ative rates observed between the different channels of
the detectors when compared to the area they present
to the UCN beamline.
The rate dependent portion of the uncertainty, which
is most concerning to measurements requiring a sta-
ble rate, could be improved by applying the statistics
of random signals and backgrounds to model the ex-
pected rates. This would represent an improvement to
the simple fit with unconstrained fractions of different
types of pile-up described in this paper.
6 Relative rate comparison
6.1 Comparison to Cascade detector
A y-shaped UCN beam splitter to divide the UCN
evenly into two ports was used on the West-2 beam-
line at PSI to compare the rates of UCN detected by a
Cascade detector and our 6Li detector. The detectors
in this y-configuration are shown in Fig. 15.
Figure 15 Configuration for splitting the UCN into two
detectors on the West-2 beamline. The Cascade detector is on
the left and the 6Li detector is on the right (colour online).
The connection of the 6Li detector to the y-shaped
beam splitter was a 20 cm long NiMo coated guide
with a diameter of 75 mm. The Cascade detector has
a 110 mm diameter aperture, and two adapter flanges
were needed to go from 110 mm to 70 mm to 75 mm to
connect to the other side of the y-configuration. The
Cascade detector therefore sits ∼ 20 cm lower than
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the lithium glass detector and has a longer path for
the UCN to pass.
6.2 Cascade Detector
The Cascade UCN detector is a GEM-based neutron
detector with a single 200 nm thick layer of 10B de-
posited on a 100 µm thick aluminum entrance foil.
The boron captures neutrons and releases an α and
7Li particle,
10B + n→ α+ 7Li. (8)
An Ar/CO2 mixture is used as a detection gas. Due
to the low Z materials, this detector picks up neg-
ligible γ background. The employed detector has a
10 × 10 cm2 square shaped sensitive area which is di-
vided into 64 individually read out pixels. The detec-
tor comes with its own proprietary data acquisition
system. The data acquisition is based on a complex
pattern recognition algorithm which is performed on-
line in the detector’s FPGA electronics. This allows
the software to define what patterns are accepted as a
neutron event.
6.3 Overview of the Measurement Method
Both detectors were placed in the y-configuration at
the West-2 port to allow for a comparison of the av-
eraged UCN rate over the course of the beam cycle
for both detectors. The timing calibration between the
two detectors’ Data AcQuisition (DAQ) was done at
the few second level by comparing the time reported
by the DAQ computers. A closer matching of the time
in the analysis of the data was performed at about the
0.05 s level by aligning the times when the UCN rate
was increasing when the main proton beam arrives,
corresponding to times around 10 s in Fig. 2.
The top panel of Fig. 16 shows UCN counts de-
tected by both detectors in each cycle. The 6Li detec-
tor counts are after cuts on QL > 3000 and PSD¿0.3
were applied. We observe that during the course of the
measurement, the UCN count from the PSI source was
changing, and that both detectors track this change in
the same way. The smallest aperature that the UCN
must pass to get to the detectors is used as a worst
case scaling of the counts seen by the 6-Li detector.
The scaling is used to calculate a normalized count to
compare with the Cascade detector. The ratio of the
areas used in the scaling is (70 mm/75 mm)2 = 0.871.
The bottom panel of Fig. 16 shows a ratio of the area
normalized count in the 6Li detector to the count in
the Cascade detector. This comparison shows that for
the spectrum of UCN in this beamline the 6Li detector
had at least 10.279 ± 0.024(stat)% more counts than
the Cascade detector.
The additional flanges required to adapt the Cas-
cade detector to the 75 mm diameter y-configuration
introduce a large uncertainty in measuring the Cas-
cade counting rate. A GEANT4 UCN simulation of
the y-configuration was prepared, using NiMo Fermi
potential of 235 neV for the beampipes and adapter
flanges. The number of UCN reaching each detector
was found to strongly depend on the assumed ini-
tial UCN spectrum reaching the entrance of the y-
configuration ports. We therefore conclude that the
6Li detector is at least as efficient as the Cascade de-
tector, but that the difference in UCN counts that we
observed could entirely be due to the additional flanges
required for the Cascade detector.
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Figure 16 Detector count per UCN cycle is shown in the top
panel for the 6Li detector by red filled circles after cuts on
QL > 3000 and PSD¿0.3, the Cascade detector by blue filled
squares, and the area normalized 6Li count by magenta open
circles. The bottom panel shows the ratio of the area
normalized count in the 6Li detector to the Cascade detector
(colour online).
The UCN detection rate in 0.1 second bins since
the beginning of the 300 s UCN cycle averaged over
130 beam cycles is compared in Fig. 17. Again the
6Li detector counts are after cuts on QL > 3000 and
PSD¿0.3. This comparison includes the area normal-
ization and shows that 6Li detector detect more UCN
at higher rates near the beginning of the UCN pro-
duction than the Cascade detector. During the course
of the UCN cycle the energy spectrum of the UCN
reaching the detectors changes: the faster UCN reach
the detectors sooner, and later in the beam cycle, the
slower UCN reach the detectors. The 6Li with effective
Fermi potential of 103.4 neV does not detect the slow-
est UCN, making the Cascade detector more efficient
for lower energy UCN (down to the 55 neV of Al).
We conclude that the 6Li detector has a detection
efficiency at least as large as the Cascade detector
for UCN with energies above the Fermi potential is
103.4 neV.
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Figure 17 The top panel shows the counts per 0.1 s bin
averaged over 130 UCN cycles for the area normalized 6Li
detector (red) and the Cascade detector (blue). The bottom
panel shows the ratio of counts in the 6Li detector to the
Cascade detector (colour online).
7 Conclusion
In this paper we have presented a 6Li-based fast scin-
tillation counter and a detailed electronics simulation
which has been used to estimate the detector efficiency
and background rejection for the data collected at the
PSI UCN source. The absolute detector efficiency is
found to be 89.7+1.3−1.9%, with a background contamina-
tion of 0.3 ± 0.1%. Using comparisons of UCN rates
from the different tiles of the 6Li detector, we have
demonstrated that the detector is stable at the 0.06%
level or better, and that the variation in efficiency be-
tween the detector tiles is less than 5%. Finally we
have shown that the 6Li detector is at least as efficient
as the Cascade detector for UCN with energies above
the Fermi potential of the lithium glass. Counting rate
differences observed between the two detectors can be
entirely explained by the additional flanges needed to
connect the detectors to the same UCN beamline.
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