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A decision support system for energy saving in Waste Water
Treatment Plants
by Dario TORREGROSSA
Waste Water Treatment Plants (WWTPs) are complex facilities, in which
an efficient energy management can produce relevant benefits for the
environment and the economy. Today, big data can be used for a more
efficient plant management, enabling high-frequency assessment and
ultimately a more efficient use of resources. In order to achieve this, a
computer-based support is necessary to analyse the enormous amount
of data that WWTP sensors can produce. When this PhD project started,
the literature review showed that, in the WWTP domain, the few avail-
able decision support systems (DSSs) were promising but still with large
room for improvements; in fact, these tools were plant-specific, focussed
mainly on process parameters and (most of them) working with low-
frequency aggregated data (yearly data). This thesis instead proposes
a cooperative decision support system called Shared Knowledge Deci-
sion Support System (SK-DSS).
SK-DSS is plant generic, i.e. able to simultaneously work with many
WWTPs and based on key performance indicators. SK-DSS analyses
the processes occurring in the plants and provide case-based solutions.
Moreover, this DSS provides a platform to enable the plant managers
to exchange information and cooperate. This thesis proposes the model
of SK-DSS, a web-application, and applications to improve the energy
performance of pump, blowers and biogas.
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1Chapter 1
Introduction
LEGAL DISCLAIMER: The present chapter partially reproduces
research work already published in (Torregrossa et al., 2016; Tor-
regrossa et al., 2017a; Torregrossa et al., 2017b; Torregrossa et
al., 2017c; Torregrossa et al., 2017d; Torregrossa, Hansen, and
Leopold, 2017; Torregrossa and Hansen, 2018). All the scien-
tific content, the methodology, the scripts, and the results are the
original production of the candidate in the framework of the Ed-
WARDS project.
1.1 An overview of the topic
1.1.1 Energy and Waste Water Treatment Plants
In the last 20 years, an increasing interest in energy saving in the wastew-
ater treatment plant domain can be observed from the number of avail-
able publications (fig. 1.1). Various studies demonstrated that WWTPs
are voracious energy consumers and there is a relevant energy saving
and production potential (Goldstein and Smith, (2002), Wett, Buchauer,
and Fimml, (2007), Hernandez-Sancho et al., (2009), Mizuta and Shi-
mada, (2010), Becker and Hansen, (2013), Krampe, (2013), Gude, (2015),
Rehman et al., (2015), Castellet and Molinos-Senante, (2016), and Tor-
regrossa et al., (2016)). For example, Goldstein and Smith, (2002) claim
that WWTPs and the water sector consume 4% of the electric energy
consumption in US. Torregrossa et al., (2016) show that in Europe the
electric energy consumed by WWTPs corresponds approximately to the
total energy consumption of a country like Serbia (27 TWh/year). In
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FIGURE 1.1: Number of publication in WWTP and en-
ergy. (Scopus)
Europe, different country-specific studies demonstrated that the elec-
trical energy consumption contributes to the national energy consump-
tion in a range between 1% and 4% of the total (Reinders et al., 2012;
Foladori, Vaccari, and Vitali, 2015; Longo et al., 2016). Panepinto et al.,
(2016) show that the energy cost in WWTPs corresponds up to the 40%
of the operational costs.
Despite the use of various datasets and methodologies, studies con-
cerning the WWTP energy efficiency agree on a specific point: the WWTPs
are generally not efficient and a relevant energy saving potential can
be exploited. Hernández-Sancho and Sala-Garrido, (2009) and Hernández-
Sancho, Molinos-Senante, and Sala-Garrido, (2011) applied data envel-
opment analysis to show that the small WWTPs in Spain can increase
their input-output efficiency by 57%; Castellet and Molinos-Senante,
(2016) used a non-radial weighted slack-based approach to demonstrate
that in Spain the WWTP energy consumption can be decreased by 25%.
Fig. 1.2, adapted from Gu et al., (2017), shows that the specific energy
consumption1 could vary between 0.21 kWh/m3 and 0.34 kWh/m3 de-
pending on the technology. The INNERS project 2 has shown that the
energy consumption in North West Europe, can be reduced by 3.14
TWh/year (INNERS, 2015). Moreover, in the energy balance, the biogas
production plays a relevant role since it can cover between 40%-60% of
global energy consumption of WWTPs (Hansen, 2018).
1expressed as energy consumption per volume of waste water treated (kWh/m3)
2INTERREG NWE project ’INNERS’
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FIGURE 1.2: Energy consumption in WWTPs with dif-
ferent technologies. Data calculated from 599 Chinese
WWTPs in 2006, Source: adapted from (Gu et al., 2017)
SBR=sequencing batch reactors, OD=oxidation ditch, A/O=anoxic–oxic
systems, CAS=conventional activated sludge, AAO=anaerobic-anoxic-oxic,
LT&W= land-treatment and wetlands.
1.1.2 Approaches to energy saving
This thesis proposes three categories to classify the approaches for en-
ergy saving in WWTPs:
1. first category: approaches based on technology optimization;
2. second category: approaches based on process assessment and
strategic planning;
3. third category: approaches based on process management and de-
cision support.
The first category includes all the publications which aim to increase
the energy efficiency in WWTPs by the development of new technolog-
ical solutions. Pretel et al., (2015), for example, demonstrated that it
is possible to recover 0.1 kWh/m3 from the WWTP process by using
an anaerobic membrane bio-reactor (AnMBR). Campo et al., (2017) im-
proved the energy production of biogas by introducing intermediate
lysis treatments in the traditional plant layout.
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Various approaches, belonging to the second category, contributed
to the energy efficiency of WWTPs by comparing the best technolo-
gies and identifying the most relevant issues in WWTP energy man-
agement. For example, Friedler and Pisanty, (2006) focussed on the
impacts of design parameters. Sala-Garrido, Hernández-Sancho, and
Molinos-Senante, (2012) studied how the seasonality affects the effi-
ciency of WWTPs, Ng et al., (2014) assessed WWTPs using a life-cycle
management approach. Hernández-Sancho and Sala-Garrido, (2009),
Hernández-Sancho, Molinos-Senante, and Sala-Garrido, (2011), Castel-
let and Molinos-Senante, (2016) proposed econometric approaches to
evaluate the efficiency of WWTPs. Djukic et al., (2016) and Pablo-Romero
et al., (2017) investigated the role of tariffs in the energy balance of
WWTPs. The third category consists of research works that aim to im-
prove the energy efficiency in WWTPs by monitoring and controlling
operational parameters. This category contains benchmark approaches,
expert systems, and decision support systems (DSSs). Benchmark ap-
proaches identify reference values for plant process parameters and
make a comparison between desired values and measured one (more
details in section 2.2.2). Expert systems monitor parameters and auto-
matically react to undesired conditions. Baeza, Gabriel, and Lafuente,
(1999), Ruano et al., (2010), Angulo et al., (2012), and Alex et al., (2015)
demonstrated how expert systems can be used for the automatic control
of plant processes.
Decision support systems monitor the parameter and assist plant
operators in the decision making process. Krampe, (2013), INNERS,
(2015), Lorenzo-Toja et al., (2016), and Doherty, (2017) propose approaches
for WWTP benchmarking, showing interest in energy and eco-efficiency.
Decision support systems can further be classified according to their
specific aim; Comas et al., (2004a), Gómez-López et al., (2009), Garrido-
Baserba et al., (2015), Tomei et al., (2016), and Kalbar, Karmakar, and
Asolekar, (2016) propose decision support system for the design of WWTPs.
On the other hand, Paraskevas, Pantelakis, and Lekkas, (1999), Poch
et al., (2004), Guerrero et al., (2011), Gibert, Conti, and Vrecko, (2012),
Hakanen, Sahlstedt, and Miettinen, (2013), and Gisi et al., (2015) pro-
pose decision support tools for the management and upgrading of ex-
isting plants.
According to this classification, the present thesis belongs to the
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third category: this works contributes to the development of a decision
support system for the energy management of WWTPs.
1.2 Gaps in the literature
An extensive literature review, initially performed during the first six
months of the PhD period and updated several times since then, showed
room for improvements discussed in the following sub-chapters (1.2.1
→ 1.2.4).
1.2.1 Plant specificity
In the WWTP domain, a common limitation of decision support sys-
tems (DSSs) was their plant specificity. In fact, DSSs are often built to
serve a specific plant, with well-defined inputs, layouts and specific tar-
gets. For example, Corominas et al., (2008) proposed a decision support
system to improve the management efficiency in the WWTP of Vall del
Ges (Spain). De Gussem et al., (2011) proposed an LCA-based approach
to minimize the operational costs of the WWTP of Bree, Belgium. These
approaches were plant specific, i.e. they are designed to work with a
specific plant (specific load, specific inflow, specific layouts, etc...). In-
stead, in (INNERS, 2015; Torregrossa et al., 2016), the author of this
thesis and the researchers of INNERS demonstrated the advantages of
using key performance indicators (KPIs) for the plant generic bench-
marking of WWTPs; in fact, the use of KPIs enables the comparison
between distinct and different plants and makes it possible to monitor
them simultaneously. Decision support systems for energy efficiency in
WWTPs, based on KPIs, were not found in literature.
1.2.2 Use of large database
Nowadays, a plant generic approach is a relevant advantage because
of the availability of large databases containing data of hundreds of
WWTPs. This kind of database starts to become popular; for example in
the Netherlands, the Z-info database (managed by Croonwolter&dros)
collects information from more than 300 WWTPs. Also in Spain, the En-
titat de Sanejament d’Aigües (EPSAR) stores data for almost 200 WWTPs
(Hernández-Sancho, Molinos-Senante, and Sala-Garrido, 2011). This
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data is generally collected, aggregated and analysed off-line, with a
considerable time-delay between the collection and its assessment. Au-
tomatic, on-line assessment of high-frequency data is rare.
1.2.3 Specific applications for daily monitoring of devices
The literature review also showed a lack of decision support systems
that consider simultaneously the operation of the most important WWTP
energy consumers and perform a daily analysis. According to the cur-
rent practice, the analysis of energy performance of WWTPs is executed
once or twice per year with aggregated values (Torregrossa et al., 2016).
This is due to the large amount of data that a plant operator cannot con-
stantly manage without computer assistance. For instance, the sensors
installed in the WWTP of Soligen-Burg produce almost 300.000 records
per day (Torregrossa et al., 2016). The use of aggregated (i.e. by av-
erage or sum) data has a big disadvantage: the information about the
dynamic of process parameters and the interaction between parame-
ters is lost. For example, with yearly averaged values it is not possible
to link the efficiency of pumps to the inflow conditions (an extensive in-
vestigation can be found in (Torregrossa et al., 2017b; Torregrossa et al.,
2017d; Torregrossa et al., 2017c) .
1.2.4 Cooperative DSS
Moreover, recent works demonstrated that cooperative decision sup-
port systems are not used in the WWTP domain (Poch et al., 2004; Poch
et al., 2014). The use and the success of cooperative platforms (as Drop-
box, researchgate, linkedin and GoogleDrive) suggest that people have
the predisposition to cooperate trough technological platforms. More-
over, in the WWTP domain, problems are generally recurring and the
sharing of knowledge and solutions in a cooperative platform could be
beneficial for plant managers.
In short, in the literature, at the time of the beginning of the Ed-
WARDS project, there was a lack of decision support systems with the
following four characteristics:
• specifically focussed on energy management of WWTPs;
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• plant generic, i.e. able to simultaneously analyse multiple WWTPs;
• able to produce daily plant analysis reports using high-frequency
information;
• provide plant managers with case-based suggestions for energy
efficiency.
1.3 Research questions
The research questions of this thesis aim to address the literature gaps
discussed in section 1.2. The starting point is the research question
posed in the submission document to the National Research Fund of
Luxembourg (FNR):
“Is it possible to develop a methodology that, based on benchmark-
ing of on-line data from different WWTPs, enriched with expert knowl-
edge, will be able to support a decision process aiming to increase the
energy efficiency of WWTPs? Is it possible to apply this methodology
to multiple plants simultaneously and at the same time to provide case-
sensitive targeted advice?” (FNR Application 7871388, 2014-03-20).
In the strategic development of the project, additional elements to
this research question were added:
• Is it possible to develop strategies to monitor, benchmark and pro-
vide decision support for the management of the most important
energy consumers?
• Is it possible to monitor, benchmark and provide decision support
for the optimization of biogas production in WWTPs?
• Is it possible to provide a plant generic DSS for energy saving in
WWTP, able to combine case-based plant assessment with a co-
operative platform to stimulate cooperation between plant man-
agers?
• Is it possible to develop a methodology to estimate missing data
for the daily calculation of key-performance indicators?
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1.4 Seven specific objectives
During the development of this work, the research questions were re-
organized in the following specific objectives:
1. identify a global model able to get information from several WWTPs,
normalize the information, identify the operational scenarios and
provide case-based solutions with daily frequency;
2. identify a methodology to normalize WWTP data;
3. identify a methodology to estimate missing data necessary for the
daily KPI calculation;
4. identify a methodology to be applied to the main energy con-
sumers (blowers and pumps);
5. identify a methodology for the biogas production in WWTPs;
6. identify a methodology to enable the cooperation between plant
managers;
7. provide a user-friendly interface.
These objectives lead to identify some key features to be applied to
the decision support system and discussed in the next section.
1.5 Key features of decision support system
The first key feature of this decision support system is its focus on the
energy management of WWTPs. This is an important aspect, because
an efficient energy management of WWTPs can play a relevant role in
the strategy for the achievement of international environmental goals
(Council of the European Union, 1991; Kallis and Butler, 2001; IPCC,
2007; Hernández-Sancho, Molinos-Senante, and Sala-Garrido, 2011; United
States Environmental Protection Agency (USEPA), 2012). Moreover, in
the last decades, the WWTP energy consumption increased because of
different reasons, for example:
• an increase in effluent quality standards (Nakagawa et al., 2006;
Naidu et al., 2016);
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• emerging new contaminants (Petrie, Barden, and Kasprzyk-Hordern,
2014)
• an increase in connected population (Melorose, Perroy, and Car-
eas, 2015)
Furthermore, Ko et al., (2003), Molinos-Senante, Hernández-Sancho,
and Sala-Garrido, (2010), and Hernández-Sancho, Molinos-Senante, and
Sala-Garrido, (2011) made the point that the energy management of
WWTPs is a relevant economic issue.
This decision support system must be equipped with a set of tools
and methodologies able to take into account the most important ele-
ments in the WWTP energy balance (second key feature). In the frame-
work of this thesis, the most important plant energy consumers have
been taken into consideration: the aeration systems (accounting for
the 60% of total energy consumption) and the pump systems (approx-
imately 12%) (Gu et al., 2017). Moreover, the decision support system
has to include a methodology to monitor the biogas energy produc-
tion and provide suggestions for its optimization. The optimization of
biogas production can substantially contribute to reduce the energy de-
mand of WWTPs and let them to interact with the electric grid as en-
ergy producers (Becker and Hansen, 2013; Venkatesh and Elmi, 2013;
Metcalf and Eddy, 2014; Abus¸og˘lu et al., 2016).
This decision support system must be plant-generic (third key fea-
ture), i.e. able to manage simultaneously different WWTPs. This re-
quires a system able to work with the information commonly available
in WWTPs and able to calculate and process KPIs. Moreover, such a
system should be able to estimate missing parameters and normalize
the information (unit of measurement, nomenclature, Torregrossa et al.,
(2016)).
According to the fourth key feature, the proposed decision support
system is required to exploit the potential of cooperative platforms.
This feature, enabling the plant operators to cooperate and exchange
information, must automatically enlarge and update the expert knowl-
edge processed by the system. The idea at the basis of this aspect is
that knowledge and experience can be shared and reused when a spe-
cific problem occurs for the second time. This approach, successfully
adopted in medical decision support (Hudson and Cohen, 2012), at the
beginning of this PhD project, was a novelty in the water domain.
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With respect to the fifth key feature, this decision support system
must produce daily assessment of the WWTP facilities. The current
practise consists of plant assessments performed a few times per year,
with aggregated data and consequent loss of information. This ap-
proach can be improved by adding on-line, high-frequency analysis of
plant parameters; in fact, increasing the frequency of the analysis en-
ables the reduction of the response time to failure, reduce inefficiencies
and allows the retrieval of information about the impact of dynamic pa-
rameters. For example, in chapter 5, it is shown how the daily variation
of inflow has an impact on the energy consumption of the pumps.
The achievement of these targets should guarantee a high practical
tool for plant managers.
1.6 Structure of the thesis
The thesis is composed of several chapters.
In the current chapter, the identification of the literature gaps and
the definition of the objectives have been developed( 1.1→ 1.5).
Chapter 2 reports general information about the working principles
of WWTPs, energy issues, decision support system, random forest and
the fuzzy logic algorithms. The reader can use chapter 2 to identify
the key-concepts and become familiar with the methodologies later in-
cluded in the decision support system.
Chapter 3 presents the model of the proposed decision support sys-
tem. In particular, it is explained how this tool works and meets the
objectives declared in section 1.4.
Chapter 4 explains how data is acquired from WWTPs and how the
system deal with the most important data-related issues: nomenclature
normalization, data validation, estimation of missing data and uncer-
tainty management.
In chapter 5, it is explained how fuzzy logic can be combined with
KPI calculation and benchmarking to produce a case-scenario analysis.
Moreover, in this chapter, it is explained the process of sharing expert
knowledge and how this information set can be stored, validated and
continuously updated. Chapter 5 presents the proposed decision sup-
port system applied to some real problems:
• pump energy optimization;
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• blower energy optimization;
• biogas production.
A user-friendly web-interface is proposed in chapter 6, that provides
an overview about an interface prototype, in order to enable the reader
to experience how the proposed methodology can be adopted by end-
users.
Chapter 7 resumes the proposed methodologies and compares the
achievement of the EdWARDS project with the original objectives.
Finally, chapter 8 discusses ideas and new research questions that
were generated during the development of this PhD but not yet devel-
oped because of time limitations.
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State of the Art
LEGAL DISCLAIMER: The present chapter partially reproduces
research work already published in (Torregrossa et al., 2016; Tor-
regrossa et al., 2017a; Torregrossa et al., 2017b; Torregrossa et
al., 2017c; Torregrossa et al., 2017d; Torregrossa, Hansen, and
Leopold, 2017; Torregrossa and Hansen, 2018). All the scien-
tific content, the methodology, the scripts, and the results are the
original production of the candidate in the framework of the Ed-
WARDS project.
This chapter provides the reader with an introduction in the main
areas of interest covered in this thesis. Figure 2.1 clarifies the organiza-
tion of this chapter and its relation to the Shared Knowledge decision
support system. In particular, this chapter deals with:
• technical aspects of WWTPs; the section 2.1 provides information
about wastewater characterisation, European legislation and the
most common WWTP technologies;
• energy aspect in WWTPs (section 2.2), including the WWTP en-
ergy consumption, the potential energy savings and the bench-
mark approach;
• decision support system technology; in section 2.3, the concept of
decision support system with the main theoretical definitions is
provided. Advantages and disadvantages are discussed and par-
ticular attention is given to environmental decision support sys-
tems. Moreover, a literature review on decision support systems
applied to WWTP management is presented;
14 Chapter 2. State of the Art
• fuzzy logic methodology (section 2.5); in this section, the fuzzy
logic methodology is presented, together with the mathematical
definition and with a simple numerical example to introduce the
reader to fuzzy logic reasoning;
• an introduction to random forest technology (section 2.6 ).
FIGURE 2.1: Logical organization of the chapter
The decision support system proposed in this thesis uses some key
concepts extracted from the above-mentioned areas of interest.
2.1 WWTPs: working principles and possible
configuration
In this section, the following topics are discussed: the legislation con-
cerning WWTPs, the quality and the sources of wastewater, the techno-
logical solutions to accomplish with the legislation and the new chal-
lenges for an optimal management.
2.1.1 Definition of wastewater and characterization
The Council of the European Union, (1991) provided the following def-
initions with regards to the topic of wastewater treatment:
• “‘urban waste water’ means domestic waste water or the mixture
of domestic waste water with industrial waste water and/or run-
off rain water;”
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• “‘domestic waste water’ means waste water from residential set-
tlements and services which originates predominantly from the
human metabolism and from household activities;”
• “‘industrial waste water’ means any waste water which is dis-
charged from premises used for carrying on any trade or industry,
other than domestic waste water and run-off rain water;”
• “‘1 p.e. (population equivalent)’ means the organic biodegrad-
able load having a five-day biochemical oxygen demand (BOD5)
of 60 g of oxygen per day.” In scientific literature, the population
equivalent can be expressed as ’p.e.’, ’pe’, or ’PE’;
• “‘agglomeration’ means an area where the population and/or eco-
nomic activities are sufficiently concentrated for urban waste wa-
ter to be collected and conducted to an urban waste water treat-
ment plant or to a final discharge point”.
In this thesis, wastewater is used as a synonymous of urban waste
water. As in the previous definitions, wastewater is the undesired out-
put of human activities and rain water. The human activities can be
domestic (metabolism and household activities) or industrial. Conse-
quently, the quality and the quantity of wastewater produced by hu-
man agglomerations greatly vary depending on the mix of economic
activities, domestic metabolism, and climatic conditions. The most in-
fluencing factors that affect the wastewater characteristics are:
• the connected population;
• the mix of activities in the agglomerations;
• daily and seasonal patterns;
• climatic conditions.
The connected population
The European Environmental Agency, (Overview of electricity production
and use in Europe — European Environment Agency) has shown that the
population connected to WWTPs increased over the last 20 years. In
North, Centre and Southern Europe the connected population is ap-
proximately 90% of the actual population count, while in the Eastern
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and the South-Eastern Europe this percentage corresponds to approx-
imately 60%. In the period 1991-2008 the connected population in-
creased and wastewater technology shifted from primary and secondary
treatments towards the use of tertiary treatments (Overview of electricity
production and use in Europe — European Environment Agency).
The connected population is linked to the pollutant load. Table 2.1
reports some pollutants specific loads (Hansen, 2018). These values are
used to express the load in term of population equivalent (pe). For ex-
ample, 100 kg of Chemical Oxygen Demand (COD) correspond to the
daily production of 833 persons that produce 120gCOD/day; if a waste
water treatment plant receives 10,000 KgCOD/day, the connected pop-
ulation equivalent is 83,330 inhabitants.
TABLE 2.1: Specific load of pollutants.
Short name Full name Specific Load inhabitant
COD Chemical Oxygen Demand 120 g/pe/day
BOD Biological Oxygen Demand 60 g/pe/day
P Phosphourous 1.8-2 g/pe/day
N Nitrogen 11 g/pe/day
The mix of activities in the agglomerations
In (Metcalf and Eddy, 2014), the water consumption for activity typol-
ogy is reported. Table 2.2 and table 2.3 (data estimated for the United
States) show a great variability in water consumption not only between
the categories but also inside the same class of human activities. More-
over, fig. 2.2, extracted by (Hansen, 2018), shows a great variation in
water consumption between different countries. Furthermore, the mix
of activities in each agglomeration can greatly change. Consequently,
the variability and the uncertainty in the definition of wastewater pro-
duction is high.
Daily and seasonal patterns
Daily and seasonal patterns influence the quality and the quantity of
wastewater. For example, during the night, the quantity of produced
waste water is less than that produced during the day. Also, seasonal-
ity can affect the quality and the quantity of waste water (Sala-Garrido,
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FIGURE 2.2: Water Footprint in the world. Extracted from
(Hansen, 2018)
TABLE 2.2: Municipal uses of water and typical quanti-
ties in US. Extracted from (Metcalf and Eddy, 2014)
Use Flow-rate [l/capita*d]
Domestic Indoor 150-300
Domestic Outdoor 60-340
Commercial 40-300
Public 15-25
Loss and Waste 60-100
Hernández-Sancho, and Molinos-Senante, 2012); for example, this hap-
pens especially in regions in which tourism that increases their popula-
tion considerably during the summer.
Other elements
Weather conditions are unpredictable on the long term and these have
a relevant impact on the operational conditions of WWTPs. Other el-
ements can also play a role (for example changes in legislation). The
contributions of all these factors together result in the large variability
of wastewater characteristic observed.
Table 2.4 shows the large range in which the pollutant concentra-
tion may vary. Consequently, WWTP designers are required to produce
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TABLE 2.3: Water consumption based on activity - typical
values. Extracted from (Metcalf and Eddy, 2014)
Source Unit Flowrate L/unit*d
Hotel Guest 200-215
Office Employee 23-45
Restaurant Customer 23-30
Shopping center Employee 23-38
TABLE 2.4: Typical concentration values of various pollu-
tants
Pollutant Unit of measurement Concentration at the inlet
low medium high
COD mg/l 250 500 1000
BOD5 mg/l 110 220 400
TOC mg/l 80 160 290
TSS mg/l 145 300 525
N-tot mg/l 20 40 85
P-tot mg/l 4 8 15
COD= chemical oxygen demand, BOD= biological oxygen demand, TOC=Total organic carbon, TSS=
Total suspended solids, N-tot= total Nitrogen, P-tot=total phosphorus
flexible facilities able to accomplish their tasks under a wide range of
different operational conditions.
2.1.2 European Legislation and implementation report
2016
Despite the great variability in the quality and quantity of wastewater
produced, the discharge requirements defined by EEC Council, (1991)
are fixed (table 2.5). The comparison between typical concentration val-
ues (table 2.4) at the inlet and the discharge requirements (table 2.5)
helps to better understand the operational requirements of WWTPs:
they must be able to treat the wastewater produced by several sources,
and reduce the highly variable pollution load under the law require-
ments. The directive establishes a minimum number of samples that
must be analysed to verify the discharge requirements and the maxi-
mum number of samples allowed to fail the requirements for each year;
the minimal number of samples varies according to the plant size. The
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TABLE 2.5: Requirements for discharges - adapted from
table 1 and 2 of (EEC Council, 1991)
Parameters Concentration Minimum reduction [%]
BOD5 25 mg/l 70-90
COD 125 mg/l 75
Total suspended solids 35 mg/l 90
Total phosphorus (10 – 100.000 PE) 2 mg/l 80
Total phosphorus (>100.000 PE) 1 mg/l 80
Total nitrogen(10 – 100.000 PE) 15 mg/l 70-80
Total nitrogen(>100.000 PE) 15 mg/l 70-80
European Commission, 2016, as required by Article 17 of (EEC Coun-
cil, 1991), produces every 2 years a report to evaluate the adherence to
the Water European Directive. The last report “ covers 19,000 towns
and cities ("agglomerations") above 2,000 inhabitants, generating a pol-
lution corresponding to 495 million so called population-equivalents
(p.e.)” (European Commission, 2016).
Despite the improvements, there are relevant gaps to be filled as
resumed in the report edited by European Commission, 2016:
• “11 million p.e. (2%) have to be connected and treated;”
• “48 million p.e. (9%) of the urban waste water already connected
have to meet the performance of a secondary treatment;”
• “39 million p.e. (12%) of the urban waste water already connected
have to meet the performance of a more stringent treatment.”
The sections 2.1.1 and 2.1.2 have illustrated, on one side, the wastew-
ater quality variability and, on the other side, the demanding legislative
and environmental requirements (EEC Council, 1991; European Parlia-
ment, 2000; European Parliament, 2006). The section 2.1.3 shortly re-
ports the most important processes and configuration of WWTPs.
2.1.3 An overview of WWTP: layout and technologies
The main objective of WWTPs is to reduce the pollution load from
wastewater in order to meet the discharge requirements imposed by
legislation. To do this, WWTPs generally require a combination of chem-
ical, physical and biological processes.
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FIGURE 2.3: Conventional biological treatment. Figure
extracted from (Hansen, 2018)
Various plant layouts and different treatments are proposed for dif-
ferent pollution removal targets. For example, fig. 2.3, extracted from
(Hansen, 2018), shows a conventional wastewater treatment block lay-
out. In this schema, it is possible to identify 3 main blocks:
• primary treatments, mainly based on physical processes. Screen-
ing, grit and grease removal process capture pollutants that can
produce operational problems to the subsequent stages (such as
rags, sticks, grease and floating parts). The primary sedimenta-
tion removes settleable solids and a part of the COD;
• biological treatments aim to remove the biodegradable fraction
of the organic matter and it consists normally of an aerated treat-
ment basin followed by a sedimentation tank although many al-
ternative configurations are possible;
• sludge treatments; this process receives sludge from primary and
secondary sedimentation with the aim to reduce the water con-
tent, stabilise and disinfect the sludge before disposal. Sludge sta-
bilisation is a relevant aspect for energy balance; in fact, for plants
with adequate capacity (>10 kPE (Hansen, 2018)) it is possible to
operate an anaerobic stabilisation and produce biogas.
Out of the schema represented in fig. 2.3 it is necessary to con-
sider the so-called ’advanced treatments’ to remove contaminants of
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emerging concern, also often called ’micro-pollutants’, and pathogenic
or antibiotic-resistant bacteria and their genes (ARB&Gs). These are
generally adopted for specific applications such as the pathogenic bac-
teria removal prior to potable water reuse, the adherence to low-concentration
standards for nutrient in sensitive water bodies, or for the elimination
of specific pollutants (such as pharmaceuticals).
The basic schema of fig. 2.3 can be adapted to the specific process re-
quirements. For example, figures 2.4, 2.5 2.6 show pictures for a small, a
medium and, a large WWTP. Generally, small WWTPs are not equipped
with primary sedimentation and they perform aerobic digestion of the
sludge. Medium and large WWTPs, instead, adopt a more complex
solution with primary sedimentation, anaerobic digestion and biogas
production (Hansen, 2018).
FIGURE 2.4: A small WWTP. Figure extracted from
(Hansen, 2018)
2.1.4 Sludge line and biogas production
One of the by-products of waste water treatment is sludge coming from
primary and secondary sedimentation. Sludge needs to be treated be-
cause it is largely composed of water (99%), contains pathogenic bac-
teria and produces a bad odour (Hansen, 2018). Small and big plants
stabilize their sludge differently. Small plants are generally equipped
with aerobic digestion, in which bacteria use the sludge biomass for
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FIGURE 2.5: A medium sized WWTP. Figure extracted
from (Hansen, 2018)
their metabolism. For plants with capacity larger than 10k PE, gener-
ally anaerobic digestion is performed. This process is important in the
framework of this thesis because produces biogas that can be converted
in energy. In the anaerobic digestion, many processes can be identified
(Metcalf and Eddy, 2014, page 656):
• hydrolisis; hydrolytic enzymes degrade carbohydrates, proteins
and lipids to basic monomers;
• acidogens; fermenting bacteria transform monomeric products
into fatty acids;
• acetogenesis;in this process, longer fatty acids are transformed
into acetate, CO2 and H2;
• methanogenesis in which the products of the previous steps are
converted into methane.
Anaerobic processes are sensitive to environmental factors. In par-
ticular, pH < 6.8 can stop methanogenesis. Hydraulic retention time
is also an important design parameter to guarantee that bacteria have
enough time to develop their metabolic activities. Temperature influ-
ences the rate of hydrolysis; when the process temperature is in the
range of 30-38 oC the process is called ’mesophilic’, while when the
temperature is in the range 50-57 oC, the process is defined as ’ther-
mophilic’ (Metcalf and Eddy, 2014, page 1504).
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FIGURE 2.6: Large WWTP. Figure extracted from
(Hansen, 2018)
Anaerobic digestion is discussed in detail in other parts of this the-
sis. Section 2.2.1 considers the role of biogas production in the energy
balance and section 5.5 proposes an innovative methodology for biogas
monitoring.
2.1.5 Short introduction to main operational parameters
The parameters that influence the WWTP processes are various. In
this section, some of the most important are briefly mentioned. The
waste water inflow has a direct impact on the pollutant removal pro-
cess (for example trough the hydraulic retention times) and the en-
ergy consumption (for example, efficiency of the pumps Torregrossa
et al., 2017b). Pollutant concentrations has a direct impact on biological
process (for example, toxic shocks can disturb the biological processes
(WEF, (2008), chapter 20, page 166) ). In section 2.1.4, the most im-
portant parameters of anaerobic digestion were presented. Restricting
the focus on the biological process of the water line, the main parame-
ters here are the dissolved oxygen concentration (DO) in the activated
sludge tank, the mixed liquor suspended solids (MLSS), the sludge re-
tention time (SRT) and the food-to-biomass ratio (Hansen, 2018). The
dissolved oxygen concentration, depending on the process design, should
be maintained in the range 0.5-2 mg/l (Hansen, 2018) in the aeration
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tank. The oxygen is one of the key element for the aerated biologi-
cal processes and an insufficient oxygen amount can inhibit bacteria
metabolism. An oxygen concentration above 4 mg/l does not provide
any advantages to the process but results in an increased energy con-
sumption (Metcalf and Eddy, 2014, page 729). The MLSS gives infor-
mation about the concentration of bacteria in charge of BOD removal
process. The higher the concentration of bacteria, the lower the time
required for the process. Hansen, (2018) reports that in 1 hour:
• with MLSS = 0.5 g/l, the elimination rate is 30%;
• with MLSS = 3.0 g/l, the elimination rate is 95%;
Typical values of MLSS range from 2 to 4 g/l in conventional activated
sludge systems.
The solid retention time (SRT) is the “average time the activated
sludge solids are in the system” (Metcalf and Eddy, 2014, page 598).
This quantity is calculated as the mass of solids in the aeration tank
divided the mass that daily leave the system (via effluent or with the
wasted sludge). In a WWTP like that in fig. 2.7, the equation 2.1 ex-
presses the SRT. The optimal value of the SRT depends on many fac-
tors (such as temperature and process removal targets) but as a rule of
trumps, The water Environmental Federation indicates that “the over-
all SRT typically ranges from 10 to 40 days” (WEF, (2008) chapter 20,
page 177). However, considering that an overly large value of SRT in-
creases energy consumption and reduces the dewaterability of the di-
gested solids, SRT should be taken close to the lower part of the above
indicated range.
SRT =
Volume-of-aeration-tank ∗MLSS
Waste-Sludge
(2.1)
The food-to-biomass ratio expresses the ratio between the quantity
of substrate to be decomposed and the quantity of bacteria. According
to Metcalf and Eddy, 2014 (page 606), the food-biomass ratio assumes
this form:
food− biomass− ratio = total applied substrate rate
total microbial biomass
(2.2)
The numerator is generally expressed as quantity of BOD (or COD)
and the denominator as quantity of mixed liquor biomass. The optimal
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FIGURE 2.7: Aeration tank with recycled sludge. Figure
extracted from (Hansen, 2018)
range for food-biomass ratio is connected to solid retention time (intu-
itively, the higher the number of bacteria for given substrate, the lower
the degradation time). Metcalf and Eddy, 2014 (page 607) reports that
for SRT in range 20-30 days, the corresponding food-biomass ratio is
between 0.10-0.05 gBOD/gVSS*d. With a SRT in the range 5-7 day, the
corresponding food-biomass ratio is between 0.3-0.5 gBOD/gVSS*d.
2.1.6 New opportunities: water reuse, nutrient recovery
The WWTP process produces a main product (clean water) and differ-
ent by-products (such as energy and sludge). These outputs are of inter-
est in WWTP management, because they can be considered as resource
and treated using a circular-economy approach.
For example, an interesting application is the potable reuse of puri-
fied water from WWTPs (Gardoni, Catenacci, and Antonelli, 2015; Lev-
erenz, Tchobanoglous, and Asano, 2011). Under extensive treatments
and strict quality monitoring, the reuse of purified water offers various
advantages:
• conservation of a primary source;
• economic benefit from water selling;
• potential use as reservoir or groundwater augmentation;
• the purified water is geographically close to the water demand;
• protection of receiving bodies.
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Despite the advantages and the technical feasibility, the direct potable
water reuse must still overcome some limitations (Leverenz, Tchobanoglous,
and Asano, 2011) such as:
• improvement of design criteria;
• treatment reliability;
• development of adequate monitoring techniques;
• development of strategies to enhance the social acceptance.
Grant et al., 2012; Verstraete, Clauwaert, and Vlaeminck, 2016; Papa
et al., 2017 propose to consider the WWTPs as a primary-source pro-
ducers. In this direction, for example phosphate can be extracted frome
sludge and the return flow and sell as agricultural product. According
to (Metcalf and Eddy, 2014), in the future, phosphate recovery is going
to be an economically viable activity because of the increasing price of
this nutrient. Despite the high economic and environmental potential,
Papa et al., (2017) demonstrated that nutrient recovery is still at a pre-
liminary stage, and that, in Europe, 60% of the plants are not equipped
for this task mainly because of economical (cost of technological im-
plementation) and legislative (i.e. strict thresholds set by legislation)
issues.
2.1.7 Short considerations about technical aspects of wa-
ter cleaning processes
Section 2.1 presents the main definitions belonging to the WWTP do-
main. Moreover, it was discussed what wastewater is, how it is gen-
erated and its most important characteristics. In this section, the most
common WWTP configuration was presented as well as the challenges
and opportunities connected to a more efficient WWTP management.
In the perspective of this thesis, it is important to underline some ele-
ments that justify the use of decision support tools. The first element
is the great variability and uncertainty associated to wastewater pro-
duction and its technological alternatives when treating it. The second
element is the importance of the technological challenges that impact
on wastewater regulation, environment, economic aspects, and more in
2.2. Energy balance in WWTPs 27
general on society. The third element consists of the nature of the de-
cisions taken by the stakeholders; these are based on multiple parame-
ters and concern several, often conflicting, objectives (such as economic
optimisation, environmental issues, technological limitations and the
adherence to regulations).
2.2 Energy balance in WWTPs
As shortly discussed in section 1.1, wastewater treatment plants are
considered interesting in an energetic perspective for the following rea-
sons:
• wastewater contains a quantity of energy that can be recovered.
For example, Hansen, (2018) reports that waste water has ther-
mal energy content (estimated at 75 kWh/p.e./a), energy poten-
tial from organic matter (estimated at 153 kWh/p.e./a), and hy-
draulic potential energy (depending on inflow rate and available
hydraulic height);
• wastewater energy consumption is relevant. In Europe, it corre-
sponds to the 1% of national electric energy consumption (Longo
et al., 2016);
• WWTPs account approximately for 30% of total energy consump-
tion of municipalities (Hansen, 2018);
• the electric energy saving potential is high and, for example, in
Spain, it is estimated at around 25% (Castellet and Molinos-Senante,
2016);
• the recovery from biogas production can generate 17kWh/p.e./a
of electric energy and 27 kWh/p.e./a of thermal energy (Hansen,
2018).
In the following sub-sections, a more detailed analysis of energy
consumption is carried out.
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2.2.1 Impact of WWTP energy consumption in European
countries and energy balance.
In Germany, the total electrical energy consumption is around 513 ∗
103GWh/year (WebPage: Gross Inland energy consumption (Eurostat )).
Reinders et al., (2012) reports that, in Germany, the total energy con-
sumption of electric energy in WWTPs is 4.400GWhwhich corresponds
to the 0.85% of the total energy consumption.
Foladori, Vaccari, and Vitali, (2015) report that in Italy the WWTP
energy consumption is around 3250 GWh/year. With a national energy
consumption of around 281 ∗ 103GWh/year (WebPage: Gross Inland en-
ergy consumption (Eurostat )), in Italy, WWTPs account for 1,15% of the
total energy consumption.
Although the ratio between WWTP electric energy consumption and
national consumption can vary depending on the country, in Europe,
a value of 1% can be considered a good approximation (Longo et al.,
2016).
For plant size larger than 10k p.e., energy consumption is in the
range 27.1-63.5 kWh/p.e./a (values extracted from table 1 of (Becker
and Hansen, 2013), values referring to WWTPs located in NW Europe).
Figure 2.8 shows the typical energy flows produced by anaerobic sludge
digestion, that convert the chemical energy content of COD to electric-
ity and thermal energy. Consequently, the biogas energy recovery can
cover up to 62% of total energy requirements.
FIGURE 2.8: Typical Energy Intensity Flow in WWTPs.
Information Sources: Hansen, 2018
As shown in fig. 2.9, the energy balance of conventional WWTPs
shows that the most important energy consumers are the aeration sys-
tem (60%), wastewater pumping (12%) and anaerobic digestion (11%),
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which together account for the 83% of global energy consumption of
the plants (Gu et al., 2017).
FIGURE 2.9: Energy consumption in WWTPs. Adapted
from (Gu et al., 2017)
2.2.2 Energy benchmarking
In order to assess the energy consumption of WWTPs, different au-
thors proposed benchmark-based approaches, because benchmarking
enables the detection of inefficiencies and supports the development of
detailed strategies for energy savings (Krampe, 2013).
Benchmarking includes a large set of methodology and can be per-
formed with different approaches. The common part of all benchmark-
ing approach consists of two steps:
• calculation of key parameters;
• comparison with reference values.
Often the key parameters are expressed as key performance indica-
tors, that are intuitive and common in engineering fields: for example,
a car fuel consumption is generally expressed in l/km , in order to al-
low the comparison of vehicles that run under different conditions. In
the case of the car, the reference unit to which refer the calculation of
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fuel consumption is the km. In WWTP domain the reference unit could
change according to the preferences of the researchers.
It is important to remark here that the benchmark analyses and the
implementation of efficiency saving measures assume that the quality
of process performance must not decrease. Otherwise, ad absurdum, the
most efficient suggestion to reduce the energy consumption would con-
sist in the complete switching-off of the plants.
In the next parts of this section, Swiss and German regulations are
presented because they were a source of inspiration for this PhD project.
Swiss regulation
The first, well-known, impulse to energy efficiency benchmarking in
WWTPs was provided by (Muller, Thommen, and Stahli, 1994; Muller,
Kobel, and Schmid, 2010) with the support of Swiss environmental agen-
cies. The resulting manuals identify two benchmark operations: 1) en-
ergy checks, 2) energy analysis. The first energy assessment consists
of a comparison between measured values and references values. The
second assessment is suggested for special conditions, such as plant up-
dates and/or after the detection of relevant energy inefficiencies. This
second assessment should include energy, financial and cost-benefits
assessments in order to identify effective actions to reduce energy con-
sumption. In the Swiss manuals, the plant reference values are based
on two specific model-plants:
• plant-model 1. Population equivalent: 20k PE; daily specific in-
flow: 300 l/PE; anaerobic stabilization, full nitrification (Muller,
Thommen, and Stahli, 1994).
• plant-model 2. Population equivalent: 130k PE; daily specific in-
flow: 380 l/PE; anaerobic stabilization, full nitrification (Muller,
Kobel, and Schmid, 2010).
In (Muller, Thommen, and Stahli, 1994; Muller, Kobel, and Schmid,
2010), the reference values for benchmarking are expressed as key per-
formance indicators: kWh/p.e./a and kWh/m3. The benchmarks are
available for the global energy consumption and for the consumption
of single stages (such as activate sludge reactor, pumping stations). The
main limitation of this approach consists in the plant-model specific
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benchmark values; in fact, it is inappropriate to use these benchmarks
for plants which differ from the given models.
German regulation
The German Association for Water, Wastewater and Waste (DWA) pub-
lished the first national regulation focuses on energy benchmarking of
WWTPs. The updated version of this document (DWA, 2015) incorpo-
rates the results and extends previous works (such as (Muller, Thom-
men, and Stahli, 1994; Haberkern, Maier, and Schneider, 2008)). DWA,
(2015) contains some interesting elements:
• energy assessments of WWTPs are required to be performed an-
nually;
• a list of parameters to be monitored (for example, the power con-
sumption of the pumping station, the pump static head and the
total energy consumption);
• benchmark values are generated through statistical procedures.
In the German approach, for each parameter and for a given plant
size a target value and a guide value are provided, which are the results
of a statistical analysis on a group of approximately 10k WWTPs. In
particular, as in (Baumann, Roth, and Maurer, 2014), the guide value
for energy consumption corresponds to the 50th percentile, while the
target value is calculated as the 10th percentile.
The German legislations recommends seven steps:
1. evaluation of the current state, in order to compare the operational
parameters with their reference and identify the energy saving po-
tential;
2. calculation of the energy balance flows for electric and heat energy
consumption;
3. benchmark calculation of individual process units;
4. comparison of current-state values and benchmarks calculated at
the previous step;
5. calculation of energy saving potential and financial analysis;
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6. identification of actions and priorities.
The German and Swiss regulation can be considered as a milestone
in energy benchmarking of WWTPs and they inspired the INNERS project
(INNERS, 2015) and this PHD project ’EdWARDS’.
Approaches in scientific literature
According to (Longo et al., 2016), in the WWTP domain, the classic key
performance indicators (KPIs) for global energy consumption are those
reported in equations 2.3, 2.4 and 2.5.
KPI1 =
electrical energy consumption
volume of treated wastewater
[kWh/m3] (2.3)
KPI2 =
electrical energy consumption
served PE
[kWh/p.e./a] (2.4)
KPI3 =
electrical energy consumption
COD load removed
[kWh/kg CODrem] (2.5)
These KPIs express a plant generic value for the energy consump-
tion that makes possible the comparison between WWTPs. Each KPI
has advantages and disadvantages. For example, KPI1 is the easier to
calculate because of data availability but it does not take into consid-
eration the pollutant load. By contrast, KPI2 and KPI3 consider the
pollutant load but they require a large amount of water quality data to
be measured by laboratory analysis or through expensive on-line sam-
plers. During, the development of this PhD thesis, a methodology was
proposed based on the estimation of missing water quality parameters
to calculate the KPI2 at a daily resolution (Torregrossa et al., 2016).
Once a key performance indicator is calculated, it is necessary to
compare it with reference values. For example, a typical range of the
value for energy consumption per cubic meter of treated wastewater,
corresponds to KPI1 is 0.10 − 0.18kWh/m3 [Metcalf and Eddy, 2014,
page 1812]. In [Shi, 2011, page 53], the author proposes a set of bench-
mark values for the energy consumption of WWTPs depending on the
size of the plants:
• 20− 26 kWh/p.e./a for large WWTP (p.e. > 100.000);
• 23− 30 kWh/p.e./a WWTP with 30.000<p.e. < 100.000;
• 26− 34 kWh/p.e./a for WWTPs in which 5.000<p.e. < 10.000;
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• 35− 46 kWh/p.e./a for WWTPs in which 2.000<p.e. < 5.000.
In (Longo et al., 2016), the author reports typical values for KPI3:
• 0.69 kWh/CODrem for large WWTP (p.e. > 100.000);
• 0.82 kWh/CODrem WWTP with 50.000<p.e. < 100.000;
• 1.02 kWh/CODrem WWTP with 10.000<p.e. < 50.000;
• 1.54 kWh/CODrem WWTP with 2.000<p.e. < 10.000;
• 3.01 kWh/CODrem WWTP with p.e. < 2.000.
These classes of benchmark values show that large WWTPs are gen-
erally more efficient because of several factors such as economies of
scale, stability of operational condition and automatic systems (Longo
et al., 2016). During the development of this thesis and in (Torregrossa
et al., 2017c; Torregrossa et al., 2017d), it is discussed how operational
conditions affect the energy pump consumption and a methodology
was proposed for pump online monitoring and decision support.
Another alternative approach to calculate a benchmark value for en-
ergy consumption is proposed in [Metcalf and Eddy, 2014, page 1815].
In this case, instead of a key performance indicator, the value to be
benchmarked is the value for energy consumption [kWh] and the bench-
mark value is calculated with equation 2.6.
ln(Es) = 15.8471 + 0.8944 ∗ ln(Iww) + 0.4510 ∗ ln(BODi)−
0.1943 ∗ ln(BODe)− 0.4280 ∗ ln(Iww/IwwDx100)−
0.3256 ∗ TF + 0.1774 ∗NR
(2.6)
In this equation, the terms have the following meanings
• Es is the energy consumption in kBtu/year;
• Iww is the average inflow expressed in Mgal/day;
• BODi and BODe are the BOD concentration [mg/l] at the inlet
and at the outlet;
• IwwD is the designed inflow expressed in Mgal/day;
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• TF is a binary factor equal to 1 if there is a trickling filter,0 other-
wise;
• NR is a binary factor equal to 1 if there are nutrient removal pro-
cesses, 0 otherwise.
The approach proposed in [Metcalf and Eddy, 2014, page 1815] en-
ables the calculation of an ideal value of energy consumption for an
individual WWTP and to compare this theoretical value with the ob-
served value. This approach could be considered as a benchmark method-
ology, even if not based on a key performance indicator.
Another class of benchmark approaches is composed by non-parametric
techniques like those proposed by Hernández-Sancho, Molinos-Senante,
and Sala-Garrido, (2011) and Molinos-Senante, Hernandez-Sancho, and
Sala-Garrido, (2014). These approaches are based on the analysis of data
and on the identification of the best Pareto frontier, taken as a reference
to evaluate the efficiency of similar facilities. Since the benchmark tech-
niques adopted in this thesis are based on pre-defined parameters, there
is no need to explain in detail the non-parametric approaches, but the
reader should be aware of their importance for energy assessment in
WWTPs.
2.2.3 Results of energy assessment
Various studies focused their attention on the assessment of the energy
performance of WWTPs [for example Shi, (2011), Hernández-Sancho,
Molinos-Senante, and Sala-Garrido, (2011), Becker and Hansen, (2013),
Foladori, Vaccari, and Vitali, (2015), Gude, (2015), and Castellet and
Molinos-Senante, (2016)]. These studies claim that there is room for an
improved energy efficiency in the WWTP domain; for example, Hernández-
Sancho, Molinos-Senante, and Sala-Garrido, 2011 assessed 117 WWTPs
in the region of Valencia (Spain) with a data envelopment analysis ap-
proach and found that almost 90% of WWTPs have a sub-optimal ef-
ficiency index . Foladori, Vaccari, and Vitali, 2015 found similar re-
sults by focussing on small WWTPs in Italy. Castellet and Molinos-
Senante, 2016 show that the average energy saving potential in WWTPs
is around 25%. In [Shi, 2011, page 74], the author claims that “an energy
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efficiency of between 30 and 80% is achievable based on the Best Avail-
able Practices (BAP) of full-scale application.” Improving the energy ef-
ficiency of WWTPs could produce several benefits listed by Gude, 2015:
• positive environmental impact through the reduction of air pollu-
tant emissions,
• economic gain produced by a reduced energy consumption,
• economic growth and creation of jobs,
• enhancement of political leadership of local government through
the application of development strategies,
• water security.
2.2.4 Short considerations about energy aspects in WWTPs
In Section 2.2, it was shown that WWTP energy consumption is relevant
from both an environmental and economic perspectives. A great energy
saving potential is available alongside a great potential to generate en-
ergy by biogas. Together, these elements make energy management in
WWTP an important and challenging topic for the next years.
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2.3 Decision support system technology
According to (DSSresource.com):
“a Decision Support System (DSS) is an interactive computer-based
system or subsystem intended to help decision makers using commu-
nications technologies, data, documents, knowledge and/or models to
identify and solve problems, complete decision process tasks, and
make decisions.”
In this definition, there are some key elements:
• the DSSs are interactive computer-based system. A decision sup-
port system has a software component that processes information.
Other decision support tools, such as static decision tree, per se,
cannot be considered DSSs;
• decision support systems help decision-makers and do not re-
place them. The tools able to analyse information and automat-
ically react are generally called ’expert systems’. In DSSs, human
interaction is fundamental. For example, a software for the auto-
matic control of air conditioning system is not a DSS;
• decision support systems have not an a-priori structure, neither
a specific application fields and they are flexible tools able to be
adapted to various domains.
In the decision-science, the problems can be classified as structured,
semi-structured and unstructured(Introduction to Ill-Structured Problems
- Wikiversity; McIntosh et al., 2011).
In structured problems, there is a clear definition of initial condi-
tions, goals and constrains. Structured problems are not affected by
uncertainty and they can be fixed with well-defined procedures. For
example, the calculation of the area of a rectangle is a structured prob-
lem: there is a standard procedure and for given input there is just one
solution.
An unstructured problem is characterised by high uncertainty, con-
flicting objectives and often ethic issues. For example, a government
could deal with an unstructured problem when required to decide be-
tween security and the privacy of citizens; the choice of the colour of
a T-shirt is also an unstructured problem; in both cases, the solution to
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the given problem is complex and it depends on the personality of the
decision-maker.
Semi-structured problems are situated between unstructured and
structured problems. For example, maximizing the efficiency of a car
factory is a semi-structured problem because:
• there are conflicting objectives (save money or increase the production
rate?);
• it is possible to have many optimal solutions to the same problem;
• it is still possible to have a structured approach that simplifies the
problem by selecting a sub-set of potential optimal solutions.
Decision support systems are specifically concerned with semi-structured
problems (Power, 2000; Poch et al., 2004). This characteristic makes them
suitable to deal with environmental problems (Rizzoli and Young, 1997;
Poch et al., 2004; Poch et al., 2014). In fact, most environmental prob-
lems present multiple conflicting objectives (in the WWTP domain, sav-
ing energy or improve water quality?), data uncertainty (Torregrossa et al.,
2016) and several suitable solutions.
In (Power, 2000), decision support systems are classified according
to various categories:
• Data-Driven DSS, based on large databases and able to manipu-
late information and produce reports. A geographic information
system (GIS) is a typical example of a data-driven DSS;
• Model-based DSS, based on models or algorithms that elaborate
input-information. Although it is possible to produce data-model
hybrid DSSs, generally model-based DSSs do not use large datasets;
• Knowledge-driven DSSs are those that incorporate expert knowl-
edge and provide a list of solutions to the end-user;
• Document-based DSS are those that support the decision process
by organising and making documents easily accessible ;
• Group decision support systems are those that support the decision-
making process by enabling collaboration between people in or-
der to solve a given problem. A mailing list, Skype or Dropbox
could be also classified as basic Group DSS.
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• Web based DSSs associated to the use of web applications.
Often DSSs fit within several categories. For example, a document
based decision support system could be developed with a web-interface.
The decision support system presented in this thesis has features of
data-driven, model-based, group and web-based decision support sys-
tems.
2.3.1 Use of DSS: Pro and cons
The literature widely discusses of the advantages and disadvantages of
the use of decision support systems (Rizzoli and Young, 1997; Power,
1997; Power, 2000; McIntosh et al., 2011; Management Study Guide,
2017). The main advantages are:
• cost reduction of the decision-making process; the use of the DSSs
enables operators to reduce the time consumed, to improve the
quality of the decision and to reduce the use of an external con-
sultancy. Consequently, the decision-making process has lower
costs;
• decision quality; the decision quality is not affected by human
weakness such as fatigue, boredom, fear or state of mind. A com-
puter can analyse the dataset in a more impartial way than a hu-
man;
• decision process continuity ; DSSs can monitor and process data
7/7 and 24h/24h;
• experience and knowledge store; compared with a human-expert
memory, a well-structured and well-maintained decision support
systems can store large sets of information and can access them
efficiently to provide results.
The main disadvantages are:
• investment cost; the implementation of a DSS could be expen-
sive and this cost could make the investment uneconomic. An
adequate cost-benefit analysis should be done before implement-
ing a DSS. Generally, the investment is warranted when there is
a large amount of data to be analysed, a high uncertainty and a
large number of operational parameters to be set-up;
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• difficulties to manage not-quantitative data; the DSS are formidable
in analysing quantitative information. Nevertheless, some infor-
mation is difficult to process correctly. For example, the happiness
of employers could have an impact on the performance of compa-
nies but this is not easy to measure and process for a DSS;
• lack of creativity; decision support systems are not suitable to cre-
ate innovative solutions. They are able to re-use expert knowledge
stored in the system or efficiently run a model, but the outputs are
limited to the machine set-up;
• End-user awareness; the end users may not be aware of the lim-
itations of the DSS, such as the model constrains, the hypotheses
adopted or the data process routines. A non-expert user could be
tempted by the non-critical use of the results and this could be a
problem if the DSS experiences an error.
The advantages of a DSS can be increased and disadvantages de-
creased by a correct design of the decision support system, which must
be as close as possible to the real needs of the end-users. A good com-
munication between designers and end-users is necessary during the
design phase, the prototype tests and the final implementation. A lack
of communication during these steps can generate extra costs and create
conflicts. For example, the introduction of a DSS in a company could
be accepted or obstructed by employees depending on their technical
ability or their willingness to change.
In few words, decision support systems perform well in dealing
with complex problems, analysing a large amount of data and infor-
mation, and guarantee an efficient decision-making process. Neverthe-
less, in order to obtain useful results, their adoption should be carefully
evaluated according to the potential benefits and the end users should
be informed about their potential limitations.
In the specific case of WWTPs, the adoption of a decision support
system is beneficial, because the disadvantages are minimised. For ex-
ample:
• the efficient management of WWTPs can produce relevant envi-
ronmental and economic benefits (Castellet and Molinos-Senante,
2016). Therefore, the investment cost of a decision support system
should be paid-back in a convenient time;
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• the large amount of data makes IT support necessary because a
human operator cannot efficiently analyse the full parameters set
(including for example, the energy consumption of devices at 15s
time-resolution): in the INNERS project, each WWTP generates
up to 300.000 values per day INNERS, (2015) and Torregrossa et
al., (2016);
• the plant managers can generally be considered expert end-users.
2.3.2 Environmental Decision Support Systems
An interesting category in the decision support domain is the Environ-
mental DSS (EDSS). The definitions of Rizzoli and Young, (1997), Cortés
and Sànchez-Marré, 2001,Elmahdi and McFarlane, 2009, McIntosh et
al., 2011, suggest these main characteristics of an EDSSs:
• they are dedicated to environmental issues;
• they integrate models, data and tools in a user-friendly frame-
work;
• they improve the consistency of the decision;
• they reduce the time of decision-making process.
Table 2.6 reports some recent contributions in the field of EDSS.
These tools are applied to various domains and problems. Conven-
tionally, in this thesis, these EDSSs are classified according to their task:
environmental management, environmental planning, and risk man-
agement. The environmental management EDSSs mainly deal with
resource management optimization, the environmental-planning EDSS
are focussed on problem of design and the last category of EDSSs aims
to manage efficiently the risk associated to human activities. Moreover,
EDSSs are applied to different domains, such as water, industry, agri-
culture and urban planning.
In other words, table 2.6 shows EDSSs are flexible and effective tools
that can be used for a wide range of practical applications. Section 2.4
reports a detailed presentation of decision support systems applied to
the waste water domain.
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2.4 DSSs applied to the wastewater domain
The WWTP domain is suitable for the application of environmental de-
cision support systems because the decision-makers are generally re-
quired to deal with a great amount of information, uncertainty and
multi-parameter, complex, conflicting objectives. During the literature
review, various manuscripts concerning environmental decision sup-
port systems applied to WWTPs were founded. Table 2.7 shows more
than twenty applications of decision support systems in WWTP do-
main. The author of this thesis classified these applications according
to their main function:
• WWTP design; these decision support systems support the opera-
tor in the selection of treatment processes during the design stage;
• WWTP management; these decision support system aim to re-
duce the costs, optimise the use of resources or improve the plant
performance.
An important function of a decision support system is the knowl-
edge discovery; for example, Comas et al., 2001 shows how it is pos-
sible to extract information from data and support decision making
processes. Knowledge discovery should be considered a fundamen-
tal element of decision support systems. Nevertheless, according to the
definition of decision support systems (section 2.3), tools limited to sta-
tistical analysis and data discovery cannot be considered decision sup-
port systems because they miss the interaction in the decision making
process. Hence, this kind of tools are not considered as DSS.
Table 2.7 also reports two review papers by (Hamouda, Anderson,
and Huck, 2009) and Poch et al., (2014).
2.4.1 DSS for WWTP design
The decision support systems for the WWTP design have various objec-
tives and use multiple methodologies. For example, Poch et al., (2004),
Hakanen, Sahlstedt, and Miettinen, (2013),Garrido-Baserba et al., 2015,
Garrido-Baserba et al., (2016),Kalbar, Karmakar, and Asolekar, (2016),
Castillo et al., (2016), and Rawal and Duggal, (2016) focussed their work
on the selection of the most suitable processes for their WWTPs. Papa,
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Bertanza, and Abbà, (2016) and Tran, Schwabe, and Jassby, (2016) fo-
cussed their work on water reuse and Tomei et al., (2016) worked on
sludge stabilization. These decision support systems are based on dif-
ferent methodologies. For example, Poch et al., (2004) used artificial in-
telligence techniques, Hakanen, Sahlstedt, and Miettinen, (2013) multi-
objective optimisation methodologies,Garrido-Baserba et al., (2015) used
a cost-benefit assessment approach, Kalbar, Karmakar, and Asolekar,
(2016) and Rawal and Duggal, (2016) used life cycle approaches.
2.4.2 DSS for WWTP management
In WWTP management, decision support systems have been designed
for different tasks such as: sludge dewatering (Bertanza et al., 2014),
energy saving (Fiter et al., 2005; Thürlimann, Dürrenmatt, and Villez,
2015), plant control (Paraskevas, Pantelakis, and Lekkas, 1999; Guer-
rero et al., 2011; Guerrero et al., 2012; Kim et al., 2016). It was observed
that a great variety of methodologies were adopted for these tasks. For
example, Paraskevas, Pantelakis, and Lekkas, (1999) used artificial in-
telligence techniques, Fiter et al., (2005) used fuzzy logic, and (Guerrero
et al., 2012) used the ASM2d in combination with multi-criteria func-
tions.
2.4.3 Short considerations about decision support sys-
tems and gaps in the literature
The applications discussed in this section show that decision support
systems are suitable to be adopted in WWTP domain with great flexi-
bility and great effectiveness. There is not a dominant methodology or
a dominant approach in DSSs applied to wastewater processes. More-
over, table 2.7 shows that these DSSs pursue various targets. Neverthe-
less, despite the relevant number of applications, apart from SK-DSS,
there is not in literature a DSS applied to wastewater domain, which:
• enables the cooperation between end-users;
• is specifically focussed on energy management of WWTPs;
• is plant generic, or, in other words, is able to simultaneously anal-
yse multiple WWTPs;
2.5. Fuzzy Logic 45
• is able to produce daily analysis reports;
• provides plant managers with case-based suggestions for energy
efficiency.
2.5 Fuzzy Logic
In this section, the fuzzy logic methodology is presented because the
fuzzy approach is the core of the DSS developed in this thesis. This
method was chosen to deal with knowledge expressed as human-like
language and for the high-performance in dealing with uncertainty (Star-
czewski, 2013). Fuzzy logic is a relatively recent branch of mathemat-
ics. It has been developed by Zadeh, (1965) with the aim to deal with
parameters affected by uncertainty and ambiguities. The classical set
theory, developed since Aristotle, assumes that an element can belong
to a class or not (Sivanandam, Sumathi, and Deepa, 2006); for exam-
ple, a cat belongs to the class ’Animals’, while a pen does not. When
approaching real problems, this classical crispy set theory encounters
some difficulties. In reality, some classes are affected by vagueness and
uncertainty; for example, let T be the class ’Tall men’ and S the class
’Short men’. In this case, each person has a different definition of ’tall’
or ’short’, and classification difficulties can arise. Let’s assume that to
overcome the vagueness by defining a class T, the class that includes
men taller than 1.80m and a class S, the class that includes men shorter
than 1.20m. In this case, in order to classify a 1.70m-tall man, it is neces-
sary to create a new class, M that includes all the elements not in S and
T. The main limitation is that the class M is too large and includes all
the man with height > 1.20 and height < 1.80. It is possible to be more
precise by iteratively add new classes, but the class definition could be
complicated, affected itself by uncertainty and vagueness, and the loop
of class creation could be potentially infinite.
The classification under uncertainty and vagueness is not only a
linguistic game or a philosophic problem but it has also practical en-
gineering implications. For example, a pump could not only be ’old’
or ’new’, but it could be defined with several (potentially infinite) ad-
jective classes to express an intermediate condition between ’old’ and
’new’. A street could be ’obstructed’ when traffic does not let the cars
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to move and ’free’ when no car occupies the road, but it is possible
to identify infinite classes to describe intermediate conditions. Zadeh,
(1965), therefore, proposes a methodology, called fuzzy logic, that suc-
cessfully deals with this kind of problems and this is presented in the
following subsections.
2.5.1 Fuzzy sets and Crispy sets: general concepts
Starczewski, (2013) proposed an enlightening mathematical description
of fuzzy logic and, in this section, the definitions are extracted from his
book while the examples are original.
There are five steps to use the fuzzy logic (Sivanandam, Sumathi,
and Deepa, 2006, page 121):
1. fuzzify the inputs;
2. identify the fuzzy rules;
3. combine the inputs and the rules to calculate the truth degree of
each rule;
4. identify an output distribution;
5. defuzzify the output distribution to obtain a crisp value (optional).
In figure 2.10, a classical block-schema of fuzzy logic is reported.
The input fuzzification is performed by the fuzzifier, the rule-based
knowledge storage consists of the rule base, the inference engine com-
bines fuzzified input and identifies the output distribution, while the
defuzzifier produces a synthetic crisp output.
FIGURE 2.10: Fuzzy logic system, adapted from (Star-
czewski, 2013), page 138
These aspects will be discussed with a rigorous mathematical ap-
proach in this section and better explained with a numeric example in
section A .
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Membership Degree and fuzzification
Definition: “Let X be a non-empty set. A fuzzy set A in X is charac-
terised by its membership function” (Starczewski, (2013), page 1)
This means that, for each element of A, there is a membership func-
tion that defines its degree of membership µ to the classes, also called
linguistic variables (equation 2.7).

µ ∈ [0 : 1]
µ = 0, the element does not belongs to the class
µ = 1, the element entirely belongs to the class
0 < µ < 1, the element partially belongs to the class
(2.7)
For example, let’s assume 2 fuzzy sets: ’Young’ and ’Old’. A new-
born belongs to the class ’Young’ with µ = 1, and he belongs to the class
’Old’ with µ = 0. A 80-year-old man belongs to the class ’Young’ with
µ = 0, and to the class ’Old’ with µ = 1. A 35-years old man belongs
partially to the class ’Young’ and partially to the class ’Old’ (for example
µY oung = 0.65 and µOld = 0.35). The attribution of the membership val-
ues depends on the membership function definition. Figure 2.11 shows
an example of membership function in which there are 2 classes (Young
and Old) and the age (on the x-axes) enables , for each class, the cal-
culation of the corresponding value of the membership factor (on the
y-axis).
Definition: “A kernel of A, being a fuzzy subset of X, denoted by ker
(A), is the ordinary subset of X whose all elements have membership
grades equal to unity in A” (Starczewski, (2013),page 2).
ker(A) = {x ∈ X|µA(x) = 1} (2.8)
In the example of figure 2.11, the kernel of the class Young corre-
sponds to the region between 0 and 10 years of age. In this region of
age, the individuals are 100% belonging to the class ’Young’.
Definition: “A support of A, being a fuzzy subset of X, denoted
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FIGURE 2.11: Membership function: example. There are
2 classes(Young and Old) and the age (on the x-axes) en-
ables , for each class, the calculation of the corresponding
value of the membership factor (on the y-axis).
by support (A), is the ordinary subset of X whose all elements have
positive membership grades in A” (Starczewski, (2013), pag.2).
support(A) = {x ∈ X|µA(x) > 0} (2.9)
In figure 2.11, the support of the class ’Young’ corresponds to a range
of age between 0 and 70 years. In this range, the class ’Young’ is still
represented even if, when approaching the age of 70 years, the values
of the membership factor are close to 0.
An input can be transformed in pairs of linguistic variables and
membership factors. So for example, the age 35 could be read in fuzzy
logic as (’Young’,µ = 0.65) or (’Old’,µ = 0.35). This transformation pro-
cess of the input (in the example the age) in fuzzy language is called
fuzzification.
In conclusion, the use of membership degree enables the represen-
tation of sets affected by vagueness and uncertainty with continuous
functions, without increasing the number of classes. Zadeh, 1988 pro-
posed a mathematical approach to process fuzzy information using the
membership degree. This approach will be presented in the following
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subsections.
Rule base
The fuzzy algorithms require human-language-like rules to process the
information at the input. A rule is composed by an IF/THEN structure
with one or more input variables , and one variable at the output. For
example, a set of fuzzy rules 1 could assume this form:
IF car_age IS new AND motor IS high_power THEN price IS high
IF car_age IS new AND motor IS low_power THEN price IS medium
IF car_age IS old AND motor IS high_power THEN price IS medium
IF car_age IS old AND motor IS low_power THEN price IS low
(2.10)
In this case, there are two inputs (car age and motor typology) and
one output (car price). In order to use the fuzzy rules, the input needs
to be fuzzified as explained in the section Memebership Degree and fuzzi-
fication.
Rule implication: calculation of rule truth degree
The rules are based on a set of logic operators that connect the fuzzified
input: AND, OR,NOT. Table 2.8 reports some common alternatives to
define AND and OR logical operators with the probabilistic and the
Zahed’ approach. In fuzzy algorithms, this choice is customizable. The
operator NOT, not reported in table 2.8 is always defined as:
(µA(x)) = 1− µA(x)
The use of fuzzy operators to analyse a rule is generally called im-
plication. With this operation, a truth degree is conferred to each rule.
This truth degree expresses how much, according to the given inputs,
the rule represents the condition of the system under analysis.
1The set of rules (2.10) is invented by the author of this thesis for the numerical
example in Appendix A
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TABLE 2.8: Operator in fuzzy sets -extract from (Dernon-
court, 2013)
Name AND-Intersection OR-Union
Zahed Operator µA∩B(x) = min(µA(x), µB(x)) µA(x)∪B(x) = max(µA(x), µB(x))
Probabilistic µA∩B(x) = µA(x) ∗ µB(x) µA(x)∪B(x) = µA(x) + µB(x)− (µA(x) ∗ µB(x))
Identification of rule consequence
The rule consequence is the part of the rule after the ’THEN’ logical op-
erator. For example, in the system of fuzzy rules (2.10), ’price IS high’
is the consequence of the first rule. The fuzzy logic algorithm needs
a mathematical definition of the consequence. This is generally per-
formed with two alternative approaches (Sivanandam, Sumathi, and
Deepa, 2006, pag.119):
• Mamdani’s fuzzy inference method
• Takagi–Sugeno–Kang inference method (often referred as Sugeno)
In the Mamdani method, as for the input, the rule consequence is a
fuzzy set. Figure 2.12 shows an example of the fuzzy output for the car
price of the set of rules in equation 2.10).
In the Mamdani method, the output result is the result of a linear
equation depending on the input variables.
In the case of Sugeno approach, the rules are a bit different. For
example, the first rule of the example 2.10 could assume this form:
IF car_age IS new AND motor IS high_power THEN price IS f(car_age,motor)
The element f(car_age,motor) is a function depending on car age and
motor type, for example, like in equation 2.11 2, in which ’motor’ is the
motor engine power expressed in hp and the car age is expressed in
years.
Price = f(car_age,motor) = 100 ∗motor − car_age ∗ 2000 (2.11)
2Invented by the author of this thesis for demonstration purpouses.
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FIGURE 2.12: Example: Mamdani method for the defini-
tion of rule consequences
Defuzzification
When a degree of truth is defined for each rule, it is necessary to aggre-
gate these results to have an overall representative value of the output.
This process, called defuzzification, can be performed through two al-
gorithms:
• mean of maxima (MeOM), generally associated only with the Mam-
dani approach;
• method of centre of gravity (COG).
The output, calculated as mean of maximum MeOM, is the result of
equation 2.12, in which z values are the values of the output for which
the truth degree of the rules is maximum and ’l’ is the number of the
rule(s) with higher membership factor. In the simplest case, there is just
one dominant rule and l=1.
MeOM =
∑l
j=1 zj
l
(2.12)
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The COG is calculated as weighted average between the outputs of the
rules weighted on their truth degrees. In equation 2.13, zj is the j-value
of the output and tj(zj) is the truth degree of the rules associated to zj .
In the equation 2.13, ’j’ represent the j-equation.
COG =
∑N
j=1 zj ∗ tj(zj)∑N
j=1 tj(zj)
(2.13)
2.5.2 Short considerations about fuzzy logic
Section 2.5 has shown how fuzzy logic can be used to process variables
affected by uncertainty and vagueness. Moreover, fuzzy logic is able
to store and process information with a human-like-language structure.
Because of these characteristics, fuzzy logic methodology has been used
in many domains and it is proposed as core methodology of the SK-
DSS. A step-by-step numerical example for the reader interested in bet-
ter understanding the methodology is available in Appendix A.
2.6 Random Forest
In this thesis, Random forest (RF) was used for regression purposes, in
particular to estimate the missing values of COD after intensive com-
parison with other approaches (Torregrossa et al., 2016). RF is a popular
technique for machine learning proposed by Breiman, 2001. This algo-
rithm belongs to the class of ’supervised learning’, i.e. the algorithm
outputs are compared with references values. Random Forest can be
used for classification and regression problems. The input of the algo-
rithm is called ’training data’ composed of the target variable (Y) and
the independent-variables (X). The objective is to create a model that
using X is able to predict or classify Y. If Y is composed by qualita-
tive categories, it is a classification problem. If Y is composed by real
numbers, it is a regression problem. In this section, an introduction
to RF is provided, alongside some mathematical aspects. A more de-
tailed explanation of this algorithm is provided by (Hastie, Tibshirani,
and Friedman, 2009), which is also used as reference for this part of the
thesis.
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FIGURE 2.13: Procedure to train a Random Forest
Figure 2.13 shows the procedure to train a RF. The algorithm starts
by uploading the dataset. After that, the following procedure is per-
formed:
1. the first operation consists of checking if the number of decision
trees (Nt) is higher than the desired one (Ntd). Ntd is customiz-
able and the value has to be chosen for each specific problem (refer
to section 2.6.2 for over-fitting issues);
2. until Nt>Ntd, the algorithm continues to build trees using sub-
samples of the training data. At the end of this procedure we have
a set of trees, called ’forest’. The forest is random because the trees
are generated with a random selection of subsets from the training
data. Hence the name “random forest”;
3. each tree is able to produce an independent output. The next step
of the procedure consists of aggregating these output; generally,
the aggregation is done by voting for classification and by mean
for regression.
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4. in order to check the quality of the response an internal validation
is performed using training data. Generally, the evaluation is per-
formed using the average error or the Root Mean Squared (RMS)
Value. If the validation test gives a positive result, the algorithm
stops, otherwise the forest is deleted and the process start again
from point 1.
2.6.1 Variable importance
Another important use of RF is the estimation of input variable impor-
tance: the algorithm identifies which of the variables of the X dataset
contributes more to the estimation of Y. Liaw and Wiener, 2002 pro-
posed 2 methods to calculate the variable importance:
• testing the changes in prediction quality after permutation of vari-
ables in the decision trees of the forest;
• calculating the total decrease in node impurity produced by each
parameter; the node impurity is the Gini index for classification
and the sum of squared residuals for the regression.
These approaches are specific to Random Forests. As an alternative,
analogously to other regression algorithms, a classic sensitivity anal-
ysis can be performed; the main difference is the following: the first
two approaches use the available database and the effect of changes in
RF structure to identify the variable importance (fixed input data, vari-
able RF structure); in contrast, the sensitivity analysis consists of the
generation of response curves by modifying the input data of a fixed
regression model (variable input data, fixed structure).
This feature is important to generate new knowledge from the dataset.
For example, in (Torregrossa et al., 2016), it was used to identify which
parameter has a larger influence on the COD load concentration at the
inlet of WWTPs to have a better comprehension of the interdependen-
cies.
2.6.2 Noise, over-fitting and warnings for operators
As explained before, the RF procedure is based on a random selection of
a data subset from training data. With large databases, if the largest part
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of the parameters are not relevant for the analysed problem, the prob-
ability to have inefficient trees in the forest is high. In simplest words,
a big portion of the forest trees could be built relying on unimportant
information. When this happens, the random forest is not efficient and
the quality of the results is poor. In this case the simple use of a ma-
chine learning algorithm does not per se guarantee any meaningful re-
sult and an adequate knowledge of the physical problem is required
to select the parameters and understand the results (Hastie, Tibshirani,
and Friedman, 2009). Another common problem in machine learning
is over-fitting. This phenomenon occurs when the generated model is
dataset-specific and it is unable to efficiently work with new data. In the
case of random forest, model over-fitting seems to be a limited problem,
even if it cannot be ignored (Hastie, Tibshirani, and Friedman, 2009). In
the case of RF, over-fittings depends on the number of trees chosen for
the model; an extremely high number of trees can produce over-fitting.
The adequate number of trees must be carefully selected and a post-
evaluation of the model has to be done by experts in the field.
In conclusion, to reduce or avoid the risks of noise and over-fitting,
an adequate knowledge of the field is always required. It is not possi-
ble to apply this technique (such as other machine learning algorithms)
with scientific rigour, if an adequate comprehension of the phenomena
under analysis is missing.
2.7 Final considerations
In this chapter, the main areas of interest for this thesis were introduced
and discussed:
• technical aspect of WWTP technology;
• energy aspect in WWTPs;
• decision support systems;
• fuzzy logic methodology;
• random forest algorithm.
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The wastewater treatment domain is characterised by relevant and
complex problems. Moreover, decision makers have to deal with con-
flicting objectives and with a wide set of parameters affected by uncer-
tainty. The WWTP energy efficiency is one sub-domain that inherits all
these features. These characteristics make this domain interesting for
the application of decision support systems. In fact, DSSs (and in partic-
ular the environmental DSS) perform well with semi-structured prob-
lems, characterised by multiple potential solutions and a large number
of uncertain parameters. Decision support systems rely on multiple
methodologies. Subsection 2.5 illustrates how fuzzy logic can be suit-
able to be coupled with decision support systems because of converg-
ing characteristics: the abilities to deal with multi-parameters scenarios,
process uncertainty, store and use expert knowledge.
In conclusion, this chapter provided the basis to understand the
methodology used in this thesis, the motivation to invest time and re-
sources in WWTP energy optimisation, and the justification for the se-
lection of the technologies adopted in this project. Chapter 3 will focus
on SK-DSS methodology, in particular presenting the SK-DSS as a block
diagram in which the global view is explained.
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Chapter 3
A plant generic cooperative
decision support system
LEGAL DISCLAIMER: The present chapter partially reproduces
research work already published in (Torregrossa et al., 2016; Tor-
regrossa et al., 2017a; Torregrossa et al., 2017b; Torregrossa et
al., 2017c; Torregrossa et al., 2017d; Torregrossa, Hansen, and
Leopold, 2017; Torregrossa and Hansen, 2018). All the scien-
tific content, the methodology, the scripts, and the results are the
original production of the candidate in the framework of the Ed-
WARDS project.
The proposed decision support system aims to provide decision-
makers with a manageable set of information obtained by analysing
environmental, energetic, technical and economic data. This will be ex-
plained in detail in sections 3.1-3.1.9 :
• the fuzzy logic engine (Zadeh, 1965) is the core of this DSS;
• the fuzzy logic engine applied, not to raw process data, but key
performance indicators;
• benchmarks are calculated for each plant and for given opera-
tional condition through the use of benchmark equations;
• a set of fuzzy rules is generated according to the availability of
sensors installed in the plants.
Consequently, this DSS is able to treat data from various WWTPs
regardless the layout, the plant size, the technology and the data avail-
ability. The fuzzy logic engine is able to produce a case-specific plant
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FIGURE 3.1: SK-DSS architecture
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assessment, that is used to provide solutions. The reader will find a
detailed explanation with numerical examples in chapter 5. Another
important characteristic of this DSS is that it is based on a cooperative
platform in which the end-user can update and share the solutions for
a given problem. This characteristic is important, because it fills a gap
in literature: in fact,to the best of the knowledge of the author of this
thesis, before the publication of (Torregrossa et al., 2017a), a coopera-
tive decision support system for energy saving in WWTPs did not exist.
This is also the reason of the name given to this tool: Shared Knowledge
Decision Support System (SK-DSS).
3.1 The proposed model
NOTE: The section 3.1 is mainly extracted from (Torregrossa et al., 2017a).
The SK-DSS architecture is shown in fig. 3.1. In the SK-DSS, various
processes are interconnected to sequentially perform all the required
operations: from rough data processing to the plant performance as-
sessment and case-base solutions 1. The system is composed of multi-
ple tools: a data management tool, a KPI calculator, a benchmark cal-
culator, a rule generator, a fuzzy logic engine, a solution engine and a
knowledge discovery tool.
Table 3.1 shows the flow of information between the SK-DSS pro-
cesses. This table distinguishes the processes in: set-up, preliminary,
core and tertiary processes. Set-up processes are concerned with the
connection of the plant to the system, the data processing, the nomen-
clature normalisation (data management tool) and the expert knowl-
edge acquisition. The SK-DSS preliminary processes prepare the infor-
mation required by the fuzzy logic engine: in particular the KPI cal-
culator produces the KPIs to be evaluated, the benchmark calculator
prepares the benchmark used to define the fuzzy model and the rules
generator organises the information retrieved from the shared knowl-
edge platform as fuzzy rules.
The fuzzy logic engine combines the KPIs, the benchmark values
and the fuzzy rules to identify the plant operational conditions and to
1In the SK-DSS, the term ’solution’ expresses the same concept of ’suggestions’.
The two terms are interchangeable.
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TABLE 3.1: Flow of information in the SK-DSS model
Process name Input Output
Set-up
Data management tool Real-time data Pre-processed dataset
Knowledge sharing platform Human Knowledge Case-base scenarios, solutions, Technological info
Preliminary Processes
KPI calculator Pre-processed dataset key performance indicator (KPI)
Benchmark calculator Technological info Benchmarks
KPI
Rule generator
Technological info
Fuzzy rulesData availability info
Case-base scenarios
Core Process
Fuzzy Logic engine
KPI
Global assessment index; Rule truth degreesBenchmarks
Fuzzy rules
Tertiary Processes
Knowledge discovery tool Rule truth degrees Most frequent scenarios
Solution engine Most frequent scenarios, solutions
produce an overall performance index. The fuzzy logic engine is the
heart of the SK-DSS. A fuzzy methodology is proposed because:
• it enables plant managers to share knowledge in a human-like lan-
guage;
• it is able to process and evaluate data by processing uncertainty;
• it can be combined with KPIs to produce a plant generic analysis;
• the analysis of the truth degree of the rules can be used as input
for a case-based reasoning.
Other possible approaches, such as decision trees, cannot provide
all of these desired features. The tertiary processes use the output of
the fuzzy logic to provide a list of potential solutions and increase the
comprehension of the plant operational conditions.
The data management tool and the calculation of KPIs are described
in detail in Chapter 4. The benchmark calculator, the rule generator,
the knowledge discovery tool, the fuzzy logic engine and the solution
engine are explained in detail in chapter 5.
3.1.1 The data management tool
The data management tool receives data files on a daily basis from each
WWTP (generally in .csv or .xml format) with the values generated by
the plant sensors during the previous day. The files received have a
plant specific nomenclature, a specific unit of measurement and a spe-
cific measurement time interval (for example some measurements are
3.1. The proposed model 61
executed each 30s and others each 2h). The data management tool pro-
cesses these files by extracting and validating the data, normalising to
a standard nomenclature, converting the units of measurement and fi-
nally producing for each sensor a representative daily value. The data
management tool is fully described in Chapter 4.
3.1.2 Shared Knowledge Platform
The Shared Knowledge Platform is an on-line database, that stores the
expert knowledge as fuzzy rules and, in parallel, stores the set of solu-
tions used by the solution engine. It is a very flexible tool, that enables
plant managers to upload, share and access information. Consequently,
each plant manager both ’produces’ and ’uses’ the knowledge which is
shared. A first version of this shared knowledge platform relies on Post-
greSQL database, while a new version of this tool relies on the YouTube
platform (Torregrossa and Hansen, 2018). The use of the shared knowl-
edge platform is described in Chapter 5.
3.1.3 KPI calculator
The KPI calculator processes the dataset prepared by the data manage-
ment tool and produces KPIs that enable the comparison between dif-
ferent plants. For example, in the SK-DSS the use of specific energy
(kWh/pe) allows the comparison of plant energy consumption regard-
less of the size of the plant. The KPIs calculation is performed accord-
ing to the methodologies defined in the INNERS project (cf. INNERS
report (INNERS, 2015) and in (Torregrossa et al., 2016)). In addition,
SK-DSS can complete the plant data by estimating missing data. After
this stage of the process, the information is harmonised and conformed
with SK-DSS standards. Detailed information can be found in Chapter
4, in which the full process from data gathering to KPI calculation is
explained in detail.
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3.1.4 Benchmark calculator
In the benchmark analysis, each KPI is compared with the respective
reference value (the benchmarks). The process for calculating the bench-
mark values is dynamic and takes into consideration human knowl-
edge, literature values, plant technology, uncertainty and data avail-
ability. This is achieved with a set of benchmark equations for each KPI.
The SK-DSS processes the available information for each plant and au-
tomatically selects the correct equations. These equations depend on
operational values (such as: pollutant load, temperature or sludge age)
and on the uncertainty inherent in the estimated values (trough the co-
efficient of variation, (Torregrossa et al., 2016)). Subsequently, the re-
sulting benchmark values are used in the fuzzy logic engine. In chapter
5, the set of equations for blowers, pump energy consumption and the
biogas production are presented and the entire procedure is explained
in detail.
3.1.5 The rule generator
The fuzzy logic engine requires a set of IF/THEN rules to perform its
analysis (Williams, 2009). Each rule describes a condition of the ob-
served unit2, which is specific for a given technology and a given set of
available KPIs.
In order to maintain a plant-generic approach even with different
sets of available information, the SK-DSS enables the selection of a set
of rules with many options. The plant managers can select the set of
rules, for example, according to sensor availability. At the current stage,
the plant managers can also propose new rules, that are evaluated and
validated with the platform and finally included in the selection option.
3.1.6 The fuzzy logic engine
Fuzzy logic methodology (Zadeh, 1965; Sivanandam, Sumathi, and Deepa,
2006; Starczewski, 2013) is currently used in different environmental
applications for its flexibility in dealing with uncertainty and complex
2For the candidate "observed unit" is the object of the analysis. The observed unit
can be the overall plant, a single stage or an aggregation of devices (like the blowers
or the pumps).
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phenomena (for example in (Wang et al., 2016; Chen and Lee, 2003; Cas-
tro, Paulo Carvalho, and Ribeiro, 2011)).
The SK-DSS fuzzy logic engine takes as input: set of rules, benchmarks
and the KPI values to assess the observed units. The output of the en-
gine is a performance score, inferred by the fuzzy logic algorithm for
each unit. This performance score ranges between 0 (the unit perfor-
mance is low) and 10 (the unit performance is good). Furthermore, the
fuzzy logic engine produces, for each rule, a ’degree of truth’, which,
depending on the definition used, may also be called ’accuracy’. Each
rule is a statement on the condition of the plant, the respective result
corresponding to their degree of truth. The rule degree of truth ranges
between 0 (the statement is false) and 1 (the statement is true). The set
of rules describes the possible conditions of the observed unit and using
the degree of truth, it is possible to identify the most relevant rule for a
given plant at a given day. The rules and their degrees of truth are ag-
gregated to produce the performance score. An extensive introduction
to fuzzy logic is available in section 2.5.
3.1.7 Knowledge Discovery Tool
The Knowledge Discovery tool aims to retrieve useful information from
WWTPs in order to enhance the decision-making process. Basic statis-
tical analysis can be performed on the rough data to have a synthetic
representation of the WWTPs and to produce reports. Such a statistical
analysis is commonly performed on WWTPs data. Here, in contrast, a
statistical analysis is performed on the output of the fuzzy logic engine.
In the SK-DSS, this analysis is focused on the degrees of truth of each
rule, which are stored in a database. Each rule, inherently, represents
a condition of the plant. The calculation of statistical indexes (like the
average) can provide useful information concerning the importance of
each rule for a given plant. For example, a rule with a high average
degree of truth describes a condition that is often verifiable in the plant.
Chapter 5 presents numerical examples.
3.1.8 Solution Engine
The inputs of the solution engine are the results of the fuzzy logic en-
gine and the set of solutions defined for each rule. The Knowledge
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Discovery Tool produces for each rule a degree of truth, i.e. the like-
lihood that the operation condition described in the rule is true. The
plant manager can visualise the most probable operational condition(s)
of the plant under assessment and access the specific set of solutions.
3.1.9 End User Interface
As shown in fig. 3.2, multiple WWTPs can be connected simultaneously
to the decision support system. The information flow is bi-directional:
data and shared knowledge flow from the plants to the SK-DSS while
plant assessments and lists of suggestions travel in the opposite di-
rection. The web interface enables the end user to monitor this flow
of information, visualize the outputs of the decision support system
and access the shared knowledge platform. The reader can test the
current version of the end user interface at this website https://dario-
torregrossa.shinyapps.io/Ver2/.
FIGURE 3.2: Network Structure
3.2 Conclusion
In this chapter the model of an innovative DSS was proposed and de-
scribed in subsections 3.1-3.1.9. In particular, this chapter shows how
the SK-DSS is a flexible tool, able to process key performance indica-
tors, suitable for information sharing and able to deal with emerging
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challenges. The specific aspects of this tool will be discussed in the fol-
lowing chapters. In particular, chapter 4 will discuss the process from
data gathering to KPI calculation. Chapter 5 will show the applica-
tion of SK-DSS for pumps, blowers and biogas production. Moreover,
Chapter 5 will present the implementation of the solution engine as a
YouTube based cooperative platform. Chapter 6 describes in detail the
use of the web-interface.
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Chapter 4
SK-DSS in details: from plant
data gathering to KPI calculation
LEGAL DISCLAIMER: The present chapter partially reproduces
research work already published in (Torregrossa et al., 2016; Tor-
regrossa et al., 2017a; Torregrossa et al., 2017b; Torregrossa et
al., 2017c; Torregrossa et al., 2017d; Torregrossa, Hansen, and
Leopold, 2017; Torregrossa and Hansen, 2018). All the scien-
tific content, the methodology, the scripts, and the results are the
original production of the candidate in the framework of the Ed-
WARDS project.
WWTPs are complex facilities: the interaction of several processes
driven by multiple parameters is determinant for the plant performance.
This requires to monitor and control a large set of information.
This thesis adopts a classification by distinguishing environmental,
process, design, and device parameters. Environmental parameters are
those not depending on plant operation, for example: inflow rate, exter-
nal temperature, pollution load. Environmental parameters are given
by external conditions and they cannot be influenced by decisions. Pro-
cess parameters are those related to the plant performance: for example
the removal rate of pollutant concentration or the sludge production.
Generally, process parameters are those to be optimized. Design param-
eters include plant ’static’ information such as the layout of the plant,
the technologies and the size of the tanks. Design parameters are con-
sidered ’static’ from the operational point of view because they do not
change on daily basis; obviously, plant design parameters can change
because of plant updates. Device parameters are those connected with
the operation of the facilities installed in WWTPs. For example, in a
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pump system, it is possible to measure the rotation per minute, the en-
ergy consumption, the pump temperature or even the vibration.
This classification has the objective to drive the reader into the com-
plexity of the WWTP information set. Moreover, some parameters can
fit with many classes: for example, the biogas-energy can be classified
either as process parameter or device parameter (being an output of the
Combined Heat and Power engines).
Another interesting and critical aspect of data management in WWTPs
is the amount of information. This can varies according to the size of the
plant and to the number of sensors installed. A well-equipped WWTP
can produce an amount of values not manageable by plant operators
without an IT support; for example, in the WWTP of Solingen-Burg,
200.000 measures per day are registered and stored in the database (Tor-
regrossa et al., 2016). Consequently, it is necessary to process these in-
formation sets and produce meaningful synthetic parameters that can
be easily used to support the decision-making process.
The aim of this thesis is to produce a plant-generic decision sup-
port system, i.e. able to simultaneously treat different WWTPs regard-
less of their size and technology. This requires that the database is
plant generic, i.e. the database should contain comparable information.
This chapter explains how this is achieved in the framework of Shared-
Knowledge Decision Support System. Section 4.1 will explain how the
dataset is produced, section 4.2 explains how to build a plant-generic
database, section 4.3 explains how to estimate missing data, section 4.4
will introduce the calculation of KPIs, and section 4.5 will explain how
the algorithm is automated.
4.1 Data gathering
The first step of the data processing is the data gathering that corre-
sponds to the operations required to measure the parameters and store
these values as a database record. In SK-DSS, there are 3 typologies of
data gathering:
• remote sensing, that provides information measured on line (for
example energy values);
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• laboratory analysis, that provide information about waste water
characteristics (such as the COD);
• manual filling of static data (such as the size of the tanks).
Subsection 4.1.1 explains how values are gathered from SCADA sys-
tems, subsection 4.1.2 describes the use of laboratory data and subsec-
tion 4.1.3 concerns the static data process.
4.1.1 Remote sensors and SCADA Systems
According to Bailey and Wright, 2003, Supervisory Control and Data
Acquisition (SCADA) systems “refers to the combination of telemetry
and data acquisition. SCADA encompasses the collecting of the infor-
mation, transferring it back to the central site, carrying out any nec-
essary analysis and control and then displaying that information on a
number of operator screens or displays.”
In the last years, SCADA systems became really popular in WWTP
domain, but the stored datasets are still largely under-used (Torregrossa
et al., 2017a).
In WWTP domain, a first attempt to produce a plant-generic database
focussed on energy measurement has been done in the framework of
INNERS project (INNERS, 2015). This INNERS database was called
EOS (Energy Online System) and can be considered the ’father’ of SK-
DSS database. EOS was able to get, store, process and normalize data
from WWTPs and create a daily plant-generic database. This was the
starting point of this PhD project.
EOS suffered from data management issues because it was programmed
to import all the information produced in the WWTPs, regardless their
final use. This had negative consequences because:
• useless information was stored;
• the storage of the result of high-frequency sensors (1 value each
15 seconds) increased the size of the database;
• the extraction of the information from the database was inefficient
and slow.
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As consequence, the system collapsed when an additional plant has
been added. SK-DSS database is the evolution of EOS database. It in-
herits the concept, but it stores only the information required for de-
cision support: the daily data aggregation is performed on-the-fly and
only the daily value is saved for each sensor.
This means, for example, that if a sensor produces 1440 values for
a day (1 observation each minute), SK-DSS aggregates on-the-fly this
value and stores only the daily aggregation: the computational advan-
tage is evident.
Moreover, the high-frequency information is stored in the files that
SK-DSS receives each day from WWTPs and, if necessary, it could be
retrieved. At the moment, this aggregated information is sufficient be-
cause SK-DSS works at a daily time-resolution. Increasing the time-
resolution is out of the scope of this thesis because:
1. high-time resolution benchmark and KPIs are not available;
2. a 1-day decision time is a good time-frame for decision support
systems (a higher time resolution would suggest moving to auto-
matic systems).
The diagram flow of SK-DSS database is illustrated in figure 4.1. The
WWTP is composed of several stages; each stage can be equipped with
sensors that observe the operational conditions (such as devices energy
consumption, pH, and temperature). Each sensor is programmed to
work with a specific frequency and with a specific unit of measurement.
The SK-DSS requires a dataset normalization. In section 4.2, a detailed
explanation of aggregation process is described. For the moment, it is
important to consider that WWTP sensors produce datasets that can be
different for time resolutions, units of measurement and nomenclature.
4.1.2 Laboratory analyses
The laboratory analyses are executed, generally at a regular time, in or-
der to assess the water quality at the specific sampling point of WWTPs
(for example inlet, outlet, digester). After the analyses, generally, the
lab operator has to insert manually the results in the database. The
main limitation of these analyses are:
• the cost and consequently the low sampling frequency;
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FIGURE 4.1: Diagram of SK-DSS database
• the time delay from the sampling and the availability of the value
on the system.
These limitations lead to the unavailability of laboratory analysis for
most of the days of the year. For example, in the WWTP of Solingen-
Burg (GER) there is a set of laboratory measurements for once each fif-
teen days, while for the WWTP of Hidden1-City (NL) a set of laboratory
values is available for each week. In (Torregrossa et al., 2016) and in
section 4.3, the author of this thesis demonstrated how to use the artifi-
cial intelligence techniques to estimate the daily missing values of COD
concentration.
1Real name omitted for confidential standards
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4.1.3 Static data
The static data does not change daily (for example the size of the tanks).
For example, static data are the installation power of pumps and blow-
ers, the volume of the tanks or the designed capacity. These values need
to be inserted in the SK-DSS database only once before the first usage
of the system and updated if the values change.
4.2 A plant-generic database
As mentioned before, the main characteristic of SK-DSS is its flexibility,
i.e. the capacity to efficiently manage datasets with different character-
istic. WWTPs connected to SK-DSS produce data in ’CSV’ and ’XML’
formats, they use different time-slots for observations, different nomen-
clature and different units of measurement. For example, figure 4.2
shows the structure of a XML file and figure 4.3 shows the structure
of a CSV file for the same information. In order to process data coming
from different databases, SK-DSS has to normalize the information. The
normalization process is illustrated in figure 4.1:
• data is observed in WWTP and stored in a local database managed
by plant managers;
• each day, an automatic export transfers the measurement of the
day before to a folder hosted in the SK-DSS server; these files cur-
rently are in CSV or XLM formats, but there is not a specific re-
quirement;
• each dataset contained in these files has to be processed in order
to normalize the nomenclature, the time aggregation and the units
of measurement. This is done with a specific script for each plant;
• the normalized information is stored to SK-DSS database.
In the subsection 4.2.1, the structure of the SK-DSS plant table is
described.
4.2.1 Data processing and structure of the table
Figure 4.4 shows the content and the structure of the SK-DSS plant data
table. This table contains:
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• the oid, i.e. an unique reference number for the record;
• the date;
• the name formatted according to the SK-DSS nomenclature;
• the value associated to the record;
• the plant name;
• the unit of measurement.
The data format reports only the year, the month and the day. Com-
pared to the raw data each hour reference is lost because each record
represents the aggregated value for given day. The decision to have
daily aggregation has been taken because some parameters (such as the
sludge age or the COD concentration) have not an higher time reso-
lution and SK-DSS requires a normalized time aggregation: the daily
aggregation is the most detailed that can be satisfied by all the param-
eters, because it is necessary to adopt the lower value of the parameter
sampling frequency.
Nomenclature explanation
The name of the sensors in SK-DSS respects this nomenclature:
[stage]_[sub−stage]_[device]_[mean]_[aggregation]_[(observedparameter)].
The first part of the name reports the stage; for example WWTP if the
sensor refers to the full plant, BIO if the sensor refers to the biological
stage, PCL for the primary clarifier.
The sub-stage sometimes is added to refer to a particular position of
the stage. For example, it is possible to use BIO_INLET, BIO_OUTLET,
BIO_TANK to identify the inlet, the outlet or the tank of the biological
process.
After the sub-stage, the nomenclature convention sets the device
name, for example: PUMP for pumps, BLO for blowers.
In the 4rd position, the nomenclature places the mean: WW for
wastewater, AIR for air, SLU for sludge.
The aggregation consists of 2 option: AVG if the daily parameter
values come from aggregation by mean, SUM if the daily parameter
values are calculated by sum.
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LISTING 4.1: Figure
1 <?xml version=" 1 . 0 " encoding=" ISO−8859−1 " ?>
2 <plant operator="Demo" d e s c r i p t i o n =" Klaranlage DEMO">
3 <repor t aggregat ion=" 2h" version=" 1 . 0 " date=" 1 5 . 0 8 . 2 0 2 5 ">
4
5 <pv type="R" id=" 165 " name=" Gaserzeugung F a u l b e h a l t e r 1
" uni t="Nm3/h" aggregation−type=" S ">
6 <tw uni t="Nm3/d" value=" 1597 " />
7 <min time=" 02 : 0 0 : 0 0 " value=" 59 " />
8 <max time=" 22 : 0 0 : 0 0 " value=" 89 " />
9 <mw t i m e _ s l o t =" 00 :00−02 : 0 0 " value=" 59 " />
10 <mw t i m e _ s l o t =" 02 :00−04 : 0 0 " value=" 62 " />
11 <mw t i m e _ s l o t =" 04 :00−06 : 0 0 " value=" 60 " />
12 <mw t i m e _ s l o t =" 06 :00−08 : 0 0 " value=" 59 " />
13 <mw t i m e _ s l o t =" 08 :00−10 : 0 0 " value=" 59 " />
14 <mw t i m e _ s l o t =" 10 :00−12 : 0 0 " value=" 61 " />
15 <mw t i m e _ s l o t =" 12 :00−14 : 0 0 " value=" 68 " />
16 <mw t i m e _ s l o t =" 14 :00−16 : 0 0 " value=" 65 " />
17 <mw t i m e _ s l o t =" 16 :00−18 : 0 0 " value=" 86 " />
18 <mw t i m e _ s l o t =" 18 :00−20 : 0 0 " value=" 64 " />
19 <mw t i m e _ s l o t =" 20 :00−22 : 0 0 " value=" 89 " />
20 <mw t i m e _ s l o t =" 22 :00−00 : 0 0 " value=" 67 " />
21 </pv>
22 </repor t>
23 </plant>
FIGURE 4.2: Example of plant export in xml format
Sensor_id, Plant, Time, Value, Unit
Biogas, DEMO, 04:00, 62, Nm3.h
Biogas, DEMO, 08:00, 59, Nm3.h
Biogas, DEMO, 12:00, 61, Nm3.h
Biogas, DEMO, 16:00, 65, Nm3.h
Biogas, DEMO, 20:00, 64, Nm3.h
Biogas, DEMO, 24:00, 67, Nm3.h
FIGURE 4.3: Example of plant export in CSV format
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FIGURE 4.4: SK-DSS Plant data table structure
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In the last position, the observed parameter indicates the object of
the measurement. For example, COD for chemical oxygen demand, EA
for the energy, DO for dissolved oxygen.
Not all the field are necessary to be completed. For example, the
global energy consumption takes the following name: WWTP_SUM_EA.
In this case, the sub stage definition, the device definition and the mean
are not applied. A first nomenclature convention imposed to fill the not
relevant information with NA. In this case the global energy consump-
tion should be WWTP_NA_NA_NA_SUM_EA. For sake of simplicity
and after testing that the compact nomenclature preserves the meaning,
when possible, the compact nomenclature was adopted. As additional
support, a sensor name dictionary can be easily generated. Table 4.1
propose an sub-sample of such a dictionary.
TABLE 4.1: Sub-sample of the SK-DSS dictionary
Name Explanation
"BIO_INLET_NH4N" NH4H measuredat inlet of biological stage
"WWTP_INLET_WW_BOD" BOD measured at the inlet of WWTP
"WWTP_OUTPUT_PO4" PO4 measured at the output of WWTP
"WWTP_SUM_EA" total energy consumption of WWTP
"BIO_BLO_EA" Energy consumption of blowers
"WWTP_PE" Population equivalent
"WWTP_PUMP_EA" Energy consumption of the pump
"BIO_BLO_AIR_VOL" Air volume provided by the blowersof the biological stage
TABLE 4.2: List of relevant KPIs
Name Explanation
1 KPI_BLO_EAperPE Specific energy consumption of the blowers:energy per population equivalent
2 KPI_PUMP_EAperPE Energy consumption of the pumps perpopulation equivalent
3 KPI_PUMP_EAperVOL Energy consumption of the pumps pervolume of wastewater
4 KPI_SUM_EAperPE Specific energy consumption of the WWTPs:energy on connected population
5 BENCH_BLO_EA_v1 Benchmark of blower energy consumption. V1:depending on the connected population
6 BENCH_BLO_EA_v2
Benchmark of blower energy consumption. V1:
depending on connected population
and sludge age
7 BENCH_BLO_EA_v0 14 kWh/y/pe. Constant value
8 INDEX_BIO_BLO_EA_v1 Index of energy consumption:KPI_BLO_EAperPE/BENCH_BLO_EA_v1
9 INDEX_BIO_BLO_EA_v2 Index of energy consumption:KPI_BLO_EAperPE/BENCH_BLO_EA_v2
10 INDEX_BIO_BLO_EA_v0 Index of energy consumption:KPI_BLO_EAperPE/BENCH_BLO_EA_v0
11 INDEX_BLO_AIR Air index, measured air flow dividedper theoretical air flow
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4.3 Estimation of missing data
NOTE:The methodology presented in this section has been already pub-
lished by the autor of this thesis in (Torregrossa et al., 2016) during the
second year of this PhD project.
In order to have a plant-generic assessment, SK-DSS works with
key performance indicators instead of unprocessed parameters: for ex-
ample, it uses the specific energy consumption per PE [kWh/p.e.], in-
stead of energy consumption [kWh]. Consequently, SK-DSS can be pro-
grammed to use this information with multiple plants, regardless of dif-
ferent size. In order to perform the daily KPI calculation, it is necessary
to have a set of information without missing values. For exampleENPE
(equation 4.2) is the KPI used in (Torregrossa et al., 2016) for the specific
electrical energy consumption. SK-DSS uses the equations 4.1 and 4.2
where FLOWw , CODconc, EN are respectively the daily wastewater
flow [m3/day], the average daily COD concentration [mg/l] and the
electrical energy consumption [KWh]. The Population Equivalent (PE)
is related to the pollutant load and approximates the number of con-
nected people [pop]. For ease of analysis a load coefficient to convert
COD concentration into PE is often used. This load coefficient is coun-
try specific and the coefficient used here is f=120 gCOD/pop/day. In
alternative it is possible to calculate the population equivalent based on
BOD concentration.
PE =
FLOWw ∗ CODconc
f
; [pop] (4.1)
ENPE =
365 ∗ EN
PE
; [
kWh
pop ∗ year ] (4.2)
In this case, the limiting information is connected with the frequency
of laboratory analysis. In fact, generally, the analysis of wastewater
characteristic is not performed for each day and, for the most of the
days, the concentration values for BOD or COD are not available. Con-
sequently, the KPI calculation is not possible. For example, in the WWTP
of Burg-Solingen (GER) the samplig and analysis of wastewater at inlet
is execute once each 15 days. In the WWTP of Hidden-City (NL), this
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operation is performed once per week. In both case, the daily KPI calcu-
lation is not possible. The source of this incompleteness of information
derives from the cost of laboratory analysis. In alternative, this informa-
tion can theoretically be retrieved by on-line measurements with Total
Organic Carbon (TOC) or Spectral Absorption Coefficient (SAC) anal-
ysers which are good proxies for COD. This is however rarely success-
fully achieved, because of operational and analytical difficulties (signal
drift, fouling, blockages), high investment and operational costs and
little perceived value by operational staff (Kern et al., 2014; Martin and
Vanrolleghem, 2014).
4.3.1 Algorithms for estimation of concentration load
The estimation of missing concentration values of pollutants at inlet
of WWTPs can be performed by using non-linear regression models.
Let’s be ’Y-set’, the parameter (or the parameters) to be estimated and
let’s define ’X-set’ the matrix with independent parameters. The X-set
should include all the parameters linked to the Y-set. The selection of
these parameters is not obvious, relevant parameters could not be avail-
able and consequently the models are expected to be affected by uncer-
tainty.
In fact, as explained in (Torregrossa et al., 2016):
“The phenomena that determine the COD at the WWTP inlet are
highly complex and they concern the COD production as well as phys-
ical and biological aspects in the sewer system. COD in wastewater
originates mainly from domestic, industrial or commercial sources. The
domestic production is relatively regular, while the industrial and the
commercial COD is more variable. Moreover, infiltration and ex-filtration
are unpredictable but related to holes or cracks in pipes or illegal con-
nections. In addition, according to Rauch et al., (2002), four phenom-
ena influence the wastewater dynamics: pollutant accumulation, pollu-
tant wash-off, pollutant transport and pollutant processes. Essentially,
during dry periods, sedimentation occurs in catchment surfaces and
in pipes, so that only part of the produced COD is transported to the
WWTP. During storm events, these partially degraded sediments are
washed off and they can reach the WWTP. In order to model these pro-
cesses, an ideal analytical or regressive model should properly take into
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account all parameters that influence the phenomena related to COD
concentration.”
The same reasoning can be extended to all the pollutant concentra-
tion (such as the BOD). In (Torregrossa et al., 2016), it has been ex-
plained that exponential or linear regressions don’t not provide satis-
factory results while artificial intelligence regression algorithms seem
to be more suitable to model the complexity of the pollution load gen-
eration.
4.3.2 An algorithm based on random forest
Fig. 4.5 shows the diagram flow of the algorithm.
The starting point is the SK-DSS database that stores the X-set pa-
rameters and the Y-set. The X-set parameters has values for each day,
while the Y-set present missing values. The idea behind this algorithm
is the following: identify the relation between X-set and Y-set, then, be-
cause X-set is available for each day, Y-set can be estimated for each day.
The X-set depends on the availability in the WWTPs. In Torregrossa et
al., 2016, for the WWTP of Solingen-Burg, the X-set was composed by
the following parameters:
• the wastewater volume for the target day and for the days before
(at day-1, day-2,day-3. . . day-7) ;
• the temperature of the wastewater and of the outside air;
• the day of the week and the number of the month;
• the NH4 concentration.
Consequently, the following operation is identifying the parameters
suitable to be included in X-set and generate a database called Dataset
A. At this point, it is possible to start the model training. In figure 4.5,
the starting and the end point of the regression model are marked with
red points. This thesis will present the example of the random forest.
Nevertheless, as demonstrated in (Torregrossa et al., 2016), the regres-
sion modelling can be based on other algorithm such as random forest
or neural networks. In order to train a model, a subset without missing
values is required. This is done by removing the NaN (not a number
values) and producing the dataset B. The dataset B is composed by the
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FIGURE 4.5: Diagram flow: algorithm for estimation of
missing parameters
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days in which both X-set and Y-set are complete; the size of dataset B is
important to produce good model. In (Torregrossa et al., 2016), dataset
B was composed by 130 rows; the experience acquired in these years
of PhD suggest a minimum size of 100 rows in order to have a robust
procedure. In fact, the dataset B needs to be randomly split in 2 subset
for the train (B.train) and for the model validation (B.test). B.train is
used to train the model, while B.test is used to obtain an independent
validation the model accuracy.
The training of the model is performed with Random Forest. As
explained in (Torregrossa et al., 2016), “Random Forests is a technique
based on a combination of tree predictors already used to solve regres-
sion problems in WWTPs (Dürrenmatt and Gujer, 2012). The authors
implemented a RF regression with 500 trees. Each tree is able to predict
a value for COD and the output of the algorithm is their average value.”
The model validation is performed by using the algorithm on dataset
B (fig.4.5). Please note that the internal validation discussed in fig. 2.13
is different from the model validation of figure 4.5. The main differ-
ence is that the internal validation is done using the same dataset used
for training. In the algorithm proposed in figure 4.5, the model valida-
tion is based on new data. If a portion of training data is used only for
internal validation is called out-of-bag data (OBB).
B is then divided in his B.train (60% of values) and B.test (40% of val-
ues). The training of the model is performed with B.train, while B.test
is used to validate it by comparing the estimated values with the real
ones. In particular the coefficient of determination (R2), the mean ab-
solute error and the coefficient of variation of root mean square error
are the most used Torregrossa et al., 2016. In SK-DSS, the mean abso-
lute error is used: if this value is larger than 0.2 the model accuracy is
considered not satisfactory and the algorithm restarts from the random
data sampling. If the mean absolute error is less than 0.2, the model is
accepted and it is saved to be available to the next step.
Now, the dataset A can be used as input of the model to predict
the Y-set for each day. These values are calculated and updated on the
SK-DSS dataset.
Figure 4.6, retrieved by (Torregrossa et al., 2016) shows that accurate
results can be obtained, with values of R2 > 0.71 for the independent
validation executed on the portions of data not used for training.
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FIGURE 4.6: Results of random forest algorithm. Figure
extracted from (Torregrossa et al., 2016)
4.3.3 Uncertainty management
The management of uncertainty is an aspect connected to the estimation
of missing parameters. In fact, due to the complexity of the phenom-
ena, it is necessary to accept that estimation values can diverge from
real one. The sources of uncertainty can be various such as data quality,
number of records in the database or selection of parameters. For deci-
sion making purposes, this uncertainty can be assessed and managed.
In (Torregrossa et al., 2016), a first attempt to overcome this issue has
been successfully performed by transforming the benchmark and the
key performance indicators in ranges that take into consideration the
uncertainty. In SK-DSS, the KPI are processed by fuzzy logic, the pe-
culiarity of which is to manage efficiently value affected by uncertainty
(Torregrossa et al., 2017a). Details on fuzzy logic process can be found
in section 2.5.
4.4 KPI calculation
The KPI calculation step takes as input the table of daily data in which
nomenclature, time aggregation and unit of measurement are normalised
for each sensor and for each plant. Consequently, it is possible to set-up
plant generic scripts to perform some calculations and obtain the KPI
values. In SK-DSS, this operation is performed at the database level
trough SQL queries. In order to explain in detail how this queries are
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structured, in fig. 4.7, the query code for the calculation of specific en-
ergy consumption (i.e. energy per population equivalent) is presented.
The query of fig. 4.7 assumes this structure:
• the first 2 lines remove from the table called ’KPI’, the old value
of the KPI called KPI_SUM_EAperPE;
• the line 5 gives the instruction to re-fill the table with new values;
• the lines 8-12 format the information to be according to the re-
quirements of KPI table; in particular it is necessary to provide a
date, a KPI name a value and the plant name. The value of the
KPI is calculated at the line 10; en.value is the value of the en-
ergy consumption, while pe.value is the value of the population
equivalent;
• the block of lines 15-17 takes from the table called ’plant data’ the
information about energy consumption;
• the block of lines 21-23 gathers information about the population
equivalent;
• the information of energy and connected population are connected
trough line 19 and 25. Line 19 gives the instruction to take in con-
sideration only the days in which there is the value of energy and
pe. In case of missing values, no KPI is calculated for the specific
day and the specific plant. The line 25 inserts the condition that
the value calculation is done with values referring to the same
date and the same plant.
The structure of this script enables to automatically calculate the
same KPI for several plants and for several days and store the results in
the KPI table. The other KPIs can be calculated with the same approach.
The resulting KPI set is normalized for further analyses. Table 4.2
shows a list of KPIs calculated for the global energy assessment, pumps
and blowers.
SK-DSS has 3 typologies of indicators to be stored in ’KPI table’: KPI,
benchmark and indices.The KPIs are calculated with the combination
of daily parameters (for example:energy and population equivalent).
Benchmark are used as reference value for KPIs. The same benchmark
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1 delete from wwtp_data_gathering.KPI
2 where KPI_id=’KPI_SUM_EAperPE’;
3 --COMMENT: remove old values from the KPI table
4
5 insert into wwtp_data_gathering.KPI
6 --COMMENT: insert new values in the KPI table
7
8 select en.date,
9 ’KPI_SUM_EAperPE’ as "KPI_id",
10 (en.value/pe.value)*365 as "value",
11 en.plant from
12 --COMMENT: specify values to be inserted
13
14
15 (select * from wwtp_data_gathering.plant_data
16 where sensor_id=’WWTP_SUM_EA’) as en
17 --COMMENT: call values of total energy consumption
18
19 full join
20
21 (select * from wwtp_data_gathering.plant_data
22 where sensor_id=’WWTP_WW_PE’) as pe
23 --COMMENT: call values of population equivalent
24
25 on en.date=pe.date and en.plant=pe.plant
26 --COMMENT: couple information with same date
27 and same plant
FIGURE 4.7: Query of KPI: energy consumption for pop-
ulation equivalent
is calculated with different formulas that takes into account a differ-
ent parameter availability. For example, in table 4.2, the benchmark
for blower energy consumption is available as the result of a three for-
mulas that takes as input (i) the PE, (ii) the PE and the sludge age and
(iii) a constant value (Torregrossa et al., 2017a). Consequently, SK-DSS
guarantees that each plant has a complete set of benchmark values, dy-
namically calculated for each day. The third category of indicators is
composed by indices that are used to compare the KPI with their ref-
erence values. An index is really easy to calculate (ratio between kpi
and benchmark values) and intuitive to read: if the value of the index
is higher than 1, then the KPI is higher than the reference. If the index
is equal to 1, it means that the KPI corresponds to the reference value,
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while if an index value is minor than 1 it means that the KPI value is
smaller than the corresponding benchmark. SK-DSS dataset is an evo-
lution of EOS dataset. In EOS, only the KPIs were calculated, while
SK-DSS introduces some improvements:
• the benchmark are dynamically calculated for each day and they
take into consideration the operational condition of the plants;
• the index values calculated in SK-DSS are more intuitive to be un-
derstood.
Indices, benchmarks and key performance indicators are now able
to be visualized stand-alone or to be processed all together by the fuzzy-
logic engine.
4.5 Algorithm automation
All the processes described in the previous sections can be automated
in order to be more useful to the plant managers. The advantages of an
automatic process are various:
• the automatic procedure is in theory free of computational errors;
once the script set-up is correct, all the calculations should be cor-
rectly executed by the computers; the only source of error could
be in the code; as alternative, a daily human-based calculation is
generally considered more exposed to errors;
• it is possible to save time in calculation and set-up the system to
prepare the results at given time in order to be ready for the oper-
ators (for example the calculations can be done during the night
to be ready each day at 07.00 am);
• it is possible to increase the number of connected plants without
any additional effort for the end-users.
This is realized with the algorithm explained in figure 4.8. The sen-
sors produce the plant values at the plant level. These datasets are then
transferred to a server in which SK-DSS stores the information sent by
WWTPs. Each WWTP has its own folder that is observed with an In-
crontab application (http://inotify.aiken.cz/?section=incron&page=about&lang=en).
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Using this tool, it is possible to activate a script when a new file is cre-
ated in the observed folder. In SK-DSS, plant-specific python scripts,
activated by incrontab, process the new files to import raw plant data
in SK-DSS daily table. At this stage, data normalisation is executed; this
is the part of the decision support system in which plant data lose their
specificities. The KPI calculation is performed at regular time intervals;
currently the script is set-up to automatically start at 9:00 am for each
morning. In Ubuntu server, this automatic routine is activated by Cron:
“a system daemon used to execute desired tasks (in the background) at
designated times” (https://help.ubuntu.com/community/CronHowto).
After the KPI calculation, Cron is used to automatically perform the ad-
vanced analysis that will be explained in the following chapters. For
advanced analysis, the Cron job is set to be activated each day at 11.00
am.
Cron and Incrontab are really flexible applications that can be acti-
vated at regular interval (each hour for example), at given day of the
week or given month, or it is possible to perform specific routine for
given plants. The flexibility of these tools enable SK-DSS to work with
a great quantity of connected WWTPs, because a large (potentially crit-
ical) amount of data can be split in subsets and processed at different
time interval. The current time scheduling currently adopted is illus-
trated in figure 4.8. A detailed discussion about these tools is out of the
topic of this thesis.
4.6 Conclusions
In this chapter, it has been shown how data coming from different WWTPs
are processed and normalized. In particular, the sections about KPI cal-
culation and the estimation of missing data explained how SK-DSS pro-
duces a dataset standardized and complete to be further analysed. An
interesting aspect of this process is the automatic activation of routine
works. In few words, SK-DSS connects different WWTPs and automat-
ically produces, for all of them, performance indices on daily basis.
Next chapter, chapter 5 will show the use of this information to pro-
duce the assessment of pumps, blowers and biogas. Chapter 6 describes
in detail the representation of the produced information by mean of the
web-interface.
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FIGURE 4.8: Algorithm automation
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LEGAL DISCLAIMER: The present chapter partially reproduces
research work already published in (Torregrossa et al., 2016; Tor-
regrossa et al., 2017a; Torregrossa et al., 2017b; Torregrossa et
al., 2017c; Torregrossa et al., 2017d; Torregrossa, Hansen, and
Leopold, 2017; Torregrossa and Hansen, 2018). All the scien-
tific content, the methodology, the scripts, and the results are the
original production of the candidate in the framework of the Ed-
WARDS project.
5.1 Introduction
In this chapter, some device-based applications of the SK-DSS method-
ology are presented. In particular, this PhD thesis is focussed on blow-
ers, pumps and biogas production assessment. This choice has been
done because blowers and pumps cover almost the 80% of the global
WWTP energy consumption and an optimal biogas production can cover
a relevant part of energy requirements (INNERS, 2015; Hansen, 2018).
The remaining energy consumers (such as those identified in fig.
2.9) were not taken into consideration because the duration of this PhD
project was limited to 4 years. Moreover, it is important to mention
that all the methodological aspects presented in this chapter have been
peer-reviewed and accepted for publication (Torregrossa et al., 2016;
Torregrossa et al., 2017a; Torregrossa et al., 2017b). In particular, the
content of the section 5.2 is largely taken by (Torregrossa et al., 2017a)
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while the section 5.3 reflects the content of the paper (Torregrossa et al.,
2017b).
5.2 Blowers analysis
The blower energy consumption is the most relevant part of the total
energy consumption of WWTPs (fig. 2.9).
In the paper (Torregrossa et al., 2017a), the main novelties of this
approach were discussed. “In particular, this approach
• uses the dynamic benchmark calculation;
• is plant generic, or, in other words, it is able to simultaneously
analyse multiple WWTPs;
• is able to produce daily analysis reports;
• enables the data-mining over WWTP database;
• provides plant managers with case-based suggestions for energy
efficiency.”
The sections from 5.2.1 to 5.2.6 are largely extracted from (Torre-
grossa et al., 2017a).
5.2.1 Case study: blowers assessment
In the following subsections each process, shown in Figure 3.1 is ex-
plained in detail using a practical example carried out for the WWTPs
of Burg-Solingen (GER) and Hidden-City (NL), called respectively BUR
and NL1. BUR and NL1 provide different inputs for the SK-DSS. Con-
sequently, SK-DSS has to work with two different sets of KPIs (Table
5.1).
The methodology can be divided in several sub-steps:
• rule set selection. In this step, a set of rules is selected for each
plant according to the plant specificities (such as the data avail-
ability);
• benchmark calculator. For each day and for each plant, the sys-
tem calculates a daily benchmark that take into account the daily
operational conditions;
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TABLE 5.1: Set of KPIs
KPI_name Explanation Units of measurement BURvalue
NL1
value
BLOair_VOL Volume of air in the biological reactor [m3/day] 85647 N/A
O2−req Theoretical oxygen request [m3/day] 9272 19787
BLO_EA Energy consumption of blowers [kWh/day] 4587 10059
PEpred Estimated population equivalent number of people 109566 231437
ENblo−spec Consumption per population equivalent [kWh/PE/y] 15.3 15.9
AIRindex Theoretical Air Volume/Measured Air Volume - 0.39 N/A
KPI_BIO_SLA Sludge Age [days] 15 N/A
• fuzzy logic analysis. KPI and benchmarks are analysed with a
fuzzy logic engine that provides an overall evaluation of the plants
and the analysis of several scenarios;
• case-based solution generation. The analysis of the scenarios per-
formed by the fuzzy engine is used to provide solutions.
5.2.2 Definition of the set of rules
The selection of the set of rules for fuzzification has to take into account
the available KPIs. In this case, the system requires two different sets of
rules as a consequence resulting from the differences in the input data
(KPI sets) for each plant. The set of rules for BUR includes the AIRindex
and the ENblo−spec. The set of rules for NL1 includes just the ENblo−spec
due to insufficient data for calculating the AIRindex. These different
sets of rules are shown in Table 5.2. The content of table 5.2 is written
in a fuzzy logic language to be processed by SK-DSS. For example, the
rule BIO.24 takes the following format:
• RULE BIO.24 : IF AIRindex IS Low AND ENblo−spec IS Medium
THEN BIO_BLO_Score IS Low ;
5.2.3 Benchmark calculator
The SK-DSS requires benchmark values to decode the expression (High,
Medium, Low) of the KPIs. For example, in order to use the RULE
BIO.24, the system needs to know when ’AIRindex IS Low’ and when
’ENblo−spec IS Medium’. The benchmark calculation for ENblo−spec is
dynamic i.e. it is calculated on a daily basis. The input in this step
is the technology code and a set of equations derived from literature
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TABLE 5.2: Set of rules
Plant Condition Consequences
Rule AIRindex ENblo−spec BIO_BLO_Score
B
U
R
BIO.21 Low High Low
BIO.22 High High Low
BIO.23 Medium High Low
BIO.24 Low Medium Low
BIO.25 Medium Medium Medium
BIO.26 High Medium Medium
BIO.27 Low Low Medium
BIO.28 Medium Low High
BIO.29 High Low High
N
L1
BIO.40 High Low
BIO.41 Medium Medium
BIO.42 Low High
(Shi, 2011). The output is the set of benchmark values, which are used
to fuzzify the inputs (fig. 5.1). Piecewise linear functions (triangular
and trapezoidal) were chosen to represent the input universe, because,
without decreasing the performance of the fuzzy engine, the construc-
tion per points is more intuitive (and consequently easier to share in
the platform) than smoother functions (like the Gaussian or Bell Curve).
Moreover the management of overlapping regions of the various curves
is easier with piecewise linear functions (Yager and Filev, 1995; Mendel,
1995).
The system has generally three ways to calculate the benchmarks:
an equation with all the correlated KPIs, an equation based on the con-
nected population, or a static value. In the case of the specific energy
consumption for blowers (ENblo−spec) in a plant with anaerobic sludge
digestion, the equations 1 have the following form:
• by using a complete equation with 2 depending variables:
Benchmark for ENblo−spec =

Low = 28.84 ∗ SA0.26 ∗ PE−0.15
Medium = 38.51 ∗ SA0.26 ∗ PE−0.15
High = 48.18 ∗ SA0.26 ∗ PE−0.15
[KWh/pe/y] (5.1)
1 These equations were retrieved by interpolation from the benchmark values pro-
vided by (Shi, 2011).
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• by using a set of equations based on population equivalent:
Benchmark for ENblo−spec =

Low = 63.34 ∗ PE−0.15
Medium = 87.01 ∗ PE−0.15
High = 110.85 ∗ PE−0.15
[KWh/pe/y] (5.2)
• by using static values:
Benchmark for ENblo−spec =

Low = 10.5
Medium = 14.5
High = 18
[KWh/pe/y] (5.3)
In the set of equations 5.1 and 5.2 SA is the Sludge Age [day] and PE
is the Population Equivalent [pe].
FIGURE 5.1: Fuzzification of the inputs in BUR
The system tries to use as first choice the complete equation (5.1). If
some variables are missing, it attempts the calculation using the second
equation (5.2). If data is still insufficient, the system uses the static val-
ues (5.3). These values are used for the fuzzification. Table 5.3 shows
the benchmark values for the ENblo−spec with the 3 different equations
calculated for BUR and NL1.
5.2.4 Fuzzy Logic Engine & Knowledge discovery
For a detailed explanation of fuzzy logic methodology, the reader can
refer to these sources: (Zadeh, 1965; Starczewski, 2013) or to this thesis
at the section 2.5.1.
The inputs for this process are benchmark values for fuzzification,
KPI values and rules.
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TABLE 5.3: Calculated benchmark values for ENblo−spec
Plant Benchmark values: ENblo−spec
Complete Partial Static
equation equation values
B
U
R Low 10.99 11.94 10.5
Medium 14.68 16.41 14.5
High 18.37 20.9 18
N
L1
Low N/A 10.15 10.5
Medium N/A 13.94 14.5
High N/A 17.77 18
By coupling the benchmark definitions (fig. 5.1 and table 5.3) with
the values of KPIs of table 5.1, for BUR, SK-DSS detects the ENblo−spec
as ’medium’ and the AIRindex between ’low’ and ’medium’. These
fuzzified KPIs are finally compared with the rules and consequently
the degree of truth is calculated. For BUR, the rule with highest de-
gree of truth is the rule BIO.24 that describes the condition of medium
ENblo−spec and low AIRindex. The degree of truth for this rule corre-
sponds to 0.78. By aggregating the degree of truth of each of the rules,
SK-DSS derives, for BUR, a score equal to 3.4. The identical procedure
applied to NL1, produces a score equal to 3.2.
The Score value is an index between 0 (worst condition) and 10 (op-
timum condition) and it represents the multi-perspective performance
of the observed unit. In this example the score value is influenced by
the air index and by the energy consumption per population equiva-
lent. For the day under evaluation, the score of 3.4 for BUR shows a
potential for efficiency gains because the energy consumption is some-
what high for the given air flow. The same reasoning can be reproduced
to comment the score value of NL1.
The Score values and the degrees of truths associated to each rule
can have various usages to understand the plant behaviour. They can
be aggregated to calculate the average performance of the system; for
example the average score for the aeration system in December 2014 is
7.8 for NL1 and 7.15 for BUR. In fig. 4, on the left side, the histograms
of the scores are shown, while on the right, the relative importance of
the rules is presented. In NL1, the most important rule is BIO.42, that
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Histogram: NL1 Scores of biological stage Bar plot: Relative importance of the rules in NL1
Histogram: BUR Scores of biological stage Bar plot: Relative importance of the rules in BUR
Note: The rules are ordered according to the respective plant performances. In green the block of rules
corresponding to ’good output’ on the left. In blue the block of rules corresponding to an ’average output’
in the middle. In red the block of rules corresponding to a ’bad output’ on the right.
FIGURE 5.2: Statistical outputs from fuzzification
describes the condition in which the energy consumption of the blow-
ers is low and the score is high. Using the same methodology, the most
recurring situation in BUR is described by rule BIO.27 (low energy con-
sumption and low air flow).
5.2.5 Engine for solutions
SK-DSS has a set of solutions associated to respective rules. These solu-
tions are generally derived from literature analysis and experts’ inter-
views. For each solution, the description of specific actions is provided
alongside the expected energy savings, the response time and expected
costs. In this step, SK-DSS takes into consideration the rule with de-
gree of truth≥0.5 and it shows the respective solutions. In this example
the BUR analysis shows just the rules number BIO.24 and its respective
solutions as in table 5.4. The same process is performed for NL1 (also
table 5.4).
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Having the information about the analysis of the WWTP and the
list of possible solutions, the plant manager, using the plant specific
information and existing experience, can select the solutions that are
appropriate. One of the most recent version of SK-DSS uses the popu-
lar YouTube platform to connect the fuzzy logic rules to their respective
solutions. This new method to propose solutions is discussed in sec-
tion 5.7 and in (Torregrossa and Hansen, 2018) in which a case-study
specifically focussed on blower assessment is provided.
5.2.6 Validation of the methodology and comparison with
other approaches
A first external validation of the methodology and results obtained was
performed during a meeting in which experts were invited to compare
the results with their knowledge. The results of this peer-review were
promising because there was overall agreement that the system works
properly, produces outputs that seem reasonable and the values ob-
tained are of the right magnitude. One of the recommendations was
that the benchmark equations and rules should be extended to take in
consideration more elements (such as the operational temperature and
the dissolved oxygen concentration).
Another validation on the efficiency of the blowers only has been per-
formed by using a comparison with other analysis: Panepinto et al.,
2016 uses the formula 5.4 to evaluate the efficiency of blowers.
η = 3.28 · T · 10−4 · Qa
Pa
· [(p2
p1
)
(k−1)
k − 1] (5.4)
in which T ,Qa,Pa,p1,p2 and k are respectively the temperature of the
wastewater in the biological stage, the air flow rate, the consumed power,
the input and output pressure of the blowers and k=1.395. The av-
erage efficiency of the blowers (η) obtained for BUR was 0.30 with a
good efficiency reference value around 0.7 and a lower range of 0 (the
minimum value of η for the extreme condition in which the air flow
is equal to zero) . The equivalent value obtained using SK-DSS was
12.8 kWh/p.e./year, with 10 kWh/p.e./year considered good and 18
kWh/p.e./year considered bad. Therefore, the results of this compari-
son seems reasonable, because both analyses show a margin for energy
saving while considering different parameters.
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Response
Suggested Solution E savings Cost time
BUR Scenario: Energy consumption Medium with AIRindex Low
Tr
ut
h
de
gr
ee
=
0.
78
Is blower pressure nominal? Yes→ System improvement: Blower capacity in-
sufficient. Consider adding additional blower capacity.
Depends Depends Medium
Check for potential pipe obstructions. Low Low Low
Fouled Diffuser: Bio-fouling in the pores or Calcium hardness fouling possible.
A diffusers check and clean up required in order to lower the pressure in the
blower system.
Low Low Low
Is there brown foam on surface? Yes→ Evaluate in fluent or internal side stream
for septic conditions. Increase air supply to match organic loading.
Low Low Low
Improve system design by installing additional DO sensors to perform a more
detailed analysis of the oxygen concentration.
Medium Medium Low
Improve system operation design: set-up the valves to reduce the blower pres-
sure.
Low Low Low
Control the Solid Retention Time (SRT). If SRT is too high, reduce it! Remember:
the SRT is linked to temperature. Automatic and/or seasonal adjustments could
be beneficial.
Low Low Low
Control the Dissolved Oxygen concentration (DO). If DO is too high (≥ 4mg/l),
the aeration system is providing more air than necessary. A correct set-up of DO
can reduce the energy consumption.
Low Low Low
NL1 Scenario: Energy consumption High
Tr
ut
h
de
gr
ee
=
0.
54
Improve system operation: plan a maintenance Low Low Low
Improve system design: Upgrade to fine bubble diffusion Medium High Medium
Is blower pressure nominal? No → Maintenance Scheduling: Check Blowers
conditions. Blowers malfunction possible.
Depends Depends Depends
Is blower pressure nominal? Yes→ System improvement: Blower capacity in-
sufficient. Consider adding additional blower capacity.
Depends Depends Medium
Improve system control design: Install automated DO controls if not installed
yet.
High Medium Medium
Improve system operation: Reduce blower power by reducing its speed. Low Low Low
Improve system operation: Switch to a lower air capacity blower. Low Low Low
Improve system design: install variable frequency drivers (VFDs) on blowers. Medium High Low
Control the Solid Retention Time (SRT). If SRT is too high, reduce it! Remember:
the SRT is linked to temperature. Automatic and/or seasonal adjustments could
be beneficial/
Low Low Low
Control the Dissolved Oxygen concentration (DO). If DO is too high (≥ 4mg/l),
the aeration system is providing more air than necessary. A correct set-up of DO
can reduce the energy consumption.
Low Low Low
TABLE 5.4: Extract of solutions based on scenario analysis
for BUR and NL1
However, it is important to consider that SK-DSS takes into account
a larger set of information than equation 5.4. In fact, SK-DSS also in-
cludes into the analysis operational condition parameters (such as the
population equivalent and the oxygen demand in biological tank) and
blowers parameters (such as the consumed energy and the volume of
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air generated). In contrast, equation 5.4 takes account of the blower pa-
rameters only. In other words, SK-DSS assesses the complete observed
unit. In the data, it can be observed that when the blower parameters
divert from their nominal values a similar effect in the SK-DSS output is
evident. However, when the blower parameters are in a normal range,
the SK-DSS score could be still low because of other factors.
5.2.7 Summary of blower analysis
In this section, a novel methodology for on-line blower assessment was
presented. This methodology has a high added value because it pro-
vides a plant-generic, multi-perspective and high-frequency blower mon-
itoring and provides case-based suggestions. In particular, the analysis
of 2 WWTPs with a different set of input parameters showed that:
• the plant in The Netherlands has generally a low energy con-
sumption. More detailed information could not be provided be-
cause no information are available about air inflow;
• the plant in Germany show a low energy consumption with a re-
duced amount of provided air.
Starting from the scenario analysis, the methodology presented in
this section is able to provide case-based suggestions. This methodol-
ogy offers a tool that can effectively compete with the classical energy
benchmark approaches for many reasons. In fact, first of all, the period
between two analyses is reduced to 1 day, and the analyses take into
consideration new elements such as:
• benchmarks based on operational conditions;
• daily estimated values for pollution load;
• a larger set of information, here including the quantity of air ef-
fectively provided by the blowers;
• the set of available information in the WWTP.
Moreover, this set of information can be customized and adapted to
the circumstances. For example, in (Torregrossa and Hansen, 2018), the
same methodology took into account the oxygen concentration in the
biological tank.
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5.3 Pump analysis
In WWTPs, pump energy consumption represents a relevant portion
of the overall energy consumption: Shi, (2011) and Metcalf and Eddy,
(2014) reports that they account for the 12% of the WWTP total energy
consumption, while INNERS final report shows a pump consumption
corresponding to the 26.22% of the total (INNERS, 2015). The analysis
of pump systems with the SK-DSS methodology has been published in
(Torregrossa et al., 2017b) and the section 5.3 is largely extracted from
this paper.
In this thesis and in the paper, the data used belongs to the Solingen-
Burg WWTP (BUR) in Germany, which was processed by the EOS sys-
tem (Torregrossa et al., 2016). BUR is equipped with a SCADA sys-
tem which ultimately provides daily data on the energy consumption
of significant devices and operational conditions relating to wastewater
inflow, pollution load and wastewater composition. Within BUR, an in-
termediate pumping station (IPS), comprising 6 pumps (80 kW-power
each one) equipped with variable speed drives, lifts the wastewater af-
ter primary treatment 10.33 m into the aeration basins. Figure 5.3 shows
the histograms for the daily flow and the daily energy consumption.
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FIGURE 5.3: Histograms for the daily wastewater inflow
(left) and daily energy consumption (right) of the inter-
mediate pumping station
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5.3.1 Literature review:methodologies for pump optimiza-
tion
Various authors have proposed efficiency strategies for pumping sys-
tems, including design and calibration, assessment and reporting, main-
tenance and on-line monitoring (Hydraulic Institute and Department of
Energy (US), 2006; da Costa Bortoni, Almeida, and Viana, 2008; Zhang,
Zeng, and Kusiak, 2012; Chang et al., 2012; DeBenedictis et al., 2013;
Zhuan and Xia, 2013; Berge, Lund, and Ugarelli, 2014; Olszewski, 2016;
Zhang et al., 2016; Torregrossa et al., 2017d; Wang et al., 2017). In ((Hy-
draulic Institute and Department of Energy (US), 2006), p. 33), the au-
thors elaborated the most common maintenance strategies for pump
efficiency: the simplest approach is a fixed interval scheduled mainte-
nance; a more advanced approach is predictive or conditional mainte-
nance. The latter can be performed using vibration sensors, thermog-
raphy, or infra-red (IR) scanning (Hydraulic Institute and Department
of Energy (US), 2006); these sensors do not directly provide measures
for energy performance but the detection of anomalies can indirectly
produce energy savings. In (Torregrossa et al., 2017d), it is proposed
a decision-making tool for the efficiency analysis and decision-support
based on an economic consideration of WWTP pumps. In (da Costa
Bortoni, Almeida, and Viana, 2008), a methodology is presented based
on a mathematical optimization to identify the best flow repartition in
a parallel-multi-pump system. Zhang, Zeng, and Kusiak, (2012) ob-
tained positive results developing a methodology, based on a neural
network, for the optimal scheduling of operations in multi-pump sys-
tems. Chang et al., (2012) used fuzzy logic algorithms to find the opti-
mal operating point of multi-pump systems. Olszewski, (2016) focused
his effort on the optimization of multi-pump systems with a genetic al-
gorithm optimization.
DeBenedictis et al., (2013) proposed a methodology to evaluate the
impact of variable speed drives and program-logic controllers (PLCs)
on pump system efficiency. Berge, Lund, and Ugarelli, (2014) focused
on the condition monitoring of pump systems using an array of sensors
including: pump vibration, motor winding temperature, motor current,
motor bearing temperature and pump inflow. Wang et al., (2017) pro-
posed an optimization method for the design of a multi-pump system,
5.3. Pump analysis 101
which analyses the various energy losses in a pump system such as
disk friction loss or hydraulic loss. Zhang et al., (2016) show that it
is possible to save between 6% and 14% on pump energy with data-
driven models and optimization approaches. Zhuan and Xia, (2013)
demonstrate the feasibility of reducing maintenance and energy costs
of multi-pump systems by using optimization algorithms.
5.3.2 Pumps efficiency in WWTPs
Pump performance can be dramatically decreased by several issues,
such as cavitation, over-sizing, wear, leakages and, in extreme cases:
blocking. In the WWTP domain pump design is often inaccurate be-
cause of significant differences between design and operational flows
during the lifetime of the pump (Metcalf and Eddy, 2014; Hydraulic In-
stitute and Department of Energy (US), 2006; Torregrossa et al., 2017c).
The costs of inefficiencies can be reduced with proper design and man-
agement. This includes the detection of problems related to pump ef-
ficiency and an understanding of its implications (Hydraulic Institute
and Department of Energy (US), 2006).
Despite the theoretical availability of approaches for enhancing pump
energy performance (subsection 5.3.1), in the WWTP domain, pump
energy management is generally sub-optimal for a variety of reasons,
such as a lack of useful information (for example: vibration measure-
ments) or infrequent assessments (once or twice per year). One of the
most widely used analyses relies on the calculation of efficiency indices
which are periodically benchmarked (Hydraulic Institute, Energy, and
Energy, 2005). In (Spellman, 2003, p. 64), the author proposes reference
values to evaluate the efficiency of a given pump system and some of its
most important components: motor, pump and flow controller. In the
WWTP domain, the assessment of energy performance of the pumps is
mostly performed just a few times a year using the average values of
flow and energy for the period being analysed. This approach is not
ideal because it does not take into account seasonal phenomena and
pump degradation and does not allow the early detection of failures.
Nowadays, in the WWTP domain, the availability of Supervisory
Control And Data Acquisition (SCADA) systems theoretically allows
an increased frequency of energy analysis and an improved plant man-
agement with a faster response time to inefficiencies found (Torregrossa
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et al., 2016). As for the global energy consumption (Torregrossa et al.,
2016) , it is postulated here that a daily pump energy benchmark ex-
ercise can improve energy efficiency and reduce pump management
costs.
However, the simple scaling of a yearly index to (for instance) a
daily resolution is not necessarily beneficial for pump management and
can even produce misleading results. The calculation of daily indices
can produce time series with a high amplitude and a simple daily ef-
ficiency index is therefore difficult to interpret. In practice, pump sys-
tems are complex to analyse; some pump system parameters are con-
stant, or change very slowly, over a long period of time (number of
pumps, set-up of controller, lift and pump wear) while other param-
eters change continuously (inflow, temperature, particulates) (Gülich,
1998; Hydraulic Institute and Department of Energy (US), 2006). Many
efficiency measures are interdependent and highly dynamic. For ex-
ample, cavitation depends on temperature, inflow and hydraulic losses
(WEF, 2008, chapter 8, p. 14) while the overall efficiency of the pump
system is influenced by the best efficiency point (BEP) and the inflow
((Hydraulic Institute and Department of Energy (US), 2006) , p. 37).
Using a daily efficiency index, without thoroughly assessing the ef-
fects of operational conditions, could therefore lead to the debatable
conclusion that the pump system performance changes day by day.
A more precise statement should assert that the pump system perfor-
mance is, within a sufficiently short interval (typically one day), highly
dependant on the operational conditions. Consequently, a detailed daily
analysis of pump system performance should be able to effectively sep-
arate the effects of system set-up and operational conditions.
5.3.3 Gaps in literature, objectives and novelty of this
paper
A recent review paper on pump efficient control strategy edited by
Arun Shankar et al., (2016) found that, despite the large number of liter-
ature contributions, to date, there seems to be a lack of methodologies
for the analysis of pump energy consumption, that I) can be automat-
ically performed (at least) on a daily basis, II) are able to separately
assess the effects of system set-up and operational conditions, and III)
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rely solely on the parameters commonly available in WWTPs (inflow
and energy consumption). Section 5.3.1 leads to the same conclusion.
This is the knowledge-gap that the present chapter seeks to address by
presenting a data-driven methodology and a tool for pump system en-
ergy efficiency which is capable of:
• automatically carrying out a daily pump efficiency analysis to de-
tect potential inefficiencies at an early stage;
• identifying and separately addressing long term and short term
efficiency patterns;
• producing an overall index that takes into consideration the pump
operational conditions;
• supporting the plant managers in the early identification of immi-
nent failures;
• suggesting potential solutions;
• evaluating the solutions according to economic criteria;
• improving the comprehension of the pump system behaviour ex-
amined;
• relying on information generally available to plant managers (in-
flow, pump energy consumption, and energy cost).
Torregrossa et al., 2016 explained how the Energy Online System
(EOS) automatically records, collects and processes on-line data from
WWTPs and aggregates them in daily KPIs. The tool described in the
current paper uses the data automatically aggregated in EOS for pump
system analysis. EOS is plant-generic and the pump decision support
tool inherited this feature: it functions for many, if not all, WWTPs, de-
spite their differences. For this reason, it was considered essential that
it relies solely on information provided by commonly available sensors.
The methodology proposed in this chapter is new and innovative
for the following reasons :
• it combines signal decomposition, fuzzy logic and benchmarking
to analyse pump operational conditions;
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• it uses new KPIs as input of fuzzy logic: ηt,ηf , τ , Z (please refer to
subsections: 5.3.4, 5.3.4 and 5.3.4)
• it applies the analysis of truth degree of fuzzy logic rules to pro-
vide plant managers with case-based solutions concerning pump
efficiency;
• it estimates a potential energy saving, relying on the trend value
of efficiency (ηt), obtained with signal decomposition.
Existing competing methodologies (such as the one proposed by
Berge, Lund, and Ugarelli, (2014)) come to similar conclusions given
some of the constraints already discussed (such as the time frequency
of the analysis and the early detection of problems). However, they are
difficult to reproduce in the WWTP domain, because they rely on in-
formation generally unavailable in this area (such as pump vibration,
current and motor winding temperature).
5.3.4 Inside the methodology
Calculation of the efficiency index
The EOS supplies the daily pumped volume and the daily energy con-
sumption per pump (Torregrossa et al., 2016). First, equation 5.5 is used
to calculate the efficiency of the intermediate pumping station, η. In this
formula, m is the mass of wastewater lifted [kg], h=10.33m is the static
head, g is the standard gravity [9.81 m/s2] and Eobs is the observed en-
ergy [J].
η =
mgh
Eobs
[dimentionless] (5.5)
When η = 0.32, the pump system is operating at the minimal ac-
ceptable performance, while η = 0.80 shows highly-performing pump
systems (Spellman, 2003). The analysis of the daily time series of η (fig.
5.4) shows high fluctuations; as already discussed, a simple comparison
of the daily values of η with a reference value is not an optimal strategy.
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FIGURE 5.4: Subset of time series of η values. This figure
shows daily efficiency values for the pump system from
January 2015 to March 2016
Consequently, the methodology separates the trend value compo-
nent of the efficiency index from the daily fluctuations in order to in-
dividually assess long-term phenomena (such as pump ageing) and
short-term phenomena (mainly influenced by operational conditions)2.
Trend calculation
The daily trend value is calculated using a rolling window median for
the previous 90 days3. In a previous work and after extensive testing, it
has been showed that this is a robust method for this type of data (Tor-
regrossa et al., 2017d). The number of days included in the rolling me-
dian calculation is generally known as the rolling window (Wm). This
2For example, if in the period analysed, η has a normal distribution (let us suppose
0.30±0.1) it is more beneficial to consider the average value 0.30 as the representative
value for the efficiency in this period and investigate the relation between the devia-
tions from this representative value and the operational conditions. In any case, since
it is not possible to establish a priori a normal distribution for η values, the median is
used instead of the average.
3For example, let us consider the first 180 days of a year. The rolling median algo-
rithm calculates the trend value for the 90th day as the median value of days 1 to 90.
Then, the algorithm attributes the median value of day 2 to 91 to the 91st day. This
operation is iterated over all the dataset. Please note that the calculation for the first
90 days is made with less data and must be used with caution
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parameter can be customized as explained in detail in subsection (Tor-
regrossa et al., 2017b).
If the value of Wm is large enough to be representative of the op-
erational conditions, the trend values represent the performance of the
pump system without the effect of short-term phenomena. This fluc-
tuation is calculated as the difference between the daily trend and the
daily value. Consequently:
η = ηt + ηf (5.6)
In this equation, ηt is the trend value while ηf is the fluctuation.
In the following sections, the values of ηt and ηf are investigated
separately and new operative parameters are defined.
Calculation of the efficiency slope
In order to use the values of ηt to identify changes in the trend, this pa-
per proposes a parameter, τ , representing the average slope of ηt (Tor-
regrossa et al., 2017d). τ is calculated daily with equation 5.7, in which
ηtd is the value of the trend for the reference day and ηtd−Iτ is the value
of the trend calculated for the Iτ days before the reference day. In our
case, Iτ = 180, note: this parameter is customizable as explained in
(Torregrossa et al., 2017b). For the values of τ , which represents the
pump system performance degradation, SK-DSS proposes two bench-
mark values: -0.4%/year for a good degradation rate and -1.6%/year
as the threshold degradation rate requiring urgent maintenance (Torre-
grossa et al., 2017d). The values of τ are supposed to be negative if no
maintenance is performed, otherwise a positive τ is expected (i.e. an
increases in performance) after maintenance. Consequently, τ can be
used to evaluate both pump ageing and the effect of maintenance.
τ = 365 ∗ ηtd − ηtd−Iτ
Iτ ∗ ηtd−Iτ
(5.7)
Calculation of Z
The values of ηf can be used for the early identification of failures. Nor-
mally, the ηf values should fluctuate around the value ηf = 0. How-
ever, if a potential failure (for example a partial-obstruction) occurs in
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the pump system, the ηf time series will show a series of negative val-
ues. Before observing a change in the trend ηt, this effect has to be there
long enough to change the 90 day median. Consequently, ηt and τ are
not efficient for the early detection of failures. SK-DSS therefore pro-
poses a binary parameter, Z, which is equal to 0 if the system registers
15 consecutive days with ηf < 0, otherwise Z=1 (cf. eq. 5.8 4).{
z = 0 if max(ηf ;d=−1; ηf ;d=−2; ...; ηf ;d=−Wz) < 0;
z = 1 if max(ηf ;d=−1; ηf ;d=−2; ...; ηf ;d=−Wz) > 0;
(5.8)
The length of the sequence of negative-fluctuation days (Wz) can be
customized, as explained in (Torregrossa et al., 2017b).
Fuzzy logic and scenario analysis
Fuzzy logic has been shown to be able to store expert knowledge us-
ing a human-like language in a series of understandable statements, to
deal with uncertainty and to efficiently process multiple parameters; a
detailed explanation of fuzzy logic algorithms is provided by Zadeh,
(1965) and Starczewski, (2013) or by this thesis at the section 2.5.1.
At this point, this methodology offers four parameters (ηt,ηf ,τ ,Z)
which represent the efficiency trend, the fluctuation in the trend, the
ageing of the pump and the existence of potential new failures respec-
tively; consequently a detailed multi-perspective pump assessment can
now be carried out. However, the information contained in the four
parameters is still not obvious. In order to deliver clear performance
information on the pump system under investigation, for the reasons
above explained, SK-DSS analyses these parameters with a fuzzy logic
engine.
This fuzzy logic approach is based on the set of rules reported in
table 5.5. Each rule describes a condition of the pump system and the
fuzzy logic produces a score for each rule. Table 5.5 reports the 9 rules
of the fuzzy system implemented5.
4In this equation, ηf ;d=−n corresponds to the value of ηf at the n-day before the
reference day
5For example, the first rule, representing a condition in which the pump system
has a high value for the trend and a positive fluctuation, can be read as:
IF ηt IS high AND ηf IS positive THEN Score IS High;
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TABLE 5.5: Fuzzy logic rules used
id ηt ηf τ Z Score
1 high positive High
2 high negative Medium
3 low positive Medium
4 low negative Low
5 low Low
6 medium Medium
7 high High
8 low Low
9 high High
The first 5 columns report the rule Id, and the input parameters. ηt is the trend,
ηf is the fluctuation, τ is the average slope of ηt and Z is the binary parameter
as described in equation 5.8. The last column expresses the evaluation of the
operational condition, depending on the inputs, that will be transformed to a
fuzzy output.
The fuzzy logic algorithm requires the mathematical definition of
the input variables, obtained by defining the membership functions
which associate the input values to their membership degree6 (Star-
czewski, 2013; Zadeh, 1988). The membership degrees associated with
the functions are shown in figure 5.5.
For each day, the fuzzy logic engine calculates the result of each rule
with the Mamdani implication method (Mamdani and Assilian, 1975),
which produces a truth degree (TD) in the range 0-1 for each scenario7.
In this thesis, the rule with the highest truth degree is defined as the
’winning rule’.
The winning rule is extremely useful for plant managers in a subse-
quent decision-making process because it effectively describes the cur-
rent operational condition of the pump system. For example, if rule
number 8 has the highest truth degree, there is a decreasing trend over
6For example, a trend ηt > 0.6 is considered ’high’ with membership value of 1,
a trend ηt < 0.2 is considered ’low’ with membership value of 1, while in the region
between 0.2 and 0.6 both definitions (high and low) are valid with a different mem-
bership degree (for example the trend ηt = 0.4 is at the same time ’low’ and ’high’
with a membership value of 0.5). Consequently, the membership values describe a
state function.
7For example, the statement of the first rule is: ’ηt is high and ηf is positive’. If the
output of the first rule is 0, this means that this statement is ’false’; if the output of the
first rule is 1, this statement is ’true’. For values of truth degree between 0 and 1, the
statement is partially ’true’ and partially ’false’.
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FIGURE 5.5: Membership function for each input
the last two weeks (ηf was negative) and an urgent investigation is re-
quired.
However, to fully understand the system behaviour, it is important
to simultaneously observe the truth degree of each rule. It is also im-
portant to understand that the rules which use the same parameters are
complementary and the sum of their membership values is always 1.
In this case, there are 3 blocks of complementary rules: 1-4, 5-7, 8-9.
The first block reports information about the pump conditions on the
day of analysis, the second block analyses long term phenomena affect-
ing pump degradation and the last block monitors potential failures.
This rule structure was imposed to avoid illogical results: for example,
a pump cannot be fully efficient and fully inefficient at the same time.
With the current rule structure, the fuzzy engine will provide 3 fuzzy
statements each on:
• pump condition (by analysing the block 1-4);
• pump degradation (by analysing the block 5-7);
• early detection of inefficiencies (by analysing the block 8-9).
The rules for each block are independent, which means that, for ex-
ample, it is possible that a pump system with a high efficiency is ex-
periencing a high degradation rate, or a normal degradation rate. The
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analysis of the winning rules provides the correct global view. Table 5.7
reports a set of remedial suggestions which are related to specific rules.
5.3.5 Economic consideration and flow-related issues
The methodology published in (Torregrossa et al., 2017b) presents also
the opportunity to analyse the suggestions with an economic approach
and a graphical approach to detect flow-related issues. In this thesis,
this part is omitted because it was decided to focus on the fuzzy logic
aspects. This part can be found in (Torregrossa et al., 2017b).
5.3.6 Results
Index calculation
After the calculation of the daily indices with equation 5.5, the signal
is decomposed and the indicators calculated as described in subsec-
tions 5.3.4, 5.3.4 and 5.3.4. For each day, SK-DSS obtains daily values
for ηt,ηf ,τ and Z. Table 5.6 shows the summary of the decomposition
analysis, i.e. representative statistical values for the key performance
indicators calculated.
TABLE 5.6: Summary of decomposition analysis for the
WWTP in Burg
ηt ηf τ Z
Min 0.23 -0.06 -0.18 0.00
1st Quartile 0.25 -0.02 0.10 1.00
Median 0.27 0.00 0.17 1.00
Mean 0.26 0.05 0.15 0.88
3rd Quartile 0.27 0.03 0.23 1.00
Max 0.29 0.68 0.40 1.00
Table 5.6 shows that the trend efficiency is below the threshold for
the normal efficiency (ηt < 0.32, Spellman, 2003). The range of ηf re-
flects the impact of short term phenomena on pump efficiency. The τ
values are in the range of normal pump performance deterioration. The
first quartile value of Z shows that for at least 75% of the time, there is
no 15-day sequence of negative fluctuations. In other words, table 5.6
shows a low-efficiency pump system, which is stable for long periods
and with high fluctuations in efficiency in the short term.
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5.3.7 Results of fuzzy logic and scenario analysis
The first output of the fuzzy logic system is an overall performance in-
dex in the range 0-100. For BUR, the fuzzy score for each day is below
the optimal performance value. This score can provide a direct expla-
nation of pump performance. For example, when figures 5.4 and 5.6 are
compared in the period between July and September, the time series of
η values varies greatly due to operational conditions; in the time series
of the fuzzy score, the operational conditions have a minor impact on
the overall evaluation and the score is stable in the region of 60%-70%,
corresponding to a sub-optimal condition due to a low ηt. In the plot
5.6, there are points in which the score is under 40: these results occur
because of Z (i.e., there was a sequence of negative values).
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FIGURE 5.6: Fuzzy Score time series for BURG from 1
December 2015 to 1 March 2016
The analysis of the truth degree of each rule can explain the scenario
which mostly influenced the fuzzy score. For example, the fuzzy score
of 29 April 2015 was equal to 34. For that day, the rules with the highest
truth degree were rule 4, rule 6 and rule 8. This means that, the ηt
was low, the fluctuation was negative, the deterioration speed was low
and there was no sequence of 15 negative fluctuations. This example
highlights the large amount of information obtainable relative to the
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FIGURE 5.7: Strength of the rules
classical η calculation. With the classical approach, the only information
for that day is that η = 0.20.
Fuzzy logic can also support the analysis of patterns in a period. For
example, figure 5.7 reports the average truth degree for each rule in the
period between 1 January 2015 and 1 March 2016. The plot shows that
rules 3, 6 and 9 have a truth degree higher than 0.5 and consequently
they describe the operational conditions dominant in the system.
When these results are related to the set of solutions shown in ta-
ble 5.7, it can be observed that a potential solution for the operational
condition described by rule 3 corresponds to a non-urgent maintenance
action, while rules 6 and 8 do not require any action. Consequently, the
plant manager should schedule a non-urgent maintenance. The analy-
sis of potential cost savings estimates the maximum investment that the
plant managers should accept to pay: e60022 (details in Torregrossa et
al., 2017b). A numerical example of the calculation of the potential cost
savings is available in Appendix B.
Availability of the current methodology for field applications
The methodology is currently suitable for being applied directly to cen-
trifugal pump systems, regardless of their size or the pump system
configuration. The methodology relies on data measured on-line and
aggregated at a daily resolution, as proposed in the EOS system (Tor-
regrossa et al., 2016). This requires an initial set-up of a system able
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to gather data from remote sensors, process, aggregate and make them
available to the decision tool. In the WWTP domain, the required sen-
sors are generally available. After the connection of the WWTPs to the
EOS dataset, two options are available to apply this methodology:
• on-line analysis; an automated script processes the data at fixed-
time interval and submits the results to the SCADA system;
• on-the-fly analysis; a script, with a graphical interface using cus-
tomizable parameters, analyses the data and produces the results
on-screen.
In the first case, the results are immediately accessible for plant man-
agers, no interaction with the software is required and the analysis is
performed over all the records. In the second case, the software re-
quires a parameter set-up but the plant manager can carry out specific
tests, for example analysing a specific period. These two approaches
can coexist.
TABLE 5.7: Example (subset) of suggestions related to the
rules
Rule Suggestion
1 Do nothing
2
If rule 9 has TD=1, do nothing.
If rule 8 has TD=1, plan maintenance urgently.
3
The efficiency is not sufficient. Plan maintenance or evaluate pumps replacement.
Are there flow-related patterns? If yes, install a pony pump
4
The efficiency is not sufficient.
Plan maintenance, urgently if, for rule 8, the TD=1. Evaluate pump replacement.
Are there flow-related patterns? If yes, install a pony pump
If the pump is more than 15 years-old, consider replacing it
5 Pump performance is decreasing fast. Plan maintenance.
6 Pump performance slope has a normal value. Do nothing.
7
Pump performance is increasing.
Is this the effect of maintenance? If not, check the data consistency.
8
In the last 15 days, the fluctuations have been negative.
Are there flow-related patterns? If yes, install a pony pump.
9 The fluctuations are regular.
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5.4 Considerations about the assessment of en-
ergy consumer devices
In this section, it has been explained how SK-DSS can deal with WWTP
pump monitoring. This is obtained through a plant generic approach
able to perform a high-frequency analysis of the pump systems and
provide case-based suggestions. The pump monitoring tool jointly with
the blower monitoring tool can contribute to the energy optimization of
the most energy-intensive devices. This approach is so flexible that it is
immediate to imagine the application to other devices. The analysis of
more devices has not be done because of time limitations and it was
better evaluated to focus on the biogas production optimization (ref. to
section 5.5).
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5.5 Biogas analysis
The energy production by biogas plays a key role in the WWTP energy
balance. In WWTPs, biogas is the product of sludge anaerobic diges-
tion (AD) and it is mainly composed by methane (CH4,50-70%) and car-
bon dioxide (CO2,30-50%) (Shen et al., 2015); the energy is extracted by
the methane portion through combustion. For USA, Metcalf and Eddy,
2014 (pag. 1521) reports a maximum value of biogas production equal
to 28 l/persons. In (Hansen, 2018) and in figure 5.8, for Europe, a nor-
mal production of biogas is estimated to be between 7 .3m3/PE/year,
corresponding to 20 l/persons/day. The biogas can then be converted
in electric and thermal energy. The efficient conversion of this quantity
of biogas in energy has a relevant role in energy management. Gude,
2015 reports that on average the biogas production can satisfy between
the 25-50% of the WWTP electric energy demand. According to Shi,
2011, this figure is around 33%. In (INNERS, 2015), the power self-
sufficiency rate is estimated in the range 55-70 %, with the possibility to
increase this threshold by co-digestion with organic material from other
sources. On the other hands, a non optimal management of biogas pro-
duction can become an intensive source of green house gases (GHG)
and increase the carbon footprints of WWTPs (Shen et al., 2015). All
these considerations increase the environmental and economic interest
for the optimal management of biogas production.
Therefore, in the recent years, many authors focussed their efforts
to increase the biogas production and the energy generation. In par-
ticular, literature shows two main approaches: development of new
technologies and optimal management of existing ones. For example,
for the first category, Budych-Gorzna, Smoczynski, and Oleskowicz-
Popiel, 2016 obtained an increased biogas production (+80%) by co-
digestion of sewage sludge and industrial waste. MosayebNezhad et
al., 2017 coupled solid oxide fuel cell (SOFC) systems and micro gas tur-
bines to increase the energy self-coverage of WWTPs by 15%. Maragkaki
et al., 2017 co-digested the sewage sludge with an organic dried mixture
and increased the biogas production by 2.7 times.
The second category (optimal management) accounts also an inter-
esting amount of applications. Björnsson, Murto, and Mattiasson, 2000
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FIGURE 5.8: Energy balance biogas, extracted from
(Hansen, 2018)
monitored on-line the AD of a wastewater treatment plant using the
values of pH, alkalinity and Volatile Fats Acids. Bernard et al., 2005
presented the TELEMAC system, able to remotely monitor the anaero-
bic digester and identify potential faults. Boe et al., 2010 proposed an
AD monitoring based on on-line and off-line parameters and tested the
response of the system to increasing of organic load. Madsen, Holm-
Nielsen, and Esbensen, 2011 proposed a review of anaerobic digestion
monitoring approaches. Kusiak and Wei, 2014 applied a data mining
approach to model and predict the methane production from a WWTP;
using an Adaptive Neuro-Fuzzy Inference System algorithm, Kusiak
and Wei, 2014 identified the flow rate, the volatile fatty acids loads and
the detection time as the most influencing parameters. Akbas¸, Bilgen,
and Turhan, 2015 used neural networks to predict, model and optimize
the biogas production (+71%) by monitoring and control many process
parameters (such as sludge retention time, alkalinity, pH and temper-
ature). The biogas production was one of the parameters taken into
consideration by Panepinto et al., 2016 for the evaluation of energy ef-
ficiency of a large WWTP. The energy on-line system (EOS,Torregrossa
et al., 2016) perform the on-line monitoring of the energy production
from biogas. An interesting application of on-line monitoring of diges-
tion processes has been performed by Li et al., 2017 on piggery wastew-
ater. Recently, Robles et al., 2017 proposed a fuzzy-logic controller
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based on the effluent total volatile fatty acids concentration to control
the methane production of industrial winery wastewater. Moreover,
Garrido-Baserba et al., 2015 and Turunen, Sorvari, and Mikola, 2018
built a decision support system for the optimal selection of sludge treat-
ment.
As already done for pump and blower, in this section, a decision
support tool is developed to be included in SK-DSS.
The demonstration of biogas tool is done with the YouTube based
version of DSS described in (Torregrossa and Hansen, 2018) and in the
section 5.7. Being part of SK-DSS, this tool inherits these characteris-
tics: 1) it is plant generic, i.e. able to simultaneously work with many
WWTPs regardless their specificities (such as the size or the connected
population); 2) it is fully based on on-line measurements; 3) it is based
on the daily assessment of key performance indicators; 4) it is coupled
with artificial intelligence algorithm for the estimation of missing val-
ues; 5) it provides a fuzzy-logic based scenario evaluation; 6) it provides
case-based suggestions; 7) it enables the cooperation between experts
and end-users. This decision support tool has an added value because:
• it is flexible to be applied to many WWTPs;
• it takes into consideration the parameters with time-lag in order
to account the events in the past;
• it provides a user-friendly interface based on YouTube to enable
the cooperation between end-users.
Despite the large interest of researchers, literature review did not
show any decision support tools with the above mentioned character-
istic for the biogas optimization.
5.5.1 Material and Method
The wastewater treatment plant used to test the methodology is a con-
ventional activated sludge plant equipped with a biogas digester and a
CHP engine. The design inflow is around 5000 m3/d, the average pol-
lution load is around 2800 kg BOD5/d. The plant is equipped with 2
aeration basins with a volume 3000 m3. The sludge digester has a vol-
ume of 1150 m3 and the gas storage tank consists of 450 m3.
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The available information useful for this investigation are: daily in-
flow, 1 value/week of BOD5 concentration at inlet, the amount of pro-
duced biogas, the sludge flow to digester, the pH of the digester and
the temperature of the digester.
The methodology proposed is explained in fig. 5.9. The first 4 blocks
(from data gathering to KPIs calculation) are explained in detail in (Tor-
regrossa et al., 2016). The data are gathered from on-line sensors, cleaned
and aggregated in daily data. The chemicals parameters such as BOD
and COD are measured once each two weeks and the daily missing val-
ues are estimated with a random forest algorithm in order to enable the
calculation of daily KPIs. The uncertainty of estimation model is calcu-
lated to be taken into consideration in the following steps. A detailed
dissertation can be found in (Torregrossa et al., 2016). At the end of
these steps the algorithm can calculate KPIs for each day.
The daily available information for biogas process monitoring are:
date, pH of the digester, solid retention time, temperature in the di-
gester, estimated population equivalent with uncertainty and biogas
production. Other parameters such as the quality of the sludge or the
biogas composition are available with low frequency (few information
per months) and without regularity; therefore they are not included in
the automatic algorithm but they can be used by plant managers as ad-
ditional information to be integrated in the decision making process.
After these steps, the model shown in fig. 5.9 consists of two inde-
pendent assessments:
• benchmarking of biogas production that takes as input the es-
timated population equivalent with uncertainty and biogas pro-
duction;
• the fuzzy-logic based evaluation of the process that takes into ac-
count the pH and temperature of the digester, and solid retention
time.
Each assessment analyses the anaerobic digestion process from dif-
ferent perspective; the first one looking at the output of the process, the
second one looking at the process parameters. The results of these two
assessments are independent and can be compared. If they converge
the fuzzy logic analysis can be used to explain the operational scenario
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and suggest solutions as proposed in (Torregrossa et al., 2017a). If they
diverge, it is necessary to look for additional information. The diver-
gence can be caused by the uncertainty associated to the estimated pop-
ulation equivalent and/or to the effect of parameters not automatically
taken into consideration (such as the concentration of volatile fat acids
in the digester). In this case, it is strongly suggested to retrieve more
information to be included in the decision making process. Anyway,
as it will be explained in the results, the test divergence in this analysis
is rare. The subsections 5.5.3 discusses in detail the first test, while the
subsection 5.5.4 explains the evaluation of AD process quality through
a fuzzy logic analyser.
FIGURE 5.9: Diagram flow algorithm
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5.5.2 Preliminary statistical analysis
Once obtained the historical data, it is worthy to perform some statisti-
cal test to better identify the relationship between variables. In particu-
lar, since the AD parameters could need many days to return in a nor-
mal range after a shock (Björnsson, Murto, and Mattiasson, 2000), it is
worthy to identify the optimal time frame for the investigation. There-
fore a multivariate VAR model has been generated and the analysis of
Akaike’s Information Criterion (AIC,Shumway and Stoffer, 2011) iden-
tifies the optimal time-frame in the range [dayt, dayt−8], in which dayt
is the day under analysis and dayt−8 is the 8th day before dayt. There-
fore, in the following analyses the tests will take into consideration the
events in a time frame of 8 days. Moreover, it has been calculated the
uncertainty in the estimation of population equivalent: 12.95%.
5.5.3 Benchmark of biogas production
The first test consists of benchmarking the biogas production against a
reference value. Metcalf and Eddy, 2014 proposed a target value of 28
l/pe/day, while Hansen, 2018 propose a value of 20 l/pe/day. Haberk-
ern, Maier, and Schneider, 2008 adopt 20 l/pe/day as guide value (i.e.
a value normally obtained by well managed WWTPs) and 30 l/pe/day
as target value to be obtained with an optimal management. In this
thesis, the value of 25 l/pe/day is assumed as benchmark for an ideal
biogas production.
The key performance indicators to be compared to this values have
to take into consideration 2 elements: the optimal time frame and the
uncertainty associated to the population equivalent. Therefore, instead
of calculating a single KPI, the system calculates a KPI range standing
between a minimum (equation 5.9) and a maximum value (equation
5.10).
Biogmin =
biogas
PE8(1 + 12.95%)
[l/pe/day] (5.9)
Biogmax =
biogas
PE8(1− 12.95%)
[l/pe/day] (5.10)
In equations 5.9) and 5.10), the elements have the following mean-
ing: Biogmin and Biogmax are the minimum and the maximum specific
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TABLE 5.8: Example of KPI calculation
day PE Biogas [l]
1 99000 2697750
2 109000 2534250
3 100000 2475000
4 90000 2295000
5 107000 2755250
6 97000 2473500
7 99000 2549250
8 104000 2444000
Mean PE 100625
8th Day
Biogmax 27.60 [l/pe/day]
Biogmin 21.69 [l/pe/day]
biogas production [l/pe/day]; the term biogas corresponds to the daily
amount of biogas production measured in the plant [l/day], PE8 is the
average value of population equivalent in the period [dayt, dayt−8] and
the value 12.95% corresponds to the correction factor due to uncertainty.
This way to perform the benchmarking of biogas production is in-
novative, because, currently, the benchmark practice does not take into
consideration the time-lag. Table 5.8 shows an example of calculation of
the KPIs referred to day 8 of a simulated time-series. The average value
of population equivalent in the 8 days is 100625 PE. The value of PE is
estimated with random forest and, in this case, there is an associated
uncertainty of 12.95%. The value of biogas at the 8th day is 2444000 l.
According to equations 5.9 and 5.10, the minimum value of KPI is 21.69
l/pe/day and the maximum is 27.60 l/pe/day. In this example, the
biogas benchmark is between maximum and minimum KPIs, i.e. it is
necessary to perform additional investigations by taking into consider-
ation other information (such as the process parameters).
The result can be represented as a time series (ref. upper plot , fig.
5.10).
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5.5.4 Fuzzy evaluation of AD process quality
The second test processes the pH of the digester, the temperature and
the solid retention time to provide a quality assessment of the process.
In order to take into consideration the effect of time lag, the system
calculates the following parameters:
• pHmin,8; the minimum value of pH in the period [dayt, dayt−8];
• pHmax,8; the maximum value of pH in the period [dayt, dayt−8];
• Tmin,8; the minimum value of temperature in the period [dayt,
dayt−8];
• Tmax,8; the maximum value of temperature in the period [dayt,
dayt−8];
• SRTmin,8; the minimum value of SRT in the period [dayt, dayt−8];
• SRTmax,8; the maximum value of SRT in the period [dayt, dayt−8];
These parameters are used as input of the rules reported in tab. 5.9.
The rule in this table need to be translated by the system in fuzzy rules.
For example, the first rule becomes:
RULE 1: IF pHmin,8 is good AND pHmax,8 is good THEN Score IS
High;
In few words, the system of rules applies a high score to the rules in
which all the parameters are in the correct range otherwise it applies a
low score value. The final score is calculated with the combination of
the rules performed with the Mamdani fuzzy inference method (Star-
czewski, 2013). The parameters of the fuzzification process are the fol-
lowing:
• pHmin,8 is ’good’ with support in range 6.9-7.3 and kernel in range
7-7.2;
• pHmax,8 is ’good’ with support in range 6.9-7.3 and kernel in range
7-7.2;
• Tmin,8 is ’good’ with support in range 35-40 ◦C and kernel in range
37-38 ◦C;
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TABLE 5.9: Fuzzy rules
Rule pHmin,8 pHmax,8 Tmin,8 Tmax,8 SRTmin,8 SRTmax,8 Connector Score
RULE1 good good AND High
RULE2 NOT good NOT good OR Low
RULE3 good good AND High
RULE4 NOT good NOT good OR Low
RULE5 good good AND High
RULE6 NOT good NOT good OR Low
• Tmax,8 is ’good’ with support in range 35-40 ◦C and kernel in range
37-38 ◦C;
• SRTmin,8 is ’good’ with support in range 10-48 days and kernel in
range 15-45 days;
• SRTmax,8 is ’good’ with support in range 10-48 days and kernel in
range 15-45 days.
For a rigorous mathematical definition of support and kernel, please
refer to (Starczewski, 2013).
The fuzzy logic analysis returns for each day a quality evaluation
score depending on the above cited parameters. This score can be rep-
resented as a time series (ref. fig. 5.10, bottom plot) and compared with
the result of the first evaluation.
Analysis of the results
The assessments performed with biogas production benchmarking and
the fuzzy evaluation of the AD process need to be compared in order
to produce a robust analysis. The comparison of the results with their
relative reference values (25 l/pe/day for the first assessment and a
fuzzy score equal to 80 for the second assessment) can generate four
cases:
1. both assessments indicate a non optimal operational condition of
AD;
2. both assessments indicate an optimal operational condition of AD;
3. the biogas production is satisfactory while the fuzzy analysis of
process parameters produces a score not sufficient;
4. the biogas production is not-satisfactory even if the fuzzy analysis
of process parameters indicates a good process operation.
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For the decision process, the cases 1 and 2 are not ambiguous and
the result of the assessments can be considered robust because based
on two independent approaches. In this case, as already done in (Torre-
grossa et al., 2017a) for the blower assessment and in (Torregrossa et al.,
2017b) for the pump assessment, the analysis of membership factors of
the fuzzy rules can be used to explain the phenomena occurring in the
plant (fig. 5.11).
In the cases 3 and 4, the two analyses diverge. The reason of this
divergence can originate from a high uncertainty in the estimation of
the connected population or from an inadequate set-up of parameters
not in the fuzzy logic input (such as the alkalinity). In this case, the
proposed solution consists of a more detailed investigation that takes
into consideration new parameters.
5.5.5 YouTube based cooperative decision-making sup-
port
After the identification of the operational conditions of the AD trough
the fuzzy rules, the algorithm is able to provide case-based suggestions.
This is done using the popular video-sharing website YouTube, that in
this case is forced to work as a platform for the cooperative decision
support system. Each scenario is linked to a YouTube web page, in
which a short video explains the occurring operational condition. In
add, the YouTube platform can be used to share comments, videos and
documents between operators in a high interactive environment. More-
over the YouTube platform has a ’like’ system that can be used by end-
users to evaluate and peer-review the suggestions of the network. For
a detailed explanation of YouTube platform please refer to (Torregrossa
and Hansen, 2018) and section 5.7.
5.5.6 Results
After the preliminary analysis of data, the KPIs and the input of fuzzy
logic parameters were calculated over a period of 4 years. In this period
the specific biogas production was comprised in a range between 6.61
and 30.67 l/pe/day (with a mean value of 16.52). The pH of the digester
shows a great variability being in range between 2 and 12 (the average
value is close to 10). The temperature is comprised between a minimum
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FIGURE 5.10: Result of tests between Oct-2014 and April
2015. First plot: benchmarking of biogas production .
Second plot: time series of fuzzy logic classification
of 33-41 ◦C and the solid retention time between 15-49 days. This first
summary of process parameters helps highlighting some aspects:
• the biogas production is generally inefficient with a great variabil-
ity;
• potential issues are connected to the control of the pH.
Nevertheless, this kind of analysis of aggregated data is not accu-
rate enough to improve our knowledge about the AD dynamics and
to use the high-frequency data to automatically support the decision
making-process in the framework of SK-DSS system (Torregrossa et al.,
2017a). The main interest is in a methodology able to automatically pro-
cess the data flowing day by day from the plant to the SCADA system
and provide case-based solutions (Torregrossa et al., 2017a). In order to
integrate the biogas assessment in such a decision support system, the
algorithm shown in fig. 5.9 needs to be automatically run with daily
frequency.
The results can be accessed though database queries or in a visual
form as shown in fig. 5.10. This figure helps to compare the results of
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TABLE 5.10: Link to YouTube cooperative platform
Rule id Link to platform
Rule 1 https://youtu.be/T3llzU8KWOs
Rule 2 https://youtu.be/e0pqNxlwmjw
Rule 3 https://youtu.be/-i248rdkDLs
Rule 4 https://youtu.be/fmQgePW7_us
Rule 5 https://youtu.be/dLl01NZ0-hk
Rule 6 https://youtu.be/jjGB5aChZFk
the biogas benchmarking with the results of the fuzzy process; in par-
ticular it is observed that the biogas production range is always under
the desired value of 25 l/pe/day, except for some days, in which the
biogas production range crosses the benchmark horizontal line (upper
part of fig. 5.10). Coherently, the fuzzy logic engine produces a sub-
optimal score (bottom part of fig. 5.10). The convergence of these two
independent analyses enables to use fuzzy logic to enlighten the AD
dynamic. In particular, the plot 5.11 reports the importance of the rules
expressed in table 5.9. The rule 1 and 2 describe the conditions related to
pH conditions, rule 3 and 4 concern the temperature operational range
and the rule 5 and 6 relate to the solid retention time. As explained
before, these parameters are processed to take into account an optimal
time-lag to take into consideration the events in the past. The analysis
of the rules has to be done for rule blocks (fig. 5.11). The block 1-2 ex-
plains that there is a recurring wrong set-up of the pH range, that never
is optimal. The block 3-4 shows that in more of 60% of the selected day,
the temperature is out of range. The block 5-6 shows a recurring not
optimal value of solid retention time. More detailed information can
be obtained by reducing the time frame of block analysis (up to 1 day
assessment). Therefore the priority for a plant manager should be to
restore optimal pH conditions.
The case-based strategies for improvements can be discussed in de-
tail in the YouTube based cooperative platform. The link associated to
the platform web-pages are available in table 5.10 and reported in table
5.11.
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FIGURE 5.11: Result of tests between Oct-2014 and April
2015. The block 1-2 explains that there is a recurring
wrong set-up of the pH range, that never is optimal. The
block 3-4 shows that in more of 60% of the selected day,
the temperature is out of range. The block 5-6 shows a
recurring not optimal value of solid retention time.
5.6 A multi-level fuzzy logic
In the previous sections, this thesis has shown how fuzzy logic can be
applied to different parts of the plants to produce specific analyses.
With the application of SK-DSS to several devices, the amount of in-
formation to be analysed increases, and a synthetic plant performance
index becomes necessary. This section of the thesis will show the con-
cept of a system to produce a global index and evaluate the global per-
formance of the plant devices.
Figure 5.12 shows the diagram flow: there are many specific fuzzy
systems (for pumps, blowers, biogas, etc...) that produce a synthetic
score for each device (or device groups); on the top, there is another
layer of analysis, in which a global fuzzy system processes the synthetic
scores of devices in order to produce a global evaluation score.
Table 5.12 shows the set of rules proposed. The scores of pump,
5.6. A multi-level fuzzy logic 129
FIGURE 5.12: Flowchart of multilevel fuzzy logic
blower and biogas are in a range 0-100. For the fuzzification process, the
system consider ’high’ the device performances with fuzzy−score > 80
and ’low’ the performance with fuzzy−score < 20. According to fuzzy
logic algebra, all the intermediate stages can be defined at the same time
’low’ and ’high’ with different degree of truth (sect. 2.5).
This global evaluation layer is necessary in order to monitor many
devices and have a synthetic information at a glance. In future devel-
opments, this global evaluation index will be linked to an alert system
able to reach instantaneously the plant managers (for example by mails
or sms) when a critical performance is detected.
TABLE 5.12: Rules of multilevel fuzzy system
Rule Pump Score Blower Score Biogas Score Global Score
1 Low High High Medium-High
2 Low High Low Medium-Low
3 Low Low High Medium-Low
4 Low Low Low Low
5 High High High High
6 High High Low Medium
7 High Low High Medium
8 High Low Low Low
Fig. 5.13 shows the results of an hypothetical WWTP in which pump
and biogas performance are stable (on the long period) and mainly
low, while the blower system performance starts from higher levels and
drop down. Because of the weight attribution obtained with the rule
set-up (Table 5.12), the global performance trend is strongly affected by
the blower performance.
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FIGURE 5.13: Results of multilevel fuzzy logic
This system is really flexible because it enables to customize the
main parameters and attribute a different weights to the devices at the
bottom layer. The results are easy to read and there is no limit to the
number of devices to be analysed at the bottom layer. Moreover, in
case the number of devices increases too much, it is possible to aggre-
gate them with the present methodology by adding additional bottom-
layers.
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5.7 A YouTube Based Platform
SK-DSS needs to detect operational condition occurring in the plants,
provide solutions and enable the cooperation between end-users.
In (Torregrossa and Hansen, 2018), a YouTube-based version of the
cooperative platform has been presented. This is called SK-DSSy in
which the ’y’ is added to remark the interaction between SK-DSS and
YouTube.
From (Torregrossa and Hansen, 2018):
“ In SK-DSS (Torregrossa et al., 2017a), the cooperative platform was
based on a PostgreSQL table that plant managers can use to visual-
ize the results and upload new solutions. The main limitation of this
approach was that plant managers should be able to use PostgreSQL
queries. A not-addressed question concerned the evaluation of the so-
lutions proposed by the common platform; according to the philoso-
phy of this cooperative platform, each plant operator is authorized to
upload solutions. This open-access approach does not guarantee the
quality of proposed solutions. The quality of the end-user contribution
could be decreased by several issues, for example: a limited compre-
hension of the variables, the upload of plant-specific solutions or the
limited experience of the end users.
SK-DSSy proposes to overcome these issues by incorporating YouTube
in the cooperative platform. In SK-DSSy, the fuzzy logic rules are con-
nected to YouTube web-pages in which the solutions can be uploaded
as video or as comment. SK-DSSy identifies the dominant scenario and
lead the end-user to an associated video-page. For each rule, the main
video is inserted by the page administrator; it explains the operational
scenario connected to the rule, some basic solutions and, in order be
time efficient, it lasts less than 1 minute. The end-users can visualize the
videos, comment it with a text, add videos or link to external resources
(such as papers or other web-pages). Another important YouTube func-
tion is the ’like’ command. Each user can mark with a ’like’ the useful
suggestions and with a ’dislike’ the comments considered not useful.
The comments are consequently scored and it is possible to sort them
by popularity.
The advantages of this approach are: i) the knowledge can be shared
in many formats (such as video, text or links), ii) the use of YouTube
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FIGURE 5.14: Screen-shot of intro-video
platform is extremely user-friendly, iii)the server and the maintenance
of a part of SK-DSSy is externalized to Google-YouTube services with-
out costs, iv) possible assessment of the proposed solutions.
....
The end-user is redirected to the YouTube page with:
• A video that explains the operational condition of the blower sys-
tem;
• The discussion between plant operators;
• Additional resources (link to papers, repository, software);
• The evaluation of each suggestion by means of the ’like’ system
Figure 5.14 shows a screen-shot of a video connected to a blower
rule. In this videos, scenario explanations with potential causes are pro-
vided.
In the same web-page, the comment thread is activated. Figure 5.15
shows for example a piece of conversation in which a sensor failure
question is addressed. The comment thread can be also used to share
other documents; for example, in the answer shown by fig. 5.15, a link
to an external book is provided. The ’like’ system is used to score the
answer and the contributions: the contributions with more ’like’ can be
sorted and visualized on the top of the page.
In summary, with SK-DSSy, the plant operators have a decision-
support system able to perform the on-line analysis of WWTPs and to
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FIGURE 5.15: Screen-shot of cooperative use of YouTube
platform for decision support
share knowledge. The contributions of the network can be voted and
ranked. Moreover, the sharing-knowledge platform relies on YouTube
platform that is well-known and generally considered user-friendly. ”
5.8 Potential improvements and conclusions
The approach presented in this chapter is well defined and efficient in
the WWTP monitoring. The management of expert knowledge can be
still improved for what concerns the acquisition, the validation and the
exchange of information. The first potential work can be performed
on expert knowledge acquisition. Currently, this aspect is performed
with expert interview and literature review. This operation is time ex-
pensive and it could be not efficient to feed the fuzzy rules because the
input is not standardized (each paper is different, the expert interview
is a dynamic talk). In alternative, it is possible to develop a tool that
drives the expert to create fuzzy rules and attribute scores to the dif-
ferent operational scenarios. A follow-up of this project should include
the development of such a tool.
In (Torregrossa and Hansen, 2018), it has been demonstrated that the
exchange of solutions can be efficiently performed with not-conventional
tools such as YouTube and with a large amount of formats (such text,
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document, comment thread, video, audio...). In order to expand the po-
tential of cooperation between end-users, it is necessary to develop a
platform that enables the multi-format knowledge sharing.
Moreover, it is necessary to develop a platform that efficiently evalu-
ates the solutions. Different approaches can be imagined. For example,
the ’like’ system (Torregrossa and Hansen, 2018) can be used to eval-
uate the proposed solutions, but new features can be added in a new
platform. A ’tag’ system could associate a key-word to each solution.
For example, a set of tag (’low budget’, ’small WWTPs’, ’small response
time’) could help the decision maker to easily select the optimal solu-
tion with more information. These aspects are discussed in detail in the
last chapter.
In conclusion, at this stage, the SK-DSS was successfully tested for
real applications, but a large scale test has still to be performed. The
system has been successfully tested on few WWTPs, with few experts
involved in the process and no external end-users a part from the PhD
candidate. In order to make SK-DSS easy to use, an important element
is the web-interface, discussed in detail in next chapter (chapt. 6). After
that the last two chapters will report a synthesis of the obtained results
(chapt. 7) and a discussion about potential developments (chapt.8).
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Chapter 6
A web-application for the
end-users
LEGAL DISCLAIMER: The present chapter partially reproduces
research work already published in (Torregrossa et al., 2016; Tor-
regrossa et al., 2017a; Torregrossa et al., 2017b; Torregrossa et
al., 2017c; Torregrossa et al., 2017d; Torregrossa, Hansen, and
Leopold, 2017; Torregrossa and Hansen, 2018). All the scien-
tific content, the methodology, the scripts, and the results are the
original production of the candidate in the framework of the Ed-
WARDS project.
The first prototype of a web interface has been built with Shiny R
application (https://www.shinyapps.io/) and posted online at the fol-
lowing address: https://dario-torregrossa.shinyapps.io/Ver2/. This
interface includes the device monitoring tool discussed in the previ-
ous chapters of this thesis. The reader can test this demo by connecting
to the website. This interface appears as a web-page, in which the end-
user can customize the parameters and instantaneously visualize the re-
sults automatically produced in the background. While testing the ap-
plication, the reader should be aware that the basic service of shinyapp
has a limited number of hours of activation per month (25 hours), the
power of the processor is limited and the application is therefore slow.
Tests executed on a desktop version show that, with a normal processor
1 the application is fast, reactive and stable. An update of the Shinyapps
service to the professional version would fix the problems of perfor-
mance but for the purpose of this demonstration, this solution is con-
sidered too expensive.
18 Gb RAM, 4 CPUs
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6.1 Organization of the web-app
The web-app is organized in several web-pages with different func-
tions:
• a first page, in which the end-user can analyse the raw sensor data;
• a page in which the end user gets information about KPIs;
• a page with the analysis of blowers;
• a page with the analysis of pumps;
• a page with the global evaluation;
• a page with the references.
On each page, the end user can customize the data range as well
as the specific parameters required for the analysis. In order to respect
data protection standards, the web-app runs with simulated data. At
the current stage of developments, the biogas analysis is not included
in the web-interface, in order to have a lighter environment for the
show-case application considering that the Shiny basic service has lim-
ited performance. However, an additional web-page would have no
relevant impact on the effectiveness and the purposes of this demo, in
which the main functionalities are already fully exposed.
6.2 Analysis of raw data
The first page supports the end user in the analysis of raw data. Each
sensor is listed in the selector, as well the analysis interval time and the
plants connected to the system. The end-user can select plant, interval
and sensor in order to visualize a time-series and a histogram (fig. 6.1).
A part from a filter to remove outliers, no manipulation is performed
on this dataset and this screen offers ’just’ a visualization support tool.
6.3 Analysis of KPIs
The second page is dedicated to the analysis of the key performance
indicators discussed in chapter 4. This web-page is strongly influenced
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FIGURE 6.1: ScreenShot - raw data - online application
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FIGURE 6.2: ScreenShot - KPI analyzer - online applica-
tion
by the INNERS project (INNERS, 2015), with the difference in method-
ology discussed in subsection 4.1.1.
A first bar plot shows the main energy KPIs (global energy con-
sumption, pumps, blowers) in order to give a first impression of plant
performance. The axis variables of the bar plot are fixed (fig. 6.2), while
the parameter values depend on the time frame selected.
Under the bar plot, the end user can visualise the time series of the
KPIs chosen with the selection box on the left. These two plots used in
combination can provide the following information:
• a global view of energy performance;
• a time series to identify changes in KPI values;
In summary, with this page an end-user can examine the follow-
ing: is the plant performance satisfactory? Is the plant performance
affected by a specific KPI? Is there a specific moment in which plant
performance started to diverge from their expected behaviour?
On this page, the end-user can manipulate parameters in a very flex-
ible way in order to test hypotheses and investigate the plants. The
other web-pages offer more detailed and automatized analyses with a
higher level of complexity that should augment and not replace a sim-
ple data visualization tool like this.
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FIGURE 6.3: ScreenShot - blower analysis - Inputs
6.4 Analysis of blower consumption
The analysis of blower consumption is performed with the methodol-
ogy explained in section 5.2 and in (Torregrossa et al., 2017a). The web-
application enables the selection of the necessary parameters for the
analysis. In particular, it makes possible the selection of the KPI rules,
the fuzzification parameters for blower consumption and air index, and
the time of analysis.
The web-page returns the shape of fuzzification function for each
parameter, the importance of the rules and a links to a YouTube web-
interface for each rule. Here the solutions for given operational scenario
are given (Torregrossa and Hansen, 2018).
Fig. 6.3 shows a screen-shot in which there are input fields on the left
side and, on the right, plots return the fuzzification function of the input
variables. Fig. 6.4 represents a screen-shot in which the importance of
the rules and the links to the solutions are presented. These links open
a YouTube web-page in which the end users can interact as discussed
in section 5.7.
6.5 Analysis of pump consumption
The web-interface also provides a tool for the analysis of pump energy
consumption, according to the methodology described in section 5.3
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FIGURE 6.4: ScreenShot - blower analysis - rules and so-
lutions
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FIGURE 6.5: ScreenShot - pumps analysis - Inputs
and in (Torregrossa et al., 2017b). In particular, fig. 6.5 shows the grey-
box to manipulate input parameters and fig. 6.6 shows the outputs and
the connection to the solutions. The same schema is applied to pumps,
blowers and biogas energy management; each web-application page
differs from the others only for the required parameters. In the end-
user interface, the format of the results is identical for each application
while, the algorithms adopted in the background are different (ref. to
chapter 5).
6.6 A global evaluation index
Figure 6.7 shows the global performance of the WWTPs. In particu-
lar, it is possible to visualize the indices of blowers and pumps and a
global index calculated with the procedure explained in section 5.6. In
the example shown in fig. 6.7, a drop of global efficiency occurred in
mid-July, which mainly depends on blower efficiency. In this case, it
is important to remark that the information presented in this figure is
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FIGURE 6.6: ScreenShot - pumps analysis - rules and so-
lutions
different to those of fig. 6.2. In fact, fuzzy logic takes into consideration
many elements (for example the air index of the blowers, the fluctua-
tions of the pump or the energy consumption), while in the KPI pages
just the energy consumption is considered.
6.7 From diagnosis to solutions
An important aspect concerns the suggestion and the evaluation of case-
based solution. The knowledge sharing platform enables the end users
of the network to cooperate and exchange information. Two options
were investigated during this Ph.D. thesis: I) a SQL based knowledge
based platform and II) a YouTube based cooperative platform. The first
option was proposed in (Torregrossa et al., 2017a) and the second in
(Torregrossa and Hansen, 2018). In this web-application, the YouTube
based version is proposed and was chosen as the final option.
As explained in (Torregrossa and Hansen, 2018), the YouTube based
platform “
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FIGURE 6.7: Screen Shot -global evaluation - Output
...presents some added values when compared to the former ver-
sion:
• it is user-friendly, because the YouTube platform is one of the most
used all over the world;
• plant managers do not have to deal with PostgreSQL to insert
their suggestions;
• the knowledge is shared in a video-format; this is an advantage
because the information provided in a video can be much more
detailed and supported by images and animations;
• the YouTube ’like’ system can be used to give a score to the sug-
gestions;
• the YouTube video-suggestions can be commented;
• it is possible to access the suggestions from every device con-
nected to the internet (smart-phone, tablet, pc).
”
The web-application links the rule analysis with the corresponding
YouTube link. More details about the advantages, disadvantages, and
opportunities can be found in (Torregrossa and Hansen, 2018) and in
section 5.7. Moreover, it is important to mention that YouTube is only
one of the social media that can be included in the SK-DSS and it can
be replaced other web-services with similar features (i.e. Facebook or
LinkedIn).
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6.8 References
The methodologies applied in the web-application were published in
(Torregrossa et al., 2016; Torregrossa et al., 2017a; Torregrossa et al.,
2017b). A specific web-page is dedicated to references in order to pro-
vide the end-users with an explanation of the complete methodology.
After the publication of this thesis, an additional link will be added to
access this resource.
Moreover, the reference contact of the system administrator is pro-
vided.
6.9 Further improvements
This interface is a proof of concept of a SK-DSS provided as a web-
service. There are still some improvements needed to make this inter-
face ready for market:
• it must be exported in a highly powered private server; the current
version that the reader can test is provided using a free service
with limited power and usage time;
• the privacy has to be set up. A login system is necessary in order
to prevent access to confidential data;
• visually, the SK-DSS needs to become more appealing;
• a demonstration environment should be made available to the
end-users.
These aspects were to date not prioritised because they were less
important than methodological aspects under the scientific profile.
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Chapter 7
Synthesis and results
LEGAL DISCLAIMER: The present chapter partially reproduces
research work already published in (Torregrossa et al., 2016; Tor-
regrossa et al., 2017a; Torregrossa et al., 2017b; Torregrossa et
al., 2017c; Torregrossa et al., 2017d; Torregrossa, Hansen, and
Leopold, 2017; Torregrossa and Hansen, 2018). All the scien-
tific content, the methodology, the scripts, and the results are the
original production of the candidate in the framework of the Ed-
WARDS project.
In this thesis, a cooperative decision support system for energy sav-
ing and production in WWTPs has been presented. The characteristics
of this decision support system are aligned with the original research
question and with the seven specific objectives presented in the intro-
duction. Section 7.1 presents a comparison between the original objec-
tives and the obtained results using the chapters of this thesis and the
publications produced during the EdWARDS project.
7.1 Discussion of project results
The original research question stated in the submission to the National
Research Fund of Luxembourg (FNR) was the following:
““Is it possible to develop a methodology that, based on benchmark-
ing of on-line data from different WWTPs, enriched with expert knowl-
edge, will be able to support a decision process aiming to increase the
energy efficiency of WWTPs? Is it possible to apply this methodology
to multiple plants simultaneously and at the same time to provide case-
sensitive targeted advice?” (FNR Application 7871388, 2014-03-20).
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This research question was enlarged during the project definition
(section 1.3) and completed with a list of seven specific objectives (sec-
tion 1.4).
The first objective consisted of the identification of a global model
to process information from several WWTPs and provide decision mak-
ing support. This model was discussed in chapter 3 and in (Torregrossa
et al., 2017a). The proposed model presents a coherent structure able to
integrate information on technology, data gathered online, static data,
and expert knowledge to provide decision making support. In (Torre-
grossa et al., 2017a) the full SK-DSS was presented for the first time.
This paper elaborates all the aspect concerning this cooperative deci-
sion support system, including the explanation of the information flow,
the functional blocks and their interactions. SK-DSS was evaluated pos-
itively by the anonymous journal reviewers especially for its novelty,
added value and solid structure. From the perspective of the candi-
date, the publication of (Torregrossa et al., 2017a) together with the case-
study applications of blowers (Torregrossa et al., 2017a) and finally also
pumps (Torregrossa et al., 2017b) are sufficient to positively answer the
original research question.
The data normalisation (second objective) consists of WWTP infor-
mation management, nomenclature normalisation, application of a uni-
form set of measurement units and the calculation of comparable key
performance indicators. This objective, already addressed in INNERS
project (INNERS, 2015), was improved with a new methodology that
starting from the INNERS-EOS results provides a faster and more stable
approach. INNERS-EOS calculated and stored all the available param-
eters, while the SK-DSS processes only the parameters useful for the de-
cision support process. This improvement makes the calculations faster
and more stable, ultimately enabling the connection of a larger number
of WWTPs. These aspects were discussed in detail in chapter 4.
Chapter 4 and (Torregrossa et al., 2016) deal with the estimation of
the missing data required for a daily KPI calculation (third objective);
this aspect is essential to enable a daily plant assessment which requires
information about pollution load generally not available at a daily fre-
quency. An original approach based on the random forest algorithm
was developed; the estimation of missing parameters performed with
this algorithm was shown to be of adequate accuracy to be included
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in the decision making process. Moreover, the core of this analysis is
a fuzzy logic methodology, well-known for its efficiency in processing
values affected by uncertainty (Starczewski, 2013). The selection of the
random forest algorithm was done after a comparison with several al-
ternatives presented in (Torregrossa et al., 2016).
The fourth objective, consisting of the application of the methodol-
ogy to blowers and pumps was presented in sections 5.2 and 5.3 and
in the papers (Torregrossa et al., 2017a; Torregrossa et al., 2017b). The
presented tools are based on an innovative combination of KPIs and
fuzzy logic. One of the main advantages of these methodologies is the
plant-generic feature. The blower analysis can be done with 3 different
information sets; from a more complete set (including for example air
flow and energy sensors) to a basic set of information (relying only on
energy consumption). The end-user can select the set to be analysed
according to the sensor availability or personal preference. The pump
analysis is performed using a basic set of information (pumped flow
and energy consumption). With this information (generally available
in WWTPs), complex analyses concerning the pump ageing, detection
of early failures and identification of flow-related inefficiencies is per-
formed. This methodology can be applied to all the centrifugal pump
applications, even outside of the WWTP domain, and received a high
consideration from the reviewers of (Torregrossa et al., 2017b).
Section 5.5 is dedicated to the fifth objective, i.e. the development
of a methodology to monitor biogas production. An innovative dual-
performance assessment is proposed. The first analysis is a benchmark-
ing evaluation which compares energy production against expected val-
ues and the second one analyses process quality by monitoring the main
operational parameters. The biogas assessment takes into account the
time-lag effect of inefficient parameter set-up and the uncertainty PE
estimation. This approach is widely applicable in WWTPs because it
considers a set of sensors (considered minimal for WWTPs equipped
with a digestion unit) that includes temperature, pH, solid retention
time and biogas production.
The sixth objective was developed in section 5.7 and (Torregrossa
and Hansen, 2018), in which a platform for cooperation was proposed.
This innovative idea consists of connecting the fuzzy logic analyser
to the popular YouTube platform, enabling a user-friendly interface to
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share multi-medial suggestions, links and comments. The advantages
of such an approach are numerous: the possibility to share ideas in sev-
eral formats (video, document, link, comment), the wide accessibility
(computer, smart-phone, tablet), the externalisation of costs (mainte-
nance, server space) and the user-friendly YouTube usage. The enthu-
siastic comments of anonymous reviewers of (Torregrossa and Hansen,
2018) lead to the publication of this manuscript without any requested
improvement.
Chapter 6 exposes the user-friendly graphical interface (seventh ob-
jective). This on-line platform enables the easily customisation of the
parameters, rapid visualisation of the results and access to the YouTube
platform with suggestions for energy saving. This interface, still at its
prototype stage, shows great potential for end users which can access
on-line the assessment of their plants.
Given the original targets and the results obtained, it is possible to
postulate here that the objectives were addressed. This statement is re-
inforced by this thesis and by the positive peer reviewed evaluations of
the methodologies published in (Torregrossa et al., 2016; Torregrossa et
al., 2017a; Torregrossa et al., 2017b; Torregrossa et al., 2017c; Torregrossa
et al., 2017d; Torregrossa, Hansen, and Leopold, 2017; Torregrossa and
Hansen, 2018).
The papers published by the candidate during the PhD received a
positive evaluation from high-ranked journals 1 as well as from the
highly qualified audience at the conferences attended. Moreover, the
high values of FWCI 2 obtained by the published papers shows the ap-
preciation of the scientific community for the methodology. For exam-
ple, on 27-03-2018, the key-paper in which the SK-DSS was firstly pre-
sented (Torregrossa et al., 2017a) has a FWCI=13.15, i.e. it has been cited
thirteen times more than the average of similar papers.
In summary, in this PhD project, the candidate presented a decision
support system which addresses the original research question, as well
1Environmental Research, Journal of Cleaner Production, Applied Energy
2“Field-Weighted Citation ImpactField-Weighted Citation Impact shows how well
cited this article is when compared to similar articles. A FWCI greater than 1.00 means
the article is more cited than expected according to the average. It takes into account:
The year of publication Document type, and Disciplines associated with its source.
The FWCI is the ratio of the article’s citations to the average number of citations re-
ceived by all similar articles over a three-year window. Each discipline makes an
equal contribution to the metric, which eliminates differences in researcher citation
behavior.” Definition from Scopus.
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as the specific objectives.
The development of the SK-DSS stimulated new research questions
and new ideas that were not developed because of time limitations. In
chapter 8, the thesis will focus on these new directions, possible im-
provements and potential follow-ups.
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Chapter 8
Outlook
LEGAL DISCLAIMER: The present chapter partially reproduces
the research work already published in (Torregrossa et al., 2016;
Torregrossa et al., 2017a; Torregrossa et al., 2017b; Torregrossa
et al., 2017c; Torregrossa et al., 2017d; Torregrossa, Hansen, and
Leopold, 2017). All the scientific content, the methodology, the
scripts, and the results are the original production of the candi-
date in the framework of EdWARDS project.
In the water domain, the decision support science is an open sector.
A detailed explanation of not addressed challenges and research
questions would deserve a full book. Nevertheless, in the framework
of this thesis, it is useful to mention some of them with the aim to stim-
ulate a discussion.
8.1 Application of the SK-DSS on large scale
The SK-DSS is designed to process information coming from different
WWTPs. The normalization of the information format necessary in this
method has been already discussed in section 4.2.
Howewer, the normalization process, even if plant-specific and time-
expensive, is not really an issue for the connection of the plant to the SK-
DSS. From the experience gained in this project, the main challenge is
the maintenance of the stability of the import process. Plant operators
frequently update the database or perform operations that can cause
failures. In this project, for example, some paradigmatic issues were
experienced:
• changes of sensor names; in this case, some data is not imported;
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• changes of the access permission of files to be processed;in this
case, some data is not imported;
• changes in measurement units; in this case, the data is imported
but the values are wrong. In the best case, the data is recognized
as outliers and the problem is evident. In the worst case, the data
is wrong but the error is not detected.
Currently, having only three WWTPs connected to the SK-DSS, these
issues are easily detected and fixed. Howewer, a large scale application
of SK-DSS requires a more robust approach to avoid this kind of prob-
lems.
Asking plant operators to avoid performing maintenance to their
SCADA system is not realistic. Given that, potential solutions are: i) a
software that automatically controls the data inflow; ii) a strong com-
munication protocol between SK-DSS operators and plant operators to
efficiently manage potential SCADA maintenance issues, or iii) an in-
terface to assist the operator in database updates.
The software should be able to control at least the data records over
time and detect missing values and outliers. This tool should generate
alerts in two cases:
• the number of records generated by the plant decreases;
• the number of outlier increases.
This tool should be able to distinguish one-time issues from permanent
failures. For example, such a system should be able to distinguish if a
sensor experienced an isolated or a permanent failure, or if the number
of failures is increasing over the time.
The protocol between SK-DSS and plant operators should be based
on some principles:
• it is necessary that, for each plant, a person responsible for SCADA
system is identified. This operator should be able to understand
the requirements of the SK-DSS, to communicate with SK-DSS op-
erators and to plan changes compatible with the decision support
system;
• the changes in SCADA system and in WWTPs need to be docu-
mented and this documentation need to be accessible to the SK-
DSS operators;
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• the changes in the SCADA system need to be reduced to a mini-
mum;
• the changes should be communicated in advance to the SK-DSS
operator.
In return, the SK-DSS provider should guarantee a staff with an ad-
equate number of workers that work on the system maintenance. As an
empirical rule, the candidate would suggest that the maintenance staff
should include 1 full-time operator every 20 or 25 plants.
8.2 Scalability of the database
Another important issue concerns the scalability of the database. Cur-
rently the information is stored in a PostgreSQL database. This is a
relational database, and as has already occurred (sect. 4.1.1), a large
amount of data can generate failures. The large-scale application of this
SK-DSS will require an update to another database technology.
DataJobs.com, 2017 suggests that the storage of “big data” is better
achieved with non-relational databases:
“ NoSQL (commonly referred to as "Not Only SQL") represents a
completely different framework of databases that allows for high-performance,
agile processing of information at massive scale. In other words, it is a
database infrastructure that as been very well-adapted to the heavy de-
mands of big data.
The efficiency of NoSQL can be achieved because unlike relational
databases that are highly structured, NoSQL databases are unstruc-
tured in nature, trading off stringent consistency requirements for speed
and agility. NoSQL centers around the concept of distributed databases,
where unstructured data may be stored across multiple processing nodes,
and often across multiple servers. This distributed architecture allows
NoSQL databases to be horizontally scalable; as data continues to ex-
plode, just add more hardware to keep up, with no slowdown in per-
formance. The NoSQL distributed database infrastructure has been the
solution to handling some of the biggest data warehouses on the planet
– i.e. the likes of Google, Amazon, and the CIA.”
As shown in fig. 8.1, the performance of non-relational databases is
not affected by the increasing volume of data. Consequently, this seems
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FIGURE 8.1: Scalability of NOSQL Database. Figure
adapted from DataJobs.com, 2017. In x-axis the volume
of data (increasing from left to right), in y-axis the perfor-
mance (increasing from bottom to top)
to be a potentially efficient solution for a SK-DSS operating for several
years with many WWTPs.
8.3 The knowledge challenge
The title of this section is ’The knowledge challenge’ and concerns one
of the most delicate aspects of SK-DSS: the knowledge management.
In order to provide a high performance, the SK-DSS needs to rely on a
robust, validated and updated set of information. This challenge can be
divided into the sub-packages proposed in the following subsections.
8.3.1 Expert knowledge gathering and Knowledge shar-
ing
First, the expert knowledge should be gathered and constantly updated
in order to provide a high-level set of fuzzy-rules. A potential solution
is the definition of a standard procedure to interview plant operators
and obtain useful information for the SK-DSS. Another solution is the
development of an application for expert knowledge gathering. The
basic idea could be the development of a data simulator that presents
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some scenarios to experts for a standardized evaluation. The answers
should be registered and processed to define the information set in a
SK-DSS compatible format.
Another relevant aspect concerns the knowledge sharing trough a
platform. In this case, it is necessary to provide an user-friendly inter-
face and some incentives to cooperation. For example, in the scientific
domain, the h-index of each author is a stimulus to share information
through the publications of papers. A similar mechanism could be de-
veloped to promote cooperation between plant managers. This objec-
tive seems realistic if SK-DSS is adopted by professional networks, con-
sortia and syndicates. For example, the PhD candidate was in contact
with Croon (NL) and the Vereniging van Zuiveringsbeheerders (NL)
and Wupperverband(GER); these organizations are active in collecting
data and monitoring many WWTPs in the Netherlands and in Ger-
many; this kind of organizations should be able to provide stimulus
and incentives for the cooperation between plant managers.
8.3.2 Validate Knowledge
Another challenge is knowledge validation. The validation of solutions
must be done in two stages:
• validation ex-ante. At this stage, it is necessary that wrong knowl-
edge is not stored in the system and adequate strategies need to
be put in place to prevent this;
• validation ex-post. This corresponds to the continuous assess-
ment of the proposed solutions operated by the network of plant
operators. It is necessary to periodically control the results of so-
lution validation and remove those not considered adequate.
Moreover, it is necessary to set-up a long-term evaluation of solu-
tions. While validations ex-post and ex-ante are based on expert knowl-
edge, this-long term evaluation has to rely on effective results. Further-
more, the solutions should be updated with the development of new
technologies.
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8.3.3 A new set of benchmarks
The benchmarks available in literature are calculated using yearly av-
eraged data and they generally do not take into account aspects such as
the capacity utilization of the plant or the seasonality.
A new set of benchmarks aiming to assess the daily operational con-
dition should be able to include all the variables relevant a daily time-
frame. For example, Sala-Garrido, Molinos-Senante, and Hernández-
Sancho, 2012 have shown that seasonal-plants are generally less effi-
cient. The plant operator cannot obtain a performance comparable to
the not-seasonal plants because of external factors out of his decision
sphere (such as seasonality and design factors).
The daily assessment of the plant should take into consideration a
set of benchmarks that accounts the effect of daily phenomena.
8.3.4 New kind of information
SK-DSS accounts only for the plant-related information. New develop-
ment of this technology should also relate to the decision-making pro-
cess and to the socio-economic environment around the facilities. For
example, in the subsection 2.1.6, some opportunities such as the water
reuse have been discussed. Such new challenges require an investiga-
tion of the complex relationships of WWTPs with the socio-economic
context, the environment and the regulation. In order to deal with these,
a new set of information need to be integrated to SK-DSS. For example,
an enlarged set of sensors can include the use of satellite imaging, or
the Geographic Information System (GIS) Maps, to classify the socio-
economic environment around the plants.
8.4 Energy price
In future developments of the decision support system, energy tariffs
should be taken into consideration, to minimize the total energy cost.
The SK-DSS pump application (Torregrossa et al., 2017b) included a first
economic evaluation of solutions based on the comparison of cost of
solutions and cost of energy. This approach should be extended and
also take into consideration the hourly variation in the cost of energy.
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8.5 Smart Grid
In this thesis, WWTPs were mainly considered as isolated energy con-
sumers/producers. In reality, WWTP energy balance requires the inter-
action with energy grids. From this perspective, WWTPs can be con-
sidered as ’agents’ of the electric energy systems and SK-DSS could be
expanded towards the optimal management of a larger system com-
prising producers, many consumers and the WWTPs. In particular, the
cooperative platform (Torregrossa and Hansen, 2018) can be used to
stimulate the exchange of information between different stakeholders.
8.6 Integration of sewer information
WWTP management could benefit also from the use of sewer informa-
tion. At its current state, SK-DSS has a restricted set of information
from the sewer, consisting of inflow rates and pollutant loads. The in-
tegration of a larger set of information (such as rain water volumes or
weather forecasts) or the combination of SK-DSS with a detailed sewer
model could increase the accuracy of analysis and suggestions. An-
other solution could be the integration of the decision support system
with the dynamic management of the sewer systems (an application
is provided by RTC4Water, https://www.rtc4water.com/index.
php?lang=en)).
8.7 Micro-pollutant
The management of micro-pollutants is becoming more and more in-
teresting for plant operators and the scientific community because of
increasing concentrations in waste water (Hansen, 2018). In theory, SK-
DSS can be applied to optimize micro-pollutant removal processes, al-
beit that this field is affected by uncertainty, conflicting objectives and
restricted data availability.
8.8 The assessment of environmental impacts
The decision support system presented in this thesis considers the en-
ergy consumption of plants. However, energy is not the only indicator
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of environmental sustainability of the process. A more detailed anal-
ysis could take into account other elements such as the consumption
of chemicals or the electricity production mix and many methodolo-
gies are suitable for this scope (such as life cycle assessment and carbon
footprint).
8.9 Conclusions
This thesis is one of the outputs of 4-years work. During the devel-
opment of this PhD project, the given tasks were accomplished and
some potential future developments identified. This thesis shows that
it is possible to build a plant generic decision support system specifi-
cally oriented to optimize the energy balance in WWTPs. This decision
support system is characterised by several innovative features. This
last chapter, with its dissertation about methodology limitations and
new opportunities, is a bridge to future developments and follow-ups.
Many potential follow-up aspects were identified. The two main lines
consists of ’market-oriented’ and ’research oriented’ projects. The first
line is the development of existing methodologies with the aim to de-
liver a product/service to the market. The second line consists of the
development of new methodologies for decision making support. At
the moment of writing of this thesis, it is not possible to make accurate
predictions about these developments because they depend on many
factors which cannot currently be carefully evaluated. Instead, at the
moment, it is possible to report a strong interest from the candidate and
the partners to continue exploring the topic with new projects and col-
laborations.
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Appendix A
Fuzzy logic explained with a
numerical example
A.1 Fuzzy Logic Example
In this section, an example of fuzzy logic is performed with the rules of
equation 2.10. Let’s assume that, using the rules of the system equation
2.10, the fuzzy system has to estimate the cost of cars according with 2
parameters: age and motor power. In the example, the input are:
• car_age=5 years
• motor_power=170 hp
A.1.1 Example: fuzzification of inputs
Having the rules, it is necessary to identify the membership factor as-
sociated to the input parameters. The systems of equations A.1 and A.2
model the membership factors for the age of the car and for the motor
power. In equation A.1 : Car_age[New] is the membership factor of
the car age associated to the adjective ’New’, Car_age[Old] is the mem-
bership factor of the car age associated to the adjective ’Old’, car_age
is the age of the car [year]. In equation A.2: Motor_power[Low] is
the membership factor of the motor power associated to the adjective
’Low-power’, Motor_power[High] is the membership factor of the mo-
tor power associated to the adjective ’High-power’, motor_power is the
power of the car engine [hp].
Car_age[New] = min(1,
car_age− 3
7− 3 ), car_age ∈ [0,7]
Car_age[Old] = min(1, 1− car_age− 3
7− 3 ), car_age ∈ [7,10]
(A.1)
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
Motor_power[Low] = min(1, 1− motor_power − 100
200− 100 ),motor_power ∈ [50,200]
Motor_power[High] = min(1,
motor_power − 100
200− 100 ),motor_power ∈ [100,250]
(A.2)
Figure A.1 shows the graphical representations of the systems of equa-
tions A.1 and A.2 . With the given inputs, the results of these equations
are:
• Car_age[New] =0.5
• Car_age[Old]=0.5
• Motor_power[Low]=0.3
• Motor_power[High]=0.7
In other words, the membership factors show a car neither old nei-
ther new and with a engine power quite high.
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FIGURE A.1: Fuzzification of inputs
Example: infer rules and calculate truth degree
At this stage, it is necessary to calculate the truth degree of each rule.
The mathematical operation corresponding to logic operator are reported
in table 2.8. In this example, the probabilistic approach for AND oper-
ator is used, consequently the truth degree of each rules is calculated
as multiplication between antecedent membership factors. In the sys-
tem of equation A.3, the truth degrees of each rule are calculated.In this
equation, Rule n is the truth degree of the rule n.
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
Rule1 = Car_age[New] ∗Motor_power[High] = 0.5 ∗ 0.7 = 0.35
Rule2 = Car_age[New] ∗Motor_power[Low] = 0.5 ∗ 0.3 = 0.15
Rule3 = Car_age[Old] ∗Motor_power[High] = 0.5 ∗ 0.7 = 0.35
Rule4 = Car_age[Old] ∗Motor_power[Low] = 0.5 ∗ 0.3 = 0.15
(A.3)
Example: identification of rule output
At this stage, it is necessary to define the output, that in this case corre-
sponds to the price of the car. For sake of simplicity, the price is defined
in the system of equation A.4 as a Mamdani singleton (Sivanandam,
Sumathi, and Deepa, (2006), pag. 120).
Price[Low] = 5.000 e
Price[Medium] = 12.000 e
Price[High] = 20.000 e
(A.4)
Example: defuzzification
The defuzzification is performed with the equation 2.13, that for the
specific case becomes:
Price =
Price[High] ∗Rule1 + Price[Medium] ∗Rule2
Rule1 +Rule2 +Rule3 +Rule4
+
Price[medium] ∗Rule3 + Price[low] ∗Rule4
Rule1 +Rule2 +Rule3 +Rule4
=
= 13.750 e
For this example, the final result is 13750 e, that it is the price of a 5-
years-old car of high engine power . Table A.1 reports other possible
combinations between inputs and output calculated with this model.
According to the common sense and the fuzzy set-up, older the car
lower the price and, higher the power higher the price. Table A.1 shows
how fuzzy logic is efficient in reproduce the human-reasoning.
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TABLE A.1: Example of other inputs-output combination
Car age [year] Motor power[hp] Fuzzy_Price [e]
1 226 20000
1 77 12000
2 152 16160
3 128 14240
4 196 17690
4 123 12032
5 153 12475
7 209 12000
7 81 5000
8 227 12000
9 221 12000
9 143 8010
10 247 12000
10 224 12000
10 67 5000
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Appendix B
Economic Calculation
B.1 Theoretical framework
The set of equations B.1 illustrates the mathematical procedure with the
following nomenclature:
• ηt is the value of efficiency trend calculated with the rolling me-
dian (cf. section 5.3.4) ;
• ηid is the ideal value of efficiency;
• Et is the value of energy consumption calculated with ηt;
• Eid is the ideal value of energy consumption;
• pes is the potential energy saving;
• Cen is the cost of energy [e/kWh];
• pcs is the potential cost saving calculated for each day;
• pcs is the average value of pcs for the period under study; in our
case we calculate the average for the previous 180 days;
• Nday−3years is the number of days in 3 years;
• mpeb is the maximum potential economic benefit resulting from
maintenance over a period of 3 years. This value corresponds to
the maximum investment that the plant manager should accept
for extraordinary maintenance.
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
ηid = 0.32
Et =
mgh
ηt
[J ]
Eid =
mgh
ηid
[J ]
pes = (Et − Eid) ∗ 2.78 ∗ 10−7[kWh]
pcs = pes ∗ Cen[Euro]
mpeb = pcs ∗ Nday−3years[Euro]
(B.1)
B.2 Numerical example
Let’s assume that for a given day, the pump system lift 1000 kg of water
for 10 meters.
Let be:
• ηt = 0.25
• ηid = 0.32
• m = 1000 kg
• g = 9.8m/s2
Consequently, the value of energy consumption without the effects
of short-term phenomena is Et = 392000 J against an ideal value Eid =
306250 J.
The potential energy saving is equal to the difference between the
energy consumption and the ideal energy consumption.
pes = (Et − Eid) ∗ 2.78 ∗ 10−7[kWh] = 217.379 kWh (B.2)
Now, it is necessary to transform the potential energy saving in po-
tential cost saving. Given a cost of energy Cen = 0.12 e/kWh,
pcs = pes ∗ Cen[Euro] = 26.085e (B.3)
If the average cost saving in 1 day is equal to 26.085 e, in 3 years
the potential economic saving corresponds to 28563.6 e, equal to max-
imum potential economic benefit and the maximum investment with
the desired pay-back time.
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