ABSTRACT For a long time, previous studies focused on convolutional neural network depth and width to improve accuracy in image super-resolution tasks. Although overall performance has grown as going deeper and going wider over time, until recently, these two elements start to show saturating accuracy and we meet a marginal utility. To address this problem, model efficiency is improved successfully by introducing two effective strategies, multi-cardinality, and spatial attention, to image super-resolution from high-level vision tasks. We propose a novel and efficient architecture aggregated residual attention network (ARAN) and set a new state-of-the-art model efficiency. According to the multi-cardinality strategy, we use group convolutions in each basic module. Moreover, we apply spatial attention blocks as gate units to capture detailed information in input images, which can be the counterparts of their basic modules. Extra representation ability is demonstrated compared with both the same sized enhanced deep super-resolution network (EDSR) baseline model and currently the-state-of-the-art cascading residual network (CARN). The experiments suggest the effectiveness of these two missing strategies previously. Especially, in the aspect of model efficiency, ARAN exceeds almost all the medium sized models currently. Code and pre-trained models are publicly available on the github: https://github.com/Xingrun-Xing/ARAN.
I. INTRODUCTION
The recovery of a high-resolution (HR) image from its lowresolution (LR) counterpart is usually referred to as single image super-resolution (SISR), which has received substantial research attention increasingly in recent years. The SISR problem, as a low level vision task, can be widely used ranging from medical image processing [1] , remote sensor [2] to most kinds of video streaming or surveillance systems because it can be viewed as a basic preprocessing step for both the single image and video streams. As Figure 1 shown, given a LR image, SISR algorithms aim to generate a superresolution (SR) version image as similar with the real HR version as possible, in which case, the peak signal-to-noise ratio (PSNR) and structural similarity index (SSIM) are the most widely used performance measurements for SR reconstruction quality. In general, the relationship is uncertain
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between LR and HR images, but in practice, there exists an assumption that LR is considered as a bicubic (generally MatLab bicubic kernel) downsampled version of a HR image ignoring other degrading factors such as noise, blur and decimation. However, as a common view, image SR is an ill-posed inverse procedure since its multi-solution which lies in the work pattern, that low dimensional vectors are mapped to high dimension spaces, which exists infinite possibilities. Moreover, the absence of texture details will be especially pronounced for high upscaling factors. These features require SR algorithms to provide sufficient prior information and non-linear ability. Thus we will focus on deep learning based methods for their rich representation power.
Recently, feedforward convolutional neural network based methods provide outstanding results for SISR using very deep or wide architectures, even though to increase hundreds of layers to trade a slight improvement in PSNR and SSIM, thus a marginal utility arising for factors of depth and width. While most advances target on training very wide or deep FIGURE 1. The process of the single image super-resolution task for ×4 SR on '0805' from DIV2K dataset. SR results are from SRCNN [7] , SRGAN [11] and ARAN (ours) respectively.
feedforward models, we expose two new dimensions, 'cardinality' and 'attention' towards SISR, inspired by ResNeXt [3] and residual attention network [4] for image classification. As a common view, multi-cardinality is a very successful and popular strategy in the high level vision tasks, but previous studies [5] failed to utilize it in SISR tasks because of the primary SR technique and lack of quantitative comparison of computational cost. As far as we know, there has been no network architecture using multi-cardinality strategy to achieve state-of-the-art results in SISR tasks. On the other hand, except RCAN [6] which integrates a channel attention module after each simple residual block, attention mechanism has seldom been investigated in SISR tasks. To make a further step, in this paper, a novel spatial attention block is introduced, which tells basic module 'where' to concentrate on.
Since Dong et al. [7] firstly introduced a three-layer CNN into image SR, there is a dramatically growing in network depth, width and the overall performance in terms of PSNR accordingly over time. Traditionally, depth and width are key points to network performance. To train a deeper model, Kim et al. increased the depth to 20 using the skip connects and gradient clipping for a stable training in the VDSR [8] and recursive-supervision in the DRCN [9] . Significant improvements have been achieved as going deeper as larger receptive field with more contextual information will be taken in a higher level convolutional kernel. However, as He et al. [10] propose, deep networks are hard to train as the vanishinggradient arises, which is driven by significance of depth. In the ResNets, they introduced an effective skip connection technique which consists residual learning and helps the gradient and signal flow through the network. This residual learning method has been introduced to SR later. SRResNet [11] is a successful prior work in this way, which simply adopts several residual blocks the same as ResNets and constructs a deeper model. Furthermore, Lim et al. constructed a 64-layer and very wide network EDSR [12] based on the residual learning technique too. They removed batch normalization layers in the convolutional residual networks and expanded the model width with 256 filters in each layer to stabilize the training procedure, as a result of which, a timely performance exceeding has been achieved. In this work, Lim et al. also developed a deeper residual convolutional network MDSR [12] for multi-scale training. Similar performance has been reached because of the more than 160-layer depth and 64-filter width in the architecture. This indicate that crucial importance will be attached to the representational ability of CNNs in SR task. However, we argue that although extremely deep residual networks achieved higher PSNR, the price of training can be heavy. It is normal to train a more than 100-layer or wide model for more than 10 days even if on a top GPU such as V100. Moreover, the memory required and computational cost are both proportional to their model depth, as a result of which, it is common to train a very deep model using parallel computing on multiple GPUs. From this perspective, model efficiency should be improved on less than 100-layer models which are suitable for real-world scenarios.
In addition to depth and width, one key point has been missed in image SR is cardinality which is the path number in each residual block. As an inheritance of the splittransform-merge strategy, we introduce the factor cardinality to image SR tasks. In the aspect of high-level computer vision such as classification, ResNeXt [4] and Xception [13] are come up with in order to increase the cardinality. Because of convenience of expansion, we adopt modules similar to ResNeXt. In each module, high-dimensional input tensors are split into several low-dimensional embeddings. They perform a set of transformations respectively and their outputs are finally aggregated by summation. The whole network is constructed repeating basic aggregated residual transformation modules. As a result of multi-cardinality, predicting accuracy will increase with the same impact to increase model depth, but we still maintain the computation complexity compared to basic residual blocks. Further, fixed the number of parameters/FLOPs, multi-cardinality strategy will provide far more activated channels in each block compared to WDSR [14] which can be the most effective model currently compared to earlier dense connected models. In our experiments, performance of ARAN has partly surpassed the state-of-the-art wide activation models.
For another drawback, most image SR networks adopt VGG/ResNets' style to stack layers and treat feature maps equally, which hinders discrimination for different locational information. Although attention mechanism that brings more discriminative feature representation by selecting important locations and suppressing useless ones is widely used in high-level vision tasks, there are seldom utility for SR tasks except RCAN. However, there is just channel attention. Due to limited computing resources, attention allocates more calculations to focus interested locations and ignore abundant useless ones, thus improving the power of deep models. VOLUME 7, 2019 As CBAM [15] suggest, we add both channel and spatial attention modules after each split-transform-merge module sequentially in the beginning. However, experiments demonstrate channel attention blocks hinder free flow of information. As a hypothesis, we argue that a multi-cardinality module consists of bottleneck shaped paths, which form channel attention mechanism with each other. So in this multi-cardinality module, we integrate a spatial attention module to emphasize more detailed areas. Compared to earlier bottom-up top-down attention module in [5] , spatial attention consists of two pooling and one convolution operations and is able to generates attention-aware features along the spatial axe with just negligible computation overhead. In each attention module, output feature maps from aggregated residual block before will firstly blend across-spatial features by convolutional operations and generate a 2D spatial attention mask for original features to extract detailed areas. As a result of spatial attention strategy, aggregated residual attention blocks (ARAB) are able to capture more detailed information in an image.
In summary, our mainly three-fold contributions are as follows:
(1) For one missing point in image SR, we apply multicardinality (split-transform-merge) strategy in SISR tasks. Group convolutions are adopted for the implementation. With the same FLOPs complexity, increasing cardinality provides more non-linear ability for SR networks.
(2) For another missing point, we demonstrate that due to the split-transform-merge strategy, channel attention blocks harm SR performance. We firstly introduce spatial attention mechanism to image SR, which means to treat features discriminatively. Parameter efficiency and learning ability are improved accordingly.
(3) Finally we stack a lightweight network ARAN based on ARABs and obtain outstanding results towards PSNR and SSIM. Compared with previous medium size models for practice, it performs superior accuracy maintaining model complexity.
II. RELATED WORK A. DEEP CNNs AND GANs FOR SR
In recent years, there are two main streams of deep learning based methods, that one is the end-to-end CNN models and another is the generative adversarial network (GAN) [16] , [17] models for image SR. Generally, the super-resolution generative adversarial networks (SRGAN) [11] , [18] orient overall visual quality aiming at a higher perceptual score. However, GANs will generate relatively high-frequency information based on the relatively low-frequency information randomly and even achieve a lower PSNR compared with the original bicubic. Although the generated images can be photo-realistic, the predicted results with good visual perception may not be faithfully reconstructed and in more occasions where accuracy required, the end-to-end PSNR-oriented methods will be proper. In this way, the L1 or L2 distance between generated SR images and HR images in ground truth are the most commonly used loss functions and the optimization can lead to a minimization of mean square error (MSE) and also maximize the PSNR conveniently when using L2. However, Zhao et al. [19] argue that training with L1 loss function achieves higher PSNR and SSIM than L2, so we will apply L1 loss function in the following experiments.
As mentioned in the introduction, the prior work was developed in SRCNN [7] , which was to train a three-layer end-to-end mapping from a bicubic version to HR space, and achieved superior results against previous works [20] , [21] . For a superior accuracy, later proposed networks including VDSR [8] , SRResNet [11] , EDSR [12] , MDSR [12] and RCAN [6] , successively increased depth bringing benefits in powerful non-linear capability. Meanwhile, stacking building blocks in a chain way neglects to full use feature maps from bottom layers. To address this drawback, SR networks with various dense skip connections and concatenations (e.g., SRDensenet [22] , MemNet [23] and RDN [24] ) are proposed to utilize hierarchical features for reconstruction adequately. However, it is hard to train a wider and deeper DenseNet [25] because of the huge parameter complexity. Assuming L is the number of layers, L(L + 1) 2-times FLOPs are required compared with plaint networks. Instead of using various dense skip connections, wide activation networks [14] are proposed. It simply expands features before activation functions without parameter complexity overhead and the results are able to beat most complicated densely connected networks. Information flow will be impeded with more ReLU non-linear functions. In our work, aggregated residual blocks also increase feature width before ReLUs naturally using group convolution while maintaining FLOPs complexity and number of parameters.
After each convolutional layer, normalization layers promote network convergence and thus help to train models for most vision tasks. However, Lim et al. [12] demonstrate that batch normalization hinders the accuracy in SR tasks, so that, in EDSR they solve this problem by simply removing batch normalization layers. Instead to introduce dependence between mini-batch samples, weight normalization is utilized as a normalization function in WDSR and our ARAN.
B. GROUP CONVOLUTION AND MULTI-BRANCH CONVOLUTIONAL NETWORKS
Commonly, the group convolution is firstly introduced in AlexNet [26] . Because of the limitation of GPU memory, Krizhevsky et al. distributed the model over 2 GPUs with the help of this technique. Group convolutions firstly divide input features into several groups according to channels; then each group performs individual convolutions and finally concatenates outputs. More current studies such as MobileNet [27] and MobileNetV2 [28] propose depth-wise separable convolution to accelerate prediction, which is a special case of channel-wise grouped convolution when the group number equals to the channel number. In practice, group convolutions constitute the key point to improve accuracy in Xception and ResNeXt. In this work, we apply pytorch implementation for group convolution.
From GoogLeNet [29] to Xception, the family of Inceptions utilizes a split-transform-merge strategy in their basic modules. With different receptive scales and multipath, Inceptions provide much more representation power. To exploit split-transform-merge strategy in an extensible way, ResNeXt keep each path to share the same hyper-parameters, in which case, increasing cardinality is proved to be more effective than going wider or deeper. Although multi-branch networks are popular in high-level vision tasks (e.g., classification and detection), seldom works are launched in low-level vision tasks like image superresolution.
C. ATTENTION MECHANISM IN VISION
Just like human perception [30] , [31] , attention mechanism also plays a significant part for computer vision tasks. With generated attention masks, convolutional networks will select to focus on meaningful locations and thus improve parameter efficiency. The Residual Attention Network [5] can be the first attempt to integrate attention blocks in a classification network. In this work, a bottom-up top-down structure forms a soft mask branch to multiply and thus enhance or suppress features. More recently, SENet [32] developed channel-wise attention for classification accuracy by adding Squeeze-and-Excitation modules after each residual blocks. To explore relationship of both channel and spatial attention, Woo et al. [15] proposed a lightweight channel and spatial attention module for a plus-and-play utility towards preexisting architectures.
However, these above methods are for high-level vision tasks, as for image SR, Zhang et al. [6] captured highfrequency channel-wise features which is considered more useful for reconstruction in RCAN. Although channel attention obtains positive impact, it is inapplicable for multipath modules as split-transform-merge strategy forms channel attention itself. Channel attention blocks can be redundant and obstructive. In this work, we propose a spatial attention block for multi-cardinality modules, which is a different attention utility in image SR.
III. METHOD
To seek for parameter-efficient convolution, we introduce and develop two key elements, cardinality and spatial attention, missing from most CNN-based methods for low-level vision problems. We propose an integrated block ARAB, based on which, a novel structure ARAN is also proposed and outperforms almost all the medium sized state-of-the-art models with complexity preserved.
Notice that our module ARAB just has a spatial attention block. For the convenience of further exploration in experiment part, we also provide an optional channel attention module in Figure 3 (c). In fact, channel attention in multi-cardinality networks will harm SR performance.
A. NETWORK STRUCTURE
As is illustrated in Figure 2 schematically, we remove redundant components and design the overall structure in a concise style heavily referring WDSR [14] . In this way, the calculation will be mainly assigned to the residual body part in low-resolution space, which improves model efficiency. Overall, ARAN structure consists of four parts: shallow feature extraction convolutional layer (FELayer), aggregated residual attention blocks (ARANs), up-sampling net (UPNet) and global residual pathway net (GRPNet). We consider I LR and I SR as the input and output of ARAN. To start with, we just adopt a convolutional layer to generate extracted shallow features F 0 and adjust the channels from 3 to C,
where H ext donates a function of the convolutional layer and W×H is the size of input images. We can set a block number n VOLUME 7, 2019 to stack n ARABs in the residual body part, which executes main work of feature transformations. Consequently, the n th ARAB will receive and process (n − 1) th feature-maps and generate the n th one,
where H n donates n th ARAN function and F n donates n th generated feature-maps respectively. Detailed information of function H n will be given in the ARAB section. As Yu et al. [14] suggest, we just insert a single sub-pixel convolutional layer [33] to perform up-sampling operation directly with more flexibility. Supposing an up-sampling scale S, a convolutional layer firstly changes the feature shape from C×W×H to 3S 2 ×W ×H which size the following sub-pixel convolution takes as input and outputs 3 × SW × SH HR counterparts. Therefore, we can obtain feature-maps I SR in HR space:
where H up donates up-sampling function. Furthermore, for a stable training, we add a global residual pathway in an end-toend stage to reconstruct residual image instead of learning the mapping from LR space to SR space directly. In this pathway, LR image will be up-sampled from 3 × W × H I LR to 3 × SW × SH I SR through another UPNet function H up , while we can formulate the whole structure as:
Finally, we can measure predicting accuracy between predicted SR images and their real vision HR counterparts using L1 distance as mentioned in the related work section. Suggest that is the parameter set of ARAN, in which case, L1 loss function about can be minimized as equal (5) during training given a training set {I i LR , I i HR } N i=1 which consists N counters of LR and SR images. In our experiments, Adam optimization is adopted to find proper above.
B. AGGREGATED RESIDUAL ATTENTION BLOCK
The element proposal in this work is our aggregated residual attention block, which contains two parts, a basic transformation module and attention modules as presented in Figure 3 (a, b). Compared with standard residual blocks (e.g., EDSR, RCAN and WDSR blocks) in image SR tasks, although our basic module increases cardinality from 1 to 64 and layer number from 2 to 3, FLOPs complexity and number of parameters are in fact roughly equivalent. Analysis on cost efficiency will be shown later. After each basic module, a spatial attention module is utilized as a gate unit to control where to emphasize or suppress according to a learned spatial mask. In particular, it exists three benefits: (1) With a larger cardinality, parameter-efficiency increasing leads to accuracy improvement given fixed computational cost. (2) It introduces negligible overheads to insert lightweight attention modules [15] after the basic modules. (3) It's easy to design. We can design the basic modules with minimal extra effort by sharing the same high-parameters among the multiple paths. Now, in the aggregated transform part, we define h i as the i th transform function in the i th path. In the n th module, each individual path is in fact a bottleneck shaped architecture sharing the same shape as well. Then, we have the transform function:
where F represents output of the basic module and D is its cardinality. As is shown in (6), we have D bottleneck paths to process input features independently which achieves better non-linear ability. In each path, a 1 × 1 convolution firstly reduce the number of channels followed by a much thinner convolution to operate a group-wise feature extraction. But in practice (Figure 3 (b) ), we will replace all the 1 × 1 layers in every path by a single 1×1 convolution. Moreover, the later transformation convolutions in each path are also merged into a group convolution with D groups. This group convolution will first split the whole trunk into 64 groups according to channel dimension and then performs convolution operations individually and finally concatenates all the results. In Figure 3 (c), this is a basic EDSR residual module with the width of 64. So the cost of this block is 3 × 3 × 64 × 64 + 3 × 3 × 64 × 64 = 73728 parameters or proportional FLOPs. On the other hand, in Figure 3(a) , we set the cardinality 64 and the cost can be 64×(128×4+3×3×4×4+4×128) = 74752 parameters and FLOPs, just slightly overhead. From another perspective, recent researches suggest to use wider activation for image SR. In each module, basic EDSR shaped module there are just 64 channels with activation function (ReLU) while WDSR just increase the number less than 128 correspondingly because of the structure limitation. But in our ARAN, the activated channels are 512 for each block, eight times larger than EDSR, but maintaining the computation. This can be an explanation of good performance.
After the basic module, we stake a spatial attention module as the compositive gate unit as illustrate in Figure 3(a) and Figure 4 . These structures are fast and lightweight because of global max-pooling and average-pooling operations along channel axis and the features will be downsampled from 3D to 2D tensors. For the max-pooling, it will select features across channels according to the maximum, leading to a feature enhancement. For the average-pooling, it will calculate the average as downsampling results, which is more helpful to maintain original information. As is illustrated in Figure 4 , we aggregate cross channel information by both two pooling methods and combine their advantages through a concatenation operation. To finally generate a 2D feature descriptor M s , a convolution operation with a 7×7 kernel size and a sigmoid operation is used to reship the dimension. At the end of the spatial attention module, feature descriptor M s encodes where to emphasize or suppress and makes a channel wise multiplication with input feature to decide where to focus.
Given the output F from our basic module, we descript this spatial attention as a function:
where the F' refers to final output of spatial attention. And σ represents sigmoid function; W 7×7 represents a standard convolution. Finally, a local residual learn is used in the tail, and we present the n th module function as follow (you can unfold F according to equation (6) if necessary).
As is shown in Table 1 , ResNeXt is one of the main inspirations in our work. Both basic modules of the network apply split-transform-merge strategy but they demonstrate the effectiveness in high-level and low-level vision problems respectively. According to Lim et al. [12] , original ResNets lead to training instability in SR tasks, for example SRResNet [11] , because of the redundant activation between blocks and batch normalizations [12] - [14] . As a family number of ResNets, ResNeXt is not suitable to solve SR tasks directly. We have four main modifications: firstly, we replace the batch normalization layers into weight normalization layers as the former will reduce accuracy in SR tasks; secondly, all of our modules share the same input and output channels and feature size while ResNeXt needs to shrink features and expend channels; thirdly, we design a global skip connection for an end-to-end residual learning. Fourthly, in order to adapt upsampling, Sub-Pixel Convolutional operations [33] will transform features from LR to HR space ( Figure 2 ).
2) DIFFERENCE TO WDSR
This work and WDSR share the same head and tail frameworks, but completely different design concepts lie in the residual body. The main principle in aggregated residual modules are increasing cardinality while WDSR modules are aiming to keep a wider activation among channels. However, there is no possibility to increase the activated channels twice wider depending on the two-layer structure. On the other hand, considering we apply group convolution operations, a single module is much wider in fact and our three-layer structure also increase at least 4 times more activated channels. From this perspective, our proposed module is more effective.
3) DIFFERENCE TO RCAN
Our work and RCAN are the rare two models integrated with attention mechanism for image SR and we make a further step. Ignoring difference in the whole structure and basic module, there are two main difference between attention modules. First, RCAN considers channel attention like SENet [32] , but our experiments present channel attention is not suitable in multipath topologies in image SR. Instead, we add novel spatial attention blocks with negligible computational cost. In this pattern, a spatial attention block will learn a 2D spatial mask responding to not high-frequency channels but detailed areas, which is proved more efficient in ARAN. Second, as CBAM goes, we apply both average pooling and max pooling operations in our attention modules while RCAN only uses average pooling. And this modification can be proved more powerful in [15] .
IV. EXPERIMENTS AND DISCUSSIONS
In this section, we design series of experiments to investigate ARAN in three aspects respectively. First, we demonstrate the effectiveness of our baseline module by a comparison with EDSR and WDSR baselines in section B. Moreover, a study of attention modules will be shown in section C. Finally, in order to explore the overall performance, we will compare the results with the state-of-the-arts in section D.
A. SETTINGS 1) DATASETS AND EVALUATION METRICS
As most current researches, we use DIV2K training set for training which consists of 800 high-quality images for superresolution tasks. In the training stage, we adopt data augmentation by randomly rotating the images 90 • , 180 • or 270 • and flipping them horizontally. For preprocessing, we subtract the mean value of DIV2K [34] dataset in RBG image channels respectively. In the testing stage, we adopt four widely used benchmark datasets: Set5 [35] , Set14 [36] , B100 [37] and Urban100 [38] for performance testing. In our experiments, PSNR and SSIM are the metrics to measure SISR performance. RBG channels will be transformed to YCbCr space and we only evaluate PSNR and SSIM on the Y-channel. Table 2 presents a ×2 SR model and Figure 3 Notice that we will construct a baseline with 16 ARABs, because this is the same block number of EDSR and WDSR baseline models. And we will prove its outperformance in section B. and set new state-of-the-art results with complexity preserved in section D.
2) MODEL CONFIGURATIONS

3) TRAINING SETTINGS
Following the settings of EDSR, we set the same batch size 16, but our input patches are 24 × 24 instead of 48 × 48 in LR space, which requires one quarter smaller computation than almost all the currently frameworks and leads to a four-time speeding up in each step during training in practice. However, because of parameter-efficiency, we achieve outperformance compared to all the models of similar size in section D. During the optimization, we use Adam [39] algorithm with parameters: β 1 = 0.9, β 2 = 0.999, ε = 10 −8 . Including ARAN, EDSR and WDSR, all the models are trained on the same condition. We first set the learning rate 10 −3 and it will be half after every 10 5 iterations until total 4 × 10 5 steps. In our experiments, ARAN framework is implemented with pytorch and all the models are trained on a single Tesla K80 GPU. More detailed information is available in our pytorch code on the github.
B. COMPARISON WITH EDSR AND WDSR BASELINES
With complexity preserved, we first conduct comparisons among the same size ARAN, EDSR and WDSR models. We refer EDSR and WDSR as baselines for three reasons. Firstly, EDSR, WDSR and our ARAN share a similar overall framework, which consists of a shallow feature extraction convolutional layer in the head, a residual body in charge of the main feature transform, an up-sampling net at the tail and a long global skip connection. However, secondly, these three networks represent absolutely different strategies: EDSR represents stacking standard residual blocks simply in a VGG/ResNet style; except removing redundant components and adding weight normalizations, WDSR applies a wide activation strategy with much more channel activated by ReLU functions, which provides extra non-linear ability; and our ARAN introduces multi-cardinality (split-transform- TABLE 5 . Ablation study about channel attention blocks, spatial attention blocks and group convolution. We mark different combinations as ARAN-C0-S0-G1, ARAN-C0-S1-G1, ARAN-C1-S0-G1, ARAN-C1-S1-G1 and ARAN-C0-S1-G0. the latest results are evaluated after 4e5 iterations on DIV2K dataset in X2 scale, while the best results are the best evaluation scores. merge) strategy from high level vision networks successfully. Lastly, EDSR and WDSR are the championships for image super-resolution in 2017 and 2018 respectively, which can represent state-of-the-art model techniques currently. Table 3 presents comparisons of a single module in residual bodies, including computation cost measured by FLOPs/parameters, activated width measured by the number of activated channels and the normalization function following each convolution operation. In the EDSR, we set 64 filters in each layer and 16 blocks totally, which is the same as its original settings. According to EDSR, WDSR will increase its features from 32 to 96 in the beginning and reduce them to 32 later in each module. To maintain computational complexity, we set ARAN's cardinality 64 and bottleneck width 4 as in Figure 3(a) . Also, the FLOPs/parameters are basically identical in Table 3 . According to [14] , the more channels activated by ReLUs, the more non-linear ability there is. As Table 3 shows, our ARAN modules (ARABs) provide far more activated channels than WDSR (512 vs. 128) because of increasing cardinality and its three-layer structure. Although increasing width of activation is not our initial purpose, one of the benefits of multi-cardinality structures is to generate wide activation by the way. Moreover, we use weight normalization like WDSR for better convergence.
Next, we evaluate the whole networks among ARAN, EDSR and WDSR. Because of the comparable basic modules and similar overall frameworks, the numbers of parameters and mult-adds are also almost the same, while ARAN and WDSR show a more concise style as listed in Table 4 . Comparing with EDSR, our ARAN uses 143K smaller parameters and achieves 0.586dB higher PSNR on Set5 dataset. And in the case of WDSR, we observe similar tendency. Although our basic ARAN has 3.13% more parameters, the number still remain comparable. We argue that this is because of the wider head and tail parts, but if we expand a deeper model in practice, computational cost will concentrate more on residual body part and the difference will reduce smaller. As shown in table 4, ARAN still puts up a modest surpass, which indicates multi-cardinality strategy with spatial attention also behaves outstanding representation ability compared with the most advanced and well-designed model in image SR, which would require much more computation to achieve before WDSR and ARAN. So, spatial attention gate units and basic ARAN modules bring out best in each other.
C. STUDY OF ATTENTION AND GROUP CONVOLUTION
We firstly conduct an ablation study to investigate the impact of both channel and spatial attention blocks on condition of using multipath modules (group convolution). We apply the template provided in Figure 3 (a) and the channel attention block is cited from Woo et al. [15] , which is also shown in Figure 3 (c). In Table 5 , different combinations of channel and spatial attention modules are added in order to observe effect of each single component. According to Table 5 , there FIGURE 5. Training loss and validation PSNR comparisons on DIV2K datasets for 4e5 iterations. The first line is ARAN-C0-S1 training loss and validation PSNR for ×2, ×3, ×4 scale and the second line is the different combinations of attention blocks corresponding to Table 5. exist two main observations. On the one hand, whether channel attention blocks exist or not, prediction accuracy benefits from spatial attention blocks (see comparisons between ARAN-C0-S0-G1 and ARAN-C0-S1-G1 or ARAN-C1-S0-G1 and ARAN-C1-S1-G1). In this case, spatial attention blocks provide around 0.05dB performance improvement, while this block is so lightweight that its overheads are trivial. Although training loss in Figure 5 is very similar, ARANs with attention blocks will achieve a higher PSNR ( Figure 5 and Table 5 ). With the help of spatial attention, models are able to focus on where meaningful features are, especially to capture detailed area in the whole image.
On the other hand, unexpectedly, channel attention blocks harms predicting accuracy, which obtains a contrary result to RCAN [6] . We argue that split-transform-merge strategy implemented by group convolution whose outputs are concatenated from several bottleneck structures according to the channel axe. As convolution operations lead to attention mechanism themselves, group convolution outputs influent each other according to its channel axe. So it will be redundant to add channel attention blocks, and moreover, they hinder information propagation. Therefore, different from Figure 3 , we modify the final modules without channel attention blocks, which leads to better performance. In detail, after our basic module, output features are already enhanced or suppressed in channel-wise, and the later spatial attention block as a gate unit will generate a spatial mask by element-wise multiplies.
Moreover, we also conduct a contrast experiment on condition of with or without group convolutions, which implements multi-cardinality strategy in ARABs. To keep the similar computational cost and shape, we set 78 channels in each block, which means the FLOPs/Parameters in each block is 78×78×9+128×78×2 = 74724 ≈ 74752 (basic ARAN). Also, spatial attention is attached. Results illustrate that in general (see ''latest'' in Table 5 ), Group convolutions will improve parameter efficiency just like ResNeXts, although not exclude there exit random moments that standard convolutions achieve a similar but still lower score (see ''best'' in Table 5 ). In summary, multi-cardinality is able to help SR performance. Table 6 shows comparisons with 8 representative or stateof-the-art models including SRCNN [7] , FSRCNN [40] , VDSR [8] , LapSRN [41] , SelNet [42] , SRDenseNet [22] , MemNet [23] , CARN [43] . As our ARAN is constructed with 16 residual modules, we select models in a medium size, which would show state-of-the-art parameter efficiency. Note that we do not compare our results with expanded EDSR or RCAN models considering the extremely depth and width. In which case, expanded EDSR requires 16 times more computation in each block and has 32 blocks in total, while RCAN is constructed by 200 the same sized residual modules. For a trade-off between efficiency and accuracy, we construct a lightweight architecture with just 1.2M parameters instead of extremely heavy models. Especially, ARAN has similar parameters to CARN which is demonstrated as the most advanced lightweight architecture currently. With part of the results citied from [6] , [43] on the same experiment conditions, we release quantitative results using ×2, ×3 and ×4 up sampling factors in Table 6 . Moreover, we have also shown some visual comparisons in Figure 6 and Figure 7 .
D. COMPARISON WITH STATE-OF-THE-ART RESULTS
When comparing with previous methods, ARAN exceeds almost all these above medium sized models. Moreover, we notice that although CARN has partly advantages in the table 6, we argue ARAN outperforms CARN for three reasons. Firstly, ARAN exceed CARN in most results on different conditions. Secondly, instead of 64 × 64 input patches for CARN, ARAN takes 24 × 24 patches as inputs, which means 7 times smaller throughout in each iteration for a single patch; moreover, CARN's batch size is 64 in each step, that 2 GPUs are used in training, but ARAN's batch size is 16 and it fits in a single GPU currently. And thirdly, ARAN has less parameters FIGURE 7. PSNR and SSIM comparisons on samples from DIV2K and Urban100 datasets for ×4 SR.
than CARN (1.2M vs. 1.6M) while the latter can be the most efficient in image SR previously. Furthermore, different from multiple complexed dense connections (e.g. CARN, SRDenseNet, MemNet), ARAN utilizes aggregated residual transformation modules in ResNet/VGG style. It brings far more extension potential and convenience in design. In this way, according to hardware conditions, it is convenient to stack much more blocks to presume higher accuracy just like expanded EDSR and MDSR. In summary, these observations indicate the effectiveness to introduce multi-cardinality and spatial attention strategies to SR field.
V. CONCLUSION
We propose a novel image super-resolution architecture aggregated residual attention network in this work and achieve the-state-of-the-art parameter efficiency compared with previous methods. Our main idea is to introduce the popular multi-cardinality and spatial attention strategies from high-level vision tasks to the low-level vision task, image super-resolution. Rich representation power come from two aspects. For one thing, we apply multi-cardinality basic modules, in which way, features will split, transform and merge through group convolutions, which obtains more non-linear ability. As a benefit from group convolution with attention, much wider activation with exceeding performance can be provided compared with EDSR and WDSR baselines in the experiments while maintaining computational complexity and parameters. For another, we propose spatial attention blocks after each basic module as gate control units. The incompatibility between channel attention and multipath bottleneck structure is also investigated for SR tasks, whereas the adaptation of spatial attention makes extra improvements. Extensive experiments demonstrate the state-of-theart parameter efficiency for the SR task compared with the most efficient model CARN currently. By now, apart from two main streams, dense connection and wide activation, to improve model efficiency in SR, two other strategies, multicardinality and spatial attention, are introduced to form a more complete system for image super-resolution. 
