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Abstract
If {ei }g+1i=1 are non-intersecting closed arcs on the unit circle T then their union E is called rational if all
harmonic measures νE (e j ) at∞ are rational. It is known that the essential support suppess(σ ) of a periodic
measure σ (i.e. the Verblunsky parameters of σ are periodic) is rational and any rational E is a rotation of
suppess(σ ) for a periodic σ . Elementary proofs of these facts are given. The Schur function f of a periodic
σ satisfies z A∗ f 2 + (B − zB∗) f − A = 0, where the pair (A, B) of polynomials in z is called a Wall pair
for σ . Then suppess(σ ) = {t ∈ T : |b+(t)|2 6 4ω}, b+ = B + zB∗, ω = C(E)2 deg(b+), C(E) being
the logarithmic capacity of E . For any monic b with roots on T, b∗ = b, and ω satisfying 0 < 4ω 6 m2b,
where mb is the smallest local maximum of |b| on T, there is a Wall pair (A, B) such that b = B + zB∗
and suppess(σ ) = {t ∈ T : |b(t)|2 6 4ω} for any periodic σ corresponding to (A, B). The solutions
to the equation b = B + zB∗ in B related to Wall pairs are described. As a consequence we obtain the
inverse Bernstein inequality for a separable polynomial b with roots on T: infT |b′| > 0.5 · mb · deg(b).
The inequality is precise. A complete description of essential supports of periodic measures is also given
in terms of the phases of Akhiezer’s multi-valued analytic function as well as separable monic polynomials
related to it with roots on T.
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1. Introduction
1.1. Motivation
In [6,7] we used an analogy between regular and Wall continued fractions to extend the
Euler–Lagrange theory of real quadratic irrationalities to Schur’s algorithm. The central fact
of the Euler–Lagrange theory is Lagrange’s theorem saying that the regular continued fraction of
every real quadratic irrationality is periodic. Things are more complicated with Schur’s algorithm
since very few quadratic irrationalities generate periodic Schur’s parameters. In the case of
Schur’s algorithm the continuum R of real numbers is replaced with the continuum P(T) of
Borel probability measures σ on the unit circle T. The topology of P(T) is the restriction of the
standard ∗-weak topology of the space M(T) of all finite Borel measures on T. In turn P(T)
endowed with this topology is homeomorphic by the Herglotz formula
Fσ (z) =
∫
T
ζ + z
ζ − z dσ(ζ ) =
1+ z f σ
1− z f σ (1)
to the continuum B of contractive analytic mappings f = f σ of the unit disc D = {z : |z| < 1}
into itself. The topology of B is the restriction of the ∗-weak topology of the Hardy algebra H∞
in D to its unit ball B.
By Lebesgue’s decomposition theorem any σ ∈ P(T) splits into a sum
dσ = dσa + dσs + dσd
of mutually singular measures. Here dσa = σ ′dm is the absolutely continuous part of σ with
respect to the normalized Lebesgue measure dm = dθ/2pi on T, dσs is the continuous singular
part of dσ , and dσd is the discrete part of dσ . A Borel subset A of T is said to support σ
essentially (equivalently σ is essentially supported by A) if
σ(A) =
∫
A
dσ =
∫
T
dσa .
Iterative applications of Schwarz’s lemma to f = f0 ∈ B result in a sequence { fn}n>0 of
functions in B and a sequence {an}n>0 of complex numbers in D related by the formulas, which
are called Schur’s algorithm:
f0 = z f1(z)+ a01+ a¯0z f1(z) ; . . . ; fn =
z fn+1(z)+ an
1+ a¯nz fn+1(z) ; . . . . (2)
Here S( f ) = {an}n>0 is the sequence of the Schur parameters of f . Schur’s algorithm runs up
to infinity if |an| < 1 for all n. If |an| = 1 then it terminates at step n, since by the maximum
principle fn ≡ an . The latter takes place if and only if f is a rational function in B with n zeros
in D satisfying | f | = 1 on T. Such functions are called finite Blaschke products. Any Blaschke
product f satisfies a linear equation
p(z) f (z)+ q(z) ≡ 0
with polynomial coefficients p(z) and q(z). Following [6] we call σ ∈ P(T) (equivalently
f = f σ ) a quadratic irrationality if f σ is a quadratic irrationality over the commutative ring
C[z] of polynomials in z, i.e. if X = f σ is a solution to an irreducible quadratic equation
a(z) f 2(z)+ b(z) f (z)+ c(z) ≡ 0 (3)
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with polynomial coefficients a(z), b(z), c(z). Recall that Eq. (3) is irreducible if and only if it
does not have rational solutions. Since a quadratic irrationality cannot satisfy a linear equation,
the sequence S( f ) = {an}n>0 of the Schur parameters of a quadratic irrationality f is always
infinite.
A quadratic irrationality f is called exposed if both sets
U( f ) = {ζ ∈ T : | f (ζ )| = 1} and E( f ) = {ζ ∈ T : | f (ζ )| < 1}
have positive Lebesgue measure on T. If σ is a quadratic irrationality then f σ is continuous in
the closed unit disc, implying that E( f ) is an open subset and U( f ) a closed subset of T.
A measure σ ∈ P(T) (the Schur function f = f σ ) is called periodic if the parameters
{an}n>0 of f = f σ make a periodic sequence. It is called pure periodic if {an}n>0 is pure
periodic. Periodic measures make an important subclass of exposed quadratic irrationalities. The
periodic measure m corresponding to zero parameters is not a quadratic irrationality, since its
Schur function f ≡ 0 cannot be a root of an irreducible quadratic equation (3).
If p is a polynomial of degree n then the adjoint polynomial p∗ is defined by
p∗(z) = zn p
(
1
z¯
)
.
The coefficients of p∗ are the complex conjugates to the coefficients of p taken in the reversed
order. The Schur function f = f σ of any non-zero pure periodic σ ∈ P(T) with period d + 1 is
uniquely determined by a Wall pair (A, B) of relatively prime polynomials A and B:
f = A + zB
∗ f
B + z A∗ f ⇐⇒ z A
∗ f 2 + (B − zB∗) f − A = 0. (4)
Notice that it may happen that three polynomials A∗, B − zB∗, A have common roots; see [8,
Ex. 8.27]. Necessary and sufficient conditions for this are given in Lemma 5.5. To find (A, B)
for a pure periodic f one can first develop f into the Wall continued fraction
f (z) = a0 + (1− |a0|
2)z
a0z +
1
a1 +
(1− |a1|2)z
a1z +···
(5)
and then evaluate its convergent A/B of order 2d. Every non-zero periodic measure is an exposed
quadratic irrationality; see (4) and [7, Theorem 4.1]. The degree d = deg(A) of A is called the
degree deg(A, B) of the Wall pair. A pair (A, B) of polynomials is a Wall pair of degree d if and
only if B(0) = 1, B has no zeros λ with |λ| 6 1, deg(A) = d , and
|B|2 − |A|2 = ω > 0, on T; (6)
see [7, Theorem 2.1]. It follows that for t ∈ T
|B(t)|2 = ω if and only if A(t) = 0. (7)
By (1) and Fatou’s theorem
σa = σ ′dm = 1− | f
σ |2
|1− z f σ |2 dm.
Since the algebraic equation z f σ = 1 has only a finite number of roots, (1) implies that σs ≡ 0
whereas σd is located at the roots of z f σ = 1. In turn these roots are placed on U( f ) = T\E( f ).
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Hence σ = σa + σd and E( f ) essentially supports σ . For exposed quadratic irrationalities, E( f )
is the union of a finite number of open non-intersecting arcs some of which theoretically may
have common ends. And in fact this happens.
Lemma 1.1. Let σ be any exposed quadratic irrationality and t ∈ E( f σ ). Then µ = 12σ + 12δt
is an exposed quadratic irrationality and E( f µ) = E( f σ ) \ {t}.
Proof. Since µ and σ have a common open essential support E( f σ ) \ {t}, | f µ(ζ )| < 1 if
ζ ∈ E( f σ ) \ {t}. Since µ at t has a positive point mass, | f µ(t)| = 1. Finally, µ is an exposed
quadratic irrationality, since f µ is a linear fractional transformation of f σ with polynomial
coefficients. 
A simple formula
1− | fn|2 = (1− |an|
2)(1− | fn+1|2)
|1+ a¯nz fn+1|2
valid on T shows that both U( f ) = T \ E( f ) and E( f ) are invariant under Schur’s algorithm.
Since for a periodic f the Schur function fn is pure periodic for some n, it follows that if
E( f ) supports a periodic irrationality essentially, then E( f ) = E( fn) supports essentially a pure
periodic irrationality fn . As to the discrete spectrum, i.e. the support of σd , it may change under
Schur’s algorithm. In 5.5 we prove the following theorem.
Theorem 1.2. For every periodic measure σ ∈ P(T) the closure E of E( f ) is the closed
essential support of σ .
Thus, unlike general quadratic irrationalities, periodic irrationalities have closed essential
supports. For a periodic σ we denote by suppess(σ ) the compact essential support of σ .
Definition 1.1. A compact E ⊂ T is said to be quadratic if there is an open dense subset O of
E which supports essentially an exposed quadratic measure. A compact E is called essentially
periodic if there is an open dense set O of E which supports essentially a periodic measure.
By Theorem 1.2 essentially periodic compacts are precisely essential supports of periodic
measures. Since no open dense subset of T can support essentially an exposed quadratic measure,
the circle itself is not a quadratic compact. By Corollary 3.5 a compact E ⊂ T, E 6= T, is
quadratic if and only if it is a non-empty union
E = g+1∪
j=1 e j (8)
of non-intersecting closed arcs e j on T with non-empty interiors. Let Int(E) be the interior of
E in the topological space T. By (4) any essentially periodic compact is quadratic.
The main purpose of the present paper is to describe essentially periodic compacts or in
another words the essential supports of periodic measures. Any such compact is uniquely
represented in the form (8). The logarithmic potential theory assigns the harmonic measure
νE (e j ) to each e j ; see Section 2.
Definition 1.2. A compact E = ∪g+1j=1 e j is called rational if all νE (e j ) are rational numbers. If
E is rational then the smallest integer P(E) > 0 such that all P(E)νE (e j ) are integers is called
the period of E . A compact E is called aliquot if νE (e j ) = (g+1)−1 for every j , or equivalently
P(E) = g + 1.
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It is known (see [11, Ch 11]) that any essentially periodic compact is rational. It is also
known that any rational compact can be rotated to become periodic. Among other results we give
elementary proofs of these important facts. Our proofs are based on Akhiezer’s theory [3,13] on
the one hand and on the theory of Wall pairs [7] on the other. The advantage of our approach is
that this combination of ideas results in simple and beautiful formulas. Another advantage is that
it allows us to control the positions of essentially periodic compacts on T either by Akhiezer’s
multi-valued function ΦE constructed by E or by a closely related monic polynomial bE with
roots on T.
Definition 1.3. A λ ∈ T is called unitary rational if λn = 1 for some n ∈ Z. The smallest n
satisfying λn = 1 is called the order ord(λ) of λ.
The set UQ of all unitary rational numbers is a multiplicative subgroup of T isomorphic to
Q/Z via the homomorphism r → exp 2pi ir . If f ∈ B is a pure periodic Schur function essentially
supported by E , then fζ (z) = f (ζ z) is essentially supported by ζ¯ E . Easy analysis of (2) shows
that
S( fζ ) = {ζ nan}n>0. (9)
If the period of f is d + 1 and λ ∈ UQ, then the period of fλ is the least common multiplier
LCM(d + 1, ord(λ)) of (d + 1) and ord(λ).
1.2. Main results
Following [3,13,14], together with the Green’s function gE for the domain Cˆ \ E we consider
the multi-valued function
ΦE (z) = Φ(z) = exp{gE (z)+ ig˜E (z)}, (10)
where g˜E is a harmonically conjugate function to gE . To fix the choice of branches of ΦE (z)
we assume that there is a branch of g˜E (z) which vanishes at z = 0, or equivalently that there
is a branch of ΦE (z) which is positive at z = 0. In what follows we often drop the index E in
ΦE (z) = Φ(z) and keep it only if such a practice may lead to confusion. If E is rational, then
ΦP (z), where P = P(E), is single-valued in Cˆ \ E ; both functions
%1(z) = ΦP (z), %2 = Φ(1/z¯)−P , (11)
are analytic in C \ E and satisfy the identity
%1%2 = λE z P , |λE | = 1. (12)
By (11)
0 <
%2
%1
(t) = |Φ(t)|−2P < 1, t ∈ T \ E, (13)
|%2(t)| = |%1(t)| = 1, t ∈ E . (14)
Since %2/%1 is continuous on T, (13) and (14) imply that
%1(t) = %2(t), t ∈ E \ Int(E). (15)
For any function h harmonic in C \ E we denote by h± its radial boundary values on E :
h+(t) = lim
r→1−
h(r t), h−(t) = lim
r→1+
h(r t), t ∈ E . (16)
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Then
%+2
%+1
(t) = %
−
1
%−2
(t) = %
−
2
%−1
(t), t ∈ Int(E). (17)
Hence for every positive integer n the roots of the equations(
%+2
%+1
)n
= −1, and
(
%−2
%−1
)n
= −1, (18)
coincide and are placed in Int(E). If ζ ∈ T, then ζ¯ E is the rotation of E . Since gζ¯ E (z) = gE (ζ z),
(12) implies
λζ¯ E = λEζ P . (19)
Theorem 1.3. A compact E = ∪g+1j=1 e j is essentially periodic if and only if it is rational and
λE ∈ UQ.
The theory of Wall pairs naturally leads to an equivalent description of essentially periodic
compacts E . For any polynomial b with roots on T we denote by mb the minimal of the local
maxima of |b| on T. If {s j }nj=1, s j ∈ T, are the roots of a monic b, then
b∗(z) = (−1)n
n∏
j=1
s¯ j · b(z) = sign(b) · b(z). (20)
The sign of b is a complex number in T. Recall that a polynomial is called separable if it has no
multiple roots.
Theorem 1.4. A compact E is essentially periodic if and only if there is a separable monic
polynomial b with all roots on T such that sign(b) ∈ UQ and E = {t ∈ T : |b(t)|2 − 4ω 6 0}
for some ω, 0 < 4ω 6 m2b.
The relationship between these two different descriptions of essentially periodic compacts is
given by the formula
bE (z) = %1(z)+ %2(z)
%1(0)
. (21)
The function bE (z) is a separable polynomial of degree P(E) with roots on Int(E), satisfying
sign(bE ) = λ¯E , E = {t ∈ T : |b(t)|2 − 4ω 6 0}, ω = C(E)2P(E);
see Theorem 4.1. Here the capacity C(E) is defined by (38). By Theorem 4.1, (12) and Vie´te’s
formulas, important functions %1 and %2 are the roots of the quadratic equation
√
ωX2 − bE X +√ωλE z P(E) = 0. (22)
A closely related result is the inverse Bernstein inequality.
Theorem 1.5. If b is a polynomial with roots on T, then
inf
z∈T
|b′(z)| > deg(b)mb
2
. (23)
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There are two useful formulas for the equilibrium measure νE . The first is valid for any
E = ∪ g+1j=1 e j , e j = [t−j , t+j ]:
dνE = rE√DE 1E
dθ
2pi
.
Here 1E is the indicator of the set E and
rE (z) = −(z − τ1) . . . (z − τg+1),
DE (z) =
g+1∏
j=1
(z − t−j )(z − t+j ),
(24)
where τ1, . . . τg+1 are the zeros of the harmonic conjugate function ν˜E :
ν˜E (eiθ ) =
∫
E
cot
θ − t
2
dνE (eit )
in g + 1 complementary arcs of E . The second formula holds for periodic compacts and their
rotations:
dνE (eiθ ) =
∣∣∣ d|b|dθ ∣∣∣√
4ω − |b|2
dθ
pi(d + 1) , e
iθ ∈ E . (25)
For Φ and λE we have the following formulas:
Φ(z) = C(E)−1 exp
∫ z
0
{
1
2ζ
− rE (ζ )
2ζ
√DE (ζ )
}
dζ, |z| 6 1, (26)
λE = a¯d+1 exp
{
−i(d + 1)Im
∫ a
0
(
rE (ζ )
ζ
√DE (ζ ) −
1
ζ
)
dζ
}
, a ∈ T \ E . (27)
Formula (26) follows from (52) and (60). Formula (27) follows from (29) and (68). If Φ1 is the
branch of Φ in D such that Φ1(0) > 0, then
Φ1 (ζ )
Φ1(ζ )
= λk ζ¯ , ζ ∈ lk, (28)
on each complementary open arc lk for E ; see (67).
Definition 1.4. The numbers λ1, λ2, . . . , λg+1 are called the phases of Φ.
By Lemma 3.7
λk+1
λk
= e2pi iνE (ek ).
By (11), (12) and (28)
λE = λ¯Pk . (29)
Since rotations do not affect harmonic measures νE (ek), the formula (19) shows that λE indicates
a position of E on T with respect to the group UQ and is not related to the harmonic measures
νE (ek). There is a criterion of essential periodicity in terms of phases.
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Theorem 1.6. A compact subset E of T is essentially periodic if and only if all phases of ΦE
are unitary rational.
Proof. If E is essentially periodic then by Theorem 1.3 it is rational and λnE = 1 for some integer
n. By (29) λn Pk = 1 implying that all phases are unitary rational. If they are unitary rational then
by Lemma 3.7 E is a rational compact and λE ∈ UQ. 
Wall pairs provide a convenient parametrization for pure periodic measures essentially
supported by E . By Theorem 1.3 and (19) every essentially periodic compact on T is a rational
rotation of a rational compact with λE = 1.
Definition 1.5. A rational compact E is called balanced if λE = 1.
The idea of the term balanced is explained by (28). For balanced compacts all phases λk are
balanced in the sense that they are the roots of unity of order P(E). Rational rotations of E in
general violate the balance of E , i.e. the orders of some λk may increase. Since the parameters
of the rotated Schur functions are determined by (9), it is sufficient to describe pure periodic
measures (Schur functions) essentially supported by rational balanced compacts.
If E is balanced, then all harmonic measures νE (e j ) are rational and λE = 1. Moreover the
zero set S of bE and hence bE itself are defined by
%+2 (t)
%+1 (t)
= −1, t ∈ E .
Let P+(S) be the set of strictly positive probability distributions on S. Then every τ ∈ P+(S)
determines a polynomial B via the following formula:
Bτ = bE2
{
1+
∫
S
ζ + z
ζ − z dτ
}
. (30)
Since the integral in (30) has a positive real part in D and is pure imaginary on T, it is easy to
see that Bτ does not vanish in the closed unit disc. We consider a subset B(E) of all τ ∈ P+(S)
such that |Bτ |2 > C(E)2P(E) on E and therefore on T. It is proved that τ = eq , which is equally
distributed through S, i.e. eq(s) = 1/P(E) for every s ∈ S, belongs to B(E). It is also proved
that the Wall pairs (A, Bτ ), corresponding to the parameter ω = C(E)2P(E), correspond exactly
to the periodic measures essentially supported by E with period P(E).
Theorem 1.7. If σ is a periodic measure essentially supported by a balanced compact E then
the period of σ is P(E).
There is a simple criterion in terms of the coefficients of the quadratic equation (4) in order
that a compact E be aliquot and balanced.
Theorem 1.8. If f = f σ satisfies the quadratic equation (4), where the polynomials A and
B − zB∗ are mutually prime, then E = suppess(σ ) is aliquot and balanced. Conversely,
if E is aliquot and balanced then for every periodic measure σ with suppess(σ ) = E the
polynomials A and B − zB∗ in the quadratic equation (4) for f σ are mutually prime provided
deg(A, B)+ 1 = P(E).
This theorem follows by Lemma 5.5.
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Theorem 1.9. Let E be a rational compact and σ a periodic measure essentially supported by
E with the Schur functions f . Then E( f ) = Int(E).
Proof. Apply Corollary 5.6. 
Corollary 1.10. If σ1 and σ2 are two periodic measures with the Schur functions f1, f2
essentially supported by E, then E( f1) = E( f2).
By (24) both E and the closure cl(T\ E) of the open set T\ E in T determine one polynomial
DE .
Theorem 1.11. Pell’s equation
p2 − q2DE = 4λzn, λ ∈ C, (31)
has a solution in polynomials p and q, where p, deg(p) = n, is a separable polynomial with
roots on T if and only if one of the compacts E or cl(T \ E) is rational. The choice between E
and cl(T \ E) in this alternative is determined by the interior of that compact which contains the
zeros of p.
If E is rational, then by Theorem 4.1
b2E − t2EDE = 4ωλE z P(E), D = t2ED2E , ω = C(E)2P(E). (32)
Then (bE , tE ) is the minimal solution to Pell’s equation associated with the discriminant DE by
Theorem 1.11. It generates a series of another solutions (sn, tn) such that
s2n − t2n t2EDE = 4ωnλnE zn P(E). (33)
The degree of sn is n P(E) and
sign(sn) = λ¯nE . (34)
By (33)
E = {t ∈ T : |sn|2 − 4ωn 6 0}.
Thus we obtain the following extension of Theorem 1.4.
Theorem 1.12. A compact E is essentially periodic if and only if there is a separable monic
self-adjoint polynomial b with all roots on T such that
E = {t ∈ T : |b(t)|2 − 4$ 6 0} for some $, 0 < 4$ 6 m2b. (35)
The period of periodic measures essentially supported by E equals the minimal degree of a self-
adjoint b satisfying (35).
Hence if E is balanced then other solutions to Pell’s equation associated with E serve as the
minimal polynomials for rational rotations λE of E .
2. Logarithmic potential theory
The conditions for E ⊂ T to be essentially periodic are stated in terms of the harmonic
measures of the connected components of E . Therefore we begin with elements of potential
theory; see [10, Ch. 5, Sec. 5] for a very good brief introduction and [4,9] for a more advanced
presentation.
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2.1. Logarithmic potentials
The logarithmic kernel
log
e
|1− ζ | = 1+
∑
n 6=0
ζ n
2|n| > log
e
2
> 0,
is a positive function on T. Euler’s constant e = 2.71828 . . . not only makes the logarithmic
kernel positive but also provides a convenient normalization: log e = 1. If µ is a non-negative
Borel measure on T, then
Uµ(z) =
∫
T
log
e
|ζ − z| dµ(ζ ) (36)
is the logarithmic potential of µ. The logarithmic capacity cap(E) of a compact E ⊂ T
cap(E)
def= sup{µ(E) : supp(µ) ⊂ E,Uµ(ζ ) 6 1 for ζ ∈ E},
is related to the energy
I (µ)
def=
∫
T
Uµdµ = |µˆ(0)|2 +
∑
n 6=0
|µˆ(n)|2
2|n| > 0,
by the formula cap(E) = (inf I (µ))−1, where the infimum is taken over µ ∈ P(T) supported by
E : supp(µ) ⊂ E . By the duality
cap(E) = inf
{
|ϕˆ(0)|2 +
∑
n 6=0
2|n||ϕˆ(n)|2
}
,
where the infimum is taken over all smooth ϕ, ϕ > 1 on E . It follows that cap(T) = 1. If E ⊂ T
is a union of a finite number of closed arcs, then E is regular in the sense of potential theory.
Namely, for every regular E there exists a unique equilibrium measure νE ∈ P(T) such that U νE
is continuous on C and satisfies
U νE = cap(E)−1 on E, U νE < cap(E)−1 on C \ E . (37)
There is an alternative logarithmic capacity defined by
C(E) = exp
{
1− 1
cap(E)
}
. (38)
Since the function x 7−→ exp{1 − x−1} increases on [0, 1] from 0 to 1, both C(E) and cap(E)
vanish or equal 1 on the same sets. The constant cap(E)−1−1 occurs in many formulas. Therefore
the capacity C(E) is often more convenient than cap(E).
2.2. The Green’s function
The Green’s function for the domain C \ E (with the pole at∞) is defined by
gE (z) = cap(E)−1 −U νE (z). (39)
By (37) and (36) g is continuous in C and harmonic and positive in C \ E . It also satisfies the
following ‘boundary’ conditions:
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gE (z) =
0 for z ∈ E;log |z| + log 1
C(E)
+ o(1) as z→∞. (40)
By the boundary uniqueness theorem any harmonic function h in C \ E , continuous in C and
satisfying (40), equals gE .1
Examples. It follows that νT = dθ/2pi = m, U m(z) = 1 on T and U m(z) = 1 − log |z| for
|z| > 1. Hence gT = log |z|, the Schur function of νT is 0, C(T) = 1.
Another example is a single arc E = ∆α = {ζ ∈ T : α 6 arg ζ 6 2pi−α}, where 0 < α < pi ,
sin(α/2) = a. This example motivated the study of Wall pairs in [7]. Recall that ∆α supports a
1-periodic measure corresponding to the 1-periodic Schur function
fa(z) = z fa + a1+ a¯z fa
with constant Schur parameters. Then z→ 1+ a¯z fa(z) is a conformal mapping of Cˆ \∆α onto
the exterior of the disk of radius
√
1− a2 centered at the origin. It follows that
g∆α (z) = log |1+ a¯z fa(z)| − log
√
1− a2 = log |z| + log 1√
1− a2 + o(1).
Hence C(∆α) =
√
1− a2. The Schur function of ν∆α is − f 2a .
2.3. The equilibrium measure
If E = ∪ g+1j=1 e j is the union of non-intersecting closed arcs e j on T, then each e j has the
interior side e+j facing the origin (the southern pole of the Riemann sphere Cˆ under the stereo-
graphic projection) and the exterior side e−j facing∞ (the northern pole of Cˆ). Recall that for any
harmonic function f in C \ E we denote by f ± its radial boundary values on E ; see (16). Since
gE = 0 on E , by the symmetry gE extends through Int(E) to harmonic functions in the southern
and northern directions. It follows that both of these harmonic functions are infinitely differen-
tiable at any point of Int(E). Since gE ≡ 0 on Int(E) and gE > 0 inC\E , the normal derivative
∂gE/∂n− in the direction of∞ and ∂gE/∂n+ in the direction of 0 are non-negative at t ∈ Int(E):
0 6 ∂gE
∂n+
(t) = − lim
s→1−
∂gE
∂r
(st), 0 6 ∂gE
∂n−
(t) = lim
s→1+
∂gE
∂r
(st). (41)
By Green’s formula the density of the equilibrium measure is
dνE (eiθ ) = 12pi
(
∂gE
∂n−
+ ∂gE
∂n+
)
dθ, eiθ ∈ Int(E). (42)
Lemma 2.1. For every z ∈ C \ {0}
gE (z) = log |z| + gE (1/z¯) . (43)
Proof. If |z| > 1, then gE (1/z¯) is harmonic and bounded in |z| > 1. On the other hand it is
obviously equal to another bounded harmonic function gE (z)− log |z| everywhere on T. By the
1 One may even replace the second condition of (40) with h(z) = log |z| + O(1).
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maximum principle they coincide in |z| > 1. The harmonic function u(z) = gE (z)− gE (1/z¯) in
C \ {0} equals log |z| for |z| > 1. It changes sign after the substitution z → 1/z¯ as log |z| does.
Hence they coincide everywhere. 
Corollary 2.2. If E ⊂ T, then gE (0) = − log C(E).
Proof. Combine (43) with the second formula of (40). 
The Cauchy–Riemann equations for an analytic function f = u+ iv in polar coordinates look
as follows:
∂u
∂r
= 1
r
∂v
∂θ
,
∂v
∂r
= −1
r
∂u
∂θ
(44)
(see [2, (2.1.8), p. 34]), whereas for the derivative f ′ of f we have
f ′(z) = e−iθ
(
∂u
∂r
+ i∂v
∂r
)
(45)
(see [2, (2.1.10), p. 35]).
Lemma 2.3. If u is a continuous function in {z : |z| 6 1} which is positive and harmonic in D,
and u ≡ 0 on an open arc γ of T, then ∂u/∂n+ > 0 on γ .
Proof. By Schwarz’s reflection principle, u extends through γ to a harmonic function. Let ζ ∈ γ
and v be a harmonic conjugate to u. Then f = u + iv is analytic at ζ . If ∂u/∂n+(ζ ) = 0, then
∂u/∂r(ζ ) = 0 by (41). Since u ≡ 0 on γ , its tangential derivative is zero on γ which by (44) and
(45) implies that f ′(ζ ) = 0. Then f cannot have the positive real part in D about ζ as Taylor’s
formula shows
Re f (z) = Re
{
(z − ζ )k(ck + o(1))
}
, ck 6= 0, k > 2. 
It follows from (41) and (43) that
∂gE
∂n−
= 1+ ∂gE
∂n+
(46)
and therefore by (42) and Lemma 2.3
2pi
dνE
dθ
(ζ ) = 1+ 2 ∂gE
∂n+
(ζ ) > 1, ζ ∈ Int(E). (47)
3. The multi-valued function Φ
Formula (10) determines Φ about z = 0 uniquely up to a unimodular multiplier. We can avoid
this ambiguity by fixing a branch Φ1 of Φ about zero such that g˜E (0) = 0, or equivalently
Φ1(0) > 1. This branch extends to a holomorphic function in any simple connected sub-domain
ofC\E includingD. The standard analytic continuation ofΦ1 along the paths inC\E determines
other branches of Φ.
Since |Φ| = 1 on E , the function Φ1 extends by the symmetry through Int(E) to a single-
valued analytic function
Φ2(z) = Φ1 (1/z¯)−1 = exp {−gE (1/z¯)+ ig˜E (1/z¯)} ,
S. Khrushchev / Journal of Approximation Theory 159 (2009) 243–289 255
in |z| > 1. It is clear that Φ2 is analytic at z = ∞ and by (39)
Φ2(∞) = Φ1(0)−1 = C(E) > 0.
The functionΦ2 extends toC\E as a multi-valued analytic function with single-valued modulus.
By Lemma 2.1, |Φ1||Φ2| = |z| implying that in C \ E
(logΦ1)′ + (logΦ2)′ = 1z . (48)
3.1. The quadratic irrationality (logΦ)′
As above we assume that E = ∪ g+1j=1 e j is the union of non-intersecting closed arcs e j =
[t−j , t+j ] on T so t−j precedes t+j in the counterclockwise direction. On the one hand, since
logw = log |w| + i arg(w), we obtain by (39) that
logΦ(z) = log 1
C(E)
−
∫
E
log
1
ζ − z dνE (ζ )+ ic, c ∈ R,
implying again that Φ is analytic in C \ E with single-valued modulus. On the other hand, for
every positive and finite σ with a compact support,
d
dz
∫
log
1
ζ − z dσ(ζ ) =
∫
dσ(ζ )
ζ − z , z 6∈ supp(σ ).
Hence the logarithmic derivative (logΦ)′ = Φ′/Φ is single-valued in C \ E and
Φ′
Φ
(z) =
∫
E
dνE (ζ )
z − ζ =
c0
z
+ c1
z2
+ c2
z3
+ · · · , z→∞, (49)
where
ck =
∫
ζ kdνE , c0 = 1,
are the moments of the equilibrium measure νE . It follows from (49) that
2z
Φ′
Φ
(z)− 1 =
∫
E
z + ζ
z − ζ dνE (ζ ) = −
1+ z fE (z)
1− z fE (z) , (50)
where fE is the Schur function of νE . Hence
2z(logΦ)′ = 1− 1+ z fE (z)
1− z fE (z) = −
2z fE (z)
1− z fE (z) . (51)
It follows that
Φ1(z) = C(E)−1 exp
{
−
∫ z
0
fE (ζ )
1− ζ fE (ζ ) dζ
}
, |z| < 1. (52)
Another corollary of (51) is the following asymptotic formula as z→∞:
Φ′
Φ
(z) = 1
z
1
1− f¯E (1/z¯)z
= 1
z
{
1+ fE (0)
z
+ O
(
1
z2
)}
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showing that the logarithmic derivative of Φ is analytic at z = ∞. Hence
logΦ(z) = log z + log 1
C(E)
− fE (0)
z
+ O
(
1
z2
)
, z→∞.
The integral in (50) is pure imaginary on T \ E , z = eiθ 6∈ E :∫
E
eit + eiθ
eit − eiθ dνE (e
it ) = i
∫
E
cot
θ − t
2
dνE (eit ). (53)
Since
d
dθ
∫
E
cot
θ − t
2
dνE (eit ) = −12
∫
E
sin−2 θ − t
2
dνE (eit ) < 0,
every complementary interval (t+j , t
−
j+1) of E on T, where t
−
g+2 = t−1 , contains exactly one zero
τ j of (53). In (24) we associated with the set E two polynomials rE (z) and DE (z). The zeros
of DE (z) are the end-points of arcs e j ; the zeros of rE (z) are {τ j }g+1j=1. We denote by
√DE the
branch of the square root in {z : |z| > 1} satisfying√
DE ∼ zg+1, z→∞.
Since the increment of the argument of DE along any simple closed curve in C \ E about e j is
4pi , by the monodromy theorem
√DE is single-valued in C \ E . In what follows we need the
following simple lemma.
Lemma 3.1. Let S be a finite subset of C and X be a two-valued (with values X1 and X2)
analytic function in C\ S. If for every s ∈ S each of the branches X j , j = 1, 2, is bounded about
s and the analytic continuation of X j along a small circle centered at s results in the initial
value, then both branches X1 and X2 extend to entire functions.
Proof. Let s ∈ S. Since the increment of X j along a small circle ∆(s) = {z : |z − s| = ε} is 0,
then by the monodromy theorem the same is true for any circle∆ε(s) with 0 < ε < . Hence X j
is analytic in {z : 0 < |z− s| < }. Since X j is bounded about s, this s is a removable singularity
of X j . Since s is an arbitrary point in S, we obtain that X j extends to an analytic function
in C. 
Theorem 3.2. For any E = ∪ g+1j=1 e j
1− 2z(logΦ)′(z) =
∫
E
ζ + z
ζ − z dνE (ζ ) =
rE (z)√DE (z) . (54)
Proof. By (50) and (48) in C \ E
Y1(z)
def= 2z(logΦ1)′(z)− 1 = 2zΦ
′
1
Φ1
(z)− 1 = −
∫
E
ζ + z
ζ − z dνE (ζ ); (55)
Y2(z)
def= 2z(logΦ2)′(z)− 1 = 2zΦ
′
2
Φ2
(z)− 1 =
∫
E
ζ + z
ζ − z dνE (ζ ). (56)
Since Φ1 and Φ2 extend each other analytically through Int(E), the same is true for Y1 and Y2,
implying that they make a two-valued analytic function Y in C \ {t−1 , t+1 , . . . , t−g+1, t+g+1}. Let
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Xk = Yk√DE and a = t±j . Then there is a small  > 0 such that ∆(a) ∩ E = {ζ }, ζ ∈ e j .
Starting at z = ζ we consider the analytic continuation of Y+1 (z) along ∆(a) in the south
direction. Since Y1 and Y2 extend each other through ζ , we have Y
+
1 (ζ ) = Y−2 (ζ ), implying by
(55) and (56) that Y+1 (ζ ) = −Y−1 (ζ ). It follows that the increment of the argument of Y1 along
∆(a) equals an odd multiple of pi . At the same time the increment of the argument of
√DE
along the same small circle is pi . It follows that X1(z) is a single-valued analytic function in the
ring 0 < |z − a| < . Hence z = a is an isolated singularity of X1. The function (z − a)X1 is
obviously bounded about a by (55). It follows that a is a removable singularity of (z − a)X1.
Since limz→a(z − a)X1(z) = 0 by (55), we conclude that X1(z) extends analytically to a. By
Lemma 3.1 both X1 and X2 are entire functions. By (55) and (56)
lim
z→∞ Y1(z) = 1, limz→∞ Y2(z) = −1.
Since
√DE (z) ∼ zg+1 as z→∞, we obtain that
X1(z) ∼ zg+1, X2(z) ∼ −zg+1 as z→∞.
Hence X1 and X2 are polynomials which differ in sign. Since
Re
∫
E
ζ + z
ζ − z dνE (ζ )
> 0 in |z| < 1 and in E,< 0 in |z| > 1,= 0 on T \ E
the zeros of X2 may be only on T \ E . By (56)
X2(z)√DE (z) =
∫
E
ζ + z
ζ − z dνE (ζ ). (57)
By (57) the zeros of X2 are exactly the zeros of (53). Since
√DE (z) ∼ zg+1 as z → ∞, we
obtain that X2 = rE . Putting z = 0 in (57), we obtain that rE (0) = √DE (0). Let
γE
def= √DE (0) = rE (0) = − g+1∏
j=1
(−τ j ) ∈ T.
Then for z ∈ T
D∗E (z) = z2g+2DE (z) =
g+1∏
j=1
(1− zt¯ −j )(1− zt¯ +j ) = γ¯ 2EDE (z),
r∗E (z) = zg+1rE (z) = −
g+1∏
j=1
(1− zτ¯ j ) = −γ¯ErE (z).
It follows that
rE (z)2
DE (z)
= z
2g+2rE (z)2
z2g+2DE (z)
= r
∗2
E (z)
D∗E (z)
= rE (z)
2
DE (z)
is real on T. Hence rE (z)DE (z)−1/2 on T is either real or pure imaginary. Fatou’s theorem and
(54) imply that the limit value of the real part of rE (z)DE (z)−1/2 is positive on E+ and is zero
on T \ E . Hence rE (z)DE (z)−1/2 is positive on E and is imaginary on T \ E . 
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Since rE (z)DE (z)−1/2 is imaginary on T \ E , by the Schwarz symmetry principle
rE (z)√DE (z) = −
rE ( 1z¯ )√
DE ( 1z¯ )
, z ∈ C \ E .
Corollary 3.3. For any E = ∪ g+1j=1 e j
lim
s→1−
rE√DE (sζ ) =
dνE
dm
(ζ ) = 1+ 2 ∂gE
∂n+
(ζ ) > 1, ζ ∈ Int(E). (58)
Proof. By (54)∫
E
ζ + z
ζ − z dνE (ζ ) =
rE (z)√DE (z) . (59)
The boundary values of rE (z)DE (z)−1/2 from the side of z = 0 are positive on E . Now (59)
follows by Fatou’s theorem and by (47). 
Corollary 3.4. For any E = ∪ g+1j=1 e j
νE (e j ) = 12pi i
∫
e+j
rE√DE
dζ
ζ
,
where the integration is taken counterclockwise.
Proof. Since νE is absolutely continuous
νE (e j ) =
∫
e j
dνE
dm
dm =
∫
e j
(
1+ 2 ∂g
∂n+
)
dm = 1
2pi i
∫
e+j
rE√DE
dζ
ζ
by (47) and (58). 
Corollary 3.5. The Schur function fE of the equilibrium measure νE is an exposed quadratic
irrationality in C(z,
√DE ).
Proof. By the definition of the Schur function and (57)
fE (z) = 1z
rE (z)−√DE (z)
rE (z)+√DE (z)
and | fE | = 1 on T \ E . 
It follows that any finite union of closed arcs not equal to T supports an exposed quadratic
irrationality. By (1) and (54)
− 2z fE
1− z fE = 1−
1+ z fE
1− z fE = 1−
∫
E
ζ + z
ζ − z dνE (ζ ) = 1−
rE (z)√DE (z) , (60)
which implies (26) by (52). Hence logΦ1 is an abelian integral of the third kind [5].
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3.2. Harmonic measures
The multi-valued function gE (z)+ig˜E (z) is analytic everywhere except for z = t±j . Therefore
we may consider continuous branches of g˜+E and g˜
−
E on connected components e j = [t−j , t+j ] of
E . Since e j is connected, any two such branches differ by a constant.
Lemma 3.6. On every e j the function g˜+E decreases counterclockwise and g˜
−
E increases
counterclockwise. In particular g˜−E − g˜+E increases counterclockwise.
Proof. Since gE ≡ 0 on E , the second equation of (44) implies that ∂ g˜E/∂n± ≡ 0 on (t−j , t+j ).
Combining (41) with (44), we obtain
0 6 ∂gE
∂n+
(eiθ ) = − lim
s→1−
∂ g˜E
∂θ
(seiθ ) = −∂ g˜
+
E
∂θ
(eiθ ),
0 6 ∂gE
∂n−
(eiθ ) = lim
s→1+
∂ g˜E
∂θ
(seiθ ) = ∂ g˜
−
E
∂θ
(eiθ ). 
The level curves C1, . . ., Cg+1 of |Φ| = 1 + δ concentrate to e1, . . ., eg+1 as δ → 0+. If
R > 1, then (49) and Cauchy’s theorem imply
1 = 1
2pi i
∮
|z|=R
Φ′
Φ
dz =
g+1∑
k=1
1
2pi i
∮
e±k
Φ′
Φ
dz =
g+1∑
k=1
1
2pi
∆
e±k
g˜E . (61)
In (61) the integration along |z| = R is taken counterclockwise. The integration for e±k is taken
counterclockwise along e−k and then clockwise along e
+
k . Then by (42) and Lemma 3.6
2piνE (ek) =
∫
e+k
∂gE
∂n+
|dζ | +
∫
e−k
∂gE
∂n−
|dζ | = ∆
e±k
g˜ = ∆
e±k
argΦ. (62)
By (61) and (62)
g+1∑
k=1
νE (ek) = 1. (63)
Now if z0 ∈ C \ E and Γ is a closed path in C \ E , which makes nk ∈ Z rotations about each
ek , then the analytic continuation of Φ along Γ starting with some value Φ(z0) returns to z0 with
the value
Φ(z0) exp
{
2pi i
g+1∑
k=1
nkνE (ek)
}
. (64)
The branch Φ1 determined by Φ1(0) > 1 extends to an analytic function in C \ E . Then by
(64) other branches obtained as the result of analytic continuation of Φ1 in C \ E take at z = 0
values λΦ1(0), where λ ranges over the multiplicative subgroup ΓE of T with g + 1 generators
exp{2pi iνE (ek)}.
3.3. Phases of Φ
If we restate Lemma 2.1 in terms of the multi-valued analytic function Φ, then we obtain the
formula
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|Φ(z)| = |z| |Φ (1/z¯)| , z ∈ C \ {0},
implying that both functions
z −→ Φ(z) and z −→ zΦ (1/z¯)
are analytic inC\E and have equal moduli there. Hence they differ by multiplicative unimodular
constants in every simple connected component ofC\E . To clarify this dependence we denote by
lk the complementary open arc to E in T adjacent to ek in the clockwise direction. If Ek = T\ lk ,
then Φ1 extends analytically to an analytic function kΦ1 in a simply connected domain Cˆ \ Ek .
Hence there exists a unimodular constant λk such that
kΦ1(z) = λ¯k · z · kΦ1 (1/z¯). (65)
Passing to the limit z →∞ in (65), one can define kΦ1(z) as the analytic extension of Φ1(z) to
Cˆ \ Ek , which has the following asymptotic:
kΦ1(z) ∼ λ¯kΦ1(0)z, z→∞. (66)
The coefficients λk can also be recovered from the equation
Φ+1 (ζ )
Φ+1 (ζ )
= λk ζ¯ , ζ ∈ lk, (67)
obtained by the restriction of (65) to lk .
Lemma 3.7. The phases of Φ satisfy
λ2
λ1
= e2pi iνE (e1), λ3
λ2
= e2pi iνE (e2), . . . , λ1
λg+1
= e2pi iνE (eg+1).
Proof. If |z| > 1, then k+1Φ1(1/z¯)=k Φ1(1/z¯) = Φ1(1/z¯) and therefore
k+1Φ1(z) = λ¯k+1
λ¯k k
Φ1(z).
If Γz is a simple closed path originating at z embracing ek through lk+1 and lk in the positive
direction, then by (64)
kΦ1(z)=k+1 Φ1(z)e2pi iνE (ek ),
which proves the lemma. 
If a ∈ lk , then by (26) and (67) we obtain a formula
λk = aΦ1(a)Φ1(a) = a exp
{
iIm
∫ a
0
(
rE (z)
z
√DE (z) −
1
z
)
dz
}
. (68)
Let b ∈ lk+1. By Cauchy’s formula(∫ a
0
+
∫ b
a
+
∫ 0
b
)(
rE (z)
z
√DE (z) −
1
z
)
dz = 0. (69)
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Since rE (z
√DE )−1/2−z−1 has only singularities of the type (z−t)−1/2 at t = t±k , it is summable
on T. Passing to the limit in Cauchy’s formula (69), we obtain by Lebesgue’s dominated
convergence theorem that we may put a = eiθa = t−k , b = eiθb = t+k in (69). It follows that
λk+1
λk
= b
a
exp
{
iIm
∫ b
a
(
rE (z)
z
√DE (z) −
1
z
)
dz
}
= b
a
exp
{
−iIm
∫ b
a
dz
z
}
exp
{
iIm
∫ b
a
rE dz
z
√DE (z)
}
= b
a
e{−i(θb−θa)} exp
{
iIm
∫
e+k
rE (z) dz
z
√DE (z)
}
= e2pi iνE (ek )
by Corollary 3.4, which proves Lemma 3.7 again.
4. Rational compacts
4.1. Polynomials with roots on T
An important class of compact subsets of T is the class of rational compacts. If E is rational
with period P = P(E), then λ¯Pj = λE by Lemma 3.7. This and (68) imply (27). By (64)
kΦP (z) = ΦP (z), k = 1, . . . , g + 1,
is a single-valued analytic function in C \ E . It follows from (65) that
ΦP (z) = λE · z P · ΦP (1/z¯), z ∈ C \ E,
proving that both functions in (11) are analytic in C \ E and satisfy (12).
Theorem 4.1. If E is rational with period P(E), then
bE = %1 + %2
%1(0)
(70)
is a separable polynomial of degree P(E) with roots on Int(E), satisfying
sign(bE ) = λ¯E .
Proof. By (11) %1 and %2 extend each other through E . Therefore %1 + %2 is analytic in C
everywhere except possibly the ends of the arcs e j making E . By the definition ofΦ it is bounded
about these ends which implies that they are the removable singularities for %1+%2. Since ΦP(E)
has a polynomial growth at infinity and %1%2 = λE z P(E), %1(0) > 0, bE is a polynomial of
degree P(E) such that bE (0) = 1.
Since |%2| < 1 < |%1| in C\ E by the definitions of %1,2, all zeros of bE are placed on E ⊂ T.
By (14) and (15) the zeros of bE are located in Int(E).
Lemma 4.2. If t ∈ Int(E), then |(log %+1 )′(t)| < |(log %−1 )′(t)|.
Proof. Restricting (45) to Int(E), we obtain
(logΦ+)′(t) = −t¯ ∂gE
∂n+
(t), (logΦ−)′(t) = t¯ ∂gE
∂n−
(t), t ∈ Int(E). (71)
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By (71) and (11) at t ∈ Int(E)
−t (log %
+
1 )
′(t)
d + 1 =
∂gE
∂n+
(t) < 1+ ∂gE
∂n+
= ∂gE
∂n−
(t) = t (log %
−
1 )
′(t)
d + 1 ,
which proves the lemma. 
To prove that bE is separable, suppose to the contrary that bE (t) = b′E (t) = 0 for some
t ∈ Int(E). Then on the one hand %+1 (t) = −%+2 (t) 6= 0, %+1 ′(t) = −%+2 ′(t). On the other hand,
since %1 and %2 extend each other through Int(E), %
+
2 (t) = %−1 (t), %+2 ′(t) = %−1 ′(t). It follows
that
(log %+1 )
′(t) = %
+
1
′
%+1
(t) = %
+
2
′
%+2
(t) = %
−
1
′
%−1
(t) = (log %−1 )′(t),
which contradicts Lemma 4.2. Both %1 and %2 are unimodular on E and satisfy (12). Hence for
z ∈ E
z P b¯E = 1
%1(0)
{
z P
%1
+ z
P
%2
}
= λ¯E %1 + %2
%1(0)
= λ¯E bE ,
implying by the uniqueness theorem that b∗E = λ¯E bE . 
By Theorem 4.1 any rational compact E T determines a separable polynomial bE with roots
on T and the number
√
ω = %1(0)−1 = Φ(0)−P(E) = C(E)P(E) < 1. (72)
It follows from (12) by Vieta’s formulas that %1 and %2 are the roots of the quadratic equation
√
ωX2 − bE (z)X +√ωλE z P(E) = 0 (73)
with discriminant D = b2E − 4ωλE z P(E). Since b∗E = λ¯E bE ,
D(z) = λE (b∗E bE − 4ωz P(E)) = λE z P(E)(|bE |2 − 4ω), z ∈ T. (74)
Theorem 4.3. Any rational compact E on T is the closure of
E = {t ∈ T : |bE |2 − 4ω < 0}, (75)
where bE = %1(0)−1(%1 + %2), is a separable polynomial of degree P = P(E). The function
bED−1/2 is positive on T \ E, is pure imaginary on E, and
1+ %2/%1
1− %2/%1 (z) =
bE√D (z), (76)
where the branch of
√D is chosen so that√D(0) = √1 = 1 is a function with positive real part
in D.
Proof. Since %1 and %2 satisfy (73) and %1(0) = Φ(0)P(E) > 0, we have
%1(z) =
√D
2
√
ω
{
bE√D + 1
}
, %2(z) =
√D
2
√
ω
{
bE√D − 1
}
. (77)
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Then (76) follows from (77) by a direct calculation. Since %2/%1 = λE z P (E)/%21 and |%1| > 1
in D (see (10) and (11)), we obtain that
Re(bE/
√
D) > 0 in D. (78)
By (70) bE (0) = 1. Since D(0) = b2E (0) = 1, it follows by (78) that
√D(0) = 1. Since by
Theorem 4.1
b2E
D =
λ¯E z¯ P(E)b2E
λ¯E z¯ P(E)b2E − 4ω
= z¯
P(E)b∗E bE
z¯ P(E)b∗E bE − 4ω
= |bE |
2
|bE |2 − 4ω (79)
on T, the boundary values of bED−1/2 on T are either positive or pure imaginary. It follows that
on E , where |bE |2 − 4ω < 0,
|%+1 | =
√
4ω − |bE |2
2
√
ω
{ |bE |2
4ω − |bE |2 + 1
}1/2
= 1,
implying that E ⊂ E . If |bE |2 − 4ω > 0 then by (78) and (79) we have bED−1/2 = x > 1. It
follows that
|%1| =
√|D|
2
√
ω
(
bE√D + 1
)
= |bE | +
√|bE |2 − 4ω
2
√
ω
>
|bE |
2
√
ω
> 1,
implying that the complement of the closure of E in T is in T \ E . Hence E is dense in E . 
Lemma 4.4. The equation(
%+1 (t)
%+2 (t)
)n
= −1 (80)
has n P(E)νE (e j ) simple roots in Int(e j ). The equation(
%+1 (t)
%+2 (t)
)n
= 1 (81)
has n P(E)νE (e j )− 1 simple roots in Int(e j ) interlacing the roots of (80).
Proof. Easy computations with (10) show that
%+1 (t)
%+2 (t)
= exp{iP(E)(g˜−E (t)− g˜+E (t))}. (82)
By (15) the left-hand part of (82) takes value 1 at the ends t±j of the arc e j = [t−j , t+j ]. By
Lemma 3.6 the function P(E)(g˜−E (t) − g˜+E (t)) increases counterclockwise along any e j by
2pi P(E)νE (e j ); see (62). Therefore it increases from 2pik j , k j ∈ Z, at t−j to 2pi P(E)νE (e j ) +
2pik j at t
+
j , implying (80). The second statement of the lemma is proved similarly by a simple
counting. 
Corollary 4.5. If E is a rational compact, then for any connected component e j of E the number
n j of zeros of bE in e j satisfies the equation
n j = νE (e j )P(E). (83)
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Proof. Put n = 1 in Lemma 4.4 and apply Theorem 4.1. 
Here is another proof of Corollary 4.5. Since bD−1/2 > 0 on T\E by Theorem 4.3, it extends
to C \ E by Schwarz’s reflection as an analytic function with positive real part. Now by (77)
log %1(z) = log b(z)+ log
(
1+
√D
b
)
− log(2√ω).
Since b has n j zeros on e j and Re(
√D/b) > 0 in C \ E , the argument of log %1(z) along a
simple closed contour surrounding e j increases by 2pin j . Since %1 = ΦP , (62) implies (83).
Corollary 4.6. The discriminant D of (73) can be factored as
D = t2E ×DE ,
where tE is a separable polynomial of degree P(E)− g − 1 with roots in Int(E).
Proof. Since %1 and %2 are the roots of the quadratic equation (73),
ω(%1 − %2)2 = ω%22
(
%1
%2
− 1
)2
= D, (84)
implying thatD has roots of order 2 at each simple root of %1/%2−1 in Int(e j ). By Lemma 4.4,D
has P(E)νE (e j )−1 roots of order 2 in Int(e j ) interlacing the roots of bE . The total contribution
of these roots to the degree of D is 2P(E) − 2g − 2. The polynomial DE of degree 2g + 2
vanishes on the boundary of E in T. Since deg(D) = deg(b2E − 4ωλE z P(E)), the degree of D is
2P(E) implying that the roots of D at the ends of e j are simple. 
Since D = b2E − 4ωλE z P(E), the monic polynomials bE and tE are the solutions to Pell’s
equation
b2E − t2EDE = 4ωλE z P(E). (85)
By the fundamental theorem of symmetric functions and (22), the symmetric functions in %1 and
%2
sn = ωn/2(%n1 + %n2),
tn = ωn/2 %
n
1 − %n2√
ω(%1 − %2) = ω
n−1
2 (%n−11 + %n−21 %2 + · · · + %1%n−22 + %n−12 )
(86)
are polynomials in z, such that s1 = bE and t1 = 1. Since
s2n = ωn(%n1 + %n2)2, t2nD = ωn(%n1 − %n2)2 = t2n t2EDE , (87)
a simple calculation combined with (84) shows that sn and tn tE are the solutions to Pell’s equation
s2n − (tn tE )2DE = s2n − t2nD = 4ωnλnE zn P(E). (88)
Similarly
sn+1 = snbE + tnD,
2tn+1 = tnbE + sn . (89)
Lemma 4.7. The polynomials sn and tn tE are separable and sn(0) = tn(0) = 1. Their roots
interlace and are placed in Int(E). The total number of roots of sn in e j is n P(E)νE (e j ); the
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total number of roots of tn tE in e j is n P(E)νE (e j ) − 1. The degree of sn is n P(E); the degree
of tn is (n − 1)P(E). Finally
s∗n = λ¯nE sn, t∗n = λ¯n−1E tn . (90)
Proof. By Lemma 4.4 and the second formula of (87) the roots of sn and tn tE are simple, are
located at Int(E) and interlace. Since b∗E = λ¯E b and D∗ = λ¯2ED by (74), formulas (90) follow
from (89) by induction. Similarly, using (89), one can count by induction the degrees of sn and
tn . 
Separable polynomials with roots on T have an important property.
Lemma 4.8. Let b be a separable polynomial with roots on T, deg(b) = d+1. Then all 2(d+1)
roots of d|b(eiθ )|2/dθ are simple and |b|2 is monotonic on the arcs connecting the consecutive
roots.
Proof. The trigonometric polynomial |b(eiθ )|2 of degree d + 1 has d + 1 local minima on its
period and hence must have at least the same number of local maxima. Therefore its derivative
d|b(eiθ )|2/dθ vanishes at 2(d + 1) points at least. The degree of this trigonometric polynomial is
the same as of b. Hence the number of roots of d|b(eiθ )|2/dθ is exactly 2(d + 1), implying the
lemma. 
Theorem 4.9. If E is a rational compact then m2sn = 4ωn for every n > 1 and
E = {t ∈ T : |sn|2 − 4ωn 6 0}. (91)
Proof. Elementary algebra with (74), (88) and (90) shows that on T
4ωnλnE z
n P(E) = s2n − t2nD = λnE sns∗n − λn−1E tn t∗nD
= λnE zn P(E){|sn|2 − λ¯E z¯ P(E)D|tn|2} = λnE zn P(E){|sn|2 − |tn|2(|bE |2 − 4ω)}.
It follows that on T
|sn|2 − 4ωn = |tn|2(|bE |2 − 4ω) = |tn tE |2T , (92)
where T is a real trigonometric polynomial of degree 2g + 2 with zeros at the ends of arcs e j .
Now E is the closure of E by Theorem 4.3 implying (91). Since deg(tn tE ) = n P(E)− g− 1, by
(92) |sn|2 has n P(E)− g− 1 local maxima 4ωn at zeros of tn tE . It also must have at least g+ 1
local maxima greater than 4ωn on each of the g + 1 open arcs complementary to E . Thus it has
at least n P(E) local maxima on T. But it also has n P(E) local minima at the zeros of sn . Hence
by Lemma 4.7 all critical points of |sn|2 are listed, which implies that m2sn = 4ωn 
Corollary 4.10. If E is a rational compact with λE ∈ UQ, then there is a self-adjoint separable
polynomial b with roots on T such that
E = {t ∈ T : |b|2 − 4$ 6 0}, 4$ 6 m2b.
Proof. Since λE ∈ UQ, there is a positive integer n such that λnE = 1. Then by Theorem 4.9 we
may put b = sn and κ = ωn . 
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By (74) the multiplicity of a root ofD equals its multiplicity as the root of the trigonometrical
polynomial |bE |2 − 4ω. By Lemma 4.8 the multiplicity of any root of |bE |2 − 4ω is at most 2.
It is 2 if and only if 4ω is a local maximum of |bE |2. Hence the points of the local maximum of
|bE |2 − 4ω are exactly the poles of bE/
√D. By Herglotz’s theorem
bE√D (z) =
∫
T
ζ + z
ζ − z dσE (ζ ), dσE = 1T\E
bE√Ddm + d(σE )d ,
where (σE )d is supported on the local maxima of |bE |2, which leads to the following corollary.
Corollary 4.11. A rational compact E is aliquot if and only if (σE )d = 0.
4.2. Rationally placed and balanced compacts
Definition 4.1. A rational compact E is called rationally placed if all phases of Φ are unitary
rational.
By Lemma 3.7 a rational E is rationally placed if one of the phases λk of Φ is unitary rational.
If E is balanced then every compact ε j E , where 1 6 j 6 P(E), and ε is a primitive root of 1 of
order P(E), is balanced too.
Lemma 4.12. A rational compact E is rationally placed if and only if λE ∈ UQ.
Proof. If a rational compact E is rationally placed, then all phases of Φ are unitary rational. It
follows that there is a positive integer m such that
λm1 = λm2 = . . . = λmg+1 = 1.
By Lemma 3.7 m = l · P(E). By (65)
%l1(z) = Φm(z) = kΦ1(z)m = λ¯mk zm × kΦ1 (1/z¯)m = zm%−l2 (z),
implying by (12) that λlE = 1.
If λE ∈ UQ, then λlE = 1 for some positive integer l. Let m = l · P(E). Then taking m-th
powers of both sides in (12), we obtain that
Φm(z) = %l1(z) = zm%−l2 (z) = zmΦ (1/z¯)
m
,
implying that E is rationally placed. 
Corollary 4.13. A rational compact is rationally placed if and only if it is a rational rotation of
a rational balanced compact.
The harmonic measures νE (ek) play a significant role in the theory of periodic measures. If
g = 0 then νE (e1) = 1. Hence the closed essential support of any 1-periodic measure is rational.
Since Φ(z) = (1+ a¯z fa(z))(1− a2)−1/2 and
z
(
1+ a 1
z
fa(1/z¯)
)
= z + a fa(1/z¯) = a + z fa(z)fa(z) = 1+ a¯z fa(z),
we obtain that Φ(z) = zΦ (1/z¯), implying that the closed essential support of any 1-periodic
measure is balanced. The closed essential support of any 1-periodic measure is aliquot. By (63) a
rational compact E is aliquot if and only if P(E) = g + 1. The description of rational compacts
given in this paper shows that in contrast to rational numbers, most rational compacts are aliquot.
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Every rationally placed E can be multiplied by a unitary rational so that λ1 = 1. Indeed, if
Φ1(z) corresponds to E , then Φ1(λ¯z) corresponds to λE . Choosing λ = λk in (66) we can rotate
E so that
kΦ1(z) ∼ Φ1(0)z, z→∞.
The functionΦ is analytic everywhere on the compact Riemann sphere Cˆ except for∞, where
it has a simple pole. It also has 2g + 2 branch points of order 2 at E \ Int(E).
5. Periodic quadratic irrationalities
There is an important subclass of rational compacts. Namely, these are the compacts which
can essentially support periodic measures. Our goal here is to prove that these compacts are
indeed rationally placed.
5.1. The trigonometric polynomial of a periodic measure
Let (A, B) be a Wall pair of degree d . If A = zs A1, where s > 0 and A1(0) 6= 0, then
deg(A1) = deg(B) = n. The exceptional case of s > 0 creates some difficulties in notation
because under the conjugate B∗ of B one should understand the conjugation zs+n B(1/z¯) of B in
the set of polynomials of degree d = n+s rather than of n. This difficulty can be easily overcome
however if one assumes that s = 0. The case of s > 0 can always be obtained as a limit case.
Another option is to keep in mind that B∗ = zs+n B(1/z¯) and A∗ = A∗1 if s > 0, implying that
deg(B∗) = deg(A) = d = s + n.
The pure periodic Schur function f corresponding to the Wall pair (A, B) is the solution to
the quadratic equation
z A∗X2 + (B − zB∗)X − A = 0 (93)
with the discriminant
D = (B − zB∗)2 + 4z A∗A = (B + zB∗)2 − 4ωzd+1. (94)
By (4) f is pure periodic. The discriminant D is self-adjoint
D∗ def= z2d+2D
(
1
z¯
)
= D
and therefore determines a real trigonometric polynomial on T
TD(z) = z¯d+1D =
{|B + zB∗|2 − 4ω;
4|A|2 − |B − zB∗|2. (95)
The formula for the roots of quadratic equation (93) easily implies that on T
| f | = |B − zB
∗|
2|A|
∣∣∣∣∣∣1−
√
1− 4|A|
2
|B − zB∗|2
∣∣∣∣∣∣ (96)
(see [7, (34)]).
Lemma 5.1. The set
E = {t ∈ T : TD < 0}
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is a subset of E( f ). It differs from E( f ) by a finite set of points t ∈ T satisfying
A(t) = (B − zB∗)(t) = 0. (97)
Proof. Since
|1−√1− x2|
x

< 1 if 0 < x < 1,
= 1 if 1 6 x,
→0 if x → 0+,
(98)
the second formula for TD in (95) implies that E ⊂ E( f ). If t ∈ T \ E then either | f (t)| = 1 by
(98) or the quotient
x = 2|A||B − zB∗|
is not defined at t which happens if (97) holds. 
The first formula of (95) shows that E can be conveniently described in terms of the
polynomial
b+(z) = B + zB∗. (99)
Indeed by the top formula of (95) the graph of TD(eiθ ) is the graph of |b+(eiθ )|2 shifted down
by 4ω. Recall that for any polynomial b with roots on T, m2b denotes the minimal of the local
maxima of |b|2 on T. To simplify the notation we often assume in what follows that b = b+. We
put b−(z) = B − zB∗. By (95) the zeros of b are placed in E whereas the zeros of b− are placed
in its complement T \ E .
Theorem 5.2. If 4ω < m2b, then TD(z) has exactly 2d + 2 simple roots on T. If 4ω = m2b, then
a root t of TD(z) is either simple or of multiplicity 2. It is of multiplicity 2 if and only if
|b+(t)|2 = m2b or equivalently A(t) = b−(t) = 0. (100)
Proof. Since B(z) 6= 0 in {z : |z| 6 1} and |B| = |B∗| on T, zB∗/B is a Blaschke product.
The argument of any Blaschke product, and in particular of zB∗/B, increases along T in the
counterclockwise direction and its total increment is 2pi(d+1) by the argument principle. Notice
that all roots of zB∗ lie in D and their number is d + 1. Hence b+ = B + zB∗ has exactly d + 1
simple roots on T located at zB∗/B = −1. It follows that |b+|2 has d + 1 local maxima on T
interlacing its zeros which are the points of its local minima. By Lemma 4.8 |b+|2, and therefore
TD, is monotonic on each arc connecting a point of a local maximum with the following or
preceding point of local minimum of |b+|2. Similarly the roots of b− = B − zB∗ are located
at zB∗/B = 1. The zeros of b− interlace those of b+. Suppose that b−(t) = 0. Then by the
interlace property there are two consecutive zeros s1 and s2 of b+ surrounding t . There are two
cases.
In the first case |A(t)| > 0. Then by the bottom line of (95) TD is positive at t ∈ (s1, s2) and
equals −4ω at s1 and s2. By the intermediate value theorem TD must have exactly two simple
zeros t1 and t2 in (s1, s2). Obviously in this case the local maximum of |b+|2 on (s1, s2) is greater
than 4ω.
In the second case A(t) = 0. Let t = eiθ0 and u = eiθ . Then by Taylor’s formula
4|A(u)|2 = (θ − θ0)2(c21 + o(1)), |b−(u)|2 = (θ − θ0)2(c22 + o(1)), (101)
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where c1, c2 > 0. It follows that
TD(u) = |b+(u)|2 − 4ω = 4|A(u)|2 − |b−(u)|2 = (θ − θ0)2(c21 − c22 + o(1)).
Hence t is an extremal point of TD and therefore of |b|2. Since the zeros of b− interlace those
of b+ we see that b+(t) 6= 0 implying by Lemma 4.8 that t is the point of a local maximum of
TD. It follows that TD(u) < 0 for u 6= t and close to t . By Lemma 4.8 t is a simple root of
dTD/dθ = d|b|2/dθ . Hence
0 6 c1 < c2. (102)
In other words the graph of TD is concave about the multiple zeros of TD.
Every local maximum of |b|2 on (s1, s2) is either greater than 4ω or equal to 4ω (in the second
case). Since there are exactly d + 1 local maxima and exactly d + 1 intervals (s1, s2), we see
that 4ω 6 m2b. If 4ω < m2b, then the second case is excluded and all roots of TD are simple. If
4ω = m2b, then there are multiple roots of multiplicity 2 on the intervals (s1, s2) corresponding
to the second case. Notice that by (6) |A(t)| = 0 if and only if |B(t)|2 = ω. 
Corollary 5.3. For any Wall pair (A, B): 4ω 6 m2b.
5.2. Roots of A
By (95) the roots of the polynomial A on T can only be located on the closure E = clos(E)
of E in T. In fact they are located in E( f ) ⊂ Int(E).
Lemma 5.4. Let (A, B) be a Wall pair with the Schur function f . If A(t) = 0 for t ∈ T, then
t ∈ E( f ).
(1) If A(t) = b−(t) = 0, or equivalently |b+(t)|2 = m2b, then
ordt (A) = ordt ( f )+ 1.
(2) If A(t) = 0 but b−(t) 6= 0 then ordt (A) = ordt ( f ).
(3) If f (t) = 0 for t ∈ T then A(t) = 0.
Proof. If A(t) = 0, then, since |A∗| = |A| on T, we obtain by (93) that either f (t) = 0 or
b−(t) = 0. If f (t) = 0, then t ∈ E( f ) ⊂ Int(E). If b−(t) = 0, then |b+(t)|2 = m2b = ω by
(100), since A(t) = 0. If t ∈ T is a simple root of A and b−(t) = 0 then c1 defined in (101) is
positive as well as c2 > c1; see (102). Passing to the limit in (96) we see that
| f (t)| = lim
u→t | f (u)| =
1−√1− x2
x
, x = c1/c2,
is smaller than 1. If ordt (A) > 1, then since b− is separable, we obtain that
2|A(z)|
|B(z)− zB∗(z)| = c|z − t |
ordt (A)−1(1+ o(1)) z→ t.
Then by (96)
| f (z)| = c
2
|z − t |ordt (A)−1(1+ o(1)) z→ t,
which proves that t ∈ E( f ) and (1). If A(t) = 0 but b−(t) 6= 0, then by (93)
f (z) = A(z)− z A
∗(z) f 2(z)
b−(z)
implying (2). Finally (4) follows from (93). 
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Lemma 5.5. If σ is a pure periodic measure such that suppess(σ ) = E and (A, B) a Wall pair
such that f = f σ satisfies (93), then the polynomials A and B − zB∗ are mutually prime if and
only if deg(A) = P(E)− 1 and E is an aliquot balanced compact.
Proof. By Theorem 5.2 A(t) = (B− zB∗)(t) = 0 at t ∈ T if and only if |b+(t)| = mb, which is
equivalent to the fact that T has multiple zeros in Int(E). The latter happens if and only if either
E is not aliquot or the pair (A, B) corresponds to the period n P(E) of f with n > 1. 
Corollary 5.6. Let E be an essentially periodic compact, σ a pure periodic measure essentially
supported by an open set dense in E and f the Schur function of σ . Then E( f ) = Int(E). Any
such σ is essentially supported by Int(E). If (A, B) is the Wall pair of f , then |B|2 > ω on
T \ Int(E).
Proof. By Lemma 5.1 if t ∈ E( f ) \ E then A(t) = b−(t) = 0. By Theorem 5.2 |b(t)|2 = m2b =
4ω. Hence t ∈ Int(E). By Lemma 5.4 | f (t)| < 1. 
Corollary 5.7. If σ is a pure periodic measure essentially supported by an open subset of a
closed set E, then E essentially supports σ .
Proof. For any periodic σ essentially supported by an open dense subset of E we have Int(E) =
E( f σ ) by Corollary 5.6. To complete the proof it is enough to show that there may be no point
masses of σ at t ∈ E \ Int(E). Since f = f σ is a solution to (93), we obtain from (1) that the
Herglotz transformation F = Fσ satisfies the quadratic equation
{A∗ + B − z(B∗ + A)}F2 − 2(A∗ + z A)F + {A∗ − (B − zB∗)− z A} = 0. (103)
Notice that since |B|2 − |A∗|2 = ω > 0 on T, the polynomial B + A∗ has no zeros in the closed
unit disc and therefore z(B∗ + A)(B + A∗)−1 is a Blaschke product. Since the argument of any
Blaschke product increases in the counterclockwise direction on T we obtain by the argument
principle that A∗+B−z(B∗+A) has d+1 simple zeros onT implying that {z(B∗+A)−(A∗+B)}′
cannot vanish at these zeros. Suppose that there is a point mass δ = σ({t}) > 0 at t ∈ E \Int(E).
Then by (1)
F = t + z
t − z δ + o
(
1
t − z
)
z = r t → t, r → 1−.
Substituting this into (103) and passing to the limit, we obtain that
0 6= tδ = A
∗(z)+ z A(z)
{{z(B∗(z)+ A(z))− (A∗(z)+ B(z))}′}
∣∣∣∣
z=t
. (104)
It follows from (1) that t f (t) = 1 and therefore
A(z)+ (B(z)− zB∗(z))− z A(z)∣∣z=t = 0.
by (93). Combining this formula with (95) and observing that TD(t) = 0 (notice that t ∈
E \ Int(E)), we obtain that
4|A(t)|2 = |B(t)− t B∗(t)|2 = |t A(t)− A∗(t)|2 = 2|A(t)|2 − 2Re
(
t A(t)A(t)∗
)
.
Hence
|t A(t)+ A∗(t)|2 = 2|A(t)|2 +Re
(
t A(t)A(t)∗
)
= 0,
which obviously contradicts (104). 
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5.3. Approximation of Wall pairs
Wall pairs corresponding to T with multiple roots can be easily approximated by Wall pairs
for which T has only simple roots.
Lemma 5.8. Let (A, B) be a Wall pair with parameter ω. Then there exists a sequence (Ak, B)
of Wall pairs with parameters ωk < ω such that limωk = ω and Ak ⇒ A uniformly on compact
subsets of C.
Proof. Let A be a polynomial which does not vanish in D and {εk} be a sequence in (0, ω)
monotonically decreasing to zero. By Feje´r’s theorem [12, Theorem 1.2.2] there exists a unique
polynomial Ak of the same degree as A not vanishing in D such that
λ = Ak(0)|Ak(0)|−1 = A(0)|A(0)|−1
and |Ak |2 = |A|2 + εk on T. Then (Ak, B) is a Wall pair with the parameter ω − εk and
Ak(z) = λ exp
{∫
T
ζ + z
ζ − z log |Ak(ζ )| dm(ζ )
}
are unimodular multiples of the exterior functions converging to A on compact subsets of the
unit disc. Since deg(Ak) = deg(A) for every k, the convergence holds on compact subsets of C.
In particular by Rouche´’s theorem the zeros of Ak concentrate to the zeros of A. If A(1/α¯) = 0
for |α| < 1, α 6= 0, then the mapping
A 7→ z − α
1− α¯z A(z)
sends the zero 1/α¯ to α and at the same time keeps the modulus of the polynomial unchanged
on T. Applying this transformation to the corresponding zeros of Ak , we extend the result to
arbitrary A. The zeros at z = 0 are treated by the multiplication by a power of z. 
This lemma is very useful in investigation of Wall pairs whose trigonometric polynomials
have multiple roots. If (A, B) is such a pair, then
T = |B + zB∗|2 − 4ω.
Since ωk < ω, the trigonometric polynomial Tk = |B + zB∗|2− 4ωk must have simple roots for
every k. It is clear that Tk ↓ T and Ak ⇒ A uniformly on T. However, one should be cautious
with this approximation since for instance at any point t such that A(t) = b−(t) = 0 we have
| fk(t)| = 1 whereas | f (t)| < 1; see Lemma 5.4. The reason for this is that fk ⇒ f only on
compact subsets of the closed disc which do not contain common zeros of A and b−.
5.4. Green’s function and periodic measures
By Theorem 5.2 and Corollary 5.6 all periodic Schur functions of a given discriminant,
i.e. with fixed b+(z) = B + zB∗ and ω, deg(B∗) = d (see (95)), have the same essential
open supports Int(E) and E = {t ∈ T : TD < 0}. If E essentially supports a periodic σ ,
f = f σ ∈ B, then B+ z A∗ f is one and the same for any periodic irrationality with discriminant
D = b2+ − 4ωzd+1, deg(D) = 2d + 2, since by the formula for the solutions of the quadratic
equation (93)
ρ1(z) = b+(z)+
√D(z)
2
√
ω
= B(z)+ z A
∗(z) f (z)√
ω
, |z| < 1. (105)
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Hence ρ1(z) controls periodic Schur functions of period d + 1 in C(z,
√D). Since | f | = 1 on
T \ E 6= ∅, f = f σ extends to C \ E through T \ E by Schwarz’s reflection principle. If
z ∈ T \ E , then
z1+d{B(z)+ z A∗(z) f (z)} = (zB∗(z) f + A(z)) f −1 = B(z)+ z A∗(z) f (z),
implying that ρ1 extends analytically through T \ E and for |z| > 1
ρ1(z) = z1+dρ1
(
1
z¯
)
. (106)
To show that ρ1 = Φd+1 in C \ E we need the following lemma.
Lemma 5.9. Let E = {t ∈ T : |b+(t)|2 − 4ω < 0}. Then b+/
√D is imaginary on E , positive on
T \ E and Re(b+/
√D) > 0 in D.
Proof. The proof is based on the identity(
b+√D
)2
= b
2+
D =
z¯d+1b+b+
z¯d+1D =
|b+|2
|b+|2 − 4ω
{
6 0, on E;
> 1, on T \ E, (107)
which shows that b+/
√D is imaginary on E and is real on T \ E .
If 4ω < m2b, then D is separable and any of d + 1 arcs δ j of E is surrounded by two closed
consecutive arcs γ j , γ j+1 of T \ E , not reducing to a point. Then δ j = (τ−j , τ+j ) contains exactly
one zero of b+, D(τ±j ) = 0, and D 6= 0 on δ j . Let Γ j be a path starting somewhere in γ j and
ending inside γ j+1. It goes anticlockwise passing the zero of b+ and τ±j via small semicircles
inside D. The increment of the argument along the first and the last is pi/2 for each, whereas
along the central one it is −pi , which gives the total increment pi(1 − 1) = 0. It follows that all
signs of b+/
√D on γ j are equal. Since b+(0)/√D(0) = 1, by the mean value theorem applied
to Re(b+/
√D) this sign is positive. Since b+/
√D is real on T\E and imaginary on E , we obtain
that b+/
√D > 0 on T \ E . It follows that Re(b+/
√D) > 0 in D.
If 4ω = m2b, then we apply Lemma 5.8. For every ε < ω we may consider a Wall pair
(Aε, B), where the polynomial Aε satisfies |Aε|2 = |A|2 + ε. The Wall pair (Aε, B) obviously
corresponds to the parameter ω− ε. Then Dε = b2 − 4(ω− ε)zd+1 and has only simple roots at
the roots of |b|2 − 4(ω − ε), since 4ω − 4ε < m2b. It follows that
lim
ε→0+
b+√Dε =
b+√D
uniformly on compact subsets of D. Hence Re(b/
√D) > 0 in D. Hence the radial limits
Re(b/
√D) are non-negative on T. Combining this with (107) we complete the proof of the
lemma. 
Theorem 5.10. The harmonic function 11+d log |ρ1| is positive in C \ E, equals zero on E and
satisfies
log |ρ1(z)|
d + 1 = log |z| +
1
2d + 2 log
1
ω
+ o(1), as z→∞. (108)
Hence it is the Green’s function for C \ E.
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Proof. Since X = f satisfies (4), it is periodic corresponding to (A, B). The algebraic conjugate
ρ2 of ρ1, i.e. the second root of (4), is given by
ρ2(z) = B + z A
∗x2√
ω
= 1
2
√
ω
{
b+ −
√
D
}
, |z| < 1. (109)
By Vieta’s formulas ρ1 and ρ2 are the roots of the quadratic equation
√
ωX2 − b+X +√ωzd+1 = 0. (110)
Since ρ1(0) = ω−1/2 6= 0 and ρ1ρ2 = z1+d , ρ1(z) cannot vanish in C. By Vieta’s formulas
1+ ρ2/ρ1
1− ρ2/ρ1 =
ρ1 + ρ2
ρ1 − ρ2 =
b+√D . (111)
The Mo¨bius transform w → (1 + w)(1 − w)−1 is a conformal mapping of D onto the right
half-plane {z : Rez > 0}. It maps T to the imaginary axes except for 1 which is mapped to∞.
Hence by Lemma 5.9, (111) and (107)
z1+d
ρ21
= ρ2
ρ1
= b+/
√D − 1
b+/
√D + 1 ∈
B if z ∈ D;T if z ∈ E;
(0, 1) if z ∈ U = T \ E .
(112)
The first inclusion in (112) and the maximum principle imply that |ρ1| > 1 in D. The third
inclusion in (112) implies that z1+dρ−21 extends analytically by Schwarz’s reflection to an
analytic function in C \ E which takes equal values at the conjugate points with respect to T.
Hence 1 < |z|d+1 < ρ21 for |z| > 1. It follows that |ρ1| > 1 in C \ E . By the second inclusion
in (112) |ρ1| = 1 on E . It follows that log |ρ1| is a positive harmonic function in C \ E and
log |ρ1| = 0 on E . By (105) and (106) we have
ρ1(z) = z1+d(ρ1(0)+ o(1)) = z1+d(ω−1/2 + o(1)), z→∞.
Hence gE−(1+d)−1 log |ρ1| is a bounded harmonic function inC\E vanishing on the boundary
E of this domain. By the maximum principle it is identically zero. Passing to the limit in (106)
as z→∞ and observing that ρ1(0) = ω−1/2, we obtain (108). 
Corollary 5.11. If σ ∈ P(T) is a periodic measure with open essential support E , then
log |ρ1(z)|/(d + 1) = gE . In particular C(E)2d+2 = ω.
Corollary 5.12. If the Schur function f of σ ∈ P(T) essentially supported by E has a period
d + 1 then E is periodic and d + 1 = k P(E) with integer k.
Proof. By Theorem 5.10 the function ρ1 = Φd+1 is single-valued in C \ E . Hence (d +
1)ν j (e j ) ∈ Z for every j , implying that d + 1 = k P(E). 
Corollary 5.13. If σ ∈ P(T) is periodic, then E is rationally placed.
Proof. The fact that E is rational follows from (62), since ρ1 = Φd+1 is single-valued. By (106)
λkE = 1, where k = (d + 1) : P(E), implying that E is rationally placed. 
There are simple formulas for the boundary values of b+/
√D. In these formulas one should
keep in mind that for non-aliquot compacts E some arcs δ j of E are separated by isolated points
274 S. Khrushchev / Journal of Approximation Theory 159 (2009) 243–289
and so τ+j = τ−j+1. Then they make a chain of arcs separated by the isolated points of T\ E . This
is only possible if 4ω = m2b. Then at these points b+/
√D = ∞,
b+√D (z) =

|b+|√|b+|2 − 4ω if z ∈ T \ E;
i
|b+|√
4ω − |b+|2
if z ∈ (τ−j , t+j );
−i |b+|√
4ω − |b+|2
if z ∈ (t+j , τ+j ).
(113)
Since b+/
√D is positive on T\E , by Schwarz’s reflection it has positive real part everywhere
in C \ E . Since b+(0) = 1 and b+(z) ∼ zd+1 as z→∞, we obtain that√
D(0) = 1, √D(z) ∼ zd+1, z→∞
in C \ E . Now (105) implies that
Φ(z)d+1 = b+ +
√D
2
√
ω
∼ zd+1ω− 12 = zd+1Φ1(0)d+1, z→∞. (114)
5.5. Periodic measures
By (1)
F(r t) = 1+ r
1− r σ({t})+ o
(
1
1− r
)
, r → 1−. (115)
Putting w(z) = z f (z) and applying the second part of (1), we obtain the formula for the mass
σ({t})
t · w′(t) = t · lim
r→1−
w(t)− w(r t)
t − r t =
1
σ({t}) , if w(t) = 1. (116)
In what follows we assume that w(t) = t f (t) = 1 since otherwise σ({t}) = 0 by (115). Recall
that t ∈ T is called a regular point for w if w extends analytically outside of D through a
neighborhood of t . By the formula for the roots of quadratic equations the set Reg(w) = Reg( f )
of regular points of f on T is an open subset of T with a finite complement Sing(w). If
t ∈ Reg(w) then clearly w′(t) exists. Since Re(1 − w(z)) > 0 for z ∈ D and w(t) = 1,
the derivative w′ = −(1 − w)′ cannot vanish at t . Hence for regular t satisfying w(t) = 1
the mass σ({t}) is positive. Since the sequence S( f ) of Schur parameters is infinite for every
quadratic irrationality, |an| < 1 for every index n, implying by (2) that Reg( fn) = Reg( fn+1)
and hence Sing( fn) = Sing( fn+1). Therefore the positions of the point masses for regular t in
U( f ) are determined by the solutions to the equation t f (t) = 1, which change under the Schur
transformations.
Since f ∈ B is bounded in the unit disc no singular point t ∈ Sing( f ) can be a pole. It follows
that all singular points of f are contained in the zero set of the discriminantD and are the branch
points for
√D. If t is a branch point of√D, then w(z) can be developed into a Puiseux series [5]
about t :
w(z) = w(t)+ c1(z − t)1/2 + c2(z − t)+ c3(z − t)3/2 + · · · . (117)
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If c1 6= 0, then σ({t}) = 0 by (116). If c1 = 0, then c2 6= 0, since Re(1 − w(z)) > 0 in D.
Then σ({t}) = (tc2)−1 6= 0 by (116). Differentiating (117) we obtain
w′(z) = c1
2
(z − t)−1/2 + c2 + 3c32 (z − t)
1/2 + · · · . (118)
Lemma 5.14. Let σ ∈ P(T) be a quadratic irrationality, i.e. its Schur function f satisfies (3),
and t ∈ T. Then for every integer n
lim
z→t f
′
n(z) = ∞ if and only if limz→t f
′
n+1(z) = ∞ in D.
Proof. The proof follows from the identity
f ′n(z) =
1− |an|2
(1+ a¯nz fn+1)2 ( fn+1(z)+ z f
′
n+1(z)). 
Lemma 5.15. Let σ ∈ P(T) be a quadratic irrationality t ∈ T and for some integer
k limz→t f ′k(z) = ∞. Then limz→t f ′n(z) = ∞ for every integer n > 0.
Proof. Apply Lemma 5.14. 
Proof of Theorem 1.2. By Theorem 1.9 E( f ) = Int(E). Therefore if t ∈ E \ Int(E), then on
the complementary arc of E adjusting to t the algebraic function f is unimodular, whereas on
another arc in Int(E) adjusting to t it is smaller than 1 in modulus. Hence t ∈ Sing( f ). Indeed,
if t ∈ Reg( f ) then the product f (z) f (1/z¯) is analytic about t and equals 1 on an arc. It follows
that this product is identically 1, which contradicts the assumption that | f | < 1 on another arc
about t .
If w(t) 6= 1 then σ({t}) = 0 and there is no point mass at t . If w(t) = 1 then we consider
the Puiseux series (117) of w(z) = z f (z) about t . If c1 = c1(w) 6= 0 in (117), then σ({t}) = 0.
If c1(w) = 0, then c2(w) 6= 0 and therefore both limits limz→t f ′(z) and limz→t w′(z) are finite
by (118). By Lemma 5.15 the limits limz→t f ′n(z) and limz→t w′n(z), where wn(z) = z fn(z), are
finite too for every n. Since f is periodic, there is an integer n such that fn is pure periodic.
If t fn(t) = 1, then the pure periodic measure has a positive mass at t defined by (116).
However, this contradicts Corollary 5.7. If t fn(t) = λ, then |λ| = 1 and we can consider another
pure periodic measure with the Schur function λ¯ fn which will have a positive mass at t . This
contradicts Corollary 5.7. 
6. The inverse problem
Here we prove that any rationally placed compact is essentially periodic. By Theorem 4.3 any
rational compact determines a separable polynomial
bE (z) = %1 + %2
%1(0)
, b∗E = λ¯E bE .
with roots on Int(E) and a positive number ω ∈ (0, 1), defined by (72). The idea is to prove that
if in addition λE = 1 then there is a Wall pair (A, B) with discriminant b2E − 4ωz P , P = P(E),
such that bE = B+ zB∗. The periodic measure corresponding to (A, B) is essentially supported
by E .
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By Corollary 5.13 the closed essential support E of a periodic measure is the union of non-
intersecting closed arcs e j with rational harmonic measures νE (e j ). On the one hand rational
compacts are invariant under unitary rotations z→ λz. On the other hand (9) shows that periodic
measures are generally not. The exception is when λ is the primitive root of unity of order k. If
{an}n>0 is periodic with period d + 1, then the period of {λnan}n>0 is the least common multiple
LCM(d + 1, k) of d + 1 and k. The key to understanding which rational compacts may support
a periodic measure is given by (106).
6.1. Essential supports of periodic measures
Theorem 6.1. A compact subset E = ∪g+1j=1 e j of T is essentially periodic if and only if it is
rationally placed.
Proof. The necessity follows by Corollary 5.13 and (106). To prove the converse assume that E
is rationally placed. Then there is the smallest integer d + 1 such that Φd+1E is single-valued and
λd+1E = 1. This d + 1 is nothing but LCM(P(E), ord(λE )). Then
ρ1(z) = Φd+1E (z), ρ2(z) =
1
ΦE (1/z¯)d+1
are two solutions to the quadratic equation
√
ω X2 − b(z)X +√ω zd+1 = 0, √ω = ρ1(0)−1, (119)
where b(z) is a monic self-adjoint polynomial with roots on E ; see Lemmas 4.4 and 4.7. It
remains to prove that there is a Wall pair (A, B) with discriminant D = b2 − 4ωzd+1, where
ω = C(E)2n P(E) and n P(E) = d + 1; see (72). By Fejer’s theorem and the top formula of (95)
such a pair exists if and only if the equation
b = B + zB∗ (120)
has a polynomial solution B, deg(B∗) = d, such that
B(z) 6= 0 in {z : |z| 6 1}; (121)
|B|2 > ω on T. (122)
Then (122) implies by Corollary 5.3 that 4ω 6 m2b. First we describe all polynomial solutions B
to (120) satisfying (121).
Lemma 6.2. Let b be a separable polynomial of degree d + 1 with roots on T such that b∗ = b,
b(0) = 1. Then all polynomial solutions B to b = B + zB∗ in polynomials B not vanishing in
|z| 6 1 are obtained by the formula
B − zB∗
B + zB∗ =
∫
b(ζ )=0
ζ + z
ζ − z dτ, (123)
where τ varies the set of probability measures distributed through the zero set of b so that each
root of b carries a positive mass.
Proof. Any measure τ distributed as stated in the lemma has a finite Blaschke product f =
λϕ/ϕ∗, |λ| = 1, as its Schur function∫
b(ζ )=0
ζ + z
ζ − z dτ =
1+ z f
1− z f =
ϕ∗ + λzϕ
ϕ∗ − λzϕ .
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Since τ({s}) > 0 at every zero of b, the polynomial ϕ∗ − λzϕ has the same zero set as b. Since
ϕ∗(0) = b(0) = 1, we obtain that b = ϕ∗ − λzϕ. Now
b = (ϕ∗ − λzϕ)∗ = zϕ − λ¯ϕ∗ = −λ¯(ϕ∗ − λzϕ) = −λ¯b. (124)
and b∗ = b imply that −λ = 1, so B = ϕ∗. If B is a polynomial solution to (120) such that
B(z) 6= 0 in {z : |z| 6 1}, then zB∗/B is the Schur function of a discrete measure τ supported
at zeros of b. Since zB∗/B cannot take both values ±1 at one point, τ({s}) > 0 at every zero s
of b. 
Thus any choice of a τ defines the polynomial Bτ , deg(Bτ ) = d, Bτ (0) = 1:
Bτ = b2
{
1+
∫
S
ζ + z
ζ − z dτ
}
, zB∗τ =
b
2
{
1−
∫
S
ζ + z
ζ − z dτ
}
, (125)
where S = {s0, . . . , sd} is the zero set of b. Recall thatB(E) is the set of all probability measures
τ ∈ P(S) such that |Bτ |2 > ω on T. Then τ → Bτ is a one-to-one correspondence between
τ ∈ B(E) and the second components of Wall pairs supported by E .
It is easy to see that formulas (125) determine the solution to (120) even if τ(s) = 0 for
some s ∈ S. But then Bτ (s) = 0, which is not possible for the second component of Wall
pairs. In particular the extreme points of the set P(S) of all probability distributions on S do not
correspond to any Wall pair.
Lemma 6.3. Let E be a rational balanced compact on T, S = b−1(0) and ω = C(E)2n P(E).
Then for every τ ∈ B(E) and s ∈ S
τ(s) >
√
ω
|b ′E (s)|
. (126)
Proof. For any s ∈ S and τ ∈ B(E)
√
ω 6 |Bτ (s)| = lim
t→s |Bτ (t)| = |b
′(s)| τ(s). 
Lemma 6.4. If b = B + zB∗, then |B|2 > ω on T \ E.
Proof. By Theorem 4.3 we have |b|2 > 4ω on T \ E . Then 4|B|2 > |b|2 > 4ω on T \ E , since
the integral in (125) is pure imaginary on T. 
It follows from Lemma 6.4 that it is sufficient to find a τ in (125) such that |Bτ |2 > ω on E .
If τ(s j ) = (d + 1)−1 is a uniform distribution τ = eq on S, then by the logarithmic derivative
formula
b
d∑
j=0
z + s j
z − s j = b
d∑
j=0
(
2z
z − s j − 1
)
= 2zb′ − (d + 1)b, (127)
which converts (125) into
Beq = b − zb
′
1+ d , B
∗
eq =
b′
1+ d . (128)
Lemma 6.5. |Beq |2 > ω on T.
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Proof. By Lemma 6.4 it is sufficient to prove this inequality on E . Since both ρ1 and ρ2 satisfy
(119), differentiating (119) in z, we obtain that
(log ρ1)′ = ρ
′
1
ρ1
= zb
′ −√ω(d + 1)ρ2
z
√D ,
(log ρ2)′ = ρ
′
2
ρ2
= − zb
′ −√ω(d + 1)ρ1
z
√D .
(129)
It follows that
2z(log ρ1)′ = z(log ρ21)′ = z
(
log zd+1 ρ1
ρ2
)′
= (d + 1)+ z
(
log
ρ1
ρ2
)′
= (d + 1)+ 2zb
′ − (d + 1)b√D = (d + 1)+
b√D
d∑
j=0
z + s j
z − s j . (130)
Since log ρ+1 |E = i(d + 1)g˜E+ (observe that gE = 0 on E), we obtain by (44) and by the
chain rule d/dθ = d/dz · dz/dθ = izd/dz that
0 < 2
∂gE
∂n+
= −2∂ g˜E
+
∂θ
= − 2
i(d + 1)
d
dθ
log ρ+1 = −
2z
d + 1 (log ρ1)
′
= −1− b√D(d + 1)
d∑
j=0
z + s j
z − s j = −1+
b√D(d + 1)
d∑
j=0
s j + z
s j − z
on E+. It follows (see (47)) that
b√D(d + 1)
d∑
j=0
s j + z
s j − z = 1+ 2
∂gE
∂n+
> 1. (131)
Since b/
√D is pure imaginary on E , we obtain by (125) and (131) that
4|Beq |2 = |b|2 +
∣∣∣∣∣ bd + 1
d∑
j=0
s j + z
s j − z
∣∣∣∣∣
2
= |b|2 + |D|
∣∣∣∣∣ b√D(d + 1)
d∑
j=0
s j + z
s j − z
∣∣∣∣∣
2
= |b|2 +
(
2
∂gE
∂n+
+ 1
)2
· (4ω − |b|2) > |b|2 + 4ω − |b|2 = 4ω (132)
on E = {t ∈ T : |b(t)|2 − 4ω < 0} (notice that D 6= 0 on E). 
The proof of Theorem 6.1 is completed by Lemma 6.5. 
If E is an aliquot rational balanced compact onT, then there is a polynomial b, deg(b) = g+1,
b(0) = 1, b∗ = b and ω ∈ (0, 1) such that 4ω < m2b and E = {t ∈ T : |b|2 6 4ω}. Each
connected closed component e j of E contains exactly one zero of b inside and νE (e j ) =
(g + 1)−1. In this case by (132) we have |Beq |2 > ω in Int(E). As to the ends (see also
Corollary 5.6), then
4|Beq |2 = |b|2 +
(
2
∂gE
∂n+
+ 1
)2
· (4ω − |b|2) = |b|2 + r
2
E
DE · (4ω − |b|
2) > |b|2 > 4ω
about any t ∈ E \ Int(E) since t is a simple zero of 4ω − |b|2 and |rE (t)| > 0.
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Corollary 6.6. A rational balanced compact E is aliquot if and only if eq is an interior point of
the set B(E).
Corollary 6.7. A rational balanced compact E is aliquot if and only if there is a Wall pair (A, B)
corresponding to a periodic measure essentially supported by E such that |A| > 0 on E.
Proof. If E is a rational balanced and not aliquot compact then TD must have a multiple root
on E by Theorem 5.2. Then at this root any such an A must vanish by (100). If E is an aliquot
compact then |Beq | > ω on Int(E). Hence |Beq | > ω on E by Corollary 5.6 implying that
|Aeq | > 0 on E . 
6.2. Rational compacts
Rational compacts on T can also be described in terms of separable polynomials with roots
on T. Clearly the set of roots may be rotated to make b(0) be 1 and consequently b∗ = b. If
0 < 4ω < m2b, then E = {t ∈ T : |b(t)|2 − 4ω 6 0} is a rational compact. If 4ω = m2b, then
non-aliquot compacts appear.
Theorem 6.8. A compact E is rational if and only if there are a polynomial b with roots on T
and 0 < 4ω 6 m2b such that E = {t ∈ T : |b(t)|2 6 4ω}.
Proof. If E is rational, then it may be rotated to become balanced; see Definition 4.1. By
Theorem 6.1 E is periodic. Hence there is a periodic Schur function f such that E( f ) is dense
in E . Any periodic f is determined by a Wall pair (A, B). The Wall pair (A, B) determines ω.
Then b = B + zB∗.
Suppose now that E = {t ∈ T : |b(t)|2 6 4ω} with 0 < 4ω 6 m2b. Then by (20) the
polynomial b and consequently E can be rotated so that b∗ = b. Lemma 6.2 describes all
polynomial solutions to the equation b = B + zB∗. The set E is the closure of E defined in (75).
By (125) 4|B|2 > |b|2 > 4ω on T \ E for every such a solution B. By Lemma 6.5 |Beq |2 > ω
on T. Hence E supports a periodic irrationality implying that E is rational. 
Corollary 6.9. If b is a polynomial with roots on T, then mb 6 2.
Proof. Suppose to the contrary that mb > 2. Then without loss of generality we may assume
that b is separable. There is an ω > 1 such that 4ω < m2b. By Theorem 6.8 the compact
{t ∈ T : |b(t)|2 6 1} is a rational proper compact subset of T. By (72) ω < 1, which is a
contradiction. 
The density of the equilibrium measure can be expressed in terms of |b|.
Theorem 6.10. Let E = {t ∈ T : |b|2 6 4ω}. Then for eiθ ∈ E
2pi
dνE (eiθ )
dθ
=
(
1+ 4|Beq |
2 − 4ω
4ω − |b|2
)1/2
= 2
d + 1 ·
∣∣∣ d|b|dθ ∣∣∣√
4ω − |b|2 . (133)
Proof. Applying rotations if necessary, we may assume without loss of generality that b(0) = 1
and b∗ = b. By (132) and (47) we obtain the first formula in (133). By the second formula of
(128), we obtain
1+ 4|Beq |
2 − 4ω
4ω − |b|2 =
4|Beq |2 − |b|2
4ω − |b|2 =
4|b′|2 − (1+ d)2|b|2
(1+ d)2(4ω − |b|2) . (134)
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It follows from (127) that
2zb′
b
= (d + 1)+
d∑
j=0
z + s j
z − s j . (135)
Taking into account that the sum in the right-hand side of (135) is pure imaginary, we obtain the
formula
4|b′|2 − (1+ d)2|b|2 = |b|2
∣∣∣∣∣ d∑
j=0
z + s j
z − s j
∣∣∣∣∣
2
. (136)
Since d/dθ = izd/dz and |b|2 = bb = z¯d+1bb∗ = z¯d+1b2, we obtain by (127) that
2|b|d|b|
dθ
= d|b|
2
dθ
= iz¯d+1b{2zb′ − (d + 1)b} = iz¯d+1b2
d∑
j=0
z + s j
z − s j . (137)
Finally (133) follows from (134), (136) and (137). 
The right-hand side in (133) is not determined at the points t ∈ E such that |b|2 = 4ω and
d|b|
dθ = 0. To find the formula in this case we observe first that by Lemma 2.3, (47) and (133)
there is δ = δ(E) > 0 such that
2pi
dνE (eiθ )
dθ
> 1+ δ, eiθ ∈ E . (138)
By Lemma 6.4 if |B(t)|2 = ω for t ∈ T, then t ∈ E . Using Theorem 6.10, we can easily
locate the solutions to the equation |Beq(t)|2 = ω. Indeed, by (132), (47) and (133) on E we
have
4|Beq |2 − 4ω =
{(
1+ 2 ∂gE
∂n+
)2
− 1
}
(4ω − |b|2)
=
{(
2pi
dνE
dθ
)2
− 1
}
(4ω − |b|2) = 4
(d + 1)2
∣∣∣∣d|b|dθ
∣∣∣∣2 + |b|2 − 4ω. (139)
Hence |Beq(t)|2 = ω if and only if |b(t)|2 = 4ω and d|b|dθ (t) = 0. This may happen if and only if
4ω = m2b. Clearly there may be not more than d + 1 such points in Int(E). By (138) and (139)
we have
0 < 2δ + δ2 <
(
2pi
dνE
dθ
)2
= 4
d + 1 ·
∣∣∣ d|b|dθ ∣∣∣2
4ω − |b|2 (140)
on E . The formula (6.10) is undetermined at the points t0 ∈ Int(E) where |b(t0)|2 = m2b. If
t = eiθ and t0 = eiθ0 , then by Lemma 4.8
|b|2 = 4ω − c(θ − θ0)2 + o((θ − θ0)2), c > 0.
Passing to the limit in (133) as θ → θ0, we obtain the formula
2pi
dνE
dθ
(eiθ0) =
√
− 1
mb
d2|b|
dθ2
∣∣∣∣
θ=θ0
> 0. (141)
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To illustrate formula (133) we prove that νE (e) = 1/(d + 1) if the connected component e of
E contains only one root of b:
νE (e) =
∫
e
∣∣∣ d|b|dθ ∣∣∣√
4ω − |b|2
dθ
pi(d + 1) =
2
pi(d + 1)
∫ |b|=2√ω
|b|=0
d|b|√
4ω − |b|2
= 2
pi(d + 1)
∫ 1
0
dx√
1− x2 =
2 arcsin(1)
pi(d + 1) =
1
d + 1 .
It follows that νE (e) = k/(d + 1) if the connected component e of E contains k zeros of b. By
(128)
Beq − zB∗eq = b −
2zb′
1+ d .
Theorem 6.11. If E = {t ∈ T : |b|2 6 4ω}, where 0 < 4ω 6 m2b, then∫
T
ζ + z
ζ − z dνE (ζ ) =
Beq − zB∗eq√D =
(1+ d)b − 2zb′
(1+ d)√D . (142)
Proof. By Theorem 5.10, (130)
(gE + ig˜E )′ = (log ρ1)
′
d + 1 =
1
2z
− (d + 1)b − 2zb
′
2z(d + 1)√D . (143)
For σ ∈ P(T) the potential Uσ can be expressed in terms of the Schur functions f = f σ of σ :
d
dz
∫
T
log
1
ζ − z dσ(ζ ) =
∫
T
dσ(ζ )
ζ − z =
f (z)
1− z f (z) . (144)
If σ = νE , where f σ = fE , then by (39) and (144)
(gE + ig˜E )′ = − fE (ζ )1− ζ fE (ζ ) . (145)
Combining (143) with (145), we obtain (142). 
Corollary 6.12. If E = {t ∈ T : |b|2 6 4ω}, where 0 < 4ω 6 m2b, then D = q2E × DE , where
qE is a separable polynomial with roots on T satisfying
2zb′ − (1+ d)b(z) = (1+ d)qE (z)rE (z).
Proof. Compare the right-hand side of (54) with the right-hand side of (142). 
An interesting property of the equilibrium measure dνE for rational compacts is that the zeros
of the polynomial (1+ d)b − 2zb′ are located by (137) at the points of the local maxima of |b|2
on T. Therefore when 4ω increases from 0 to m2b, then only the denominator
√
b2 − 4ωzd+1 in
(142) and the interval of integration changes. By the definition of Φ1 we obtain from (143) in D
Φ1(z) = C(E)−1 exp
∫ z
0
{
1
2ζ
− (d + 1)b − 2ζb
′
2ζ(d + 1)√D
}
dζ, |z| < 1. (146)
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6.3. Inverse Bernstein inequality
By the classical Bernstein inequality
sup
z∈D
|P ′(z)| 6 deg(P) sup
z∈T
|P(z)|.
Theorem 6.13. If b is a polynomial with roots on T, then
inf
z∈T
|b′(z)| > deg(b)mb
2
. (147)
Proof. Without loss of generality we may assume that b is a monic polynomial satisfying b∗ = b.
By (128) and Lemma 6.5 we obtain (147). 
If b(z) = zn − 1, then infz∈T |b′| = n and mb = 2, showing that (147) is precise. There are
a number of interesting formulas related to (147). Since z¯d+1 = b¯/b, we obtain by the direct
differentiation followed by (137) that
d|b|
dθ
= d
dθ
√
|b|2 = 1
2
√|b|2 d|b|
2
dθ
= iz¯
d+1b
2|b| {2zb
′ − (d + 1)b}
= ib¯
2|b| {2zb
′ − (d + 1)b} = i|b|
2
{
2zb′
b
− (d + 1)
}
= i|b|
2
d∑
j=0
z + s j
z − s j =
|b|
2
d∑
j=0
cot
θ − θ j
2
.
It follows that
iz
|b|
b
b′ = d|b|
dθ
+ i(d + 1) |b|
2
. (148)
Hence, if |b| > mb, then the inequality |b′| > (d + 1)mb/2 is obvious. If |b| < mb, then we
obtain from (148) and (147) that∣∣∣∣d|b|dθ
∣∣∣∣ > d + 12
√
m2b − |b|2. (149)
Combining this inequality with (133), we obtain that
dνE
dm
(eiθ ) = 2pi dνE
dθ
(eiθ ) >
√
m2b − |b|2
4ω − |b|2 > 1 (150)
in {t ∈ T : |b|2 < 4ω} if 4ω < m2b.
7. Periodic measures on E
Let us compare the construction of the solutions sn , tn to Pell’s equation (88) with Brouncker’s
method.
7.1. Brouncker’s method
Let E be a balanced compact on T with period P = P(E) and f be a pure periodic quadratic
irrationality with period d+1 such that E( f ) is dense in E . Then d+1 = k P by Corollary 5.12.
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On the one hand two single-valued analytic functions %1 = ΦP1 , %2 = ΦP2 in C \ E associated
by (11) with Φ define a self-adjoint polynomial bE ; see (70) of Theorem 4.1. On the other hand
any pure periodic f of period d + 1 generates two single-valued functions in Cˆ \ E
ρ1 = Φd+11 = %k1, ρ1 = Φd+11 = %k2. (151)
By (86) sk = %−k1 (0)(%k1 + %k2). Then an obvious identity
xn + yn = (x + y)(xn−1 + yn−1)− xy(xn−2 + yn−2) (152)
shows that
sn = bE sn−1 − ωz P sn−2, n > 2, s0 = 2, s1 = bE . (153)
It follows by induction from (153) that sn is a self-adjoint monic polynomial in z of degree n P .
The roots of sn are placed at interior points of E on T and are determined by the algebraic
equation (%2/%1)n = −1, which has only simple roots; see Lemma 4.4. The polynomial bE is
related to the discriminant D associated with E by Pell’s equation:
s21 − t21D def= b2E − 12D = 4ωz P(E). (154)
In 1657 Brouncker discovered a method for solving Pell’s equations x2n − y2n D = 1 in positive
integers xn and yn if D is not a perfect square and a minimal solution (x1, y1) is known.2 The
idea of the method is based on the identity
1 = (x2n − y2n D)(x21 − y21 D)
= (xn − yn
√
D)(x1 − y1
√
D)× (xn + yn
√
D)(x1 + y1
√
D)
= (x1xn + yn y1 D)2 − (y1xn + x1 yn)2 D,
which shows that if (xn, yn) is a solution, then
xn+1 = x1xn + y1 yn D,
yn+1 = y1xn + x1 yn, (155)
is another solution. Iterating (155), we obtain
xn+1 = (2x1)xn − xn−1,
yn+1 = (2x1)yn − yn−1. (156)
For instance
xn+1 = x1xn + y1(y1xn−1 + x1 yn−1)D = x1xn + xn−1(y21 D)+ x1 y1 yn−1 D
= x1xn + x21 xn−1 + x1 y1 yn−1 D − xn−1 = (2x1)xn − xn−1.
Combining (155) for n = 2 with x2 = (2x1)x1 − x0 we find that x0 = 1. Similar calculation for
y2 shows that y0 = 0. It follows that yn/xn are convergents to the periodic continued fraction
with partial numerators −1 and partial denominators 2x1:
y1
x1 −
1
2x1 −
1
2x1 −···
. (157)
2 If D = Y 2, where Y is an integer, Pell’s equation obviously has no solutions.
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Since
1√
D
− yn
xn
= xn − yn
√
D
xn
√
D
= 1
xn
√
D(xn + yn
√
D)
= 1
xn
√
D(x1 + y1
√
D)n
→ 0
as n→∞, the continued fraction (157) converges to D−1/2.
It is obvious that there is an analogy between these two cases. For instance Eq. (153) is similar
to (156) and (89) to (155). In (86) we assigned a second sequence {tn}n>0 to {sn}n>0. Clearly,
{sn}n>0 corresponds to {xn}n>0 and {tn}n>0 to {yn}n>0. Moreover, following (11) and (152) we
can consider irrational roots ζ1 = x1 + y1
√
D and ζ2 = x1 − y1
√
D of the quadratic equation
X2 − 2x1 X + 1 = 0; compare this with (110). By Vie`te’s formulas ζ1 + ζ2 = 2x1, ζ1ζ2 = 1.
Then
2n xn = ζ n1 + ζ n2 .
It is true for n = 1, 2 by inspection. Use (152) and (156) for the transformation n 7→ n + 1.
7.2. The Abel–Brouncker method
Here is another proof of existence of the polynomials {tn}n>0.
Lemma 7.1. Let ω = C(E)2P(E) and D = b2E − 4ωz P(E) be the discriminant associated with
the rational balanced compact E. Then for every positive n there is a unique monic self-adjoint
polynomial tn such that
s2n − 4ωnzn P(E) = t2nD. (158)
Proof. We apply Brouncker’s method for finding solutions to Pell’s equations. It is clear that (we
put b = bE and P = P(E) for brevity)
s0 = 2 s1 = b s2 = b2 − 2ωz P s3 = b3E − 3ωz P b
t0 = 0 t1 = 1 t2 = b t3 = b2 − ωz P
satisfy (158). Assuming that sk and tk defined for k < n by
sk = bsk−1 − ωz P sk−2,
tk = btk−1 − ωz P tk−2, (159)
satisfy (158), we define sn and tn by (159) with k = n. Then
s2n − t2nD = (bE sn−1 − ωz P sn−2)2 − (bE tn−1 − ωz P tn−2)2D
= ω2z2P (s2n−2 − t2n−2D)+ b2(s2n−1 − t2n−1D)− 2bωz P (sn−1sn−2 − tn−1tn−2D)
= 4ωnzn P + 4ωn−1z(n−1)P b2 − 2bωz P (sn−1sn−2 − tn−1tn−2D).
Therefore to complete the proof we must add to already mentioned hypotheses an extra one
sk−1sk−2 − tk−1tk−2D = 2bωk−2z(k−2)P . (160)
We assume that it is valid for k < n. The identity (160) holds for k = 2 and k = 3 by inspection.
Now
sn−1sn−2 − tn−1tn−2D = (bsn−2 − ωz P sn−3)sn−2 − (btn−2 − ωz P tn−3)tn−2D
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= bs2n−2 − bt2n−2D − ωz P (sn−2sn−3 − tn−2tn−3D)
= 4bωn−2z(n−2)P − ωz P 2bωn−3z(n−3)P = 2bωn−2z(n−2)P .
By (159) both sn and tn are monic and self-adjoint. 
To find an analogue of (155) we consider u2n − v2nD = 4ωnzn P . Then
4ωn+1z(n+1)P = (u2n − v2nD)(s21 − t21D)4−1
= (un − vn
√
D)(s1 − t1
√
D)2−1 × (un + vn
√
D)(s1 + t1
√
D)2−1
= {(uns1 + vn t1D)− (vns1 + un t1)
√
D}2−1
×{(uns1 + vn t1D)+ (vns1 + un t1)
√
D}2−1
=
(
uns1 + vn t1D
2
)2
−
(
vns1 + un t1
2
)2√
D.
Since s1 = b and t1 = 1, we obtain by induction that un = sn and vn = tn , implying
2sn+1 = snb + tnD,
2tn+1 = tnb + sn . (161)
As in Brouncker’s case (157) it is easy to write a continued fraction corresponding to
√D, where
D is the determinant of a balanced compact E :
1√D =
1
bE −
2ωz P(E)
bE −
ωz P(E)
bE −
ωz P(E)
bE −···
. (162)
It is easy to see that
t1
s1
= 1
bE
,
t2
s2
= 1
bE −
2ωz P(E)
bE
,
t3
s3
= 1
bE −
2ωz P(E)
bE −
ωz P(E)
bE
, . . . ,
implying that tn/sn are the convergents to the continued fraction (162). It should be mentioned
that (159) coincide with the Euler–Wallis formulas for this continued fraction only for k > 3.
The reason for this is that s0 is 2 and not 1 as in the number case. Like in the number theory case
the continued fraction (162) converges. Indeed by (86)
1√D(z) −
tn(z)
sn(z)
= 1√D(z)
2
(%2
%1
(z)
)n
1+ (%2
%1
(z)
)n . (163)
Since |ΦE (z)| > 1 inC\E , the continued fraction (162) converges uniformly on compact subsets
of C \ E by (163) and (11).
The following important lemma goes back to Abel [1].
Lemma 7.2. Let D, p, q ∈ C[z]. Then
d
dz
log
(
p + q√D
p − q√D
)
= 2(pq
′ − p′q)D + pqD′
(p2 − q2D)√D . (164)
Proof. The lemma is proved by a direct differentiation. 
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Theorem 7.3. Let p, p(0) 6= 0, and q be polynomials satisfying
p2 − q2D = 4ωzd+1, (165)
where D and p are separable polynomials with roots on T, and
2 deg(p) = 2d + 2 > degD = 2g + 2.
Then q is a separable polynomial with roots on T located at zeros of 2zp′ − (d + 1)p.
Proof. Differentiating (165) in z, we obtain
2pp′ − q(2q ′D + qD′) = (d + 1)4ωzd . (166)
For such p and q (164) can be simplified:
2(pq ′ − p′q)D + pqD′ = p(2q ′D + qD′)− 2p′qD
= p 2pp
′ − (d + 1)4ωzd
q
− 2p′qD = 2p
2 p′ − (d + 1)4ωzd p
q
− 2p′qD
= 2(4ωz
d+1 + q2D)p′ − (d + 1)4ωzd p − 2p′q2D
q
= 4ωz
d+1(2zp′ − (d + 1)p)
z q
. (167)
By (165) q(0) 6= 0 if p(0) 6= 0. Since the left-hand side of (167) is a polynomial, we obtain that
q must divide 2zp′ − (d + 1)p. In other words there exists a polynomial r such that
2zp′ − (d + 1)p = q · r. (168)
By (165) the degree deg(q) is d − g. By (168) deg(r) = g + 1. Since p is separable
p = λ(z − t0)(z − t1) . . . (z − td),
where t j ∈ T, j = 0, 1, . . . , d . Then
2zp′ − (d + 1)p = p
{
2z
p′
p
− (d + 1)
}
= p
{
d∑
j=0
2z
z − t j − (d + 1)
}
= p
d∑
j=0
z + t j
z − t j = (d + 1)p
∫
T
z + ζ
z − ζ dσ, (169)
where σ is a probability measure with equal masses at the zeros of p. Now∫
T
z + ζ
z − ζ dσ
is a purely imaginary function on T{t0, . . . , td} whose imaginary part monotonically varies
from −∞ to +∞ on every complementary arc (t j , t j+1). It follows that 2zp′ − (d + 1)p has
exactly d+ 1 simple zeros interlacing the zeros of p, which by (168) include the zeros of q . 
Corollary 7.4. Let D, p, q ∈ C[z] be such that p2 − q2D = 4ωzd+1. Then
d
dz
log
(
p + q√D
p − q√D
)
= 2zp
′ − (d + 1)p
zq
√D =
r
z
√D . (170)
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If p = b, q ≡ 1, and r = 2zb′ − (d + 1)b, then using (105) and (109), we obtain by
Corollary 7.4 that∫ {
2zb′ − (1+ d)b
z
√D
}
dz = log ρ1
ρ2
+ C. (171)
7.3. Proof of Theorem 1.7
Let f be the Schur function of a periodic measure σ with a period d + 1 and E = suppess(σ )
be balanced. To simplify the notation we put P = P(E). Then d + 1 = n P by Corollary 5.12.
Since the period of f is n P the degree of the Wall pair (An P−1, Bn P−1) is n P−1 and f satisfies
the equation
z A∗n P−1 f 2 + (Bn P−1 − zB∗n P−1) f − An P−1 = 0, (172)
by (4). Our strategy is to prove that f has another Wall pair of degree P − 1. The Wall pair
(An P−1, Bn P−1) determines two functions ρ1 and ρ2 by (105) and (109). These functions in turn
can be expressed in terms of Φ by (151). Let D be the discriminant for the rational balanced
compact E and b be the self-adjoint polynomial with roots on T such thatD = b2− 4ωz P . Then
sn and tn defined by (86) are self-adjoint separable polynomials with roots on E . By (92)
T = |sn|2 − 4ωn = |tn|2(|b|2 − 4ω) = |tn|2TD
is the trigonometric polynomial for the discriminant t2nD. Since by Theorem 5.2 any root of tn is a
root of multiplicity 2 for T , the polynomial tn divides An P−1 = Atn as well as Bn P−1− zB∗n P−1.
Then
B = 1
2
(
b + Bn P−1 − zB
∗
n P−1
tn
)
is a polynomial of deg(B) = P − 1, B(0) = 1. Assuming that z ∈ T, we may write
2zB∗ = 2z P B = z P b + z P Bn P−1 − z¯ B
∗
n P−1
tn
= b + zn P Bn P−1 − z¯ B
∗
n P−1
z(n−1)P tn
= b − Bn P−1 − zB
∗
n P−1
tn
.
It follows that
4zB B∗ − 4z AA∗ = b2 −
(
Bn P−1 − zB∗n P−1
tn
)2
− 4z AA∗
= b2 − (Bn P−1 − zB
∗
n P−1)2 + 4zt2n A∗A
t2n
= b2 −D = 4ωz P ,
implying that |B|2−|A|2 = ω on T. To prove that (A, B) is a Wall pair we must show that B has
no roots in D. Since B + zB∗ = b, and |B|2 − |A|2 = ω on T, we obtain that (95) holds for D
for these very A and B. If E is an aliquot compact then TD has only simple roots, which means
that its intervals of negative values are interlaced by the intervals with the positive values. There
are P such intervals. The zeros of b = B + zB∗ are placed on the negative intervals, whereas as
(95) shows the zeros of B − zB∗ are located in the positive intervals. It follows that the zeros of
B − zB∗ interlace the zeros of B + zB∗. Then
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2B = B + zB∗ + B − zB∗ = b
(
1+ B − zB
∗
B + zB∗
)
= b
1+ ∑
b(ζ j )=0
ζ j + z
ζ j − z δ j
 ,
where δ j > 0; see [7, Corollary 8.9]. Since the sum in the right-hand side of the above formula
has a positive real part, we see that B does not vanish in D. It cannot vanish on T since
|B|2 = |A|2 + ω > 0.
If E is not aliquot then T has a number of zeros of the second order obtained as the result of
the limit limε→0+ Tε. Therefore the zeros of B − zB∗ and of B + zB∗ must interlace in this case
too.
7.4. Proof of Theorem 1.11
By Theorem 4.3 any rational compact E equals {t ∈ T : |bE (t)|2 6 4ω}, where bE is
a polynomial with roots on T. We have deg bE = P(E) and ω = C(E)2P ∈ (0, 1), where
P = P(E). The zeros of the discriminant D are either simple or of multiplicity 2. It follows that
D = q2DE . Hence
b2E − q2DE = 4ωz P .
Suppose now that (31) has a solution in polynomials p and q . Applying rotations if necessary
we may assume that λ = ω > 0. By Abel’s formula (168) the zeros of q are located at the
zeros of 2zp′ − np. Hence q is a polynomial with roots on T and deg(q) < deg(p) = n. Let
2g + 2 = deg(DE ). The polynomials with roots on T satisfy the equations on T:
p∗(z) = zn p(z) = λp p(z), q∗(z) = zn−g−1q(z) = λqq(z),
D∗E (z) = z2g+2DE (z) = λDDE (z),
where λp, λq , λD are numbers in T. By (31),
4ω = pz¯n p − qz¯n−g−1qz¯g+1DE = λ¯p|p|2 − λ¯q λ¯1/2D |q|2T , (173)
where T = λ1/2D z¯g+1DE is a real trigonometric polynomial on D. Since ω > 0, we obtain that
Im(λ¯p)|p|2 = Im(λ¯q λ¯1/2D )|q|2T
on T. Since p and qDE cannot have common zeros on T this implies that λp = ±1 and
λqλ
1/2
D = ±1. Evaluating (173) at the zeros of DE we conclude that λp = 1 implying that
p is a self-adjoint polynomial with roots on T. It follows that
4ω = |p|2 − λqλ1/2D |q|2T .
There are two choices of sign for λ1/2D . We chose the sign to make λqλ
1/2
D = 1. Then
4ω = |p|2 − |q|2T . (174)
By Theorem 7.3 p is a separable polynomial. It follows that all zeros of p are located in {T < 0},
whose closure is either E or cl(T \ E). By (174)
|p|2 − 4ω = |q|2T ,
implying that {T < 0} = {|p|2 < 4ω}. By Theorem 1.4 E is periodic and hence rational.
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