Abstract. It is well known in convex analysis that proximal mappings on Hilbert spaces are 1-Lipschitz. In the present paper we show that proximal mappings on uniformly convex Banach spaces are uniformly continuous on bounded sets. Moreover, we introduce a new general proximal mapping whose regularization term is given as a composition of a Young function and the norm, and formulate our results at this level of generality. It is our aim to obtain the corresponding modulus of uniform continuity explicitly in terms of a modulus of uniform convexity of the norm and of moduli witnessing properties of the Young function. We also derive several quantitative results on uniform convexity, which may be of interest on their own.
Introduction
Let X be a Hilbert space and f : X → (−∞, ∞] be a (proper) convex lower semicontinuous function. The proximal mapping associated with f is given by prox f (x) := arg min
This definition is due to Moreau [35, 36, 37] . Given λ > 0, it is common to consider (1) prox λf (x) = arg min y∈X f (y) + 1 2λ
which is exactly the resolvent of the maximal monotone operator ∂f, that is, prox λf (x) = (I + λ∂f ) −1 (x),
for every x ∈ X. The proximal mapping is nonexpansive, that is, Lipschitz continuous with Lipschitz constant 1. A prime example of the proximal mapping is the metric projection onto a closed convex set C ⊂ X and it is known that the nonexpansiveness of metric projections onto closed convex sets characterizes Hilbert spaces among Banach spaces provided the dimension is at least three; this result is due to Phelps [40, Theorem 5.2] . More details on the proximal mapping in Hilbert spaces can be found for instance in the monograph by Bauschke and Combettes [5] . We also recommend the classic books [11] and [41] by Brezis and Phelps, respectively. Let now X be a uniformly convex Banach space. Given a closed convex set C ⊂ X, we use the standard notation P C and d C for the metric projection and distance function, respectively. Let also B(x, r) stand for the closed ball with diameter r > 0 centered at x ∈ X. In particular, we denote B X := B(0, 1). It is well known that P C is continuous; see for instance the book by Goebel and Reich [21, Proposition 3.2] . The following quantitative result is from the monograph by Benyamini and Lindenstrauss [6, Lemma 2.5]. Assume C ⊂ X is convex closed, x ∈ X with d C (x) < R, for some R > 0, and y ∈ B(x, r), for some r ∈ (0, R). Then we have P C (x) − P C (y) ≤ (R + r) δ The class of Young functions include 1 p t p , for p ≥ 2, e t − t − 1, cosh(t) − 1, t p log (t + 1) r , for p ≥ 1 and r > 0. For more details, see for instance the classic book by Krasnoselski and Ruticki [33] . Consider a duality mapping J φ : X → 2 X * , given by (3) J φ (x) := {x * ∈ X * : φ( x ) = x * , x * , x = x x * } .
Recall that the concept of a duality mapping goes back to Beurling and Livingston [8] .
We can now state the promised Penot's theorem. for every x, y ∈ B(0, R) and x * ∈ J φ (x) and y * ∈ J φ (y). Then for every r > 0 with 3r + d(0, C) < R we have that the metric projection P C is uniformly continuous on B(0, r) with
for every x, y in B(0, r).
In the present paper, we investigate proximal mappings in uniformly convex Banach spaces associated to a (proper) convex lower semicontinuous (lsc, for short) function f : X → (−∞, ∞]. As a matter of fact we introduce a new type of proximal mappings, whose regularization term is given as a composition of a Young function and the norm:
where λ > 0. For Φ(t) := 1 p t p , where p ≥ 2, we recover
which was used, for instance, by Ambrosio, Gigli and Savaré in [1] to construct gradient flows (p-curves) in metric spaces; see [1, Remark 2.0.7] . The proximal mapping (5) was also used in p-uniformly convex metric spaces by Kuwae [34] as a tool in the study of p-harmonic mappings. A corresponding definition of p-Moreau envelopes (infimal convolutions) in Hilbert spaces can be found in [5, Proposition 12.15 ].
Let us turn back to duality mappings now. In the simplest case, when φ(t) := t, one obtains the normalized duality mapping J : X → 2 X * given by
However, in some cases, the duality mapping associated to the function φ(t) := t p−1 may reflect better the geometry of the underlying Banach space than the normalized duality mapping. Indeed, Penot and Ratsimahalo [39] show that if X := L p (Ω), for some p ∈ (1, ∞), then the duality mapping J φ with φ(t) := t p−1 has a simple form
which, unlike the normalized duality mapping, does not involve integration. The general duality mapping (3) is then believed to be more suitable for other Banach spaces (e.g. Orlicz spaces) and so is the proximal mapping with a Young function (4) . One can also extend definition (4) to nonlinear spaces, which may be natural in metric space generalizations of Orlicz spaces [29, 48] and in minimization of functionals like the generalized Cheeger energy
introduced along with the corresponding generalized Laplacian ∆ Φ by Kell [28] . To our knowledge, the continuity of proximal mappings in uniformly convex Banach spaces has not been addressed in the literature (apart from the case of metric projections mentioned above) and our results are new even for the case φ(t) := t. We also provide explicit moduli of uniform continuity of the proximal mapping depending on a modulus of uniform convexity of the underlying space X and on moduli witnessing properties of the function Φ. On the other hand, remarkably, this modulus of uniform continuity of prox Φ λ,f is independent of λ for λ ∈ (0, 1]. Furthermore, we establish several quantitative results on uniform convexity which may be of interest on their own. In some cases, their non-quantitative versions had existed and we obtained our results by extracting additional information from the original proofs. This approach is part of a general program of obtaining statements with explicit effective bounds by applying proof-theoretic methods developed by the second author. However, in the present paper, we do not discuss the underlying principles from logic and proof theory and instead refer the interested reader to [30, 31, 32] for more information. One of the consequences of our methodology is that we work with nonoptimal moduli. For instance, it is common in functional analysis to define the (optimal) modulus of uniform convexity of a Banach space by δ X (ε) := inf 1 − x+y 2 : x, y ∈ B X , x − y ≥ ε , whereas we prefer to call an arbitrary function δ X witnessing ∀ε ∈ (0, 2] ∃δ > 0 A(ε, δ) (i.e. any so-called 'Skolem function' for this property), where
a modulus of uniform convexity; see Section 2. This is closer to the spirit of computable analysis, where ε, δ > 0 are taken as dyadic rational numbers 2 −k , 2 −n and then moduli are number-theoretic functions δ X : N → N providing an explicit numerical witness for the positivity of an optimal modulus. Such 'nonoptimal' moduli are usually easy to compute whereas the optimal ones might not be computable. Also e.g. the nonoptimal (but asymptotically optimal) modulus of uniform convexity for Hilbert spaces has a better multiplicative behavior w.r.t. ε than the optimal one. Although, when using arbitrary moduli, one in general no longer can rely on properties of the optimal modulus such as monotonicity, this does not cause a real problem as one can use instead the monotonicity of the property A(ε, δ) :
We sometimes use moduli δ X (ε) also in contexts where ε > 0 is not restricted to (0, 2] . Note that for ε > 2, the property A(ε, δ) trivially holds for any δ and so we can arbitrarily extend the modulus to all ε > 0 and in the case of moduli such as ε 2 8 which are already defined for all ε > 0 we can just take this value also for ε > 2.
Let us now briefly recall some negative results outside of uniformly convex Banach spaces. If C is a convex closed subset of a reflexive strictly convex Banach space X, the metric projection P C : X → C is a well-defined single-valued mapping, which however is not necessarily continuous. A counterexample with C being a codimension 2 subspace is due to Brown [14] . In [21, p. 12 ], Goebel and Reich refer also to an unpublished counterexample of Kripke.
We would like to mention an alternative definition of a proximal mapping with a Young function. It was introduced by Penot and Ratsimahalo [39, Definition 3.4] as follows: (6) prox
where λ > 0. For φ(t) := t p−1 , where p ≥ 2, we also recover (5) . Even though the proximal mapping from (4) and the one from (6) both have similar properties for a fixed parameter λ, they scale with λ differently. It turns out that the scaling is more favorable in definition (4) in the sense that the properties of that proximal mapping (for instance the variational inequality in (18) and uniform continuity on bounded sets in Theorem 3.10) depend on a modulus of uniform convexity of the function Φ • · , denoted δ Φ• · ,r0 which is defined on a ball of radius r 0 , and this radius is independent of λ ∈ (0, 1]. On the other hand analogous results for the proximal mapping defined in (6) need a modulus δ Φ• · , r λ with r λ going to infinity as λ → 0. For such a reason we decided to prefer (4) to (6); see also Remarks 3.4 and 3.11. On the other hand we stress that the Moreau envelope corresponding to (6) , that is,
has a deeper meaning. It is known as the Hopf-Lax formula and is related to (viscosity) solutions to the Hamilton-Jacobi equations. Namely, a function
is, under appropriate assumptions, a (viscosity) solution to the Hamilton-Jacobi equation
Here Φ * stands for the Fenchel-Legendre transformation of Φ. For more details, the interested reader is referred to Evans' book [20] . Admittedly, we do know of any deeper meaning of the Moreau envelope corresponding to (4) .
We conclude this Introduction by mentioning related directions of research. The continuity of metric projections in Banach spaces which are both uniformly convex and uniformly smooth was established for instance in [6, Theorem 2.8]. The continuity of proximal mappings as well as a closely related problem of the differentiability of Moreau envelopes have been studied at varying levels of generality (e.g. even for nonconvex functions) by a number of authors including Bernard, Thibault and Zlateva [7] , CepedelloBoiso [17] , Kecis and Thibault [26] , Ngai and Penot [49] , Strömberg [46, 47] . However, all those results rely on the (uniform) smoothness of the norm (in addition to uniform convexity), whereas it is our purpose in the present paper to obtain the continuity of proximal mappings without any differentiability assumptions on the norm. Interestingly, despite of the fact that we do not require the norm to be smooth, we obtain the same Hölder constant in the case of a power type p uniformly convex norm. Finally, we would like to mention that there exists a rich theory of proximal mappings with Bregman divergences; see for instance [15, 3.1.5 ]. Yet another type of proximal mappings prox: X * → 2 X was studied in [16] .
Preliminaries on uniformly convex spaces and functions
Let (X, · ) be a Banach space. If for each ε ∈ (0, 2] there exists δ X (ε) > 0 such that
for every x, y ∈ B X satisfying x − y ≥ ε, we say that (X, · ) is uniformly convex and we call any such function δ X : (0, 2] → (0, 1] a modulus of uniform convexity. If there exist K > 0 and p ≥ 2 such that δ X (ε) := Kε p , for every ε ∈ (0, 2], is a modulus of uniform convexity, we say that X has a modulus of uniform convexity of power type p.
There are several fundamental renorming theorems related to uniform convexity. Enflo's [19] and James' [24, 25] theorems together give that a Banach space admits an equivalent uniformly convex norm if and only if it is superreflexive.
Enflo [19] also showed that a Banach space admits an equivalent uniformly convex norm if and only if it admits an equivalent uniformly smooth norm. Combined with a result of Asplund [2] , it implies that a Banach space which admits a uniformly convex renorming admits an equivalent norm which is both uniformly convex and uniformly smooth.
A theorem of Pisier [42] says that each uniformly convex Banach space admits an equivalent norm with a modulus of uniform convexity of power type p, for some p ≥ 2.
For uniform convexity in metric spaces, see for instance a recent paper by Kell [27] and the references therein.
To our knowledge, Asplund was the first to define uniform convexity for functions [2] . A convex lsc function h : X → (−∞, ∞] is uniformly convex on a convex set C ⊂ X if for each ε > 0 there exists δ h,C (ε) > 0 such that
for every x, y ∈ C ∩ dom h with x − y ≥ ε. Here dom h := {x ∈ X : h(x) < ∞} stands for the domain of the function h. The function δ h,C : (0, ∞) → (0, ∞) is called a modulus of uniform convexity. To simplify the notation, we will write δ h,r instead of δ h,B(0,r) . If there exist K > 0 and p ≥ 1 such that δ h,C (ε) := Kε p , for every ε ∈ (0, ∞), is a modulus of uniform convexity, we say that h has a modulus of uniform convexity of power type p. Equivalently, we can say that h is uniformly convex on C if, given ε > 0, there exists γ h,C (ε) > 0 such that we have (8) h
for every t ∈ [0, 1] and x, y ∈ C ∩ dom h with x − y ≥ ε. Indeed, if we have (8) , then inequality (7) holds true with δ h,C (ε) := We shall need the following result due to Zȃlinescu [51] .
be a convex lsc function and C ⊂ X be a convex set. If h satisfies (8), then we have
for every x, y ∈ C ∩ dom h with x − y ≥ ε and x * ∈ ∂h(x) and y * ∈ ∂h(y). 
Results
Throughout this section we assume that (X, · ) is a Banach space and f : X → (−∞, ∞] is a convex lsc function. If X is uniformly convex, we consider a proximal mapping prox Φ λ,f defined in (4). An important ingredient for our results is the following theorem due to Zȃlinescu [51] . We will now present a quantitative version in which we establish an explicit modulus of uniform convexity of the function Φ • · in terms of the modulus of uniform convexity of X and of the properties of the Young function Φ. To this end, we introduce the following notation. Let r > 0. Since Φ is strictly increasing and continuous, there exists ξ Φ,r (ε) > 0 satisfying
whenever α, β ∈ [0, r] and ε > 0 with β ≥ α + ε. Since Φ is continuous, there exists ω Φ,r (ε) > 0 such that
whenever α, β ∈ [0, r] and ε > 0. Since Φ is strictly convex, it is uniformly convex on [0, r], and hence there exists a modulus of uniform convexity of Φ on this interval δ Φ,[0,r] , which we will denote shortly by δ Φ,r . Proposition 3.2. Let (X, · ) be uniformly convex with a modulus δ X and let r > 0. Then for every α, β ∈ [0, r] and every x, y ∈ B X such that αx − βy ≥ ε for some ε > 0 we have Proof. By contradiction. Assume there exist ε > 0 and x, y ∈ B X and α, β ∈ [0, r] such that αx−βy ≥ ε and
Without loss of generality we may assume α ≤ β. Then
and we arrive at
ε ≤ αx − βy ≤ α x − y + |α − β| < min {2α +ε, r x − y +ε} .
By (12) we have
Then by (11)
By (12) we also obtain
Furthermore, we get
by (14) and Φ being increasing,
Now suppose
where we used (13) . Hence,
Together with (16) this gives
which is a contradiction. Therefore (17) is false. Hence
which implies x − y < ε 2r , but this is impossible on account of (15) . The proof is hence complete. Let us proceed by showing basic properties of the proximal mapping. The result in Proposition 3.3 as well as its variant in Proposition 3.5 follow by standard arguments. 
for every y ∈ B (x, r 0 ) and λ ∈ (0, 1].
Proof. Let λ > 0 and denote
The uniform convexity of h on bounded sets along with its coercivity imply that prox Φ λ,f : X → X is a well-defined single-valued mapping.
We now claim that λ → x λ − x is nondecreasing. Indeed, if 0 < κ < λ, then
and furthermore,
Note that the function h is uniformly convex on B (x, r 0 ) , more precisely,
for every u, v ∈ B (x, r 0 ) . Since for λ ∈ (0, 1] we have r 0 > x λ0 − x ≥ x λ − x , we can apply inequality (19) with u := x λ and v := y, for an arbitrary y ∈ B (x, r 0 ) , to arrive at
This gives (18).
Remark 3.4. Note that in the variational inequality in (18), the last term on the right-hand side depends on the modulus of uniform convexity δ Φ• · ,r0 , which is defined on a ball with radius r 0 and, importantly, this r 0 is independent of λ ∈ (0, 1]. This fact is in sharp contrast with a variational inequality in (20) below for the proximal mapping (6), in which the modulus of uniform convexity δ Φ• · , r λ is defined on a ball with radius r λ , which, of course, grows to infinity as λ → 0. That is, as we decrease λ, we need to use a new modulus which is defined on a bigger ball.
One reason why we are interested in the range λ ∈ (0, λ 0 ] for some λ 0 > 0, say λ 0 := 1, is that iterative applications of proximal mappings/resolvents with decreasing step sizes (e.g. λ n := t n , for a fixed time t and every n ∈ N) lead to solutions to abstract Cauchy problems, see for instance [1, 12, 13, 18, 23, 43, 44, 45] .
Let us now hence present a variational inequality for the proximal mapping (6). 
for every y ∈ B (x, r) .
Proof. Choose x ∈ X and denote h := f + λΦ
. Note that the function h is uniformly convex on B (x, r) , more precisely,
for every u, v ∈ B (x, r) . The fact that the proximal mapping is well defined and single-valued is a consequence of the uniform convexity of h on bounded sets (Theorem 3.1) and coercivity. Applying inequality (21) with u := x λ and v := y, for an arbitrary y ∈ B (x, r) , yields
This gives (20) .
To obtain further properties of the proximal mapping, we introduce a function η Φ : (0, ∞) → (0, ∞) such that
for every t ∈ (0, ∞). This function is to witness the first property of Φ in (2) . (Note that s → Φ(s) s is strictly increasing.) Observe that it also witnesses the limit behavior of φ at 0. Indeed,
for every t ∈ (0, ∞). In a similar way we quantify the second property of Φ in (2) , that is, we introduce a function ρ Φ : (0, ∞) → (0, ∞) such that
for every t ∈ (0, ∞).
Proposition 3.6. Let (X, · ) be uniformly convex with a modulus of uniform convexity δ X ≤ 1. Given x ∈ X and λ > 0, we denote x λ := prox
More quantitatively, given ε > 0, we have Proof. Since λ → x − x λ is nondecreasing and since
we obtain that λ → f (x λ ) is nonincreasing. For λ 0 := 1 set α := f (x λ0 ) and β := x − x λ0 . Denote p := P dom f (x). Assume p − x λ ≥ ε for some ε > 0 and λ > 0. Let us consider two cases.
and therefore, for λ ∈ (0, 1], we have 4ε
. Hence for λ sufficiently small, namely,
we get a contradiction. Case 2: Assume x − p > ε 5 . By the uniform convexity of X we have
and the definition of uniform convexity yields
and consequently,
which implies the desired inequality in (26) .
By the monotonicity of Φ and by (26) we obtain
for each z ∈ X. Choose z ∈ dom f such that p − z ≤ε and ζ > 0 with ζ > f (z) − α. Then (27) yields
and hence, for λ ∈ (0, 1], we have
Therefore, for λ satisfying
ζ we obtain a contradiction.
Comparing the condition in (25) with the one in (28) we see that (28) is more restrictive and hence we can set Λ as in (24) to complete the proof.
As a consequence of the lower semicontinuity of f, we obtain the corresponding limit behavior of function values.
Corollary 3.7. If x ∈ dom f and we denote x λ := prox
Proof. By virtue of Proposition 3.6, we know that x λ → x as λ → 0. Therefore combining the fact f (x) ≥ f (x λ ) with the lower semicontinuity of f, that is,
gives the desired result.
Let us continue by providing a useful characterization of the proximal mapping. It is an easy consequence of a result of Asplund. 
Proof. Since u = prox(u) is equivalent to
it is also equivalent to the existence of u * ∈ X * such that u * ∈ ∂f (u) and −u
The latter inclusion then reads
where the last equality follows from [3, Theorem 1].
The following lemma, which relies on standard arguments and Lemma 3.8, will be needed in the proof of our main result (Theorem 3.10).
Lemma 3.9. Let (X, · ) be uniformly convex, x ∈ X and r > 0. Then there exists R > 0 such that for every y ∈ B(x, r) and λ ∈ (0, 1] we have y − prox
Proof. Choose y ∈ B(x, r) and λ ∈ (0, 1] and denote x λ := prox Φ λ,f (x) as well as y λ := prox Φ λ,f (y). Set λ 0 := 1. Since y − y λ ≤ y − y λ0 for each λ ∈ (0, 1], we are concerned with λ 0 only. Let R 0 := x − x λ0 and R := y − y λ0 . Lemma 3.8 provides us with x * ∈ ∂f (x λ0 ) such that x * = φ(R0) φ(λ0) . Then we can estimate
Since the left-hand side has superlinear growth in R and the right-hand side only linear, there exists a maximal R for which inequality (29) holds. To obtain a more explicit formula for this R, we use the function ρ Φ from (23) , that is, a function ρ Φ : (0, ∞) → (0, ∞) such that
for every t ∈ (0, ∞). Then we can conclude from (29) that R must satisfy
and finishes the proof.
We are now ready to present our main result. It states that the proximal mapping is uniformly continuous on each bounded subset of X and provides an explicit modulus of uniform continuity. Theorem 3.10. Let (X, · ) be a uniformly convex Banach space and f be a convex lsc function. Then the proximal mapping defined in (4) is uniformly continuous on bounded subsets of X, that is, given z ∈ X and r > 0, the following implication holds true for every ε > 0 :
and R > 0 is a constant independent of λ ∈ (0, 1] and δ R is a modulus of uniform convexity of Φ • · on the ball B (0, R) .
Proof. Choose z ∈ X and r > 0. By virtue of Lemma 3.9 there exists an (explicit) R > 0 such that for every x ∈ B(z, r) and λ ∈ (0, 1] we have x − prox
On account of Proposition 3.2 we have an explicit modulus of uniform convexity of Φ • · on the ball B (0, R) , which we denote by δ R .
Let now λ ∈ (0, 1] and x, y ∈ B(z, r). Denote x λ := prox Φ λ,f (x) and y λ := prox Φ λ,f (y). We will proceed by contradiction. Assume that x λ − y λ ≥ ε while x − y < δ(ε). By Lemma 3.8 we get points
and,
and after summing up 0 ≥ x * − y * , y λ − x λ .
Along with
we obtain
, and Theorem 2.1 gives
Since x − x λ ≤ R and y − y λ ≤ R, we apply the duality mapping and obtain
which gives a contradiction with the definition of δ(ε).
Remark 3.11. A straightforward modification of the above proof leads to an analogous theorem for the proximal mapping from (6) . However, instead of on a modulus δ R with R independent of λ ∈ (0, 1], the uniform continuity of prox Unaware of this theorem, Ball, Carlen and Lieb proved in [4, Proposition 7] its special case, namely, that · has a modulus of uniform convexity of power type p if and only if there exists a constant K > 0 such that
for every x, y ∈ X. In [9, Theorem 2.3], Theorem 3.12 was rediscovered once again and the proof, like the one in [4] , relies on a duality between uniform convexity and uniform smoothness.
In [10] , the above Theorem 3.12 was obtained as a corollary of more general theorems on the uniform convexity of the composition of a norm with a convex function. We first quote [10, Theorem 2.1] here. By inspecting the original proof from [10, Theorem 2.1] (as well as using some estimates from the proof of [10, Theorem 2.3]) we will now extract a modulus of uniform convexity for the function Ψ • · in Theorem 3.13. To this end, we introduce the following notation. Given ε > 0, denote K ε ≥ 0 and ξ ε > 0 such that
. This is to witness (32) . Proposition 3.14. Let (X, · ) be a uniformly convex Banach space with a modulus δ X such that δ X (ε) ≤ 
for each ε > 0.
1 This can always be achieved by just taking the minimum with Proof. Let ε > 0 and choose x, y ∈ X such that x − y ≥ ε. Without loss of generality, suppose
by virtue of the fact that Ψ is increasing. Let us therefore assume x − y < ε 2 . First observe that
Indeed, if it was the case that x < ε 2 or y < ε 4 , we would get a contradiction from
Hence (34) holds true. We now distinguish two cases.
Case 1: Assume y ≤ 2K ε
8
. Definex := 
By the uniform convexity of X applied tox,ỹ, we get that
Since Ψ is convex and increasing we get
where we used (34) to obtain the last inequality. Since
as well as
Case 2: Assume y > 2K ε
. Reasoning like in Case 1 and using the fact that
The proof is complete.
In the case of power-type uniform convexity, Proposition 3.14 implies the following chain of corollaries. 
for every x, y ∈ B(z, r) and λ ∈ (0, 1]. If r ≥ max 1, z − prox Proof. If φ(t) = t p−1 , then the modulus δ(ε) from Theorem 3.10 is, on account of Corollary 3.16, equal to
for some R > 0. Let x, y ∈ B(z, r) with x − y > 0. By the continuity of the modulus δ from (35), we can find ε > 0 such that x − y = δ(ε). Invoking that δ is strictly increasing, we observe that implication (30) in Theorem 3.10 holds with non-strict inequalities as well and therefore we get, for each λ ∈ (0, 1], To complete our quantitative analysis, we provide an explicit modulus of uniform convexity of the new norm in Theorem 3.18(ii). This is achieved by a straightforward modification of the original proof from [9] . is a modulus of uniform convexity of (X, |||·|||) , which gives the remaining property (36) and the proof is complete.
In their recent paper [22] , Gonzalo, Jaramillo and Yáñez showed that a polynomial norm has a powertype modulus of uniform convexity. We now state their result, and since the proof in [22, Proposition 4] is slightly inaccurate (namely, their set C N does contain the zero polynomial), we present a corrected proof. Let us first introduce polynomial norms. Let (X, · ) be a Banach space and N ∈ N an even integer. If there exists a continuous symmetric N -linear form A : X N → R such that x N = A(x, . . . , x) for each x ∈ X, we say that · is a polynomial norm. The diagonal of A, that is x → P (x) := A(x, . . . , x) is called an N -homogeneous polynomial. Proof. By Xu's theorem (Theorem 3.12 above), we need to show that inf 1 2 P (x) + 1 2 P (y) − P x + y 2 : x, y ∈ X, x − y = t > 0, for each t > 0. Using a substitution z := x+y 2 and h := x−y 2t , the above inequality is equivalent to (40) inf P (z + th) + P (z − th) − 2P (z) : z, h ∈ X, h = 1 2 > 0.
Given z, h ∈ X such that h = 1 2 , denote p z,h (t) := P (z + th) + P (z − th) − 2P (z), t ∈ R, which is a polynomial belonging to the set W := p(t) = a N t N + a N −2 t N −2 + · · · + a 2 t 2 : p ≥ 0, p convex , a N = 1 2 N −1 , since the leading term of p z,h is A(h, . . . , h)t N + A(h, . . . , h)t N which is equal to 2 h N t N . Given t 0 > 0, we have p z,h (t 0 ) ≥ inf {p (t 0 ) : p ∈ W } > 0, for every z, h ∈ X such that h = 1 2 , which implies that (40) holds true.
