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Abstract 
We introduce a hybrid deterministic/stochastic optimization modeling framework to identify minimal 
sets of enzyme levels and enzyme regulatory structures to meet significant overproduction 
requirements using large-scale kinetic models of microbial metabolism and essential protein 
machinery. Specifically, a simulated annealing algorithm is used to navigate through the discrete 
space of enzyme levels and regulatory structures, while a sequential quadratic programming method 
is utilized to identify optimal enzyme levels and regulatory kinetic parameters. The framework is 
demonstrated on a large-scale and chemically-detailed kinetic model of central metabolism in 
Escherichia coli (wild-type strain W3110) for the optimization of the glucose uptake through the 
phosphotransferase system (PTS) and serine biosynthesis. Computational results show that by 
optimally modulating enzyme levels and carefully altering enzyme regulatory properties, a stable 8-
fold increase in the PTS uptake rate and a stable 22-fold increase in serine biosynthesis can be 
achieved. Importantly, substantial improvements in the targeted fluxes can be predicted by 
manipulating only small subsets of enzyme levels and regulatory structures. For example, the 
modulation of only three enzyme levels leads to a flux increase, which is almost 50% of the best 
predictions, and the manipulation of only six enzyme levels already leads to a flux increase of 80% of 
the best predictions. Remarkably, by optimally modulating 10 enzyme levels, the total central 
metabolism’s enzyme overexpression capability is reached and any further increase in the targeted 
fluxes can be only possible if the pathway regulation is additionally altered, though at the expense of 
the loss of the pathway’s steady state stability properties (i.e., no steady state can exist or oscillatory 
regimes may be encountered). The developed framework has also demonstrated a strong synergism 
between the redesign of control architectures for tightly regulated reaction steps (e.g., 
phosphofructokinase) and the overexpression of those enzymes which lack any type of regulatory 
properties (e.g., glyceraldehyde-3-phosphate dehydrogenase). Although the nonlinear optimization 
predictions are found in a good agreement with Metabolic Control Analysis (MCA) and large control 
coefficients can be indicative of the corresponding “rate limiting” enzymes and critical feedback 
regulatory parameters, the non-linear stable optimization predictions could not be found from the 
MCA alone. The proposed optimization framework thus provides a new versatile modeling strategy 
and computational tool for systematic optimal elucidation of minimal sets of controlling enzymes and 
their critical regulatory properties with broad implication in biotechnological studies. 
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1. Introduction 
A systematic development of optimal bioprocesses and application of metabolic engineering in 
biotechnology and biomedical studies still requires a deeper understanding of microbial organization 
and function (Stephanopoulos et al. 1998; Kholodenko and Westerhoff 2004). While bioinformatics 
tools and related technology will continue to dominate in the filed within next decade (Overbeek et 
al. 2005), these efforts are, by themselves, insufficient and should be complemented by alternative 
tools to relate static genomes to cellular physiology and population response. One alternative way to 
approach this goal is to construct plausible mathematical microbial models incorporating relevant 
molecular and chemical details (Bailey 1998; Shuler 1999; Palsson 2004). Intrinsic complexity of 
cellular systems and the corresponding genomically/molecularly detailed mathematical models 
necessitates further development of powerful modeling concepts and computational tools to rapidly 
extract valuable biological information from such complex models and to provide meaningful 
predictive answers to practical questions arising in commercial and fundamental research. 
A variety of mathematical models and modeling frameworks are already available. Similar to 
molecular and genetic biologists, modern modelers have now more information and tools for 
simulation of cellular systems with the intention of introducing desired fluxes and metabolite 
concentrations within complex pathways. Mathematical models have been extensively used in 
microbiology since the Monod’s discovery of the relationship between the specific growth rate and 
the concentrations of limiting substrates (Monod 1949).  This and similar population studies can now 
be complemented by credible overproduction strategies based on cellular stoichiometry alone 
(Burgard et al. 2003; Pharkya et al. 2003; Pharkya et al. 2004; Alper et al. 2005; Pharkya and 
Maranas 2006). Because stoichiometry correctly defines overall barriers and limits for intracellular 
and transport steady state fluxes under fixed ‘defined medium’ constraints, genome-scale 
stoichiometric models have been very successful in many instances in fundamental and applied 
research (Ibarra et al. 2002; Stelling et al. 2002; Almaas et al. 2004; Burgard et al. 2004).  However, 
predictive capability of stoichiometric models is limited to calculations of ‘instant phenotype 
snapshots’ and, therefore, such models cannot capture non-stoichiometric effects mediated by 
isosteric and allosteric enzyme regulation (Reich and Selkov 1981), and dynamic responses in protein 
machinery and genetic control (Laffend and Shuler 1993; Schmid et al. 2004). To this end, alternative 
advances toward the rational analysis of cellular function are known as Metabolic Control Analysis 
(MCA) (Kacser and Burns 1973; Heinrich and Rapoport 1974) and Biochemical Systems Theory 
(BST) (Savageau 1969).  
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 The MCA and S-systems approaches have been successfully used to improve control 
architectures in metabolic reaction networks (Hatzimanikatis et al. 1996; Hatzimanikatis et al. 1996). 
Insightful ‘universal’ perturbation methods have been developed to increase desired concentrations 
and fluxes within complex networks (Kacser and Acerenza 1993; Small and Kacser 1994). Based on 
this universal approach, a conception of group flux and concentration control coefficients has been 
introduced and then used for the optimal selection of a small subsets of enzymatic reactions with the 
maximum impact on the targeted flux (Stephanopoulos and Simpson 1997). An elegant Metabolic 
Design Analysis, based on limited kinetic and moiety conservation information, has been also 
suggested to answer precise ‘reverse engineering’ questions on the desired changes in concentrations 
and fluxes within complex metabolic networks (Kholodenko et al. 1998; Kholodenko et al. 2000). In 
this respect, a detailed analysis of genome-scale metabolic reconstructions has been performed and 
revealed a multitude of coupling relationships between different metabolite concentrations 
simultaneously present within common conserved metabolite pools (Nikolaev et al. 2005).  
Specifically, large conserved pools encompassing initial substrates, energy and redox cofactors, and 
final products can significantly hamper the applicability of the discussed perturbation approaches if 
such pools are ignored. 
 While the discussed analyses are based on linear, local linear and log-linear approximations 
(Heijnen 2005) of inherently nonlinear metabolic pathways, genetic manipulations typically cause 
metabolic networks to significantly deviate from the original stationary states or even trigger 
oscillatory regimes. Besides, both stoichiometric and metabolic control analyses do not provide any 
means to check stability of the predicted optimal states. In response to these and similar limitations 
and challenges, a number of research groups have undertaken the development of plausible 
mechanistic microbial and bacterial models. Prominent modeling projects include large-scale and 
chemically-detailed kinetic models of glycolysis in Saccharomyces cerevisiae (Rizzi et al. 1997) and 
central carbon metabolism in Escherichia coli (Chassagnole et al. 2002; Visser et al. 2004); the large-
scale kinetic model of central carbon metabolism coupled with tryptophan gene expression in E.coli 
(Schmid et al. 2004); the ECell International Project (Tomita 2001); generalized coarse-grained and 
minimal cell models describing both metabolic and  non-metabolic effects (i.e., chromosome 
replication, division, and cell geometry) (Shuler et al. 1979; Browning and Shuler 2001; Browning et 
al. 2004; Castellanos et al. 2004).  
 The advent of mechanistic mathematical models coupled with limitations of current modeling 
approaches motivates devising alternative advanced modeling concepts, computational strategies, and 
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frameworks to rapidly identify plausible targets for economic optimization of microbial strains. 
Although a lot of overproduction research has been focused on enzyme overexpression and 
systematic gene knockouts/insertions, radical changes in regulatory properties of metabolic networks 
can be often required (Stephanopoulos and Vallino 1991). While ‘information flow’ from DNA to 
RNA and then to proteins does determine hierarchically cellular function and, therefore, plays an 
important role in pathway activation through genetic control, however, pathway fluxes are rarely 
regulated by gene expression alone (ter Kuile and Westerhoff 2001), and it is really the allosteric and 
kinetic properties of enzymes that control the activity of those pathways (Walsh and Koshland 1985; 
Stephanopoulos and Vallino 1991). For example, a 50 fold overexpression of citrate synthase (EC 
4.1.3.7) by recombinant DNA techniques does not increase the pathway flux (Walsh and Koshland 
1985). However, changes in the concentrations of acetyl-CoA, the citrate synthase allosteric 
activator, and NADH, the enzyme’s allosteric inhibitor, were able to considerably change this flux  
(Weitzman 1966; Underwood et al. 2002; Underwood et al. 2004). 
Although genetic engineering techniques such as changing substrate or inhibitor affinity and 
recruitment of heterologous enzymes from different species is now possible (Bailey 1991; 
Stephanopoulos and Vallino 1991),  simultaneous or consecutive enhancements of many reaction 
steps can lead to unpredictable instabilities or even can be experimentally infeasible (Stephanopoulos 
and Simpson 1997). It is therefore important to optimally select small numbers of most important 
reactions promising significant flux amplifications (Stephanopoulos and Simpson 1997). To address 
this and similar important problems of optimal selection and stable alteration of key enzymatic 
activities and kinetic regulatory properties (e.g., allosteric kinetic parameters), we have developed a 
general hybrid deterministic-stochastic optimization framework to systematically identify minimal 
candidate enzyme sets and their regulatory properties leading to a significant overproduction of the 
desired targets. Because central carbon pathways allocate the largest flux of all intracellular fluxes 
unevenly distributed throughout the cell (Almaas et al. 2004) and also play an important role in the 
providing of cellular systems with energy and all biosynthetic precursors (Stephanopoulos et al. 
1998), a chemically-detailed kinetic model of central carbon metabolism  in E.coli (wild-type strain 
W3110) (Chassagnole et al. 2002; Visser et al. 2004) has been chosen and used as a basis for 
benchmarking and presenting the developed optimization framework. Optimization of two important 
cellular functions, phosphotransferase system (PTS) and serine production, has been performed to 
demonstrate the applicability of the framework. Importantly, the computational modeling results have 
confirmed that optimal selection of “carefully chosen small enzyme subsets” (Stephanopoulos and 
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Simpson 1997) can lead to significant overproduction predictions. The calculations also revealed a 
strong synergism between amplification of enzyme activities of non-regulated enzymes and alteration 
of allosteric regulatory properties of tightly regulated committed steps in the pathway. Specifically, 
the simultaneous identification of two different enzyme subsets at a time is now possible, one subset, 
which includes enzymes subject for their subsequent overexpression in the absence of any changes in 
their regulation, and another subset, which includes enzymes subject for their subsequent regulatory 
architecture modifications without any genetically engineered changes in the specific activities. The 
developed framework and modeling strategy thus allow for a broad array of practically feasible 
genetic manipulations of a small number of cellular functions related to the targeted metabolic 
engineering objective. 
 The rest of this paper is divided as follows. In Section 2, the mechanistic kinetic model of 
metabolism and important constraints for essential protein machinery are formulated, and generalized 
regulatory structures are introduced. Section 3 presents the hybrid optimization framework and 
discusses its computer implementation. Section 4 and 5 present, discuss, and summarize 
computational optimization results, respectively. 
 
2. The model  
2.1. Modeling assumptions, constrains, and equations  
A mechanistic mathematical model (1) of relevant processes in metabolism and protein machinery 
can be postulated as a set of kinetic mass balances coupled with synthesis/degradation equations 
describing the essential protein machinery and genetic control (i.e., ribosomes, RNA polymerases 
contents, etc) (Laffend and Shuler 1993; Schmid et al. 2004). 
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Here Ci is the concentration of metabolite i,  is the concentration of enzyme j, Sij is the 
stoichiometric coefficient of metabolite i in reaction j with rate  and the maximal 
specific reaction rate . C is the vector of metabolite concentrations, R is the set of all regulatory 
parameters (e.g., allosteric parameters), and K is the set of all other kinetic parameters (e.g., 
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Mechaelis-Menten constants etc). Changes in enzyme levels  are described by the rates of enzyme 
synthesis  and degradation .  The index sets N = {1,…,N}, M = {1,…,M}, and R = {1,…,R} 
correspond to all metabolites, reactions, and regulatory parameters, respectively. 
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syn
jr
deg
jr
 Model (1) can be further developed for the optimal selection of an enzyme/regulatory subsystem 
SD of size D such that the best possible targeted reaction rate  can be achieved for 
optimized enzyme j0. The enzyme/regulatory subsystem SD can be constructed of the following two 
important subsets, EL comprised of modulated enzyme levels and RQ comprised of altered regulatory 
parameters, SD = EL U RQ. Here EL = {j1,…,jL}, EL  M, is a set of indices corresponding to the 
modulated enzyme levels , L ≤ M, while RQ = {θ1,…, θQ}, RQ  R, is a set of indices 
corresponding to the altered kinetic regulatory parameters , Q ≤ R. One thus has 
D = L + Q, where L and Q are the numbers of modulated enzyme levels and kinetic regulatory 
parameters, respectively. 
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Since detailed mechanistic equations describing changes in enzyme concentrations  are 
often absent, reasonable context-dependent assumptions and approximations are necessary. In this 
study, we follow a general approximation approach (Mauch et al. 2001), accounting for homeostasis 
and limited protein biosynthesis machinery in the living cell.  Our goal will be to understand 
consequences of the introduced assumptions and approximations on the cellular physiologic 
response, or, more broadly speaking, to understanding how the biological mechanisms give rise to the 
biological function. Thinking through complex biological mechanisms and validating assumptions is 
a primary goal of mathematical modeling approaches, allowing for the reformulation of the original 
scientific problems in terms of formalized mathematical questions. Specifically, we are interested in 
the identification of a few important ‘biotechnological’ variables (i.e., enzyme levels and regulatory 
properties) and their causative influence on the system’s overproduction properties. 
je
First, to capture the cell’s limited protein biosynthesis efforts, constraint (2) for limited 
changes in the ratios of enzyme masses is introduced  
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Here  and  are the masses of enzyme j for the engineered and reference strains, respectively. 
Since the specific maximal reaction rate  is proportional to the enzyme level  (Stephanopoulos 
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et al. 1998) and jjj em ⋅= μ , jμ  is the molar mass of enzyme j, constraint (2) can be rewritten in 
terms of the ratios for the maximal specific reaction rates (Mauch et al. 2001) , 
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Because the ratios of maximal specific reactions rates (i.e., ) are important determinants of 
the cellular function (Browning and Shuler 2001) and the ratios of enzyme levels ( ) are readily 
available from the measurements (Mauch et al. 2001), constrains (2) and (3) prove very important for 
the modeling of metabolism coupled with essential protein machinery and genetic control.  
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 Due to the cell’s homeostasis condition (Reich and Selkov 1981; Heinrich and Schuster 1996), 
allowable concentration changes  relative to the original stationary concentrations C0 should be also 
restricted (Mauch et al. 2001), 
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In addition to (3), constraint (4) provides further limits for the allowable reaction fluxes by avoiding 
unbalanced large changes in intracellular metabolite concentrations (Kacser and Acerenza 1993; 
Stephanopoulos and Simpson 1997). Importantly, when large changes in metabolite concentrations 
become incompatible with homeostasis conditions, steady states often do not exist, resulting in 
commonly observed undesired secretion of intermediate metabolites, impaired growth, and other 
unanticipated metabolic effects and events (Stephanopoulos and Simpson 1997). 
 Equation (1), constraints (3) and (4) are still, by themselves, insufficient to describe coordinated 
changes in all non-modulated enzymes. While molecular details on non-modulated enzyme level 
adjustments are currently absent, the important experimental observations show that an enormous 
overexpression of one enzyme in the bacterium Zymomonas mobilis leads to a proportion decrease in 
all other enzyme concentrations (Bakker et al. 1995).  Based on this observation, constraints (5) are 
introduced to approximate the complex system response of the protein machinery network in the 
absence of available molecular details (Nikolaev et al. 2005) , 
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in the model (1), L is the number of modulated enzyme levels, and γ is a proportionality coefficient 
chosen uniform for all non-modulated enzymes. The coefficient γ can be found from (3) and (5) 
  .1
0max,
max
LM
r
r
M
L
s j
j
s
s
−
−
=
∑
=γ   (6) 
Although, the control of gene expression, ribosomes, RNA polymerase, charge/uncharged tRNA 
contents etc is very complex, non-modulated enzyme level adjustment (5) can be interpreted as the 
stability of relative expression and post-translation modification of non-modulated enzymes at ratios 
equal to those established at the reference non-perturbed ‘wild-strain’ cell.   
 
2.2. Generalized regulatory structures 
Kinetic model (1) incorporates 30 enzymes and 13 enzyme regulatory structures highlighted in red in 
Figure 1. Because every enzyme regulatory structure is complex and encompasses many kinetic 
parameters (Chassagnole et al. 2002), we have implemented 13 additional dimensionless ‘generalized 
regulatory’ parameters ( 4331 ,...,αα ) to activate or disable entire regulatory structures. The model now 
includes 43 optimization parameters , , where the 
unique numeration for all optimization parameters has been chosen (see Table 1). As a simple 
example of an entire regulatory structure, consider phosphoglucoisomerase (PGI) inhibition by 6-
phosphoglucoconate (6pg) (Chassagnole et al. 2002) 
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Here a dimensionless generalized regulatory parameter 32α  is introduced to alter the regulatory 
properties of PGI mediated by concentration . Specifically, the unit value  6pgC 132 =α  corresponds 
to the original enzyme regulatory properties, while altered values 132 <α  (or 132 >α ) correspond to 
decreased (or increased) regulation of PGI by C6pg, correspondingly.  
 
3. The method 
3.1. Mixed integer nonlinear problem (MINLP) formulation 
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To select alternative optimal targets for practically feasible enzyme level modulations and regulatory 
properties (e.g., inhibitory affinities) genetic mutations, optimal solutions of the following Mixed 
Integer NonLinear Problem (MINLP) (8) are calculated.  
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The first constraint in (8) describes the equilibrium metabolic concentrations in kinetic mass balances 
(1). The second and third constraints result from the protein limited biosynthesis constraint (3) and 
the conditions for non-modulated enzymes (5), respectively. The forth constraint corresponds to the 
homeostasis condition (4). The fifth constraint explicitly encounters for the optimal solution stability 
properties. Here iλRe  is the real part of eigenvalue iλ  calculated from the linearization of the right-
hand side of the mass balance equation (1) at the steady state concentrations satisfying the first 
constraint in (8), where 0λ  is an appropriate small positive number. 
 Formulation (8) allows for the simultaneous elucidation of two optimal subsets EL (i.e., a subset 
of modulated enzyme levels) and RQ (i.e., a subset of altered generalized regulatory parameters) such 
that the best possible targeted reaction rate  can be achieved for optimized enzyme 
j0. Within the MINLP (8), the index choices EL and RQ are integer variables, SD = EL U RQ, while the 
values of maximal specific reaction rates  and generalized regulatory parameters 
(
),,,( max
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Qθθ αα ,...,1 ) are continuous variables. Here D = L + Q, L is the number of modulated enzyme levels, 
Q is the number of altered regulatory parameters, and K is the number of non-modulated enzymes, 
K = M - L. Below a general hybrid stochastic/deterministic strategy to efficiently solve (8) is 
described in great detail. 
 
3.2. Search for optimal subsets of enzyme levels and regulatory kinetic parameters 
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A simulated annealing (SA) algorithm (Kirkpatrick et al. 1983) has been implemented to navigate 
through the discrete space of enzyme levels M and generalized regulatory parameters R (see 
Figure 2). Enzyme level/regulatory subsystems SD of increasing sizes D, D = 1, …, 10, have been 
separately investigated, where D = L + Q, and L and Q are the numbers of modulated enzymes and 
altered regulatory parameters, respectively. In the pseudo-code depicted in Figure 2, S0 is a randomly 
chosen initial enzyme/regulatory subsystem of size D, Sb is the enzyme/regulatory subsystem with the 
best reaction rate rb found so far, Sc is the subsystem with the currently accepted reference rate rc, and 
St is the trial subsystem with rate rt. Parameter T is the ‘annealing temperature,’ reduced by factor β 
after each J random moves performed (β < 1), and MaxIter is the maximum number of all allowable 
SA-iterations. To generate next trial set St, the move class ‘Select or Terminate’ is implemented, 
where a random swap between two elements, one randomly chosen from the current subsystem Sc, 
, and another one randomly chosen from , maxSSc ⊂ cSS \max RMU=maxS , is repetitively done until 
a new St  is selected. The SA search is terminated when all neighbors of Sc are evaluated or the 
maximum number (i.e., MaxIter) of iterations is done.  
 For each set St, the optimal values of specific maximal reaction rates  and 
generalized regulatory parameters (
),...,( maxmax
1 Ljj
rr
Qθθ αα ,...,1 ) are calculated by utilizing standard gradient-based 
algorithms and techniques (e.g., an SQP-algorithm). To evaluate the given objective 
function , steady state concentrations Css should be known. To calculate Css, the 
following two-step prediction-correction procedure was used. At the prediction step, the first kinetic 
mass balance equation in (1) is integrated over a fixed time span . To speed up the location of 
steady state concentrations, the integration process is automatically terminated at an intermediate 
integration time moment tstop, , whenever the stop condition 
),( max
00
KR,CSS, rr jj
],0[ endT
],0[ endstop Tt ∈ ε≤|/)(C|max stop dttd ii  is 
met. Subsequently, at the correction step, the final integration condition C(t*), t* = tstop or t* = Tend, is 
used as an initial guess for Newton-based solvers to find a corrected solution Css to the first constraint 
given in (8). Because Newton-based solvers converge to both stable and unstable solutions, the 
stability of Css is investigated by computing the eigenvalues of the Jacobian matrix readily available 
from the Newton-based solvers. 
 
3.3. Computational implementation 
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The optimization framework has been demonstrated on a large-scale nonlinear model of central 
carbon metabolism for  glucose-limited culture of E. coli wild-type strain W3110 (Chassagnole et al. 
2002; Visser et al. 2004), comprised of 30 enzymes and 17 metabolites with the objective of 
maximizing fluxes through the phosphotransferase system (PTS) and serine production reaction (see 
Figure 1). The model includes 13 enzyme regulatory structures and the total number of all 
optimization parameters is 43. The values of non-perturbed specific maximal reaction rates (i.e., 
), kinetic parameters, and non-perturbed steady state metabolite concentrations (i.e., C0) are the 
same as suggested in the original publications (Chassagnole et al. 2002; Visser et al. 2004). The 
values of the following parameters have been fixed, δ = 0.1 for allowable 10% change in metabolite 
concentrations (see (4)), J = 25, MaxIter = 103, β = 0.9, 
0max,r
ε  = 10-3, and Tend = 103.  
 In the optimization procedure, all gradients are derived as forward finite differences, for which 
modulated maximal specific reaction rates are perturbed relative to the corresponding original 
parameter values, i.e. , where  and h = 10-5 
(Visser et al. 2004). To ensure both the robustness and the fast convergence of the SA-algorithm, 
different values for the initial ‘simulated annealing temperature’ T were used, T0 = 10-4 - 10-2  for the 
serine production optimization and T0 = 10-5 - 10-3 for the PTS optimal flux search. These values 
account for 1% - 100% of the corresponding reaction rates (mM/sec) in the reference non-perturbed 
steady state. The complete enumeration of all one- and two-enzymes/regulation subsystems was 
performed to test the ability of the algorithm to locate global optima. Also, random multistarts were 
used to check the robustness of the SQP search and no alternative global optima have been found 
(Visser et al. 2004). Since negative feedbacks stabilize the system’s behavior, their attenuation during 
optimization search can lead to the overall destabilization of the original reaction network and, as a 
result, requires a tighter control of numerical errors, accompanied by additional computational cost. 
Specifically, tight absolute (i.e., abs = 10-11 - 10-9) and relative (i.e., rel = 10-9-10-7) tolerances have 
been enforced to keep integration errors low due to enormous “stiffness” (i.e., parameter and initial 
condition sensitivity) of the original ODE model (Chassagnole et al. 2002).  
0max,max0max,max )1( jjjj rhrrr +=Δ+= 0max,max jj rhr ⋅=Δ
 We have not encountered unstable steady state solutions during the optimization search, where 
only enzyme levels were modulated and regulatory structures were kept unchanged (i.e., D = L and 
Q = 0). In all such cases, the stability constraint in (8) was omitted to speed up calculations and, yet, 
the stability of optimal solutions was always checked as discussed earlier. The stability constraint was 
activated only if unstable solutions had been encountered. We found that unstable steady state 
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solutions were often encountered for mixed enzyme/regulatory subsets of large sizes D. In all such 
cases, the stability constraint in (8) was used with 0λ  = 5·10-3 and multistarts with different integration 
and optimization parameters were performed. Mathematically, the change in the stability property of 
stationary solutions typically correspond to the Hopf and saddle-node (fold) bifurcations (Kuznetsov 
1995; Kuznetsov 2005). Specifically in our optimization studies, unstable optimal stationary solutions 
near the Hopf bifurcation were encountered for large enzyme/regulation subsets in the case of the 
PTS rate optimization, while unstable optimal stationary solutions near the saddle-node bifurcation 
were encountered for large enzyme/regulation subsets in the case of the serine flux optimization. 
Importantly, while the convergence of the root-finding Newton-based solvers near the Hopf 
bifurcation is always quadratic (i.e., the same as in general nonsingular situations), the convergence 
of these solvers becomes linear and, hence, much more slower near the saddle-node bifurcation 
because multiple solutions or even solutions of multiplicity two can be encountered within a small 
vicinity of the root (Babenko 1986). 
 The entire optimization modeling framework has been implemented in Matlab© on a Linux cluster 
with Intel CPU 3.06 GHz computers. Computational requirements were in order of minutes for small 
enzyme subsets SL+Q, up to 30 hours for large enzyme subsets SL (i.e., with Q = 0), and up to 60 hours 
for large enzyme/regulation subsystems SL+Q (i.e., with Q > 0). 
 
4. Results and discussion 
4.1. Comparative analysis of optimally selected subsets 
The best found flux ratios for PTS and serine (i.e., SerSynth) rates in the optimized and original 
models, respectively, are presented in Table 2 for the following three distinct cases, (i) all 13 
generalized regulatory parameters are altered, while all enzyme activities are kept unchanged, (ii) all 
30 enzyme levels are modulated, while regulatory parameters are kept fixed, and (iii) enzyme levels 
and regulatory parameters are simultaneously manipulated while the pathway stability is preserved . 
 We find from Table 2 that that the alteration of regulatory structures alone does not lead to 
significant improvements in the targeted fluxes. This can be explained by a limited capacity of an 
enzymatic reaction to ‘channel’ a large flux without a substantial increase in the enzyme specific 
activity. Indeed, if all 30 enzymes in the model are allowed to vary their levels, a 3-fold increase in 
the PTS rate and a 20-fold increase in the serine production can be achieved. Importantly, the optimal 
alteration of both specific maximal reaction rates and reaction regulatory structures leads to a 8-fold 
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increase in the PTS flux. At the same time, no impressive increase in the serine production flux has 
been observed compared to the modulation of enzyme levels alone (22.615 vs. 20.913, respectively, 
see Table 2). These observations are also biologically meaningful and intuitive, since PTS is a tightly 
regulated enzyme, while the overall lumped SerSynth ‘idealized’ reaction lacks any kind of pathway 
regulation (see Figure 1). 
 The analysis of small optimal enzyme/regulatory subsystems leads to the following interesting 
facts and conclusions. First of all, substantial improvements in the desired fluxes can be predicted by 
manipulating only “small carefully chosen” enzyme level subsets (see Figure 3) as earlier suggested 
by Stephanopoulos and Simpson (1997). For example, the modulation of only three enzyme levels 
leads to a flux increase, which is almost 50% of the best predictions, and the manipulation of only six 
enzyme levels already leads to a flux increase of about 80% of the best predictions (while circles in 
Figure 3). Importantly, by manipulating 10 enzyme levels in the absence of any regulatory changes, 
the central metabolism’s maximum overproduction capability is reached (white circles in Figure 3, 
see also Table 2). We also find that no substantial increase in the desired PTS rate and serine flux can 
be obtained for the best mixed enzyme/regulation subsystems of small sizes (i.e., D = 1, 2, and 3) 
(solid circles in Figure 3), compared to enzyme level modulations alone (white circles in Figure 3).  
 For larger mixed enzyme/regulation choices, a significant additional flux increase can be 
predicted, thought at the expense of the loss of stability properties due to the attenuation of negative 
feedbacks, evolved to ensure robustness of cellular systems, and amplification of positive feedbacks 
always destabilizing the cellular system. Specifically, we could not find any stable optimal steady 
state solution for the serine overproduction by navigating enzyme/regulatory subsystems of size 10. 
Recall that, while the saddle-node bifurcation leads to the disappearance of steady state solutions, the 
Hopf bifurcation can give rise to stable small amplitude ‘sinusoidal’ periodic oscillations emanating 
from the original steady state which itself becomes unstable but does not disappear (Kuznetsov 
1995). In the latter case, the unstable optimal stationary solution can be interpreted as averaged over 
the period of the small amplitude oscillations and hence, it is interesting to compare stable and 
unstable solutions near the Hopf bifurcation. Unstable optimal solutions can be obtained from 
formulation (8), where the stable constraint is previously removed. We find from Figure 3(a), that the 
optimal values for the PTS flux for both stable and unstable optimal solutions are very close (solid 
circles and gray diamonds in Figure 3(a), respectively). Despite the fact that the difference between 
stable and ‘averaged’ optimal values is small, the observation is, however, very important signifying 
of the emergence of potential pathway oscillations in practical biotechnological implementations 
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where many pathway properties (i.e., enzyme levels and regulation) are allowed to simultaneously 
vary. In this respect, the appearance of pathway oscillations via the Hopf bifurcation can be attributed 
to the well-known autocatalytic properties of glycolusis (Reich and Selkov 1981; Heinrich and 
Schuster 1996), enhanced by the increased glucose uptake through the optimized phosphotransferase 
system (PTS). In contrast, the disappearance of pathway steady states via the saddle-node bifurcation 
can be explained by the loss of the balance between the increased large demand for serine 
biosynthesis and the limited activity of the protein-making machinery which cannot support no-
physiologic final product demands.   All this additionally emphasizes the complexity of large-scale 
optimization studies and the importance of carefully chosen small subsets of enzyme levels and 
regulatory properties for their subsequent practically feasible changes and alterations 
(Stephanopoulos and Simpson 1997).   
 Remarkably, in all considered cases the calculations have demonstrated the saturation type of the 
optimal behavior for the entire reaction network (see Figure 3 and Table 2). This means that while 
more efforts can be required to elucidate larger stable optimal enzyme/regulatory choices, no further 
significant achievements in the corresponding targeted fluxes can be obtained independently of the 
stability issues and such larger choices may not be worth any significant efforts. Mathematically, the 
observed saturation biological behavior results from the biophysical constraints (3)-(5) introduced in 
the model. 
 
4.2. Control coefficients 
To get quantitative insights into how successive small enzyme/regulation subsets can be chosen to 
meet overproduction requirements, Metabolic Control Analysis (MCA) can be used.  Originally, 
MCA was developed to quantify ‘bottlenecks’ or ‘rate limiting steps’ in complex pathways (Kacser 
and Burns 1973; Heinrich and Rapoport 1974). Taking into account that both enzyme levels and 
kinetic parameters (i.e., allosteric regulatory parameters) can significantly contribute to reaction rate r 
and overall pathway flux J, the following general definition of flux control coefficients (FCCs) has 
been suggested (Heinrich and Rapoport 1974; Heinrich and Schuster 1996) 
  
r
J
r
J
J
rC Jr ln
ln
∂
∂=∂
∂⋅=  . (11) 
Here J and r are a pathway flux and reaction rate, respectively, counted in their positive directions,  
 is the infinitesimal change in J due to infinitesimal change J∂ r∂  in r under isolated conditions. 
Importantly, the FCCs (11) are independent of any special choice of perturbed reaction kinetic 
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parameters (Heinrich and Schuster 1996), given ‘ideal biochemistry’ conditions are met (Kholodenko 
and Westerhoff 1995; Heinrich and Schuster 1996). Because the model  (Chassagnole et al. 2002) 
fulfills the ideal biochemistry conditions, the calculation of FCCs can be simplified by using 
infinitesimal fractional changes in specific maximal reaction rates , maxr
  maxmax
max
ln
ln
r
J
r
J
J
rC Jr ∂
∂=∂
∂⋅= .  (12) 
Although FCCs (12) provide a basis for identifying rate limiting steps,  their values are, by 
themselves, insufficient to understand which kinetic properties (i.e., the enzyme concentration or 
regulation) of a rate limiting step could be important. To obtain additional relevant knowledge, the 
following two important coefficients can be calculated (Heinrich and Schuster 1996), (i) a response 
coefficient of flux J with respect to a reaction kinetic parameter α, 
  αα ln
ln
∂
∂= JR J ,  (13) 
and (ii) an elasticity coefficient quantifying the potential of parameter α to affect the reaction rate r 
under isolated conditions, 
  απα ln
ln
∂
∂= rr .  (14) 
The , , and  satisfy the following simple identity (Heinrich and Schuster 1996; Fell 1997) 
when the ideal biochemistry conditions are met, where 
JRα
J
rC
r
απ
r
απ ≡1 and, hence,   for , JRα ≡ JrC maxr=α
  · .  (15) 
The identity (15) can be interpreted as ‘symbiosis’ of  specific features of isolated enzymes and 
‘networking’ properties of complex pathways. Using a log-log finite-difference approximation of the 
left and right hand sides in (15), the identity (15) has been numerically checked and the 
corresponding coefficients have been obtained (see Table 3 and Figure 4). We find from Table 3 that, 
for example, the two coefficients  calculated for PEP carboxylase (PEPxylase) signify of the 
opposite effects on the pathway optimal response caused by the same relative infinitesimal 
perturbation of enzyme regulatory properties,   is positive for the PTS flux and is negative for the 
serine flux. For our practical optimization studies, this means that the role of specific enzyme 
regulatory properties depends on the network targeted flux selected for the practical optimization.   
≡JRα JrC rαπ
JRα
JRα
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 Importantly, the calculated control coefficients reveal a distributed control on the targeted fluxes, 
allocated within a group of several rate limiting steps exerting the highest control. Namely, the same 
group of rate limiting steps (i.e., PTS, PFK, GAPDH, PK, PDH, PEPxylase, and G6PDH) is 
identified for potential practical enzyme level modulations and regulatory structures genetic 
mutations for both cases of the PTS and serine optimizations. Since the control coefficients are 
readily available from the measurements (Fell 1997) , we will compare local MCA-based predictions 
with those obtained from the proposed optimization framework. Specifically, the following 
frequently asked important questions will be addressed and guide our comparative analysis. 
• Which minimal sets of enzymatic reactions and their regulatory properties should be selected 
to get the maximum stable impact on the targeted flux?  
• Whether only enzymes exerting the highest control should be perturbed or near-equilibrium 
enzymes with negligibly small control coefficients are also important?  
• Whether both level and regulation of the same enzyme (e.g., a committed enzyme in the 
pathway) should be simultaneously manipulated or different groups of enzymes could be 
selected so that the enzyme activity and regulatory properties could be separately modified 
within each group of enzymes? 
 
4.3. PTS rate optimization 
To facilitate the analysis of the best enzyme/regulation choices leading to a substantial increase of the 
glucose uptake through the phosphotransferase system (i.e., the PTS rate) and to compare these 
choices with the MCA-based predictions, the best enzyme/regulation sets are organized within Table 
4. The practical importance of both enzyme level overexpression and enzyme regulatory properties 
genetic mutations necessitates a comparative discussion of theses two cases obtainede from separate 
calculations. 
 We begin with the presenting and discussion of the best enzyme level choices. First of all, the 
best enzyme level choices are found to be in a good agreement with the MCA-based predictions, 
though there are some non-intuitive discrepancies. Specifically, the PTS level (i.e. 1(+) in Table 4) is 
always suggested to be modulated and this is in a complete agreement with biological intuition. 
However, the detailed analysis of the results presented in Table 4 reveals that both local FCC-based 
and nonlinear optimization predictions lack the additivity property in a sense that the best enzyme 
choices alone cannot be combined one another to significantly improve the PTS rate. For example, 
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the triplet of enzymes PTS (1), phosphofructokinase (PFK) (3), and pyruvate dehydrogenase (PDH) 
(11) exerting the highest total control (see Figure 4) is absent from Table 4. These enzymes are, 
however, present in all larger subsets (i.e., with D > 4). Importantly, while MCA suggests decreasing 
the level of glyceraldehyde-3-phosphate dehydrogenase (GAPDH) exerting high negative control 
(see Figure 4), the level of this enzyme is increased in all nonlinear optimization studies (i.e. 6(+) in 
Table 4). This observation is also confirmed and is discussed in a similar optimization study by 
Visser at al. (2004). Therefore, even for a rate limiting step with a high control coefficient, the 
direction of the corresponding enzyme level modulation cannot be solely predicted based by the 
MCA alone. 
 The optimization results also show how the best enzyme level choices emerge. Although, the best 
choices lack the additivity property, the best smaller choices repeatedly enter the best larger subsets 
(see Table 4). This means that control of flux does not shift between different groups of enzymes due 
to the compensating effects of global regulation and homeostasis. The absence of shift in distributed 
control additionally emphasizes the importance of rate limiting steps with high values of control 
coefficients (Stephanopoulos and Simpson 1997). 
 Enzymes with large flux control coefficients are not always the ones to be modified, especially if 
they are involved in feedback control loops (Kacser and Burns 1973; Heinrich and Rapoport 1974). It 
may be the removal or attenuation of certain negative-feedback loops that should be considered and 
not the amplification of the activity of the corresponding enzymes (Stephanopoulos and Vallino 
1991).  These and similar important theoretic predictions are exemplified by the optimal selection of 
the best mixed enzyme level/regulatory choices, presented in the right side of Table 4. Importantly, 
the regulatory properties and not enzyme levels of all three tightly regulated enzymes (i.e., PTS 
(1:31), PFK (3:33-34), and PEPxylase (12:43)) have been chosen to alter, while their levels were 
automatically adjusted due to the limited protein machinery constraints (3) and (5). These nonlinear 
optimization observations are found in a good agreement with calculations of response coefficients 
presented in Table 3. For example, the attenuation of the negative regulation of PFK by pep (3:33) 
(FRC = -0.496) is more preferable than the amplification of the positive feedbacks by amp (3:35) 
(FRC = 0.065), and adp (3:34) (FRC = 0.00605), see Table 3. Remarkably, the same enzymes are 
present in the left and right sides of Table 4,  (see the first indices in the double notation (j : s)), while 
different manipulations of these enzymes are suggested, based on the presence or absence of 
regulatory structures in the selected enzymes (see Table 4). 
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 Figure 5 compares flux control coefficients and relative optimal enzyme levels, calculated for the 
six best enzymes optimally selected to increase the PTS flux (i.e., PTS (1), PFK (3), TIS (5), GAPDH 
(6), PDH (11), and PEPxylase (12)). The corresponding distributions of steady state fluxes are shown 
in Figure 6. Importantly, the levels of modulated enzymes (see Figure 5(b)) are proportionally 
changed accordingly to the changes in their flux control coefficients (see Figure 5(a)).  Specifically, 
the change in the sign of the FCCs (i.e., negative values are changed to positive values) for GAPDH 
correctly predicts a substantially increased level of the enzyme when both the enzyme levels and 
regulation of all selected enzymes are allowed to vary. Interestingly, a near-equilibrium enzyme TIS 
requires about a 3-fold increase (and not decrease) in its level despite the fact that its FCC is 
negligibly small. Importantly, the simultaneous manipulations of both enzyme levels and regulations 
led to a more ‘even’ redistribution of the total enzyme protein between modulated and non-modulated 
enzymes. Specifically, when all six enzyme levels are only modulated, a substantial uniform decrease 
by factor 0.27 (i.e., 27.0=γ  as defined in (5) and (6)) in the levels of the non-modulated enzymes 
was required, while a more moderate 0.59-fold decrease in the levels of the non-modulated enzymes 
(i.e., 59.0=γ ) was enough when optimal changes in both enzyme levels and regulations were 
introduced. We also found that the inhibition of PTS by glucose-6-phosphate (g6p) was decreased by 
factor 0.054 (i.e., 054.031 =α ), the inhibition of PFK by phosphoenolpyruvate (pep) was attenuated 
by factor 0.07 (i.e., 07.033 =α ), and the activation of PEP carboxylase (PEPxylase) by fructose-1,6-
bisphosphate (fdp) was increased by factor 161.3 (i.e., 3.16143 =α ). 
 
4.4. Serine production optimization 
Similar results have been obtained for the optimization of the serine production flux, see Table 5. We 
note that small enzyme/regulation choices are, as well, intuitive as the PTS (1+) supplies metabolism 
with the initial substrate, while SerSynth (17(+)) leads to the final serine production. Large 
enzyme/regulation choices encompass also enzymes with both high and negligibly low values of 
FCCs. Remarkably, the level of PDH (i.e. 11(+/-) in the right side of Table 5) with a relatively high 
positive control on the serine flux (see Figure 4) is increased for smaller enzyme sets and is decreased 
for larger enzyme sets when the pathway regulation is allowed to vary. This observation could not be 
predicted from the analysis of the best FCCs alone and can be presumably explained by the saturation 
of the PDH activity, when no more overexpressed quantities of this enzyme are required. 
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 Because of the importance of the robustness and stability issues for practical applications 
(Stephanopoulos and Simpson 1997), we have chosen an intermediate stable case, comprised of the 
best six enzymes to demonstrate optimal enzyme activities and regulatory properties. Recall that this 
case already provides an increase in the serine production of about 80% of the best predictions shown 
in Figure 3(b) (white and solid circles). We find that an increase in the serine demand (see Figure 
7(b)) reallocates the strength of metabolic control from the serine synthesis (SerSynth in Figure 7(a)) 
towards the supply block (i.e. PTS) and the pyruvate removal block (i.e. PDH) (see Figure 7(a)). The 
optimal distributions of the steady state fluxes allocated within the pathway towards the serine 
overproductions are shown in Figure 8. These nonlinear optimization observations are also found in a 
good agreement with calculations of response coefficients (RFC) presented in Table 3. However, the 
amplification of the positive regulation of PFK by amp (FRC = 0.0376) (3:35) has proved to be more 
preferable than the attenuation of negative feedback by pep (FRC = -0.287) (3:33).  
In this case, the inhibition of PTS by g6p was decreased by factor 0.057 (i.e., 057.031 =α ), which is 
similar to the factor obtained in the case of the PTS optimization, and the activation of PFK by amp 
was increased by factor 11.74 (i.e., 07.035 =α ). We also find that similar optimal adjustment γ -
factors for the levels of non-modulated enzymes have been calculated from (5) for both cases, where 
regulatory structures are kept unchanged (γ  = 0.16) or these are allowed to vary (γ  = 0.19). This is 
because in both cases the high optimal levels of the lumped ‘SerSynth’ enzyme are required to meet 
significant overproduction objective, see Figure 7(b), while the levels of the other enzymes should be 
adjusted accordingly to the cell’s limited protein biosynthesis efforts, see (3) and (5). 
  Thus, the computational optimization results confirm the importance of high flux control 
coefficients estimated at the reference non-perturbed (‘wild-type’) strain, which correctly delineate 
the most important blocks of central metabolism from less important subordinate pathways (i.e. other 
biosynthetic routes). Specifically, flux is increased through phosphotransferase system (PTS), 
phosphofructokinase (PFK), a committed enzyme in the network, and pyruvate dehydrogenase 
(PDH) to remove an excess of pyruvate accumulated through the enhanced PTS. 
 Comparing the best enzyme choices for the optimal PTS rates and serine fluxes, we find that in 
both cases the best choices emerge in a similar fashion signifying of the common trend in the 
selection of candidate enzyme/regulation subsets, where the best smaller choices repeatedly enter the 
best larger subsets (see Tables 4 and 5). This remarkable observation can be used to customize the 
simulating annealing-based random search, where small best enzyme choices can be used as initial 
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sets for the optimal selection of larger subsets and the random search can be biased toward more 
frequent selection of enzyme levels and regulatory parameters exerting the highest control. 
 
5. Conclusions 
A general hybrid stochastic/deterministic optimization framework for optimal selection of enzyme 
levels and regulatory structures using large-scale kinetic models of cellular systems has been 
introduced and demonstrated on the dynamic large-scale model of central carbon metabolism of 
Escherichia coli (Chassagnole et al. 2002; Visser et al. 2004). A simulated annealing algorithm was 
employed to navigate through the discrete space of enzyme levels and enzyme regulatory structures, 
while general gradient-based search methods were used to estimate optimal values of enzyme levels 
and regulatory kinetic parameters. The proposed framework allows for the optimization of the entire 
cellular system where by systematically selecting small enzyme/regulation sets and subsystems, 
feasible for experimental implementations, significant many-fold production improvements can be 
predicted. Although, the developed optimization approach does not guarantee that the optimal 
solutions obtained are global and better choices can be still found, the optimal solutions discussed 
already provide valuable candidate enzyme/regulation choices, which may be useful in prioritizing 
theoretic and practical studies of important properties of enzymatic reactions, kinetic regulatory 
structures, and providing a systematic framework for designing experiments to better understand 
regulation of cellular function. Remarkably, the framework can be also used as a powerful 
computational theoretic tool for the direct validation of modeling predictions and context-dependent 
theoretic assumptions allowing the modeler to understand how the biological mechanisms give rise to 
the biological function. 
 Alternatively, the optimization framework can be used in biomedical studies to identify enzymes 
controlling undesired large metabolite concentrations and fluxes, and to establish metabolic 
dysfunction using mathematical models, which otherwise would be very difficult to detect from 
experimental and microarray studies alone (Schuster and Holzhutter 1995; Stephanopoulos and 
Simpson 1997). Specifically, given an experimentally detected abnormal increase in an important 
decease biomarker (Bandara et al. 2003), the optimization framework can be used as a ‘reverse-
engineering’ approach to generate alternative sets of candidate enzymes and regulatory structures, 
spontaneous toxic- or aging-related mutations in which, could be responsible for causing the 
symptoms of human disease. Biomedical expertise then could be employed to narrow down the 
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search, based on the computationally selected ‘optimal’ enzyme level/regulation choices undesired 
under such decease-related circumstances.  
 
 
Nomenclature 
Enzymes  
ALDO   aldolase 
DAHPS   DAHP synthases 
ENO   enolase 
G1PAT   glucose-1-phosphate adenyltransferase 
G3PDH  glycerol-3-phosphate dehydrogenase 
G6PDH  glucose-6-phosphate dehydrogenase 
GAPDH   glyceraldehyde-3-phosphate dehydrogenase 
MetSynth  methionine synthesis 
MurSynth  mureine synthesis 
PFK     phosphofructokinase 
PGDH   6-phosphogluconate dehydrogenase 
PGI   glucose-6-phosphate isomerase 
PGK   phosphoglycerate kinase 
PGM   phosphoglycerate mutase 
PDH   pyruvate dehydrogenase 
PEPxylase  PEP carboxylase 
PGlucoM phosphoglucomutase 
PK   pyruvate kinase 
PTS  phosphotransferase system 
R5PI  ribose-phosphate isomerase 
RPPK  ribose-phosphate pyrophosphokinase 
Ru5P  ribulose-phosphate epimerase 
Synth1  synthesis1 
Synth2  synthesis2 
TA  transaldolase 
TIS  triosephosphate isomerase 
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TKa  transketolase A 
TKb  transketolase B 
TrpSynth tryptophan synthesis  
 
Metabolites 
2pg   2-phosphoglycerate 
3pg   3-phosphoglycerate 
6pg   6-phosphogluconate 
accoa   acetyl-coenzyme  A 
dhap   dihydroxyacetonephosphate 
e4p   erythrose-4-phosphate 
f6p   fructose-6-phosphate 
fdp   fructose-1,6-bisphosphate 
g1p   glucose-1-phosphate 
g6p   glucose-6-phosphate 
gap   glyceraldehyde-3-phosphate 
glc   glucose 
oaa   oxaloacetate 
pep   phosphoenolpyruvate 
pgp   1,3-diphosphoglycerate 
pyr   pyruvate 
rib5P   ribose-5-phosphate 
ribu5p   ribulose-5-phosphate 
sed7p   sedoheptulose-7-phosphate 
xyl5p   xylulose-5-phosphate 
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TABLES 
Table 1. Double index (j:s) relates generalized regulatory parameter sα  to regulated reaction rate . jr
 
№ Enzyme Regulation Notation
1  PTS  inhibition by g6p (1:31)
2  PGI  inhibition by 6pg (2:32)
3  PFK  inhibition by pep (3:33)
4  PFK  activation by adp (3:34)
5  PFK  activation by amp (3:35)
6  PK  activation by amp (10:36)
7  PK  activation by fdp (10:37)
8  PK  inhibition by atp (10:38)
9  G1PAT  activation by nadph (14:39)
10  G6PDH  inhibition by nadph (21:40)
11  PGDH  inhibition by atp (22:41)
12  PGDH  inhibition by nadph (22:42)
13  PEPCxylase  activation by fdp (12:43)
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Table 2. Best ratios of steady state fluxes in the optimized and original models correspond to (i) 
regulation alterations, (ii) enzyme level modulations, and (iii) both regulation and enzyme level 
manipulations. 
   
 
Flux Regulation Enzyme Level Enzyme Level & Regulation
PTS 1.43 3.16 8.15
Serine 1.057 20.913 22.615
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Table 3. Control coefficients for regulated enzymes at the original steady state, EEC –Enzyme 
Elasticity Coefficient, FCC – Flux Control Coefficient, and FRC – Flux Response Coefficient. 
Notation j:s relates regulatory parameter sα  to reaction j (i.e., rate  depending on parameter jr sα ). 
№ Enzyme Modifier Regulation EEC FCC (PTS) FRC (PTS) FCC (Serine) FRC (Serine)
1:31 PTS g6p negative -0.978 0.416 -0.407 0.192 -0.187
2:32 PGI 6pg negative -0.551 0.000692 -0.000381 0.000374 -0.000206
3:33 PFK pep negative -2.047 0.242 -0.496 0.14 -0.287
3:34 PFK adp positive 0.025 0.242 0.00605 0.14 0.0035
3:35 PFK amp positive 0.268 0.242 0.065 0.14 0.0376
10:36 PK amp positive 0.000226 0.0109 0.00000246 -0.122 -0.0000275
10:37 PK fdp positive 0.0000682 0.0109 0.00000074 -0.122 -0.00000831
10:38 PK atp negative -0.0000544 0.0109 -0.0000006 -0.122 0.00000664
14:39 G1PAT fdp positive 0.731 0.00721 0.00527 -0.00934 -0.00683
21:40 G6PDH nadph negative -0.419 0.115 -0.0483 -0.0721 0.0302
22:41 PGDH atp negative -0.012 0.000389 -0.00000464 0.000211 -0.0000025
22:42 PGDH nadph negative -0.485 0.000389 -0.000189 0.000211 -0.000102
12:34 PEPxylase fdp positive 0.019 0.0387 0.00073 -0.126 -0.00238
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Table 4. Alternative best optimal enzyme/regulation subsets leading to the increased PTS rate. 
Indices highlighted in bold correspond to enzymes exerting high control on the PTS rate. Signature 
(+)/(-) corresponds to the increase/decrease in the corresponding enzyme property (i.e., the enzyme 
level or enzyme regulation), respectively. 
Size Enzyme Set Flux Ratio Enzyme/Regulation Set Flux Ratio
1 1(+) 1.073 1:31(-) 1.08
2 1(+) 15(+) 1.233 1:31(-) 14:39(+) 1.462
3 1(+) 6(+) 12(+) 1.628 1:31(-) 6(+) 14:39(+) 2.173
4 1(+) 3(+) 6(+) 12(+) 2.246 1:31(-) 3:33(-) 6(+) 12:43(+) 3.88
5 1(+) 3(+) 6(+) 11(+) 12(+) 2.541 1:31(-) 3:33(-) 5(+) 6(+) 12:43(+) 4.42
6 1(+) 3(+) 5(+) 6(+) 11(+) 12(+) 2.843 1:31(-) 3:33(-) 5(+) 6(+) 11(+) 12:43(+) 5.55
7 1(+) 3(+) 5(+) 6(+) 7(-) 11(+) 12(+) 2.892 1:31(-) 3:33(-) 4(+) 5(+) 6(+) 11(+) 12:43(+) 6.88
8 1(+) 3(+) 4(-) 5(+) 6(+) 7(-) 11(+) 12(+) 2.964 1:31(-) 3:33(-) 4(+) 5(+) 6(+) 7(+) 11(+) 12:43(+) 7.1
9 1(+) 3(+) 4(-) 5(+) 6(+) 7(-) 8(-) 11(+) 12(+) 3.048 1:31(-) 3:33(-) 4(+) 5(+) 6(+) 7(+) 8(-) 11(+) 12:43(+) 7.1
10 1(+) 3(+) 4(-) 5(+) 6(+) 7(-) 8(-) 9(-) 11(+) 12(+) 3.155 1:31(-) 3:33(-) 4(+) 5(+) 6(+) 7(+) 8(-) 9(-) 11(+) 12:43(+) 7.44
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Table 5. Alternative best optimal enzyme/regulation subsets leading to the increased serine 
production flux. Indices highlighted in bold correspond to enzymes exerting high control on the 
serine flux. Signature (+)/(-) corresponds to the increase/decrease in the corresponding enzyme 
property (i.e., the enzyme level or enzyme regulation), respectively. 
Size Enzyme Set Flux Ratio Enzyme/Regulation Set Flux Ratio
1 17(+) 1.88 21:40(+) 1.034
2  1(+) 17(+) 4.652 1:31(-) 17(+) 4.754
3 1(+)  6(+) 17(+) 9.086 1:31(-)  6(+)   17(+) 9.963
4 1(+) 3(+) 6(+) 17(+) 14.451 1:31(-) 3:35(+) 6(+) 17(+) 16.65
5 1(+) 3(+) 6(+) 11(+) 17(+) 15.933 1:31(-) 3:35(+) 5(+) 6(+) 17(+)   18.518
6 1(+) 3(+) 5(-) 6(+) 11(+) 17(+) 17.418 1:31(-) 3:35(+) 5(+) 6(+) 11(+) 17(+) 20.039
7 1(+) 3(+) 4(-) 5(-) 6(+) 11(+) 17(+) 19.085 1:31(-) 3:35(+) 4(-) 5(+) 6(+) 11(+) 17(+)                           22.012
8 1(+) 3(+) 4(-) 5(-) 6(+) 7(-) 11(+) 17(+) 19.838 1:31(-) 3:35(+) 4(-) 5(-) 6(+) 7(-) 11(-) 17(+) 22.371
9 1(+) 2(-) 3(+) 4(-) 5(-) 6(+) 7(-) 11(+) 17(+) 20.538 1:31(-) 2:32(-) 3:35(+) 4(-) 5(-) 6(+) 7(-) 11(-) 17(+) 22.615
10 1(+) 2(-) 3(+) 4(-) 5(-) 6(+) 7(-) 9(-) 11(+) 17(+) 20.591
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FIGURE CAPTIONS 
Figure 1. Escherichia coli central carbon metabolism. 
Figure 2. A schematic simulated annealing pseudo-code representation. 
Figure 3. Shown are the best optimal reaction rate ratios (i.e., 0rr ) for (a) PTS and (b) SerSynth, 
plotted as a function of size D of modulated enzyme/regulation subsystems (i.e., D = 1, 2, …, 10).  
Here r and r0 are the reaction rates in the optimized and original models, respectively. White circles 
correspond to the case where enzyme levels are modulated while enzyme regulation is kept 
unchanged. Solid circle correspond to the case where both enzyme levels and enzyme regulations are 
manipulated. In both cases, the corresponding optimal steady state solutions are stable. Gray 
diamonds in case (a) correspond to the unstable optimal stationary solutions near a Hopf bifurcation. 
No stable optimal solution in case (b) for D = 10 could be found. 
Figure 4. Flux Control Coefficients (FCCs) for the PTS reaction (white bars) and serine production 
(solid bars), respectively. 
Figure 5. (a) Flux Control Coefficients (FCCs) for the PTS reaction. (b) Relative enzyme levels at 
the optimal stable steady states. White bars correspond to the original non-perturbed case as shown in 
Figure 4. Gray bars correspond to the case where the enzyme levels are optimally chosen in the 
absence of any regulation alteration. Black bars correspond to the case where regulatory structures for 
enzymes PTS and PFK are altered and levels of enzymes TIS, GAPDH, PDH, and PEPxylase are 
modulated. 
Figure 6. The distributions of stable steady state fluxes relative to the PTS flux at the origin reference 
non-perturbed steady state. Values of fluxes highlighted in bold correspond to the case where 
regulatory structures for enzymes PTS and PFK, and levels of enzymes TIS, GAPDH, PDH, and 
PEPxylase are simultaneously manipulated. The other (i.e., non-highlighted) values correspond to the 
case where the levels of all the six enzymes are modulated in the absence of any regulatory changes. 
Figure 7. (a) Flux Control Coefficients (FCCs) for the PTS reaction. (b) Relative enzyme levels at 
the optimal stable steady states. White bars correspond to the original non-perturbed case as shown in 
Figure 4. Gray bars correspond to the case where the enzyme levels are optimally chosen in the 
absence of any regulation alteration. Black bars correspond to the case where regulatory structures for 
enzymes PTS and PFK are altered and levels of enzymes TIS, GAPDH, PDH, and SerSynth are 
simultaneously modified. 
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Figure 8. The distributions of stable steady state fluxes relative to the PTS flux at the origin reference 
state. Values of fluxes highlighted in bold correspond to the case where regulatory structures for 
enzymes PTS and PFK, and levels of enzymes TIS, GAPDH, PDH, and SerSynth are simultaneously 
modified. The other values correspond to the case where the levels of all the six enzymes are 
modulated in the absence of any regulatory changes.  
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1. Generate an initial enzyme/regulation subsystem S0  
2. Set Sb = Sc = St = S0 
3. rb = rc = rt = Optimize(St) 
4. for  i = 1:MaxIter 
5.        St = Select or Terminate (Sc)       
6.        rt = Optimize (St) 
7.        if  rt > rb  
8.             Sb = Sc = St  
9.   rb = rc = rt 
10.        else 
11.   anneal =  Trr cte /)( −
12.   Generate a random )1,0(∈d  
13.  if   d < anneal 
14.        Sc = St 
15.                  rc   =   rt 
16.      end if 
17.    end if 
18.        if  [i/J] 
19.  = 0 
20.   T = β·T 
21.        end if 
22.   end loop 
 
 
Figure 2 
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