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ーティングパワーに生かす GPGPU(General Purpose GPU)に注目が集まっている.このこ






 本論文では、マルチスレッドアルゴリズムを GPU 上で実現するための方法論を開発する








本論文の構成は以下のとおりである.まず始めに,2 章では GPU について説明する.3 章で
は本論文のキーワードとなるマルチスレッドアルゴリズムの概念やその理論的な効率は
「仕事量」と「スパン」という 2 つの尺度を用いて測れることを述べる.4 章では DP を用
いることで GPU のカーネル関数内から,そのまま再帰関数を呼び出せることを示す.5 章で
は,フィボナッチ数列が GPU を用いて実用的なサイズで実現できる並列化手法を説明し,そ
の理論評価を行う.6 章では,ハノイの塔が GPU を用いて実用的なサイズで実現できる並列










ここで,NVIDIA 社の GPU のアーキテクチャを図 1 に示す.さらに,GPU チップの内部に




図１.NVIDIA 製の GPU のアーキテクチャ 
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 図 2.ストリーミング・マルチプロセッサ(SM)の内部構造 
 
ビデオ・メモリと GPU とは,メモリ・インターフェイスで接続されている. 























































FIB0  0 
FIB1  1 
FIBi  FIBi 
 1  FIBi 
 2  2 ⋯① 
 




図 3.n 番目のフィボナッチ数を求める再帰的な逐次アルゴリズム 
 





図 4 から,FIB(6)を呼び出すと,FIB(5)と FIB(4)が再帰的に呼び出される.しかし,FIB(5)を呼
び出したときにも,FIB(4)が再び呼び出される.そして,2 つの FIB(4)は同じ結果(FIB(4) = 3) 
7 
を返す.手続き FIB では履歴管理をしないことから, 2 回目の FIB(4)の呼び出しでも,最初の
呼び出しが行った仕事をそのまま繰り返す. 
 図 3 の FIB(n)は n に関して指数関数的に増加する.また,いくつも同じ関数が生成される
ので,これはフィボナッチ数を計算するうえで極めて非効率な方法となる.しかし,マルチス
レッドアルゴリズムの解析における概念を説明するには適している.図 3の手続き FIB(n)の
第 3 行と第 4 行における 2 回の再帰呼び出し,FIB(n - 1)と FIB(n - 2)は任意の順序で呼び出
すことができ,一方の計算が他方に影響を与えることはない.したがって,これらの呼び出し
を並列に実行することができる. 
 次に,私たちは並行性キーワードである spawn と sync を,並列性を指示するために擬似コ
ードに付加する.図 5 に FIB 手続きの動的マルチスレッド化である P-FIB 手続きを示す. 
 
 
図 5.FIB 手続きの動的マルチスレッド化である P-FIB 手続き 
 
並行性キーワード spawn と sync を P-FIB から除去すると FIB と同じ擬似コードが残る.
あるマルチスレッドアルゴリズムの逐次化を,そのアルゴリズムからマルチスレッド化キー
ワード,すなわち,spawn と sync,そして並列ループを含むときには parallel を除去すること
で構成される逐次アルゴリズムと定義する.マルチスレッド擬似コードは,その逐次化が同
じ問題を解く普通の逐次擬似コードになるという性質を持つ. 
 図 5の第 3行のように,spawnが手続き呼び出しの前にあるとき,入れ子並列性が発生する.
生成（spawn）と普通の呼び出し（call）の違いは,生成を実行する親は,逐次実行で通常発
生するように,生成したサブルーチンである子の実行が終了するのを待つのではなく,並列
に実行を続けることができる点にある.P-FIB では,生成された子が P-FIB(n - 1)を計算して








 手続きは,図 5 の第 5 行にある sync 文を実行するまでは,生成した子が返す値を安全に利
用できない.つまり,キーワード sync があると,この手続きが生成した子がすべての計算を終
了するまで,この手続きは sync の次の文の実行に進めない.P-FIB 手続きでは,x が計算され


























図 6.P-FIB(4)の計算を表す有効非巡回グラフ.各円は 1 つのストランドを表す.黒い円は図 5
の第 3 行の P-FIB(n - 1)の spawn までの部分を表す.赤い円は,図 5 の第 4 行で P-FIB(n - 2)
を呼び出してから第 5 行で sync を実行するまでの手続きの部分を表す.ただし,P-FIB(n - 1)





















17 個の頂点を持ち,その中の 8 個がクリティカルパス上にある.したがって,各ストランドが
単位時間で実行できるなら,仕事量は 17 単位,スパンは 8 単位時間である. 
 しかし,マルチスレッドアルゴリズムの実際の実行時間は,仕事量とスパンだけで決まるの
ではない.利用できるプロセッサ台数とスケジューラによるストランドのプロセッサへの割











 ここでϕ  1  √5/2を黄金比としたときの,フィボナッチ数列の一般的な仕事量とスパ
ン,そしてを表 1 に示す. 
 
表 1.フィボナッチ数列の一般的な仕事量とスパン, 
仕事量() スパン(∞)  
O() O(n) 
O(




4. Dynamic Parallelism 






図 7.従来の方法と DP を用いた場合の内部動作 
 
図 7 の左側（DP なし）のように,従来の方法だとカーネル関数（GPU 上で動作する関数）
は CPU からでしか呼び出すことができなかった.このため,一度 GPU でカーネル関数の計








び出すプログラムでは,図 8 のように GPU 側で再帰木が形成される.そのときの再帰木の深
さ(Depth)には制限があり,現在はその上限が 24 となっている.そのことから,GPU 側で再帰
を行う際にはそのここに数式を入力します。制限を考慮して再帰プログラムを作成しなけ
















































 表 1 のは指数関数的に増加するので,①のフィボナッチ数列の計算効率は悪いことが分
かる.また,Depth の上限が 24 であることから,DP で処理できる n の値はn ≤ 25となる.しか
しこのnのサイズでは実用的ではない.ここでは,フィボナッチ数列を表現する別の漸化式に






FIB2n  1  2 !"  2 ! ! 
 1   ! 




FIB2n  # !$%"  2 ! ! 
 1 ⋯④ 
 



















         if n ≤ 5 
初期設定された値を出力 
 
         ifn % 2  0{ 
           x  FIB +2, 
           y  FIB2 
 1 
           return 2"  223 
         } 
 
         ifn % 2  1{ 








           return 22"  223  3" 
         } 
 
図 9. 奇数・偶数で漸化式を分けたフィボナッチ数列のアルゴリズム 
 




Tn  2T# 2 %  C#C は定数%・・・⑤ 
 
となる.また,③,④のフィボナッチ数列の仕事量,スパン∞,そしてを表 2 に示す. 
 
表 2. 奇数・偶数で漸化式を分けたフィボナッチ数列の仕事量,スパン, 
仕事量() スパン(∞)  
O(n) O(log ) O(   log ) 
 
表 1 と表 2 を比較すると,どの計算時間においても③,④のフィボナッチ数列の方が効率が良






















































図 11の状態から,柱 Aにある円盤すべてを柱 Cに移すことを目的とする.ただし,以下のルー
ルを守らなくてはならない. 
 




次に,ハノイの塔の一般的な解法とそのアルゴリズムを述べる.初期の状態で柱 A に n 
枚の円盤があるとすると,柱 C にすべての円盤を動かすためには,まずはじめに一番大きな
円盤を柱 C に積まなくてはならない.そのために,残りの n – 1 枚の円盤を柱 A から柱 B に



















図 12.n – 1 枚の円盤を柱 B に移動させたハノイの塔 
 
図 12 の状態になれば,柱 A にある一番大きな円盤を柱 C に動かすことができる.そして次の
動作としては,柱 B にある残りの n – 1 枚の円盤を柱 C に移動させなければならない.そのた
めに,さきほどと同様に,柱 B にある円盤で一番大きなものを除く n – 2 枚を柱 A に移動させ
れば,n 枚の中で 2 番目に大きい円盤は柱 C に移動することができる.以降同様の操作を繰り
返し,最終的に n 枚の円盤すべてが柱 C に積まれることになる. 
 初期状態から,柱 A にある n 枚の円盤を柱 B を利用し,すべて柱 C に移動させるハノイの
塔の関数をhn, a, b, cA  a, B  b, C  c とするとする.その時の上記のハノイの塔のアル
ゴリズムを図 13 に示す. 
 
          ifn > 0{ 
           call hanoin 
 1, a, c, b 
           n 番目の円盤を柱 A から柱 C へ移動 
           call hanoin 
 1, b, a, c 
          } 
図 13.一般的なハノイの塔のアルゴリズム 
 
図 13 から一般的なハノイの塔の仕事量を H(n)とすると,その漸化式は 
 
Hn  2Hn 




するのに莫大な時間を要する.また,再帰の深さが n – 1 であることから,DP を利用できる n
の値はn 
 1 ≤ 24n ≤ 25となる.この n のサイズではハノイの塔を処理するのにあまり実
用的とはならない.Hn  o2となる解を与え,かつ DP で実装するときに n を実用的 
17 
n - 1 枚 




 ⑤の式を改良し,一般化した漸化式を提示することを試みる.まずはじめに n = 4とし,さき
ほどのハノイの塔の関数hn, a, b, cを計算した時の再帰的手続きのインスタンスの木を図
14 に示す.ここで図 14 では,再帰木の深さをその木の段数とする. 
 
 
図 14. n = 4 の時のハノイの塔hn, a, b, cの再帰木 
 
図 14 を見ると,段数が 3 である奇数の時には 3 つの関数h1, a, c, b, h1, b, a, c, h1, c, b, aが
生成・呼び出しされている.さらにその 3 つの関数がh1, a, c, b → h1, b, a, c → h1, c, b, aと
いう順に 8( 2H)回繰り返し実行されていることが分かる.また,段数が偶数である 2 の場合
には,奇数の時とは違うh2, a, b, c, h2, c, a, b, h1, b, c, aの 3 つの関数が生成・呼び出しされ
ている.さらにその 3 つの関数がh2, a, b, c → h2, c, a, b → h2, b, c, aの順に 4( 2")回繰り
返し実行されていることが分かる. 
 上記のことから,段数 k が奇数の時には 3 つの関数がhn 
 k, a, c, b → hn 
 k, b, a, c →
hn 
 k, c, b, aという順に2J回繰り返し実行される.また,段数 k が偶数の時には 3 つの関数
がhn 
 k, a, b, c → hn 
 k, c, a, b → hn 
 k, b, c, aという順に2J回繰り返し実行されるこ
とが分かる.各段数では高々3 種類の関数が出現するので,始めの 3 つの関数を再帰で呼び出
せば,残りはそれらの関数を参照すればよい.また,図 14から,段数が 3である場合の関数を再
帰で呼び出すことになると,段数が2以下の時の 7つ( 2H 
 1)の手続きが行われていないこ
とになる.ゆえにその部分は再帰部とは別に非再帰部として計算しなければならない. 













































 k, a, c, b, hn 
 k, b, a, c, 
hn 
 k, c, b, aを呼び出す 
hn 
 k, a, b, c, hn 
 k, c, a, b, 
hn 
 k, b, c, aを呼び出す 
終了 
Hn  3Hn 
 k  C ∙ 2J#C は任意の定数% ⋯⑦ 
 
⑦の式より,k の値を大きくすることで非再帰部の計算量が増え,その代わり扱える n のサイ
ズが大きくなる.また,kの値を小さくすると扱えるnのサイズが小さくなるが,非再帰部の計
算量が少なくなる. 
例として,まずはじめにk  HL の場合の⑦の式を考える.その時の⑦の漸化式は 
 
Tn  3T# 4 %  C ∙ 2
H
L#C は定数% ⋯⑧ 
 
となる.⑧の時の再帰木の最大の深さはlogL となり,扱える n の範囲がlogL  ≤ 24となるの
で,非再帰部の計算量がO2MNとなる分,⑥の漸化式よりも実用的な n のサイズでハノイの塔
を処理できる. 
 次に,k   10 の場合を考える.その時に与えられる漸化式は 
 
Tn  3T 5 910 6  C ∙ 2












 まずはじめに,⑤の漸化式によるハノイの塔の仕事量とスパン,そしてを表 3 に示す. 
 
表 3.一般的なハノイの塔の仕事量とスパン, 
仕事量() スパン(∞)  
O(2) O(n) O(2   ) 
 




Hn  Hn 
 1  C#C は任意の定数% ⋯⑩ 
 
となる.よって⑩の漸化式の計算量（スパン）は n のサイズに比例して増加する. 
 次に,⑦の漸化式からハノイの塔の仕事量,スパン,そしてを求めた. k  T(c はc > 1とな
る任意の整数)としたときの⑦の漸化式の仕事量,スパン,を表 4 に示す. 
 
 
表 4.改良したハノイの塔の仕事量,スパン,  
仕事量 スパン  
O2T  O2T  O2





Hn  Hn 
 k  C ∙ 2J#C は定数% ⋯⑪ 
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