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A HIGH ORDER POSITIVITY PRESERVING DG METHOD FOR
COAGULATION-FRAGMENTATION EQUATIONS
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Abstract. We design, analyze and numerically validate a novel discontinuous Galerkin method
for solving the coagulation-fragmentation equations. The DG discretization is applied to the
conservative form of the model, with flux terms evaluated by Gaussian quadrature with Q = k+1
quadrature points for polynomials of degree k. The positivity of the numerical solution is
enforced through a simple scaling limiter based on positive cell averages. The positivity of
cell averages is propagated by the time discretization provided a proper time step restriction is
imposed.
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1. Introduction
The aggregation-breakage population balance equations (PBEs) are the models for the growth
of particles by combined effect of aggregation and breakage. These equations are a type of par-
tial integro-differential equations which are also known as coagulation-fragmentation equations.
These models describe the dynamics of particle growth and the time evolution of a system of
particles under the combined effect of aggregation, or coagulation, and breakage, or fragmen-
tation. Each particle is identified by its size, or volume, which is assumed to be a positive
real number. From a physical point of view the basic mechanisms taken into account are the
coalescence of two particles to form a larger one and the breakage of particles into smaller ones.
These models are of substantial interest in many areas of science and engineering.
The equations we consider in this paper describe the time evolution of the particle size dis-
tribution (PSD) under the simultaneous effect of binary aggregation and multiple breakage.
The objective of this work is to design a high order discontinuous Galerkin method for these
equations, so that the numerical solution is highly accurate, and remains non-negative.
In 1917, Smoluchowski [27] proposed the discrete aggregation model in order to describe the
coagulation of colloids moving according to a Brownian motion which is known as Smoluchowski
coagulation equation. In 1928, Mu¨ller [22] provided the continuous version of this equation as
∂tf(t, x) =
1
2
∫ x
0
K(x− y, y)f(t, x− y)f(t, y)dy −
∫ ∞
0
K(x, y)f(t, x)f(t, y)dy
with
f(0, x) = f0(x).
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Here the variables x ≥ 0 and t ≥ 0 denote the size of the particles and time, respectively.
The number density of particles of size x at time t is denoted by f(t, x). The coagulation
kernel K(x, y) ≥ 0 represents the rate at which the particles of size x coalesce with particles
of size y and is assumed to be symmetric, i.e. K(x, y) = K(y, x). Later, analogous models
for breakage or fragmentation were developed. The continuous version of the coagulation and
multiple fragmentation equations has been investigated, one of the models is of the form
∂tf(t, x) =
1
2
∫ x
0
K(x− y, y)f(t, x− y)f(t, y)dy −
∫ ∞
0
K(x, y)f(t, x)f(t, y)dy(1)
+
∫ ∞
x
b(x, y)S(y)f(t, y)dy − S(x)f(t, x).
Here the breakage function b(x, y) is the probability density function for the formation of particles
of size x from the particles of size y. It is non-zero only for x < y. The selection function S(x)
describes the rate at which particles of size x are selected to break. The selection function S
and breakage function b are defined in terms of the multiple-fragmentation kernel Γ(x, y) as
S(x) =
∫ x
0
y
x
Γ(x, y)dy, b(x, y) = Γ(y, x)/S(y).
This equation is usually referred as the generalized coagulation-fragmentation equation, as frag-
menting particles can split into more than two pieces. Under some growth conditions solutions
are shown to exist in the space
X =
{
f ∈ L1 :
∫ ∞
0
(1 + x)fdx <∞, f ≥ 0 a.e.
}
for non-negative initial data f0 ∈ X.
In aggregation-breakage processes the total number of particles varies in time while the total
mass of particles remains conserved. In terms of f , the total number of particles and the total
mass of particles at time t ≥ 0 are respectively given by the moments
M0(t) :=
∫ ∞
0
f(t, x)dx, M1(t) :=
∫ ∞
0
xf(t, x)dx.
It is easy to show that the total number of particles M0(t) decreases by aggregation and increases
by breakage processes while the total mass M1(t) does not vary during these events. The total
mass conservation
M1(t) = M1(0)
holds. However, for some special cases of K when it is sufficiently large compared to the selection
function S, a phenomenon called gelation which has to do with a phase transition occurs. In
this case the total mass of particles is not conserved, see Escobedo et al. [5] and further citations
for details.
Mathematical results on existence and uniqueness of solutions of the equation (1) and further
citations can be found in McLaughlin et al. [20] and Lamb [14] for rather general aggregation
kernels, breakage and selection functions. However, the equation can only be solved analytically
for a limited number of simplified problems, see Ziff [30], Dubovskii et al. [2] and the references
therein. This leads to the necessity of using numerical methods for solving general equations.
Several such numerical methods have been introduced. Stochastic methods (Monte-Carlo) have
been developed, see Lee and Matsoukas [15] for solving equations of aggregation with binary
breakage. Finite element techniques can be found in Mahoney and Ramkrishna [18] and the
references therein for the equations of simultaneous aggregation, growth and nucleation. Some
other numerical techniques are available in the literature such as the method of successive
approximations by Ramkrishna [24], method of moments [17, 19], finite volume methods [21, 10],
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and sectional methods, as the Fixed Pivot and the Cell Average Technique [9, 12, 28], to solve
such PBEs. There also exist spline methods [3] and a DG method [25] for the aggregation process.
All these methods are applied to the standard form of the aggregation-breakage equation and
have to deal with the problem of mass conservation.
An alternative numerical approach is based on the mass balance formulation. An application
of a Finite Volume Scheme (FVS) was introduced by Filbet and Laurenc¸ot [6] for solving the
aggregation problem. Further, Bourgade and Filbet [1] have extended their scheme to solve the
case of binary aggregation and binary breakage PBEs. For a special case of a uniform mesh they
have shown error estimates of first order. The scheme has also been extended to two-dimensional
aggregation problems by Qamar and Warnecke [23]. Finally it has been observed that the FVS
is a good alternative to the methods mentioned above for solving the PBEs due to its automatic
mass conservation property. An analysis of the finite volume method to solve the aggregation
with multiple breakage PBEs on general meshes is given in [11]. The DG method presented in
this work may be seen as a natural extension of the above FVSs.
This paper is organized as follows. First, we derive the DG scheme to solve aggregation-
breakage PBEs in Section 2. Then in Section 3 details of the implementation are given. Later
on, the scheme is numerically tested for several problems in Section 4. Further, Section 5
summarizes some conclusions.
2. Method description
In this section a discontinuous Galerkin (DG) method for solving aggregation-breakage PBEs
is discussed. Following [6] for aggregation, a new form of the breakage PBE is presented in order
to apply the DG method efficiently.
2.1. Conservation formulation. Writing the aggregation and breakage terms in divergence
form enables us to get a precise amount of mass dissipation or conservation. It can be written
in a conservative form of mass density n(t, x) = xf(t, x),
(2) ∂tn(t, x) + ∂x(Fa(t, x) + Fb(t, x)) = 0, n(0, x) = n0(x) ≥ 0 a.e.,
where the aggregation flux is
Fa(t, x) =
∫ x
0
∫ ∞
x−u
A(u, v)n(t, u)n(t, v)dvdu, A(u, v) = K(u, v)/v,
and the breakage flux is
Fb(t, x) = −
∫ ∞
x
∫ x
0
B(u, v)n(t, v)dudv, B(u, v) = ub(u, v)S(v)/v.
It should be noted that both forms of aggregation-breakage PBEs (1) and (2) are interchangeable
by using the Leibniz integration rule. It should also be mentioned that the equation (2) reduces
to the case of pure aggregation or pure breakage process when Fb or Fa is zero, respectively.
In the PBE (2) the volume variable x ranges from 0 to ∞. In order to apply a numerical
scheme for the solution of the equation a first step is to truncate the problem and fix a finite
computational domain Ω := [0, L] for an 0 < L <∞.
2.2. DG formulation. Discontinuous Galerkin (DG) methods are a class of finite element
schemes used to solve mainly conservative PDEs.
We develop a discontinuous Galerkin (DG) method for (2) subject to initial data n0(x). Let
us partition the interval Ω = [0, L] into 0 = x1/2, x3/2, . . . , xN+1/2 = L to get N subintervals
and denote each cell by Ij = (xj−1/2, xj+1/2], j = 1, . . . , N . Each cell has the length hj =
xj+1/2 − xj−1/2 and we set h = maxj hj to be the mesh size. The representative of each cell,
usually the center of each cell, xj =
1
2
(
xj−1/2 + xj+1/2
)
, is called pivot or grid point. The
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piecewise polynomial space V kh is defined as the space of polynomials of degree up to k in each
cell Ij , that is,
(3) V kh = {v : v|Ij ∈ P k(Ij), j = 1, . . . , N}.
Note that functions in V kh are allowed to have discontinuities across cell interfaces.
The DG scheme is defined as follows: find nh ∈ V kh such that
(4)
∫
Ij
∂tnhφdx−
∫
Ij
F∂xφdx+ Fφ
∣∣
∂Ij = 0, F = Fa + Fb
for all test functions φ in the finite element space V kh . Here we use the notation, v|∂Ij =
v(x−j+1/2)−v(x+j−1/2), and Fj+1/2 is an appropriate approximation of the continuous flux function
F (t, xj+1/2). In case of a breakage process, the numerical flux may be approximated from
the mass flux Fb; Similarly for the aggregation problem with flux Fa. In general, we have
Fj+1/2 = Fa,j+1/2 + Fb,j+1/2. The initial condition nh(0, x) ∈ V kh is generated by the piecewise
L2 projection of n0(x), that is∫ L
0
(nh(0, x)− n0(x))φ(x)dx = 0 for any φ ∈ V kh .
The semi-discrete DG scheme (4) is complete.
2.3. Flux evaluation. For the numerical integration of the fluxes we use Gaussian quadrature
of order Q with the Gauss evaluation points sα ∈ (−1, 1) and the weights ωα > 0
(5)
∫ b
a
g(u)du =
b− a
2
∫ 1
−1
g
(
b+ a
2
+
b− a
2
s
)
ds =
b− a
2
Q∑
α=1
ωα g
(
b+ a
2
+
b− a
2
sα
)
+RQ,
where RQ = O
(
(b− a)2Q) is the approximation residual, which is zero when g is a polynomial
of degree at most 2Q− 1. We will later use Q = k + 1, see Remark 2.1.
First, consider the boundary term in the DG scheme (4). Denote the quadrature points in Ij
as xˆαj = xj +
hj
2 sα for α = 1, . . . , Q. Then the aggregation flux
Fa(t, xj+1/2) =
∫ xj+1/2
0
∫ xN+1/2
xj+1/2−u
A(u, v)nh(t, u)nh(t, v)dvdu =
j∑
l=1
∫
Il
nh(t, u)Γj(u)du
with the partial flux
Γj(u) =
∫ xN+1/2
xj+1/2−u
A(u, v)nh(t, v)dv
is approximated by the numerical flux
(6) Fa,j+1/2 =
j∑
l=1
hl
2
Q∑
α=1
ωαnh(t, xˆ
α
l )Γ
α
j,l,
where Γαj,l is an approximation to the partial flux Γj(xˆ
α
l ) applying Gaussian quadrature rules,
which we explain below. Let the index J be chosen such that xj+1/2 − xˆαl ∈ IJ , that is,
xJ−1/2 < xj+1/2 − xˆαl ≤ xJ+1/2, then
Γj(xˆ
α
l ) =
∫ xJ+1/2
xj+1/2−xˆαl
A(xˆαl , v)nh(t, v)dv +
N∑
i=J+1
∫
Ii
A(xˆαl , v)nh(t, v)dv.
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By the Gaussian quadrature formula (5), the integral terms can be approximated as
(7) Γαj,l =
1
2
(bJ − aJ)
Q∑
β=1
ωβA(xˆ
α
l , y
β
J )nh(t, y
β
J ) +
N∑
i=J+1
hi
2
Q∑
β=1
ωβA(xˆ
α
l , xˆ
β
i )nh(t, xˆ
β
i ),
where aJ = xj+1/2 − xˆαl , bJ = xJ+1/2 and the quadrature points in the first term are given by
yβJ =
1
2
(bJ + aJ) +
1
2
(bJ − aJ)sβ.
To be more precise, the index J depends on j, l and α. Note, that in (7) the polynomial function
nh has to be evaluated at intermediate points y
β
J for the approximation of the integral part here.
Next, we evaluate the breakage flux
Fb(t, xj+1/2) = −
∫ xN+1/2
xj+1/2
∫ xj+1/2
0
B(u, v)nh(t, v)dudv = −
N∑
l=j+1
∫
Il
nh(t, v)Gj(v)dv
with the partial flux
Gj(v) =
j∑
i=1
∫
Ii
B(u, v)du
by the numerical flux
(8) Fb,j+1/2 = −
N∑
l=j+1
hl
2
Q∑
α=1
ωαnh(t, xˆ
α
l )G
α
j,l
where Gαj,l is an approximation to the partial flux Gj(xˆ
α
l ) and is given by
(9) Gαj,l =
j∑
i=1
hi
2
Q∑
β=1
ωβB(xˆ
β
i , xˆ
α
l ).
Now, let us consider the second term in the DG scheme (4). We apply again Gaussian
quadrature of order Q for the approximation of the integral,
(10)
∫
Ij
F∂xφdx =
∫ 1
−1
F∂ξφdξ =
Q∑
γ=1
ωγφ
′(sγ)F (t, xˆ
γ
j ).
The approximation of the flux at the Gauss points, F (t, xˆγj ), is very similar to the approximation
of the boundary terms above and is shown in the Appendix.
Remark 2.1. For the approximation of the integral over a cell Ij , we consider the Q-point
Gaussian quadrature which is accurate for polynomials up to degree 2Q− 1. In case of a linear
and local flux function, F would be of polynomial degree k and φ′ has maximal degree k− 1, in
total 2k−1, corresponding to Q = k Gauss points. In our case, the flux is non-local, quadrature
rules are also needed for the evaluation of the flux. Note that Q = k would be enough to make
the scheme consistent. However, for our simulations we have chosen Q = k+ 1 since we observe
an interesting type of superconvergence in this case which we will demonstrate in the numerical
tests, see Section 4. For simplicity, we choose the same Q for the numerical approximation of
the partial fluxes which is not necessary.
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2.4. Time discretization and positivity. By taking the Forward Euler discretization in time
to (4), we obtain a fully discrete scheme
(11)
∫
Ij
nm+1h − nmh
∆t
φ dx−
∫
Ij
Fmφx dx+ F
mφ
∣∣
∂Ij = 0.
Define the cell average of nh(x) on Ij by
(12) n¯j :=
1
hj
∫
Ij
nh(x) dx.
Let φ = ∆thj so that
(13) n¯m+1j = n¯
m
j − λj [Fmj+1/2 − Fmj−1/2], λj = ∆t/hj .
Due to the exactness of quadrature rule for polynomials of degree 2k+1, and especially of degree
k, we have
(14) n¯mj =
1
hj
∫
Ij
nmh (x)dx =
1
2
Q∑
α=1
ωαn
m
h (xˆ
α
j ).
For the proof of the following theorem we take a closer look at the differences of the flux at
two neighboring interfaces. The flux difference for Fa at time level m can be reorganized to
Fma,j+1/2 − Fma,j−1/2 = −
j−1∑
l=1
hl
2
Q∑
α=1
ωαn
m
h (xˆ
α
l )
(
Γαj−1,l − Γαj,l
)
+
hj
2
Q∑
α=1
ωαn
m
h (xˆ
α
j )Γ
α
j,j ,
where the two terms on the right hand side can be seen as a type of birth and death term,
respectively. For the use in the following theorem, define the first term as
Ba,j =
j−1∑
l=1
hl
2
Q∑
α=1
ωαn
m
h (xˆ
α
l )
(
Γαj−1,l − Γαj,l
)
.
Similarly, the flux difference for Fb at time level m can be combined to
Fmb,j+1/2 − Fmb,j−1/2 = −
N∑
l=j+1
hl
2
Q∑
α=1
ωαn
m
h (xˆ
α
l )
(
Gαj,l −Gαj−1,l
)
+
hj
2
Q∑
α=1
ωαn
m
h (xˆ
α
j )G
α
j−1,j .
Note, that Gαj,l −Gαj−1,l ≥ 0 and Gαj−1,j ≥ 0.
Theorem 2.1. The high order scheme (13) preserves the positivity, i.e., assuming the numerical
solution at time level tm positive, then n¯
m+1
j > 0 under the CFL condition
(15) ∆t <
1
maxj,α
(
(Γαj,j)+ +G
α
j−1,j +
1
hj n¯mj
(−Ba,j)+
) ,
where (·)+ denotes max{·, 0}. In particular, if nmh is positive at all points xˆαj , then n¯m+1j > 0.
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Proof. We rewrite scheme (13), using (14), as
n¯m+1j =
1
2
Q∑
α=1
ωαn
m
h (xˆ
α
j )− λj [Fj+1/2 − Fj−1/2]
=
1
2
Q∑
α=1
ωαn
m
h (xˆ
α
j )− λj
[
hj
2
Q∑
α=1
ωαn
m
h (xˆ
α
j )Γ
α
j,j −
j−1∑
l=1
hl
2
Q∑
α=1
ωαn
m
h (xˆ
α
l )
(
Γαj−1,l − Γαj,l
)]
− λj
hj
2
Q∑
α=1
ωαn
m
h (xˆ
α
j )G
α
j−1,j −
N∑
l=j+1
hl
2
Q∑
α=1
ωαn
m
h (xˆ
α
l )
(
Gαj,l −Gαj−1,l
)
≥ 1
2
Q∑
α=1
ωαn
m
h (xˆ
α
j )
[
1−∆tΓαj,j −∆tGαj−1,j −∆t
1
hjn¯mj
(−Ba,j)
]
.
Therefore, n¯m+1j > 0 under the restriction on the time step (15). 
Remark 2.2. The CFL condition is somewhat inconvenient, but this condition is only sufficient.
For aggregation, in most practical cases the term Ba,j is positive, hence the third term of the
condition vanishes. For breakage, the condition depends only on the breakage kernel and the
maximal grid point, what forces the time step to be very small. Fortunately, in most cases the
time step can be chosen much larger without losing positivity.
Remark 2.3. Ideally the assumption should be nh ≥ 0. In fact, the theorem can be relaxed to
nmh ≥ 0 at all quadrature points xˆαj requiring only strictly positive cell averages, n¯mj > 0.
2.5. A scaling limiter. Theorem 2.1 implies that in order to preserve the solution positivity,
we need to enforce nmh (xˆ
α
j ) ≥ 0. This is achieved by a reconstruction step using cell averages as
a reference.
Let nh ∈ P k(Ij) be an approximation of a smooth function n(x) ≥ 0 with the cell average n¯j ,
defined in (12). Following the idea of scaling limiter by [29], we define the scaled polynomial by
(16) n˜h(x) = θ (nh(x)− n¯j) + n¯j , θ = min
1, n¯jn¯j −min
x∈Ij
nh(x)
 .
It is easy to check that the cell average of n˜h is still n¯j and n˜h ≥ 0 in Ij . Following [29, 16], we
have the next lemma.
Lemma 2.2. If n¯j > 0, then the modified polynomial is as accurate as nh in the following sense
(17) |n˜h(x)− nh(x)| ≤ Ck‖nh − n‖∞ for all x ∈ Ij ,
where Ck is a constant depending on the polynomial degree k.
Remark 2.4. Since we only need control of the values at the Gaussian quadrature points
Sj = {xˆαj , α = 1, . . . , Q}
we could replace (16) by
(18) θ = min
1, n¯jn¯j − min
x∈Sj
nh(x)

and the limiter (16) with (18) is sufficient to ensure
n˜h(x) ≥ 0 for all x ∈ Sj .
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Furthermore, Lemma 2.2 remains valid with this less restrictive limiter, i.e., we have
|n˜h(x)− nh(x)| ≤ Ck‖nh − n‖∞ for all x ∈ Ij ,
where Ck is a constant depending on k.
Remark 2.5. Lemma 2.2 establishes that the reconstructed polynomial is as accurate as the
original polynomial. Our numerical results based on this reconstruction are excellent. It would
be interesting to analyze how the reconstruction error will accumulate in time.
3. Implementation details
3.1. Matrix formulation and implementation. We would like to introduce the matrix for-
mulation of our numerical scheme and outline the flowchart of the algorithm.
As a basis for the set of test functions we choose the Legendre polynomials, denoted by φi(ξ),
φ0(ξ) = 1, φ1(ξ) = ξ, φ2(ξ) =
1
2
(
3ξ2 − 1) , . . . φ := (φ0, . . . , φk)T ,
which are orthogonal in L2([−1, 1]). On each cell, the unknown function can be represented as
nh(t, x) =
k∑
i=0
nij(t)φi(ξ
j(x)), x ∈ Ij .
Here ξj(x) is the mapping from Ij to [−1, 1], ξj(x) := 2hj (x − xj). To determine nh, it suffices
to identify the coefficients nj = (n
0
j , . . . , n
k
j )
T . Due to the orthogonality of the basis functions
the mass matrix becomes diagonal,
(19)
∫
Ij
∂tnhφdx =
hj
2
∫ 1
−1
φ(ξ)φT (ξ)dξ
d
dt
nj(t) =
hj
2
diag{c0, · · · , ck} d
dt
nj(t),
where ci =
2
2i+1 are the normalization constants.
The fact that we only require nmh be nonnegative at certain points can reduce the computa-
tional cost considerably. Instead of finding the minimum of nh on the whole computational cell
Ij , we take the minimum only on the test set Sj .
3.2. Algorithm flowchart. For simplicity, we only consider the Euler forward time stepping.
The algorithm with the strong stability preserving (SSP) Runge-Kutta method [7] for higher
order time discretization can be implemented by repeating the following flowchart in each stage;
since each SSP-RK method is a convex linear combination of the forward Euler. The desired
positivity preserving property is ensured under a suitable CFL condition.
(1) Initialization: From the given initial data n0(x)
(i) generate n0h ∈ V kh by piecewise L2 projection,
(ii) reconstruct n0h as in step 3.
(2) Evolution: Use the scheme (11) to compute nm+1h .
(i) If n¯m+1j is positive for all j, set n
m
h = n
m+1
h , continue with step 3.
(ii) Otherwise, halve the time step ∆t and restart step 2.
(3) Reconstruction: Use (16) with (18) and set nmh = n˜
m
h , continue with step 2.
4. Numerical results
In this section, we give numerical tests for the proposed positivity-preserving DG scheme
applied to pure aggregation, breakage and also for the combined processes considering several
test problems. The following test cases are chosen similar to those in [11]. We compare our
results with some standard numerical methods, the Cell Average Technique (CAT) by J. Kumar
[9] and the Finite Volume Scheme (FVS) by Filbet and Laurenc¸ot [6] which is a special case of
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the presented DG scheme for k = 0. The error calculation for the Cell Average Technique is
based on the number density, f(t, x), whereas all other errors are calculated with respect to the
mass density, n(t, x) = xf(t, x).
For this type of equations it is convenient to use a geometric grid, xj+1/2 = rxj−1/2. We
choose the factor r = 2(30/N) to span about 9 orders of magnitude. We set x1/2 = 0 and
x3/2 = x0 where x0 can be adapted to the different cases.
All numerical simulations below were carried out to investigate the experimental order of
convergence (EOC). The error is measured in a continuous and a discrete norm. The continuous
L1 norm can be approximated by
eh =
∑
j
hj
2
R∑
α=1
ω˜α|nh(t, x˜αj )− n(t, x˜αj )|,(20)
using a high-order Gaussian quadrature rule, where ω˜α > 0 are the weights, and x˜
α
j are the
corresponding Gauss points in each cell Ij . We choose R = 16 through all the examples. The
symbol h corresponds to the number of cells. The discrete L1 norm is given by
eh,d =
∑
j
hj
2
Q∑
α=1
ωα|nh(t, xˆαj )− n(t, xˆαj )|,(21)
where the Gaussian quadrature points are the same as used for the discretization of the scheme.
We have chosen the L1 norm since it is a natural choice for conservation laws. Using the L2 or
L∞ norm, similar numerical results and the same order of convergence can be obtained. The
error calculation in the discrete norm coincides for k = 0 with that used by Filbet and Laurenc¸ot
[6] for the Finite Volume Scheme.
If the problem has analytical solutions, the following formula is used to calculate the EOC
EOC = ln(eh/eh/2)/ ln(2).
In case of unavailability of the analytical solutions, the EOC can be computed using eh =
‖nh−nh/2‖ where nh/2 is interpolated onto the grid of nh by a high order interpolation method.
For the calculation of the EOC we show the numerical errors at time t = 0.01 since the order of
convergence of the DG scheme after longer times is disturbed by the low order time integration.
We shall also evaluate the moments of the numerical solution by
Mp,h =
∫ L
0
xp−1nh(t, x)dx =
∑
j
hj
2
R∑
α=1
ω˜α(x˜
α
j )
p−1nh(t, x˜αj ), p = 0, 1, 2, . . . ,
where R is chosen large enough such that the integration is exact for all moments under consid-
eration. The error in the moments is then given by
e(Mp,h) =
|Mp,h −Mp|
Mp
, p = 0, 1, 2, . . .
where the error in the first moment e(M1,h) of course vanishes by construction of the method.
4.1. Pure aggregation. Test case 1:
The numerical verification of the EOC of the DG solutions for aggregation is discussed by taking
three problems, namely the case of constant, sum and product aggregation kernels. The analyt-
ical solutions for these problems taking the exponential initial distribution n(0, x) = x exp(−x)
have been given in Scott [26]. The computational domain in these cases is taken as [10−3, 106].
The numerical solutions for the sum aggregation kernel with N = 15 cells and different
polynomial degree k are shown in Figure 1. The numerical solution is shown together with the
analytical one at time t = 3 where the degree of aggregation is Iagg = 1−M0(t)/M0(0) ≈ 95%.
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Figure 1. Numerical solution for N = 15 cells and different k for test case 1
Due to the logarithmic scale of the x-axis the piecewise linear solution for k = 1 appears curved
and also the Gauss points are of course symmetrically distributed in one cell. Obviously, the
approximation improves for a higher polynomial degree.
k\N 15 30 60 120 240 EOC
0 (FVS) 4.2e-1 2.1e-1 1.0e-1 5.2e-2 2.6e-2 1.0
1 1.3e-1 4.4e-2 1.1e-2 2.8e-3 6.9e-4 2.0
2 7.4e-2 8.0e-3 1.1e-3 1.4e-4 1.7e-5 3.0
4 1.3e-2 3.0e-4 1.0e-5 3.3e-7 1.0e-8 5.0
8 3.6e-5 3.7e-7 7.0e-10 1.4e-12 1.2e-14 9.0
CAT 5.3e-1 2.3e-1 1.1e-1 5.3e-2 2.6e-2 1.0
Table 1. L1 errors eh and EOC for test case 1
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k\N 15 30 60 120 240 EOC
0 (FVS) 1.3e-1 5.5e-2 1.4e-2 3.5e-3 8.8e-4 2.0
1 8.7e-2 9.0e-3 1.2e-3 1.5e-4 1.8e-5 3.0
2 3.8e-2 1.9e-3 1.1e-4 6.8e-6 4.3e-7 4.0
4 3.6e-3 5.2e-5 9.4e-7 1.5e-8 2.3e-10 6.0
8 2.9e-5 4.7e-8 6.0e-11 6.6e-14 2.0e-14 10.0
CAT 1.3e-1 3.7e-2 9.6e-3 2.4e-3 6.1e-4 2.0
Table 2. Discrete L1 errors eh,d and EOC for test case 1
The numerical errors for the sum aggregation kernel are shown in Table 1 and Table 2. In the
continuous L1 norm the EOC is k + 1 as expected. In the discrete L1 norm the EOC is k + 2
on a geometric grid which is one order higher than in the continuous norm. It appears that the
evaluation of the numerical solution at the same Gauss points as used for the discretization of
the scheme shows a type of superconvergence. For k = 0, the second order convergence for the
Finite Volume Scheme on smooth grids was proven in [11].
The numerical results for the constant and product aggregation kernels are very similar and
are not shown again. In our tests we observe that even the post-gelation phase, see e.g. [4], for
the product aggregation kernel can be simulated very well.
Figure 2. Error evolution of the numerical solution (left) and of the second
moment (right) for different k for test case 1
The evolution of the numerical error in time is shown for the constant aggregation kernel in
Figure 2 (left). We show the results for N = 30 cells and varying polynomial degree k up to time
t = 1000 where the degree of aggregation is Iagg ≈ 99.8%. One can observe that the numerical
error remains bounded for longer times.
In this test case, we also discuss the approximation of the moments. The error in the first 6
moments M0, . . . ,M5 for the constant aggregation kernel at time t = 1000 are shown in Table 3.
For a better comparison we have chosen the same number of evaluation pointsN(k+1) = 90. One
can see that the prediction of the zeroth moment is very accurate and even the higher moments
are approximated well. The lower moments are predicted better for an increasing polynomial
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(N, k) e(M0,h) e(M1,h) e(M2,h) e(M3,h) e(M4,h) e(M5,h)
FVS (90, 0) 6.6e-3 0 9.4e-3 3.7e-2 8.6e-2 1.6e-1
(45, 1) 2.8e-4 0 3.7e-4 3.8e-3 1.6e-2 4.5e-2
(30, 2) 6.7e-5 0 6.2e-4 2.2e-3 3.6e-3 1.5e-3
(18, 4) 9.1e-6 0 1.2e-4 6.1e-4 3.1e-3 1.6e-2
(10, 8) 5.1e-6 0 7.7e-5 7.6e-4 8.2e-3 4.6e-2
CAT (90) 3.7e-14 0 1.1e-2 2.9e-2 5.1e-2 7.3e-2
Table 3. Numerical errors in the first 6 moments for test case 1
degree k. The accuracy in the higher moments for a larger polynomial degree k is disturbed by
some small oscillations of the piecewise high order polynomial for large values of x. For the Cell
Average Technique (CAT) we have to use the normalized moments M˜p,h(t) = Mp,h(t)/Mp,h(0)
for the error calculation of the moments, e(M˜p,h), since the discretization is focused on the
number density and even the first moment has a discretization error in the initial distribution.
The first two moments are preserved exactly by construction of the method and it produces
similar errors as the Finite Volume Scheme for the higher moments.
In Figure 2 (right) we have shown the evolution of the error in the second moment e(M2,h)
for different k again with the same number of evaluation points N(k+ 1) = 90 in time. One can
observe that the error in the moments increases initially but remains bounded for longer times.
4.2. Pure breakage. Test case 2:
Here, the EOC is calculated for the binary breakage b(x, y) = 2/y together with the linear
and quadratic selection functions, i.e. S(x) = x and S(x) = x2. The analytical solutions for
such problems have been given by Ziff and McGrady [31] for an exponential initial condition,
n(0, x) = x exp(−x). The computational domain in these cases is taken as [10−6, 103].
k\N 15 30 60 120 240 EOC
0 (FVS) 4.2e-1 2.1e-1 1.0e-1 5.2e-2 2.6e-2 1.0
1 1.3e-1 4.5e-2 1.1e-2 2.8e-3 6.9e-4 2.0
2 7.0e-2 8.0e-3 1.1e-3 1.4e-4 1.7e-5 3.0
4 1.3e-2 3.1e-4 1.0e-5 3.3e-7 1.0e-8 5.0
8 2.5e-5 4.2e-7 7.4e-10 1.4e-12 1.2e-14 9.0
CAT 5.3e-1 2.3e-1 1.1e-1 5.3e-2 2.6e-2 1.0
Table 4. L1 errors eh and EOC for test case 2
The results for the linear selection function are shown in Table 4. Hence, we observe that the
DG scheme is k + 1 order convergent in the L1 norm. Similar to the previous case, the order of
convergence is k+ 2 using the discrete L1 norm which is not shown again. For k = 0, the second
order convergence was proven in [11] to be mesh-independent for breakage.
The results for the quadratic selection function are very similar and are omitted. Also the
behavior of the error evolution and the error in the moments is similar and is not shown again.
Test case 3: Now the case of multiple breakage with the quadratic selection function S(x) = x2
is considered where an analytical solution is not known. For the numerical simulations, the
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following normal distribution as an initial condition is taken
n(0, x) =
1
σ
√
2pi
exp
(
−(x− µ)
2
2σ2
)
.
The computations are made for the breakage function considered by Hill and Ng [8]
b(x, y) = p
(
[m+ (m+ 1)(p− 1)]!
m![m+ (m+ 1)(p− 2)]!
)
xm(y − x)m+(m+1)(p−2)
ypm+p−1
, p ∈ N, p ≥ 2,
where the relation
∫ y
0 b(x, y)dx = p holds where p gives the total number of fragments per
breakage event. The parameter m ≥ 0 is responsible for the shape of the daughter particle
distribution. The numerical solutions are obtained using p = 4, m = 2.
k\N 15 30 60 120 240 EOC
0 (FVS) 5.5e-1 2.5e-1 1.1e-1 6.6e-2 3.3e-2 1.0
1 1.7e-1 5.5e-2 1.4e-2 3.5e-3 8.8e-4 2.0
2 3.0e-2 1.3e-2 1.6e-3 2.0e-4 2.6e-5 3.0
4 1.4e-2 5.8e-4 1.6e-5 5.6e-7 1.7e-8 5.0
8 4.0e-4 1.5e-7 1.6e-9 3.1e-12 8.2e-14 9.0
CAT 3.0e-1 1.1e-1 4.6e-2 2.1e-2 1.0e-2 1.0
Table 5. L1 errors eh and EOC for test case 3
For the numerical simulation the computational domain is taken as [10−6, 103]. In this case,
the numerical error eh is computed from the numerical solutions nh and nh/2, as mentioned
above. As expected, we again observe from Table 5 that the DG scheme shows convergence of
order k + 1. Using the discrete L1 norm we again obtain the higher convergence order k + 2.
4.3. Coupled aggregation-breakage. Test case 4:
Finally, the EOC is evaluated for the simultaneous process with a constant aggregation kernel
K(x, y) = 1 and breakage kinetics b(x, y) = 2/y, S(x) = x/2. For the simulation the computa-
tional domain [10−3, 106] is taken. The analytical solutions for this problem are given by Lage
[13] for the following two different initial conditions
n(0, x) = xe−x,
n(0, x) = 4x2e−2x.
The former exponential initial condition is a steady state solution. The latter Gaussian-like
initial condition is a special case where the number of particles stays constant. From Table 6,
we find that the DG scheme is k + 1 order convergent where the results for the first case are
shown. As before, we obtain one order higher convergence on a geometric grid in the discrete
norm. The second case is very similar and is omitted.
5. Concluding remarks
In this paper, we have developed a high order DG scheme which can be proven to be positivity-
preserving for both coagulation and fragmentation equations. We have tested the DG scheme
and clearly observed the convergence order k + 1 and the strict positivity preservation in all
these tests. Interestingly, the DG scheme shows a type of superconvergence of order k + 2 on a
geometric grid in the discrete norm which evaluates the numerical solution at the same Gaussian
quadrature points as used for the discretization of the scheme. Even though the CFL condition
derived to preserve positivity might be very small in some cases, we emphasize that it is not a
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k\N 15 30 60 120 240 EOC
0 (FVS) 4.2e-1 2.1e-1 1.1e-1 5.2e-2 2.6e-2 1.0
1 1.3e-1 4.5e-2 1.1e-2 2.8e-3 6.9e-4 2.0
2 7.4e-2 8.1e-3 1.1e-3 1.4e-4 1.7e-5 3.0
4 1.3e-2 3.0e-4 1.0e-5 3.3e-7 1.0e-8 5.0
8 3.9e-5 4.0e-7 7.3e-10 1.4e-12 4.2e-15 9.0
CAT 5.3e-1 2.3e-1 1.1e-1 5.3e-2 2.6e-2 1.0
Table 6. L1 errors eh and EOC for test case 4
necessary condition and can be relaxed significantly. The high accuracy was verified numerically
by taking various examples of pure aggregation, pure breakage and the combined problems.
By applying the limiter or the simplified version which avoids the evaluation of extrema of
polynomials, to a discontinuous Galerkin scheme solving one dimensional coagulation-fragmen-
tation equations, with the time evolution by a SSP Runge-Kutta method, we obtain a high order
accurate scheme with strict positivity-preservation.
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Appendix
In Section 2.3 we have shown the flux evaluation for the boundary term in the DG scheme
(4). For the numerical approximation of the second term we apply Gaussian quadrature, as
already shown in (10). The approximation of the flux at the Gauss points, F (t, xˆγj ), is shown in
the following. For aggregation the flux Fa(t, xˆ
γ
j ) can be approximated by the numerical flux
(22) F γa,j =
j∑
l=1
bl − al
2
Q∑
α=1
ωαnh(t, u
α
l )Γ
γ,α
j,l ,
where al = xl−1/2 and bl = xl+1/2 for l < j and bl = xˆ
γ
j for l = j, and u
α
l =
1
2(bl+al)+
1
2(bl−al)sα.
The partial flux Γγj (u
α
l ) is approximated by
(23) Γγ,αj,l =
1
2
(bJ − aJ)
Q∑
β=1
ωβA(u
α
l , y
β
J )nh(t, y
β
J ) +
N∑
i=J+1
hi
2
Q∑
β=1
ωβA(u
α
l , xˆ
β
i )nh(t, xˆ
β
i ),
where aJ = xˆ
α
j − uαl , bJ = xJ+1/2, and yβJ = 12(bJ + aJ) + 12(bJ − aJ)sβ. The index J is chosen
such that xˆγj − uαl ∈ IJ . Here, the index J depends on j, γ, l and α.
For breakage the flux Fb(t, xˆ
γ
j ) is approximated by
(24) F γb,j = −
N∑
l=j
bl − al
2
Q∑
α=1
ωαnh(t, u
α
l )G
γ,α
j,l ,
where al = xˆ
γ
j for l = j and al = xl−1/2 for l > j, bl = xl+1/2, and u
α
l =
1
2(bl + al) +
1
2(bl− al)sα.
The partial flux Gγj (u
α
l ) is approximated by
(25) Gγ,αj,l =
j∑
i=1
bi − ai
2
Q∑
β=1
ωβB(u
β
i , u
α
l ),
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where ai = xi−1/2, bi = xi+1/2 for i < j and bi = xˆ
γ
j for i = j, and u
β
i =
1
2(bi +ai) +
1
2(bi−ai)sβ.
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