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ABSTRACT 
In this thesis we study wavelet and some applications. The basic idea of wavelets 
and their applications to signal processing are discussed. Multiresolution analysis is one 
of the most important tools in signal processing. We take a close look at this tool and 
see how it can be applied for subband filter coding in image compression and pattern 
recognition applications . In the case of image compression, two different methods are 
discussed. One uses wavelet transforms and vector quantization while the other uses 
wavelet transforms or subband coding and scalar quantization. The performance of 
both methods is very good in that the results are better than or comparable in an 
overall sense with all other methods that are currently in use. In regard to pattern 
recognition, a novel approach is introduced for recognizing affine transformed planar 
objects. The method is very fast and accurate. The idea underlying this method is to 
extract appropriate affine "invariant" features, and use these features to form a signature 
or feature vector representing the object. The results obtained are significantly better 
than those obtained using conventional approaches for some specific types of images. 
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1 INTRODUCTION 
One picture is worth more than ten thousand words. 
Anonymous 
This thesis attempts to describe wavelets and some simple applications. 
Two key operations are associated with a wavelet w(t). The first is a shift 
operation w( t - k). The other is a scaling operation w( nt). A combination of 
shifting and scaling produces a whole family of wavelets w(2Jt-k ), all derived 
from the single function w( t) . Can we choose this function so that all these 
shifted and rescaled functions are orthogonal to each other? Can we choose 
two wavelets w( t) and w( t) such that the two families are biorthogonal? 
orthogonal: J WjkWJK = 0 unless j = J and k = I<. 
biorthogonal: J WjkWJK = 0 unless j = J and k = I<. 
Ten years ago, this hardly seemed possible. Only the simplest constructions 
were understood. To be useful in practice, the wavelets have to produce a 
"good basis." Other signals and other functions must be well represented 
by the wavelets. If we come close to a typical signal with just 5% of the 
wavelets, we have compression of 20:1. And if a concentration of energy near 
a specific j, k can locate a signal (in time as well as frequency!), we have an 
efficient detector. 
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These goals are now achievable. The construction begins with a highpass 
filter H 1 and a lowpass filter H0 . Wavelets are built from filters. The choice 
of a fine (small) set of coefficients, h1(k) and h0 (k), governs everything that 
follows. 
Iteration of the lowpass filter leads to the scaling function ¢(t) , which leads 
to the two-scale equation (the most important equation): 
¢(t) = L ho(k)¢(2t - k). 
The wavelets come from ¢(t) via the highpass filter: 
w(t) = 'L h1(k)¢(2t - k). 
Every step of this theory involves convolution (which is the filter) as well as 
rescaling (n and t become 2n and 2t). The approximation Aj at each level 
j is given by the scaling function. The details Dj are given by the wavelets. 
The key idea underlying multiresolution is this analysis of the signal into dif-
ferent scales and its reconstruction from the sum D1 +D2 +D3 +D4 + D5 +A5 • 
"Speaking of images, .... They convey lots of information, And no wonder: 
the old adage that 1 figure=103 words is an enormous understatement. If we 
count bits, the ratio is much higher. The conclusion to draw is that figures 
are valuable, in fact absolutely necessary, but they have to be compressed. 
This is one of the principal applications, and achievements , of wavelets." 
Gilbert Strang 
Wavelet theory has been developed as a unifying framework only in the last ten 
years, although similar ideas and constructions took place as early as the beginning of 
the century (e.g., Haar function). The idea of looking at a signal at various scales and 
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analyzing it at various resolutions has in fact emerged independently in many differ-
ent fields of mathematics, physics and engineering. In the mid-eighties, researchers of 
the "French School", led by a geophysicist, a theoretical physicist and a mathematician 
(namely, Morlet, Grossman and Meyer), built strong mathematical foundations around 
the subject and name their work "Ondelettes" (wavelets). They also interacted consid-
erably with other fields. 
The attention of the signal processing community was soon caught when Daubechies 
and Mallat, in addition to their contribution to the theory of wavelets , established con-
nections to the discrete signal processing results (see [Dal] and [Mal]) . Since then, a 
number of theoretical, as well practical contributions have been made relating to various 
aspects of wavelet transforms, and the subject is growing rapidly. In signal process-
ing, one of the most important results is the generalization of orthogonal wavelets to 
biorthogonal wavelets, which are capable of solving many engineering problems, for ex-
ample, the incompatibility of symmetry and exact reconstruction in subband coding. 
In this thesis we briefly discuss the wavelet theory for both continuous and discrete 
cases. Emphasis is placed on the development of the concept of multiresolution analy-
sis, which is the most important tool arising from the applications of wavelets in signal 
analysis. 
This thesis is organized as follows. In Chapter 2 we begin by examining some tra-
ditional methods for analyzing signals and discussing the drawbacks of these methods. 
This motivates the use of wavelets: a new tool for analyzing signals. The wavelet theory 
is presented beginning with a discussion on the decomposition and reconstruction for-
mulas for both continuous wavelets and discrete wavelets. The discussion attempts to 
bridge wavelet theory to Fourier analysis, one of the most important methods for signal 
analysis. Multiresolution analysis forms the basic theme in this chapter. Decomposition 
and reconstruction of signals are discussed for two dimensional signals (images). 
In Chapter 3 we introduce two methods for image compression. These two methods 
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are chosen based on their good performance. The first method analyzes image statistics 
and uses vector quantization. The second method does not require any training and uses 
scalar quantization. The basic theories for both methods are presented. In addition, 
guidelines for choosing wavelets for signal analysis is presented. This discussion leads to 
a motivation for using biorthogonal wavelets, instead of orthogonal wavelets for signal 
processmg. 
In Chapter 4 we present a new method for planar object recognition. The method 
can be implemented efficiently. Chapter 5 shows some experimental results validating 
the methods described previously. The performance obtained with each of the methods 
are compared and the implementation issues are discussed briefly. The last chapter offers 
a few concluding remarks. 
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2 WAVELETS 
Beauty is the first test: There is no permanent place in the world for ugly 
mathematics. 
Godfrey. H. Hardy 
In this chapter we begin with the motivation underlying the use of wavelets . In doing 
so we take a very brief look at conventional methods for the analysis of signals and in 
the process highlight some of the drawbacks of these methods. Wavelets are introduced 
to resolve some of these problems. Although they do not address all the problems, they 
do present some alternatives to traditional methods and they can perform well for the 
analysis of some signals. In the second section we give some mathematical definitions 
of wavelets and describe the concept of wavelets. In Section 3, we discuss the notion of 
"multiresolution analysis" which is very important for understanding wavelets and their 
application. At the end of this section a few applications of wavelets are mentioned. 
2 .1 Why Wavelet 
The "standard" mathematical tool for representing signals, particularly those that 
are periodic, is a Fourier (or trigonometric) series. A finite sum (or truncation) of such 
an infinite series provides a mathematical model of the signal. The number of terms 
required for a "good" representation depends on the signal itself. In general we want to 
use as few terms as possible to model a signal as closely as possible employing a closeness 
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measure such as an 1 2 norm. If the L2([a, b]) norm is used, and f(t ) for t E [a, b] is 
integrable, then it is easy to show that if only n terms of the form ckei2kn>.t can be used 
to approximate f(t) on the interval [a, b], then when ck is the coefficient of ei2kn>.t in 
the Fourier series of f ( t), the sum of the n terms minimizes the norm of t he difference 
function j(t) - }(t), where >. is equal to (b - a) /(2rr) . The Fourier series involves 
expansion of the signal f(t) in terms of the basis functions {ei2h>.t}, k = 0, ±1, . . . . 
In other words, the Fourier series is a measure of the similarity between the signal and 
these basis functions. It is intuitively obvious that if the signal is composed of a few 
stationary components (e.g., sinewaves), the Fourier analysis works very well. In [Wa], 
the author presents some careful arguments about this issue. As an example the author 
considers the signal: f(t) = (5cos(2rrvt))[e-54on(t-l /8)2 + e-64on(t- 3/8)2 + e-640n(t- 4/8)2 + 
e-64on(t-6/8)2 + e-54on(t- 7 / 8)2 ], where the frequency, v, of t he cosine factor is 280. Such 
a signal might be used by a modem for transmitting a bit sequence. When this signal 
is corrupted with Gaussian noise, the signal and noise can be separated using Fourier 
analysis. Since the signal is not periodic, the Fourier t ransform is used. In short, the 
Fourier series and the Fourier transform are useful in many applications. Now let us 
consider the signal: 
(2.1 ) 
where o is the delta function (in strict sense it is not a function but a distribution). In 
practice, this signal is not given by this continuous expression, but by samples. This 
signal could be a model of the sum of the first two terms with bursty noise at time t 1 
and t 2 . As we know, the delta function has equal energy in all frequencies ( E (-CXJ, CXJ )) . 
Consequently, it is impossible to time localize the bursty noise by examining the Fourier 
spectrum. One way to solve this problem is to employ the windowed or short-time 
Fourier transform (see, e.g., [OS]). The windowed Fourier transform transforms a signal 
over a short time interval into the frequency domain, i.e., finds the Fourier transform of 
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the signal J(t)w(t-T), where w(t) is a function which is approximately 1 around 0, and 
is otherwise very small in absolute value. For example, w(t) = 1 for Ii i < a > 0 and 
w(t) = 0 for ltl ~a. This is called rectangular window. Several other windows that are 
used in practice are considered in [OS]. The windowed Fourier transform is a function 
of time and frequency. The primary purpose of the window is to limit the extent of the 
signal to be transformed so that the spectral characteristics are reasonably "stationary" 
over the duration of the window. The more rapidly the signal characteristics change, 
the shorter the window should be. Once the window function is chosen, it is used for 
all time positions (i.e., for all T). Two sinusoids can be discriminated [RV] only if they 
are more than the bandwidth of the window function apart; two pulses (delta functions) 
in time can be discriminated only if they are more than the duration of the window 
function apart, where the the bandwidth 6f and the duration 6t of a window function 
w(t) is defined by: 
and 
It is obviously desirable if a single window function could be used to time and frequency 
discriminate both very well, i.e., 6f and 6t both are very small. Unfortunately, the 
uncertainty principle (Heisenberg inequality) states that 6f 6t ~ 41n . So for the signal 
defined in Equation (2.1), if v1 and v2 are very close and ii and t2 are very close, too, 
a single window function cannot be used to discriminate the two sinusoids and the two 
pulses. The problem comes from the fixed window function. The following observation 
will help us to find a solution: In practice, signals with low frequencies usually have 
regions of support that are longer than those with high frequencies. So now we want 
to find a family of functions which satisfy the property that 6t and 6f can be set 
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arbitrarily by choosing functions from the family. So in this case, the t ime resolution 
becomes arbitrarily good at high frequencies, while the frequency resolution becomes 
arbitrarily good at low frequencies. When an observed signal is compared to all of the 
functions in the family at every time location, good resolution with respect to both time 
and frequency is realized. That is the most important motivation for employing these 
types of functions. One thing should be pointed out: We do not want the family to 
be just a collection of arbitrary functions that satisfy this basic property, but we want 
them to be mathematically tractable. As an example, it should be possible to find the 
inverse of the transformed functions. In t he next few sections we will see the kinds of 
properties the family should have for it to be useful. 
Fig. 2.1 shows plots of some windowed Fourier transforms and a wavelet transform 
for the function defined in Equation 2.1. The Morlet wavelet is chosen for computing 
the scalogram (the absolute value of wavelet transform). Different windows are chosen 
for computing the spectrogram (the absolute value of the windowed Fourier transform). 
The graph shows the best result that could be obtained using the Kaiser window with 
v1 = 500 Hz, v2 = 1, 000 Hz, and / = 1.5. The sampling rate is 8,000 samples per 
second, and t 1 and t 2 are 32 samples apart. 
2.2 What Are Wavelets 
This section mainly follows ideas set forth by Daubechies [Da2] and Chui [Ch2]. 
The wavelet transform is a tool that decomposes either data or a function or an 
operator into different frequency components, and then studies each component with 
a resolution matched to its scale. In particular, this tool provides the ability to sepa-
rate components of a signal with good time and frequency resolution (this works best 
if the signal is composed of high frequency components of short duration plus low fre-
quency components of long duration, which is often the case with signals encountered in 
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Morlet Wavelet Hamming N=16 Hamming N=32 
Hanning N=16 Hanning N=32 Kaiser N=14, beta=O 
Figure 2.1 Comparison of Spectrogram and Scalogram 
practice). As a result, the wavelet transform is better able than the windowed Fourier 
transform to "zoom in" on very short-lived high frequency phenomena, such as tran-
sients in signals (or singularities in functions or integral kernels), and "zoom out" on 
very long-lived low frequency phenomena, such as sinewaves (see, e.g., [Da2] and [Rv]) . 
There exist many types of wavelet transforms: 
A: Continuous wavelet transform, and 
B: Discrete wavelet transform. 
Within the discrete wavelet transform, there are: 
Bl: Redundant discrete systems (frames), and 
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B2: Orthonormal (and other) bases of wavelets. 
In general, wavelet transforms can be performed on complex functions. In t his thesis, 
we consider real-valued functions (signals). An extremely brief discussion is given for 
continuous wavelet transforms. 
Let 'I/; E L2 (R) and 'l/;a ,b(x) = lal-1/2'1/;(x:b) for a,b E IR, lal =J 0. The continuous 
wavelet transform for f E L2 (IR) with respect to this wavelet family { 'lj;a ,b( x)} is then 
defined as 
(TJ)(a,b) : = < J, 'l/;a ,b >= L J(x)'l/;a,b(x)dx 
= 1a1-112 r f( x)'l/;(x - b)dx . JR a 
Since the functions are in L2 (IR ), the integrals above are well defined. As we know, 
a function f and its Fourier transform F have one-to-one correspondence (one is the 
inverse of the other with some transforms) if f is L1 integrable. We want this property 
to hold also for the wavelet transform although for a general 'I/;, this may not be the 
case. We have: 
Theorem 2.1 [Da2]. If c := 2n J~00 lwl -11'11(w)l 2dw E (0, oo), then 
J( x) = c- 1 1-: (T f)( a, b )'l/;a,b( x) d:~b 
with the convergence of the integral in the sense that 
where 11· 1  is the norm in L2(IR) . 
Theorem 2.2 [Da2] . Let 'I/; E L2 (IRn) with n > 1 and 'I/; is spherically symmetric, 
'lj;a,b(x) := a-nf21jJ( x:b) (a > 0 and b E IR), and c := (2n r f000 w- 1 l'11 (1w l)l 2 dw E (0, oo ). 
Then 
f( x) = c- 1 f 00 ~~1 { (TJ)(a,b) 'l/;a,b(x)db Jo a }Rn 
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with the convergence in the sense that the inner products of the both sides with any 
These two theorems basically indicate when a signal or function can be recovered 
from the transformed functions (in the sense specified in the theorems). It must be 
mentioned that the family consists of shifted and scaled versions of a prototype function 
'!/J. So the wavelet transform is sometimes also called time-scale representation. From the 
last two results it follows necessarily that w(O) = 0. Some authors (see, e.g., [Ch2]) would 
like to impose additional conditions on '!jJ for it to be called a wavelet. The challenge lies 
in finding a prototype function such that the family has the desired property of offering 
good resolution both in time and in frequency. An example that satisfies this need is 
2; 2 . 2~2/4 the (complex) Morlet wavelet '!jJ (x) = Ce-x a (ernx - e- n ) and the Haar wavelet 
1, 0 < x < .!.. 
- - 2' 
'!/J (x) = 
-1, .!. < x < 1· 2 - ' 
0, otherwise 
In general, there are systematic ways to construct wavelets (see, e.g., [Chl], [Ch2] and 
[Da2]). 
In the case of discrete wavelet transforms, the dilation parameter a and the transla-
tion parameter b both take only discrete values. For a we choose the integer (positive or 
negative) powers of one fixed dilation parameter a0 > 1, i.e., a:= a~. The values of bare 
chosen so that narrow (high frequency) wavelets are translated by small steps in order 
to cover the whole time range, while wider (low frequency) wavelets are t ranslated by 
larger steps. Since the duration of '!fJ( a0mx) is proportional to a~, we choose, therefore, 
to discretize b by b := nb0a~, where b0 is fixed and n E Z . The corresponding discretely 
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labeled wavelets are then 
- m/2. i, ( -m b ) a0 'f' a0 x - n 0 
In the discrete case, there does not exist, in general, a "resolution of t he identity" 
formula analogous to the expressions in Theorems 2.1 and 2.2 for the continuous case. 
Reconstruction off from (T !), if at all possible, must be done by some other means (see 
[Da2] in page 8). As long as the recovery off from its transformed functions concerns, 
there are following natural questions: 
1. Is it possible to characterize f completely by knowing (T !)( m, n )? 
2. Is it possible to reconstruct fin a numerically stable way from (TJ)(m,n)? 
The answer is yes . In order to state the result we need a definition. 
Definition 2.3. Let 'ljJ E L2 (IR) . Define for a0 , b0 > 0, m and n integers 
. !, ( ) _ -m/2.i,( X - nboa~) _ -m/2.1, ( -m _ b ) 
'f'm,n x - a 0 'f' a m - a 0 'f' a 0 x n o . 
0 
{ '1/Jm,n} is called a frame, if for some A and B, 
AllJ ll 2 :S L I< J,'l/Jm,n >12 :S BllJll2 
m,n 
for any f E L2 (IR). 
~ ~ 
If 'l/Jm,n is a frame, its dual frame 'l/Jm,n is defined by 'l/Jm ,n = F ( 'l/Jm,n) for any m and 
n, where the operator F satisfies :F(f) := :Z::::m,n < f, 'l/Jm,n > 'l/Jm,n · 
It can be shown that the condition imposed on frames is equivalent to the stability 
requirement: If (T f 1)(m, n) and (T h)(m, n) are very close, then f 1 and f2 must be very 
close, too (for more precise definition, it is referred to [Da2]). The following theorem 
answers the last two questions. 
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Theorem 2.4 [Da2] . Suppose 'l/Jm,n constitute a frame with frame bounds A and B , 
and suppose that 
with a > 1, f3 > 0, and / > 1. Then, for \:/ t: > 0, 6 > 0, M > 0, T > 0, there exist a 
finite set Bl( 6, M, T) C Z 2 so that, for all f E L2 (1R2), 
f- I: < J' 'l/Jm,n > 'l/Jm ,n < 
(m,n)E 
B , (o,M,T) 
1/ 2 ( )"' ~ J IF(w)l2dw + J lf(x)l2 dx + t: llfl l 
lwl<O or x l>T 
lwl>M 
This result states the reconstruction is possible with any precision in terms of L2 
norm. This result also says that f can be written as a superposition of 'l/Jm,n (through 
the dual operator F). Nevertheless, it is not guaranteed that { 'l/Jm,n} is a basis of the 
space L2 (1R). The problem with this is that there may be too many 'l/Jm,n· So the 
family { 'l/Jm,n} is usually called frames of wavelets. The challenge lies in constructing an 
orthonormal wavelet basis. The Haar wavelet (1910) which was constructed long before 
the term "wavelet" was coined, is capable of generating orthonormal basis. In the last 
few years, several orthonormal wavelet bases have been constructed: Stromberg (1982), 
Meyer (1985), Battle (1987) and Lemarie (1988), and Daubechies (1988), etc. In 1986, 
S. Mallat and Y. Meyer developed the "multiresolution analysis" framework, which gave 
a satisfactory framework for all these constructions, and provided a tool for building yet 
other bases. In order to understand the concept of multiresolution analysis it is better 
to cast it as a sub band filtering scheme, which is used extensively in the context of signal 
processmg. 
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2.3 Wavelets and Signal Processing 
Signal processing is concerned with the representation, transformation, and manipu-
lation of signals and the information they contain. For example, we may wish to separate 
two or more signals that have somehow been combined or to enhance some component 
or parameter of a signal model. Wavelets have the potential of addressing a number 
of such applications including their use for edge representation in image compression, 
denoising signals and images, and object recognition. 
In this thesis we are mainly interested in two dimensional signals or images. The 
two dimensional wavelet t ransformations are our main concern. Historically, orthonor-
mal wavelets were constructed for the one dimensional case such as, for example, the 
wavelets mentioned at the end of the last section. In general, we can construct wavelets 
spanning any number of dimensions. In fact, wavelets have been constructed in terms 
of polar coordinates. It has been shown [ABMD] that there exist various extensions of 
one dimensional wavelet transform to higher dimensions. Here we follow Mallat [Mal] 
and use a two dimensional wavelet transform in which horizontal and vertical orienta-
tions are considered preferentially. To fully understand this we need the multiresolution 
analysis theory. In fact, this a key to understanding the application of wavelets to signal 
processmg. 
For the development of the multiresolution analysis theory, we follow [Mal]. 
Definition 2.5. A multiresolution analysis consists of a sequence of successive approx-
imation spaces Vj. More precisely, the closed subspaces Vj of L2 (JR.) satisfy: 
(i) · · · c V_2 c V_1 c Vo c Vi c V2 ... ; 
(ii) LJ Vj is dense in L 2 (JR.), i.e., closure ( LJ Vj) = L2(JR.); 
jEZ jEZ 
(iii) n Vj = {O}; 
jEZ 
(iv) J(x) E Vj ¢:=? f(2x) E VJ+1; 
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(v) f(x) E Vj ===> f(x - 2-jn) E Vj for V j, n; 
(vi) There exists</> E V0 so that {</>o,n} is an orthonormal basis for Vo, where </>j,n := 
2j/2¢(2j/2 x - n). 
Remark 2.6. (iv) can be replaced by 
(v') f(x) E Vo===> f(x - n) E Vo for V n E Z. 
proof J(x) E Vj <¢=:::} f(2-1x) E VJ-1 <¢=:::} • • • <¢=:::} f (2-jx) E Vo by (iv). That is , 
g(x) := f(2- jx) E Vo ===> g(x - n) E Vo for V n by (v'). That is, h(x ) := g(x - n) E 
V0 <¢=:::} h(2jx) E Vj. That is, g(2jx - n) E Vj, i.e., f(2-j(2Jx - n)) = f( x - 2-jn) E Vj, 
which is (v). • 
It is easy to see that from (iv) and (vi) {</>j,n}~=-oo is a basis of Vj for all j. 
To illustrate this definition we present a commonly used example. Let Vj consist of 
all the step functions in L2(1Ft) which are constants over intervals of the form [ 2~, k~1 ] 
for all integers k. Let <f>(x) := 1for0:Sx:S1, and <f>(x) := 0 otherwise. Then it is easy 
to check that all conditions in the definition are satisfied. 
If we define Wj to be the orthogonal complement of Vj in VJ+i, then we have 
Vi+i = Vj EB Wj and W3 ..l W31 for all j -/= j'. 
The last property follows from Wj C Vj, ..l Wj' if j < j'. Thus it follows that, for j > J , 
j-J- l 
Vj = VJ EB EB WJ+k· (2.2) 
k=O 
The question arises as to whether there exists a function 'I/;( x) E L2 (!Ft) such that 
{ 'l/;j,n( x )}~=-oo is a basis of Wj for all j . Mallat [Ma2] shows that this is always true. 
The function 'I/; is then called a orthonormal wavelet. To state the result , we list some 
properties of </>, whose proofs are straightforward. 
Since </> E Vo C V1 , we have 
(2.3) 
n 
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with hn =< </>,</>-1,n >and l::nEZ lhnl 2 = 1. Let M(w) = Jz l:hne-jnw. (Then <I>(w) = 
n 
M(w/2)<I>(w/2).) Hence l:hn = -J2 (we assume J <f>(x)dx = 1). 
Theorem 2. 7. For a multiresolution analysis, there exists an associated orthonormal 
wavelet basis {1/Jj,n;j,n E Z} for L 2 (IR). Let Pj be the orthogonal projection onto Vj. 
Then 
n 
One possibility for the construction of the wavelet 'ljJ is 
w(w) = ejwf2M(w/2 + 7r)<I>(w/2), 
or equivalently, 
(2.4) 
n 
with convergence of the last series in L2 sense. 
It can be seen that any integer translations of 'ljJ still are solutions. So we have the 
freedom to choose 1/J . One common way is to choose 1/J so that 
(2.5) 
n 
The mam reason for this is that if </> has compact support [Da2], then only 9n = 
(-lrh-n+i+2N (N an integer) can make 'ljJ have compact support. Throughout this 
thesis we use Equation (2.5). 
The Haar wavelet is the only solution to the scaling function </> which was used 
for illustrating the concept of multiresolution analysis. [Chl], [Ch2] and [Da2] provide 
rich examples for the construction of 1/J, for example, B-spline wavelets and Daubechies ' 
wavelets. Our interest here is in the application of wavelets to signal processing. 
In practice, a signal is given in discrete version. In the one dimensional case, a signal 
is assumed to be a sequence {Sn} ~;N1 , and for the two dimensional case, a signal is 
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assumed to be a matrix (sij)R x C · The values of Sn or Sij could be any real values. As 
far as images are concerned, the values of Sij are assumed to be in the interval [O, 1] (i.e., 
monochrome images are used and colored images are not discussed here). 
In order to use wavelets, the wavelet transform of the signal has to be evaluated first. 
Given a matrix (two dimensional signal), the procedure is as follows: 
1. Choose a scaling function </>, hence hn =< </>, </>1 ,n >. 
2. Let 9n = ( -1 rh-n+1 · Hence the wavelet 'ljJ = "I:, 9ncPi,n for orthonormal cases. 
3. Let ?Jn = 9-n and hn = h-n· Hence the quadrature mirror :filters G and H, whose 
impulse response are {?Jn} and {hn}, respectively, are determined. 
4. Then perform the convolutions shown in Fig. 2.2. 
initial image 
corresponding 
to the resolu t ion 
level m-1 
ROWS COLUMNS 
D CONVOLVE WITH FILTER x ~ KEEP ONE COLUMN OUT OF TWO 
image corresponding 
to t h e low resolution 
level m 
J detail i m•g•• correponding the information visible at t h e resolution 
level m-1. 
~ KEEP ONE ROW OUT OF TWO 
Figure 2.2 One Stage in a Multiscale Image Decomposition 
The reconstruction from the transformed images is shown in Fig. 2.3. 
In each of these :figures an initial image is considered as the image at resolution 
m = 0. After each convolution and down sampling, the output of the first branch in 
Fig.2.2 is considered as the image at a higher resolution level. The outputs of the other 
image c or r e spondi ng 
level m 
detail 
i mages at 
r e s o lutio n 
l evel m 
COLUMNS 
~ CONVOLVE WI TH FILTER X 
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ROWS 
0 PUT ONE COLUMN OF ZERO BETWEEN EACH COLUMN 
~ PUT ONE ROW OF ZERO BE'IWEEN EACH ROW 
Figure 2.3 One Stage in a Multiscale Reconstruction 
reco n s t ructed 
image at r e s o lution 
l evel m- 1 
three branches are the detail images. The concept is explained in greater detail later. 
The goal is not just to decompose and reconstruct an image. Instead, t he objective is 
to achieve compression by processing the image. If the decomposition stages are redrawn 
as in Fig. 2.4, the low-resolution sub-image can be further decomposed, while other three 
"detail image" are left untouched for this application (image compression). In terms of 
subband filtering , the scaling function </> is chosen to be a low-pass filter. Hence the 
wavelet is a high pass fil ter. From Fig. 2.2, an image is passed through one low-pass 
and one high-pass filters row-after-row and then column-after-column justifying the use 
of terms like "vertical orientation sub-image" in the figure. The term, for example, 
"vertical orientation sub-image" refers to the output of filters that give the horizontal 
high frequencies and vertical low frequencies (i .e., a vertical edge can be seen from this 
output). For image processing, we need to process all t he det ail images and the lowest-
resolution image. For example, we could discard all diagonal images (set all values to be 
0) , then reconstruct an image, which is close to the original one. Although this is not 
appropriate, the basic idea can be extended and modified to obtain compression and yet 
accomplish this with reasonable levels of distortion. Also, if we only retain the diagonal 
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Orientation 
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Vertical Diagonal Sub-Image 
Orientation Ori enta tion 
Sub- image Sub- image 
Resolution m=l Resolution m=l 
Vertical Diagonal 
Orientation Orientation 
Sub-Image Sub-Image 
Figure 2.4 Image Decomposition 
sub-images we can extract the edges of the original image. In short, the main "trick" in 
using wavelets for image processing is to process these sub-images "wisely", as well as 
"carefully" choose wavelets for the particular application. In Chapter 3 and Chapter 4 
we present some applications. 
From the application point of view, some wavelets prove more useful than others. 
This leads to a discussion on some concepts relating to wavelets. 
Definition 2.8. A wavelet function '!/; is said to be mth-order (or have m moments ), if 
J xk'l/;(x)dx = 0, fork= 0, ... , m - 1. 
Note that for k = 0 the integral is always 0 (see, e.g., [Da2]). So the vanishing 
moment of a wavelet is at least 1. Nevertheless, the integral of the scaling function is 
always 1. So the same can never happen in the case of scaling functions. However , 
scaling functions may satisfy the following. 
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Definition 2.8 (continued). If the scaling function and the wavelet satisfy 
J xk'l/;(x)dx = 0, k = 0, ... ,m -1 and J xk</>(x)dx = 0, k = 1, ... ,m -1, 
then the wavelet is called coifiet. 
A brief description of a few applications involving the use of wavelets follows. 
Wavelets have been employed successfully for the detection of singularities. For in-
stance, isolated discontinuities of the mth-order derivative of a function can be easily 
detected using integral wavelet transforms by employing an analyzing wavelet with m + 2 
vanishing moments. The ability of wavelet transforms for detecting changes and extract-
ing features as well as image compression are some of more important applications in 
signal processing [Ch2] and [RV]. The notion of multiresolution analysis is similar to the 
multilevel approach in the solution of partial differential equations, and the concept of 
wavelet bases is analogous to that of hierarchical bases in multigrid methods. Wavelets 
have been used for solving PDEs and integral equations numerically (see [Ch2] and the 
references listed therein). Wavelets can be used to extract features in pattern recognition 
applications (Chapter 4). Wavelet networks have been developed for approximating non-
linear functions (see [ZB] and [ZWML]). And in [HMUUL], the authors further extend 
this idea to solve problems in non-destructive evaluation (NDE). 
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3 IMAGE COMPRESSION USING WAVELETS 
But life is short and information endless .... Abbreviation is a necessary evil 
and the abbreviator's business is to make the best of a job which, although 
intrinsically bad, is still better than nothing. 
Aldous Huxley 
This thesis deals with digital images only. The source of digital images could be a 
3-D scene in the real world, or it could be a 2-D image generated by a transducer such as 
a camera. In either case, the information in the source is analog in that it is continuous 
in both space and amplitude. To generate a digital image, the source is first sampled at 
discrete locations using some type of sensor (or sensors, if color or multi-spectral data 
are required). These samples are termed pixels or pels (pixture elements. So the pixel 
values are in some finite range (due to the limited dynamic range of the transducer). 
Different strategies are possible for the sampling locations, but the most common one is 
an equally spaced rectangular grid (see [RJ]), which is the case for the images discussed 
in this thesis . The number of samples per unit area defines the sampling rate, which is 
often given in terms of the scanning resolution for image digitization. To form the digital 
image, each continuous-valued sampled point is quantized to one of a discrete number 
of levels. It is common to use 8 bits/ pixel. Nevertheless, the number of bits really 
depends on the application. For example, in applications involving scanning of text 
documents, only 1 bit/pixel (black or white) is needed. In this thesis we use rectangular 
monochrome still images which are represented by matrices whose elements (pixels) are 
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quantized using 8 bits per pixel. 
Digital images often contain redundant information meaning that if it is thrown away, 
there is no effect on the ability to reconstruct the original image. To fully understand 
this, some knowledge of information theory is needed. Here let us look at some examples. 
In English language the letter q is often followed by u. Without any compression, we 
need 16 bits to represent qu if ASCII code is used. However, we can encode qu, q and u 
using a variable length coder to reduce the number of bits needed. For images, consider 
a case where an object is in a solid monochrome background. To store (for storage) or 
transmit (for transmission) the image, it is not necessary to store or transmit all the 
pixel values for the background. It would suffice to obtain the background level and the 
positions of the background pixels. 
In general, three types of redundancy in digital images can be identified (see, e.g., 
[BK]): 
1. spatial redundancy, which is due to the correlation (or dependence) between neigh-
boring pixel values. 
2. spectral redundancy, which is due to the correlation between different planes (e.g., 
in an RGB color image) or spectral bands (e.g., aerial photographs in remote 
sensing). 
3. temporal redundancy, which is due to the correlation between different frames in 
a sequence of images. 
For still images, temporal redundancy does not apply. Other two types of redundancy 
do exist more or less. Image compression aims to reduce the number of bits required 
to represent an image by removing these redundancies (and irrelevance) , where irrele-
vance is defined to be the information residing in the image and having little influence 
on human vision (compared to other information). In addition, it seeks to establish 
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fundamental limits on the performance of any compression scheme for a given class of 
images. 
There are many approaches to image compression, but they can be classified into 
two fundamental groups: lossless and lossy. 
In lossless compression (also known as bit-preserving or reversible compression), the 
reconstructed image after compression is numerically identical to the original image on 
a pixel-by-pixel basis. Obviously, lossless compression is ideally desired since no infor-
mation is compromised. For example, medical images need to be compressed in this 
way. However, only a modest amount of compression is possible (about 10 or less to 1). 
Currently there are some methods around. Examples of lossless schemes include meth-
ods that use Run-Length Encoding and Arithmetic Encoding. Methods that utilize the 
lossless predictive coding include DPCM and the Huffman Coding schemes. 
In lossy compression (also known as irreversible compression), the reconstructed 
image contains degradations relative to the original image. As a result, much higher 
compression can be achieved as compared to lossless compression. It is important to 
note that these degradations may or may not be visually apparent. Terms like "visually 
lossless" are used to characterize lossy compression schemes. There are a lot of meth-
ods for lossy compression. Lossy predictive coding, transform coding, block truncation 
coding in combination of vector quantization, subband coding, and hierarchical coding 
are the most important ones. 
In this thesis, we use wavelet transform coding, which is a special method belonging 
to the category of Transform Coding. Within wavelet transform coding, techniques are 
broadly classified under two categories, namely, first-generation image encoding tech-
niques and second-generation image encoding techniques [FM]. The most important 
first-generation techniques use an orthonormal or biorthogonal basis for representing an 
image, while second-generation techniques exploit image characteristics (for example, 
edges and textures) and the psychophysics of human visual perception. 
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3.1 Select ions of Wavelets for Image Compression 
There are various aspects of wavelets that affect the quality of compression (e.g., 
compression ratio). These aspects could be the number of vanishing moments, support 
length, and regularity (smoothness). In Section 2.3 we use the multiresolution analysis 
methods. Unfortunately, these wavelets (filters in terms of filter bank) are not appro-
priate for image compression. To know why, we may look at what the disadvantage of 
the methods using orthogonal wavelets is: 
• They cannot be both FIR (Finite Impulse Response) and zero linear phase (see 
[Co]) except (see [Da2]) in the case of the Haar wavelet which is not particularly 
useful since it is not continuous. 
• Since they are the solution of some quadratic equations (an equation involving 
M ( w)), their coefficients are usually not easy to find. 
• The filter design starts with the construction of M(w). This method does not 
generalize to the multidimensional case (see, e.g., [Da2]) . 
• A simple description of the subspaces {Vj} other than using the basis does not 
exist. 
For all these reasons, these filters are not useful very often. However, these disadvantages 
are not related to the structure of the subband coding scheme, i.e., the multiresolution 
analysis itself, they can be removed by using a more general class of filters. Recall t hat 
the filters in the subband coding discussed in Chapter 2 are related by hn = h _n, and 
?Jn = 9-n· They are called the quadrature mirror filt ers. We relax this condition as 
long as there is an exact reconstruction. What we do is allow the decomposition and the 
reconstruction filters to be different . The result is a pair of dual filters called biorthogonal 
filters, which indeed solve many of the problems. One may note that in order for a filter 
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to have linear phase, the filter coefficients need to be symmetric. A detailed discussion 
on this issue is given in [Da2]. The following paragraphs describe the decomposition and 
reconstruction procedures. 
As we notice from Chapter 1, the decomposition is actually done row-after-row and 
subsequently column-after-column. So without loss of generality we can consider only 
1-D signals (sequences). Let {Sn}~~Ni be a sequence. Let {hn}~~-Li and {hn }~;_y1 
be the filter responses for decomposition and reconstruction, respectively. They satisfy 
2..: hn = 2..: hn = -/2 with Li, L2, Ti and T2 all nonnegative. Furthermore, 2..: hnhn+2k = 
n n n 
6k,o for any integer k, where hn = 0 and hn = 0 if n is not in the index ranges. Let 
gn = (-lth-n+i and fJn = (-lth-n+i· These filters will ensure decomposition and 
exact reconstruction. It is important to note that the given signal has finite length. 
When performing convolutions, problem occurs near both ends. There are a few methods 
to resolve this problem: 
1. Padding zeros at both ends to the signal. 
2. Periodically extending the signal with period N 2 - Ni + 1. 
3. Reflecting the signal at end-points, and then periodically extending. 
4. Re-defining wavelets around both ends so that the supports of the filters are grad-
ually decreased. 
In this thesis we use the second method to extend the given signal. One advantage of 
this method is that we can only keep exact half of samples after convolut ions. With this 
preparation we give the formulas for decomposition and reconstruction (without proof). 
Before writing down the formulas we notice that the given signal can be considered as 
starting at index 0 and terminating at index N - 1 := N 2 - Ni - 1. In order to perform 
the transformation and downsampling N has to be even. So if J level decompositions 
are required, then N has to contain the factor 2J. 
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The decomposition formula is given by (for one dimensional case): 
N-1 
Cn := L hk-2nSk, and 
k=O 
N-1 
Dn := L gk-2nSk . 
k=O 
The corresponding reconstruction formula is given by (for one dimensional case): 
N/2-1 
Sn = L hk-2nCk + fJk-2nDk, for all n = 0, ... , N - l. 
k=O 
(3.1) 
(3.2) 
Here one level decomposition and reconstruction is shown. The Next level is imple-
mented with the output signal (approximation signal) { Cn} ~~~- 1 . So the result of J 
1 1 d . . . {Dl }N/2-1 {D2 }N/4-1 {DJ}N/J-1 d {CJ}N/J-1 ( eve ecompos1tions lS n n=O , n n=O , . . . , n n=O , an n n=O com-
pare to Equation 2.2), where the first J sequences are called the detail signal and the 
last one is called approximation signal. When applying this to rows and columns of im-
ages, we obtain some sub-images. They are then called detail images and approximation 
image, respectively. 
In order to perform image compression and implement other image processing tech-
niques, we should manipulate these sub-images. Two methods are presented in the 
following sections. 
3.2 Compress ion U sing Vector Quantization 
With this method we process each sub-image separately (except bit allocation). We 
begin with a digital image whose pixel values are integers in the set {O, 1, 2, ... , 2k -1} 
( k bits are used here). Without any compression kRC bits are needed to store or 
transmit the image, where R x C is the size of the image. Now we perform a wavelet 
transformation on the image, to obtain 3J + 1 sub-images if J levels are done. The 
"pixel values" of the sub-images are not necessarily integers. However, the total number 
of pixel values is still equal to RC. If we try to retain all these numbers without changing 
them, we certainly need more bits. In addition we do not obtain the original image due 
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to the possible presence of irrational numbers. To solve the non-integer problem, it may 
be possible to round numbers up or down to the nearest integers. In doing so we still do 
not reduce the required number of bits required for representing the image. To reduce 
the required number of bits, it may be possible to replace all numbers in an interval by 
one integer. The determination of intervals and integers is part of the problem for scalar 
quantization. For example, if we just want to use one bit for each pixel, then we can 
replace all non-negative numbers by the average of the all non-negative numbers (called 
positive average). Thus we can store or transmit 1 for all non-negative numbers and 0 
for all negative numbers. When the receiver receives a 1, it replaces t he number by the 
positive average, and 0 by the negative average assuming that the positive and negative 
averages are known. After the receiver performs this operation to produce a new image, 
the reconstructed image may be very "close" to the original image or greatly distorted. 
In most case the performance level may not be adequate. An alternate approach may 
be to round individual number up or down to an integer, group the numbers into d 
dimensional vectors, and then approximate these vectors by some appropriate vectors. 
This method is called vector quantization. It has been proved that vector quantization 
always outperforms scalar quantization (see, e.g., [GG]). Fig. 3.1 shows a simple example 
of vector quantization. 
The vectors are two dimensional. The small points are quantized to the larger 
point in each region called cell, sometimes. Algorithms used to find the cells include the 
K-means algorithm (generalized Lloyd algorithm or Lind-Buzo-Gray (LBG) algorithm) 
[GG]. These algorithms segment the feature space in a manner that minimizes the mean 
squared error. 
The choice of the number of bits (equivalently vectors) used to represent each sub-
image remains to be resolved. Obviously, if more bits are used, better quality is obtained. 
However if we wish to obtain compression, the average bits per pixel should not exceed k. 
The issue of bit-allocation has been studied in some detail (see, e.g., [GG] and [ABMD]) . 
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Figure 3.1 Voronoi Regions for Gaussian Distribution 
Here we follow the latter paper for the wavelet transform case. It is possible to vector 
quantize all the sub-images. Although this is possible, there are several drawbacks. The 
principal issue is the question of edge smoothing. 
We follow [ABMD] to derive an "optimal" bit allocation. The idea is to consider the 
human eyes' sensitivity to signals at all spatial frequencies based on some experimental 
results. 
Let Rr be the total bit rate. For the decomposition J levels are used. Also we can 
obtain the optimal bit allocation for a class of images and then encode using the same 
strategy for all images in the class. The result will in general depend on the cla4 
images. Let Dm,d(Rm,d) be the average distortion in the coding of the sub-image (m, d) 
for Rm,d bits per pixel, where m represents the level, and d = 1, 2 or 3 indicate the 
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directions (vertical, horizontal or diagonal) . Hence it is easy to see that 
1 SQ J 1 3 
Rr = 221RJ + L 22m L Rm,d 
m =l d=l 
(3.3) 
where R~Q corresponds to the bit allocation, in bits per pixel, of lowest resolution J 
sub-image. Define 
(3.4) 
where c 2:: 1 and q(x) is the quantization of x for all x . In [Ge], this quantity is calculated 
usmg: 
where O:m,d(P, c) is related to the PDF of t he coefficients. 
Define the total distort ion 
(3.5) 
where D~Q ( R;J) corresponds to the distortion in the sub-image of the lowest resolut ion 
J (texture image). 
We do not try to directly minimize Dr (Rr ). Instead we assign different weights for 
the distortions in the sub-images. On the basis of contrast sensitivity data collected by 
Campbell and Robson [CR] , we consider a function Bm,d in the form: 
B m 1 ( 2/3m,d) m,d := I og O"m,d (3.6) 
where O"m,d is the standard deviation corresponding to the sum-image (m, d) and the 
values of I and f3m,d are chosen experimentally in order to match human vision (the 
authors do not say how) . Now let 
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So the problem of finding the optimal bit assignment for each sub-image is then 
formulated as: 
minDHRT), subject to RT. 
Rm,d 
The Lagrange multiplier method is applied for this problem. We skip details in the 
interest of space (see [ABMD]). The result is then 
(3. 7) 
Note that this expression requires knowledge of the PDFs of sub-images The results 
from Equation 3. 7 usually are non-integers. To solve this problem, one approach is to 
use the closest integers, and another one uses some algorithms to gradually assigns bits 
for sub-images and calculate the distortion in each sub-image, and then assign more bits 
for the sub-image with largest distortion, until the bit budget is used up (see [Fo] and 
[Se]) . 
As we can see, the bit allocation problem is very difficult to solve. If the human 
visual system is taken into consideration, the function defined in Equation 3.6 is worthy 
of some discussion and debate. In the distortion function defined in Equation 3.5, the 
factor 2!,, appears in the expression to account for the fact that the human eyes have 
different sensitivity to the sub-images at different resolutions. These factors used here, 
based on the assumption that the sub-images at higher resolutions are more important 
to human vision system than those at lower resolutions. If c = 2 then the quantity 
defined in Equation 3.4 is simply the mean squared error, which is commonly used by 
the signal processing community. Nevertheless, some authors claim that the measure 
with c = 1 is better for human vision than that with c = 2 (see [DJL]). 
In Chapter 5 we present some experimental results, where we also find the "optimal" 
bit allocation for some images. 
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3.3 Low Bit-Rate Compression 
In the last section we discussed a method which mainly uses the multiresolution anal-
ysis theory. However, more complex models may be needed to achieve improved coding 
efficiency. One could easily draw the conclusion that the promising direct ions in image 
coding involve higher complexity designed to better capture the complex character of 
natural images [XRO]. Nevertheless, some researchers have taken a step in the opposite 
direction, proposing very efficient image coding algorithms based on remarkably simple 
image models. As Chui [Ch2, pg.198] points out, "for image compression, the embed-
ded zero-tree due to Shapiro [Sh] and its improvement due to Said and Pearlman [SP] 
are particularly effective." Shapiro in addition to presenting a very efficient algorithm, 
also discusses the limits of what wavelet transform coding can do. The model is sim-
ple and intuitive. Some other papers [SP] [XRO] generalize and extend the underlying 
idea to improve the efficiency. In this section we examine the basic idea and see how it 
works. In Chapter 5 we give some experimental results. The method is abbreviated as 
EZW(Embedded Image Coding Using Zerotrees of Wavelet Coefficients). 
As pointed out by Shapiro, "this method is important in many applications, par-
ticularly for progressive transmission, image browsing, multimedia applications, and 
compatible transcoding in digital hierarchy of multiple bit rates" . Among other things, 
the EZW algorithm offers an advantage (over traditional methods) that "the decoder 
can cease decoding at any point in the bit stream and still produce exactly the same 
image that would have been encoded at the bit rate corresponding to the t runcated bit 
stream." Shapiro tested the method on standard test images, and claims that "EZW is 
competitive with virtually all known compression algorithms". In this section we only 
look at what the coding and decoding procedure is . 
With the aid of Fig. 3.2, we give the definitions of some terms used here. 
The coefficient at the coarse scale is called the parent, and all coefficients correspond-
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-8 -6 -14 7 2 3 -12 8 
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-3 11 -6 3 -1 3 5 6 
7 -4 -5 5 2 -7 6 8 
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md: resolution m, direction d: 1: horizontal, 2: vertical, 3: diagonal 
Figure 3.2 Example of 3-Scale Wavelet Transform of an 8 x 8 Image 
ing to the same spatial location at the next finer scale of similar orientation (direction) 
are called children. For a given parent, the set of all coefficients at all finer scales of 
similar orientation corresponding to the same location are called descendents. Similarly, 
for a given child, the set of coefficients at all coarser scales of similar orientation corre-
sponding to the same location are called ancestors. Referred to Fig. 3.2, number 60 has 
children 0, -3, -14 and 7. Its descendents include these children and the children of 
these children, i.e., all the numbers in the sub-image 13. Number 15 in the sub-image 
21 is a child of number -30 in the sub-image 31, and has children -10, -1, -6 and 3 
in the sub-image 11. 
Given a threshold level T, a coefficient x is said to be insignificant if Ix I < T. A tree 
consists of a parent and all its descendents. A zerotree consists of a tree whose elements 
are all insignificant with respect to the threshold T. An element of a zerotree for thresh-
old T is a zerotree root if it is not the descendent of a previously found zerotree root for 
threshold T, i.e., it is not predictably insignificant from the discovery of a zerotree root 
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at a coarser scale at the same threshold. In Fig. 3.2, if T = 32, then -14 in sub-image 
23 is not a zerotree root because it is a descendent of -30, which is a zerotree root. But 
if the threshold T = 16, then it is the zerotree root, while number -30 is significant. 
The number 45 in sub-image 11 is a child of 14 in sub-image 21. If T = 32 or T = 16, 
14 is insignificant and 45 is significant. In this case, the number 14 is called a isolated 
zero with respect to the threshold. 
Thus for a given set of coefficients we have four symbols: 1) zerotree root, 2) isolated 
zero, 3) positive significant, and 4) negative significant. At low bit rates, many bits have 
to be used to indicate the positions where the significant coefficients occur. To precisely 
calculate how many bits should be used for encoding the positions and how many bits 
should be employed for encoding the numbers is impossible, since they are related to the 
source entropy and the specific wavelet transform. In general, the precise source entropy 
is not available to the designer. Even if the statistics of the original image are known 
exactly, the correlation coefficient between the parent and children is very difficult to 
characterize. This implies that given wavelets we perform the transformation on a set 
of images. We then form two dimensional vectors (p, c), where p is a parent and c is a 
child. p can be any coefficient except in the sub-image with m = 1. Thus we obtain 
a set of vectors that are treated as observations of a random vector. Consequently the 
correlation can be found. Shapiro used about thirty images and found that the coeffi-
cient is extremely small. Nevertheless, the correlation is fairly large (0.2 ,..__, 0.6) if the 
squared coefficients are used. From now on we assume that the correlation coefficient is 
very small. 
To encode an image, we need to encode the positions of the significant numbers and 
the numbers themselves. So we have 
Total Cost=Cost of Significance Map + Cost of Significant Numbers 
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where the significance map implies the one to one correspondence between one of the 
four symbols and the x- and y-coordinates (put the image in a coordinate system), where 
the symbol occurs. Let p be the probability (percentage) that a transform coefficient is 
quantized to zero, and HNz denote the conditional entropy of the absolute values of the 
quantized coefficients conditioned on them being nonzero. Then the entropy of the four 
symbols H can be expressed as 
H = -plog2 p - (1- p) log2 (1 - p) + (1 - p)[l + HNz]. (3.8) 
The number 1 in (1 + HNz) represents one bit for the sign (positive or negative). Assume 
a bit rate of 0.5 bit per pixel is wanted. By Shannon's theorem ideally, H = 0.5 (in prac-
tice, H has to be less than 0.5). With this low bit rate HNz ~ 0. Solving Equation 3.8, 
we obtain p = 0.916. This implies that under this ideal condition 91.6% must be quan-
tized to zero. The sum of the first two quantities is 0.416. Hence 0.416/0.5 = 83% 
of the bit budget is used in encoding the significance map. From this example, we see 
that encoding the positions of the non-zeros wisely is very important for low bit rate 
image compression. The method takes a significant step towards this direction by using 
zero trees. 
For the method to be successful, we observe that zerotrees should appear with some 
high probability. Although there is no mathematical proof, experimental evidence indi-
cates that this is the case for natural images. 
We now need to code one of the four symbols and the significant numbers. The 
coding of one of the symbols is shown in Fig. 3.3. 
As will be seen, for the last three sub-images (where m = 1) the zero symbol can 
be introduced for both a zerotree root and an isolated zero. Thus a stream of symbols 
is produced and some lossless coders can be applied for encoding the stream. Shapiro 
uses an adaptive arithmetic coder, which does not need training. An example is given 
below to illustrate the coding procedure. 
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Figure 3.3 Flow Chart for Encoding the Significance Map 
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The idea is similar to the bit plane coding. Intuitively, if a coefficient is, for example, 
55, it is in the interval [32, 64). If the decoder and encoder both know 32 and 64, then 
we can transmit 1 meaning that the number is in the upper half interval, i.e., in [48, 64) . 
So if no further information is transmitted, the decoder simply puts the average number 
56 in the corresponding place. If next time the decoder receives a 0, t hen he or she 
knows the number is in [48, 56). If no further information is available for the decoder, 
then he or she uses 52 for the number 55. So if more bits are transmitted, the number 
that the decoder is going to use will be closer to the true value in general. This is not 
always the case. This example shows the opposite if only two bits are available. The 
addition of one more bit will improve this. In this example and the examples shown 
in the paper we use numbers of radix 2 for the boundaries (32 and 64, etc.). This is 
however not necessary. 
In order to perform the embedded coding, we first choose a sequence of thresholds 
T0 , . • . , TN-l with Ti = Ti-i/2 and x < 2T0 for all coefficients x . During the encoding 
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and decoding, two separate lists of coefficients are maintained. At any point in the pro-
cess, the dominant list contains the coordinates of those coefficients that have not yet 
been found to be significant in the same relative order as the initial scan. This scan is 
such that the sub-images are ordered, the set of the coefficients are ordered. Specifically, 
all sub-images with m = i are scanned before any sub-images with m < i . Within the 
sub-images with the same m, the first is the horizontal followed by the vertical sub-
image, and the diagonal sub-image is the last one. Among all sub-images, the one with 
the lowest resolution comes first. Within each sub-image, the scanner goes from top to 
bottom and from left to right. 
The subordinate list contains the magnitudes of those coefficients that have been 
found to be significant. For each threshold, each list is scanned once. During the dom-
inant pass, coefficients are coded using one of the four symbols (or three symbols if 
m = 1). A dominant pass is followed by a subordinate pass in which all coefficients in 
amplitude are coded using the scheme given in the above example. Referring to Fig. 
3.4, we explain the table. 
(1) The coefficient has magnitude 60 which is greater than the current threshold 
32, so POS (positive significant) is sent out. The decoder knows that the coefficient is 
in the interval [32, 64) , hence uses the center 48 for the reconstruction. 
(2) -31 in magnitude is less than 32. But one of its descendents is 45 in sub-image 
11. So it is an isolated zero. 
(3) 22 is insignificant and so are all its descendents. So coefficient 22 is a zerotree 
root. Hence all the descendent will be replaced by zeros. 
( 4) coefficients 12, 45, -3 and 11 are the descendents of 14, which is insignificant. 
So 14 is an isolated zero. 
(5) -8 is a zerotree root. Note that one of its descendents 10 is larger than 8. Con-
sequently the descendents of a parent could be greater than its parent in amplitude. 
This is a violation of the "decaying spectrum" hypothesis made by the paper so that 
Comment 
(!) 
(2) 
(3) 
(4) 
(5) 
(6) 
(7) 
Coefficient 
Sub-Image Value Symbol 
lowest 60 POS 
32 -35 NEG 
31 -30 IZ 
33 22 ZTR 
22 47 POS 
22 12 ZTR 
22 II ZTR 
22 -14 ZTR 
21 14 IZ 
21 15 ZTR 
21 -8 ZTR 
21 -6 ZTR 
12 10 z 
12 15 z 
12 3 z 
12 5 z 
II 12 z 
II 45 POS 
II -3 z 
II II z 
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Reconstruction 
Value 
48 
-48 
0 
0 
48 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
48 
0 
0 
60 -35 47 12 
-30 22 11 -14 
14 15 0 -3 
-8 -6 -14 7 
12 45 -10 
-3 11 -6 
7 -4 -5 
10 6 3 
POS: Positive Significant 
NEG: Negative Significant 
IZ: Isolated Zero 
ZTR: Zerotree Root 
-1 
3 
5 
1 
Z: Zero with No Children 
10 15 
3 5 
5 -2 
2 3 
-2 2 
-1 3 
2 -7 
-1 2 
Figure 3.4 Processing of First Dominant Pass at Threshold T = 32 
-12 6 
7 -1 
0 4 
-12 8 
-3 -4 
5 6 
6 8 
4 3 
the method works well. Experimental evidence indicates that this assumption is valid 
very often. 
(6) 10 is coded as zero since it has no child. Consequently only three symbols are 
needed at this stage. In particular, symbol Z is for both IZ (isolated zero) and ZTR 
(zero tree root). 
(7) The magnitude of 45 is greater than 32. No symbol is generated from sub-images 
23 and 13, since all the coefficients are descendents of a zerotree root. Note that for 
future dominant passes, this position will be replaced by 0, so that for the next dominant 
pass at threshold 16, the parent 14 of this coefficient can be coded using a zerotree root 
symbol. 
After the first dominant pass, we obtain four significant coefficients, which will be 
refined during the first subordinate pass. Since the sign of a coefficient is known to the 
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decoder (POS or NEG), only the magnitude needs to be considered. Using the idea 
stated before, we obtain symbol I for 60 in [48, 64), symbol 0 for 35 in [32, 48), symbol 
0 for 47 in [32, 48), and symbol 0 for 45 in [32, 48) . The reconstructed values then are 
56, -40, 40, and 40 for the positions of coefficients 60, - 35, 47, and 45, respectively. 
The process continues onto the second dominant pass at the new threshold T = 16, 
which will add two more numbers 30 and 22 to the subordinate list. The process stops 
if the bit budget is used up or some distortion criterion is met. 
This method is successful in that the precision control is a distinct advantage, and 
no training is needed for the quantization and encoding of the symbols. 
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4 RECOGNITION OF PLANAR OBJECTS USING 
WAVELETS 
One of the most interesting aspects of the world is that it can be considered 
to be made up of patterns. A pattern is essentially an arrangement. It is 
characterized by the order of elements of which it is made) rather than by the 
intrinsic nature of these elements. 
Norbert Wiener 
In this chapter we present a new technique [TB] which uses wavelet transforms and 
represents planar or nearly planar objects in three dimensional space by making use of 
the coefficients resulting from a wavelet transformation. The object belongs to one of 
known classes of objects (for example, aircraft) observed by a camera in any arbitrary 
orientations. The technique discriminates based on object contours, parameterized by 
an enclosed area parameter, which is invariant under affine transformations. The role of 
the wavelet transform is to extract multiresolution affine invariant features . A dissim-
ilarity function is defined in terms of the extracted features . The recognition is based 
on the values of the function acting on the unknown object. Each of the models, whose 
representations are computed off-line, are stored in a database. 
Strictly speaking, there are no two dimensional objects in three dimensional space. 
A 2-D object implies that one of the three dimensions is very small compared to the 
other two and consequently can be ignored for the purpose of recognition discussed here . 
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Shape distortion, arising from observing an object by a camera under arbitrary ori-
entations, has been studied by several researchers (see, e.g., [GW] and [ASBH]) . In 
particular, if the dimensions of the objects are small compared to the distance from the 
camera to the object, the distortion can be approximated by affine transformations, i.e., 
rotation, translation, scaling and shearing transformations [ ASBH]. 
When an object in the 3-D space is caught by a camera, the image obtained is ide-
ally a version of an affine transformation on the basic model. For example, a square will 
result in a parallelogram. Often the image is corrupted by noise due to quantization 
errors, sensor errors, dust in the space, etc. Our goal is to determine the nature of 
the unknown object and classify if as one of the models (known objects) that we have 
prestored. 
This is an important subject in pattern recognition area. Important particular appli-
cations include the recognition of military aircraft. Many algorithm have been developed 
for this task. The basic techniques perhaps can be classified into three categories includ-
ing those that rely on spatial domain, transform domain and affine invariant features. 
These methods use the traditional methods in general, such as Fourier descriptors, direct 
contour matching or affine invariant feature matching. The current method makes use 
of transform domain and affine invariant matching techniques. 
4.1 Preparation 
In this section we briefly review the undecimated wavelet transform, and discuss 
some of the concepts that are key to gaining an understanding of the method. 
In the last two chapters, the coefficients of a wavelet transform are retained after 
downsampling by a factor of 2. That is usually called fast wavelet transform (FWT). 
Although this type of transformation is very efficient in certain types of applications , and 
is very fast computationally, it is translation variant, i.e. , re-indexing will result in dif-
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ferent wavelet transform coefficients. In order to make the results translation invariant, 
the undecimated wavelet transform (UWT) has to be applied. The application of this 
idea has proven very successful, especially in edge detection [MZ] . The main difference 
in computing the FWT and UWT is that in UWT there is no downsampling. Properties 
such as exact reconstruction still holds for UWT. Nevertheless, the conditions on the 
filters are lighter. Interested readers should consult, for example, [MZ]. For this problem 
we are not interested in the reconstruction part. Consequently we skip details of the 
decomposition and reconstruction algorithm. 
In order to represent an object it is necessary to choose some parameters. To rep-
resent an object whose representation is affine invariant, we usually use an arc length 
parameter and/or an enclosed area parameter. It has been shown mathematically that 
an arc length parameter involves the second derivative of the contour. Hence it is more 
sensitive to noise than parameters involving only first derivatives or only the bare con-
tour. Enclosed area parameters are one solution. Although it is theoretically easy to 
treat these parameters, its implementation on the computer needs some explanations. 
One of the reasons is the discretization in the spatial space. A contour is finite number 
of ordered points. In this chapter, an image or an object is represented by a matrix 
whose elements are 1 or 0 (a binary image). 
Let P be a picture containing an object 0. P contains R x C pixels, each of which 
is a 1 or 0. As usual, P is placed in a rectangular coordinate system (the origin of the 
system is placed according to some requirement specified later). For now, we assume 
that the system has been well established (except the origin). Using any edge detection 
scheme (zero-crossing in this thesis), we can extract the edge of the object 0. Assume 
that the edge of the object is a simply connected curve (also called contour). The edge 
can be represented by a sequence of coordinates (x(n), y(n)) n = 1, ... , E, where the co-
ordinates are integers indicating the positions of pixels on the edge. An affine transform 
in general is Y =AX+ B, where X, Y, Band A are matrices. Given A and B (which 
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2 x 2 and 2x1 matrices, respectively), let ( Xt( n), Yt( n)) be the transformed sequence of 
(x(n),y(n)), i.e., (xt(n),Yt(n)? = A(xt(n),yt(n))T + B, where T denotes the transpose 
operation. In general, A may not be invertible. But here we only consider an invertible 
matrix A. Thus the resulting sequence still forms a simply connected contour. The 
resulting sequence is not formed by integers anymore in general, since the elements of 
A and B are not integers in general. We approximate by using the closest integers to 
replace the non-integers. 
As we see, matrix B accounts for the translation effect. If we always use the centroid 
of an object as the origin, then B can be set to 0. From now on, the coordinate system 
is assumed to be established in this manner. Hence the term B will be dropped. We 
also assume that the picture contains a single object of interest. 
Assume the centroid is at the origin. Let ( x( n ), y( n)) be the contour of the object. 
Choose a reference point (starting point) on the contour, say (x(l), y(l)). Then enclosed 
area can be calculated as follows: 
{ o, ~(k) = 
~ L~=~ lx(n)y(n + 1) - x(n + l)y(n)I, 
if k = 1; 
otherwise. 
If an affine transform is applied to the contour we obtain 
if k = 1; 
otherwise. 
(Note: In general, if the origin is at the centroid, the enclosed area is: fc lx:Y - yxl dt, 
where t is the arc length parameter. This can be easily shown using Green's Theorem.) 
It is easy to see that the enclosed area of the transformed contour is ~t(k) =det(A) x ~( k) 
for all k = 1, .. . , E. Notice that det(A) -=/:- 1 in general, so the areas are different. The 
term "invariant" really means that the area of the "triangular" shape formed by two 
points along the contour of an object and the centroid (the origin) is equal to the area 
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of the "triangular" shape formed by the images of the two points along the transformed 
contour and the origin under the transformation A/det(A). 
4.2 Representation of Objects 
From now on we use the enclosed area parameter for representing the objects. 
Once we have extracted the edge of an object, we can re-sample (here we treat 
the object as a polygon) the edge such that the enclosed areas of the t riangular shapes 
formed by adjacent points along the edge and the centroid (the origin) are the same. 
Thus we have a sequence of sampled edge points, denoted by ( x( n ), y( n) ). Let A = ( aij) 
be a 2 by 2 matrix. Then we have 
Since the centroids are used for the origins, we have b1 = b2 = 0. Let (Aj x(n), Ajy(n )) 
and (Wjx(n), Wjy(n)) be the outputs of the high-pass, and low-pass filters at j -th level, 
respectively (i.e., the convolutions of the sampled edge points and the sequences { h( n)} 
and {g(n)}, where g(n) = (-lrh(-n + 1), respectively. Recall that we use the undeci-
mated wavelet transforms). Thus we get 
Now define the following quantity: 
Mj(k) = Ajx(k)Wjy(k) - Ajy(k)Wjx(k) 
Aix(ko)Wiy(ko) - Ay(ko)Wix(ko) 
Here i and k0 are chosen such that 
( 4. 1) 
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It is not necessary to choose i and k0 in such a manner, as long as the quantity is not 
equal to zero. This one will reduce the value of M to less than or equal to 1. An 
important property is that the M's are independent of A, i.e., it is invariant under any 
affine transformations as long as the centroids and the origins are the same. This is the 
main contribution of the method. 
It has also been implied that we have sampled the edges with the same number of 
points. In fact it is not necessary to do so. We do not use these M's directly, instead 
we define the following quantities: 
6(n) = (Mj(n) - Mj(n - l))(Mj(n) - Mj(n + 1)) ( 4.2) 
Furthermore, the extrema of 6( n) along the contour are defined at location n which 
satisfies either 
1) 6(n) > 0 or 
2) 6(n) = 0 and Mj (n + 1) - Mj(n - 1) =J 0. 
The latter condition accounts for the case of the extreme points being more than one pixel 
wide. So at each resolution level there is a set of extrema of 6( n) and the corresponding 
locations. Nevertheless, we do not retain all these extrema. Instead we choose some of 
them. If we have N primitive objects (models), the numbers of extrema for different 
primitive objects at the same level may not be the same. It should be possible to use 
some common number that is not larger than any numbers of the extrema obtained 
from all the N objects at each level. Besides, we do not retain the extrema for all the 
levels. The decision to use a particular level is based on the following method. Perform 
the undecimated wavelet transforms for all N primitives, then find the sum of squared 
coefficients (or energy). We now choose those levels at which the N objects have largest 
energies in common. The number of levels can be selected on the basis of experience. For 
the object studied in this thesis , three levels are adequate. However, there is a problem 
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with this approach. If the objects have great difference in the shapes, the energy may 
reside in different levels. Another problem with this approach is associated with the 
lack of knowledge relating to the object to be recognized. The data collected may be 
corrupted by noise, and it is very difficult to assess the number of extrema that can be 
obtained at each level. The approach described in this thesis uses the following approach. 
If the number of extrema for the unknown object is smaller than the number previously 
determined based on the primitives, we use the one obtained for the unknown object 
and re-compute the presentations for the primitives. The decision as to which extrema 
should be kept is taken by eliminating a pair of max-min points having the smallest 
difference in amplitude at a time, until the desired number of extrema are left. 
At this, we should have for all primitives: 
1) The same number of sampled edge points which are equally spaced with respect 
to the enclosed area parameter. 
2) The convolutions of the sampled edge points with {h(n)} and {g(n)}, where the 
output of the low-pass filter will be convolved again. In this way L levels are done. 
3) The same number of extrema of ,6,(n) at some levels which will be used for rep-
resenting the primit ives and the unknown object. (The numbers of extrema at 
different levels can be different.) 
With these available, we can form the representation for each of the primitives. Let 
Pj be a set containing the locations of the extrema at the resolut ion level j, i.e., Pj = 
{pJ( r) I r = 1, .. . , Rj } , where Rj is the number of extrema at this level. Define 
and 
{ 
1, 
lj(r) = 
-1, 
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These quantities make use of only the extrema. Certainly, it should have some quantity 
to account for the positions where the extrema are obtained. The following is one of the 
possibilities. 
if r > 1; 
if r = 1, 
where Sis the number of sampled edge points . Let 
The collection of Aj(r) for r = 1, .. . , Rj and j = 11 , . . . , 12 is called the representation of 
the object. Let >-71 and >.72 be two representations of two objects 0 1 and 0 2 , respectively. 
Here 11 and 12 are the highest and lowest resolution levels being used for the constructing 
the representations. The dissimilarity function at the j-th level is then defined as: 
where m accounts for the effect of shift with m = 1, ... , Rj . The dissimilarity function 
of the two objects is then given by: 
The procedure for recognition of a given unknown object is sketched in Fig. 4.1. 
The authors of the paper [TB] has claimed that the performance of this technique 
is better than those obtained using other existing methods on their test objects, partic-
ularly when objects are heavily corrupted with noise. Since the method needs only the 
contour of an object (except for finding the centroid), it is very efficient . The method has 
several potential applications. The novelty of the method lies in defining the quantity 
M in Equation 4.1, which is invariant with respect to affine transformations. 
Some issues relating to the method merit further investigation. In order to represent 
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Figure 4.1 The Procedures for the Recognition of an Unknown Object 
an object the local extrema of 6 defined in Equation 4.2 are extracted. Based on the 
experiments performed, these extrema appear to be very dense along the contour. The 
difference between some adjacent local minimum and local maximum is very small. In 
other words, if too many extrema are retained for the representation, t he method is sen-
sitive to noise. Consequently the number of extrema should be chosen carefully. During 
the course of some personal communications by email with the authors regarding to the 
justification of using these local extrema for representing an object, a paper by [MZ] was 
referred to. The extrema used by Mallat and Zhong are however different from those 
used by the authors. Mallet and Zhong directly use the two dimensional wavelet coeffi-
cients. Also Meyer [Me] provides an example which illustrates, among other things, that 
edge information at all scales is not sufficient to characterize an image. It is, therefore, 
not clear if the set of local extrema is representative. These local extrema are clearly 
not related to the change of an object along the edge. 
The representation of an object is artificial in the sense that the quantity ,\ is an 
"assembly" of the quantities µ, l, and 6. The roles of these quantities are not clear, 
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let alone that a strictly mathematical proof should be given to at least show that this 
presentation has a unique correspondence with the object. The choice of features clearly 
needs more research. 
The selection of wavelets for particular models (primitives) does not consider the 
effect of noise. Clearly, if the support is too short, the method is sensitive to bursty 
noise. In some applications, as for example in the case of recognition of military air-
craft, bursty noise is not uncommon. The selection of a wavelet should not be solely 
based on the primitives themselves. A more reliable procedure for selecting the wavelet 
is clearly needed. 
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5 EXPERIMENTAL RESULTS 
I hear) I forget. 
I see) I remember. 
I do) I understand. 
A Chinese Proverb 
In this chapter we present some experimental results to demonstrate t he effectiveness 
of the methods discussed in previous chapters. 
In image compression applications, several criteria are routinely used for evaluating 
performance of specific methods. Criteria such as the compression ratio (CR) and the 
peak signal-to-noise ratio (PSNR) are commonly used. Although the performance met ric 
can be based on physchovisual factors , we use the CR and PSNR in t his t hesis . 
The CR is defined as the quotient of t he bits per pixel (bpp) for t he original image 
and the bits per pixel for the compressed image. In our case, the original image is 8 
bpp. The PSNR is defined as: 
PSNR = 10log10 (~2E). 
where VP2 is the peak input amplitude and MSE denotes mean squared error. In our 
case Vp is 255. However we use the value 256 since it is easier to deal with the set 
{1, 2, .. . , 256} in MATLAB. 
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5.1 Examples of Image Compression Using VQ 
Recall the method developed in Section 2, Chapter 3. We perform a wavelet trans-
form on a set of images through J levels first, then use the statistics of t he sub-images to 
find the optimal bit allocation for all sub-images. We then use the vector quantization 
on each sub-image of an image in the set (training images) and finally reconstruct an 
image. Once we have the reconstructed image we can calculate the PSNR and CR. The 
codes for these algorithms are developed by the author using MATLAB functions. 
In this section we use three different type of wavelets (filters). They all form biorthog-
onal pairs, and they have finite support lengths. However they have different regularity, 
vanishing moments, and support lengths. In this experiment we like to demonstrate the 
efficiency of the method and present a comparison of the results using these filters. The 
coefficients of these filters are t aken from [ABMD]. We do not list the coefficients, but 
we describe their properties below. 
Filter 1: uses a pair of wavelets that are B-Spline wavelets. The analysis (for 
decomposition) wavelet is of length 9 and synthesis wavelet is of length 3. The vanishing 
moments are 4 and 2, respectively. 
Filter 2: uses a pair of improved B-Spline wavelets. The two wavelets are "less 
dissimilar" (the shapes look almost the same) (see [ABMD]). The support lengths are 9 
and 7, respectively. The vanishing moments are both 4. 
Filter 3: uses a pair of Daubechies' wavelets, which are "close" to orthonormal. The 
support lengths are 5 and 7, respectively. The vanishing moments are both 2. 
In Fig. 5.1 we show the four sub-images to make a connection with the t heory 
discussed in Chapters 2 and 3. The idea for image compression is then to keep the 
approximated image as accurate as possible and keep only a few coefficients for other 
images. The diagonal image is discarded in most image compression methods since it is 
visually not important and the coefficients are negligibly small. 
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APPROXIMATION HORIZONTAL 
VERTICAL DIAGONAL 
Figure 5.1 The Sub-Images after One Level Transform 
In Fig. 5.2 we show the original image Lena and the compressed images using the 
three pairs of orthogonal wavelets . The original image Lena is decomposed into three 
levels using the three pairs of wavelets . After performing vector quantization, the images 
are reconstructed using the corresponding filters . The PSNR are shown on the top of 
each image. These are significantly higher than that with image compression standard 
JPEG (see, e.g., [Sh]). The bit allocation follows the assignments given by [ABMD] . 
Specifically, 0.5 bpp (bits per pixel) for sub-images 12, 13 and 21; 2 bpp for sub-images 
22 and 23; 8 bpp scalar quantization for all other images . The vector sizes are chosen 
52 
ORIGINAL FILTER 1, PSNR=30.7 
FILTER 2, PSNR=31.4 FILTER 3, PSNR=30.4 
Figure 5.2 Lena and Compressed Images with CR=64 
so that the codebooks contain 256 codevectors. The LBG algorithm (see, e.g. , [GG]) is 
used here for vector quantization. 
Before we discuss the effects of different wavelets, we can intuitively accept the 
following. Since images are mostly smooth, reasonably smooth reconstruction wavelets 
should be used, which are long filters (hence slow computation). To better understand 
how the number of vanishing moments play a role in the decomposition of images, we 
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may look at the following Taylor expansion for any function F that is sufficiently smooth: 
F(x) = F(2-1 k) + F'(2-1 k)(x - 2-1 k) + · · · + 
1 p(L-l)(2-1 k)(x - 2-1 k)L-l + (x - 2-1 k)L R(x) (L - 1)! 
where R is bounded. From this we have, if the number of vanishing moments is L, 
I< F, 7/J1,k >I= IJ (x -21 k)LR(x)2112'1j;(21 x - k)dxl 
::::; c2-J(L-1/2) j IYILl7/J(y)idy. 
For J large, this is very small. This implies that the information contained in F can be 
wrapped up in a few coefficients resulted from the convolution of the function F with the 
scaling function. This leads to high compressibility (see [Da2] for the detail analysis). 
We use Filter 2 to demonstrate the validity of these arguments. In the case of Filter 
2 the wavelets have the same vanishing moments. If we choose a more regular filter for 
reconstruction we can obtain better result as shown in Fig. 5.3 (on the left), where the 
compression ratio is 128. Here the term "regularity" means the smoothness of functions. 
In summary (combining the results in [ABMD]) , 
• for the same number of vanishing moments, the scheme with the more regular filter 
for reconstruction performs better. 
• increasing the regularity of the reconstruction filter, even at the expense of the 
number of vanishing moments of the filter for decomposition, may lead to better 
results . 
• for comparable regularity of the reconstruction filter, the scheme with the largest 
vanishing moments for the decomposition filter is likely to perform best. 
5.2 Examples of Image Compression U sing EZW 
In this section we demonstrate the possibility of obtaining very high compression 
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GIVEN ORDER, PSNR=30.1 REVERSE ORDER, PSNR=28.9 
Figure 5.3 Effect of Switching the Order of Filter 2 
ratios . Fig. 5.4 and Fig. 5.5 show some of results. In Fig. 5.4 a moderate bit rate is used 
and consequently the distortion is not so apparent. In Fig. 5.5 very high bit rates are 
used. The one with CR=128 is tolerable for human vision. When CR reaches a level of 
512 the image quality becomes very poor. Filter 2 is used here to facilitate comparison 
with the method using vector quantization. The original image Lena is decomposed into 
three levels (up to 8 levels can-be done) . The results are comparable both visually as 
well as mathematically with the method using VQ. In the original paper the author did 
not use orthogonal filters . Instead a pair of quadrature mirror filters were used. Some 
of the results obtained are better than those reported in this thesis. For example, for 
CR= S, we have PSNR= 34.7 dB while Shapiro reports a PSNR=39.55 dB. This shows 
that the traditional subband coding methods work very well. 
The results improve if more decomposition are employed. Fig. 5.6 shows a com-
parison of results obtained with different decomposition levels. Four levels are used in 
one case while five levels are used in the other case. When more levels are used, the size 
~ - -- -- ---------------------------
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ORIGINAL CR=8, PSNR=34.7, MSE=22.1 
CR=32, PSNR=33.6, MSE=28.4 CR=64, PSNR=31 .1, MSE=50.8 
Figure 5.4 Moderate CR Using EZW with Filter 2 
of the approximation image (lowest-resolut ion) is smaller. These coefficients associated 
with these images are much larger than the coefficients relating to other sub-images. If 
fixed percentage of coefficients are used, t hese coefficients are almost all included . Nev-
ertheless, the use of more levels increases the computational burden. It may be possible 
to trade performance for computation in some applications. 
When the two methods VQ and EZW are compared, t he EZW is superior for two 
reasons. Although both yield good and comparable results, EZW is much faster than 
VQ. with regard implementation the computation time was about one hour to t rain the 
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ORIGINAL CR=128, PSNR=29.6, MSE=71.6 
CR=256, PSNR=26.5, MSE=146.2 CR=512, PSNR=23.4, MSE=301.9 
Figure 5.5 High CR Using EZW with Filter 2 
image and find codebooks for three level decomposition. Even if the training is done 
off-line, it still needs more than ten minutes to quantize the given image (Lena, in this 
case) due to the size of the codebook and the time required for searching codevectors in 
the look-up table. The EZW needs only about twenty seconds. The implementation is 
much easier for EZW than for VQ. 
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J=4, CR=128, PSNR=29.78, MSE=68.9 J=5, CR=128, PSNR=29.80, MSE=68.7 
Figure 5.6 Results Using 4 Or 5 Levels 
5.3 Examples of Planar Object Recognition 
In this section we show a very simple example to demonstrate the efficiency of the 
method discussed in Chapter 4 for recognizing planar objects. The objects that are used 
here are a triangle, a square, and a circle. Affine transformations will transform these 
models into triangles, parallelograms, and ellipses, in general. 
In Fig. 5.7 four transformed shapes are tested. For a given unknown object (which 
is a transformed version of the primitives), we extract the edge (using zero-crossing, for 
example), and then sample the edge according to the enclosed area parameter. The edge 
was sampled to obtain 256 samples (they are not equally spaced in the spatial domain). 
An 8 level wavelet transform is computed. Most of the energies associated with the 
objects are in levels 6 through 8 as shown in Table 5.1. Only the energies at 5 levels 
are shown since others are extremely small compared to these . The energy is simply the 
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RIGHT CLASSIFICATION RIGHT CLASSIFICATION 
RIGHT CLASSIFICATION MIS-CLASSIFICATION 
Figure 5. 7 Recognition Results with Daubechies 5 
sum of the squared coefficients at each level. 
Levels 6, 7, and 8 are used for representing all the objects. After checking all the 
local extrema of 6 defined in Chapter 4, it is observed that they all have at least 80, 
80, and 90 local extrema in levels 6 through 8, respectively. 
In using a Daubechies 5 wavelet (5 vanishing moments) the object at the right-
bottom is not recognized as a transformed version of a square. It is mis-classified as a 
ellipse (a transformed version of a circle) . The number of vanishing moments affects the 
performance also. We use three Daubechies wavelets to test some shapes. The results 
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Table 5.1 Energies at Different Levels (with Daubechies 5) 
~ s LEVEL 4 LEVEL 5 LEVEL 6 LEVEL 7 LEVEL 8 
SQUARE 0.21 1.08 4.62 20.40 90.93 
TRIANGLE 0.11 0.88 3.71 16.30 72.39 
CIRCLE 1.24 5.72 21.93 85.94 345.17 x 256 
are shown in Fig. 5.8. The one in the right-bottom is not recognized by any of these 
wavelets, presumably because the boundary is very ragged. This boundary could be a 
model of an edge corrupted with noise. 
The performance obtained using Daubechies wavelets and coiflets defined in Defini-
tion 2.8 were also compared. From the result shown in Fig. 5.9 the coiflet appears to 
perform better. This may not always be true since the coiflet has a support of 6 while 
the Daubechies 4 has a support of 9. These are the closest pair for a relatively short 
filters (recall that the support length for Daubechies N is 2N + 1 and 6N for coiflet N). 
However it is better to use wavelets with small vanishing moments to encode information 
more efficiently. 
The edges were represented with 256 samples. It is not necessary to sample edges 
with number of samples that are power of 2 samples since we are using undecimated 
wavelets. The performance improves if wavelets with shorter support lengths are used 
although the exact reason is not known. 
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N=2,3,5 N=2,3 
N=2 NONE 
Figure 5.8 Recognition Results with Daubechies 2, 3, and 5 
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N=4, K=1 N=4, K=1 
K=1 NONE 
Figure 5.9 Results with Daubechies 4 Or a Coifiet 1 
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6 CONCLUSION 
Some people hate you) those who hate you will never succeed) unless you hate 
them back. 
Richard Nixon 
Some people like theory) those who like theory will never succeed) unless they 
do not like part of it. 
Hualin Wang 
In this thesis, two applications of wavelet transforms are investigated. The thesis 
begins with a brief theoretical description of wavelets. The motivation of underlying the 
use of wavelets and the concept of multiresolution analysis was presented. Mult iresolu-
tion analysis is key to gaining an understanding of wavelets and its application to signal 
processmg. 
Image Compression is one of the most important application areas for wavelets. We 
introduce two methods . The method discussed by Antonini et al [ABMD] attempts to 
analyze complex models and extract the statistics of images. The method introduced 
by Shapiro [Sh] takes an opposite step in image compression. The method uses scalar 
quantization which is much simpler than general vector quantization. Both methods 
give very good results . As claimed by the authors of both papers, these methods are 
better than or comparable to all existing methods. Experience in implementing these 
algorithms indicates that this claim is fair. Among these two methods, the embedded 
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zerotree wavelet transform (EZW) is much faster than vector quantization (VQ). The 
EZW has very excellent potential in image compression applications . 
The second application exploits the good information extracting capability of un-
decimated wavelet transforms for addressing the problem of pattern recognition. The 
method is very efficient. Although the implementation takes a lot of time, it can be 
done off-line and execution takes only a few seconds. Tieng and Boles [TB] claim that 
the performance of this method is superior to all existing methods. The other methods 
are usually based on Fourier descriptors and/ or employ contour direct matching. These 
methods are particularly inferior to the current one if the image is heavily corrupted 
with noise. This method is superior with respect to the speed and the computation 
efficiency. 
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