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Abstract
In this paper, a classical van der Pol’s equation with generally delayed feedback is considered. It is shown that there are
Bogdanov–Takens bifurcation, triple zero and Hopf-zero singularities by analyzing the distribution of the roots of the associ-
ated characteristic equation. In the situation that the zero is as a simple eigenvalue, the normal forms of the reduced equations are
obtained by the center manifold theory and normal form method for functional differential equation, and hence the stability of the
ﬁxed point is determined, and transcritical and pitchfork bifurcations are found.
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1. Introduction
van der Pol’s equation provides an important mathematical model for dynamical systems having a single unstable
ﬁxed point, alongwith a single stable limit cycle. Examples of such phenomena arise in all of the natural and engineering
sciences [14,15], and also arise in many physical problems, see Hale [11] and Guckenheimer and Holmes [9]. The
system of van der Pol oscillators has been studied by many researchers [19,7,13]. Recently, some researchers have
considered the effect of time delay in van der Pol’s oscillator [12,16,17,20].
Particularly, Atay [1] employing the averaging method introduced by Hale [10] has studied the behavior of the limit
cycle to the van der Pol’s equation with nonlinear damping
x¨ + (x2 − 1)x˙ + x = f (t), x ∈ R, > 0, (1)
where the forcing f = kx(t − ) is a delayed feedback of the position x. Atay [1] has shown that Eq. (1) has stable
and unstable periodic solutions when >1. The authors of the present paper [20] have studied Hopf bifurcation of Eq.
(1). It is found that there are stability switches when the delay varies, and the system undergoes a Hopf bifurcation
at the origin when  passes through a sequence of critical values. Using the normal form and center manifold theory,
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the stability of the bifurcating periodic solutions and the direction of the Hopf bifurcation are determined. But when
the characteristic equation of system (1) has zero root, the dynamics near the origin has not known yet.
The purpose of the present paper is to deal with this critical situation. More precise, we consider a van der Pol’s
equation with more generally delayed feedback in the following form:
x¨(t) + (x(t)2 − 1)x˙(t) + x(t) = g(x(t − )), x ∈ R, > 0, (2)
where
g(0) = 0, g′(0) = k = 0.
It is found that there are Bogdanov–Takens bifurcation, triple zero and Hopf-zero singularities for the system under
certain conditions. After the analysis of the distributions of the eigenvalues, by using the method of normal form with
unfolding [5], we investigate the codimension-1 ﬁxed point singularity in detail.
We would like to mention that the normal form method has been applied in the study of singularities of vector ﬁelds
and bifurcation theory effectively (e.g., see [3–6,8,18,21,22]).
The remainder of the present paper is as follows: in Section 2, we analyze the distribution of the eigenvalues. In
Section 3, in the case of that the characteristic equation has a simple zero root, the universal unfolding is derived by
using the normal form method introduced by Faria and Magalhães [5,6]. In Section 4, the stability of the zero solution is
determined at the critical situation, and the ﬁxed point bifurcations are obtained based on the center manifold theorem.
2. The singularities problem and the analysis of eigenvalues
For convenience, we rewrite Eq. (2) in the following form:{
x˙(t) = y(t),
y˙(t) = −x(t) + g(x(t − )) − (x(t)2 − 1)y(t), (3)
where > 0. We make the following hypothesis on g(x):
(P) g ∈ Cn, n3.
Denote g′(0) = k. Then the linearization of Eq. (3) around the origin (0, 0) is given by{
x˙(t) = y(t),
y˙(t) = −x(t) + kx(t − ) + y(t), (4)
and the characteristic equation associated with Eq. (4) is
(, ) := 2 − − ke− + 1 = 0. (5)
Clearly, the characteristic equation of Eq. (3) is the same as that of Eq. (1). So we can choice the bifurcation set of Eq.
(1) obtained in [20] as that of Eq. (3) described by Fig. 1.
In the diagram, the curves k2 + (/2)2 = 1 and k = ±1/ divide the right half (, k)-plane into six regions. The zero
solution is unstable for all 0 when (, k) ∈ D1 ∪ D4. When (, k) ∈ D+2 ∪ D−2 , the zero solution is unstable for all
0, and system (1) undergoes a Hopf bifurcation when = +j , j = 0, 1, . . . ; D+3 ∪D−3 is conditional stable region.
Particularly, when (, k) ∈ D+3 , there exists an integer m0 such that the zero solution is asymptotically stable when
 ∈ ⋃mj=0 (−j , +j ) and unstable when  ∈ (⋃mj=0 (+j , −j ))⋃(+m,∞), see [20].
From the discussion above we know that the dynamics of Eq. (3) near the origin has not been known yet when (k, )
is on the curves k = ±1/ for 0< √2. We shall investigate this in the following.
Lemma 2.1. Suppose that k = 1/ is satisﬁed. Then
(i) = 0 is a single root to Eq. (5) when  = ;
(ii) = 0 is a double root to Eq. (5) when =  = √2;
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Fig. 1. The bifurcation set for Eq. (3).
(iii) = 0 is a triple root to Eq. (5) when = = √2;
(iv) there exists a sequence values of 
0 < 1 < · · ·< j < · · ·
such that Eq. (5) with = j has a pair of purely imaginary roots ±i0, where 0 =
√
2 − 2, and
j =
⎧⎪⎪⎨
⎪⎪⎩
1
0
(arcsin 0 + 2j), 1< <
√
2,
1
0
(− arcsin 0 + 2j), 0< 1, j = 0, 1, . . . .
(6)
Proof. Clearly, =0 is a root to Eq. (5) if and only if k=1/. Substituting k=1/ into(, ) and taking the derivative
with respect to  gives
d(, )
d
= 2− + e−. (7)
This implies that d(0, )/d= 0 with k = 1/ if and only if = , and hence the conclusion of (i) follows.
From Eq. (7) it follows that
d2(, )
d2
∣∣∣∣
=
= 2 − 2e−, (8)
which implies that d2(0, )/d2 = 0 with k = 1/ if and only if = = √2, and the conclusion of (ii) follows.
From Eq. (8) we know that d3(0, )/d3|==√2 = 2
√
2 = 0. The conclusion of (iii) follows.
Let i (> 0) be a root of Eq. (5) with k = 1/, then we have
1 − 2 = cos and = sin.
These yield 2[2 − (2− 2)]= 0. Denote 0 =
√
2 − 2, and deﬁne j as Eq. (6), the conclusion of (iv) follows. 
Lemma 2.2. If 0< , then Eq. (5) with k = 1/ has at least one positive real root.
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Proof. When k = 1/, Eq. (5) becomes
h() = 2 − − e− + 1 = 0. (9)
Note that when = 0 Eq. (9) becomes
2 − = 0,
which implies that =  is a positive root to Eq. (9) with = 0.
When > 0, we consider the function
h1() = h()

= − − 1

[e− − 1].
By the L’Hospital criterion, it follows that
lim
	→0
h1() = −− lim
 	→0
e− − 1

= −+ .
This means that h1()< 0 when > 0 close to 0. Clearly, lim	→∞ h1() = ∞. Hence, there exists a 1 > 0 such that
h1(1) = 0. This implies that the equation h1() = 0 has at least one positive root, and hence Eq. (9) does.
Now we consider the case of . For convenience, we state some results due to Wei and Jiang [20] as following
lemma.
(H1) k2 + (/2)2 > 1;
(H2) |k|< 1/. 
Lemma 2.3. (i) If (H2) is not satisﬁed and |k| = 1/, then there exist +0 < +1 < · · ·< +j < · · ·, such that Eq. (5) has
a pair of purely imaginary roots ±i+ when = +j .
(ii) If (H1), (H2) and 0< <
√
2 are satisﬁed, then there exists
+0 < 
+
1 < · · ·< +j < · · · and −0 < −1 < · · ·< −j < · · ·
such that Eq. (5) has a pair of purely imaginary roots ±i± when  = ±j , respectively, and −0 < +0 . Furthermore,
there exists an integer m0 such that Eq. (5) has a pair of roots with positive real parts when  ∈ (+j−1, −j ) for
j = 0, 1, . . . , m with +−1 = 0, and all roots of Eq. (5) have negative real parts when  ∈ (−j , +j ) for j = 0, 1, . . . , m,
as well as Eq. (5) has at least a pair of roots with positive real parts when > +m. Here
+j =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
1
+
(
2− arcsin +|k| + 2j
)
, k − 1,
1
+
(
+ arcsin +|k| + 2j
)
, −1k < 0,
1
+
(
arcsin
+
k
+ 2j
)
, 0<k1,
1
+
(
− arcsin +
k
+ 2j
)
, k1, j = 0, 1, . . . ,
(10)
−j =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
1
−
(
+ arcsin −|k| + 2j
)
, k < 0,
1
−
(
arcsin
−
k
+ 2j
)
, k > 0, j = 0, 1, . . . ,
(11)
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and
± = 1√2 [(2 − 
2) ± 
√
4(k2 − 1) + 2]1/2. (12)
Claim 1. Suppose (H1), (H2), 0< <
√
2 and k > 0 are satisﬁed. Then limk 	→1/ −0 =  and limk 	→1/ +0 = 0.
Proof. Noticing that
lim
k 	→1/ − =
1√
2
[
(2 − 2) − 
√
4
(
1
2
− 1
)
+ 2
]1/2
= 0,
and −0 = 1/− arcsin−/k, we have
lim
k 	→1/ 
−
0 = lim
k 	→1/
1
k
·
arcsin
−
k
−
k
=  · lim
x 	→0
arcsin x
x
= .
limk 	→1/ +0 = 0 follows from Eq. (10) and (iv) of Lemma 2.1. 
Lemma 2.4. All the roots of Eq. (9), except the zero root, have negative real parts when k = 1/, < < 0 and
0< <
√
2.
Proof. By (iv) of Lemma 2.1, Eq. (9) has no purely imaginary root under the conditions. For a contradiction, we assume
that there exists a ∗ ∈ (, 0) such that Eq. (9) has a rootwith positive real part denoting by 0=0+i	0,Then 0 > 0. Let
(k, ∗)=(k, ∗)+i	(k, ∗)be the root ofEq. (5)with =∗ satisfying(1/, ∗)=0 and	(1/, ∗)=	0.Consequently,
there exists a 
1 > 0 such that (k, ∗)> 0 for k ∈ (1/−
1, 1/).Meanwhile, byClaim 1, for 0= 12 min{∗−, 0−∗},
there is a 
2 > 0 such that −0 (k) − < 0∗ −  and 0 − +0 (k)< 00 − ∗ for k ∈ (1/− 
2, 1/), where +0 (k)
and −0 (k) are deﬁned by (12) and (13), respectively. This implies that −0 (k)< ∗ < +0 (k). Taking 
 = min{
1, 
2},
then ∗ ∈ (−0 (k), +0 (k)) and (k, ∗)> 0 for k ∈ (1/ − 
, 1/). But by the conclusion (ii) of Lemma 2.3 we know
that all the roots of Eq. (5) with such k have negative real parts when  ∈ (−0 (k), +0 (k)). This complete the proof. 
Lemma 2.5. If k = 1/ and  = <√2, then all the roots of Eq. (9), except a double zero root, have negative real
parts.
Proof. Otherwise, we assume that Eq. (9) with =  has a root with positive real part denoting by 0 = 0 + i	0 with
0 > 0. Let () = () + i	() be the root of Eq. (9) satisfying () = 0 and 	() = 	0. This implies that Eq. (9) has
at least one root with positive real part when >  and close to . This contradicts to Lemma 2.4, and completes the
proof. 
Similarly, we have the followings.
Lemma 2.6. If k=1/ and = =√2, then all the roots of Eq. (9), except a triple zero root, have negative real parts.
Lemma 2.7. If k = 1/, = 0 =  and 0< <
√
2, then all the roots of Eq. (9), except a single zero root and a pair
of purely imaginary roots ±i0, have negative real parts.
Lemma 2.8. If k = −1/ and 0< <√2, then Eq. (5) has at least a couple of roots with positive real parts for all
0.
Proof. When k = −1/ Eq. (5) becomes
2 − + e− + 1 = 0, (13)
and its roots, when = 0, are 1,2 = 12 (±
√
2 − 8). This implies that Re 1,2 > 0.
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It is easy to verify that Eq. (13) has no zero root, and has purely imaginary roots, which are ±i√2 − 2, if and only
if = j , (j = 0, 1, . . .) with
j = 1√
2 − 2 [arccos(1 − 
2) + 2j].
Let ()= ()+ i() be the root of Eq. (13) satisfying (j )= 0 and (j )=
√
2 − 2, one can get that ′(j )> 0.
Hence, the conclusion follows. 
Summarizing the discussions above, we have the followings.
Theorem 2.1. For system (3), k = 1/+  is regarded as a bifurcation parameter.
(i) If k = 1/ and 0< <  are satisﬁed, then the zero solution of system (3) is unstable.
(ii) If < < 0 and 0< <
√
2 are satisﬁed, then system (3) undergoes a ﬁxed point bifurcation at (0, 0, 1/).
(iii) If =  and 0< <√2 are satisﬁed, then system (3) undergoes a Bogdanov–Takens bifurcation at (0, 0, 1/).
(iv) If = 0 =  and 0< <
√
2 are satisﬁed, then system (3) undergoes a Hopf-zero bifurcation at (0, 0, 1/).
(v) If = = √2 is satisﬁed, then system (3) undergoes a triple zero bifurcation at (0, 0, 1/√2).
In the following section, we consider the situation that the zero is as a simple eigenvalue. We are going to obtain
the normal forms of the reduced equations using the center manifold theory and normal form method for functional
differential equation, and consider the stability of the ﬁxed point. We shall investigate the other cases further in another
paper.
3. Normal forms in the case of the zero as a simple eigenvalue
By the analysis in the previous section we know that van der Pol’s equation with delayed feedback undergoes a
ﬁxed point bifurcation at the origin when k = 1/ under the conditions < < 0 and 0< <
√
2. While, by the center
manifold theorem due to Carr [2, p. 118, Theorems 8 and 9], there exists a center manifold for system (3), Y = h(z)
(z ∈ R), and the stability of the zero solution of (3) is determined by the restriction of (3) on the center manifold.
In this section we shall derive the universal unfolding at the critical case. The method we used is based on the normal
form method due to Faria and Magalhães [5,6].
Firstly, we re-scale the time by t 	→ (t/) to normalize the delay so that system (3) can be written as the form
X˙(t) = F(Xt , ).
In fact, systems (3) and (4) become, respectively,{
x˙(t) = y(t),
y˙(t) = −x(t) + g(x(t − 1)) − (x2(t) − 1)y(t) (14)
and {
x˙(t) = y(t),
y˙(t) = −x(t) + kx(t − 1) + y(t). (15)
Clearly, the phase space for Eqs. (14) and (15) is C = C([−1, 0], R2). For  ∈ C, deﬁne
L()= 
( 2(0)
−1(0) + k1(−1) + 2(0)
)
and
f () = 
( 0
−21(0)2(0) + [g(1(−1)) − k1(−1)]
)
.
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Then Eq. (15) with k = 1/ can be rewritten in the form
X˙(t) = L()Xt , (16)
whereX=(x, y)T. By the Riesz representation theorem, there exists a matrix whose components are bounded variation
functions () in  ∈ [−1, 0] such that
L=
∫ 0
−1
d()() d for  ∈ C. (17)
Let A0() be the inﬁnitesimal generator for the semigroup deﬁned by the solutions of (16)
A0() : D(A0()) 	−→ C, A0()= ˙,
where
D(A0()) = { ∈ C1 : ˙(0) = L()}.
For C∗ =: C([0, 1], R2∗), we consider the adjoint bilinear form on C∗ × C deﬁned by
(,) = (0)(0) −
∫ 0
−1
∫ 
=0
(− ) d()() d, (18)
where  : [−1, 0] 	−→ R2 is deﬁned as in (17).
For the eigenvalue ofA0,={0}we use the formal adjoint theory for FDEs to decompose the phase space by, in the
following way (see [12] for notation and results). Let P be the center space of Eq. (16), P =M0(A0)withM0(A0) being
the generalized eigenspace for A0 associated with the eigenvalue zero, and deﬁne P ∗ as the center space for the adjoint
equation of (16).The phase spaceC is decomposed by asC=P⊕Q, whereQ={ ∈ C : (,)=0, for all  ∈ P ∗}.
In the following, we assume that k = 1/ and  = . In this situation the zero is as a simple eigenvalue to Eq. (15).
Choosing
(, ) =
⎧⎪⎪⎨
⎪⎪⎩
B0, = 0,
B1,  ∈ (−1, 0),
B2, = −1,
where
B0 =
(0 1
0 
)
, B1 =
(0 0
1 0
)
and B2 =
(0 0
0 0
)
,
then L can be expressed in the form of (17).
It is not difﬁcult to verify that
() =
(1
0
)
, −10 and (s) =
(

−  ,−
1
− 
)
, 0s1
are the bases for P and P ∗, respectively, and satisfy (,) = 1. Thus the dual bases satisfy
˙= B and − ˙= B,
where B = 0.
We introduce now bifurcation parameter by consider small coefﬁcient k = 1/+  in Eq. (14). Then Eq. (14) can be
written as
X˙(t) = L()Xt + F(Xt , ), (19)
where  ∈ R. As in Faria and Magalhães [5,6], we consider the enlarged phase space BC of functions from [−1, 0] to
R2, continuous on [−1, 0) and with a possible jump discontinuity at zero. This space can be identiﬁed with C × R2.
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Thus its elements are written in the form=+Z0c,where ∈ C, c ∈ R2 andZ0 is the 2×2 matrix-valued function
deﬁned by Z0() = 0 for  ∈ [−1, 0) and Z0(0) = I. In BC, Eq. (19) becomes an abstract ODE,
d
dt
u = Au + Z0G(u, ), (20)
where
G(u, ) = [L() − L0]u + F(u, )
= 
⎛
⎜⎝
0
u1(−1) − u21(0)u2(0) +
[
g(u1(−1)) −
(
1

+ 
)
u1(−1)
]⎞⎟⎠
for u ∈ C,  ∈ R, and A is an extension of the inﬁnitesimal generator A0, deﬁned by A : C1 	−→ BC,
A= ˙+ Z0[L0− ˙(0)] =
⎧⎪⎪⎨
⎪⎪⎩
˙, −1< 0,

( 2(0)
−1(0) + 1(−1) + 2(0)
)
, = 0.
The deﬁnition of the continuous projection
 : BC 	−→ P, (+ Z0c) = [(,) +(0)c],
allows us to decompose the enlarged phase space by asBC=C⊕Ker . Since  commutes withA inC1, the abstract
ODE (20) is therefore decomposed as the system{
x˙ = Bx +(0)G(x + y, ),
y˙ = AQ1y + (I − )Z0G(x + y, ). (21)
We have rewritten Eq. (21) in the following form:⎧⎨
⎩
x˙ = Bx + 12!f 12 (x, y, ) + 13!f 13 (x, y, ) + h.o.t.,
y˙ = AQ1y + 12!f 22 (x, y, ) + 13!f 23 (x, y, ) + h.o.t.,
(22)
where
1
2!f
1
2 (x, y, ) = −

− 
[
x + y1(−1) + g
′′(0)
2! (x + y1(−1))
2
]
,
1
2!f
2
2 (x, y, ) = (I − )Z0
⎛
⎝ 0
(x + y1(−1)) + g
′′(0)
2! (x + y1(−1))
2
⎞
⎠ ,
1
3!f
1
3 (x, y, ) = −

− 
[
−(x + y1(0))2y2(0) + g
′′(0)
2! (x + y1(−1))
2 + g
′′′(0)
3! (x + y1(−1))
3
]
,
and
1
3!f
2
3 (x, y, ) = (I − )Z0
⎛
⎜⎝
0

[
−(x + y1(0))2y2(0) + g
′′(0)
2! (x + y1(−1))
2 + g
′′′(0)
3! (x + y1(−1))
3
]⎞⎟⎠ .
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Let M2 denote the operator deﬁned in V 22 (R2 × Ker ), with values in the same space, by
M2(p, h) = (M12p,M22h), (M12p)(x, ) = Dxp(x, )Bx − Bp(x, ) = 0,
(M22h)(x, ) = Dxh(x)Bx − AQ1(h(x)) = −AQ1(h(x)),
where p(x, ) ∈ V 22 (R2), h(x)() ∈ V 22 (Ker ) and V 22 (R2) is the space of homogeneous polynomials of degree in
the variables (x1, x2, ), with coefﬁcients in R2. These decompositions are denoted as
V 22 (R
2) = Im(M12 ) ⊕ Im(M12 )c, V 22 (R2) = Ker(M12 ) ⊕ Ker(M12 )c,
V 22 (Ker ) = Im(M22 ) ⊕ Im(M22 )c and V 22 (Q1) = Ker(M22 ) ⊕ Ker(M22 )c.
We denote the projections associated with the above decompositions of V 22 (R2)×V 22 (Ker ) over Im(M12 )× Im(M22 ),
and of V 22 (R2) × V 22 (Q1) over Ker(M12 )c × Ker(M22 )c by, respectively, PI,2 = (P 1I,2, P 2I,2) and PK,2 = (P 1K,2, P 2K,2).
Then the ODE for the ﬂow of Eq. (22) on the center manifold is given in normal form up to second order terms has the
form
x˙ = 
− 
(
x + g
′′(0)
2! x
2
)
+ h.o.t. (23)
If g′′(0) = 0, we have to compute the coefﬁcients of the third degree term. Choose U2(x) = M−12 PI,2f2(x, 0, ), by
Ker(M12 )
c = 0 we know
U2(x) = M−12 PI,2
(
f 12 (x, 0, )
f 22 (x, 0, )
)
def=
⎛
⎜⎜⎝
0
h1(x, )()
h2(x, )()
⎞
⎟⎟⎠ ,
where h =
(
h1(x,)()
h2(x,)()
)
is the unique solution in U22 (Q1) of the equation
(M22h)(x, ) = (I − )Z0
( 0
2x
)
. (24)
Write h ∈ V 22 (Q1) in the general form
h(i)(x, )() = |q|=2h(i)q ()(x, )q = h(i)20 ()x2 + h(i)11 ()x+ h(i)02 ()2, i = 1, 2,
with hq ∈ Q1. Eq. (24) is equivalent to the system
h˙
(i)
20 () = 0, i = 1, 2, h˙(1)11 () = −
2
−  , h˙
(2)
11 () = 0, h˙(i)02 () = 0, i = 1, 2
with the boundary conditions
h˙
(1)
20 (0) − h(2)20 (0) = 0, h˙(1)11 (0) − h(2)11 (0) = 0, h˙(1)02 (0) − h(2)02 (0) = 0.
Solving the problem we get
h20() =
(0
0
)
, h11() =
⎛
⎜⎜⎝
−2
−  + a
− 2
− 
⎞
⎟⎟⎠ and h02() =
(
b
0
)
,
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where a and b are constants. By hq() ∈ Q1 = { ∈ C1, (,) = 0}, we can obtain that a = 2/(− )2 and b = 0.
Then
U2(x) =
⎛
⎜⎜⎜⎜⎜⎝
0(
− 2
− +
2
(− )2
)
x
− 
− x
⎞
⎟⎟⎟⎟⎟⎠ .
With the change of variables (x, y)= (xˆ, yˆ)+ 12U2(xˆ), the ﬁrst in Eq. (22) becomes, for simplicity of notation dropping
the hats,
x˙ = − 
−  (x + y1(−1)) −

2(− )
(
2
−  +
2
(− )2
)
x2
+ 
−  (x + y1(0))
2y2(0) − g
′′′(0)
3!(− ) [x + y1(−1)]
3 + h.o.t., (25)
where y = (y1, y2)T. Then the normal form up to third order terms for Eq. (19) on the center manifold of the origin
near = 0 has the form
x˙ = 
− x +

2(− )
(
2
−  +
2
(− )2
)
2x + g
′′′(0)
3!(− )x
3 + h.o.t. (26)
4. Conclusions and examples
In Section 3 the normal forms of system (3) on the center manifold are derived as (23) when g′′(0) = 0, and (26)
when g′′(0) = 0 and g′′′(0) = 0, respectively. In this section we shall study the stability of the zero solution of Eq. (3)
in the situation that the zero is as a simple eigenvalue, and ﬁxed point bifurcation based the normal forms derived in
Section 3 and the center manifold theory introduced by Carr [2].
Clearly, Eq. (23) and Eq. (26) becomes when = 0
x˙ = g
′′(0)
2!(− )x
2 + h.o.t. (27)
and
x˙ = g
′′′(0)
3!(− )x
3 + h.o.t. (28)
Hence, the following theorem hold.
Theorem 4.1. Suppose k = 1/, < < 0 and 0< < 0.
(i) If g′′(0) = 0, then the zero solution of Eq. (3) is unstable.
(ii) If g′′(0) = 0, then the zero solution of Eq. (3) is asymptotically stable when g′′′(0)< 0, and unstable when
g′′′(0)> 0.
To illustrate the above conclusions, let us consider the following example.
Example 1. Let g(x) = s(−1 + 2/(1 + exp(−dx))), and take = 0.5, d = 2, and s = 2. Then Eq. (3) becomes⎧⎪⎨
⎪⎩
x˙(t) = y(t),
y˙(t) = −x(t) +
(
−1 + 2
1 + exp(−2x(t − ))
)
− 1
2
(x(t)2 − 1)y(t). (29)
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Fig. 2. Numerical simulations for system (29) with = 1 ∈ (0.5, 1.8284) shows that the origin is asymptotically stable.
Clearly, g(0)=g′′(0)=0, k=g′(0)=2=1/, 13!g′′′(0)=− 23 < 0,+= 1√2 [(2−2)+
√
4(k2 − 1) + 2]1/2|=0.5,k=2=
1.3229, and 0 = limk 	→1/ +0 = limk 	→1/ (1/+)(− arcsin+/k) = 1.8284. By Theorem 4.1 the zero solution of
Eq. (29) is asymptotically stable when  ∈ (0.5, 1.8284). The computer simulation is depicted in Fig. 2.
Now let us consider the universal unfolding equations (23) and (26). The following theorems can be derived.
Theorem 4.2. For system (3) with g′(0)=1/+, suppose that < < 0, 0< <
√
2 and  ∈ R is sufﬁciently small.
Then the zero solution is asymptotically stable when < 0 and unstable when > 0.
Example 2. Let g(x) = (1/+ )(−1 + 2/(1 + exp(−dx))), then Eq. (3) becomes
⎧⎪⎨
⎪⎩
x˙(t) = y(t),
y˙(t) = −x(t) + (1/+ )
(
−1 + 2
1 + exp(−2x(t − ))
)
− (x(t)2 − 1)y(t). (30)
Clearly, g′(0)= 1/+ . Choose = 0.4 and k = 1/= 2.5, + = 1√2 [(2 − 2)+ 
√
4(k2 − 1) + 2]1/2 = 1.3565, and
0=limk 	→1/ +0 =limk 	→1/ (1/+)(−arcsin+/k)=1.8932. ByTheorem 4.2, for =1.65 ∈ (, 0)=(0.4, 1.8932)
and = −0.25< 0, the zero solution is asymptotically stable. The computer simulation are depicted in Fig. 3
From the discussions above, we know that in the case of g′(0)= 1/ system (3) on the center manifold are given by
(23) and (26), respectively, when g′′(0) = 0 and g′′(0) = 0, g′′′(0) = 0. Thus, by the center manifold theorem, the
following conclusions can be derived.
Theorem 4.3. If < < 0 and 0< <
√
2, then system (3), at (x, y, g′(0)) = (0, 0, 1/), undergoes a transcritical
bifurcation when g′′(0) = 0 and a pitchfork bifurcation when g′′(0) = 0 and g′′′(0) = 0.
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Fig. 3. Numerical simulations for system (30) with = 1.65, = 0.4 and = −0.25 show that the origin is asymptotically stable.
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