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We answer two questions asked by T. L. Kriete (1998, in Contemp. Math.,
Vol. 213, pp. 73–91, Amer. Math. Soc., Providence) concerning bounded
composition operators on weighted Bergman spaces of the unit disk. The main
result is the following: if Gi = e−hi  for i = 1 2 are weight functions in a certain
range for which h′1r/h′2r → ∞ as r → 1 then there is a self-map of the unit disk
such that the induced composition operator Cϕ maps A2G2 boundedly into itself but
does not map A2G1 into itself. © 2001 Academic Press
1. INTRODUCTION
Let  = z 	 
z
 < 1 be the unit disk in the complex plane. Given a non-
increasing function G on 0 1 for which Gr → 0 as r → 1−, we deﬁne
the weighted Bergman space, A2G, to be the Hilbert space of functions,
analytic in  with norm
f =
{ ∫ ∫


f z
2G
z
dAz
}1/2
<∞
We will be concerned with composition operators acting on A2G as
Cϕf  = f ◦ ϕ
The question of what conditions on the symbol ϕ determine when the
composition operator Cϕ maps A
2
G boundedly into itself has been studied
extensively; see [2] for an excellent introduction to the subject. It was shown
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in [4] that Cϕ maps A
2
G boundedly into itself if the following condition is
satisﬁed:
lim sup
r→1−
Gr
GMr ϕ <∞ where Mr ϕ = max
z
=r 
ϕz
 (1.1)
It is unknown, as yet, whether (1.1) is also necessary, in general, for Cϕ
to be bounded. However, an almost complete solution to this was given
by Kriete [3]. Kriete showed that under certain technical conditions on the
weight function G, (1.1) is necessary for Cϕ to be a bounded operator. In [3]
such weight functions were called “quick and admissible.” Since we use the
characterisation of bounded composition operators in the present article,
we assume throughout that the weight function G2, which appears in the
hypotheses of the main result, is quick and admissible. It should be noted
that, even though the conditions for a weight function G to be quick and
admissible are very technical, they are satisﬁed for any function G which is
reasonably well behaved.
We deﬁne
G=ϕ 	→ 	Cϕ is bounded as an operator mapping A2G into A2G
It is well known that, on the one hand, for Gr=1−rαα>0G con-
sists of all analytic self-maps of ; this is a consequence of the fact that all
such maps of  can be decomposed as ϕ=ϕ1◦ϕ2 , where ϕ10=0 and ϕ2
is an automorphism of the disk. These weights are the so-called standard
weights.
On the other hand, if we write G=e−h and assume that limsupr→1 1−
r3h′r=∞, then
G={ϕ 	ϕz=eiλz or 
ϕ′ζ
>1∀ζ∈∂} (1.2)
where 
ϕ′ζ
 denotes the angular derivative of ϕ at ζ∈∂; see [5]. Thus,
in these ranges, G is independent of the choice of G.
We say that G is a fast weight if
lim
r→1
Gr
1−rp =0 ∀p>0
The question was raised in [3] of what monotonicity, if any, does G
display in the range where G is a fast weight, but 1−r3h′r remains
bounded as r→1?
Our aim, in the present article, is to answer this question when G is a
quick admissible weight function.
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It is readily seen from the condition (1.1) that if the Gi=e−hi , for i=12
are quick admissible weights such that
limsup
r→1
h′2r
h′1r
≤C
then
G1⊆G2
(see Theorem 4 of [3]). On the other hand it can also be shown that if
lim
r→1
h′2r
h′1r
=0
then
G1=G∗
where G∗=G1/G2, or put another way, given a quick admissible weight G,
one can ﬁnd another quick admissible weight Ĝ such that G/Ĝ→∞ or 0
but G=Ĝ. This can also be seen by noticing that G=Gp for
any p>0. Hence monotonicity of G seems to depend on the relative
growth of the function h′.
2. MAIN RESULTS
We prove the following theorem which was conjectured in [3]:
Theorem 1. Let G1=e−h1 be a quick admissible weight function and
G2=e−h2 merely a fast weight function. Suppose that both weights lie in the
range for which 1−r3h′ir remains bounded as r→1, for each i=12. If
lim
r→1
h′1r
h′2r
=∞
then G1 is a proper subset of G2.
We prove this result by constructing an analytic self-map of , ϕ, which
has certain ﬁnely tuned growth conditions.
The function ϕ which we require needs to have a maximum modulus
function satisfying
limsup
r→1
G1r
G1Mrϕ
=∞ (2.3)
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but
G2r
G2Mrϕ
≤C (2.4)
Now (2.3) is equivalent to limsupr→1h1Mr−h1r=∞. However,
h1Mr−h1r=h′1sMr−r for some s∈rMr
>h′1rMr−r (2.5)
Similarly for (2.4) we have
h′2sMr−r for some s∈rMr
≤Ch′2rMr−r (2.6)
Here we have assumed that
limsup
r→1
h′2Mr
h′2r
<∞
which we may do by replacing, if necessary, h′2 by a more “smooth” function.
For example, we could replace h′2 by its least log convex majorant.
Furthermore, by the same argument above we may assume that h′1 and
h′2 are of the form
h′1r=
(
1
1−r
)a
ω1r
and
h′2r=
(
1
1−r
)b
ω2r
where the ωi are functions which are either constant or tend to 0 (or ∞)
slower than any power of 1−r as r→1−. Then either a>b or a=b. In
the ﬁrst case we may simply choose ϕ to be ϕz=z+t1−zc , for some
b<c<a. Then we have
Mrϕ−r= t1−rc
for r close enough to 1, and so (2.5) tends to inﬁnity as r→1, but (2.6)
remains bounded as r→1.
The second case, a=b, is the more interesting. The functions ϕ and ψ
will be given by the formula ϕz=z+t1−zagz where g or 1/g is of
the form
∞∑
n=0
an1−zλn 
Judicious choice of an and λn gives the required growth condition on ϕ.
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2.1. Preliminary Lemmas
Before we embark on the construction, we need to have some kind of
stepping stone from the non-analyticity of h′1 and h
′
2 to the analyticity of g.
Lemma 1. Let ρ 	 01→0∞ be an increasing continuous function
with
lim
r→1
ρr=∞ (2.7)
∀δ>0 lim
r→1
1−rδρr→0 (2.8)
Then there is a sequence (rn) with
limsup
n→∞
n
log1/1−rn
>0 (2.9)
and 1−rn=1−rn+1, and there exists a sequence, "=λn with λn→0,
such that
ρr∼
∞∑
n=1
χrnrn+1r
(
1
1−r
)λn
 r→1 (2.10)
where χrnrn+1 is the characteristic function for the interval rnrn+1.
We will postpone the proof of this lemma until Section 3.
We will always assume that the sequences (λn) which we will associate
with our functions are decreasing, which we may do by noting from the
proof that the condition
d
dr
loglogρr< d
dr
loglog
1
1−r
is sufﬁcient for this to happen, and this is true when ρ is of the smoothness
we have assumed thusfar.
We also need the following lemma which was proved with help from
J. Clunie, to whom I am greatly indebted. We write H− for the lower
half-plane.
Lemma 2. If 1≤b≤3 then
Re
{1−zb
z
}
≤ 1−
z

b

z
 
Proof. We will show that the above real part is decreasing for z= reiθ
and θ∈0π. Since the function 1−zb/z is clearly symmetric about the
real axis, this will sufﬁce.
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We have
∂
∂θ
Re
{1−zb
z
}
=Re
{
iz
(−bz1−zb−1−1−zb
z2
)}
=Re
{
− i
z
1−zb−11+b−1z
}
=Im
{1−zb−1
z
1+b−1z
}
=vz
Now let c=b−1, so that c∈02. We will deal only with the domain Dδ=
z 	Imz>0δ< 
z
<1 Since we want vz≤0 we will write it as
vz=Im
{1−zc
z
+c1−zc
}
=Imf1z+f2z
First, since Arg 1−z∈−π/20 and c≤2, we must have that Imf2z≤
0, and so we only need to show that Imf1z≤0.
However, since 0≤c≤2,
1
f1z
= z1−zc
is a conformal mapping for which
Argf1z=−cπ+c−1Argz<0
when Argz∈0π. Hence Imf1z≤0 as required. The result
follows. 
2.2. The Construction
We may now construct our functions. Let us ﬁrst state our intentions.
Proposition 1. (1) Suppose we have that
lim
r→1
ρ1r
ρ2r
=∞
Then there is a function g, analytic in  such that
limsup
r→1
grρ1r=∞
but
sup
0<r<1
grρ2r<∞
Moreover we have that if ϕz=z+t1−zagz where t is chosen small
enough, then
Mrϕ=ϕr for r sufﬁciently close to 1.
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(2) Suppose we have that
lim
r→1
ρ2r
ρ1r
=∞
Then there is a function h, analytic in , such that
liminf
r→1
hrρ1r=0
but
liminf
r→1
hrρ2r>0
We have that hz =0 in  and again, if ψz=z+t1−za/hz where t
is chosen small enough, then
Mrψ=ψr for r sufﬁciently close to 1.
2.3. Construction of g
Proof. As we have already mentioned, the function g, which we will
construct, will be of the form
gz=
∞∑
i=1
ai1−zλi 
where the ai will be 0 inﬁnitely often.
Now let us deﬁne a function τ0r↑∞ such that
ρ1r
ρ2r
1
τ0r
→∞ as r→1 (2.11)
and
ρ2r
τ0r
→∞ as r→1 (2.12)
Now, let M=µn and "=λn be the sequences of Lemma 1 associated
with ρ2 and τ0, respectively. As previously discussed we may assume that
these sequences are decreasing.
Given a subsequence rnk of the rn, which we will choose later, let
ai=


1
ρ2rnk
− 1
ρ2rnk+1
if i=nk
0 otherwise.
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Then we have that
ρ1rnkgrnk≥ρ1rnk
∑
i≥nk
ai1−rnkλi
≥ ρ1rnk
ρ2rnk
1−rnkλnk
∼ ρ1rnk
ρ2rnk
1
τ0rnk
→∞ as k→∞ (2.13)
Moreover,
sup
rn≤r≤rn+1
ρ2rgr∼ sup
rn≤r≤rn+1
∞∑
i=1
ai1−rλi−µn
≤
mn∑
i=1
ai1−rnλi−µn+
∑
i>mn
ai1−rn+1λi−µn
with mn deﬁned as the largest integer, m, such that λm≥µn. The above
does not exceed
∞∑
i=1
ai+c
∑
i>mn
ai1−rn−µn≤ 1/ρ2rn1+cρ2rn
∑
i>mn
ai
Let us mention two important features of the function mn. First, mn is
increasing since the sequences (λn) and (µn) are decreasing, and second,
we see that by (2.12), mn<n for all n large enough.
We can therefore deﬁne a sequence nk such that
nk<mnk+1<nk+1
Now if we assume that mnk+1 is always much larger than nk, then there is
a largest integer nαk such that mn≤nk for n=nknαk and mn>nk
for n=nαk+1nk+1.
So for the ﬁrst case above we have
ρ2rn
∑
i>mn
ai≤ρ2rn
∑
i≥nk
ai≤
ρ2rnαk 
ρ2rnk

and for the second,
ρ2rn
∑
i>mn
ai≤ρ2rn
∑
i≥nk+1
ai≤1
Thus we need ρ2rnαk /ρ2rnk to be bounded. This is clearly not true in
general. However, since all we required of τ0 above is that
lim
k→∞
ρ1rnk
ρ2rnk
1
τ0rnk
=∞
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we can simply construct a function τr, equal to τ0r at each rnk such
that, for mn and αk deﬁned as above with τ0 replaced by τ, we have
(1) nk<mnk+1<nk+1,
(2) ρ2rnαk /ρ2rnk≤C.
Of course, in general, (2.11) and (2.12) will not hold for such τ, but this
will not matter.
2.3.1. Construction of the Auxiliary Function τ
To construct τ from τ0 we let nαk be the sequence constructed above
from τ0. Given some nk let nβk<nαk be such that
ρ2rnβk 
ρ2rnk
≤K
where K>1 is some pre-chosen constant. Clearly we can assume that the
sequence nk has been chosen so that
τ0rnk+1−1>ρ2rnαk 
Suppose, now, that τ has been deﬁned for r<rnk . Then we deﬁne τr for
rnk≤ r≤ rnk+1 as
rnk≤ r≤ rnβk τr=τ0r
rnβk ≤ r≤ rnβk+1 τr is linear going from τ0rnβk  to ρ2rnβk+1
rnβk+1≤ r≤ rnαk τr=ρ2r
rnαk ≤ r≤ rnk+1−1 τr is linear going from ρ2rnαk  to τ0rnk+1−1
rnk+1−1≤ r≤ rnk+1 τr=τ0r
Thus τr is jumping between τ0r and ρ2r, but is always increasing (see
Fig. 1). We show that this function τ satisﬁes all that is required of it.
We will use the obvious notation mτn and mτ0n for the functions mn
deﬁned above for τ and τ0, respectively.
For nk≤n≤nβk, τ is the same as τ0 and so mτn=mτ0n<nk.
For n=nβk+1, τrn=ρ2rn and so mτn≥n>nk.
For the other values of n we see that since τr is increasing from rnβk+1
to rnk+1 and is mimicking ρ2 on the interval rnβk+1rnαk mτ is increasing
and so mτn≥mτnβk+1>nk.
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FIG. 1. Construction of τ from ρ2 and τ0.
2.3.2. The Maximum Modulus of ϕ
To show that Mrϕ=ϕr for r≥ r0 when ϕz=z+t1−zagz we
look at

ϕz
2=
z
2+2tRe
{
z¯
∞∑
j=1
aj1−za+λj
}
+t2
∣∣∣∣ ∞∑
j=1
aj1−za+λj
∣∣∣∣
2

Setting z= reiθ and seix=1−z, we have

ϕz
2= r2+2tRe
{∑
j
ajre
−iθsa+λj eia+λjx
}
+t2
∣∣∣∣∑
j
ajs
a+λj eia+λjx
∣∣∣∣
2

Let us, then, deﬁne
In=
∣∣∣∣ ∞∑
j=n
ajs
a+λj eia+λjx
∣∣∣∣
2

and note, by an easy calculation, that
In=a2ns2a+λn+2ansa+λn
∞∑
j=n+1
ajs
a+λj cosλn−λjx+In+1
Hence,
I1=
∞∑
n=1
In−In+1
=
∞∑
n=1
a2ns
2a+λn+2
∞∑
n=1
ans
a+λn
∞∑
j=n+1
ajs
a+λj cosλn−λjx
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It follows that

ϕr
2−
ϕreiθ
2=2t
∞∑
j=1
aj
{
r1−ra+λj−rsa+λj cosa+λjx−θ
}
+t2
∞∑
n=1
a2n
{1−r2a+λn−s2a+λn}
+2t2
∞∑
n=1
an
{
1−ra+λn
∞∑
j=n+1
aj1−ra+λj
−sa+λn
∞∑
j=n+1
ajs
a+λj cosλn−λjx
}
=2t1+t22+2t23
Clearly, we need this quantity to be non-negative for all r large enough.
In fact 1>0 since by Lemma 2
Re
{1−rb−1−reiθbe−iθ}>0
when b≤3. It is easy to see that 2<0 and 3<0 if we choose λn−λj <λn
small enough, which we can.
Hence we can choose t small enough so that the above is in fact non-
negative for all r close to 1.
The second part of the proposition is proved similarly.
2.4. Construction of h
Suppose now that
ρ2r
ρ1r
→∞ r→1
Then we need a function h such that
liminf
r→1
ρ2rhr>0
liminf
r→1
ρ1rhr=0
(2.14)
Equivalently, however, we will prove that (2.14) holds and there is a
sequence rnk for which the following holds
lim
k→∞
ρ1rnkhrnk≤C (2.15)
lim
k→∞
ρ2rnkhrnk=∞ (2.16)
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Choose τ0r↑∞ such that
lim
r→1
ρ2r
ρ1rτ0r
=∞
Let µn, νn, and λn be the decreasing sequences associated with ρ2r,
ρ1r, and τ0r. Then we have, as before, the functions m1n and m2n.
Now let us deﬁne the subsequence nk so that
mink+1>nk i=12
and suppose that
ai=


1
ρ1rnk
− 1
ρ1rnk+1
 i=nk,
0 otherwise.
Then as before, let
h0z=
∞∑
i=1
ai1−zλi 
so that
ρ1rnkh0rnk∼
∞∑
i=1
ai1−rnkλi−νnk
= ∑
i≤nk−1
ai1−rnkλi−νnk +
∑
i≥nk
ai1−rnkλi−νnk
≤C+cρ1rnk
∑
i≥nk
ai=C
Now for ρ2 we have
inf
rn≤r≤rn+1
h0r
1−rµn ≥c
∑
i≤m2n
ai1−rnλi−µn+
∑
i>m2n
ai1−rnλi−µn
=o1+ ∑
i>m2n
ai1−rnλi−µn
Let nαk be deﬁned as above to be such that
m2n≤nk whenever nαk−1<n≤nαk
Then for n in the above range, we have
∑
i>m2n
ai1−rnλi−µn=
∑
i≥nk
ai1−rnλi−µn≥
1−rnλnk ρ2rn
ρ1rnk
 (2.17)
We should note that the sequence rnk satisﬁes (2.16). We will assume the
sequences nk were deﬁned with the following constraints, which we may
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clearly do:
• nk is close enough to nαk−1 so that (2.17) is bounded below for
n=nαk−1 nk.
• For some nβk>nk, (2.17) is bounded below when n=nk,  nβk.
• ρ2rn/τ0rnρ1rn→∞ as n tends to inﬁnity but remains always
between nβk and nαk.
Then we will construct functions hnz, n=12 which are concentrated
on the points where (2.17) is not bounded below so that the sum hz=∑
nxnhnz satisﬁes (2.16). Here xn is chosen such that xn>0 and
∑
xn=1.
Let nγik be a sequence such that
nβk ≤nγik≤nαk for all k
and
∞⋃
ki=0
{
nγik
}= ∞⋃
k=0
{
nβknαk
}

Then let
Aij=


1
ρ1
(
rn
γi
k
)− 1
ρ1
(
rn
γi
k+1
) if j=niγk
0 otherwise.
As before, let
hiz=
∞∑
j=0
Aij1−zλj 
Then the same calculation as above shows that there is a constant C
independent of i such that
ρ1rnkhirnk≤C
Moreover, for n close to nγik
inf
rn≤r≤rn+1
ρ2rhir>
1−rn
λn
γi
k ρ2rn
ρ1
(
rn
γi
k
) 
Now if we consider
hz=
∞∑
n=0
xnhnz
then h is a bounded analytic function in  that satisﬁes (2.14), (2.15), and
(2.16), which is what was required of it.
weighted bergman spaces 663
2.4.1. The Maximum Modulus of ψ
Now hz is of the form
∞∑
j=0
Xi1−z6i
where 6i and Xi are positive numbers. Thus hz =0 since
Re1−zb>0 when 0<b≤1
The calculation showing that if ψz=z+t1−za/hz then Mrψ=
ψr is similar to the one for part (a) and is omitted. 
2.5. Proof of Theorem 1
We may now employ Proposition 1 to prove the remainder of Theorem 1
in the following three subcases.
Case 1. ωir→∞ for i=12. We can use Proposition 1 part (a) to
construct a function with
limsup
r→1
Mrϕ−r
1−ra ρ1r=∞
but
Mrϕ−r
1−ra ρ2r≤C
where ω1=ρ1 and ω2=ρ2.
Case 2. ρir→0 for i=12. Again we use Proposition 1 part (b) to
construct the function we need, this time with ρ1=1/ω1 and ρ2=1/ω2.
Case 3. ρ1r→∞ but ρ2r→0. In this case the function z+t1−za
will do. Theorem 1 is proved.
3. PROOF OF LEMMA 1
It remains to prove Lemma 1. First let rn be a sequence satisfying (2.9)
such that
ρrn
ρrn+1
converges. Let δn↑∞ be such that
ρrn=eδn
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and write rn=1−e−φn. Then we will show that the sequence, "=λn,
deﬁned as
λn=
δn
φn  n=12
satisﬁes (2.10). Now clearly we have
1−rnλnρrn=exp−λnφn+δn=1
We also have that
1−rn+1λnρrn+1=exp−λnφn+1+δn+1
and so (2.10) will follow if we can show that
lim
n→∞δn+1−λnφn+1=0 (3.18)
In that case we will have that for rn≤ r≤ rn+1, there is an an→1 such that
an
(
1
1−rn
)λn
≤ρrn≤ρr≤ρrn+1≤
(
1
1−rn+1
)λn+1
and so
1−rλnρr≤ 1−rn
λn
1−rn+1λn+1
which, as we will see later, tends to 1 as n→∞. Also
1−rλnρr≥an
(
1−rn+1
1−rn
)λn
∼an→1
Now (3.18) is equivalent to
lim
n→∞logρrn+1−
φn+1
φn logρrn=0
This is equivalent to showing that
lim
n→∞log
ρrn+1
ρrn
+φn−φn+1
φn logρrn (3.19)
Now by virtue of (2.8) we have that
lim
n→∞
logρrn
φn =0 (3.20)
This implies that the summand on the right of (3.19) tends to zero.
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We also need to show that the summand on the left of (3.19) tends to
zero. This will follow it we can show that
lim
n→∞
ρrn
ρrn+1
=1
Since ρ is positive and increasing, we already have
0<
ρrn
ρrn+1
<1
and so if we assume, towards a contradiction, that
a= lim
n→∞
ρrn
ρrn+1
=1
then we know that 0≤a<1. Hence if we choose any 0<8<1−a we can
ﬁnd an N so that
ρrn
ρrn+1
≤a+8<1
for any n≥N . But then in particular, we have that for each positive integer
m,
ρrN
ρrN+m
≤a+8m
or,
logρrN+m≥ logρrN+mlog
1
a+8 
But this means that
limsup
m→∞
logρrN+m
φN+m >0
by (2.9), which is a contradiction of (3.20). Hence, we must have a=1 and
(3.19) does tend to zero which proves (2.10).
4. COMPLEX ANALYSIS
As mentioned at the beginning of this paper, the set G is independent
of the weight G, provided
limsup
r→1
1−r3h′r=∞ (4.21)
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This criterion comes from a result of Burns and Krantz [1], which states
that if ϕ is a self-map of the unit disk, and is such that
ϕz=z+o1−r3
then ϕz=z.
A reﬁnement of this result was used in [5] to get the above criterion
(4.21). In fact they improved the result of Burns and Krantz to the
following: If ϕ has angular derivative 1 somewhere on the unit circle, and
liminf
r→1
Mrϕ−r
1−r3 =0
then Mrϕ= r; in other words, ϕz=eiλz for some real λ.
Our main result can be restated as
Theorem 2. Suppose ωir1−r3 remains bounded as r→1 for i=12,
where ωi are non-decreasing functions on 01, tending to inﬁnity as r→1.
Suppose also that
lim
r→1
ω1r
ω2r
=∞ (4.22)
Then there is an analytic self-map of the unit disk ϕ such that
limsup
r→1
Mrϕ−rω1r=∞
limsup
r→1
Mrϕ−rω2r<∞
This result, then, seems to be of independent interest given the result
of Burns and Kranz. It is also, therefore, worth noting that (4.22) can be
replaced with
limsup
r→1
ω1r
ω2r
=∞
This can be seen by inspection of the construction of Proposition 1. It is
unlikely that one could strengthen the conclusion of Theorem 2 to
Mrϕ−r∼ 1
ωr
for arbitrary increasing functions ωr. However, it would be of interest to
classify such functions ωr.
It is quite simple to construct an increasing function ωr such that
r+ t
ωr
is not log convex inﬁnitely often and so can’t be a maximum modulus.
However, such functions are not in π0, and I am thus far unable to construct
a function ω∈π0 for which this is true.
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5. CONCLUSIONS
We have thus answered one of the two questions in [3]. A consequence
of this, given as a second question in [3], is the following: It is known that
for fast weights G, ϕ∈G implies 
ϕ′ζ
≥1 for all ζ∈∂, where 
ϕ′ζ

denotes the angular derivative of ϕ at ζ. Does there exist a fast weight for
which there are no further restrictions?
The answer to this question, which can easily be seen from Theorem 1,
is “no.”
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