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ON THE PROPAGATION OF REGULARITY FOR SOLUTIONS OF THE
FRACTIONAL KORTEWEG-DE VRIES EQUATION
ARGENIS. J. MENDEZ
Abstract. We consider the initial value problem (IVP) for the fractional Korteweg-de
Vries equation (fKdV)
(0.1)
"
Btu´D
α
xBxu + uBxu = 0, x, t P R, 0 ă α ă 1,
u(x, 0) = u0(x).
It has been shown that the solutions to certain dispersive equations satisfy the propagation
of regularity phenomena. More precisely, it deals in determine whether regularity of the
initial data on the right hand side of the real line is propagated to the left hand side by the
flow solution. This property was found originally in solutions of Korteweg-de Vries (KdV)
equation and it has been also verified in other dispersive equations as the Benjamin-Ono
(BO) equation.
Recently, it has been shown that the solutions of the dispersive generalized Benjamin-
Ono (DGBO) equation, this is α P (2, 3) in (0.1); also satisfy the propagation of regularity
phenomena. This is achieved by introducing a commutator decomposition to handle the
dispersive part in the equation. Following the approach used in the DGBO, we prove that the
solutions of the fKdV also satisfies the propagation of regularity phenomena. Consequently,
this type of regularity travels with infinite speed to its left as time evolves.
Key words. Fractional KdV. Propagation. Regularity.
1. Introduction
This paper provides a detailed study on the propagation of regularity satisfied by solu-
tions for the so-called fractional Korteweg-de Vries (fKdV) equation
(1.1)
"
Btu´D
α
xBxu + uBxu = 0, x, t P R, 0 ă α ă 1,
u(x, 0) = u0(x),
where u = u(x, t) represents a real valued function and the fractional derivative operator
Dsx is defined via its Fourier transform asyDsx f (ξ) = cs|ξ|s pf (ξ) for s ą 0.
In the case α = 1, the operator Dx can be written as Dx = HBx where H denotes the
Hilbert transform,
(H f )(x) =
1
π
lim
ǫÑ0
ż
|y|ěǫ
f (x´ y)
y
dy.
Also, for this particular value of α, the equation in (1.1) becomes an integral equationwidely
studied and known in the literature as the Benjamin-Ono equation (BO) i.e,
Btu´HB
2
xu + uBxu = 0, x, t P R.
The IVP (1.1) has been the focus of attention of recent studies where the local well
posedness theory has been approached as well as the existence of solitary wave solutions,
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the stability properties of ground states and numerical simulations, these issues have been
largely carried out by Linares et al. [30], [31], Frank and Lenzmann [26], Klein and Saut
[25], Molinet, Pilod and Vento [33], and Angulo [35].
The proof of our main result is based on a weighted energy estimate, where the inte-
grability of the term Bxu is fundamental. So that, for the applicability of this method we
will consider local well-posedness (LWP) results in the Sobolev scale with the minimal
regularity that ensures Bxu P L
1([0, T]). To our knowledge the best result that fits with
our requirements was obtained by Linares, Pilod and Saut [31] when studying weakly dis-
persive perturbations of Burger’s equation. More precisely, they obtained the following:
Theorem 1.2. Let 0 ă α ă 1. Define s(α) := 32 ´
3α
8 and assume that s ą s(α). Then,
for every u0 P H
s(R), there exists a positive time T = T(}u0}s,2) (which can be chosen
as a non-increasing functions of its argument) and a unique solution u to (1.1) such that
(1.3) u P C ([0, T] : Hs(R)) and Bxu P L
1 ([0, T] : L8(R)) .
It is also important to point out that several improvements have been made in the well-
posedness theory of the IVP (1.1). In this sense, we shall mention the recent work an-
nounced by Molinet, Pilod and Vento [33], where the authors prove that the IVP (1.1) is
locally well-posedness in the Sobolev space Hs(R), with s ą 32 ´
5α
4 . Additionally, in [33]
is proved Global well-posedness (GWP) in the energy space Hα/2(R), as long as α ą 67 .
Most of these results are based in a method introduced by Molinet and Vento [32] to
obtain energy estimates at low regularity for strongly nonresonant dispersive equations.
However, the LWP of the IVP (1.1) in the space Hs(R), s ą 32 ´
5α
4 , does not ensure the
boundeness of }Bxu}L1T L
8
x
which is crucial in our analysis as mentioned above.
Since the space where we will consider solutions has already been described, we will
proceed to describe our main result. This is inspired in a property found originally by Isaza,
Linares and Ponce [14] in solutions of the KdV. More precisely, the authors prove that
regularity on the right hand side of the data travels forward in time with infinite speed. This
property ”propagation of regularity phenomena principle” was also studied by Isaza et al.
[15] in solutions of the Benjamin-Ono equation, where the term that providing dispersion
is more difficult to handle due to the presence of the Hilbert transform.
Recently, in [34], we studied the propagation of regularity in solutions of the dispersion
generalized Benjamin-Ono equation i.e
(1.4) Btu´ D
α+1
x Bxu + uBxu = 0, x, t P R, α P (0, 1)
where a combination of the techniques introduced in [14] and [15] togetherwith a commuta-
tor decomposition provided byGinibre and Velo [12]; allowed us to show that real solutions
associated to the IVP (1.4) also satisfies the propagation of regularity phenomena. More
precisely, this is summarized in the following:
Theorem 1.5. Let u0 P H
s(R) with s = 3´α2 , and u = u(x, t), be the corresponding
solution of the IVP (1.4).
If for some x0 P R and for some m P Z
+, m ě 2,
(1.6) Bmx u0 P L
2 (tx ě x0u) ,
then for any v ą 0, T ą 0, ǫ ą 0 and τ ą 4ǫ
sup
0ďtďT
ż 8
x0+ǫ´vt
(B
j
xu)
2(x, t)dx +
ż T
0
ż x0+τ´vt
x0+ǫ´vt
(
D
α+1
2
x B
j
xu
)2
(x, t)dx dt
+
ż T
0
ż x0+τ´vt
x0+ǫ´vt
(
D
α+1
2
x HB
j
xu
)2
(x, t)dx dt ď c
(1.7)
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for j = 1, 2, . . . , m with c = c
(
T; ǫ; v; α; }u0}Hs ; }B
m
x u0}L2((x0,8))
)
ą 0.
If in addition to (1.6) there exists x0 P R
+
(1.8) D
1´α
2
x B
m
x u0 P L
2 (tx ě x0u)
then for any v ě 0, ǫ ą 0 and τ ą 4ǫ
sup
0ďtďT
ż 8
x0+ǫ´vt
(
D
1´α
2
x B
m
x u
)2
(x, t) dx +
ż T
0
ż x0+τ´vt
x0+ǫ´vt
(
Bm+1x u
)2
(x, t) dx dt
+
ż T
0
ż x0+τ´vt
x0+ǫ´vt
(
Bm+1x Hu
)2
(x, t) dx dt ď c
(1.9)
with c = c
(
T; ǫ; v; α; }u0}Hs ;
››››D 1´α2x Bmx u0
››››
L2((x0,8))
)
ą 0.
This property has been found in solutions of several dispersive models, not only in the
one dimensional setting, but in the multidimensional one too. In this sense, Isaza et al.
[16] proved that real solutions of the Kadomtsev-Petviashvilli (KPII) equation satisfy the
propagation of regularity phenomena. Later, Linares and Ponce [29] extended the study to
solutions of the Zakharov-Kuznetsov equation in two dimensions resp. three dimensions.
Since this property is present in several dispersive models, as the mentioned above, it
seems reasonable to ask if it also satisfied in models with less dispersion than that in DGBO.
So that, a question that arises naturally from the theorem above, is to determine if in the
case that less dispersion is considered, for example the IVP (1.1), do the solutions of the
fKdV also satisfy the propagation of regularity phenomena.
Our main objective in this paper is to give answer to this question. More precisely, we
obtain that the propagation of regularity phenomena is also satisfied by solutions of the
fKdV.
Theorem A. Let u0 P H
sα+(R) where sα := 2´
α
2 , and u = u(x, t) be the corresponding
solution of the IVP (1.1) provided by Theorem 1.2. Suppose that for some x0 P R and some
m P Z+, m ě 2,
(1.10) Bmx u0 P L
2 (tx ě x0u) .
Then for any v ě 0, T ą 0, ǫ ą 0 and τ ą 4ǫ are satisfied the following relations:
sup
0ďtďT
ż
8
x0+ǫ´vt
(
B
j
xD
αn
2
x u
)2
(x, t)dx +
ż T
0
ż x0+τ´vt
x0+ǫ´vt
(
D
j+α( n+12 )
x u
)2
(x, t)dx dt
+
ż T
0
ż x0+τ´vt
x0+ǫ´vt
(
HD
j+α( n+12 )
x u
)2
(x, t)dx dt ď c,
sup
0ďtďT
ż
8
x0+ǫ´vt
(
B
j
xD
1´ α2
x u
)2
(x, t)dx +
ż T
0
ż x0+τ´vt
x0+ǫ´vt
(
B
j+1
x u
)2
(x, t)dx dt
+
ż T
0
ż x0+τ´vt
x0+ǫ´vt
(
HB
j+1
x u
)2
(x, t)dx dt ď c,
and
sup
0ďtďT
ż
8
x0+ǫ´vt
(Bmx u)
2 (x, t)dx +
ż T
0
ż x0+τ´vt
x0+ǫ´vt
(
D
m+ α2
x u
)2
(x, t)dx dt
+
ż T
0
ż x0+τ´vt
x0+ǫ´vt
(
HD
m+ α2
x u
)2
(x, t)dx dt ď c,
where j = 2, 3, ¨ ¨ ¨ , m´ 1 and n = 0, 1, ¨ ¨ ¨ , r 2α s´ 1.
If in addition to (1.10)
D
1´ α2
x B
m
x u0 P L
2 (tx ě x0u) and D
αj
2
x B
m
x u0 P L
2 (tx ě x0u) ,
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for j = 1, 2, ¨ ¨ ¨ , r 2α s´ 1, then for any v ě 0, T ą 0, ǫ ą 0 and τ ą 4ǫ
sup
0ďtďT
ż
R
(
Bmx D
αj
2
x u
)2
(x, t)dx +
ż T
0
ż
R
(
D
m+α
(
j+1
2
)
x u
)2
(x, t)dx dt
+
ż T
0
ż
R
(
HD
m+α
(
j+1
2
)
x u
)2
(x, t)dx dt ď c,
and
sup
0ďtďT
ż
8
x0+ǫ´vt
(
Bmx D
1´ α2
x u
)2
(x, t)dx +
ż T
0
ż x0+τ´vt
x0+ǫ´vt
(
Bm+1x u
)2
(x, t)dx dt
+
ż T
0
ż x0+τ´vt
x0+ǫ´vt
(
HBm+1x u
)2
(x, t)dx dt ď c.
Remark 1. We shall remark the difference between the index s(α) and sα used in Theorem
1.2 and Theorem A, respectively.
The method of proof used in Theorem A follows in spirit the same lines than that used
in the proof of Theorem 1.5. The main differences rely on the inductive argument.
In the case of the DGBO (see (1.4)), the induction is carried out in two steps one for a
positive integerm and another for m+ 1´α2 , 0 ă α ă 1. In contrast, in the fKdV is required
a bi-induction argument, the first for a positive integer m, followed by a a sequence of steps
of the form m + αj/2, j = 1, ¨ ¨ ¨ , r 2α s´ 1, where r¨s denotes the greatest integer function,
and a final one step for m + 1´ α/2.
Concerning the nonlinear part of the equation in (1.1) the commutator expansion [11],
[12] used in studying the propagation of regularity of the DGBO becomes fundamental in
our study, as well as the recent advances presented by Li [27] on the study of commutators
of Kato-Ponce type.
The document is organized as follows. The first section is focused in the description the
notation used thorough all the document. Section 2 is dedicated to present several known
results concerning commutator estimates joint with a particular decomposition of these. In
section 3 we make a review of the weighted functions later used in the proof of Theorem
A. Finally, section 4 deals with the proof of our main result.
2. Notation
The following notation will be used extensively throughout this article. The operators
Dsx = (´B
2
x)
s/2 and Js = (1´B2x)
s/2 denotes the Riesz and Bessel potentials of order´s,
respectively.
For 1 ď p ď 8, Lp(R) is the usual Lebesgue space with the norm } ¨ }Lp = } ¨ }p, and
the besides for s P R, we consider the Sobolev space L
p
s (R) is defined via its usual norm
} f }s,p = }Js f }p. In the particular case p = 2, the set L2s (R) has a Hilbert structure space
and we will denote it by Hs(R).
Let f = f (x, t) be a function defined for x P R and t in the time interval [0, T], with
T ą 0 or in the hole line R. Then if A denotes any of the spaces defined above, we define
the spaces L
p
T Ax and L
p
t Ax by the norms
} f }LpT Ax
=
(ż T
0
} f (¨, t)}
p
A dt
)1/p
and } f }Lpt Ax
=
(ż
R
} f (¨, t)}
p
A dt
)1/p
,
for 1 ď p ď 8 with the natural modification in the case p = 8. Moreover, we use similar
definitions for the mixed spaces L
q
xL
p
t and L
q
x L
p
T with 1 ď p, q ď 8.
For two quantities A and B, we denote A . B if A ď cB for some constant c ą 0.
Similarly A & B if A ě cB for some c ą 0. We denote A „ B if A . B and B . A.
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The dependence of the constant c on other parameters or constants are usually clear from
the context and we will often suppress this dependence.
For A, B operators we will denote the commutator between A and B as [A; B].
The set of even numbers and odd numbers will be denoted by Q1 and Q2 respectively.
Additionally, for m P Z+ the sets Q1(m) and Q2(m) will denote the set of even and odd
numbers between 1 and m, respectively.
3. Inequalities & commutators
In this section we collect several inequalities that will be used extensively throughout
our work.
First, we have an extension of the Calderon Commutator theorem [6] established by B.
Bajsˇanski et al. [1].
Theorem 3.1. Let H be the Hilbert transform. Then for any p P (1,8) and any l, m P
Z+ Y t0u there exists c = c(p; l; m) ą 0 such that
(3.2) }Blx[H;ψ] B
m
x f }p ď c}B
m+l
x ψ}8} f }p.
The proof follows by results in [1], for a different proof see [[8], Lemma 3.1].
In our analysis, when dealing with the nonlinear part of the equation (1.1); it will be cru-
cial the next inequalities concerning the Leibniz rule for fractional derivatives established
in [13, 19, 22].
Lemma 3.1. For s ą 0, p P [1,8)
(3.3) }Ds( f g)}p . } f }p1 }D
sg}p2 + }g}p3 }D
s f }p4
with
1
p
=
1
p1
+
1
p2
=
1
p3
+
1
p4
, pj P (1,8], j = 1, 2, 3, 4.
Recently D.Li [27] proved new fractional Leibniz rules for the nonlocal operator Ds, s ą
0, and related ones, including various end-point situations. This type of estimate has proved
to be a very useful tool in the study of propagation of regularity.
Theorem 3.4. Case 1: 1 ă p ă 8.
Let s ą 0 and 1 ă p ă 8. Then for any s1, s2 ě 0 with s = s1 + s2, and any
f , g P S(R), the following hold:
(1) If 1 ă p1, p2 ă 8 with
1
p =
1
p1
+ 1p2 , then››››››Ds( f g)´
ÿ
αďs1
1
α!
Bαx f D
s,αg´
ÿ
βďs2
1
β!
B
β
x gD
s,β f
››››››
p
. }Ds1 f }p1}D
s2 g}p2 .(3.5)
(2) If p1 = p, p2 = 8, then››››››Ds( f g)´
ÿ
αăs1
1
α!
Bαx f D
s,αg´
ÿ
βďs2
1
β!
B
β
x gD
s,β f
››››››
p
. }Ds1 f }p }D
s2 g}BMO ,(3.6)
where } ¨ }BMO denotes the norm in the BMO space
(3) If p1 = 8, p2 = p, then››››››Ds( f g)´
ÿ
αďs1
1
α!
Bα f Ds,αg´
ÿ
βăs2
1
β!
BβgDs,β f
››››››
p
. }Ds1 f }BMO }D
s2 g}p .(3.7)
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The operator Ds,α is defined via Fourier transform1{Ds,αg(ξ) = yDs,α(ξ)pg(ξ),yDs,α(ξ) = i´αBαξ (|ξ|s) .
Case 2: 12 ă p ď 1.
If 12 ă p ď 1, s ą
1
p ´ 1 or s P 2N, then for any 1 ă p1, p2 ă 8 with
1
p
=
1
p1
+
1
p2
,
any s1, s2 ě 0 with s1 + s2 = s,››››››Ds( f g)´
ÿ
αďs1
1
α!
Bαx f D
s,αg´
ÿ
βďs2
1
β!
B
β
x gD
s,β f
››››››
p
. }Ds1 f }p1}D
s2 g}p2 .
Remark 2. As usual empty summation (such as
ř
0ďαă0) is defined as zero.
Proof. For a detailed proof of this theorem and related results, see [27]. 
Also, several commutator estimates have been obtained by D. Li [27]. These, corre-
sponds to a family of refined Kato-Ponce type inequalities for the operator Ds.
Lemma 3.2. Let 1 ă p ă 8. Let 1 ă p1, p2, p3, p4 ď 8 satisfy
(3.8)
1
p
=
1
p1
+
1
p2
=
1
p3
+
1
p4
.
Therefore,
(a) If 0 ă s ď 1, then
}Ds( f g)´ f Dsg}p . }D
s´1Bx f }p1}g}p2.
(b) If s ą 1, then
(3.9) }Ds( f g)´ f Dsg}p . }D
s´1Bx f }p1}g}p2 + }Bx f }p3}D
s´1g}p4 .
In addition, a non sharp commutator estimate is required in our analysis.
Lemma 3.3. Let φ P C8(R) with φ1 P C80 (R). If f P H
s(R), s ą 0, then for any
l ą s + 12
(3.10) }[Dsx; φ] f }2 .
››φ1››
l,2
} f }s´1,2.
Proof. We will give an outline of the proof.
First, we use the decomposition of the operator Dsx for s ą 0, given by Bourgain and Li
[5] in the study of commutator estimates.
In fact,
Dsx = J
s
x ´
ÿ
1ďjď s2
cs,j J
s´2j
x + Ks
where Ks is a bounded integral operator satisfying Ks : L
p(R) ÝÑ Lp(R), 1 ď p ď 8.
By using this decomposition and a proof similar to that found in [9, Chapter 6, Lemma
6.16 ], the lemma follows. 
Also, the following inequality of Gagliardo-Nirenberg type is used.
1The precise form of the Fourier transform does not matter.
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Lemma 3.4. Let 1 ă q, p ă 8, 1 ă r ď 8 and 0 ă α ă β. Then,
}Dα f }Lp . c} f }
1´θ
Lr }D
β f }θLq
with
1
p
´ α = (1´ θ)
1
r
+ θ
(
1
q
´ β
)
, θ P [α/β, 1] .
Proof. See [3, chapter 4]. 
Next we consider a result that will be used widely when dealing with the nonlinear part
of the fKdV.
Lemma 3.5. Let m P Z+ and s ě 0. If f P L2(R) and g P Lp(R), 2 ď p ď 8, with
(3.11) dist (supp( f ), supp(g)) ě δ ą 0.
Then
}g Bmx D
s f }Lp . }g}Lp} f }L2 .
Remark 3. A previous estimated was obtained by Kenig et al. [20] when studying the
propagation of regularity (fractional case) but for the operator Js.
Proof. See [34, Lemma 3.28]. 
3.1. Commutator Expansions. In this section we present a several auxiliary results ob-
tained by Ginibre and Velo [11], [12] which has proved to be useful in the study of propa-
gation of regularity.
Let a = 2µ+ 1 ą 1, let n be a nonnegative integer and f be a smooth function with
suitable decay at infinity, for instance with f 1 P C80 (R).
We define the operator
(3.12) Rn(a) = ´ [HD
a; f ]´
1
2
(Pn(a)´HPn(a)H) ,
where
(3.13) Pn(a) = a
ÿ
0ďjďn
c2j+1(´1)
j4´jDµ´j f (2j+1)Dµ´j,
and the constants c2j+1 are given by the following formula
(3.14) c1 = 1 and c2j+1 =
1
(2j + 1)!
ź
0ďkăj
(
a2 ´ (2k + 1)2
)
.
Proposition 3.1. Let n be a non-negative integer, a ě 1, and σ ě 0, be such that
(3.15) 2n + 1 ď a + 2σ ď 2n + 3.
Then
(a) The operator DσRn(a)Dσ is bounded in L2 with norm
(3.16) }DσRn(a)D
σ f }2 ď C(2π)
´1/2
››› {(Da+2σ f )›››
1
} f }2.
If a ě 2n + 1, one can take C = 1.
(b) Assume in addition that
2n + 1 ď a + 2σ ă 2n + 3.
Then the operator DσRn(a)D
σ is compact in L2(R).
Proof. See Proposition 2.2 in [12]. 
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Remark 4. Proposition 3.1 is a generalization from previous results, where the derivatives
of operator Rn(a) are not consider (cf. Proposition 1 in [11]).
Also, a direct application of the commutator decomposition(3.12) is the smoothing effect
associated to solutions of the IVP (1.1).
Proposition 3.2. Let ϕ denote a nondecreasing smooth function such that supp ϕ1 Ă
(´1, 2)and ϕ|[0,1] ” 1.For j P Z,we define ϕj(x) = ϕ(x´ j).Let u P C ([0, T] : H
8(R))
be a smooth solution of (1.1) with 0 ă α ă 1. Assume also that s ě 0 and r ą 12 . Then,(ż T
0
ż
R
(ˇˇˇ
D
s+ α2
x u(x, t)
ˇˇˇ2
+
ˇˇˇ
HD
s+ α2
x u(x, t)
ˇˇˇ2)
ϕ1j(x) dx dt
)1/2
.
(
1 + T + }Bxu}L1T L
8
x
+ T}u}L8T H
r
x
)1/2
}u}L8T H
s
x
.
(3.17)
Proof. Aswas mentioned above the proof use the decomposition (3.12) and a application of
Mikhlin’s Theorem. For a detailed description of the proof see [31, Proposition 2.12]. 
Remark 5. In the particular case that u0 is in the Sobolev space H
sα(R), sα = 2´
α
2 , the
gain of local derivatives is summarized in the following inequality(ż T
0
ż r
´r
(ˇˇˇ
B2xu(x, t)
ˇˇˇ2
+
ˇˇˇ
HB2xu(x, t)
ˇˇˇ2)
dx dt
)1/2
ď C (r; T; }u0}sα,2)(3.18)
for any r ą 0. The proof follows combining the ideas used in the proof of Proposition 3.2
and the inequality
(3.19) }u}L8T H
sα
x
. }u0}Hsx e
}Bxu}L1T L
8
x .
The last inequality above is widely know in the literature and its proof is based on energy
estimate combined with commutator estimates Kato-Ponce type. For a detailed proof see
for instance [28, Chapter 9, p. 221]
4. Weighted functions
This section is devoted to describe the the weighted functions used in the proof of The-
orem A, as well as their properties.
Most of these functions where originally constructed when studying the propagation of
regularity phenomena for solutions of the KdV [14], [20].
For ǫ ą 0 and b ě 5ǫ define the families of functions
χǫ,b, φǫ,b, Ąφǫ,b, ψǫ, ηǫ,b, ϕǫ,b P C8(R)
satisfying the following properties:
(1) χ1ǫ,b ě 0,
(2) χǫ,b(x) =
"
0, x ď ǫ
1, x ě b,
(3) supp(χǫ,b) Ď [ǫ,8);
(4) χ1ǫ,b(x) ě
1
10(b´ ǫ)
1[2ǫ,b´2ǫ](x),
(5) supp
(
χ1ǫ,b
)
Ď [ǫ, b].
(6) There exists real numbers cj such thatˇˇˇ
χ
(j)
ǫ,b(x)
ˇˇˇ
ď cjχ
1
ǫ/3,b+ǫ(x), @x P R, j P Z
+.
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(7) For x P (3ǫ,8)
χǫ,b(x) ě
1
2
ǫ
b´ 3ǫ
.
(8) For x P R
χ1ǫ/3,b+ǫ(x) ď
ǫ
b´ 3ǫ
.
(9) Also, given ǫ ą 0 and b ě 5ǫ there exist c1, c2 ą 0 such that
χ1ǫ,b(x) ď c1χ
1
ǫ/3,b+ǫ(x)χǫ/3,b+ǫ(x),
χ1ǫ,b(x) ď c2χǫ/5,ǫ(x).
(10) For ǫ ą 0 given and b ě 5ǫ, we define the functions
ηǫ,b =
b
χǫ,bχ
1
ǫ,b and ϕǫ,b =
b
χ1ǫ,b.
(11) supp (φǫ,b) , supp
(Ąφǫ,b) Ă [ǫ/4, b] ,
(12) φǫ(x) =Ąφǫ,b(x) = 1, x P [ǫ/2, ǫ],
(13) supp(ψǫ) Ď (´8, ǫ/2],
(14) for x P R
χǫ,b(x) + φǫ,b(x) + ψǫ(x) = 1,
and
χ2ǫ,b(x) +Ąφǫ,b2(x) + ψǫ(x) = 1.
The family tχǫ,b : ǫ ą 0, b ě 5ǫu is constructed as follows: let ρ P C
8
0 (R), ρ(x) ě 0,
even, with supp(ρ) Ď (´1, 1) and }ρ}1 = 1.
Then defining
νǫ,b(x) =
$&
%
0, x ď 2ǫ,
x
b´3ǫ ´
2ǫ
b´3ǫ , 2ǫ ď x ď b´ ǫ,
1, x ě b´ ǫ,
and
χǫ,b(x) = ρǫ ˚ νǫ,b(x)
where ρǫ(x) = ǫ´1ρ(x/ǫ).
5. Proof of Theorem A
We shall use two induction arguments. One for m P Z+ with m ě 2 and the other one
for m + αk, where k is a positive integer to be specified later in the proof.
Since the solutions of the IVP (1.1) are translation invariant, then without loss of gener-
ality we will take x0 = 0.
Also, it will be assumed that solutions of the IVP (1.1) are real valued functions with as
much regularity as required.
Case m = 2 :
Step 1:
Formally, we apply B2x to the equation in (1.1) followed by a multiplication by B
2
xuχ
2
ǫ,b to
obtain
B2xBtuB
2
xuχ
2
ǫ,b ´ B
2
xD
α
xBxuB
2
xuχ
2
ǫ,b + B
2
x (uBxu) B
2
xuχ
2
ǫ,b = 0
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after integrating in the position variable, we obtain the energy identity
1
2
d
dt
ż
R
(
B2xu
)2
χ2ǫ,b dx´
v
2
ż
R
(
B2xu
)2 (
χ2ǫ,b
)1
dxl jh n
B1(t)
´
ż
R
(
B2xD
α
xBxu
)
B2xuχ
2
ǫ,b dxl jh n
B2(t)
+
ż
R
B2x (uBxu) B
2
xuχ
2
ǫ,b dxl jh n
B3(t)
= 0.
§.1 To handle B1 first notice that there exists c ą 0 and r ą 0 such that
(5.1)
(
χ2ǫ,b
)1
(x + vt) = 2χǫ,b(x + vt)χ
1
ǫ,b(x + vt) ď c1[´r,r](x)
for all (x, t) P Rˆ [0, T]. Thus, by Remark 3.18, it follows thatż T
0
|B1(t)|dt .
ż T
0
ż
R
(
B2xu
)2 (
χ2ǫ,b
)1
dxdt
.
ż T
0
ż r
´r
(
B2xu
)2
dxdt
ď c (}u0}sα,2; r; T) .
(5.2)
§.2 Now, we extract information from the term handling the dispersive part of the equation
in (1.1).
Combining integration by parts and Plancherel’s identity it follows that
B2(t) = ´
1
2
ż
R
B2xu
[
HDα+1x ; χǫ,b
]
B2xu dx
= ´
1
2
ż
R
D2xu
[
HDα+1x ; χǫ,b
]
D2xu dx.
(5.3)
Then using (3.12)[
HDα+1x ; χǫ,b
]
= ´Rn(α+ 1)´
1
2
Pn(α+ 1) +
1
2
HPn(α+ 1)H(5.4)
for some nonnegative integer n to be fixed. This will help to obtain the smoothing effect.
Indeed, replacing this decomposition into B2 yields
B2(t) =
1
2
ż
R
D2xuRn(α+ 1)D
2
xu dx +
1
4
ż
R
D2xuPn(α+ 1)D
2
xu dx
´
1
4
ż
R
D2xuHPn(α+ 1)HD
2
xu dx
= B2,1(t) + B2,2(t) + B2,3(t).
The quantity of terms n, will be chosen according to the following rule (see (3.15))
2n + 1 ď α+ 5 ď 2n + 3,
which clearly implies n = 2.
In view of (3.16) the remainder operator R2(α+ 1) satisfies
(5.5)
›››D2xR2(α+ 1)D2x f ›››
2
. } f }2
›››› {Dα+5x (χ2ǫ,b)
››››
1
,
for f in a suitable class of functions.
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For our proposes a combination of (5.5) with Ho¨lder’s inequality and Plancherel’s iden-
tity is sufficient to obtain
B2,1(t) =
1
2
ż
R
uD2xR2(α+ 1)D
2
xu dx . }u0}
2
2
›››› {Dα+5x (χ2ǫ,b)
››››
1
.
Therefore, integrating in time yieldsż T
0
|B2,1(t)|dt ď c.
Replacing P2(α+ 1) into B2,2 and B2,3 produce
B2,2(t) =
(
α+ 1
4
) ż
R
(
D
2+ α2
x u
)2 (
χ2ǫ,b
)1
dx´ c3
(
α+ 1
16
) ż
R
(
D
1+ α2
x u
)2 (
χ2ǫ,b
)(3)
dx
+ c5
(
α+ 1
64
) ż
R
(
D
α
2
x u
)2 (
χ2ǫ,b
)(5)
dx
= B2,2,1(t) + B2,2,2(t) + B2,2,3(t).
and
B2,3(t) =
(
α+ 1
4
) ż
R
(
HD
2+ α2
x u
)2 (
χ2ǫ,b
)1
dx
´ c3
(
α+ 1
16
) ż
R
(
HD
1+ α2
x u
)2 (
χ2ǫ,b
)(3)
dx + c5
(
α+ 1
64
) ż
R
(
HD
α
2
x u
)2 (
χ2ǫ,b
)(5)
dx
= B2,3,1(t) + B2,3,2(t) + B2,3,3(t).
Notice that B2,2,1 and B2,3,1 are positive and represent the smoothing effect. Then we need
to bound the terms B2,2,2, B2,2,3, B2,3,2, and B2,3,3.
After integrate in time the terms B2,2,2, B2,3,2, B2,2,3, and B2,3,3 can be handled by using
the local theory i.e.ż T
0
|B2,2+l,2(t)|dt . sup
0ďtďT
}u(t)}sα,2 for l P t0, 1u,
and ż T
0
|B2,2+l,3(t)|dt . sup
0ďtďT
}u(t)}sα,2 for l P t0, 1u.
§.3 Finally, we handle B3 firstly applying integration by parts as follows
B3(t) =
5
2
ż
R
Bxu
(
B2xu
)2
χ2ǫ,b dx´
1
2
ż
R
u
(
B2xu
)2 (
χ2ǫ,b
)1
dx
= B3,1(t) + B3,2(t).
Since u satisfies Strichartz estimate i.e. Bxu P L
1 ([0, T] : L8(R)) in Theorem 1.2,
then
|B3,1(t)| . }Bxu(t)}8
ż
R
(
B2xu
)2
χ2ǫ,b dx.(5.6)
We shall also point out that the integral expression on the right hand side of (5.6) will be
estimated by using Gronwall’s inequality.
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An application of Sobolev’s embedding produces
|B3,2(t)| . }u(t)}8
ż
R
(
B2xu
)2 (
χ2ǫ,b
)1
dx
. sup
0ďtďT
}u(t)}sα,2
ż
R
(
B2xu
)2 (
χ2ǫ,b
)1
dx.
(5.7)
We finish this step gathering the estimates above, this together with an application of Gron-
wall’s inequality yield
sup
0ďtďT
›››B2xuχǫ,b(¨+ vt)›››2
2
+
›››D2+ α2x uη2ǫ,b›››2
L2T L
2
x
+
›››HD2+ α2x uη2ǫ,b›››2
L2T L
2
x
ď c˚2,1(5.8)
for any ǫ ą 0, b ě 5ǫ and v ě 0.
At this point several issues shall be clarified and fixed. First, we indicate the depen-
dence on the parameters involved in the constant c˚2,1, this will be crucial later when we will
consider the limit process. More precisely, c˚2,1 = c
˚
2,1
(
α; ǫ; T; v; }u0}sα,2;
››B2xu0χǫ,b››2) .
These families of constants are distinguished in our argument, so that we will differenti-
ate them by fixing the following notation: for m, n P Z+, the number c˚m,n corresponds to
the case of m´derivatives in the nth step of the induction process.
Without more delays we proceed to the case 2 in our inductive process. This step is
summarized in the following diagram
B2xuχ
2
ǫ,b D
α/2
x B
2
xu(χ
2
ǫ,b)
1
Dα/2x B
2
xuχ
2
ǫ,b D
α
xB
2
xu(χ
2
ǫ,b)
1.
Dα/2x
The columns on the left hand side indicates the propagation of regularity, which is carried
out by steps of length α/2, except for the final step that will be exemplified later. Instead,
the columns on the right hand side furnish the smoothing effect obtained at that level of
propagation.
Finally, the diagonal lines are to indicate the dependence of the smoothing effect in the
next level of propagation.
Now that the strategy has been explained we proceed to estimate.
Step 2:
After apply the operator D
α
2
x B
2
x to the equation in (1.1) and multiply the resulting equation
by D
α
2
x B
2
xuχ
2
ǫ,b(x + vt) one gets
1
2
d
dt
ż
R
(
B2xD
α
2
x u
)2
χ2ǫ,b dx´
v
2
ż
R
(
B2xD
α
2
x u
)2 (
χ2ǫ,b
)1
dxl jh n
B1(t)
´
ż
R
(
B2xD
α
2
x D
α
xBxu
)
B2xD
α
2
x uχ
2
ǫ,b dxl jh n
B2(t)
+
ż
R
(
B2xD
α
2
x (uBxu)
)
B2xD
α
2
x uχ
2
ǫ,b dxl jh n
B3(t)
= 0.
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§.1 As we indicated in the diagram above, to handle }B1}1 it is only required to use (5.8).
Then, ż T
0
|B1(t)|dt ď
|v|
2
ż T
0
ż
R
(
B2xD
α
2
x u
)2 (
χ2ǫ,b
)1
dx dt ď c˚2,1.(5.9)
§.2 The term B2 shall be rewritten as was done before in order to obtain the corresponding
smoothing effect in this step. Thus, we apply integration by parts and Plancherel’s identity
to get
B2(t) = ´
1
2
ż
R
D
2+ α2
x u
[
HDα+1x ; χ
2
ǫ,b
]
D
2+ α2
x u dx.(5.10)
By using the commutator decomposition (5.4) into (5.10)we have
B2(t) =
1
4
ż
R
D
2+ α2
x uRn(α+ 1)D
2+ α2
x u dx +
1
4
ż
R
D
2+ α2
x uPn(α+ 1)D
2+ α2
x u dx
´
1
4
ż
R
D
2+ α2
x uHPn(α+ 1)HD
2+ α2
x u dx
= B2,1(t) + B2,2(t) + B2,3(t),
for some positive integer n to be fixed.
From this term we obtain the smoothing effect by using a similar analysis as the used in
the previous step. This argument allow us to fix n = 2, and for this particular value, the
operator R2(α+ 1) is bounded from L
2(R) into L2(R).
Hence replacing P2(α+ 1) into B2,2 and B2,3 lead us to, in first place that
B2,2(t) =
(
α+ 1
4
) ż
R
(
D2+αx u
)2
(χ2ǫ,b)
1 dx´ c3
(
α+ 1
16
) ż
R
(
D1+αx u
)2
(χ2ǫ,b)
(3)dx
+ c5
(
α+ 1
64
) ż
R
(Dαxu)
2 (χ2ǫ,b)
(5)dx
= B2,2,1(t) + B2,2,2(t) + B2,2,3(t),
and in second place
B2,3(t) =
(
α+ 1
4
) ż
R
(
HD2+αx u
)2
(χ2ǫ,b)
1dx´ c3
(
α+ 1
16
) ż
R
(
HD1+αx u
)2
(χ2ǫ,b)
(3)dx
+ c5
(
α+ 1
64
) ż
R
(HDαxu)
2
(
χ2ǫ,b
)(5)
dx
= B2,3,1(t) + B2,3,2(t) + B2,3,3(t).
The terms B2,2,1 and B2,3,1 are positives and give us the smoothing effect. We estimate next
B2,2,2 and B2,3,2. To avoid repetitions, we only show the procedures how to bound B2,3,2. A
similar analysis is applied to B2,2,2.
Before carry on, we shall remember that for any ǫ ą 0 and b ě 5ǫ the function ϕǫ,b =b
χ1ǫ,b is smooth.
Besides,
ϕǫ/3,b+ǫD
1+α
x u = D
1+α
x (uϕǫ/3,b+ǫ)´
[
D1+αx ; ϕǫ/3,b+ǫ
]
u,(5.11)
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then a combination of Lemma 3.3 and interpolation produce›››ϕǫ/3,b+ǫD1+αx u›››
2
.
›››D1+αx (uϕǫ/3,b+ǫ)›››
2
+ }ϕǫ/3,b+ǫ}l,2}u}α,2
.
›››B2x (uϕǫ/3,b+ǫ)›››
2
+ }ϕǫ/3,b+ǫ}l,2}u}α,2
.
›››B2xuϕǫ/3,b+ǫ›››
2
+ }u}sα,2 + }ϕǫ/3,b+ǫ}l,2}u}α,2.
(5.12)
Thus, ż T
0
|B2,2,2(t)|dt = c
›››ϕǫ/3,b+ǫD1+αx u›››2
L2T L
2
x
.
›››B2xuϕǫ/3,b+ǫ›››2
L2T L
2
x
+ }u}2
L8T H
sα
x
ď c (}u0}sα,2; ǫ; v; T) ,
where the last inequality is a consequence of the local theory, interpolation and (5.2).
Similarly, ż T
0
|B2,3,2(t)|dt .
ż T
0
ż
R
(
HD1+αx u
)2
χ1ǫ/3,b+ǫdx dt
ď c (}u0}sα,2; ǫ; v; T) .
After integrate in time ż T
0
|B2,2+l,3(t)|dt ă 8 for l P t0, 1u.
§.3 Finally, we dealwith the term B3,which corresponds to the nonlinear part of the equation
in (1.1).
First, we decompose the nonlinearity as follows
B2xD
α
2
x (uBxu) χǫ,b = ´D
2+ α2
x (uBxu)χǫ,b
=
1
2
[
D
2+ α2
x ; χǫ,b
]
Bx
(
(uχǫ,b)
2 + (uĄφǫ,b)2 + u2ψǫ)
´
[
D
2+ α2
x ; uχǫ,b
]
Bx (uχǫ,b + uφǫ,b + uψǫ) + uχǫ,bB
2
xD
α
2
x Bxu
= ĄB3,1(t) +ĄB3,2(t) +ĄB3,3(t) +ĄB3,4(t) +ĄB3,5(t) +ĄB3,6(t) +ĄB3,7(t).
To estimate B3 is sufficient the L
2(R)´norm of the termsĄB3,l for l = 1, 2, . . . , 7.
Combining Lemma 3.1 and Lemma 3.3 it is obtained›››ĄB3,1›››
2
. }Bxχǫ,b}l,2
›››(uχǫ,b)2›››
2+α/2,2
.
›››(uχǫ,b)2›››
2
+
›››D2+ α2x ((uχǫ,b)2)›››
2
. }u}8
(
}u0}2 +
›››D2+ α2x (uχǫ,b)›››
2
)(5.13)
and
}ĄB3,2}2 . }Bxχǫ,b}l,2 ›››(uφǫ,b)2›››
2+α/2,2
. }u}8
(
}u0}2 +
›››D2+ α2x (uφǫ,b)›››
2
)
.
(5.14)
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Since the weighted functions χǫ,b and ψǫ satisfy hypothesis of Lemma 3.5, then
}ĄB3,3}2 = ›››χǫ,bD2+ α2x (u2ψǫ)›››
2
. }u}8}u0}2,
and
}ĄB3,6}2 = ›››uχǫ,bD2+ α2x (uψǫ)›››
2
. }u0}2}u}8.
To handle the termsĄB3,4 andĄB3,1, we use the commutator estimate (3.9) to yield
}ĄB3,4}2 . ›››D2+ α2x (uχǫ,b)›››
2
››Bx(uχǫ,b)››8(5.15)
and
(5.16) }ĄB3,5}2 . ›››D2+ α2x (uφǫ,b)›››
2
››Bx(uχǫ,b)››8 + ›››D2+ α2x (uχǫ,b)›››2 ››Bx(uφǫ,b)››8 .
The nonlocal character of the operator Dsx, for s R 2N, implies that several terms above
shall be estimated. First, an immediate application of Theorem 3.4 yield›››D2+ α2x (uφǫ,b)›››
2
.
›››D2+ α2x φǫ,b›››
BMO
}u}2 +
›››φǫ,bD2+ α2x u›››
2
+
›››Bxφǫ,bHD1+ α2x u›››
2
+
›››B2xφǫ,bD α2x u›››
2
.
›››D α2x B2xφǫ,b›››
8
}u0}2 +
›››χ1ǫ/8,b+ǫ/4D2+ α2x u›››
2
+ }u}sα,2
.
›››χ1ǫ/8,b+ǫ/4D2+ α2x u›››
2
+ }u}sα,2.
Notice that the second term on the right hand side is bounded by local theory. By using the
weighted functions properties combined with (5.8) it followsż T
0
›››D2+ α2x uχǫ/8,b+ǫ/4›››
2
dt ď T1/2
›››D2+ α2x uχ1ǫ/8,b+ǫ/4›››
L2T L
2
x
. T1/2
›››D2+ α2x uηǫ/24,b+7ǫ/24›››
L2T L
2
x
.
(
c˚2,1
)1/2
.
(5.17)
Similarly
(5.18)
›››D2+ α2x (uĄφǫ,b)›››
L1T L
2
x
.
(
c˚2,1
)1/2
.
Finally, to estimate
›››D2+ α2x (uχǫ,b)›››
2
, we write
D
2+ α2
x (uχǫ,b) = ´χǫ,bB
2
xD
α
2
x u +
[
D
2+ α2
x ; χǫ,b
]
(uχǫ,b + uφǫ,b + uψǫ) .(5.19)
Thus, a combination of Lemma 3.3 and interpolation lead us to
(5.20)
›››D2+ α2x (uχǫ,b)›››
2
.
›››χǫ,bB2xD α2x u›››
2
+ }u}sα,2.
Notice that the first term on the right hand side is the quantity to be estimated by Gronwall’s
inequality.
Concerning to B3,7 we obtain after apply integration by parts
B3,7(t) = ´
1
2
ż
R
Bxuχ
2
ǫ,b
(
B2xD
α
2
x u
)2
dx´
1
2
ż
R
u
(
χ2ǫ,b
)1 (
B2xD
α
2
x u
)2
dx
= B3,7,1(t) + B3,7,2(t).
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On one hand, we have
|B3,7,1(t)| . }Bxu(t)}8
ż
R
(
B2xD
α
2
x u
)2
χ2ǫ,bdx,
the integral expression on the right hand side will be estimate by Gronwall’s inequality and
by Theorem 1.2 we have Bxu P L
1
T L
8
x .
On the other hand, by Sobolev’s embedding it follows that
|B3,7,2(t)| . }u(t)}8
ż
R
(
χ2ǫ,b
)1
(D
2+ α2
x u)
2 dx
. sup
0ďtďT
}u(t)}sα,2
ż
R
(
χ2ǫ,b
)1 (
B2xD
α
2
x u
)2
dx.
Integrating in time yields
ż T
0
|B3,7,2(t)|dt . sup
0ďtďT
}u(t)}sα,2
ż T
0
ż
R
(
χ2ǫ,b
)1 (
B2xD
α
2
x u
)2
dx dt,
where the integral expression corresponds to the B1 term already estimated in (5.9).
Gathering the estimates corresponding to B1, B2 and B3 combined with Gronwall’s in-
equality and integration in time yields that for any ǫ ą 0, b ě 5ǫ and v ě 0
sup
0ďtďT
›››B2xD α2x uχǫ,b(¨+ vt)›››2
2
+
›››D2+αx uηǫ,b›››2
L2T L
2
x
+
›››HD2+αx uηǫ,b›››2
L2T L
2
x
ď c˚2,2,(5.21)
where c˚2,2 = c
˚
2,2
(
α; ǫ; T; v; }u0}sα,2;
›››D α2x B2xu0χǫ,b›››
2
)
ą 0.
At this point, we shall determine the number of steps in the second inductive process
that allow us to reach the next integer. For this reason we will consider the following cases:
(a) If 22k+1 ď α ă
1
k for some positive integer k, then are required 2k + 1 steps in the
second inductive process.
(b) Instead, if 1k+1 ď α ă
2
2k+1 for some positive integer k, then are required 2k + 2
steps in the second inductive process.
A detailed description of the number of steps can be obtained directly from (a)-(b).More
precisely, there are required r 2α s steps in both cases, where r¨s denotes the ceiling function.
The different considerations are made to differentiate when the number of steps are even or
odd. A graphical description of the process described here is presented below.
Henceforth, for comfort in the notation we will consider α satisfying the condition (a).
As part of the second inductive process we shall assume that
sup
0ďtďT
››››B2xD αj2x uχǫ,b(¨+ vt)
››››2
2
+
›››››D2+α
(
j+1
2
)
x uηǫ,b
›››››
2
L2T L
2
x
+
›››››HD2+α
(
j+1
2
)
x uηǫ,b
›››››
2
L2T L
2
x
ď c˚2,j+1
(5.22)
for every ǫ ą 0, b ě 5ǫ, v ě 0, and j = 0, 1, ¨ ¨ ¨ , 2k´ 1.
In fact, the previous cases in the induction process are summarized in the following
diagram:
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B2xuχ
2
ǫ,b D
α/2
x B
2
xu(χ
2
ǫ,b)
1
Dα/2x B
2
xuχ
2
ǫ,b D
α
xB
2
xu(χ
2
ǫ,b)
1
DαxB
2
xuχ
2
ǫ,b D
3α/2
x B
2
xu(χ
2
ǫ,b)
1
D3α/2x B
2
xuχ
2
ǫ,b D
2α
x B
2
xu(χ
2
ǫ,b)
1
...
...
D
(2k´1)α/2
x B
2
xuχ
2
ǫ,b D
αk
x B
2
xu(χ
2
ǫ,b)
1
D1´α/2x B
2
xuχ
2
ǫ,b B
3
xu(χ
2
ǫ,b)
1
Dα/2x
Dα/2x
Dα/2x
Dα/2x
Dα/2x
D1´α/2x
The last before the last case in the diagram is the one that we will carry out in the next step,
we will present all the issues corresponding to this case.
Step 2k + 1:
A standard argument lead us to the energy identity
1
2
d
dt
ż
R
(
B2xD
1´ α2
x u
)2
χ2ǫ,bdx´
v
2
ż
R
(
B2xD
1´ α2
x u
)2
(χ2ǫ,b)
1 dxl jh n
B1(t)
´
ż
R
(
B2xD
1´ α2
x D
α
xBxu
)
B2xD
1´ α2
x uχ
2
ǫ,b dxl jh n
B2(t)
+
ż
R
(
B2xD
1´ α2
x (uBxu)
)
B2xD
1´ α2
x uχ
2
ǫ,b dxl jh n
B3(t)
= 0.
(5.23)
Notice that estimating the term }B1}2 is straightforward in the previous cases, because it
is a direct consequence from the former cases. However, this cannot be done in this step,
instead a new approach is required.
Since the smoothing effect obtained in the case j = 2k´ 1 is 2+ αk, then by hypothesis
(5.24) 2 + αk ě 3´
α
2
for α P
[
2
2k + 1
,
1
k
)
.
Therefore, the regularity obtained in (5.22) is enough to provide a bound for }B1}1. To do
this, we first decompose the term B2xD
αk
x u as follows:
B2xD
αk
x (uηǫ,b) = ηǫ,bB
2
xD
αk
x u´
[
D2+αkx ; ηǫ,b
]
(uχǫ,b + uφǫ,b + uψǫ) .(5.25)
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Then, by Lemma 3.3›››B2xDαkx (uηǫ,b)›››
2
ď
›››B2xDαkx uηǫ,b›››
2
+
›››[D2+αkx ; ηǫ,b] (uχǫ,b + uφǫ,b + uψǫ)›››
2
.
›››B2xDαkx uηǫ,b›››
2
+ }ηǫ,b}l,2
(››uχǫ,b››1+αk,2 + ››uφǫ,b››1+αk,2)
+
›››ηǫ,bD2+αkx (uψǫ)›››
2
= I1 + I2 + I3 + I4.
(5.26)
Notice that after integrate in time, the inequality (5.22) implies that
}I1}L2T
=
(ż T
0
ż
R
(
D2+αkx u
)2
η2ǫ,b dx dt
)1/2
. (c˚2,j+1)
1/2.
The terms I2 and I3 can be bounded via Lemma 3.4 and Young’s inequality›››D1+αkx (uχǫ,b)›››
2
.
›››B2x(uχǫ,b)›››
2
+ }u0}2
.
›››B2xuχǫ,b›››
2
+ }u}sα,2,
and ›››D1+αkx (uφǫ,b)›››
2
.
›››B2x(uφǫ,b)›››
2
+ }u0}2
.
›››B2xuφǫ,b›››
2
+ }u}sα,2.
Moreover,
}I2}L2T
=
›››D1+αkx (uχǫ,b)›››
L2T L
2
x
. sup
0ďtďT
›››B2xuχǫ,b›››
2
+ }u}L8T H
sα
x
.
On the other hand, there exists τ ą 0 such that
φǫ,b(x + vt) . 1[´τ,τ](x) for all (x, t) P Rˆ [0, T],
Thus, in view of Remark 3.18
›››B2xuφǫ,b›››
L2T L
2
x
.
(ż T
0
ż
R
(
B2xu
)2
φ2ǫ,bdx dt
)1/2
.
(ż T
0
ż τ
´τ
(
B2xu
)2
dx dt
)1/2
ď c (}u0}sα,2; τ) .
Next, by Lemma 3.5, it follows that
(5.27)
›››ηǫ,bD2+αkx (uψǫ)›››
2
. }u0}2.
Gathering together the estimates above lead us to›››D2+αkx (uηǫ,b)›››
L2T L
2
x
ă 8.
This inequality combined with Lemma 3.4 implies that
(5.28)
›››D3´ α2x (uηǫ,b)›››
2
.
›››D2+αkx (uηǫ,b)››› 6´α2(2+αk)
2
}uηǫ,b}
α(1+2k)´2
2(2+αk)
2 .
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Since we need to estimate B2xD
1´ α2
x uηǫ,b, a decomposition as that in (5.25) is sufficient
to our proposes, i.e.
B2xD
1´ α2
x uηǫ,b = B
2
xD
1´ α2
x (uηǫ,b)´
[
B2xD
1´ α2
x ; ηǫ,b
]
(uχǫ,b + uφǫ,b + uψǫ) .
For the sake of brevity, we omit the computations behind these commutators estimates.
Nevertheless, similar arguments as those used in (5.26)-(5.27) lead to›››B2xD1´ α2x uηǫ,b›››
L2T L
2
x
ă 8.
The estimates above are in fact a way to bound the term }B1}1 in (5.23).
More precisely, ż T
0
|B1(t)|dt = v
›››B2xD1´ α2x uηǫ,b›››2
L2T L
2
x
ă 8.
§.2 A previous argument (see step 1) implies that
B2(t) =
1
2
ż
R
D
3´ α2
x uRn(α+ 1)D
3´ α2
x u dx +
1
4
ż
R
D
3´ α2
x uPn(α+ 1)D
3´ α2
x u dx
´
1
4
ż
R
D
3´ α2
x uHPn(α+ 1)HD
3´ α2
x u dx
= B2,1(t) + B2,2(t) + B2,3(t).
(5.29)
A similar argument to the used in step 1 allow us to fix n = 2 above.
According to Proposition 3.1, the remainder term R2(α+ 1) is a bounded operator in
L2(R). Therefore
B2,1(t) =
1
2
ż
R
uD
3´ α2
x R2(α+ 1)D
3´ α2
x u dx,
and by Ho¨lder’s inequality
|B2,1(t)| . }u0}2
›››D3´ α2x R2(α+ 1)D3´ α2x u›››
2
. }u0}
2
2
›››› {D7x (χ2ǫ,b)
››››
1
.
Thus, ż T
0
|B2,1(t)|dt . T}u0}
2
2
›››› {D7x (χ2ǫ,b)
››››
1
.
If we decompose the terms in (5.29) it follows that
B2,2(t) =
(
α+ 1
4
) ż
R
(
HB3xu
)2 (
χ2ǫ,b
)1
dx´ c3
(
α+ 1
16
) ż
R
(
B2xu
)2 (
χ2ǫ,b
)(3)
dx
+ c5
(
α+ 1
64
) ż
R
(HBxu)
2
(
χ2ǫ,b
)(5)
dx
= B2,2,1(t) + B2,2,2(t) + B2,2,3(t),
and
B2,3(t) =
(
α+ 1
4
) ż
R
(
B3xu
)2 (
χ2ǫ,b
)1
dx´ c3
(
α+ 1
16
) ż
R
(
HB2xu
)2 (
χ2ǫ,b
)(3)
dx
+ c5
(
α+ 1
64
) ż
R
(Bxu)
2
(
χ2ǫ,b
)(5)
dx
= B2,3,1(t) + B2,3,2(t) + B2,3,3(t).
As before B2,2,1 and B2,3,1 provide the smoothing effect after integration in time.
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The terms B2,2,2 and B2,3,2 are easily handled by using Proposition 3.18 and the argu-
ments used in (5.1)-(5.2). Meanwhile, the low regularity in the terms B2,2,3 and B2,3,3 is
handled by using local theory.
§.3 To finish this step, we turn our attention to the term involving the nonlinear part
of the equation
B2xD
1´ α2
x (uBxu) χǫ,b = ´D
3´ α2
x (uBxu)χǫ,b
=
1
2
[
D
3´ α2
x ; χǫ,b
]
Bx
(
(uχǫ,b)
2 + (uĄφǫ,b)2 + u2ψǫ)
´
[
D
3´ α2
x ; uχǫ,b
]
Bx (uχǫ,b + uφǫ,b + uψǫ) + uχǫ,bB
2
xD
1´ α2
x Bxu
= ĄB3,1(t) +ĄB3,2(t) +ĄB3,3(t) +ĄB3,4(t) +ĄB3,5(t) +ĄB3,6(t) +ĄB3,7(t).
In the decomposition above is sufficient to estimate the L2x´ norm of the terms
ĄB3,l for
l = 1, 2, ¨ ¨ ¨ , 6.
Combining (3.3) and Lemma 3.3 it follows that
}ĄB3,1}2 . ›››χ1ǫ,b›››
l,2
›››(uχǫ,b)2›››
3´ α2 ,2
.
›››u2›››
2
+
›››D3´ α2x ((uχǫ,b)2)›››
2
. }u}8
(
}u0}2 +
›››D3´ α2x (uχǫ,b)›››
2
)
and
}ĄB3,2}2 . }u}8 (}u0}2 + ›››D3´ α2x (uφǫ,b)›››
2
)
.
Since χǫ,b and ψǫ satisfy
dist (supp(χǫ,b), supp(ψǫ)) ě
ǫ
2
ą 0,
then by Lemma 3.5, it follows that
}ĄB3,3}2 = ›››χǫ,bD3´ α2x (u2ψǫ)›››
2
. }u}8}u0}2,
and
}ĄB3,6}2 = ›››uχǫ,bD3´ α2x (uψǫ)›››
2
. }u0}2}u}8.
Instead, the termsĄB3,4 andĄB3,1 are handled by using (3.9)
}ĄB3,4}2 . ›››D3´ α2x (uχǫ,b)›››
2
››Bx(uχǫ,b)››8
and
}ĄB3,5}2 . ›››D3´ α2x (uφǫ,b)›››
2
››Bx(uχǫ,b)››8 + ›››D3´ α2x (uχǫ,b)›››2 ››Bx(uφǫ,b)››8 .
Notice that
B2xD
1´ α2
x (uχǫ,b) = χǫ,bB
2
xD
1´ α2
x u´
[
D
3´ α2
x ; χǫ,b
]
(uχǫ,b + uφǫ,b + uψǫ) ,(5.30)
so that a combination of interpolation, local theory and Lemma 3.3 yield›››B2xD1´ α2x (uχǫ,b)›››
2
.
›››χǫ,bB2xD1´ α2x u›››
2
+
›››B2xuχǫ,b›››
2
+
›››B2xuφǫ,b›››
2
+ }u}sα,2.
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An immediate application of Theorem 3.4 implies that›››D2+αkx (uφǫ,b)›››
2
.
›››D2+αkx φǫ,b›››
BMO
}u}2 +
›››φǫ,bD2+αkx u›››
2
+
›››Bxφǫ,bHD1+αkx u›››
2
+
›››B2xφǫ,bDαkx u›››
2
. }u0}2 +
›››χ1ǫ/8,b+ǫ/4D2+αkx u›››
2
+
›››χ1ǫ/8,b+ǫ/4HD1+αkx u›››
2
+
›››χ1ǫ/8,b+ǫ/4Dαkx u›››
2
= A1 + A2 + A3 + A4.
The first and fourth term on the right hand side above are bounded after integrate in time.
The second and third term require extra arguments to control them after integrate in time.
Since α satisfies
(5.31)
2
2k + 1
ď α ă
1
k
for k P Z+,
it is clear that αk is positive and strictly less than one for all positive integer k, then is
straightforward to see that }A4}1 ă 8.
Interpolation combined with Calderon’s commutator estimate (3.2) implies that
A3 =
›››Bxφǫ,bHD1+αkx u›››
2
=
›››H (Bxφǫ,bD1+αkx u)´ [H; Bxφǫ,b] D1+αkx u›››
2
.
›››Bxφǫ,bD1+αkx u›››
2
+ }u}sα,2 ,
(5.32)
and ›››Bxφǫ,bD1+αkx u›››
2
.
›››B2x (uBxφǫ,b)›››
2
+ }u}sα,2
.
›››B2xuχ1ǫ/8,b+ǫ/4›››
2
+ }u}sα,2 .
(5.33)
The last inequality above is obtained combining interpolation and the properties of the
weighted functions.
Hence,
(5.34) }A3}1 . c (}u0}sα,2; ǫ; T; v) + }u}L8T H
sα
x
.
Next, the properties of weighted functions and (5.22) imply
(5.35) }A2}1 . T
1/2
(
c˚2,2k
)1/2
.
Applying similar arguments allow us to estimate
›››D2+αkx (uĄφǫ,b)›››
2
.
Finally, integration by parts give us
B3,7(t) = ´
1
2
ż
R
Bxuχ
2
ǫ,b
(
B2xD
1´ α2
x u
)2
dx´
1
2
ż
R
u
(
χ2ǫ,b
)1 (
B2xD
1´ α2
x u
)2
dx
= B3,7,1(t) + B3,7,2(t).
Observe that
|B3,7,1(t)| . }Bxu(t)}8
ż
R
(
B2xD
1´ α2
x u
)2
χ2ǫ,bdx,
By the local theory Bxu P L
1
T L
8
x , and the integral expression will be estimated by means
of Gronwall’s inequality.
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By Sobolev’s embedding it follows that
|B3,7,2(t)| . }u(t)}8
ż
R
(
χ2ǫ,b
)1 (
B2xD
1´ α2
x u
)2
dx
.
(
sup
0ďtďT
}u(t)}sα,2
) ż
R
(
χ2ǫ,b
)1 (
B2xD
α
2
x u
)2
dx
and noticing that after integrating in time we obtain
ż T
0
|B3,7,2(t)|dt .
(
sup
0ďtďT
}u(t)}sα,2
) ż T
0
ż
R
(
χ2ǫ,b
)1 (
B2xD
α
2
x u
)2
dx dt,
where the integral expression corresponds to the B1 term, which was already estimated in
(5.9).
We conclude this step gathering the estimates corresponding to B1, B2 and B3 combined
with Gronwall’s inequality and integration in time to obtain for any ǫ ą 0, b ě 5ǫ and
v ě 0,
sup
0ďtďT
›››B2xD1´ α2x uχǫ,b(¨+ vt)›››2
2
+
›››B3xuη2ǫ,b›››2
L2T L
2
x
+
›››HB3xuηǫ,b›››2
L2T L
2
x
ď c˚2,2k,(5.36)
where c˚2,2k+1 = c
˚
2,2k+1
(
α; ǫ; T; v; }u0}sα,2;
›››D1´ α2x B2xu0χǫ,b›››
2
)
ą 0.
The inequality above finishes the first induction argument.
Case m
Next, our argument will combine two induction process at the same time to reach our
goal.
The first induction process consists in to assume that m derivatives are propagated to
then prove that m + 1 derivatives are propagated; this is summarized in the diagram below.
B2xuχǫ,b B
3
xuχǫ,b B
4
xuχǫ,b
Bm´1x uχǫ,b B
m
x uχǫ,b B
m+1
x uχǫ,b
Bx
More precisely, it is described in the following figure
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Bmx uχ
2
ǫ,b D
α/2
x B
m
x u(χ
2
ǫ,b)
1
Dα/2x B
m
x uχ
2
ǫ,b D
α
xB
m
x u(χ
2
ǫ,b)
1
DαxB
m
x uχ
2
ǫ,b D
3α/2
x B
m
x u(χ
2
ǫ,b)
1
D3α/2x B
m
x uχ
2
ǫ,b D
2α
x B
m
x u(χ
2
ǫ,b)
1
...
...
D
(2k´1)α/2
x B
m
x uχ
2
ǫ,b D
αk
x B
m
x u(χ
2
ǫ,b)
1
D1´α/2x B
m
x uχ
2
ǫ,b B
m+1
x u(χ
2
ǫ,b)
1
Dα/2x
Dα/2x
Dα/2x
Dα/2x
Dα/2x
D1´α/2x
As part of this induction process, we shall assume that for any ǫ ą 0, b ě 5ǫ, v ě 0, the
following holds:
(I) for l = 2, 3, ¨ ¨ ¨ , m and j = 0, 1, ¨ ¨ ¨ , 2k´ 1
sup
0ďtďT
››››BlxD αj2x uχǫ,b(¨+ vt)
››››2
2
+
›››››Dα
(
j+1
2
)
x B
l
xuηǫ,b
›››››
2
L2T L
2
x
+
›››››HDα
(
j+1
2
)
x B
l
xuη
2
ǫ,b
›››››
2
L2T L
2
x
ď c˚n,j
(5.37)
where c˚l,j = c
˚
l,j
(
α; ǫ; T; v; j; }u0}sα,2;
››››BlxD αj2x u0χǫ,b
››››
2
)
ą 0.
(II) For l = 2, 3, ¨ ¨ ¨ , m´ 1
sup
0ďtďT
›››BlxD1´ α2x uχǫ,b(¨+ vt)›››2
2
+
›››Bl+1x uηǫ,b›››2
L2T L
2
x
+
›››HBlxuηǫ,b›››2
L2T L
2
x
ď c˚l,2k,(5.38)
as usual we indicate the dependence of the parameters involved behind the constant
in the right hand side above. More precisely,
c˚l,j = c
˚
l,j
(
α; ǫ; T; v; j; }u0}sα,2;
›››BlxD1´ α2x u0χǫ,b›››
2
)
ą 0.
Step 2:
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Once our induction assumptions are fixed, we proceed as before, that is, we obtain the
weighted energy estimates
1
2
d
dt
ż
R
(
D
α
2
x B
m
x u
)2
χ2ǫ,b dx´
v
2
ż
R
(
D
α
2
x B
m
x u
)2 (
χ2ǫ,b
)1
dxl jh n
B1(t)
´
ż
R
(
D
α
2
x B
m
x D
α
xBxu
)
D
α
2
x B
m
x uχ
2
ǫ,b dxl jh n
B2(t)
+
ż
R
(
D
α
2
x B
m
x (uBxu)
)
D
α
2
x B
m
x uχ
2
ǫ,b dx =l jh n
B3(t)
0.
(5.39)
§.1 First, by the induction hypothesis (5.37), we take l = m and j = 2k´ 1, then }B1}1
is bounded. More precisely,ż T
0
|B1(t)|dt .
ż T
0
ż
R
(
D
α
2
x B
m
x u
)2 (
χ2ǫ,b
)1
dx . c˚m,1.(5.40)
§.2 Next, as usual in our argument to handle B2, we first rewrite it as follows
B2(t) =
1
2
ż
R
D
α
2
x B
m
x u
[
DαxBx; χ
2
ǫ,b
]
D
α
2
x B
m
x u dx
= ´
1
2
ż
R
D
α
2
x B
m
x u
[
HDα+1x ; χ
2
ǫ,b
]
D
α
2
x B
m
x u dx.
At this point several remarks shall be made. More precisely, B2 has different representations
according the number m be even or odd. The full description of these issues is presented
below.
(I) If m P Q1, then
B2(t) = ´
1
2
ż
R
D
m+ α2
x u
[
HDα+1x ; χ
2
ǫ,b
]
D
m+ α2
x u dx.
(II) If m P Q2, then
B2(t) = ´
1
2
ż
R
HD
m+ α2
x u
[
HDα+1x ; χ
2
ǫ,b
]
HD
m+ α2
x u dx.
We will only focus our attention on (II). Nevertheless, the way to proceed when (I) holds
was described in the case m = 2.
As was done in the previous cases, we incorporate the commutator decomposition (3.12)
to obtain
B2(t) =
1
2
ż
R
HD
m+ α2
x uRn(α+ 1)HD
m+ α2
x u dx +
1
4
ż
R
HD
m+ α2
x uPn(α+ 1)HD
m+ α2
x u dx
´
1
4
ż
R
D
m+ α2
x HuHPn(α+ 1)HD
m+ α2
x Hu dx
= B2,1(t) + B2,2(t) + B2,3(t),
(5.41)
for some positive integer n.
We fix n satisfying
2n + 1 ď α+ 1 + 2
(
m +
α
2
)
ď 2n + 3,
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from this we obtain n = m. Thus, in view of Plancherel’s identity, Ho¨lder’s inequality and
Proposition 3.1
|B2,1(t)| . }Hu(t)}2
›››Dm+ α2x Rm(α+ 1)Dm+ α2x Hu(t)›››
2
. }u0}2
›››› {D2m+2α+1x (χ2ǫ,b)
››››
1
.
(5.42)
Therefore, ż T
0
|B2,1(t)|dt . T}u0}2.
In addition to this, the terms in the decomposition (5.41) can be written as
B2,2(t) =
(
α+ 1
4
) ż
R
(
HDm+αx u
)2 (
χ2ǫ,b
)1
dx
+
(
α+ 1
4
) m´1ÿ
d=1
c2d+1(´1)
d
4d
ż
R
(
HDm´d+αx u
)2 (
χ2ǫ,b
)(2d+1)
dx
´
(
α+ 1
4
)
c2m+1
4m
ż
R
(HDαxu)
2
(
χ2ǫ,b
)(2m+1)
dx
= B2,2,1(t) +
ÿ
dPQ1(m´1)
B2,2,d(t) +
ÿ
dPQ2(m´1)
B2,2,d(t) + B2,2,m(t)
and
B2,3(t) =
(
α+ 1
4
) ż
R
(
Dm+αx u
)2 (
χ2ǫ,b
)1
dx
+
(
α+ 1
4
) m´1ÿ
d=1
c2d+1(´1)
d
4d
ż
R
(
Dm´d+αx u
)2 (
χ2ǫ,b
)(2d+1)
dx
´
(
α+ 1
4
)
c2m+1
4m
ż
R
(Dαxu)
2
(
χ2ǫ,b
)(2m+1)
dx
= B2,3,1(t) +
ÿ
dPQ1(m´1)
B2,3,d(t) +
ÿ
dPQ2(m´1)
B2,3,d(t) + B2,3,m(t).
The terms B2,2,1 and B2,3,1 are positive and represent the smoothing effect after integrate in
time. Besides, }B2,2,m}1 and }B2,3,m}1 are easily controlled by means of the local theory.
The remainder terms require extra arguments besides local theory to be estimated, we
proceed to describe how to handle these terms.
First, for d P Q1(m´ 1)
ż T
0
|B2,2,d(t)|dt .
ż T
0
ż
R
(
HDm´d+αx u
)2
χ1ǫ/3,b+ǫ dx dt
.
ż T
0
ż
R
(
HDm´d+αx u
)2 (
χ2ǫ/9,b+10ǫ/9
)1
dx dt
ď c˚m´d,2,
(5.43)
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while for d P Q2(m´ 1)ż T
0
|B2,2,d(t)|dt .
ż T
0
ż
R
(
Bm´dx D
α
xu
)2
χ1ǫ/3,b+ǫ dx dt
.
ż T
0
ż
R
(
Bm´dx D
α
xu
)2 (
χ2ǫ/9,b+10ǫ/9
)1
dx dt
ď c˚m´d,2.
(5.44)
The inequalities in (5.43) and (5.44) are obtained combining the properties of the weighted
functions and (5.37).
Similar arguments can be applied to obtainż T
0
|B2,3,d(t)|dt . c
˚
m´d,2 for any d P Q1(m´ 1)YQ2(m´ 1).
§.3 The term B3 is handled as in the previous steps, this is, first we decompose it according
to the case. This is:
(I) if m is even, then
Bmx D
α
2
x (uBxu) χǫ,b = cmD
m+ α2
x (uBxu)χǫ,b
=
cm
2
[
D
m+ α2
x ; χǫ,b
]
Bx
(
(uχǫ,b)
2 +
(
uĄφǫ,b)2 + u2ψǫ
)
´ cm
[
D
m+ α2
x ; uχǫ,b
]
Bx (uχǫ,b + uφǫ,b + uψǫ) + uχǫ,bB
m
x D
α
2
x Bxu
= ĄB3,1(t) +ĄB3,2(t) +ĄB3,3(t) +ĄB3,4(t) +ĄB3,5(t) +ĄB3,6(t) +ĄB3,7(t);
(II) instead for m odd,
Bmx D
α
2
x (uBxu) χǫ,b = ´cmHD
m+ α2
x (uBxu)χǫ,b
=
cm
2
[
HD
m+ α2
x ; χǫ,b
]
Bx
(
(uχǫ,b)
2 +
(
uĄφǫ,b)2 + u2ψǫ
)
´ cm
[
HD
m+ α2
x ; uχǫ,b
]
Bx (uχǫ,b + uφǫ,b + uψǫ) + uχǫ,bB
m
x D
α
2
x Bxu
=
cm
2
H
[
D
m+ α2
x ; χǫ,b
]
Bx
(
(uχǫ,b)
2 +
(
uĄφǫ,b)2 + u2ψǫ
)
+
cm
2
[H; χǫ,b] D
m+ α2
x Bx
(
(uχǫ,b)
2 +
(
uĄφǫ,b)2 + u2ψǫ
)
´ cmH
[
D
m+ α2
x ; uχǫ,b
]
Bx (uχǫ,b + uφǫ,b + uψǫ)
´ cm [H; uχǫ,b] D
m+ α2
x Bx (uχǫ,b + uφǫ,b + uψǫ) + uχǫ,bB
m
x D
α
2
x Bxu
= ĄB3,1(t) +ĄB3,2(t) +ĄB3,3(t) +ĄB3,4(t) +ĄB3,5(t) +ĄB3,6(t) +ĄB3,7(t)
+ĄB3,8(t) +ĄB3,9(t) +ĆB3,10(t) +ĆB3,11(t) +ĆB3,12(t) +ĆB3,13(t).
We will focus in the harder case to estimate i.e. when m is odd. The case m even is is
simpler.
For the sake of simplicity we will gather the terms according to the tools used for its
estimation without matter the order.
First, by Lemma 3.5 is clear that
(5.45) }ĄB3,3l}2 . }u(t)}8}u0}2 for l = 1, 2, 3, 4.
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Acombination of the Lemma3.1, Lemma3.3, interpolation and the Calderon’s commutator
estimate (3.2), give us
}ĄB3,1}2 . }u}8 (}u0}2 + ›››Dm+ α2x (uχǫ,b)›››
2
)
,(5.46)
}ĄB3,2}2 . }u}8 (}u0}2 + ›››Dm+ α2x (uĄφǫ,b)›››
2
)
,(5.47)
and
(5.48) }ČB3,4+l}2 . }u}8 }u}sα,2 for l P t0, 1u.
Next, applying commutator’s estimate (3.9) leads to
}ĄB3,7}2 . }Bx(uχǫ,b)}8 ›››Dm+ α2x (uχǫ,b)›››
2
(5.49)
and
}ĄB3,8}2 . ›››Dm+ α2x (uφǫ,b)›››
2
}Bx(uχǫ,b)}8+
›››Dm+ α2x (uχǫ,b)›››
2
}Bx(uφǫ,b)}8.(5.50)
In order to bound the remainder terms we use (3.9) from where we get that
}ĆB3,10}2 . }Bx(uχǫ,b)}8 ›››Dm+ α2x (uχǫ,b)›››
2
,(5.51)
and
}ĆB3,11}2 . }Bx(uχǫ,b)}8 ›››Dm+ α2x (uφǫ,b)›››
2
.(5.52)
To finish with the estimates above, we replaceĆB3,13 into (5.39), from that it is obtained a
term which can be estimated by using integration by parts, Gronwall’s inequality and the
Strichartz’s estimate in Theorem 1.2.
Notwithstanding all the terms above have been estimated, several issues have to be clar-
ified. First, the non-local behavior of operator Dsx for any s R 2N do not allow us to know
where force us to localize the functionu and its derivatives in the placeswhere the regularity
is available.
For this reason, the term
›››Dm+ α2x (uχǫ,b)›››
2
appearing in the estimates above must be
bounded, we do this by using the decomposition trick, this is
D
m+ α2
x (uχǫ,b) = χǫ,bD
m+ α2
x u +
[
D
m+ α2
x ; χǫ,b
]
(uχǫ,b + uφǫ,b + uψǫ) ,(5.53)
and if we assume that m is odd the decomposition (5.53) have to be rewritten as follows
D
m+ α2
x (uχǫ,b) = cm [H; χǫ,b] B
m
x D
α
2
x u + cmH
(
χǫ,bB
m
x D
α
2
x u
)
+
[
D
m+ α2
x ; χǫ,b
]
(uχǫ,b + uφǫ,b + uψǫ) ,
(5.54)
where cm is a non-null constant. A direct application of Calderon’s commutator estimate
(3.2), Lemma 3.3 and interpolation imply that
›››Dm+ α2x (uχǫ,b)›››
2
. }u}sα,2 +
›››χǫ,bBmx D α2x u›››
2
+
›››Dm´1+ α2x (uχǫ,b)›››
2
+
›››Dm´1+ α2x (uφǫ,b)›››
2
. }u}sα,2 +
›››χǫ,bBmx D α2x u›››
2
+
››Bmx (uχǫ,b)››2 + ››Bmx (uφǫ,b)››2
= A1 + A2 + A3 + A4.
(5.55)
It is straightforward to see that A1 is bounded, this is a consequence of the local theory.
The term, A3 is handled by first noticing that
(5.56) χǫ/5,ǫ(x)χǫ,b(x) = χǫ,b(x) for all x P R,
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then combining Lemma 3.4 and Young’s inequality
››Bmx (uχǫ,b)››2 . ››Bmx uχǫ,b››2 +
m´1ÿ
d=2
γm,d
›››Bdxuχǫ/5,ǫ›››
2
+ }u}sα,2.(5.57)
Considering a slightly modification of the weights involved in (5.56) it is possible to follow
the same arguments as above to estimate A4, however, in order to avoid repetitions we will
omit the calculations.
Further, after integrate in time and use the inductive hypothesis, this is (5.37), then
}A3}1 .
mÿ
d=2
Ąγm,d (c˚d,0)1/2 + }u}L8T Hsαx .
Similarly, combining properties of the weighted functions and the induction hypothesis
(5.38) produces
}A4}1 .
mÿ
d=2
λm,d
(
c˚d,2k
)1/2
+ }u}L8T H
sα
x
.
Finally, to estimate
›››Dm+ α2x (uφǫ,b)›››
2
we decouple it by using Theorem 3.4 as follows
›››Dm+ α2x (uφǫ,b)›››
L2T L
2
x
.
›››Dm+ α2x φǫ,b›››
L8T L
4
x
}u0}2 +
ÿ
dPQ1(m)
1
d!
›››Bdxφǫ,bDm´d+ α2x u›››
L2T L
2
x
+
ÿ
dPQ2(m)
1
d!
›››Bdxφǫ,bHDm´d+ α2x u›››
L2T L
2
x
. }u0}2 +
ÿ
dPQ1(m)
1
d!
›››ϕǫ/8,b+ǫ/4Dm´d+ α2x u›››
L2T L
2
x
+
ÿ
dPQ2(m)
1
d!
›››ϕǫ/8,b+ǫ/4HDm´d+ α2x u›››
L2T L
2
x
. }u0}2 +
ÿ
dPQ1(m)
1
d!
›››ηǫ/24,b+7ǫ/24Dm´d+ α2x u›››
L2T L
2
x
+
ÿ
dPQ2(m)
1
d!
›››ηǫ/24,b+7ǫ/24HDm´d+ α2x u›››
L2T L
2
x
. }u0}2 +
mÿ
d=0
1
d!
(
c˚m´d,1
)1/2
,
(5.58)
where the last inequality is a consequence of inductive hypothesis (5.37).
This step finish gathering together the estimates corresponding to B1, B2 and B3 that
combined with Gronwall’s inequality and integration in time
sup
0ďtďT
›››Bmx D α2x uχǫ,b(¨+ vt)›››2
2
+
››DαxBmx uηǫ,b››2L2T L2x + ››HDαxBmx uηǫ,b››2L2T L2x . c˚m,2,
(5.59)
where as usual we indicate the full dependence of the parameters behind the constant i.e.
c˚m,2 = c
˚
m,2
(
α; ǫ; T; v; }u0}sα,2;
›››D α2x Bmx u0χǫ,b›››
2
)
ą 0.
Step 2k + 1 :
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The corresponding energy weighted estimate for this step is
1
2
d
dt
ż
R
(
Bmx D
1´ α2
x u
)2
χ2ǫ,b dx´
v
2
ż
R
(
Bmx D
1´ α2
x u
)2 (
χ2ǫ,b
)1
dxl jh n
B1(t)
´
ż
R
(
Bmx D
1´ α2
x D
α
xBxu
)
Bmx D
1´ α2
x uχ
2
ǫ,b dxl jh n
B2(t)
+
ż
R
(
Bmx D
1´ α2
x (uBxu)
)
Bmx D
1´ α2
x uχ
2
ǫ,b dxl jh n
B3(t)
= 0.
(5.60)
§.1 We shall point out that the representation of B1 may change according to the case.
More precisely,
(I) If m P Q1 then
B1(t) = ´v
ż
R
(
D
m+1´ α2
x u
)2
η2ǫ,b dx = ´v
›››Dm+1´ α2x uηǫ,b›››2
2
.
(II) If m P Q2 then
B1(t) = ´v
ż
R
(
HD
m+1´ α2
x u
)2
η2ǫ,b dx = ´v
›››HDm+1´ α2x uηǫ,b›››2
2
.
For the sake of simplicity we will study the case (I), it will be clear from the context how
to proceed in the case (II).
Since
Dm+αkx (uηǫ,b) = D
m+αk
x uηǫ,b +
[
Dm+αkx ; ηǫ,b
]
(uχǫ,b + uφǫ,b + uψǫ),
then combining (3.9), Lemma 3.5 and interpolation›››Dm+αkx (uηǫ,b)›››
2
ď
›››Dm+αkx uηǫ,b›››
2
+
›››[Dm+αkx ; ηǫ,b] (uχǫ,b + uφǫ,b + uψǫ)›››
2
.
›››Dm+αkx uηǫ,b›››
2
+
››Bmx (uχǫ,b)››2 + ››Bmx (uφǫ,b)››2 + }u0}2.
Since
(5.61) χǫ/5,ǫ(x)χǫ,b(x) = χǫ,b(x) for all x P R,
then combining Lemma 3.4 and Young’s inequality give us
››Bmx (uχǫ,b)››2 . ››Bmx uχǫ,b››2 +
m´1ÿ
d=2
γm,d
›››Bdxuχǫ/5,ǫ›››
2
+ }u}sα,2.(5.62)
Hence, by (5.37)
(5.63)
››Bmx uχǫ,b››L8T L2x . (c˚m,1)1/2 +
m´1ÿ
d=0
γm,d
(
c˚d,1
)1/2
+ }u}L8T H
sα
x
.
and
››Bmx (uφǫ,b)››2 .
mÿ
d=2
γm,d
›››Bdxuχǫ/20,ǫ/4›››
2
+ }u}sα,2.(5.64)
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Analogously
(5.65)
››Bmx (uφǫ,b)››L8T L2x .
mÿ
d=2
γm,d
(
c˚d,1
)1/2
+ }u}L8T H
sα
x
.
Gathering the estimated terms above allow us to obtain
(5.66)
›››Dm+αkx (uηǫ,b)›››
L2T L
2
x
ă 8.
Therefore, by interpolation
(5.67)
›››Bmx D1´ α2x (uηǫ,b)›››
L2T L
2
x
. }u0}2 +
›››Dm+αkx (uηǫ,b)›››
L2T L
2
x
.
With this information at hand, we can estimate the term with the regularity required, this is
achieved localizing the commutator expression as follows
Bmx D
1´ α2
x uηǫ,b = B
m
x D
1´ α2
x (uηǫ,b)´
[
Bmx D
1´ α2
x ; ηǫ,b
]
(uχǫ,b + uφǫ,b + uψǫ) ,
that by using a similar argument as before we obtain›››Bmx D1´ α2x uηǫ,b›››
L2T L
2
x
ă 8.(5.68)
So that, ż T
0
|B1(t)|dt = v
ż T
0
›››Bmx D1´ α2x uηǫ,b›››2
2
dt ă 8.(5.69)
§.2 As was evidenced at the beginning of this step, several case shall be considered. In
fact, the term B2 is represented in different ways according be the case
(I) If m P Q1, then
B2(t) = ´
1
2
ż
R
D
m+1´ α2
x u
[
HDα+1x ; χ
2
ǫ,b
]
D
m+1´ α2
x u dx.
(II) If m P Q2 then
B2(t) = ´
1
2
ż
R
HD
m+1´ α2
x u
[
HDα+1x ; χ
2
ǫ,b
]
HD
m+1´ α2
x u dx
To show how to proceed in the case that m is odd, we will use the expression above and the
commutator decomposition as we have previously described to obtain
B2(t) =
1
2
ż
R
HD
m+1´ α2
x uRn(α+ 1)HD
m+1´ α2
x u x
+
1
4
ż
R
HD
m+1´ α2
x uPn(α+ 1)HD
m+1´ α2
x u dx
´
1
4
ż
R
HD
m+1´ α2
x uHPn(α+ 1)HD
m+1´ α2
x Hu
= B2,1(t) + B2,2(t) + B2,3(t).
Is choosing n according to the rule
2n + 1 ď α+ 1 + 2
(
m + 1´
α
2
)
ď 2n + 3
which clearly implies n = m.
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Next, an application of Proposition 3.1 implies that the remainder term Rm(α+ 1) is
bounded in L2x which let us handled B2,1 as follows
B2,1(t) =
1
2
ż
R
HD
m+1´ α2
x uRm(α+ 1)D
m+1´ α2
x Hu dx
=
1
2
ż
R
HuD
m+1´ α2
x Rm(α+ 1)D
m+1´ α2
x Hu dx
Combining Ho¨lder’s inequality and
|B2,1(t)| . }Hu(t)}2
›››Dm+1´ α2x Rm(α+ 1)Dm+1´ α2x Hu›››
2
. }u0}
2
2
››› {D2m+3x (χ2ǫ,b)›››1 .
From this it is easy to obtain that ż T
0
|B2,1(t)|dt ď c.
The control in B2,1 allow us to fix the number of terms in B2,2 and B2,3.
B2,2(t) =
(
α+ 1
4
) ż
R
(
Dm+1x u
)2 (
χ2ǫ,b
)1
dx
+
(
α+ 1
4
) m´1ÿ
d=1
c2d+1(´1)
d
4d
ż
R
(
Dm+1´dx u
)2 (
χ2ǫ,b
)(2d+1)
dx
´
(
α+ 1
4
) ( c2m+1
4m
) ż
R
(Dxu)
2
(
χ2ǫ,b
)(2m+1)
dx
= B2,2,1(t) +
m´1ÿ
d=2
B2,2,d(t) + B2,2,m+1(t)
(5.70)
and
B2,3(t) =
(
α+ 1
4
) ż
R
(
HDm+1x u
)2 (
χ2ǫ,b
)1
dx
+
(
α+ 1
4
) m´1ÿ
d=1
c2d+1(´1)
d
4d
ż
R
(
HDm+1´dx u
)2 (
χ2ǫ,b
)(2d+1)
dx
´
(
α+ 1
4
)( c2m+1
4m
) ż
R
(HDxu)
2
(
χ2ǫ,b
)(2m+1)
dx
= B2,3,1(t) +
m´1ÿ
d=2
B2,3,d(t) + B2,3,m+1(t).
(5.71)
Concerning the terms B2,2,1 and B2,3,1, after integrate in time they grant the smoothing
effect. The remainders terms in (5.70) and (5.71) have to be estimated separately.
In this sense, for d P t1, 2, ¨ ¨ ¨ , m´ 1uż T
0
|B2,l+1,d(t)|dt .
ż T
0
ż
R
(
Hl Dm+1´dx u
)2
χ1ǫ/3,b+ǫ dx dt for l P t0, 1u.
Then a combination of (5.37) and properties of the weighted functions imply thatż T
0
|B2,l+1,d(t)|dt . c
˚
m+1´d,2k+1 for any l P t0, 1u, d = 2, 3, ¨ ¨ ¨ , m´ 2.
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The cases not considered in the estimation above are handled by means of the local theory.
§.3 The term B2, can be rewritten according be the case:
(I) If m P Q1, then there exists a non-null constant c = c(m) such that
Bmx D
1´ α2
x (uBxu)χǫ,b = cm
[
D
m+1´ α2
x ; χǫ,b
]
Bx
(
(uχǫ,b)
2 + (uĄφǫ,b)2 + u2ψǫ)
+ cm
[
D
m+1´ α2
x ; uχǫ,b
]
Bx ((uχǫ,b) + (uφǫ,b) + (uψǫ))
+ uχǫ,bB
m
x D
1´ α2
x Bxu.
(II) If m P Q2 then there exists a non-null constant c = c(m) such that
Bmx D
1´ α2
x (uBxu)χǫ,b = cmH
[
D
m+1´ α2
x ; χǫ,b
]
Bx
(
(uχǫ,b)
2 +
(
uĄφǫ,b)2 + u2ψǫ
)
+ cm [H; χǫ,b] D
m+1´ α2
x Bx
(
(uχǫ,b)
2 +
(
uĄφǫ,b)2 + u2ψǫ
)
+ cmH
[
D
m+1´ α2
x ; uχǫ,b
]
Bx ((uχǫ,b) + (uφǫ,b) + (uψǫ))
+ cm [H; uχǫ,b] D
m+1´ α2
x Bx ((uχǫ,b) + (uφǫ,b) + (uψǫ))
+ uχǫ,bB
m
x D
1´ α2
x Bxu
= ĄB3,1(t) +ĄB3,2(t) +ĄB3,3(t) +ĄB3,4(t) +ĄB3,5(t) +ĄB3,6(t)
+ĄB3,7(t) +ĄB3,8(t) +ĄB3,9(t) +ĆB3,10(t) +ĆB3,11(t) +ĆB3,12(t)
+ĆB3,13(t).
To show how to proceed in the case m odd we combine Lemma 3.1 and Lemma 3.3 to
obtain
}ĄB3,1}2 . }u}8 (}u0}2 + ›››Dm+1´ α2x (uχǫ,b)›››
2
)
,(5.72)
and
}ĄB3,2}2 . }u}8 (}u0}2 + ›››Dm+1´ α2x (uĄφǫ,b)›››
2
)
.(5.73)
Since the weighted functions χǫ,b and ψǫ satisfy the hypothesis of Lemma 3.5 then
}ĄB3,3l}2 . }u}8}u0}2 for l = 1, 2, 3, 4.
On the other hand, the Calderon’s commutator estimate (3.2) and Lemma 3.1 lead to
}ĄB3,4}2 . }u}1,2}u}8,
and
}ĄB3,5}2 . }u}1,2}u}8.
Moreover, by the commutator estimate (3.9) we have
}ĄB3,7}2 . }Bx(uχǫ,b)}8 ›››Dm+1´ α2x (uχǫ,b)›››
2
(5.74)
and
}ĄB3,8}2 . ›››Dm+1´ α2x (uφǫ,b)›››
2
}Bx(uχǫ,b)}8 +
›››Dm+1´ α2x (uχǫ,b)›››
2
}Bx(uφǫ,b)}8.
(5.75)
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Furthermore, an application of (3.9) yields
}ĆB3,10}2 . }Bx(uχǫ,b)}8 ›››Dm+1´ α2x (uχǫ,b)›››
2
,(5.76)
and
}ĆB3,11}2 . }Bx(uχǫ,b)}8 ›››Dm+1´ α2x (uφǫ,b)›››
2
.(5.77)
Notice that in the inequalities (5.72)-(5.73) and (5.74)-(5.77) there are several terms which
have been not estimated yet.
Firstly,
D
m+1´ α2
x (uχǫ,b) = cmB
m
x HD
1´ α2
x uχǫ,b +
[
D
m+1´ α2
x ; χǫ,b
]
(uχǫ,b + uφǫ,b + uψǫ)
= H
(
χǫ,bB
m
x D
1´ α2
x u
)
´ [H; χǫ,b] B
m
x D
1´ α2
x u
+
[
D
m+1´ α2
x ; χǫ,b
]
(uχǫ,b + uφǫ,b + uψǫ) ,
where cm is a non-null constant.
Since the arguments to estimate the expression on the right have been previously used,
we will only indicate the tools used.
Combining the Calderon’s commutator estimate (3.2), (3.9) and interpolation imply that›››Dm+1´ α2x (uχǫ,b)›››
2
.
›››Bmx D1´ α2x uχǫ,b›››
2
+ }u}sα,2 + }B
m
x (uχǫ,b) }2 + }B
m
x (uφǫ,b) }m.
Notice that the first term on the right hand side is the quantity to be estimated. The third
and fourth term are handled by using similar arguments as those described in (5.61)-(5.65).
Next, the condition
(5.78) α P
[
2
2k + 1
,
1
k
)
ñ m + 1´
α
2
ď m + αk
is used to obtain information from the previous cases. This is achieved combining Theorem
3.4 and (5.37), that is,
›››Dm+αkx (uφǫ,b)›››
L2T L
2
x
.
›››Dm+αkx φǫ,b›››
L8T L
4
x
}u0}2 +
ÿ
dPQ1(m)
1
d!
›››Bdxφǫ,bDm+αk´dx u›››
L2T L
2
x
+
ÿ
dPQ2(m)
1
d!
›››Bdxφǫ,bHDm+αk´dx u›››
L2T L
2
x
. }u0}2 +
ÿ
dPQ1(m)
1
d!
›››ϕǫ/8,b+ǫ/4Dm+αk´dx u›››
L2T L
2
x
+
ÿ
dPQ2(m)
1
d!
›››ϕǫ/8,b+ǫ/4HDm+αk´dx u›››
L2T L
2
x
. }u0}2 +
ÿ
dPQ1(m)
1
d!
›››ηǫ/24,b+7ǫ/24Dm+αk´dx u›››
L2T L
2
x
+
ÿ
dPQ2(m)
1
d!
›››ηǫ/24,b+7ǫ/24HDm+αk´dx u›››
L2T L
2
x
. }u0}2 +
mÿ
d=0
1
d!
(
c˚m+αk´d,2k´1
)1/2
.
(5.79)
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So that interpolation provide the bound
(5.80)
›››Bmx D1´ α2x (uφǫ,b)›››
L2T L
2
x
. }u0}2 +
›››Dm+αkx (uφǫ,b)›››
L2T L
2
x
.
Analogously is estimated
›››Bmx D1´ α2x (uĄφǫ,b)›››
L2T L
2
x
.
InsertingĆB3,13 into (5.60) it is obtained a term which can be estimated by integration
by parts, Gronwall’s inequality and the Strichartz’s estimate in Theorem 1.2, i.e Bxu P
L1 ([0, T] : L8(R)) .
Finally, gathering together the estimates corresponding to this step combinedwith Gron-
wall’s inequality and integration in time, we obtain the desired estimate, this is, for any
ǫ ą 0, b ě 5ǫ and v ě 0,
sup
0ďtďT
›››Bmx D1´ α2x uχǫ,b(¨+ vt)›››2
2
+
›››Bm+1x uηǫ,b›››2
L2T L
2
x
+
›››HBm+1x uηǫ,b›››2
L2T L
2
x
. c˚m,2k+1,
where c˚m,2k+1 = c
˚
m,2k+1
(
α; k; ǫ; T; v; }u0}sα,2;
›››D1´ α2x Bmx u0χǫ,b›››
2
)
ą 0.
This estimate finish the 2-induction process.
Throughout the proof we have always assumed as much regularity as possible on the
function u, nevertheless the way to proceed in the general case involves the device of reg-
ularization of Bona, Smith [4].
More precisely, we consider initial data u0 P H
s+α (R), then we regularize the initial data
u
µ
0 = ρµ ˚ u0, where ρ is a positive smooth function with compact support, more precisely
ρ P C80 (R) with supp(ρ) Ă (´1, 1) and }ρ}1 = 1.
For µ ą 0 we define the family
(5.81) ρµ(x) = µ
´1ρ
(
x
µ
)
x P R.
The solution uµ associated to the IVP (1.1) with initial data u
µ
0 satisfies
(5.82) uµ P C ([0, T] : H8(R)) .
Applying the results obtained in the section of the 2-inductive process to the function uµ
allows us conclude that, for any ǫ ą 0, b ě 5ǫ, v ě 0, the following holds:
(a) for l = 2, 3, ¨ ¨ ¨ , m and j = 0, 1, ¨ ¨ ¨ , 2k´ 1
sup
0ďtďT
››››BlxD αj2x uµχǫ,b(¨+ vt)
››››2
2
+
›››››BlxDα
(
j+1
2
)
x u
µηǫ,b
›››››
2
L2T L
2
x
+
›››››BlxHDα
(
j+1
2
)
x u
µηǫ,b
›››››
2
L2T L
2
x
ď c˚l,j
(5.83)
where c˚l,j = c
˚
l,j
(
α; k; ǫ; T; v; l; j;
›››uµ0 ›››sα,2 ;
››››BlxD αj2x uµ0χǫ,b
››››
2
)
ą 0;
(b) for l = 2, 3, ¨ ¨ ¨ , m
sup
0ďtďT
›››BlxD1´ α2x uµ(t)χǫ,b(¨+ vt)›››
2
+
›››Bl+1x uµηǫ,b›››2
L2T L
2
x
+
›››HBl+1x uµηǫ,b›››2
L2T L
2
x
ď c˚l,2k+1,
(5.84)
where c˚l,2k+1 = c
˚
l,2k+1
(
α; k; ǫ; T; v; n;
›››uµ0 ›››sα,2 ;
›››Bnx D1´ α2x B2xuµ0χǫ,b›››2
)
ą 0.
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Next, we prove that the constants c˚l,j and c
˚
l,2k+1 are independent of the parameter µ.
First notice that
(5.85)
›››uµ0 ›››sα,2 ď }u0}sα,2
››xρµ››8 ď }u0}sα,2.
Next, the weighted function χǫ,b(x) = 0 for x ď ǫ, therefore when we restrict µ P (0, ǫ) it
follows by Young’s inequality thatż 8
ǫ
(
BlxD
αj
2
x u
µ
0
)2
dx =
ż 8
ǫ
(
ρµ ˚ B
l
xD
αj
2
x u01[0,8)
)2
dx
ď }ρµ}1
››››BlxD αj2x u0
››››
L2((0,8))
=
››››BlxD αj2x u0
››››
L2((0,8))
,
(5.86)
l = 2, 3, ¨ ¨ ¨ , m and j = 0, 1, ¨ ¨ ¨ , 2k´ 1.
Similarly can be proved that for µ P (0, ǫ) the following inequality holds
(5.87)
›››BlxD1´ α2x B2xuµ0χǫ,b›››22 ď
›››BlxD1´ α2x B2xu0›››
L2((0,8))
for l = 2, 3, ¨ ¨ ¨ , m.
Also, as part of the argument, the continuous dependence upon the initial data is used, this
is
(5.88) sup
0ďtďT
}uµ(t)´ u(t)}sα,2 ÝÑµÑ0
0.
The prooffinish combining the remarks underlined above, the independenceof the constants
c˚l,j and c
˚
l,2k+1, of the parameter µ, these joint with a weak compactness argument and
Fatou’s Lemma allow to conclude the proof.
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