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A bstract
In this thesis we first investigate the reaching definitions optimization. This 
compiler optim ization collects and stores information about where a variable 
is defined and how long th a t definition of the variable stays alive before it is 
redefined. We compare the old iterative solution to  a new algorithm tha t uses 
the partialout concept. The partialout solution decreases execution tim e by 
eliminating the  m ultiple passes required in the iterative solution. Currently, 
compilers tha t find a data  dependence between two statem ents in a loop do 
not parallelize the loop. Next we investigate autom atic parallelism for these 
loops by breaking the loop into a set of smaller loops, each of which contains 
no dependencies and thus can be executed in parallel. Finally, we introduce 
a  set of algorithms for optim al processor utilization. The algorithms split 
the loop into a sequential series of parallel blocks, each block executing in 
parallel and utilizing the optim al number of processors possible.
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C hapter 1 
Introduction
In this research project we analyze and design compiler algorithm s for au­
tom atic parallelism, optim ization, and optimal processor utilization. As the 
speed of the hardware is increasing, more research is needed in designing 
software applications for compilers th a t will take advantage of the emerging 
hardware designs. In chapter 2 we investigate a current compiler optimiza­
tion. Compiler optim izations use two types of analysis. The first is control- 
flow analysis which helps identify the loops in the flow graph of a program. 
The other is data-flow analysis which is a process of collecting information 
about the way variables are used in a program [1]. One type of data-flow 
analysis tha t is often employed in optimizing compilers is the reaching defini­
tions analysis. In this type of analysis, information about all the definitions 
of a program are collected and stored in a use-definition or ud chain. The 
compiler collects and stores inform ation for where each variable is defined and 
how far tha t definition of the variable reaches [6]. Reaching definitions anal­
1
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ysis is a valuable tool in th a t the ud chains are used for several optimizations 
which include copy propagation, detection of loop-invariant com putations, 
code motion, and detection of induction variables [1]. We present a new 
algorithm for defining the reaching definitions th a t will further enhance the 
speed of execution.
W ith the advent of massively parallel machines such as the  Thinking 
Machine, compilers are needed th a t can execute existing sequential code in a 
parallel manner. In C hapter 3 we introduce the concept of da ta  dependence 
between two statem ents in a loop which uses array indexing. If a dependence 
exists, then there is a possibility th a t array elements are accessing the same 
memory location within the area of execution [14]. Currently, if a  compiler 
finds a data  dependence between two statem ents in a  loop, no parallelization 
takes place [12]. Therefore, we explore the possibility of splitting the loop 
into m any smaller loops so th a t code within each smaller loop or parallel 
block has no dependencies and thus can be parallelized.
The autom atic parallelization of code should optim ally balance processor 
utilization, thus reducing the num ber of tim e units needed to execute the 
code. In Chapter 4 we im plement our loop splitting concept of Chapter 3 
and present a group of algorithms th a t can be used to optim ally parallelize 
loops which use array-indexing. Loops have a sequential nature in tha t we 
think of a loop as a series of statem ents to be executed and then repeated 
n times. But parallel compiler writers know tha t if there is no dependence
3
between the statem ents of a  loop body, the statem ents may be executed in 
parallel [12]. To parallelize loops which use array-indexing, data  dependence 
tests are used to  determ ine types of dependencies between any two statem ents 
S  and S'  in the loop. Popular data  dependence tests now in use include the 
GCD Test, the Separability Test, the Banerjee Test, and the Omega Test [12, 
16, 4, 10]. In this research we make use of the  Separability Test and assume 
this test returns true  for statem ents S  and S '  of a given loop tha t uses array- 
indexing. Given this assum ption, we present a m ethod of parallelization to 
optimally balance processor utilization given the dependencies returned by 
the Separability Test. Making use of the diophantine equation resulting from 
the dependencies of statem ents S  and S ' , we present loop-splitting algorithms 
for optimal parallelization. Each loop-splitting algorithm  splits the loop into 
smaller loops each of which has no statem ent dependencies and thus can be 
executed in parallel. The diophantine equation resulting from a dependence 
between S  and S'  may be expressed as ax  +  ao =  by +  bo [12]. The loop- 
splitting algorithms use the coefficients a and b and the constant c which 
equals bo — ao- The equation is rew ritten as ax = by +  c. For the param eters 
a =  b and c =  0 we have a trivial case th a t has no cross dependencies and 
thus each available processor is assigned the execution of one loop iteration. 
The next two algorithm s devise a loop-splitting schema th a t operates on the 
coefficients a = b and c ^  0. In these algorithm s, the value of c determines 
where the loop can be optim ally split. If c =  ±1  we find the worst-case for
4
optim ization with each iteration of the loop dependent on the next iteration. 
Another algorithm  investigates the case for a >  0 and b < 0 or a < 0 and 
b >  0. In this situation the index conflicts are embedded from outer to 
inner dependence and the algorithm seeks the innerm ost dependence with 
the shortest distance and splits the loop there. The last set of algorithms 
deal with the  coefficients a ^  b. Given these param eters, the algorithm uses 
both a and b and the constant c to determ ine where the loop can be optimally 
split. The Separability Test returns param etric equations tha t determ ine the 
index conflicts or collisions of the array. We find the first collision from these 
param etric equations and then execute a set of comparisons to determ ine 
whether an x index  conflict (if b > a) or a yindex  conflict (if a > b) falls in 
the same parallel block. If the collision does fall w ithin the same parallel 
block, we split the loop thus eliminating the dependence. The algorithms 
presented succeed in utilizing the maximum num ber of processors possible 
given the existing dependencies and thus reduce the number of tim e units 
needed for execution.
C hapter 2 
Reaching D efinitions
2.1 A nalysis
Currently there are two different m ethods for collecting the reaching defi­
nitions information. One m ethod uses the iterative solution and the other 
method uses what is known as interval analysis [1], In the iterative solution, 
continuous passes are m ade over the blocks in sequential order until all the 
information is collected. W ith interval analysis, we start with a flow graph 
th a t represents the entire program and apply transformations tha t reduce 
the flow-graph to  a  single node or region. Both methods use data-flow equa­
tions to com pute the IN and OUT of each block. The IN represents those 
definitions th a t are alive coming into the block and the OUT represents those 
definitions tha t are alive coming out of the block [11]. The IN and OUT for 
each block is derived from the following equations:
I N  (block) = union O U T (P ) where P  is predecessor o f  block P
5
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OUT(block) =  gen(block) union (IN(block) — kill(block))
The gen is all definitions generated by the block and not killed by th a t 
same block and the  kill is all the definitions th a t are killed by the block 
itself. The main difficulty with the iterative solution is tha t m ultiple passes 
are required to  find the final IN and OUT of each block. This results in excess 
work for the compiler often causing unessential reiteration of calculations of 
most blocks. The m ajor fault with interval analysis is the added complexity 
of the algorithm when applying the data-flow equations. It has not been 
firmly established whether this added complexity results in a  tim e savings 
but the m ethod has been used in some optimizing compilers [1].
2.2 Loops
A close analysis of the reaching definitions problem will show th a t the m ajor 
difficulty arises when the programm er uses a loop structure. Loop structures 
cause repeated passes in the iterative solution. This is because the calcula­
tions of the IN and OUT of the loop blocks m ust include definitions th a t are 
generated but not killed in the loop itself. Doing a sequential first pass over 
the nodes in the loop will not include those definitions, thus forcing another 
pass. It has been shown th a t the upper lim it for the num ber of iterations 
needed is equal to  the depth of nested loops plus two [1]. In other words, if a 
program has a loop nested inside another loop, the upper bound for the num ­
ber of iterations needed is four. The final pass is redundant in th a t none of
7
the IN and OUT definitions change. This is simply a final check to ascertain 
tha t there are no more changes. It is our contention th a t an algorithm which 
calculates a partialout for loop blocks will elim inate the multiple passes of 
the iterative solution and generate significantly fewer bit manipulations.
2.3 A lgorithm
The algorithm presented here looks a t all loops of a program and calculates 
what we call a partialout for each loop. When loops are nested, the par­
tialout of the innerm ost loop is always calculated first. Also for nested loops, 
once a block or node is visited, th a t block is removed from all outerm ost 
loops. This way, blocks are not revisited and calculations repeated. Once 
the partialouts for all the loops are calculated and stored, a single sequential 
pass for calculating the true IN and OUT is all th a t is needed, thus elim inat­
ing a significant num ber of bit manipulations. The data  structures used are 
generally all simple b it strings. The bit m anipulations include union, compli­
m ent, and intersection. The overhead or added complexity of this algorithm 
is minimal. A bit string tha t represents all the nodes of a loop m ust be 
built. Since other optimizations, including detection of loop-invariant com­
putations, code motion, and detection of induction variables also need this 
information, the loop bit string is not really overhead for this algorithm. But 
the loop b it strings do have to be sorted from innermost to outerm ost which 
adds some complexity.
/  * dopass * /
f o r  each block in  sequential order do
IN (b lock ) =  union pout(P) where P  is predecessor 
OUT{block) = gen(block) union (pin(block) — kill(block))
/  * m ain  * /
f o r  each loop innerm ost to outerm ost do 
pout(headerblock) = empty  
nextblock
fo r  each block not v is ited  in  loop do
pin(block) =  union pout(P) where P  is predecessor 
pout(block) = gen{block) union  (pin{block) — kill(block)) 
f o r  all blocks except headerblock in  loop 
m a rk  v is ited  in  nex t outer loop 
dopass
A careful analysis of this algorithm  will show th a t it forces the calculation 
of the partialout of the smallest or innerm ost region, extends out to the  next 
larger region and calculates th a t partialout and continues in this m anner 
until the partialout of the outerm ost loop is calculated.
2.4 E xam ple
The example th a t follows is a  small Pascal program tha t contains two loops, 
one of which is nested inside the other. This example includes a  step-by-step 
calculation of the partialin and partialout of each block to emphasize the basic 
features of the algorithm. The program itself is not m eant to do anything, 
but rather is intended to dem onstrate the effects of the loop constructs on
9
the reaching definitions.
2.4.1 Program
program, test 
var
a, b, c, k, d , i, x, y, z: in teger; 
begin
(1) a :=  5;
(2) b :=  10;
(3) c := a + b;
fo r  k  :=  1 to 5 do begin
(4) d :=  a — b;
(5) a := 3;
fo r  i :=  1 to 3 do begin
(6) x  :=  b — a;
(7) y :=  c +  a;
(8) c :=  d;
i f  (y > x) then  
(9) y := y — a]
(10) x  :=  y 
end;
(11) e? :=  or;
(12) c :=  y 
end;
(13) 2  :=  x  +  y
end.
2.4 .2  F low  Chart
11,12
2.4 .3  Loop S tructures
loopinneT ==► 0000 1011 1111 100 
l00p0uteT =>- 0101 1111 1111 110
11
2.4 .4  In-O ut C alcu lations
pin( 07) =  empty  
pin(08) =  0000 0111 0000 0 
pm(09) =  0000 0111 0000 0 
pin(10) =  0000 0111 0000 0 
p in ( l l )  =  0000 0111 0000 0 
p in (12) =  0000 0111 0000 0 
p in (13) =  0000 0111 1000 0
pm(04) =  empty  
pin(05) =  0001 1011 1100 0 
pm(06) =  0001 1011 1100 0 
p*n(14) =  0001 1011 1100 0 
m(01) — empty  
in (02) =  1110 1010 1111 0 
*n(03) =  1110 1010 1111 0 
m(04) =  1110 1010 1111 0 
tn(05) =  0111 1011 1101 0 
*n(06) =  0111 1011 1101 0 
m(07) =  0111 1011 1101 0 
m(08) =  0101 1111 0000 0
pout(05) =  empty  
pout{07) =  0000 0111 0000 0 
pou*(08) =  0000 0111 0000 0 
pout(09) =  0000 0111 0000 0 
poirf(lO) =  0000 0111 0000 0 
pout( 11) =  0000 0111 0000 0 
pout{ 12) =  0000 0101 1000 0 
pout(13) =  0000 0011 1100 0 
pout (02) =  empty  
pout(04) =  0001 1000 0000 0 
pout(05) =  0001 1011 1100 0 
pout(06) =  0001 1011 1100 0 
pout(U )  =  0000 1010 1111 0 
out(01) =  1110 0000 0000 0 
out(02) =  1110 1010 1111 0 
out(03) =  1110 1010 1111 0 
out(04) =  0111 1010 1101 0 
out(05) =  0111 1011 1101 0 
out(06) =  0111 1011 1101 0 
out(07) = 0101 1111 0000 0 
out(08) =  0101 1111 0000 0
12
m(09) =  0101 1111 0000 0 otrf(09) =  0101 1111 0000
m(10) =  0101 1111 0000 0 oui(lO) =  0101 1111 0000
m ( l l )  =  0101 1111 0000 0 o u i( ll)  =  0101 1111 0000
m(12) =  0101 1111 0000 0 out( 12) =  0101 1101 1000
*n(13) =  0101 1111 1000 0 ouf(13) =  0101 1011 1100
m(14) =  0111 1011 1101 0 out{ 14) =  0100 1010 1111
m(15) =  1110 1010 1111 0 out( 15) =  1110 1000 1111
2.4.5 A nalysis
The above example dem onstrates the efficiency of our partialout algorithm. 
We had a to tal of fifteen blocks with two nested loops. W hen using the i t ­
erative algorithm  to determ ine the reaching definitions, we m ust make four 
complete passes through the blocks. Each block requires tha t four bit m a­
nipulations be executed to  determine the IN and OUT. Therefore, the to tal 
number of bit m anipulations executed by the iterative approach is 240. The 
partialout approach looks first at the innerm ost loop and calculates the par- 
tialin and partialout for only those blocks contained in the inner loop, in this 
example blocks 5, 7, 8, 9, 10, 11, 12, and 13. It then looks at the outerm ost 
loop and calculates the partialin and partialout for those blocks contained in 
the outer loop but not in the inner loop (plus the headerblock of the inner 
loop). In this example, the partialin and partialout are now calculated for 
blocks 2, 4, 5, 6, and 14. And finally, the partialout approach makes a final
13
pass through all the blocks in sequence, calculating the true IN and OUT 
of each block. The to tal number of bit m anipulations required for the par­
tialout approach is 104. Given these bit m anipulation statistics, we find tha t 
the partialout approach for this example is approxim ately 56% more efficient 
(faster) than the iterative approach.
C hapter 3 
D ata  D ependence
Sequential languages such as c, Fortran, and Pascal impose a linear order on 
statem ent executions. New architectures have many CPUs and provide the 
opportunity for parallel processing. If the user parallelizes the program so 
th a t it will run in a  com puter with n processors, then the same program will 
fail to run in com puters with less or more than n processors. Autom atic par­
allelism increases the portability by having the compiler parallelize a program 
based on the num ber of processors available. And autom atic parallelism has 
the ability to relax the linear order of statem ent executions so th a t part of 
the program may be executed concurrently, while retaining the integrity of 
the program.
D ata dependence analysis provides us with the necessary theory to en­
able us to build a compiler tha t divides the user program into parts th a t 
may be executed concurrently. The largest gain during the execution tim e 
is obtained by parallelizing the code within the inner loops. Often times
14
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parallelization increases the accuracy of the results. Thus if A ( I )  is an array 
of random  numbers uniformly distributed between [0,1000], then as the I  
becomes relatively large the variable S,  which accumulates the sum of the 
array elements, will become very large and the relatively small values of A (I )  
do not contribute to the S.  On the other hand if we parallelize this using, 
for example 10 processors, we will improve both  the speed of execution and 
accuracy.
A great deal of research has been devoted to the idea of autom atic par­
allelism during the past fifteen years [2, 5, 7, 13, 3]. A utom atic parallelism 
would allow CPU bound programs dealing with such areas as neural net­
works [9], tim e series analysis [15], or image processing to be executed in a 
relatively small time. Currently, when subscripted variables are used within 
an inner loop, and dependence analysis tests show dependence between array 
elements defined and array elem ents used, then the loop is not parallelized. 
In this chapter we identify these dependencies and split the loop into smaller 
loops or parallel blocks so th a t the array accesses within these blocks are 
independent and can therefore be parallelized.
3.1 B ackgr ound
We denote the induction variable controlling the loop by I ,  and let T,  U 
be integers denoting the lower and upper lim its of this induction variable. 
We will refer to the induction variable I  controlling the loop as the D oV ar.
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We define a  variable v to be admissible in a loop, if v  is a DoVar, or v 
is a subscripted variable with subscript expressions containing no function 
reference and dependent only on the DoVar. Statem ent S  a t iteration i, will 
be denoted as S(i),  and statem ent S'  a t iteration % will be denoted 
A true dependence from S(i)  to  S'( i ' ) ,  denoted S ( i ) 5l S'(i ') ,  occurs when a 
variable v is defined in S(i)  and used in S'(i ').  An antidependence from S ( i ) 
to S'( i ' ) ,  denoted S(i)  Sa S'( i ' ) ,  occurs when a variable v  is used in S ( i ) and 
defined in S'(i ').  Finally, an output dependence from S(i)  to S'(i ') ,  denoted 
S ( i ) 8° S'(i ' ),  occurs when a variable v is defined in S(i)  and redefined in 
S'( i' ).  Notice tha t in all three cases no definition of v occurs between the 
statem ents S(i)  and S \ i ' ) .  A dependence direction shows the relationship 
between instances of each loop iteration [12, 8]. If the dependence direction 
is of type = , then a dependence holds within the same loop iteration when 
the distance vector =  0 or i' — i =  0. If the dependence direction is of 
type > , then a dependence holds from a  particular loop iteration back to a 
previous loop iteration when the  distance vector >  0 or % — i >  0. If the 
dependence direction is of type < , then dependence holds from a  particular 
iteration to a future loop iteration when the distance vector <  0 or i' — i <  0. 
W hen a statem ent S(i)  in the i th  iteration is assigned a value and then this 
value is causing dependence by being carried from one iteration of the loop 
to the next, we call this dependence loop-carried dependence [16]. If L  
denotes a loop and S T A T ( L )  is the set of assignment statem ents in L,  the
17
dependence graph of L,  denoted by D G (L ), is the graph of the relation 6 on 
S T A T ( L ) .
If Z is the set of integers and a, b £  Z with g =  gcd(a, b) then one could 
prove there exist integers u , v  £ Z such th a t g = au+bv.  A  linear diophantine 
equation is an equation of the form 5Z"_i a,Xi =  c where aj £ Z, j  = 1 , n,  
c £  Z and n £  N, with n > 1.
T h e o re m  3.1 A linear diophantine equation 5Z”=1 a,-x,- =  c with g =  #cd 
( a i , a „ ) ,  has a solution i f  and only i f  g divides c.
T h e o re m  3.2 Let ax + by =  c denote a linear diophantine equation, assume 
that g =  gcd(a,b), g divides c and that u , v  are integers with g = au +  bv. 
Then the set of  all solutions (x t ,y t ), t £ Z, o f  the equation is given as follows:
uc b „.
x t = -----1- t -  (3.1)
9 9
vc a 
Vt =  —  t -  
9 9
Proofs to the above two theorems can be found in [16]. Let us show some
examples to dem onstrate how the above theorems are used. Consider the
following loop:
D O  I  =  20, 60
S : A ( 6 * I  + !) = ■■■
S'  : • • • =  A(4 * I  -  6)
E N D  D O
18
In order for the statem ents S  and S'  to be dependent, there m ust be values
x, y of I  such th a t the array element accessed by statem ent instance S ( x )
is the same as the one accessed by statem ent instance S'(y) .  This implies
th a t there m ust exist a solution to the dependence equation 6x +  1 =  4y — 6
or 6x — 4y =  —7. The greatest common divisor (gcd) of 6 and 4 is 2. This
does not divide 7, hence statem ents S  and S'  are independent. Therefore,
this loop can be restructured into a DoAll block as follows:
DOALL I =  20, 60 
S :  A (6*  I + !) = ■■■
S'  : ■ • • =  A(4  * I  -  6)
END DOALL
This DoAll structure allows for each iteration of the loop to be executed
by a different processor in parallel. Instead of using forty tim e units to
execute this loop, we can use only one tim e unit and forty processors all
working concurrently. Next, consider the following loop:
DO 1 = 1 ,  20
S  : A(2  * /  +  3) =  • • ■
S'  :■■■ — A ( I  — 1)
END DO
Here, our diophantine equation is 2x +  3 =  y — 1 w ith a =  2, b — 1, and 
c =  —4. Our g = gcd(a, b) =  1. Since g divides c, we know tha t some kind of
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dependence exists between statem ents S  and S ' . Therefore, this loop cannot 
be restructured into a D oA ll block w ithout further investigation.
3.2 Increase o f Parallelism
If the diophantine equation corresponding to the arguments of the m atri­
ces th a t could be true dependent, antidependent, or output dependent, has 
a solution and the solution is w ithin the boundaries of the loop, formerly 
parallelization of the loop was impossible. However, if the boundaries of the 
loop are known, parallelism can be achieved by splitting the loop into smaller 
loops or parallel blocks, each of which has no dependence. The process works 
as follows:
• Identify the arrays th a t could possibly cause dependence.
•  Form the diophantine equations corresponding to the argum ent of the 
arrays identified as a possible cause of dependence.
• Check if the diophantine equations have integer solutions within the 
loop boundaries. If no solutions exists, then the loop can be parallelized 
or restructured into a single D oA ll block and the process finishes. 
Otherwise, we find those solutions.
•  The solutions enable us to find the values of the index variable /  for 
which two or more statem ents of the loop access the same memory 
location. When this happens we say tha t we have a co llision .
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•  Let <  *2 <  ... <  in be the  ordered sequence of index values for which 
collisions could happen. Then if T, U are the known lower and upper 
values of the loop respectively, with T  < ij < U, j  =  1, 2, n, then 
we divide the loop into at m ost n +  1 smaller loops, each of which can 
be parallelized.
•  If T  < *i — 1 then the first loop has lower lim it T  and upper limit 
i x — 1, otherwise the code is sequential and is preceding the first loop. 
The loop corresponding to the i j - i  and ij values of 7, has lower limit 
i j - i  +  1 and upper lim it ij — 1.
•  For 7 =  *i, ..., in, the code is executed sequentially.
The following example shows how the loop splitting works:
DO I =  6, 20
S  : A (6 * 7  +  3) =  •••
5" : • • • =  A(3 * /  -  9)
END DO
The diophantine equation corresponding to the array arguments of the 
above example is 6x +  3 =  3y — 9, with 6 <  x , y  <  20. A loop-independent
dependency exists if 6x +  3 =  3x — 9, or x  =  —4. Since —4 is not in the
interval [6,20], there is no loop independent dependence between S  and S ' . 
A true dependence exists if the above diophantine equation has a solution 
(x , y) with 6 <  x < y <  20. The diophantine equation can be written as
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6x — 3y — —12. Then g =  gcd(6, —3) =  3 and since g =  6u — 3v we have
u = 1, v = 1. O ur param etric equations are x t = —4 — t and yt =  —4 — 2t.
Thus S  is true dependent on S'  if 6 <  —4 — t <  —4 — 2t <  20 which implies
— 12 <  / <  —10, For t  =  —10, we have x  =  6, y  =  16. A common access
to location A(39) causes a true dependence between S  and S ' . Also, for
t = —11, we have x =  7, y =  18. The common location accessed is A(45).
Finally, for t =  —12 we obtain x = 8, y =  20 and the common location
accessed is A(51). In order for an antidependence to exist, the inequality
6 <  —4 — 21 < —4 — t < 20 m ust be satisfied. Since the above inequality is
not satisfied, an antidependence does not exist. The loop can be split into
the following sequence. Remember, the DoAll block means the iterations
of the loop (in this case, from 7 =  9,15) have no dependence and can be
executed in parallel.
DO I =  6, 8
S  : A(6  * /  +  3) =  • • •
S' :■■■ = A {3*  I - 9 )
END DO 
DOALL I =  9, 15
S  : A ( 6 * /  +  3) =  •••
S'  :■■■ = A ( 3 *  I - 9 )
END DOALL 
DO I =  16, 20
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S  : 4 (6  * I  +  3) =  • • • 
S ' : • ■ ■ =  A(3 * /  -  9)
E N D  D O
Chapter 4 
Parallelization
In the last chapter we explained what data dependence is, we discussed the 
three different types of dependence direction, and we showed how, with the 
use of diophantine equations, we could determ ine the index conflict areas or 
collisions of a loop and suggested a  way of splitting the loop so th a t pieces of it 
could be done in parallel as opposed to a purely sequential execution. We split 
the loop at each collision assuring th a t no two collisions resided in the same 
parallel block. But our loop splitting schema did not optim ally parallelize the 
loop. In this chapter we present algorithms to optim ally split a loop into a 
sequence of parallel blocks. By optimally we mean using the greatest number 
of processors and the least number of tim e units possible. Each iteration of 
a  parallel block may be executed simultaneously, whereas the parallel blocks 
themselves must be executed sequentially. These algorithms insure th a t no 
two members of an index conflict or collision reside in the same parallel block. 
Consequently, these algorithms guarantee tha t the integrity of the original
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program is m aintained and the results from the loop-splitting algorithms is 
the same as the results from the original program.
We used a  loop restructuring tool called t in y  which was w ritten by M. 
Wolfe of the Oregon G raduate Institute. T in y , given a specially form at­
ted program with loops and statem ents w ithin the loop body a ttem pts to 
restructure a loop so th a t the loop can be parallelized into a D oA ll block. 
A D o A ll block signifies th a t each iteration of the loop is independent and 
consequently can be executed in parallel. If t in y  is presented with two sta te­
ments of a loop which have a  loop-carried dependence, t in y  will return  the 
following message: U n a b le  to  p a ra lle liz e  d u e  to  d a ta  d e p e n d e n c e . At 
this point in the t in y  application, we include our procedure tha t contains 
the algorithms for loop-splitting and optim al parallelization. Our procedure 
writes out to a  file the sequential series of parallel blocks for loop-splitting. 
The procedure will ask for a lower and upper bound (the real values of T  
and U,  respectively) for run-tim e and split the loop into sequential parallel 
blocks, giving the optim al parallelizations we seek.
We have subdivided the param eters of the  diophantine equations, namely 
the values of a, b, and c into several cases. We first present the logic for each 
case, followed by the algorithm  itself, and then an example. The first and 
most trivial case occurs when a =  b and c = 0. We know from the Theorem 
3.1 tha t a dependence can exist between two statem ents in a loop S  and S'  
only if g = gcd(a, b) divides c. Since, in our trivial case, c =  0, g divides c and
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since a = b, we have a  dependence direction of type =  or a loop-independent 
dependence. Consequently, given these param eters, we know th a t there is 
no dependence across loop iterations. The dependence between statem ents 
will fall w ithin each loop iteration. Therefore the D oA ll block will suffice 
to maximally parallelize any loop with these param eters. For an example,
consider the following loop:
D O  I  =  1, 5
S  : A(2  * /  +  3) =  • • •
S'  : ■ ■ ■ = A(2  * I  +  3)
E N D  D O
Here, a =  2, b =  2, and c =  0. Therefore, our diophantine equation is
2x =  2y and the lower bound is T  — 1 with an upper bound of U =  5. If we
unroll this loop it would look like the following:
: A(5) =  . . .
5 ; : . . .  =  A(5)
52 :A(7) = .. .
S ; : - "  =  A(7)
S3 : A{9) = ■■■
S'3 :---  =  A(  9) 
S4 : A (ll) = •••
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^  =  >1(11) 
5S : ,4(13) = • • • 
S'; : - • • = A(13)
As is evident, the dependence falls within each loop iteration. Tiny, the 
restructuring tool we used, is able to determine th a t the dependence falls 
within each loop iteration. Consequently, given these param eters, tiny will
restructure the loop into a  DoAll block th a t looks like the following:
DOALL I =  1, 5
S  : A(2  * I  +  3) =  • • •
S'  = A(2 * 7  +  3)
END DOALL
Given this DoAll block, each iteration of the loop will be executed by 
a different processor or in parallel. In the following sections, we will review 
all the cases tha t exist for our diophantine equation param eters and present
algorithms tha t will split the loop into a series of DoAll blocks. These
sequential DoAll blocks will perm it maximum parallelization and optimal 
processor utilization.
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4.1 Case 1
4.1.1 P aram eters
Let a = b and c >  0.
4.1.2  Logic
Let g =  gcd(a, b) = a =  b. If g does not divide c there is no dependence 
and tiny will restructure the loop into a DoAll block. If g does divide c, we 
have a dependence direction of type < . The GCD Test is not an exact test, 
but rather ‘provides a sufficient and necessary condition for the existence 
of a solution to the dependence equation.’ (Zima). So we explore in more 
depth. We wish to find the first indexes for x  and y which results in the 
array elements accessing the same memory location. W hen array elements 
access the same memory location, we call this a collision. Let s equal c 
divided by g. We will denote this as s =  c/g. Our first collision will be 
at yindex  =  T  and xindex  =  T  +  s where T  is the  lower limit. Given the 
dependence direction of type < , we must be assured th a t the yindex  memory 
access is executed before the xindex  memory access takes place. Thus we 
must place each member of this collision in a separate parallel block with the 
yindex  in a parallel block tha t is sequentially executed before the parallel 
block which contains the xindex.  We can accomplish this by splitting the 
loop between xindex — 1 and xindex.  If xindex  >  U where U is our upper 
bound, the entire loop can be put into a single DoAll block as all collisions
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reside outside of our region of execution. Otherwise, we must continue to find 
the conflicts within our region of execution, until xindex  > U. We do this by 
letting xindex  =  xindex  -f s and splitting the loop again between xindex  — 1 
and xindex.  Since s = c/g  represents the distance between collisions, by 
adding s to xindex  and splitting the loop between xindex  — 1 and xindex  
we are guaranteed th a t all members of the collisions are in separate parallel 
blocks.
4.1.3 A lgorith m
The algorithms presented in this chapter are w ritten in pseudocode th a t re­
sembles the c program m ing language. The purpose of the pseudocode is to 
make a transition from the logic and theory to the programming concept. A 
full set of routines have been implemented in our restructuring tool, tin y . 
The choice of using pseudocode here is mainly for clarification purposes. Cer­
tain routines which perform a specific function are called by these algorithms. 
F irst, a routine called p r in td o a ll( )  is used. The p r in td o a ll  routine prints 
the D oA ll block from a specified lower bound to  a specified upper bound 
replicating statem ents S  and S ' . For example, if the diophantine equation is
x — y +  1, a call to p r in td o a ll(2 ,  5) will produce the following output: 
D O A L L  I  =  2, 5
S : A ( I )  = -
S'  : • • • =  A( J  +  1)
29
END DOALL
This routine is used to  print the set of sequential parallel blocks. Another
routine, findgcd() calculates g, the greatest common divisor of a, b of our
diophantine equation and finds the param eters u and v for the equation
g =  au — bv.
/  * Case  1 and Case  2 
a = b and c ^  0 
global variables
int  a , b, ao, bo, T , U
*/
m a in ()
{
int  c, s, indexi ,  index 2 
c =  abs(bo — a0)
5  =  c /a  
index \ =  T
index 2 =  index \ +  s — 1 
while(index 2 <  £/){
pr intdoal l( index\ , index 2 ) 
index 1 =  index-i +  1 
index 2 = index 2 +  5
}
printdoall( indexi,  U)
}
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4.1 .4  E xam ple
Consider the following loop:
DO I =  1, 20 
S : A ( I )  = -
S'  : • • • =  A { I  +  4)
END DO
Our diophantine equation is x  =  y -f 4 where a =  1,6 =  1, and c =  4.
The gcd(a,b) =  1 or g = 1. Therefore, s =  c/g =  4. Our first collision is
at xindex  =  T  +  s =  5 and yindex = T  =  1. Thus our first loop split is
between xindex  =  4 and xindex  =  5. Our algorithm for this example prints
the following set of sequential parallel blocks:
DOALL I =  1, 4 
S : A ( J )  =  . "
S'  : • • • =  A { I  +  4)
END DOALL 
DOALL I =  5, 8
S : A ( I )  = -
S'  : • • • =  A( J  +  4)
END DOALL 
DOALL I =  9, 12 
S  : A( I )  — • ■ •
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S'  : • • • =  A{ I  + 4)
END DOALL 
DOALL I =  13, 16
S  : A( I )  =  • • •
S'  : • • • =  A ( I  + 4)
END DOALL 
DOALL I =  17, 20
S : A ( I )  = . . .
s '  = A ( I  +  4)
END DOALL
4 .1 .5  T im e Factor
We need some m ethod for comparing the number of sequential DoAll blocks 
executed with the parallel algorithm to the number of sequential loop it­
erations executed for when no parallelization is done. If we consider each 
iteration of a loop a single tim e unit when executed sequentially and each 
DoAll block a single tim e unit when executed in parallel, we can compare 
the  two and determine the decrease in execution tim e brought about by the 
parallel algorithm. The num ber of sequential DoAll blocks executed is de­
pendent on s =  c/g. If we let t = \(U — T  +  l ) / s ] ,  t will signify the total 
num ber of sequential DoAll blocks or tim e units needed to execute the code.
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U — T  + 1  represents the num ber of tim e units needed to execute the code in 
a purely sequential manner. By comparing t to U — T + 1, we can get an idea 
of th e  decrease in execution tim e or how much faster the parallel algorithm 
will execute. In the example of this section, t =  5 and U — T  +  1 =  20. 
Thus we find a 5:20 ratio  which signifies th a t the parallel algorithm  in this 
example can execute the code 4 times as fast as the sequential code.
4.2 Case 2
4.2.1 P aram eters
Let a = b and c <  0.
4.2 .2  Logic
Let g =  gcd(a, b) = a = b. If g does not divide c there is no dependence 
and tiny will restructure the loop into a DoAll block. If g does divide 
c, then we have a dependence direction of type > . Again we wish to find 
the first indexes for x  and y which results in the array elements accessing 
the same memory location in our given region of execution. Given these 
param eters, let c =  |c| (we want distance, and are not concerned about 
direction). Then let s = c/g. Now our first collision is when xindex  =  T  
and yindex — T  + s. This case is similar to section 4.1/ In section 4.1 the 
right side of the diophantine equation is always greater then the left side 
and the dependence direction is always of type < . In this case, with c < 0,
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the left side of the diophantine equation is always greater then the right side 
and the dependence direction is always of type > . Given this dependence 
direction, we m ust be assured tha t the xindex  memory access is executed 
before the yindex  memory access takes place. Consequently, we place each 
member of this collision in a separate parallel block with the xindex  in a 
parallel block th a t is sequentially executed before the  parallel block which 
contains the yindex.  We can accomplish this by splitting the loop between 
yindex — 1 and yindex.  If yindex  >  U then the loop can be executed as a 
D oA ll block as all conflicts reside outside of our region of execution. W hile 
yindex < U, we m ust continue to search for all conflicts th a t reside in the 
region of execution. If we let yindex — yindex  +  s and split the loop between 
yindex  — 1 and y index , we are assured th a t all members of the collisions will 
reside in unique parallel blocks. We repeat this procedure until yindex > U.
4.2.3 A lgorith m
See section 4 .1 .3
4.2 .4  E xam ple
Consider the following loop:
D O  1 =  4 , 22 
S  : A(3 * / )  =  •••
S'  : • • • =  A(3 * I  -  6)
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E N D  D O
Our diophantine equation is 3x =  Zy — 6 where a = 3, b =  3, and c =  —6.
Let c =  |c| so th a t c =  6. The gcd(a,b) =  3 or g =  3. Thus, s = c/g =  2.
Our first collision is a t x index = T  = 4 and yindex  = T  + s =  6. In other
words, when I  = 4, S  accesses memory location A{\2)  and when 1 = 6,
S'  accesses the same memory location. Consequently, our first loop split is
between yindex  — 1 =  5 and yindex = 6. Our algorithm  for this example
prints the following sets of sequential parallel blocks:
D O A L L  I  =  4, 5 
5  : A(3 * / )  =  ■■■
S' :■■■ = A {3*  I - 6 )
E N D  D O A L L  
D O A L L  I  =  6, 7
S  : A{ 3 *  I)  = ■■■
S'  :■■■ = A (3 *  I - 6 )
E N D  D O A L L  
D O A L L  I  =  8, 9
S  : A(3 * / )  =  •••
S / : ■■■ — A(3  * 1  — 6)
E N D  D O A L L  
D O A L L  I  =  10, 11
35
S : A ( 3 * / )  =  •■•
S '  :■■■ = A(3 * 1 - 6 )  
END DOALL 
DOALL I =  12, 13
S  : A(3 * I )  =  • • •
S'  : ■ ■ ■ =  A(3 * I  -  6 ) 
END DOALL 
DOALL I =  14, 15
S  : A(3 * / )  =  •••
S'  : ••• =  A(3* J - 6 ) 
END DOALL 
DOALL I =  16, 17
S  : A(3 * / )  =  •• •
£ ' ' : • • •  =  A(3 * 1  —  6 )  
END DOALL 
DOALL I =  18, 19
5  : A(3*7)  =  •••
S'  : ••• =  A(3* J - 6 ) 
END DOALL 
DOALL I =  20, 21
5  : A(3 * / )  =  ■••
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S'  = A(3 * 1 - 6 )
END DOALL 
DOALL I =  22
5  : A(3 * / )  =  •■• 
S'  :■■■ = A(3 * 1 - 6 )
END DOALL
4.2 .5  T im e Factor
The number of sequential DoAll blocks executed using the parallel algorithm 
is again dependent on s =  c/g  where c = |c|. In this example, our t =  
\(U — T  +  l ) / s ]  =  10 and U — T  +  1 =  19 for a ratio  of 10:19. This ratio 
implies th a t the parallel algorithm  is approximately 2 (exactly 1.9) times 
faster than  the sequential execution.
4.3 Case 3
4.3.1 P aram eters
Let a =  b and s = c/g  =  ±1.
4.3.2  Logic
Let g =  gcd(a, b) = a =  b. If g does not divide c there is no dependence and 
tiny will restructure the loop into a single DoAll block. If g does divide c
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and s =  ± 1  we have a dependence direction of type > or < depending on the 
sign of s w ith a collision distance of 1. Examples of diophantine equations 
th a t fall into this case are x  =  y +  1, 4a; =  Ay — 4, and 3a; +  1 =  3y +  4. 
This is the worst case situation for parallelizing a sequential loop. Since 
the distance between dependencies is only 1, each iteration of the loop is 
dependent upon the next or previous iteration depending on the sign of s. 
Loops with these param eters cannot be parallelized and m ust be executed 
sequentially to maintain the integrity of the original program.
4.3.3 E xam ple
Consider the following loop:
DO I =  5, 10
S  : 4(3 * I  +  1) = • • • 
S'  :■■■ =  4(3 *7 + 4)
END DO
Our diophantine equation is 3a; +  1 =  3y +  4 where a =  3, b =  3, and
c =  3. The gcd(a,b) = 3 or g =  3. Thus, s =  cjg =  1. If we unroll this loop
and plot the memory access locations we will find the following:
S 5 : 4(16) 
5; .•••• = 4(19)
56 :4(19) = ---
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S'6 :--- = A(  2 2 )
57 : 4 (22) =  ■ • •
S'7 : ■ ■ ■ =  4(25)
58 : 4 (25) =  • • •
•Sg : • • • =  4(28)
59 : 4 (28) =  • • •
5 ; : ••• =  4(31)
5io : 4(31)
Sjo = • • ■ = 4(34)
As we can see, w ith a dependence distance of 1, each iteration of the 
loop m ust be executed sequentially to insure th a t the access to the memory 
location made by the statem ent 5,-_i is executed prior to the reassignment 
of the memory location made by the  statem ent 5,-.
4.4 Case 4
4.4.1 P aram eters
Let a > 0, b < 0 or a < 0, 6  >  0.
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4.4.2 Logic
Let g — gcd(a, b). To avoid accessing negative memory locations, we assume 
the diophantine equation is such tha t c > by or in the second case c >  ax. 
Examples of diophantine equations th a t fall under this case are 2x +  3 =  
51 — 3y or 15 — 2x =  2y +  3. Our restructuring tool, tiny, will normalize any 
loop th a t accesses negative memory locations thus reassigning all memory 
locations to positive numbers. Therefore, we need not be concerned with 
negative memory locations or is tha t the intent of this research. If g does 
not divide c then tiny will restructure the loop into a D oA ll block, since 
we have no da ta  dependence. If g\c, then given the param eters a > 0, b < 0 
we note tha t the left side of the diophantine equation increases and the 
right side decreases as the induction variable increases. Consequently, at 
some point as the left side increases and the right side decreases, we have a 
change of direction (cod) point or a point where the left side becomes greater 
than the right side. Given the other param eter a <  0, b > 0 we have the 
same situation but reversed with the left side of the diophantine equation 
decreasing as the right side increases. And again we recognize a cod point. 
In order to optim ally parallelize this loop, we want to split the loop at the 
point of this direction change. Referring again to the first set of param eters, 
if we let w  =  |a| +  |6 |, we calculate 2  =  (i n t ) c /w . Our 2  now represents 
the last index of x  where the left side of the diophantine equation is smaller 
than the right side or the point just before the direction change. Therefore
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we split the loop between xindex  = z  and xindex = z + 1 . Considering the 
second set of param eters a <  0 , b > 0  our z  represents the last index of x  
where the right side of the diophantine equations is smaller than  the left side. 
Splitting the loop at the cod point guarantees th a t no two elements of any of 
the conflicts share the same parallel block.
4.4 .3  A lgorith m
/  * Case  4
a > 0, b < 0 or a < 0, b > 0 
global variables : 
int  a, b, ao, bo, T ,  U 
c  =  bo — cto 
w  =  abs(a) +  abs(b) 
z  =  (in t )c /w  
i f ( T  > z)
printdoall(T,  U) 
else{
printdoall(T,  z) 
printdoall(z -f 1 , U)
}
}
4.4 .4  E xam ple
Consider the following loop:
DO 1 = 1 ,  15
S  : A ( 2 * /  +  3) =  •••
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S'  :■■■ =  4(51 - 3 * 1 )
END DO
Our diophantine equation is 2x + 3 =  51 — 3y with a =  2 , b =  —3, and
c =  48. These param eters coincide with our first set of param eters of section
4.4 .2 . Let w  =  |a | +  |6 | =  5. Then z =  (in t )c /w  =  9. Now we split the loop
between xindex  = z =  9 and xindex = z -f 1 =  10. Our algorithm for this
example prints the following two sequential parallel blocks:
DOALL I =  1, 9 
S  : A(2  * 7 +  3) =  • • • 
S'  : • • •  =  4(51 - 3 * 7 )
END DOALL 
DOALL I =  10, 15
S  : 4 ( 2 *  7 +  3) =  •••
S'  :■■■ = 4(51 - 3 * 1 )
END DOALL
4.4.5 T im e Factor
W ith these param eters, the number of sequential DoAll blocks it takes to 
execute the code is always two. We simply split the loop one tim e at the 
cod point and this insures no two members of a collision reside in the same 
parallel block. Therefore, t = 2. Consequently, in our example, we have
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t =  2 and U — T  +  1 =  15. Thus our ratio  is 2:15 and we find th a t the 
parallel algorithm  is 7.5 times faster than the sequential execution. As the 
value of U — T  +  1 becomes quite large (we have many iterations of the 
loop) the  decrease in execution tim e for the parallel algorithm becomes quite 
significant.
4.5 Case 5
4.5.1 P aram eters
Let a > b and c =  0.
4.5.2  Logic
Let g = gcd(a,b). One solution set of the diophantine equation is given by 
x 0 = u * c/g  and yo =  v  * c/g where u and v are derived from the equation 
g =  au — bv [16]. Since c =  0, we know one solution set of the diophantine 
equation is xq =  0,yo =  0 or (0,0). Given the param eter a > 6 , we have 
a dependence direction of type > . Consequently, if we let z = \T  * g /b ] , 
then our first conflict is at xindex = b/g * z and yindex  =  a/g  * z. To 
insure th a t no two members of a collision reside in the same parallel block, 
we split the loop between yindex  — 1 and yindex.  To find the next parallel 
block, we increm ent z, let oldyindex =  y index , and again calculate x index = 
b/g * z  and yindex = a/g  * 2 . We could at this point split the loop between 
yindex  — 1 and yindex  which guarantees th a t no elements of a collision reside
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in the same parallel block. However, since the left side of the  diophantine 
equation is increasing more rapidly than  the right side, it is not necessary 
to  split the loop at every increment of z. Instead, a t each increm ent of z, 
if xindex  > oldyindex we split the loop between yindex  — 1 and yindex.  
Otherwise, we do not split the loop but instead only increment 2  again and 
recalculate xindex  and yindex.  As soon as xindex  >  oldyindex , we again 
split the loop between yindex  — 1 and yindex.  Continuing in this m anner 
until yindex > U , we have optimally parallelized the loop.
4.5.3 A lgorith m
/  * Case  5 and Case  6
a > b and c =  0  or b > a and c — 0  
global variables
int  a , b, ao, bo, T, U
*/
mainQ
{
int  m ,  index j, index 2 , f lag ,  A  
f loa t  z\,  m \  
f indgcdQ  
i f  a > b
zx = T *  g/b  
else
z i = T  * g/ a  
m  = (int)z\  
m i -- ( f loa t )m
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i f  (zt ==  m j)
2 =  21 
else
Z  =  Z i  +  1 
i f  a >  b) {
index-i =  b/g * 2 
index 2 = a /g  * z
}
e/se {
index-i = a /g  * z 
index 2 =  b/g * z
}
f l a g  =  1 
A  = T
while  (index 2 <  C/) {
i f  { f ^ g )  {
printdoall  (A, index 2 — 1 ) 
oldindex = index 2 
A  =  index2
}
f la g  = 1 
2  +  +
i f  (a > b) {
indexi  = b/g * z 
index 2 = a/g  * z
}
else {
index\ — a/g  * z
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index 2 =  b/g * z
}
i f  [index  1 >  oldindex) 
continue 
else
f l a g  =  0
}
printdoall  (A, U )
}
4.5 .4  E xam ple
Consider the following loop:
DO I =  1, 20
S  : A ( 3 * / - 2 )  =  •••
S' — A(2 * 1  — 2)
END DO
Our diophantine equation is 3a: — 2 =  2y — 2 with a =  3, b =  2, and c =  0.
Then 2  =  = 1 .  Our first collision is a t xindex  =  6 / 5  * z =  2 and
yindex  =  afg  * z =  3. Thus our first split is between yindex  — 1 = 2  and
yindex — 3. Our algorithm for this example will print out the following set
of sequential parallel blocks:
DOALL I =  1, 2
S  : A(3 * /  -  2 ) =  • • •
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S'  = A {2*  I - 2 )
END DOALL 
DOALL I =  3, 5
S : A { 3 * I - 2 )  = ---
S'  :■■■ = A (2 *  I - 2 )  
END DOALL 
DOALL I =  6, 8
S : A ( 3 * / - 2 )  =
: • • • =  A(2 * J -  2) 
END DOALL 
DOALL I =  9, 14
S  : A ( 3 * / - 2 )  =  •••
5 '  : • • • =  A(2  * I  -  2) 
END DOALL 
DOALL I =  15, 20
S  : A(3* J - 2 )  =  •••
S'  : ■ ■ ■ = A{2 * I  -  2) 
END DOALL
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4.5 .5  T im e Factor
To find the num ber of sequential D o A ll blocks, given the param eters a > b 
and c =  0 , we must first determine the number of collisions th a t occur 
between a given T  and U.  We know th a t g — gcd(a, b) and we can rewrite 
our diophantine equation such th a t ax — by =  c. Since g =  au — bv, we 
can solve for u and v. Then using equation 3.2, we can find the param etric 
equations Xt and yt. Now we m ust solve the inequality T  <  <  yt <  U
such tha t T' < t <  U' . Let n denote the m aximum num ber of loop splits 
required. Then n = U' — T'  +  1. The m aximum num ber of loop splits would 
insure th a t no two members of a collision reside in the same parallel block. 
But since a > b, we know th a t the left side of the diophantine equation is 
increasing more rapidly than the right side and therefore we may not need to 
split the loop for every collision (or for every increment of t). Our algorithm 
checks if xindex < oldyindex to determ ine if we need to split the loop for 
the respective collision. If we keep a counter, denoted k, and increase k each 
tim e xindex  < oldyindex,  then k will represent the num ber of times we do 
not need to split the loop since the members of each collision are already in 
a unique parallel block. Now the to tal number of splits needed, denoted I, is 
n — k. Our / now represents the optim al number of splits required. Since the 
number of sequential D oA ll blocks is one greater th a t the num ber of optimal 
splits, we have t = I +  1. Now by comparing t to U — T +  1, we can represent 
our ratio as in the cases above. For this example, our diophantine equation
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is 3a; — 2 =  2y — 2. Our g = gcd(a,b) — 1. We rewrite the  diophantine 
equation such th a t 3x — 2y = 0. Since g = au — bv, our u =  1 and v =  1 . 
Then x t =  —21 and yt =  —31. Now our inequality is 1 <  —21 < —31 <  20 
such tha t — y  < t < — Since we are only interested in integer solutions we 
rewrite the inequality as — 6  < t <  —1. Then n =  U' — T'  +  1 =  6 . We find 
th a t k = 2, so th a t I = n — k = 4 and thus t = 5. Then our ratio is 5:20 so 
th a t our parallel algorithm  for this example executes the  loop 4 times faster 
than  the sequential execution.
4.6 Case 6
4.6.1 P aram eters
Let b > a and c =  0.
4.6 .2  Logic
This is a similar situation to section 4.5  except tha t with these param e­
ters, the right side of the diophantine equation is greater and increases more 
rapidly than the left side. Remember tha t in section 4 .5 , the left side was 
greater than the right and increased more rapidly. Since c =  0, we know 
one solution set to  our diophantine equation is (0,0). Given the current pa­
ram eters (b > a) we have a dependence direction of type < . Consequently, 
if we let z = \T  * g/ a\ ,  then our first collision is at xindex  =  b/g * z  and 
yindex = a/g * z. To insure tha t no two members of a collision reside in the
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same parallel block, we split the loop between xindex — 1 and index.  To find 
the  next parallel block, we increment z,  let oldxindex = x index , and again 
calculate xindex  = b / g * x  and yindex  =  a / g * z .  As before, we could at this 
point split the loop a t xindex  — 1 and xindex  which would guarantee tha t 
no elements of the  collision reside in the same parallel block. However, since 
the right side of the equation is increasing more rapidly than  the left side, it 
is not necessary to  split the loop at every increm ent of z. Instead, for each 
increment of z, if yindex  >  oldxindex  we split the loop between xindex  — 1 
and xindex.  Otherwise, we need not split the loop since the elements of the 
collision do not reside in the same parallel block. Thus, we just increment 2  
and recalculate xindex  and yindex.  Again, we continue in this m anner until 
xindex  > U. At this tim e we have an optimally parallelized loop.
4.6 .3  A lgorith m
See section 4 .5 .3 .
4.6 .4  E xam ple
Consider the following loop:
DO I =  1, 25 
5 :  A(3  * / )  =  •■ •
S'  : • • • =  A(4 * 7)
END DO
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Our diophantine equation is 3x =  4y w ith a = 3, b =  4, and c =  0.
Then z =  \T  * g/a]  =  1. Our first collision is a t xindex  =  b/g * z =  4
and yindex = a /g  * z  =  3. So we split the loop between xindex  — 1 =  3
and xindex  =  4. Our algorithm for this exam ple prints the following set of
sequential parallel blocks:
DOALL I =  1, 3
S  : A( 3*7 )  =  •••
S'  : • • • =  A(4 * 7)
END DOALL 
DOALL I =  4, 7
S  : A ( 3 * / )  =  •••
S' : • • ■ = A(4 * /)
END DOALL 
DOALL I =  8, 11
S :  A { 3 * I )  =  •••
S'  : • • • =  A(4 * I)
END DOALL 
DOALL I =  12, 15
S  : A(3 * / )  =  •■•
S'  = A(4 * I)
END DOALL
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DOALL I =  16, 23
S : A { 3 * I )  = ---
S' : • • • = A(4 * 7)
END DOALL 
DOALL I =  24, 25
S  : A{3 * I )  =  • • •
S' : ■ • • =  A(4 * /)
END DOALL
4.6 .5  T im e Factor
We follow the same process here as in section 4 .5 .5  to determ ine the  to tal 
num ber of sequential D oA ll blocks. Except in this case, 6  >  a so th a t now 
the right side of the diophantine equation is increasing more rapidly than  the 
left side and therefore we may not need to split the loop for every collision. 
In this case our algorithm checks if yindex < oldxindex  to  determ ine if 
we need to split the loop for the respective collision. Therefore, our k  will
now be incremented each tim e yindex < oldxindex.  For this example, our
diophantine equation is 3a; — Ay. Our g = gcd(a, b) =  1. We rewrite the 
diophantine equation such tha t 3a; —4y =  0. Since g = au — bv, our u =  1 and 
v =  1. Then x t — —At and yt = —31. Now our inequality is 1 <  —31 < —At <  
25 such tha t — ̂  < t < — | .  Since we are only interested in integer solutions 
we rewrite the inequality as — 6  < t <  —1. Then n = U' — T  +1  =  6 . We find
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th a t k = 1, so th a t I = n — k = 5 and thus t  =  6 . Then our ratio is 6:25 so 
th a t our parallel algorithm  for this example executes the loop approxim ately 
4 times faster than  the sequential execution.
4.7 Case 7
4.7.1 P aram eters
Let b > a and c >  0.
4.7 .2  Logic
Given these param eters, we know tha t the right side of the diophantine equa­
tion is always greater than  the left side and increases more rapidly. Let 
g = gcd(a,b). A solution set to the diophantine equation is xq =  u * c/g 
and yo = v * c/g  where u and v are derived by the equation g = au — bv. 
W ith these param eters, we have a dependence direction of type < . If we let 
yi — (T  — yo) * 5 /a ,  we can successfully find the lower bound for the derived 
param etric equations. If yi €  Z, then Iwb =  y\.  If t/i 6  R, then Iwb =  y\ - f l .  
The Iwb now indicates the first t of the param etric equations tha t results in 
a collision. This first collision is then calculated at xindex  =  zo +  b/g * Iwb 
and yindex = y0 a /g  * Iwb. Hence, we split the loop between xindex  — 1 
and index.  This split will insure tha t each member of the collision resides 
in a separate parallel block. As in the above sections, we could increm ent 
Iwb by 1 , recalculate xindex  and yindex  and again split the loop between
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xindex  — 1 and xindex.  However, since the right side of the diophantine equa­
tion is increasing more rapidly than  the left side it is not necessary to split 
the  loop for every increment of the Iwb. Instead, we let oldxindex  =  xindex  
and compare oldxindex  w ith yindex.  If yindex > oldxindex  we split the 
loop between xindex  — 1 and xindex.  Otherwise, we just increment Iwb and 
recalculate xindex  and yindex.  Continuing in this m anner until yindex > U, 
we have optim ally parallelized the loop.
4.7 .3  A lgorithm
/*  Case  7 and Case  8
b > a and  c > 0  or a > b and c <  0  
global variables : 
int  a, 6 , ao, bo, T , U
*/
mainQ
{
int  xo5 2/o, m, Iwb, f l a g , 
int indexi,  index2, oldindex 
f loa t  z i, m i 
x 0 = u * (b0 -  ao)jg 
y o z=v*( b0 -  ao)/g 
i f  (b > a)
zi = (T  -  yo) * g /a  
else
zi = (T -  x 0) *g / b  
m  = (int)zi
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m i =  (f loa t )m  
i f  i z i = =  m i)
Iwb = Z\ 
else
Iwb =  zi +  1 
i f  (b > a) {
indexi  =  xo +  b/g * Iwb 
index-2. — yo +  a/g  * Iwb
}
else {
index i =  yo -f a/g  * Iwb 
index 2 =  xq -f b/g * Iwb
}
f l a g  =  1 
A = t
while ( index 1 <  U) {
i f  (f la9 ) {
printdoall  (^4, index  1 — 1 ) 
oldindex =  index  1 
=  index  1
}
f l ag  - 1 
+  +
*7 ( 6  > «) {
indexi  =  £ 0  +  5/y * Iwb 
index 2 =  yo + a/g  * Iwb
}
else {
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index\  =  yo +  a/g  * Iwb 
indexi  =  x 0 +  b/g * Iwb
}
i f  (index 2 >  oldindex) 
continue 
else
f l a g  =  0
}
printdoall (A, U)
}
4.7.4  E xam ple
Consider the following loop:
DO 1 = 1 ,  20
S  : A(Z * I  +  2) =  • • •
S'  : • • • =  A(5  * I  +  6 )
END DO
Our diophantine equation is 3x + 2  =  by -f 6  with a — 3, b =  5, and 
c =  4. Let g =  gcd(a, 6 ) =  1, then derive g = au — bv for u and v. A solution 
set to the diophantine equation is x 0 =  u * c/g =  8  and yo = v * c/g — 4. 
To find the lower bound or Iwb, we let i/i =  (T  — yo) * g /a  = —1. Since 
|yi| £  Z, Iwb = yi = —1 . Our first collision is at xindex — Xo +  b/g * Iwb =  3 
and yindex  =  yo + a/g  * Iwb = 1 .  So our first loop split will be between 
xindex  — 1 =  2 and xindex — 3. Our algorithm for this example prints the
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following set of sequential parallel blocks: 
D O A L L  I  =  1, 2
S  : A ( 3 * /  +  2 ) =  ••• 
S'  : ••• =  A ( 5 * /  +  6 )
E N D  D O A L L  
D O A L L  I  =  3, 7
S  : A(3  * I  +  2) =  • • • 
S'  : • • • =  A(5 * I  +  6 )
E N D  D O A L L  
D O A L L  I  =  8 , 17
S  : A(3 * I  + 2) = ■•• 
S'  : ••• =  A ( 5 * /  +  6 )
E N D  D O A L L  
D O A L L  I  =  18, 20
5  : A ( 3 * /  +  2) =  ••• 
S'  :■■■ = A(5 * 1  + 6)
E N D  D O A L L
4.T.5 T im e Factor
This case is similar to section 4 .6 .5  except now with c > 0, the right side 
of the diophantine equation is increasing even more rapidly than the left
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side. So again, our algorithm checks if yindex < oldxindex  to determine 
if we need to split the loop for the respective collision. Thus our k  will 
now be incremented each tim e yindex  < oldxindex.  For this example, our 
diophantine equation is 3a: +  2 =  by +  6 . Our g =  gcd(a, b) =  1. We rewrite 
the diophantine equation such th a t 3x — 5y =  4. Since g = au — bv, our 
u =  2 and v =  1. Then x t = 8 — 51 and yt — 4 — 31. Now our inequality is 
1 <  4 — 3t <  8 — 5t <  20. Then n = U' — T'  + 1 = 4 .  We find th a t k =  1 , 
so tha t I = n — k = 3 and thus t =  4. Then our ratio is 4:20 so th a t our 
parallel algorithm for this example executes the loop 5 times faster than  the 
sequential execution.
4.8 Case 8
4.8.1 P aram eters
Let a > b and c <  0.
4.8 .2  Logic
This case is very similar to section 4 .7  except tha t here the left side of 
the diophantine equation is always greater and increases more rapidly than 
the right side. Let g = gcd(a,b). Again, a solution set to the diophantine 
equation is x q  =  u*c /g  and y o  =  v*c/g.  W ith the given param eters, we have 
a dependence direction of type > . So in this case we let xi  = (T  — Xo) * g/b  
to locate the lower bound. If x\  € Z, then Iwb = x\ .  If x\  €  R , then Iwb =
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x \  +  1. Now our first collision is calculated at xindex  =  x q  +  bfg *  Iwb and 
yindex  =  y0 + a /g*lwb.  Therefore, we split the loop between yindex —1 and 
yindex.  Again, this split guarantees tha t each member of the first collision 
resides in a different parallel block. To continue, we could increment Iwb 
by 1, recalculate the x index  and yindex  and again split the loop between 
yindex — 1 and yindex.  But given these param eters we know th a t the left 
side of the diophantine equation is increasing more rapidly then the right 
side and therefore it is not necessary to split the loop after every increment 
of Iwb. Instead, set oldyindex  =  yindex  and compare oldyindex  to  xindex.  
If xindex  >  oldyindex  we split the loop between yindex  — 1 and yindex. 
If xindex  <  oldyindex , simply increment Iwb and recalculate xindex  and 
yindex.  Continuing in like m anner until xindex > U, we have optimally 
parallelized our loop.
4.8 .3  A lgorith m
See section 4 .7 .3
4.8 .4  E xam ple
Consider the following loop:
DO I =  1, 20
S  : A(7  * /  +  3) =  • • •
S' : • • • =  4 (3  * I  -  2)
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END DO
Our diophantine equation is I x  +  3 =  3y — 2 with a =  7, b = 3, and
c = —5. Since g = gcd(a, b) = 1 and g =  au — 6u, we find th a t u =  1 and
v =  2. Then a solution set to  our diophantine equation is xq = u * c /g  =  — 5
and y0 = v * c/g  =  —10. We next calculate Xi =  (T  — x0) * 5 / 6  =  2. Since
2 G Z, =  2. Our first collision will be a t xindex = x 0 + b/g* Iwb =  1 and
yindex  =  ya + a /g *  Iwb = 4. So our first split will be between yindex  — 1 =  3
and yindex  =  4. Our algorithm for this example prints the following set of
sequential parallel blocks:
DOALL I =  1, 3 
S  : A(7 * I  +  3) =  • • •
S' : ■ ■ ■ = A(S  * I  -  2)
END DOALL 
DOALL I =  4, 10
S  :A (7 *  1 + 3) = ■■■ 
£ ' : • • •  =  A(3 * 1  — 2)
END DOALL 
DOALL I =  11, 20
5  : A ( 7 * /  +  3) =  ••• 
£ ' : • • •  =  A(3 * 1 - 2 )
END DOALL
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4.8.5 T im e Factor
This case is similar to  section 4 .5 .5  except now with c <  0 the left side of 
the diophantine equation is increasing even more rapidly than  the right side. 
Thus our algorithm checks if xindex  <  oldyindex  to  determ ine if we need to 
split the loop for the respective collision. So our k will now be incremented 
each tim e xindex < oldyindex. For this example, our diophantine equation is 
7x +  3 =  2>y — 2. Our g = gcd(a, b) =  1. We rewrite the diophantine equation 
such tha t 7x — 3y =  —5. Since g =  au — bv, our u =  land  v =  2. Then x t — 
—5 — 31 and yt =  —10 — 7t. Now our inequality is 1 <  — 5 — 3t <  —10 — 7t <  20 
such tha t — y  <  t <  —2. Since we are only interested in integer solutions, 
we rewrite the inequality as —4 <  f <  2. Then n = U' — T '  +  1 =  3. We find 
tha t k = 1, so tha t / =  n — k = 2 and thus t — 3. Then our ratio is 3:20 so 
tha t our parallel algorithm  for this example executes the loop approxim ately 
7 times faster than the sequential execution.
4.9 Case 9
4.9.1 P aram eters
Let a > b and c >  0.
4.9 .2  Logic
Given these param eters, we know tha t the left side of the diophantine equa­
tion is increasing more rapidly than the right side, bu t we do not know which
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side of the diophantine equation is actually greater a t the beginning of the 
loop. For example, c may be large enough so tha t the right side is greater. 
Given the diophantine equation 2x =  y +  5 and initializing the loop at a lower 
bound of 1 , xindex  =  2  and yindex  =  6  or the right side of the diophantine 
equation is greater than the left. But since the left side is increasing more 
rapidly, when the index reaches 5, xindex =  10 and yindex — 10. At this 
point the left side and right side are equal and if we increment the index again 
then xindex =  12 and yindex  =  11. Now the left side is greater than  the 
right. We have experienced a direction change at index 5, w ith a  dependence 
direction of type >  up to  5, a dependence direction of type =  a t 5, and a 
dependence direction of type <  past 5. In order to split this loop for optim al 
parallelization, we need to check for the type of dependence direction and 
act accordingly. Let g =  gcd(a,b). Then a solution set to  the diophantine 
equation is x 0 = u*c /g  and yo = v * c /g  where g = au — bv. Since dependence 
direction of type <  will dom inate this loop, we let yi — (T  — yo) * g /a  and if 
t/i £ Z, the lower bound Iwb =  y\ or if y\ £  R , Iwb = yi +  1. To find th e  first 
collision, we let xindex  =  xq +  b/g * Iwb and yindex = yo + a /g  * Iwb. Now 
we check for the type of dependence direction. If xindex > yindex  (we have 
a dependence direction of type > ) we m ust split the loop between x index  — 1 
and x in d ex , set oldxindex  =  xindex,  increment Iwb, and recalculate xindex  
and yindex.  If xindex — yindex  (we have a dependence direction of type = ) 
we need not split the loop as we have a dependence within the loop itera­
62
tion, not across iterations. So we increment Iwb and recalculate xindex  and 
yindex.  If x index  < yindex  (we have a dependence direction of type < ) we 
split the loop between yindex  — 1 and y index , set oldyindex = y index , incre­
m ent Iwb, and recalculate xindex  and yindex.  We continue in this manner 
until yindex > U. A t this point, we have parallelized our loop. As with the 
other examples, we need not always split the loop at every increment of Iwb. 
We need only split the loop if two members of a collision fall in the same 
parallel block. Therefore, if the dependence direction is of type > , we check 
if yindex > oldxindex. If this is the case, we split the  loop, otherwise we do 
not split. In a similar m anner, if the dependence direction is of type < , we 
check if xindex > oldyindex  and if this is true we split the loop, otherwise 
we do not. Now we have optim ally parallelized the loop.
4.9 .3  A lgorith m
/*  Case  9 and Case  10
a > b, c > 0 or b > a, c < 0  
global variables : 
in t a, b, ao, bo, T , U
*/
main{)
{
in t  Xo, yo, m , Iwb, k
in t index i, index 2 , oldindex, f lag
f lo a t  Z\, m i
x 0 = u * (b0 -  a0)/g
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yQ = v * ( b 0 = a0)/g  
i f  (a > b)
zi = {T -  y0) * g/a  
else
z\ = {T — x 0) * g / b  
m  =  (in t)z \  
m i  =  (f lo a t)m  
i f  {z\ = =  m i)
Iwb =  z\ 
else
Iwb =  z\ +  1 
i f  (a > b) {
index i =  a;0 +  b/g * Iwb
indexi = Vo + a/g  * Iwb
}
else {
index i =  yo +  a/g  * Iwb
indexi = Xo + b/g * Iwb
}
f la g  =  1 
A = T
while  (indexi  <  £/) { 
i f  ( index i > index2 ) 
k =  1
else i f  (indexi = — indexf)  
k = 2
else 
k =  3
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switch(k) { 
case 1:
i f  {f lag)  {
printdoall (A, index j — 1) 
oldindex = indexj 
A  =  index  i
}
f la g  = 1 
Iwb +  +  
i f  (a >  b) {
indexi = xo +  b/g * Iwb 
index 2 = yo + a /g  * Iwb
}
else {
index  1 =  yo +  a/g  * Iwb 
index2 =  xo +  b/g * Iwb
}
i f  {index2 >  oldindex) 
continue 
else
f la g  = 0 
break 
case 2: 
f la g  = 1 
Iwb +  +  
i f  {a > b) {
index  1 = Xo + b/g * Iwb 
index 2 = yo A  a /g  * Iwb
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}
else {
index i =  yo +  a/ 9 * Iwb 
index2 =  x 0 +  b/g * Iwb
}
break 
case 3:
i f  W a g )  {
printdoall (A , index2 — 1) 
oldindex =  index 2 
A  = index2
}
f la g  -  1 
Iwb +  +  
i f  ( a > b )  {
indexi =  xo +  b/g * Iwb 
index2 =  y0 +  a/g  * Iwb
}
else {
indexi  =  yo +  a/g  * Iwb 
index2 = xq + b/g * Iwb
}
i f  (indexi > oldindex) 
continue  
else
f la g  -- 0 
break
}
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}
printdoall (A , U)
}
4.9.4 E xam p le
Consider the following loop:
DO I =  1, 20
S  : A(6 * I  -  5) =  • • • 
S' : ••• =  A ( 5 * /  +  2)
E N D  DO
Our diophantine equation is 6x — 5 =  5y +  2 with a =  6, b = 5, and c =  7. 
Let ^ =  gcd(a,b) =  1 and since g = au — bv, u = 1 and u =  1. A solution 
set to the diophantine equation is Xo = u * c/g — 7 and y0 = v * c/g  =  7. 
Now we let y\ = {T — yo) * g /a  = —1. Since y\ G Z, =  —1. Our first 
collision is at x index  — xo +  b/g * Iwb =  2 and yindex = yo + a /g  * Iwb — 1. 
Since (xindex  =  2) >  (yindex  =  1) we have a  dependence direction of type 
> and split the loop between xindex  — 1 =  1 and xindex = 2. Now we 
let oldxindex = x index = 2, increment Iwb so th a t Iwb =  0 and recalculate 
xindex — xo + b/g*lwb  =  7 and yindex = yo + a /g*hub  =  7. Since x index  =  
yindex  we need not split the loop as the dependence direction is now of type 
=  and the dependence falls within the loop iteration and not across it. Next
we increment Iwb such tha t Iwb = 1 and let xindex — Xo + b/g*Iwb =  12 and
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yuindex = y0 +  a/g  * hob =  13. Now we check for our dependence direction
type and since (xindex  =  12) <  (yindex = 13) we have type < . Therefore,
we split the loop between yindex  — 1 =  12 and yindex = 13. We continue
in this m anner until our yindex > U. Our algorithm for this example prints
the following set of sequential parallel blocks:
D O A L L I =  1
S  : A ( 6 * / - 5 )  =  •••
S' : ••• =  A ( 5 * /  +  2)
E N D  DOALL 
DOALL I =  2, 12
S  : A(6 * I  -  5) =  • • •
S'  : • • • =  A(5 * I  +  2)
E N D  DOALL 
DOALL I =  13, 18
S  : A(6 * /  — 5) =  • • •
S' : • • ■ =  A(5 * I  + 2)
E N D  DOALL  
DOALL I =  19, 20
S  : A(6 * /  — 5) =  • • •
S' : • • • =  A(5 * I  + 2)
E N D  DOALL
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4.9 .5  T im e Factor
Given these param eters, section 4 .9 .2  explains th a t the left side of the dio­
phantine equation is increasing more rapidly than  the right side, but we do 
not know which side of the diophantine equation is actually greater at the 
beginning of the loop. Depending on the value of T ,  we are subject to have a 
dependence direction of type <, followed by a dependence direction of type 
= , and then a dependence direction of type < . If we have a dependence 
direction of type = , we need not split the loop as the collision is within 
a single loop iteration and does not cross over to another iteration. If a 
dependence direction of type =  does not exist, depending on the value of 
T ,  we may still have a cod point. To determ ine the num ber of sequential 
D o A ll blocks, we m ust first find the number of collisions tha t occur between 
a given T  and U. We use the same process as explained in section 4 .5 .5 . 
Once we have determ ined our n, we must next determ ine k, the number of 
times we need not split the loop because the members of our collision al­
ready reside in unique parallel blocks. Since all three types of dependence 
direction may exist given these param eters, we m ust check all three as our 
algorithm does and keep a running counter. If xindex > yindex  we have 
a dependence direction of type >  and increment our counter k  whenever 
yindex < oldxindex. If xindex — yindex  we have a dependence direction of 
type =  and we increment k  since the collision is within the loop iteration and 
not across iterations and consequently the loop does not have to be split. If
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xindex < yindex  we have a dependence direction of type <  and increment 
k whenever xindex  <  oldyindex. Our k  will now represent the number of 
times we do not need to split the loop since the members of each collision 
are already in a unique parallel block. Now tha t we know n  and k, we can 
determ ine I and t as before. In this example, our diophantine equations is 
6x — 5 =  5y +  2. Our g =  gcd(a, b) =  1. We rewrite the diophantine equation 
such tha t 6a: — 5y =  7. Since g = au — bv, our u =  1 and v =  1. Then 
x t = 7 — 5t and yt = 7 — 61. Now our inequality is 1 <  7 — 5t <  7 — 6t <  20 
such tha t — ~  < t < §. Since we are only interested in integer solutions we 
rewrite the inequality as — 2 <  t < 1. Then n =  U' — T'  +  1 = 4 .  We find 
th a t k = 1, so th a t I = n — k = 3 and i =  4. Then our ratio is 4:20 so tha t 
our parallel algorithm for this example executes the loop 5 times faster than 
the sequential execution.
4.10 Case 10
4.10.1  P aram eters
Let b > a and c < 0.
4.10.2  Logic
This case is similar to section 4 .9  except here the right side of the diophantine 
equation is increasing more rapidly than the left side. But again we do not 
know which side of the equation is actually greater at the beginning of the
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loop since c <  0. Therefore, for each collision we m ust check for the type of 
dependence direction tha t dominates. Let g = gcd(a,b). A solution set to 
the diophantine equation is Xo = u *  c/g  and yo =  v * cjg  where g = au — bv. 
In this case, dependence direction of type >  will dominate the loop so we let 
x\  =  (T  — Xo) * g /b  and if xi £ Z, the lower bound Iwb =  x i or if x \  £  R , 
Iwb =  Xi -f 1. To find the first collision we set x index  =  xo +  b/g * Iwb and 
yindex  =  yo +  a/g  * Iwb. The remaining logic for this case follows precisely 
from section 4.9. We check for the type of dependence direction involved 
and split the loop where required.
4.10.3 A lgorith m
See section 4 .9 .3 .
4.10.4  E xam p le
Consider the following loop:
DO 1 = 1 ,  20
S  : A (4 * /  +  2) =  • • •
S' :■■■ = A(5 * I  — A)
E N D  DO
Our diophantine equation is 4x +  2 =  by — 4 with a = 4, 6 =  5, and 
c = —6. Let g — gcd(a,b) -- 1 and u = —1, v =  —1. A solution set to 
the diophantine equation is Xo =  u * c/g = 6 and yo =  v * c/g  =  6. Now
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we let x\ =  (T  — £0 ) * g/b =  —1 and Iwb =  —1. Our first collision is at
x index  =  xq + b/g * Iwb =  1 and yindex — yo +  a/g  * Iwb =  2. Since
{yindex  =  2) >  (xindex  =  1) we have a dependence direction of type <  and
our first loop split is between yindex  — 1 =  1 and yindex = 2. Our algorithm
for this example prints the following set of sequential parallel blocks: 
D O A L L  1 = 1
S  : A(4 * /  +  2) =  • • ■
S' : ••• =  A ( 5 * / - 4 )
E N D  D O A L L  
D O A L L  I  =  2, 10
S  : A(4 * 7 +  2) =  • • •
S' : ■ ■ • =  A(5 * I  -  4)
E N D  D O A L L  
D O A L L  I  =  11, 15
5 : A(4 * /  + 2) =  • ■ •
S' : • • • =  A(5 * I  -  4)
E N D  D O A L L  
D O A L L  I  =  16, 20
S  : A(4 * I  +  2) =  • • •
S' = A{5 * 7  — 4)
E N D  D O A L L
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4 .10 .5  T im e Factor
These param eters result in a situation similar to section 4 .9 .5  except here 
the right side of the diophantine equation increases more rapidly than the 
left. But again since there is a  possibility of a cod point we m ust check all 
three dependence direction possibilities. We follow the same process as in 
section 4 .9 .5 . In this example, our diophantine equation is 4x +  2 =  by — 4. 
Our g =  gcd(a,b) =  1. We rewrite the diophantine equation such tha t 
4x — 5y =  —6. Since g =  au — bv, our u =  — 1 and v =  — I. Then xt =  6 — 5t 
and yt =  6 — i t .  Our inequality is 1 <  6 — i t  < 6 — 5f <  20 such tha t 
— ̂  <  t <  f- Again we are only interested in integer solutions, so we rewrite 
the  inequality as — 2 <  t < 1. Then n =  U' — T '  + 1  =  4. We find tha t k = 1, 
so th a t I = n — k = 3 and thus t — 4. Then our ratio  is 4:20 so tha t our 
parallel algorithm for this exam ple executes the loop 5 tim es faster than the 
sequential execution.
C hapter 5 
Conclusion
The partialout solution for determ ining the reaching definitions information 
is a compromise between the iterative solution and interval analysis. It uses 
the same data-flow equations as the  iterative method but eliminates the 
m ultiple passes. From interval analysis, it borrows the concept of locating the 
innerm ost region within a program, calculating the partialout for this region 
and then expanding out to larger and larger regions until the partialout of 
the outerm ost loop itself is found.
The algorithm  is most efficient in large programs tha t have several nested 
loops involved. For example, a program  w ith five nested loops will require 
a to tal of seven complete passes using the iterative approach, whereas the 
partialout approach would require somewhere in the area of less than two 
passes. Highest efficiency of the partialout algorithm is dem onstrated in large 
programs with several nested loops, where the loop structures themselves are 
only a small part of the large program. The iterative solution forces several
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passes recalculating the IN and OUT for all the blocks, whereas the partialout 
approach concentrates only on the loops or problem areas.
The algorithm is least efficient in programs th a t contain no loops or pro­
grams with a single loop, where the loop itself contains almost all the blocks 
of the program. Theoretically this seems correct, since the partialout solu­
tion m ust calculate a  partialin and a partialout for each block in the loop. If 
this involves doing these calculations for most of the blocks in the program, 
then the efficiency will decrease.
Programs with no loops or programs with a single loop tha t involves most 
of the program still benefit from the partialout solution. This is because the 
iterative solution m ust make an extra pass to cross check for any changes in 
the calculations of the final out. The partialout solution avoids this ex tra 
pass thus eliminating needless recalculations.
Further study in this area might include a similar algorithm for the defini­
tions of available expressions. Available expressions information is a valuable 
tool used by most optimizing compilers to determ ine global common subex­
pression elimination. Most compilers use an iterative solution to this problem 
similar to the iterative solution for reaching definitions. We believe an algo­
rithm  could be designed for the available expressions tha t would elim inate 
the multiple passes by calculating a partialout for each loop structure.
As more and more massively parallel machines appear on the m arket, 
the need for compilers tha t can parallelize sequential code will greatly be
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enhanced. Since the greatest gains during execution tim e comes from the 
ability to  parallelize statem ents within loop structures, this is where our 
research focused. Specifically, we explored statem ents w ithin loop structures 
th a t access array elements. Presently, if a dependence exists between two 
statem ents which use array-indexing in a  loop, our current compilers do 
not parallelize the loop bu t instead execute the code in a purely sequential 
manner. W hen executing code sequentially, all but one processor remain 
idle. Execution tim e can be decreased if it is possible to parallelize even 
small areas of a loop. We can investigate where a dependence will cause the 
statem ents involved to  access the same memory location (what we term ed 
collisions) and then insure th a t these collisions are executed in different tim e 
frames or parallel blocks. Our m ethod was to rewrite the sequential code into 
a series of sequential parallel or D o A ll blocks. Each D oA ll block represents 
a group of loop iterations tha t may be executed in parallel. Each iteration of 
the D o A ll block is assigned to a different processor, each processor executing 
its iteration concurrently. There is a sequential order to  the set of D oA ll 
or parallel blocks where the first block m ust finish execution before the next 
D o A ll block begins. A sequential ordering of parallel blocks will perm it us 
to  insure tha t no two members of a collision reside in the same parallel or 
D oA ll block.
Current available data dependence tests can define the type of dependence 
between two statem ents of a loop and the dependence direction and distance
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of this dependence. If the dependence direction is of type = , we know th a t
the dependence lies within a single loop iteration. A dependence of this
type can be autom atically parallelized within a single D oA ll block which
embraces the entire loop structure. Each iteration of the loop is assigned to
a different processor and these processors execute concurrently. T in y , the
restructuring tool we used in this research, is capable of determining this
kind of dependence and restructures the loop into a single D oA ll block. If
the dependence direction is of type >  or of type < , we have what is called
a loop-carried dependence. These two types of dependence direction causes
a dependence from one loop iteration back to  a  previous loop iteration or a
dependence from one iteration to a future loop iteration respectively. W ith
these types of dependence direction, we cannot parallelize the entire loop as
we m ust insure th a t the memory accesses are executed in the proper order.
For example, consider the following simple loop structure:
D O  I  =  1, 2 
5:  A ( 7 )  =  . . .
S' : - - -  = A (2 *  I)
E N D  D O
If we were to parallelize this loop with a single D oA ll block, each iteration 
of the loop would be executed by a different processor concurrently. But 
statem ent S' of loop iteration 7 =  1 accesses the same memory location 
A (2) as statem ent S  of iteration 7 =  2. To m aintain the integrity of the
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original program, loop iteration 7 =  1 m ust be executed before loop iteration 
7 = 2 .  If these two loop iterations are not executed sequentially, there is a 
possibility th a t statem ent S  of loop iteration 7 =  1 will assign an incorrect 
value of A (2).
Consequently, loops which have statem ents with these types of depen­
dence direction m ust be further investigated in our a ttem p t to  parallelize 
them . We make use of the diophantine equation ax  +  ao =  by +  b0 resulting 
from two statem ents S  and S ' , both of which use array-indexing. For exam­
ple, given statem ent S  : ,/4.(3*7+4) =  • • • and statem ent S'  : • • • =  A (A * I—2), 
the diophantine equation would be 3a; -f- 4 =  4y — 1 w ith a =  3, b =  4, and 
c = bo — ao — —6. By investigating the coefficients a and b and the con­
stan t c, we are able to parallelize these loops using the  optim al num ber of 
processors given the restraints of the dependencies. Our parallel algorithms 
split the original loop into a series of smaller loops each of which has no 
dependencies. The iterations within each of these smaller loops are executed 
in parallel whereas the smaller loops themselves are executed sequentially.
For the trivial case, where a =  b and c =  0, we have a  loop-independent 
dependence or a dependence within each loop iteration but not across loop 
iterations. Therefore, loops which carry these param eters may be restruc­
tured into a  single D oA ll block and each iteration of the loop is executed 
by a  separate processor in parallel. If a =  b and c >  0 or c <  0, then the 
value of c/g  where g =  gcd(a , b) determines where the loop m ust be split to
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insure no two members of a collision reside in the same loop or D o A ll block. 
If a > 0, b < 0 or a <  0, b > 0 then we need to split the loop only once at 
the change of direction point. Since one side of the diophantine equation is 
increasing while the  other side is decreasing, the change of direction point 
signals when the  side increasing is now larger than  the side th a t is decreasing. 
By splitting the loop at the change of direction point, we are assured tha t 
no two members of a collision reside in the same D oA ll or parallel block. 
If a > b and c < 0, then we always have a dependence direction of type > 
with the left side of the diophantine equation increasing more rapidly than 
the right. W ith the  use of the param etric equations x t and y t as stated  in 
section 3 .1 , we can determ ine where the collisions occur and consequently 
split the loop such tha t no two members of the collision reside in the same 
D o A ll block. For param eters b > a and c > 0, the reasoning is the same as 
above, except now the left side of the diophantine equation is increasing more 
rapidly than  the right side. For the param eters a > b and c >  0 or b > a 
and c <  0, any one of the three types of dependence direction is a possib- 
lity. Consequently, we must first check the type of dependence direction tha t 
holds for each collision and then split the loop accordingly. The algorithms 
presented in Chapter 4 guarantee th a t no two members of a collision reside 
in the same D oA ll or parallel block. The algorithms also use the optim al 
num ber of processors possible. If the  algorithm needs more processors than 
are available on a given machine, then we can use a virtual memory mode
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where each available processor can execute m ultiple iterations of th e  loop 
until all iterations of the respective D o A ll or parallel block are complete.
This research concentrated on single-dimension arrays and a da ta  depen­
dence between only two statem ents S  and S'  of a loop. Further research 
in this area could investigate multi-dimension arrays and data  dependence 
between more than  two statem ents. W ith multi-dimension arrays, each di­
mension could be investigated for collision areas, and then an intersection of 
these collision areas would designate the actual collisions of the arrays. The 
D oA ll or parallel blocks could be form ulated for these collisions insuring 
no two members of a collision reside in the same parallel block. If any one 
dimension showed no da ta  dependence between statem ents, then there could 
be no collisions and the loop could be restructured into a single D o A ll or 
parallel block. If a data  dependence exists between several statem ents of a 
loop, parallelization of the loop would become a more complex procedure. 
Each data dependence would have to  be investigated separately for paral­
lelism, then the parallel or D oA ll blocks of each dependence would have to 
be matched for cross collisions and the loop splitting executed accordingly.
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