Harmonic sinusoidal models are a fundamental tool for audio signal analysis. Bayesian harmonic models guarantee a good resynthesis quality and allow joint use of learnt parameter priors and auditory motivated distortion measures. However inference algorithms based on Monte Carlo sampling are rather slow for realistic data. In this paper, we investigate fast inference algorithms based on approximate factorization of the joint posterior into a product of independent distributions on small subsets of parameters. We discuss the conditions under which these approximations hold true and evaluate their performance experimentally. We suggest how they could be used together with Monte Carlo algorithms for a faster sampling-based inference.
INTRODUCTION
Music and speech involve different types of sounds, including periodic, transient and noisy sounds. Short-term stationary periodic sounds composed of sinusoidal partials at harmonic frequencies are particularly important perceptually, since they represent most of the energy of musical notes and vowels. Harmonicity means that at each instant the frequencies of the partials are multiples of a single frequency called the fundamental frequency. Estimating the periodic sounds underlying a given signal, i.e. estimating their fundamental frequencies and the amplitudes and phases of their partials, is required or useful for many applications, such as audio indexing, browsing by content, source separation, low bitrate compression, musical score transcription and interactive content manipulation. This problem is particularly difficult for polyphonic signals, i.e. signals containing several concurrent periodic sounds, since different periodic sounds may exhibit partials overlapping at the same frequencies.
Existing methods for polyphonic fundamental frequency estimation are often based on one of two approaches: either validation of fundamental frequency candidates given by the peaks of a short-term auto-correlation function [1, 2] or inference of the hidden states of a probabilistic model of This work is funded by the EPSRC grant GR/S75802/01. the signal short-term power spectrum using detailed prior information [3, 4] . These approaches have achieved a limited performance on complex polyphonic excerpts so far [2] . Moreover neither approach estimates the parameters of the partials, which are needed for some applications.
A promising way to address these issues is to rely on a probabilistic model of the signal waveform involving fundamental frequency, amplitude and phase parameters. A family of such models has been proposed in the literature for music signals, along with Markov Chain Monte Carlo (MCMC) methods to infer their parameters [5, 6, 7] . These methods converge to the right solution asymptotically, but tend to be rather slow on realistic examples [8] . Thus the parameter priors chosen in these models are partly motivated by computational issues. For instance, the prior over the number of partials per note favors a small number of partials independently of the fundamental frequency in [5, 6] , while the amplitudes of the partials are modeled by conjugate priors [8] such as a uniform prior in [5] and zero-mean Gaussian priors with various covariance matrices in [6, 7] . These priors do not penalize partials with zero amplitude, which can lead to erroneous fundamental frequency estimates or bad quality separated note signals. To help solving these limitations, we recently proposed a harmonic model [9] including probabilistic priors motivated by observation of empirical parameter distributions and used the diagonal Laplace method [10] for fast parameter inference.
In this paper, we develop improved fast inference methods for Bayesian harmonic models, based on factorization of the joint posterior into a product of independent distributions on subsets of parameters. These methods are illustrated in the particular case of the proposed model, but could be applied to some other types of harmonic models.
The structure of the rest of the paper is as follows. In section 2, we briefly introduce our harmonic model and the associated parameter priors. Then, we describe the proposed inference methods in section 3 and discuss the conditions under which they give a precise result. In section 4, we evaluate their performance for musical score transcription on short time frames. We conclude in section 5 and suggest a way of combining these methods with MCMC.
MODEL DEFINITION
The model proposed in [9] represents a music signal as a collection of notes, each composed of harmonic sinusoidal partials. For simplicity, we assume in the following that parameters on different time frames are independent. On each time frame, the model exhibits the four-layer Bayesian network structure shown in figure 1 . Each layer models the observed signal frame x(t) at a different abstraction level. 
where Pz is the mean inactivity probability. Given the note states, the parameters of different notes are assumed to be independent. The normalized fundamental frequency of each note is modeled by a log-Gaussian prior enforcing proximity to the underlying discrete pitch P(log fp) = (log fp; log pf, f7), (6) where (,Ijnm) m< MP is a fixed (learnt) normalized spectral envelope helping to avoid partials with zero amplitude and rp a global amplitude factor for this note, modeled by P(log rP) = AF(log rP; log Yu, os).
The phases of the partials are assumed to be independent and uniformly distributed P(prpm) = 1/2w.
Distortion measure
The distortion between the observed signal and the model is measured by the auditory motivated weighted Euclidean norm D = EfT--/f IEf 12, where (Ef )o <f <T-I are the discrete Fourier transform coefficients of e(t) and the constant frequency weights (Yf) <f <rT-are given in [9] . The residual prior is derived by P(e) oc exp(-D/(2(ue)2)), resulting in the weighted Gaussian distribution T-1 P(e) = J7 A(Ef; 0, 7y-12.
f=o (9) 3. INFERENCE ALGORITHMS
The aim of musical score transcription is to estimate the Maximum A Posteriori (MAP) state S = arg max P (S x).
The posterior probability of S equals the integral P(SIx) = f P(S, f, r, a, q1 x) df dr da do, where the joint posterior is expressed by Bayes law P(S, f, r, a, 1 x) oc P(e)P(a r, S) P(q5 S)P(r S)P(f S)P(S). The computation of this integral is known as the Bayesian marginalization problem [8] .
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x: observed signal frame Numerical integration is intractable since the number of parameters is typically of the order of one hundred per frame. Fast inference can be achieved by estimating the MAP parameters (f, r, a, q) = arg max P(S, f, r, a, qlx) using a standard optimization algorithm' and approximating the joint posterior around these values by a simpler distribution which can be integrated analytically. Popular methods include the full Laplace approximation [10] , which replaces the posterior by a Gaussian distribution with full covariance matrix, and the diagonal Laplace approximation [10] , which factorizes the posterior into a product of parameter-wise univariate Gaussian distributions. Both approximations are better used on log-parameters log fp, log rp and log apm, which are unbounded [10] . The diagonal Laplace approximation also allows bounded integration over each phase parameter OpM in [-7, 7] .
The proposed inference methods generalize the diagonal Laplace approximation by factorizing the posterior as a product of Gaussian and non-Gaussian distributions. These factorizations are obtained in several steps.
Conditional posterior factorization over the partials
Let us assume initially that the harmonic partials corresponding to the hypothesized fundamental frequencies have "different enough" frequencies. This is true for a single hypothesized note, but generally not for several notes. Mathematically, this translates into the fact that the windowed complex sinusoidal signals Zpm(t) = W(t)Ce2imfPt (10) corresponding to different partials are mutually orthogonal (ZpmZp'm') = 0 V(p,um) # (p',m!) (11) according to the dot product consistent with the distortion measure D, defined for two signals z(t) and z'(t) by Ppm (apmr, pm; x, fp) = 1 for the masked partials. The bottom plots of figure 2 illustrate this in the case of two partials. The partial-wise factorization appears to be valid when the mean prior amplitude of the masked partial is 20 dB below the amplitude of the masker partial, but not when both amplitudes are equal.
In the latter case, it is still possible to group partials into subsets according to their frequencies such that partials from different subsets are orthogonal, but partials within each subset are not. Similar arguments as above then lead to factorize the posterior as a product of multivariate conditional distributions over subsets of amplitude and phase parameters a9 = (apm)(p,m)Eg and g = (opm)(p,m)eg P(S, f, r, a, 1lx) cx Po(x, f)P(rlS)P(f S)P(S) II 9 P9(ag, q9; x, f)P(ag r)P(q9). (20) 3.3. Full posterior factorization over the partials or subsets of partials
The exact conditional factorizations in equations (18) (20) results at most in a complexity of (9( Mp N4P). This is faster than the complexity of Q(N2P+2M) associated with straightforward integration, but still intractable.
In order to get faster integration, it is necessary to replace conditional factorization over amplitude and phase parameters by full factorization. An approximate solution is to replace the free parameters in the expression of the conditional distributions by their MAP values. This gives P(S, f, r, a, qlx) -Po(x, f)P(r S, f,a, )P(f S, a,q)
x P(S) J7JPpm(apmu$pm;x,fp)P(apm rp)P(qSpm) p,m (21) when the partials have "different enough" frequencies and P(S, f, r, a, lx) -Po(x, f)P(r S, f,a, )P(f S, a, q)
x P(S) J7 Pg(a, 9; x, f)P(ag r)P(0g) (22) 9 in the general case. These equations allow approximate numerical integration of the posterior with a complexity of ()(MN2 + NP) and O(m MN2P) respectively.
Full posterior factorization over the parameters
An even faster integration can be obtained by factorizing the posterior as a product of parameter-wise univariate distributions and replacing these distributions by simple parametric forms that are easily integrated analytically or by tabulation. The posterior distributions of log-amplitude factors given other parameters are Gaussian. Equation (17) the significance of these conclusions. This suggests that dependencies between the parameters of different partials must be taken into account to achieve a good performance on multi-note signals, while the distribution of the parameters of each partial can be approximated by simpler factored distributions without consequence.
CONCLUSION
We investigated several factorizations of the posterior distribution of the parameters of a harmonic model and exploited them for Bayesian inference. Analytical computation resulted in an exact conditional factorization over subsets of partials with close frequencies. Further approximations leading to tractable inference were proposed by removing some conditional dependencies. These factorizations rely on the fact that the dependencies between the partials are modeled using a limited number of parameters, namely a fundamental frequency and a global amplitude parameter. Thus they could be applied to other harmonic models following this assumption. Score transcription experiments showed that all factorizations performed perfectly on one-note signals but that the non-modeling of dependencies between parameters of different partials degraded the performance on two-note signals.
In the future, we plan to improve the computational efficiency of inference based on the factorization of the posterior over subsets of partials. Replacing numerical integration over each subset of parameters by MCMC sampling when appropriate seems a promising approach. We think this could potentially result in a faster inference than straightforward MCMC with only a small performance decrease.
