Summary Gaussian graphical models are recently used in economics to obtain networks of dependence among agents. A widely-used estimator is the Graphical Lasso (GLASSO), which amounts to a maximum likelihood estimation regularized using the L1,1 matrix norm on the precision matrix Ω. The L1,1 norm is a lasso penalty that controls for sparsity, or the number of zeros in Ω. We propose a new estimator called Structured Graphical Lasso (SGLASSO) that uses the L1,2 mixed norm. The use of the L1,2 penalty controls for the structure of the sparsity in Ω. We show that when the network size is fixed, SGLASSO is asymptotically equivalent to an infeasible GLASSO problem which prioritizes the sparsity-recovery of high-degree nodes. Monte Carlo simulation shows that SGLASSO outperforms GLASSO in terms of estimating the overall precision matrix and in terms of estimating the structure of the graphical model. In an empirical illustration using a classic firms' investment dataset, we obtain a network of firms' dependence that exhibits the core-periphery structure, with General Motors, General Electric and U.S. Steel forming the core group of firms. JEL classification: C55, C10.
INTRODUCTION
The Gaussian graphical model is a graph summarizing the conditional independence relationships among a group of random variables. Suppose that (X 1 , . . . , X p ) is distributed with N (0, Σ 0 ). If the (i, j)-th entry of the precision matrix Σ −1 0 ≡ Ω 0 is zero, i.e., Ω 0,ij = 0, then it is known that X i and X j are independent conditional on all other X k , k = i, j (e.g., Chapter 9 of Hastie et al. (2015) ). The Gaussian graphical model is then obtained by identifying the zeros of the precision matrix, and letting nodes i and j be linked if and only if the (i, j)-th entry of Ω is non-zero.
In our empirical illustration, the variables (X 1 , . . . , X p ) represent the annual investment or the residuals of investment equations of the p number of firms: (1, . . . , p). If two firms i and j are not linked in this graphical model, it means that the investment decisions of firms i and j are independent of each other, conditional on all other firms X k , k = i, j. Hence the investment decisions of firms i and j do not directly affect each other. On the other hand, if two firms i and j are linked in the graphical model, then the investments of firms i and j have direct effects on each other, without the mediation of other firms. In recent applications in economics, for instance, Giudici and Spelta (2016) uses graphical modeling to obtain the network of international financial flows.
It is well known that the inverse of the standard sample covariance estimator,Σ −1 , performs poorly particularly in recovering the underlying graphical structure. The reason is that the sample precision matrix produces a dense matrix without any zeros, and hence the resulting graphical model is always a complete network where all nodes are linked to all other nodes.
A widely-used technique to estimate graphical models is called Graphical Lasso (GLASSO), which aims to estimate the precision matrix Ω while imposing a sparsity constraint on Ω. For an overview of this topic, see Hastie et al. (2015) ; Cai et al. (2016) ; . In this paper, we propose an estimation method for graphical models, which works by estimating the precision matrix, Ω 0 , taking into account the structure of sparsity in Ω 0 .
The standard GLASSO approach estimates the precision matrices while controlling for the sparsity of Ω 0 , i.e. the number of zeros in Ω 0 . However it does not consider when these zeros could be distributed in a certain pattern or structure in Ω 0 . For instance, in many economic applications it is reasonable to think that in the graphical model, some nodes have very few links, while some hub-like nodes have many links to other nodes. Such settings are common in economic applications: for instance, we commonly observe the so-called small-world properties in social and economic networks (Jackson (2008) ).
The main feature of our estimation method is to use the L 1,2 -norm penalty, which corresponds to the second moment of the weighted degree of nodes, i.e. p k=1 |Ω ik |, for i = 1, . . . , p. Notice that Lasso uses the L 1,1 -norm penalty, which is proportional to the first moment of the weighted degree distribution. We derive the asymptotic distribution of the new estimator, called Structured Graphical Lasso (SGLASSO) when the sample size T → ∞ and the dimension of Ω 0 , p, is fixed.
The main theoretical finding is that when the network size p is fixed, SGLASSO is asymptotically equivalent to an infeasible GLASSO problem which penalizes an entry of Ω proportionally according to the influence of the entry, where the influence of an (i, j)-th entry is defined as the sum of the true weighted degrees of nodes i and j in the graphical model. Specifically, SGLASSO is asymptotically equivalent to a modified GLASSO where the element-by-element penalty factor for the (i, j)-th entry of Ω is proportional to (d i + d j ), where d i = p k=1 |Ω 0,ik | is the true weighted degree of node i. Note that d i is unknown to us, and hence it is infeasible to be implemented as a GLASSO estimator.
By means of Monte Carlo simulations, we demonstrate that SGLASSO performs better than GLASSO in finite samples. In terms of estimating the overall precision matrix, SGLASSO achieves lower Kullback-Leibler and Frobenius losses. Moreover, in terms of recovering the structure of the graphical model, we also show that SGLASSO outperforms GLASSO.
Overall, we should use the L 1,2 norm in cases where we are more interested in the relationships among influential nodes. For instance, in a financial network that exhibits a core-periphery structure, we are more interested in the relationships between the major core banks, and less interested in the relationships between the minor peripheral banks. Knowing how shocks cascades and propagates among influential banks is key to understanding financial contagion (Elliott et al. (2014) ).
However if we were to remain completely agnostic about the empirical context, there are still reasons for using the L 1,2 norm. Here, the virtue of the L 1,2 norm is that it allows us to express lasso penalties that scale automatically according to degree influences (this insight is due to our main theoretical result). In practice, when we use the L 1,2 norm in conjunction with the L 1,1 norm, we are allowing for lasso penalties that have a constant factor and an increasing factor over the nodes' degrees. This can only improve fit. The analogy is that the L 1,1 norm is a linear first-order lasso penalty, and the L 1,2 norm is a quadratic lasso penalty. Moreover, our simulation shows that using just the L 1,2 norm can achieve significant improvements over the L 1,1 norm. This suggests that it is important to allow for lasso penalties that scale according to nodes' degrees, and not restricted to a constant lasso penalty.
The paper is organized as follows. Section 2 introduces the model, the L 1,2 -norm penalty, and a motivating example. Section 3 presents the theoretical results. Section 4 provides a brief summary of the Monte Carlo simulation results. The full simulation results are available in the Supplemental Information. Section 5 contains an empirical illustration. The Appendix contains technical proofs and derivations.
Related literature
This paper is related to literature of estimating high-dimensional inverse covariance matrices. In addition to the aforementioned surveys, one can refer to Banerjee et al. (2008); Friedman et al. (2008) ; Yuan and Lin (2007) ; Rothman et al. (2008) ; Ravikumar et al. (2011) .
A different class of procedure frames the estimation of graphical models as nodewise or pairwise regressions, where the Lasso or Dantzig selector can then be used to achieve variable selection and high-dimensional regularization. The relevant papers belonging to this class are Cai et al. (2011 Cai et al. ( , 2016 ; Meinshausen and Bühlmann (2006) ; Peng et al. (2012) ; Ren et al. (2015) . For ultra high-dimensional Gaussian graphical models, a recent approach is the Innovated Scalable Efficient Estimation proposed by Fan and Lv (2016) . Lam and Fan (2009) study a general class of estimators that nests the GLASSO. In particular, they consider argmax Ω 0 log det Ω − tr(ΩΣ) − i =j p λ (|Ω ij |) , where p λ (·) is a penalty function that depends on a regularization parameter λ. The SGLASSO estimator does not belong to this class because our penalty term Ω 2 1,2 is not additively separable in the entries of Ω. Hence, SGLASSO cannot be analyzed using the framework proposed in Lam and Fan (2009) .
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Another type of mixed norm that is widely used in the high-dimensional linear regression setting is the L 2,1 -norm, also known as the Group Lasso (Friedman et al. (2010) ; Yuan and Lin (2006) ), which is useful when parameters are naturally partitioned into disjoint groups, and we would like to achieve sparsity with respect to whole groups. In contrast, our proposed L 1,2 -norm is distinct from the L 2,1 -norm, and has not been studied in the context of covariance estimation.
SETUP
Let X = (X 1 , . . . , X p ) ∈ R p be a p-dimensional vector distributed according to a multivariate distribution with mean zero and covariance matrix Σ 0 . Our goal is to obtain the graphical model corresponding to X, which is defined as follows.
The (Gaussian) graphical model of X is an undirected graph G = (V, E). The set of nodes (or vertices) of this graph is V = {1, . . . , p}. Each node i corresponds to a random variable X i . The set of links (or edges) E is such that {i, j} / ∈ E if and only if X i ⊥ X j conditional on all X k , k ∈ V \ {i, j}. That is, the graphical model is defined such that there is no link between nodes i and j in the graph if and only if X i and X j are independent conditional on all other nodes besides i and j. As such the graphical model G summarizes the pairwise conditional independence relationships among (X 1 , . . . , X p ). The existence of a link in G amounts to conditional dependence between the two nodes given all other ones.
Estimation of graphical models is based on the following known fact: if X is Gaussian, then the non-zeros in its precision matrix (or inverse covariance matrix) Ω 0 := Σ −1 0 corresponds exactly to links in the graphical model (see Hastie et al. (2015) ; Whittaker (2009) ). That is, there is a link between nodes i and j if and only if the (i, j)-th entry of Ω 0 is non-zero. Similarly the lack of a link {i, j} between a pair of nodes i and j is equivalent to the (i, j)-th entry of Ω 0 being zero. Now suppose we observe T i.i.d samples X t , t = 1, . . . , T from X = (X 1 , . . . , X p ). We now introduce the GLASSO estimator, as well as our proposed SGLASSO estimator, that allows us to recover the graphical model from the samples. The output of these estimators is a sparse precision matrixΩ. FromΩ, the estimated graphical model is then constructed by including a link between nodes i and j if and only ifΩ i,j = 0.
For a m × n matrix A, define the mixed L p,q norm as follows:
The following L 1,2 norm in equation (2.1) will play a crucial role in our estimator:
Our Structured-GLASSO (SGLASSO) estimator is defined in equation (2.2) below, whereΣ is the sample covariance matrix calculated from the sample (X t ) T t=1 .
In comparison, the GLASSO estimator (Banerjee et al. (2008); Friedman et al. (2008) ; Yuan and Lin (2007); Fan et al. (2015) ) is defined in equation (2.3). While SGLASSO uses the L 1,2 mixed norm as a penalty to the likelihood, GLASSO in equation (2.3) uses the L 1,1 norm, which is the familiar lasso penalty (sum of the absolute values of the entries of Ω).Ω Although we are comparing SGLASSO with GLASSO in this paper, we could also combine them together. That is,Ω := argmax Ω 0 log det Ω − tr(ΩΣ) − λ 1T Ω 1,1 − λ 2T Ω 2 1,2 , and use cross-validation procedures to tune the parameters λ 1T and λ 2T . We do not require that the data-generating process be Gaussian.
2 Therefore our estimator can be seen as maximizing a Gaussian quasi-likelihood subject to regularization. When there is no penalty (λ T = 0), thenΩ defined in both (2.2) and (2.3) correspond to the Quasi Maximum Likelihood estimator of the inverse covariance matrix, which is given by the inverse of the empirical sample covariance matrix. As we mentioned in the introduction, it is well-known that the unpenalized sample estimator behaves poorly, and it is unsuitable for graphical modeling when zeros of the estimates are important.
Motivating Example
We illustrate the difference between the L 1,2 and the conventional L 1,1 lasso norms.
Define Ω 1 and Ω 2 as the precision matrices given by equations (2.4) and (2.5) below.
The precision matrices Ω 1 and Ω 2 give rise respectively to the graphical models in Figure 1 and Figure 2 below, where links in the graphs represent non-zero entries in the precision matrices. Both the standard Lasso and Frobenius norms do not distinguish between Ω 1 and Ω 2 , while our proposed L 1,2 -norm does. The reason is clear: both Ω 1 and Ω 2 have the same number of zeros. They have the same sparsity but the structure of this sparsity is very different. For the L 1,1 lasso norm, we have:
. Now on the other hand, the L 1,2 -norm can distinguish between these two structures. The L 1,2 norm evaluated at Ω 1 for the star graph is Ω 1 2 1,2 ≈ 16.16. While the L 1,2 norm evaluated at Ω 2 for the AR(1) graph is Ω 2 2 1,2 ≈ 14.96.
THEORETICAL PROPERTIES
In this section we derive the limiting distribution of SGLASSO when the number of samples T goes to infinity while p is fixed (following Yuan and Lin (2007) ). The main finding of this section is that SGLASSO is asymptotically equivalent to an infeasible GLASSO problem which prioritizes the sparsity-recovery of high-degree nodes. More precisely, we show that SGLASSO is asymptotically equivalent to a modified GLASSO estimator where each row of Ω is penalized proportionally according to its true degree. The true degree of row (or node) i is defined by
The term "degree" should be understood as "weighted degree" henceforth.
This asymptotic equivalence result has two implications. First, SGLASSO inherits the sparsity-discovery property of GLASSO where zeros in the precision matrix are estimated precisely to be zero (due to the non-differentiability of the penalty function at zeros). Therefore SGLASSO estimates are also sparse. Secondly, SGLASSO differs from GLASSO in that it prioritizes recovering the zero-pattern of high-degree nodes. Nodes with higher weighted degrees can be viewed as being more influential and important, and we might be more interested in uncovering the relationships among influential agents.
To derive the limiting distributions of our SGLASSO estimator, we assume a high level assumption on the weak limit of the sample covariance matrix.
Assumption 3.1. We assume that vech (
where the notation vech is the half-vectorization operator that takes only the lowertriangular part of a symmetric matrix. This high level condition holds when X j,t X k,t have higher moments and the serial dependence is weak. When
to be a variant of the GLASSO estimator. Here, the operator • is the element-wise multiplication. The SGLASSO estimator is defined as:
Theorem 3.1. Suppose that as T → ∞,
In addition, suppose that Assumption 3.1 holds. Then, √ T (Ω λ − Ω 0 ), and
where
as T → ∞.
0 is the true covariance matrix of X, and
Compared to the limit in Theorem 3.1, the GLASSO estimator has the following limiting distribution (Yuan and Lin (2007)) 3 :
where √ T λ T → λ 0 . Comparing equations (3.7) and (3.8), we see that the SGLASSO obtains the same limiting distribution as that of a modified GLASSO with element-wise LASSO penalty given by 2 D p • Ω 1,1 . Since D p is constructed using the true, unknown values of Ω 0 , SGLASSO cannot be simply implemented as GLASSO.
Moreover from Proposition 3.1 below, we can further say that SGLASSO is asymptotically equivalent to a variant of GLASSO where the penalty term is
That is, each entry Ω ij is given the penalty factor equals to the sum of the (true) weighted degrees of nodes i and j.
All proofs are relegated to the Appendix. In the Supporting Information, we plot and illustrate the asymptotic distribution in Theorem 3.1. We show that with a higher probability, SGLASSO correctly estimates a non-link (a zero entry) belonging to a highdegree node.
The distribution of argmin U ∈R p×p V (U ) can be simulated after replacing the unknown components Σ 0 , Ω 0 , and Λ with their consistent estimates, and this can be used in inference procedures on Ω 0 .
A noticeable feature, however, is that the limit distribution in Theorem 3.1 is discontinuous with respect to true DGP. This is because g ij (u) is discontinuous as a function of Ω 0,ij at Ω 0,ij = 0. This implies that the inference based on this limit would only be valid pointwise, not uniformly in Ω 0 . 4 3 Yuan and Lin (2007) consider the GLASSO estimator where the diagonals are not penalized, so that
SIMULATION RESULTS
We compare our estimator against GLASSO by considering 3 different graphical models here. In the Supplemental Information, we consider 8 other models. The first two models are depicted in Figure 3 . The last model is the graphical model calibrated to the empirical application as depicted in Figure 5 . From a given graphical model, we generate the true precision matrix Ω 0 such that Ω 0,ij = 0 if and only if there is a link between nodes i and j, otherwise we set Ω 0,ij = 0.2. We set Ω 0,ii = 1. For each model, we draw 1,000 independent datasets from N (0, Ω
For the sample size, we consider T = 20 and T = 50.
Both estimators involve choosing the λ T tuning parameters. We use a 2-folds crossvalidation procedure to tune λ T . Specifically, we use the Kullback-Leibler (KL) loss averaged over the two-folds to evaluate predictive accuracies. Equation (3.18) gives the KL loss between the estimatedΩ from the training set versus the estimated Ω from the validation set:
We report the simulation result in Table 1 . In the table, the (a) columns corresponds to SGLASSO whereas the (b) columns refer to GLASSO. In Columns 1(a) and 1(b), we report the optimal λ T as determined by cross-validations, averaged across the 1,000 replications. In Columns 2(a) and 2(b), we report the Kullback-Leibler loss averaged across 1,000 replications.
5 In Columns 3(a) and 3(b), we report the average Frobenius loss betweenΩ and Ω 0 .
In the last two columns of Table 1 , we report the F 1 score, which measures the accuracy of graph recovery. The Kullback-Leibler loss and the Frobenius norms may not fully capture how accurately the zeros are recovered. We introduce an additional metric:
precision+recall , where precision is the ratio of true positives (TP) to all predicted positives (TP + FP), recall is the ratio of true positives to all actual positives (TP + FN). Alternatively, the F 1 score can be written as F 1 = 2T P 2T P +F P +F N . The F 1 score measures the quality of a binary classifier by equally balancing both the precision and the recall of a classifier. The larger the F 1 score is, the better the classifier is. The F 1 score is commonly used in machine learning to evaluate binary classifiers. For instance, the Yelp competition uses the F 1 score as a metric to rank competing models.
6 The F 1 score is favored over the metric Accuracy = T P +T N T P +T N +F P +F N especially in our current setting 5 The KL loss betweenΩ and Ω 0 is given by KL(Ω, Ω 0 ) = log det(Ω 0 ) − log detΩ + tr(ΩΩ where the graphical models are sparse. This is because a model that naively predicts all negatives will obtain a high Accuracy score just because there are many actual negatives, and the TN term dominates the Accuracy score. Averages and standard errors from 1,000 replications.
The conclusion from Table 1 is that SGLASSO achieves significantly lower KullbackLeibler and Frobenius losses. Moreover in in terms of graph accuracy, SGLASSO also outperforms GLASSO, as indicated by the F 1 scores.
To abstract away from the effects of cross-validations, we consider the lowest KullbackLeibler losses that can be achieved by our estimator versus the GLASSO. Specifically, we vary λ T and at each λ T , we compute the KL and Frobenius losses between the true Ω 0 andΩ. We see from Table 7 that the superior performance of SGLASSO over GLASSO exists after taking away the randomness due to cross-validations. The lowest possible KL losses achievable by our estimator appears to be smaller, than the corresponding KL losses for the GLASSO.
Theorem 3.1 says that the SGLASSO prioritizes recovering the sparsity between nodes that have higher degrees. We now show some numerical evidence that lends support to this. For each model, we examined the pair of nodes (i, j) such that d i + d j is largest and Ω 0,ij = 0, where d i = p k=1 |Ω 0,ik | is the true weighted degree of node i. For instance, for model 1, the argmax i,j (d i + d j ) such that Ω 0,ij = 0 would correspond to the pairs of nodes (1, 4) and (2, 5). For simplicity, if there are multiple pairs of nodes that maximize d i + d j , we will pick the pair of nodes that comes first when the adjacency matrix is vectorized.
In each of the model (set T = 20), we calculate the fraction of times that GLASSO and SGLASSO correctly recover Ω 0,ij = 0 for the largest d i + d j . We plot this result in Figure  11 , which shows that at any given λ, the probability of correctly recovering Ω 0,ij = 0 for high-degree nodes is greater when SGLASSO is used, compared to GLASSO.
Computational details
Computing the SGLASSO estimator is a convex optimization problem. More precisely, the problem consists of minimizing a smooth convex term given by − log det Ω + tr(ΩΣ), and a non-differentiable convex term corresponding to λ T Ω 2 1,2 . Since the objective can be formulated as minimizing the sum of a differentiable convex function and a non-differentiable convex function, we can use the proximal gradient method (Beck and Teboulle (2009) ) to compute SGLASSO.
In this paper, we use CVX, a Matlab package for specifying and solving convex programs ). CVX supports convex objective functions that are nonsmooth ). CVX also allows us to easily enforce symmetry and positive-definiteness of the matrix minimand, which is needed here. The code is readily available from the authors upon request.
EMPIRICAL ILLUSTRATION
For a real-world empirical illustration, we use the classic Grunfeld investment data (see Greene (2012) or Baltagi (2008) ). The goal is to estimate the network dependence structure of firms' investment decision.
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The data consist of time series of T = 20 yearly observations on p = 10 firms. The three variables are I it = real gross investment of firm i in year t, F it = real market value of the firm, C it = real value of capital stock such as plant and equipment.
The investment decision for firm i is modeled as follows:
0 ). The zeros and non-zeros in Ω 0 correspond to the dependence structure of firms' investment decisions (the object of interest here).
For each firm i, we first estimate the linear equation: I it = β 1i +β 2i F it +β 3i C it + it . This is also the first step in the estimation of Seemingly Unrelated Regressions. Secondly, we use our proposed SGLASSO to estimate the precision matrix of the first-step residualsˆ it , i = 1, . . . , 10, t = 1, . . . , 20. The tuning parameter is determined using a two-fold crossvalidation procedure. The result is shown in Figure 5 . (We also estimated the graphical model corresponding to the observed investment variable I it , the result is similar) Figure 5 : Network of firms' dependence estimated using SGLASSO. The estimated graphical model exhibits a clear core-periphery structure. The core firms are 1, 2 and 3, which are respectively General Motors, U.S. Steel and General Electric. The periphery firms do not have links to each other, but are linked only to the core firms. All core firms are linked to each other. The recovered graphical model exhibits a clear core-periphery structure. There are two groups of firms: a group of core firms and a group of periphery firms. The core firms are linked to each other, as well as linked to the periphery firms. The periphery firms however, are not linked to each other, but are only linked to the core firms. Therefore every node is linked directly to a core firm. The core firms here are firms 1, 2 and 3, which are respectively General Motors, U.S. Steel and General Electric. Using the GLASSO estimator, we recover an identical graphical model -the finding is robust to different choices of penalty functions.
Finally we cannot recover this core-periphery structure using the sample estimator (without regularization). To show this, we estimate the sample precision matrix of the residual estimatesˆ it from the first step. The graphical model corresponding to this sample precision matrix is the complete graph, where every node is linked to all other nodes -the sample precision matrix is dense and do not contain any zeros.
CONCLUDING REMARKS AND POLICY IMPLICATIONS
Graphical model is a potentially useful tool for economists. Using graphical models, we can obtain the network of dependence among random variables. We introduce Structured Graphical Lasso (SGLASSO) as an estimator of graphical models. Using a classic firms' investment dataset, we find that the dependence structure of firms' investment decision exhibits a core-periphery network. This has some relevant policy implications -small shocks to those core firms will affect the entire network, creating large aggregate fluctuations as in Acemoglu et al. (2012) . Indeed per our finding, one of the core firms is General Motors, whose Chapter 11 restructuring posed a systemic risk to the U.S. economy in 2009. Lemma 1.1. Let fn(x, Ω) : R d ×Ω → R be a random convex function, that is, fn(x, ·) is a random variable for each x ∈ R d . Moreover, let x * n (Ω) be the unique minimizer of fn(x, Ω) with respect to x. Suppose that fn(x, ·) converges in distribution to some random convex function f∞(x, ·) for each x. Now if x * ∞ (Ω) is the unique minimizer of f∞(x, Ω), then the random variable x * n converges in distribution to the random variable x * ∞ A.1. Proof of Theorem 3.1
To prove Theorem 3.1, define the following convex random functions by re-parameterization U = √ T (Ω − Ω0):
This function is random because of its dependence on the sample covariance matrix,Σ. By definition, our SGLASSO estimatorΩ λ satisfies the following.
By Lemma 1.1, the limit distribution of √ T (Ω λ − Ω0) follows if we show
as T → ∞ and as √ T λT → λ0 ≥ 0, where the random limit function V (U ) is defined in equation (3.7).
Following the argument in the proof of Theorem 1 of Yuan and Lin (2007) , we have that:
Moreover, we know that when T is large enough,
where gij = uij sign(Ω0,ij)1(Ω0,ij = 0) + |uij|1(Ω0,ij = 0). Therefore we can show that the difference of the penalty terms can be written as
We can rewrite the second term of equation (1.15) as follows:
where dj is the true weighted degree of node j defined as dj ≡ p k=1 |Ω 0,jk |. Combining equations (1.10), (1.13), (1.14) and (1.15), we can write T VT (U ) as
In the limit as T → ∞, we then have:
Similarly, in the limit as T → ∞, we have:
gijdj Therefore, we have the first result of the theorem. Under Assumption 3.1 the second result of the theorem follows by the continuous mapping theorem and Lemma 1.1.
A.2. Proof of Proposition 3.1
Proof. Since Ω is symmetric, we have
B. ILLUSTRATING THE ASYMPTOTIC DISTRIBUTION
We consider the following true precision matrix, Ω0. It is an AR(1) model with p = 4. The corresponding graph representing Ω0 is depicted in Figure 6 . In Figure 7 here, we illustrate the asymptotic distribution for both GLASSO and SGLASSO, setting λ0 = 1 in Theorem 3.1 (see the main text). Each circle in the plot represents a draw from the distribution overΩ as given by Theorem 3.1. Note that the precision matrix is such that Ω0,13 = Ω0,14 = 0. For GLASSO, we havePr(Ω13 = 0) = 0.039, while for SGLASSO, Pr(Ω13 = 0) = 0.124. Therefore, SGLASSO does a better job at estimating Ω0,13 = 0, where a non-link involves a node of relatively higher degree. In Figure 8 , we show the asymptotic distribution ofΩ without any penalty or regularization, which corresponds to the Maximum-Likelihood estimator of the inverse covariance matrix. Comparing the two figures, we see that both L1,1 and L1,2 norms are able to estimate entries of Ω0 to be zero exactly, while MLE without regularization fails to recover any sparsity structure.
C. SIMULATION RESULTS
In addition to the 3 graphical models considered in the main text, we explore 8 other models here. The first 10 different graphical models are as depicted in Figures 9 and 10 . The last model is the graphical model calibrated to the empirical application. The models in Figure 9 has 5 nodes (p = 5), and the models in Figure 10 has 10 nodes (p = 10). From a given graphical model, we generate the true precision matrix Ω0 such that Ω0,ij = 0 if and only if there is a link between nodes i and j, otherwise we set Ω0,ij = 0.2. We set Ω0,ii = 1. For each model, we draw 1,000 independent datasets from N (0, Ω −1 0 ). That is, each dataset comprises of (Xt) T t=1 , where Xt ∈ R p is randomly drawn from N (0, Ω −1 0 ). Here, our sample size is T = 20 when p = 5 and T = 50 when p = 10. For each of the 100 dataset, we use our estimator, as well as the GLASSO, to estimate the underlying inverse covariance matrix. Both estimators involve choosing the λT tuning parameters. We use a 2-folds cross-validation procedure to tune λT . Specifically, we use the Kullback-Leibler (KL) loss averaged over the twofolds to evaluate predictive accuracies. Equation (3.18) gives the KL loss between the estimated Ω from the training set versus the estimated Ω from the validation set.
We report the simulation result in Table 4 for T = 20 and Table 5 for T = 50. In the table, the (a) columns corresponds to SGLASSO whereas the (b) columns refer to GLASSO. In Columns 1(a) and 1(b), we report the optimal λT as determined by cross-validations, averaged across the 1,000 replications. In Columns 2(a) and 2(b), we report the Kullback-Leibler loss averaged across 1,000 replications. The KL loss betweenΩ and Ω0 is given by KL(Ω, Ω0) = In the last two columns of Tables 4 and 5 , we report the accuracy of graph recovery using SGLASSO and GLASSO. The Kullback-Leibler loss and the Frobenius norms may not fully capture how accurately the zeros are recovered. We introduce an additional metric: F1 score is F1 = 2precision·recall precision+recall , where precision is the ratio of true positives (TP) to all predicted positives (TP + FP), recall is the ratio of true positives to all actual positives (TP + FN). The notations are further explained in the confusion matrix in Table 3 . Alternatively, the F1 score can be written as F1 = Hence, the F1 score measures the quality of a binary classifier by equally balancing both the precision and the recall of a classifier. The larger the F1 score is, the better the classifier is. The F1 score is commonly used in machine learning to evaluate binary classifiers. For instance, the Yelp competition uses the F1 score as a metric to rank competing models.
8 The F1 score is favored over the metric Accuracy = T P +T N T P +T N +F P +F N especially in our current setting where the graphical models are sparse. This is because a model that naively predicts all negatives will obtain a high Accuracy score just because there are many actual negatives, and the TN term dominates the Accuracy score.
The conclusion from Tables 4 and 5 is that SGLASSO achieves significantly lower KL and Frobenius losses across all models. Moreover in in terms of graph accuracy, SGLASSO also outperforms GLASSO, as indicated by the F1 scores. We also observe that as we increase T = 20 to T = 50, the optimal tuning parameter λ decreases, the KL and Frobenius losses also decrease, while the F1 score increases. This makes sense because the likelihood becomes more informative as the sample size increases, and therefore the need for regularization decreases.
C.1. Minimum Kullback-Leibler losses
To abstract away from the effects of cross-validations, we consider the lowest Kullback-Leibler losses that can be achieved by our estimator versus the GLASSO. Specifically, we vary λT and at each λT , we compute the KL and Frobenius losses between the true Ω0 andΩ. We see from Table 7 that the superior performance of SGLASSO over GLASSO exists after taking away the randomness due to cross-validations. The lowest possible KL losses achievable by our estimator appears to be smaller, than the corresponding KL losses for the GLASSO.
C.1.1. Recovering high-degree sparsities Theorem 3.1 says that the SGLASSO prioritizes recovering the sparsity between nodes that have higher degrees. We now show some numerical evidence that lends support to this. For each model, we examined the pair of nodes (i, j) such that di + dj is largest and Ω0,ij = 0, where di = p k=1 |Ω 0,ik | is the true weighted degree of node i. For instance, for model 1, the argmax i,j (di + dj) such that Ω0,ij = 0 would correspond to the pairs of nodes (1, 4) and (2, 5). For simplicity, if there are multiple pairs of nodes that maximize di + dj, we will pick the pair of nodes that comes first when the adjacency matrix is vectorized.
In each of the model (set T = 20), we calculate the fraction of times that GLASSO and SGLASSO correctly recover Ω0,ij = 0 for the largest di + dj. We plot this result in Figure 11 , which shows that at any given λ, the probability of correctly recovering Ω0,ij = 0 for high-degree nodes is greater when SGLASSO is used, compared to GLASSO.
Model
Optimal Figure 11: Each figure shows the estimated probability of recovering the non-link (i, j) such that (d i + d j ) is the largest in each model, as a function of the tuning parameter λ T . More precisely, for a given λ T , we calculate the number of times (out of the 1,000 replications) that SGLASSO and GLASSO successfully estimate the entry Ω ij as zero, where (i, j) is such that Ω 0i,j = 0 and that d i + d j has the highest value among all non-links.
