Abstract. The Quadratic Travelling Salesman Problem (QTSP) is to find a least-cost Hamiltonian cycle in an edge-weighted graph, where costs are defined on all pairs of edges such that each edge in the pair is contained in the Hamiltonian cycle. This is a more general version than the one that appears in the literature as the QTSP, denoted here as the adjacent quadratic TSP, which only considers costs for pairs of adjacent edges. Major directions of research work on the linear TSP include exact algorithms, heuristics, approximation algorithms, polynomially solvable special cases and exponential neighbourhoods [20] among others. In this paper we explore the complexity of searching exponential neighbourhoods for QTSP, the fixedrank QTSP, and the adjacent quadratic TSP. The fixed-rank QTSP is introduced as a restricted version of the QTSP where the cost matrix has fixed rank p. When c = 0, it is referred to as the homogenous rank p QTSP. It is shown that the homogeneous fixed-rank QTSP is solvable in pseudopolynomial time and admits FPTAS for each of the special cases studied, except for the case of matching edge ejection tours. The adjacent quadratic TSP is shown to be polynomially-solvable in many of the cases for which the linear TSP is polynomially-solvable. Interestingly, optimizing over the matching edge ejection tour neighbourhood is shown to be pseudopolynomial for the homogeneous rank 1 case, but NP-hard for the adjacent quadratic TSP case.
Introduction
The Travelling Salesman Problem (TSP) is to find a least-cost Hamiltonian cycle in an edge-weighted graph. It is one of the most widely studied hard combinatorial optimization problems. The TSP has been used to model a wide variety of applications. For details we refer the reader to the well-known books [2, 6, 20, 28, 33] . For clarity of discussion, we will refer to this problem as the linear TSP.
Let G = (V, E) be an undirected graph on the vertex set V = {1, . . . , n} and edge set E = {1, 2, . . . , m}. For each edge e ∈ E, a nonnegative cost c(e) is given. Also, for each pair of edges (e, f ), another cost q(e, f ) is prescribed. Let F be the set of all Hamiltonian cycles (tours) in G. The cost f (τ ) of a tour τ ∈ F is given by f (τ ) = (e,f )∈τ ×τ q(e, f ) + e∈τ c(e)
Then the quadratic travelling salesman problem (QTSP), is to find a least cost tour τ ∈ F such that f (τ ) is as small as possible.
The problem QTSP has received only very limited attention in literature. A special case of QTSP has been studied by various authors recently [10, 11, 12, 13, 22, 34] where q(i, j) is assumed to be zero if edges i and j are not adjacent. Although this restricted problem is known as the quadratic TSP in literature, to distinguish it from the general problem, we refer to it as the adjacent quadratic TSP, which we denote by QTSP(A). The k-neighbour TSP studied by Woods et al. [37] is also related to QTSP. The linear TSP on Halin graphs was studied in [7] , and an O(n) algorithm was given. In [41] it is shown that QTSP on Halin graphs is strongly NP-hard, however, an O(n) algorithm solves QTSP(A) on this class of graphs. The linear TSP is solvable in polynomial time when the set of tours is restricted to PQ-tours, the set of tours (permutations) that can be represented via PQ-trees [5] . This is a generalization of the well-known pyramidal TSP [5] . In [39] , it is shown that QTSP over the set of pyramidal tours in strongly NP-hard, and hence QTSP restricted to the set of PQ-tours is strongly NP-hard as well. Also given in [39] is a polynomial-time algorithm for QTSP(A) restricted to PQ-tours, and an O(n 3 ) algorithm for the case of pyramidal tours.
Let Q be the m by m matrix with (e, f )th element q(e, f ), for e, f ∈ E. If the rank of Q is p, then by using the rank decomposition of Q, QTSP can be written in another form as Minimize q(τ ) = Subject to τ ∈ F .
For the general QTSP, we can eliminate the linear term by adding c(e) to q(e, e). However, for the rankrestricted case, we need to consider the linear term explicitly since adding c(e) to q(e, e) could change the rank. The variation where the linear term is absent is called homogeneous rank p QTSP which is denoted by QTSP(p,H) and the general rank p QTSP is denoted by QTSP(p,c). It is easy to verify that QTSP(p,c) belongs to the class QTSP(p+1,H). QTSP(p,c) and QTSP(p,H) restricted to pyramidal tours are studied in [39] , to Halin graphs in [41] , and is shown to be solvable in pseudopolynomial time when p is fixed, and additionally, admits FPTAS when the costs are non-negative.
Since TSP is a special case of QTSP(p,H), QTSP(p,c), QTSP(A) and QTSP, all these problems are strongly NP-hard.
Combinatorial optimization problems with the objective function as the product of two linear functions has been studied by Goyal et al. [16] and Kern and Woeginger [25] . Mittal and Schulz [30] considered a further general class of problems that subsumes combinatorial optimization problems fixed sum of product of linear terms. Thus, QTSP(1,H) falls under the general class considered in [16, 25] and QTSP(p,c) falls under the class considered in [30] . However, the corresponding results are not applicable to QTSP(p,c) because the conditions imposed in deriving their results are not applicable to QTSP(p,c), even if p = 1.
An instance of QTSP with cost matrix Q is said to be linearizable if there exists an instance of the linear TSP with cost matrix C such that for each tour, the QTSP and linear TSP objective function values are identical. The corresponding QTSP linearization problem is studied in [40] and necessary and sufficient conditions are obtained for a cost matrix Q to be linearizable.
Major directions of research work on the linear TSP include exact algorithms, heuristics, approximation algorithms, polynomially solvable special cases and exponential neighbourhoods [20] among others. In this paper we explore the complexity of searching exponential neighbourhoods for QTSP, QTSP(p,H) and QTSP(A). Our focus is on exponential neighbourhoods that are studied in literature for the linear TSP and are known to be polynomially searchable. In particular, we consider (1) Single edge ejection tours (SEE-tours) on a graph G * [15] , (2) Double edge ejection tours (DEE-tours) on a graph G * [15] , (3) Paired vertex graphs (PV-tours), and (4) Matching edge ejection tours (MEE-tours) [4, 32] Unlike the linear TSP, QTSP is strongly NP-hard for all these classes of tours. Interestingly, the special cases of QTSP(A) are polynomially solvable for three out of four of these classes while QTSP(p,H) admits fully polynomial time approximation schemes (FPTAS). Our complexity results are summarized in the following table. In addition to their the theoretical interest, exponential neighbourhoods are vital to the development of efficient very large-scale neighbourhood search (VLSN search) algorithms [1] and variable neighbourhood search algorithms [29] . In this sense, our study also contributes to the design of effective metaheuristics for QTSP(p,c) and QTSP(A).
The paper is organized as follows: In section 2 we consider single edge ejection tours (SEE-tours). The neighbourhood size is examined and it is shown that QTSP is strongly NP-hard over SEE-tours. QTSP(p,c) restricted to SEE-tours is shown to admit FPTAS and QTSP(A) over SEE-tours is solvable in O(n 2 ) time. In section 3 we consider double edge ejection tours (DEE-tours). The neighbourhood size is examined and it is shown that QTSP is strongly NP-hard over DEE-tours. QTSP(p,c) restricted to DEE-tours is shown to admit FPTAS and QTSP(A) over DEE-tours is solvable in O(n 3 ) time. In section 4 we consider a class of graphs which we refer to as paired vertex graphs. The neighbourhood size is examined, and it is shown that on this class of graphs the travelling salesman problem is solvable in O(n) time. It is shown that by restricting to this class of graphs, QTSP is NP-hard, QTSP(p,c) admits FPTAS, and QTSP(A) can be solved in O(n). In section 5 we consider matching edge ejection tours (MEE-tours). The size of the neighbourhood is examined, and it is shown that QTSP over MEE-tours is strongly NP-hard. QTSP(1,H) over MEE-tours admits FPTAS, and QTSP(A) over MEE-tours is strongly NP-hard. The complexity status of QTSP(p,H) is open, for fixed p.
Single edge ejection tours on G *
In this section we consider a special class of tours, called single edge ejection tours (SEE-tours), introduced by Glover and Punnen [15] . We present various complexity results regarding QTSP and its variations, restricted to this class.
The SEE-tour is defined using a graph G * = (V, E) which is a spanning subgraph of K n . Partition the vertex set of K n into a single vertex t, called the tip vertex and sets
. . , m and connect each vertex in V k to each vertex in V k+1 by edges, for k = 1, 2, . . . , m − 1. Let E k be the collection of edges so obtained for k = 1, 2, . . . , m − 1. Add all possible edges from t to each vertex in V 1 and V m . Let E 0 be the set of edges joining t and V 1 , and E m be the set of edges joining t to V m . The resulting graph is denoted by G * = (V, E). (See Figure 1 for an example of a G * graph). The travelling salesman problem on G * is known to be NP-hard [15] and it follows immediately that QTSP, QTSP(p,c), and QTSP(A) are all NP-hard on G * . Let us now consider a family of tours in G * , called single edge ejection tours (SEE-tours), which consists of all tours in G * which can be obtained by the following steps.
(1) Choose an edge (t, v Let F (SEE) be the collection of SEE-tours in G * . As indicated in [15] ,
n−1 . Thus finding the best TSP tour in F (SEE) is a non-trivial task. Glover and Punnen [15] proposed an O(n) algorithm to solve the linear TSP when restricted to SEE-tours on G * .
In the definition of QTSP, if the set of feasible solutions is restricted to the class of SEE-tours in G * , we have an instance of QTSP-SEE. Although the linear TSP over SEE-tours can be solved in O(n) time, QTSP-SEE is a much more difficult problem.
Before discussing our complexity results, we present the definition of two well-known NP-hard problems that are used in our reductions; the unconstrained binary quadratic programming problem (UBQP) and the partition problem (PARTITION). UBQP can be stated as follows. Given an n × n cost matrix Q = (q ij ) n×n , find an x ∈ {0, 1} n such that x T Qx is minimized. Given n numbers α 1 , α 2 , . . . , α n , the PARTITION problem is to determine if there exits subsets S 1 and S 2 of {1, 2, . . . , n} such that S 1 ∪ S 2 = {1, 2, . . . , n}, S 1 ∩ S 2 = ∅, and j∈S1 α j = j∈S2 α j . Proof. We reduce UBQP to QTSP-SEE. From an instance of UBQP, we construct an instance of QTSP-SEE as follows. For each variable x i , 1 ≤ i ≤ n, of UBQP, create a 3-cycle C(i). Choose an edge from each C(i) and label it i. Now construct the graph G * using these cycles. Arbitrarily label the remaining unlabeled edges of
. . , x n ) of UBQP, we can construct an SEE-tour, τ , in G * containing the edge i if x i = 1 and not containing i if x i = 0, for 1 ≤ i ≤ n. Note that τ contains other edges as well. It can be verified that the cost of τ with cost matrix Q ′ is precisely x T Qx.
Conversely, given any SEE-tour τ in the G * obtained above, construct a vector x = (x 1 , x 2 , . . . , x n ) by assigning x i = 1 if and only if edge i is in τ , for 1 ≤ i ≤ n. The cost of the tour τ with cost matrix Q ′ is precisely x T Qx. Since UBQP is strongly NP-hard, the result follows. For each k = 1, 2, . . . , n, create a 3-cycle C(k) on the vertex set {v
Build the graph G * = (V, E) using these cycles. Introduce a weight for each edge (i, j) ∈ E as follows: For k = 1, 2, . . . , n, assign weight α k to edge (v 
where τ is an SEE-tour in this G * . Note that zero is a lower bound on the optimal objective function value of QTSP(1,H)-SEE constructed above. It can be verified that the optimal objective function value of this QTSP(1,H)-SEE is zero precisely when the required partition exists. The proof follows from the NP-completeness of PARTITION [23] . Figure 4 . Construction of the graph G * used in the proof of Theorem 2.2. Note that the dotted edges do not belong to any optimal tour.
Despite this negative result, we now show that when p is fixed, QTSP(p,H)-SEE can be solved in pseudopolynomial time and when the edge weights are non-negative it also admits FPTAS. Recall that an instance of QTSP(p,H)-SEE is given by p pairs of costs a h ij , b h ij for h = 1, 2, . . . , p, for each edge (i, j) ∈ E. We formulate QTSP(p,H)-SEE as a rank p quadratic shortest path problem (QSPP(p,H)) on a directed acyclic graph.
Given the graph G * , construct the acyclic digraph G ′ as follows. Note that the vertex set
) and the indices are taken modulo r k . For k = 1, 2, . . . , m, createV . For each i = 1, 2, . . . , r k and each h = 1, 2, . . . , p, we set α
, where
. The tip vertex s is connected to v 1 i , for i = 1, 2, . . . , r 1 , and set the weights for edges Figure 1 is shown in Figure 5 .
s t Figure 5 . G ′ constructed from the graph G * given in Figure 1 .
Consider the homogeneous rank p quadratic shortest path problem on G ′ ,
Subject to P ∈ P s,t , where P t1t2 is the set of all s − t paths in G ′ .
Theorem 2.3. From an optimal (ǫ-optimal) solution of QSPP(p,H,G ′ ), an optimal (ǫ-optimal) solution to QTSP(p,H)-SEE can be recovered in linear time.
Proof. From the construction of G ′ , it can be verified that there is a one-to-one correspondence between SEEtours in G * and s − t paths in G ′ . Moreover, the objective function values of the corresponding solutions of QTSP(p,H)-SEE and QSPP(p,H) are identical, and the result follows.
In QSPP(p,H,G
′ ), if we replace G ′ by a general digraph G, and s and t are replaced by two arbitrary vertices s and t of G, we get a general instance of the rank p quadratic shortest path problem on G. Such an instance is denoted by QSPP(p,H). It is well-known that QSPP(p,H) is NP-hard on an acyclic digraph even if p = 1 [31] .
We now show that QSPP(p,H) can be solved in pseudopolynomial time on an acyclic digraph G = (V, E). Note that only vertices of G that lie on some (s, t) path in G are relevant to QSPP(p,H). Thus, we can remove all vertices of G that are not reachable from s and those from which t is not reachable. Such vertices can be identified in O(|V | + |E|) time by two applications of breadth-first search. Thus, without loss of generality, we assume that each vertex of G lies on some (s, t) path in G, the vertex set V = {1, 2, . . . , n} and the vertex labels follow topological order, s = 1 and t = n. For each edge (i, j) ∈ E, let δ ij ∈ R 2p be defined as
Our pseudopolynomial algorithm to solve QSPP(p,H) maintains a collection Ω j , of distance label vectors, ∀j ∈ V . Each vector d ∈ Ω j belongs to R 2p and represents a unique path P d j from 1 to j in G such that
For each j ∈ V , let I(j) = {i : (i, j) ∈ E}. Then, given Ω i for i ∈ I(j), the set Ω j can be constructed by choosing distinct elements of the multiset
Starting with Ω 1 consisting of the zero vector in R 2p , the sets Ω 1 , Ω 2 , . . . , Ω n can be generated using the fomula (2.1). Let d * ∈ Ω n be such that
gives the optimal objective function value of QSPP(p,H) on G with s = 1, t = n and each vertex in G lies on some path from 1 to n in G. The validity of this follows from the recursion defined by (2.1). Note that each distance label vector d ∈ Ω j is such that d = u + δ ij for some i ∈ I(j) and u ∈ Ω i . For each distance label d ∈ Ω j , we maintain pred(d) = i and pointer(d), which is a pointer to the vector u in Ω i . A formal description of the algorithm is given below.
Algorithm 1 fixed-rank QSPP
Remove each vertex not reachable from s and each vertex from which t cannot be reached Label vertices in topological order
Trace the path P u determined by u using pred(u) and pointer(u) return u, P u Lemma 2.4. |Ω n | ≥ |Ω j | for j = 1, 2, . . . , n.
Proof. Let P = π(1), π(2), . . . , π(r) be any path from vertex 1 to n in G. Consider a vertex π(i), i ∈ {1, 2, . . . , r − 1}. Since the elements of Ω π(i) are distinct vectors, the vectors that belong to {d
Since each vertex in G belongs to some path joining vertex 1 to vertex n, the result follows. It is interesting to note that the result of Theorem 2.5 can be obtained by splitting each vertex of G into 4(n − 1)
2 U vertices and adding additional set of 4(n − 1) 2 U vertices, connecting them appropriately, and then solving a linear shortest problem on this graph, where U = p h=1 max e |a h e | max e |b h e |. Although U is exponential in p, for a fixed p, this requires the addition of a pseudopolynomial number of vertices (and edges). It is also possible to solve QSPP(p,H) on a directed acyclic graph by solving a series of equalityconstrained shortest path problems, however, neither of these approaches yield a better time complexity than the algorithm presented above.
We now turn our attention to establishing that QSPP(p,H) admits FPTAS, and hence QTSP(p,H)-SEE also admits FPTAS. There is an FPTAS for solving the general optimization problem:
Consider the homogenous fixed-rank quadratic optimization problem (rank-QOP), with rank p:
Subject to x ∈ X, where a r , b r ∈ Z n + and X ⊆ {0, 1} n . It is clear that the conditions of Theorem 2.7 are satisfied with c = 2. We have the following corollary. 
Interestingly, QSPP(p,H) admits FPTAS without requiring that G be acyclic. Noting that the exact shortest path problem is NP-hard, we relax the problem to the problem of finding a shortest walk that minimizes the QSPP(p,H) objective function. An optimal solution to the relaxed problem will have the same value as the optimal solution to the original problem since removing all cycles from any s − t walk gives an s − t path. Assuming the weights are nonnegative, the exact problem can be solved in O(nmK) time by dynamic programming [30] . We now have the following corollaries which result from this discussion and the construction given above. In the above expression and that follows, we assume that the indices r k + 1 ≡ 1, r k + 2 ≡ 2, and 0 ≡ r k . Then for k = 2, 3, . . . m,
A similar expression follows for f (v 
Double edge ejection tours on G *
In this section we consider a special class of tours, called double edge ejection tours (DEE-tours), introduced by Glover and Punnen [15] . We present various complexity results regarding QTSP and its variations restricted to this class.
The family of double edge ejection (DEE) tours in G * consists of all tours which can be obtained by the following steps. Figure 6 for a DEE-tour in the G * graph of Figure 1 ).
t Figure 6 . A DEE-tour in the graph G * given in Figure 1 .
The variation of QTSP when the family of feasible solutions are restricted to DEE-tours in G * is denoted by QTSP-DEE. Let F (DEE) be the collection of all DEE-tours in G * . As indicated in [15] , |F (DEE)| = 2
Despite the fact that this is an exponential class of tours, when the feasible solutions are restricted to DEE-tours in G * , the linear TSP can be solved in O(n) time [15] . This simplicity however does not extend to QTSP-DEE.
Theorem 3.1. QTSP-DEE is strongly NP-hard.
This theorem can be proven using a reduction from UBQP. The reduction is similar to that in the proof of Theorem 2.1 and hence, the details are omitted.
Let us now examine the complexity of some special cases of QTSP restricted to DEE-tours. The problem QTSP(p,H) where the family of feasible solutions is restricted to DEE-tours on G * is called double edge ejection QTSP with rank p, and is denoted by QTSP(p,H)-DEE. We have the analogous definition for QTSP-DEE(p,c).
Theorem 3.2. QTSP(p,c)-DEE is NP-hard even if p = 1 and c(e) = 0 for all e.
Proof. We reduce the PARTITION problem to QTSP(1,H)-DEE. From an instance of PARTITION, construct an instance of QTSP(1,H)-DEE as follows.
For each k = 1, 2, . . . , n create a 3-cycle C(k) on the vertex set {u k , v k , w k }. Build the graph G * = (V, E) using these cycles. Introduce a weight for each edge (i, j) ∈ E as follows: For k = 1, 2, . . . , n, assign weight α k to edge (v k , u k ), −α k to the edge (v k , w k ), and M to (w k , u k ), where M = 1 + n ( n k=1 |α k |). The weights of the edges (t, v 1 ), (t, u 1 ) and (t, w 1 ) are − ( n k=1 α k ) /4. All other edges have weight zero. Let a ij denote the weight of edge (i, j) constructed above and choose another set of weight b ij which is the same as a ij . Then the objective function of QTSP(1,H)-DEE on the G * constructed above becomes
, where τ is a DEE-tour in this G * . It may be noted that from each 3-cycle C(k), two edges are to be ejected. In any optimal solution to the constructed instance of QTSP(1,H)-DEE, one of the ejected edge from each cycle 11 must be the one with weight M . Thus for the other ejected edge, one need to choose an edge with weight α k or −α k . It can be verified that the optimal objective function value of this QTSP(1,H)-DEE is zero precisely when the required partition exists. The proof follows from the NP-completeness of PARTITION [23] . 
We now show that QTSP(p,c)-DEE (and hence QTSP(p,H)-DEE) can be solved in pseudopolynomial time and the problems admit FPTAS when the edge weights are non-negative. Our proof technique is to reduce QTSP(p,H)-DEE to QSPP(p,H) on an acyclic multigraph.
Given a G * graph construct the acyclic digraph G ′ as follows. Note that the vertex from C(k + 1) in G * and patching cycles using "non-cross edges". e 2 represents the same event but patching is done using "cross edges". The tip vertex t 1 is connected to e 1 i for i = 1, 2, . . . , r 1 , and set 2p weights for the edges e i = (t, e
Finally, connect all the nodes e m i for i = 1, 2, . . . , r m , to t 2 and all the α and β weights of these edges are zero. The graph G ′ constructed from the G * in Figure 1 is shown in Figure 8 .
Theorem 3.3. From an optimal solution or ǫ-optimal solution of QSPP(p,H,G ′ ), an optimal solution to QTSP(p,H)-DEE can be recovered in linear time.
Proof. From the construction of G ′ , it can be verified that there is a one-to-one correspondence between SEE-tours in G * and t 1 − t 2 paths in G ′ that preserves the objective function values of the corresponding solutions of QTSP(p,H)-DEE and QSPP(p,H). Note that G ′ is an acyclic multigraph with at most two multiples of each edge, It is possible to extend our algorithm for QSPP(p,H) on an acyclic digraph to handle the multigraph case as well, and the result follows. Figure 8 . G ′ constructed from the graph G * given in Figure 1 . Now, from the construction above, and the results from the previous section, we immediately have the following. The instance of QTSP(A) when the family of tours is restricted to F (DEE) is denoted by QTSP(A)-DEE. Our reduction of QTSP(p,H)-DEE to QSPP(p,H) discussed above cannot be applied directly to solve QTSP(A)-DEE. As before, the reduction can be modified to take into consideration the cost arising from adjacent pairs of edges to get an instance of adjacent QSPP(p,H) on an acyclic graph, and hence QTSP(A)-DEE can be solved in polynomial time. We present a simple O(n 3 ) algorithm to solve QTSP(A)-DEE directly.
Corollary 3.4. QTSP(p,H)-DEE can be solved in O(mn
Every DEE-tour in G * is defined by the edges which are removed upon entering and exiting each cycle C(i), the edge which is removed from C(m), and the choice of matching between the end points of the edge removed when exiting C(i) and the edge removed when entering C(i + 1) for i = 1, . . . , m − 1. When the edges which are removed from cycle C(i) share an end point, the quadratic costs which are incurred depend on the edges which are removed from C(i − 1) and C(i + 1) (as in the tour in Figure 6 ). This prevents the approach used by Glover and Punnen [15] for the linear TSP from being extended to QTSP(p,H)-DEE. This also complicates any dynamic programming approach which attempts to construct an optimal solution by considering one cycle in each iteration, however, we show that it still can be done by considering two consecutive cycles instead of one in a dynamic programming recursion.
) be the lengths of the smallest expanded cycle
), respectively, and let
In the above expression and that follows, we assume that the indices r k + 1 ≡ 1, r k + 2 ≡ 2, and 0 ≡ r k . Let
t+1 )}, and
Then for k = 3, 4, . . . , m,
Similar expressions follow for
.
can be calculated directly to initiate the above recursion. Thus, we can compute the value of the smallest expanded cycle D(i) for i = 1, 2, . . . , r m . The foregoing discussions can be summarized in the theorem below. Figure 9 . An example of an optimal expanded cycle D(3). The cost can be computed as 
Paired vertex graphs
We now consider a class of undirected graphs which contains an exponential number of tours but on which the linear TSP is solvable in O(n) time. Let G p = (V, E) be constructed as follows. Consider the sets V 1 , V 2 , . . . , V n 2 of pairs of vertices. For each vertex in V k , add an edge connecting it to every vertex in V k+1 , for all k = 1, 2, . . . , n 2 − 1. Add an edge connecting the two vertices in V 1 to each other, and the two vertices in V n 2 to each other. For G p with an odd number of vertices, a vertex can be added on the edge contained in V 1 and all following results hold. We note that although this class of graph is similar to the graph G * , it is not a special case of G * . Figure 10 . Example of G p on 12 vertices.
Let F (P V ) be the family of all tours which belong to G p . It can be verified that |F (P V )| = 2 n/2−1 .
Proof. Let G p be a paired vertex graph on 2r vertices. Every tour τ in G p contains the edges (v 1 , v
It is now clear that τ * can be constructed greedily by adding pairs of edges joining
Interestingly, the convex hull of the incidence vectors of tours in F (P V ) has a compact representation. We give a linear description, P (G p ) of the polytope of G p .
Theorem 4.2.
1)
2)
3)
Proof. Let A be the coefficient matrix for P (G p ) and τ be the tour with characteristic vector x. Adding (4.2) and (4.3) implies that every vertex in V 2 , V 3 , . . . , V n/2−1 has degree 2 in τ . Since every edge in G p other than the edges contained in V 1 and V n/2 connects vertices in successive partitions, a solution that contains a subtour must also include both edges incident with v ∈ V k and the vertices in V k+1 (or V k−1 ). This contradicts either (4.2) or (4.3), and thus, τ is a tour in G p .
A is a binary matrix with exactly two ones in each row. Moreover, since the variable for every edge is in exactly two constraints, there are exactly two 1's in each column. It follows that the coefficient matrix totally unimodular, and hence P (G p ) is a linear description of the polytope.
The variant of QTSP when the tours are restricted to PV-tours is denoted QTSP-PV. Proof. We reduce UBQP to QTSP-PV. From an instance of UBQP on n variables, we construct an instance of DQTSP-PV as follows. Let G p be a graph on n + 1 pairs of vertices, Conversely, given any tour τ in the G p obtained above, construct a vector x as x i = 1 if and only if edge (v i , v i+1 ) belongs to τ . The cost of the tour τ is precisely x T Qx. Since UBQP is strongly NP-hard, the proof follows. Proof. We reduce the PARTITION problem to QTSP(1,H)-PV. From an instance of PARTITION, we construct an instance of QTSP(1,H)-PV as follows. Let G p be a graph on n + 1 pairs of vertices,
G p contains edges connecting each vertex in V k to each vertex in V k+1 for each k = 1, 2, . . . , n, an edge connecting the vertices in V 1 , as well as an edge connecting the vertices of
. . , n. The objective function of QTSP(1,H)-PV on the G p constructed above becomes ( e∈τ a e ) 2 ≥ 0, where τ is a tour in this G p . It can be verified that the optimal objective function value of this QTSP(1,H)-PV is zero precisely when the required PARTITION exists. The proof follows from the NP-completeness of PARTITION [23] . Despite this negative result, we now show that when p is fixed, QTSP(p,H)-PV can be solved in pseudopolynomial time and in this case it also admits FPTAS when the edge weights are nonnegative. Recall that an instance of QTSP(p,H)-PV is given by p pairs of costs a r ij , b r ij for h = 1, 2, . . . , p, for each edge (i, j) ∈ G p . We formulate QTSP(p,H) as a rank p quadratic shortest path problem in an acyclic directed graph.
Given a graph G p , construct the acyclic digraph G ′ as follows. Note that the vertex set 
If n is even and r = n/2, |F (M EE)| = ( n 2 )!. If n is odd and r = (n + 1)/2, |F (M EE)| = ( n+1 2 )!. In fact, |F (M EE)| could be even larger than ( n 2 )! for an appropriate choice of r and s. Gutin and Yeo [18] showed that |F (M EE)| could be as large as (
. Finding the best QTSP tour in F (M EE) is a nontrivial task. Interestingly, TSP restricted to MEE-tours can be solved in O(n 3 ) time by formulating it as a minimum weight perfect matching problem on an associated bipartite graph [32] .
The quadratic travelling salesman problem where the family of feasible solutions is restricted to MEEtours is denoted by QTSP-MEE. Note that by using the rank decomposition of the matrix Q (which has rank p), QTSP-MEE can be stated as Minimize q(τ ) = Subject to τ ∈ F (SEE).
It may be noted that in the above representation, p could be O(n 2 ).
The quadratic assignment problem on the complete bipartite graph G ′ = (U, V, E) which, by using the rank decomposition, can be stated as
Subject to P ∈ P,
where P is the set of all perfect matchings in G ′ , and |U | = |V | = n. When n is odd QAP(G ′ ) is called odd QAP. It is easy to see that odd QAP is strongly NP-hard. Proof. We reduce odd QAP to QTSP-MEE. Given an instance of QAP(G ′ ) with each partition having an odd number of vertices, construct the graph G M as follows. Note that the vertex set of G ′ is represented by U ∪ V where U = {u 1 , u 2 , . . . , u n } and V = {v 1 , v 2 , . . . , v n }, and the edge set of There is a one-to-one correspondence between tours in G M and perfect matchings in G ′ , such that the corresponding solutions have the same objective function values. Since odd QAP(G ′ ) is strongly NP-hard, the result follows.
Corollary 5.2. From an optimal (ǫ-optimal) solution of QAP(G ′ ), an optimal (ǫ-optimal) solution to QTSP-MEE can be recovered in linear time.
Proof. From the construction of G ′ , it can be verified that there is a one-to-one correspondence between MEEtours in G M and perfect matchings in G ′ that preserves the objective function values of the corresponding solutions of QTSP-MEE and QAP(G ′ ) and the result follows.
By extending the fomulation [32] , we can also formulate QTSP-MEE as a QAP(G ′ ) as follows.
Given a graph G M , construct the complete bipartite graph G ′ as follows. Note that the vertex set of G M is represented by V M = U ∪ V where U = {u 1 , u 2 , . . . , u r } and V = {v 1 , v 2 , . . . , v s }. Also, the edge set is E(G M ) = E u ∪ E uv where E u = {e i = (u i , u i+1 ) : 1 ≤ i ≤ r} and E uv = {(u i , v j ) : 1 ≤ i ≤ r, 1 ≤ j ≤ s}, r + 1 ≡ 1 and s ≤ r. Construct a complete bipartite graph G ′ = (V ′ , E ′ ) where V ′ = {E u ∪ (V ∪ {v i : s < i ≤ r})} and E ′ = {(e i , v j ) : e i ∈ E u , v j ∈ V ∪ {v i : s < i ≤ r}}. For j ∈ V set weights α , otherwise, for all h = 1, 2, . . . , p and i ∈ E u . For j ≤ s, the edge e = (e i , v j ) represents the events of ejecting edge e i from cycle E u and inserting v j by joining it to the end points of e i , otherwise e represents the event that no vertex is inserted along e i .
The problem QTSP(p,c) restricted to the collection of tours in F (M EE) is denoted QTSP(p,c)-MEE. We have the analogous definition for the homogenous case, denoted QTSP(p,H)-MEE. The proof follows from the reduction above using the fact that rank 1 odd QAP is NP-hard. The proof of this corollary follows from the reduction given above and applying the result of Goyal et al. [16] on the resulting rank 1 odd QAP. Proof. We give a reduction from the linear TSP. Given a graph G on the vertices 1, 2, . . . , n, the graph G M is constructed on the vertex set V M = U ∪ V , where U = {u 1 , u 2 , . . . , u n } and V = {v 1 , v 2 , . . . , v n }. Let E u be the cycle (u 1 , u 2 , . . . , u n , u 1 ) . The indices are taken modulo n. Assign quadratic cost on the pairs of adjacent edges q((u i , v j ), (v j , u k )) = c(i, k) for i, j, k = 1, 2, . . . , n, i = k. All other costs are zero. It can be verified that every tour π = (π(1), π(2), . . . , π(n), π(1)) ∈ G has the same cost as the tour π ′ which results from inserting π(i) into edge (u i , u i+1 ), for each i = 1, 2, . . . , n, that is, π ′ = (u 1 , v π(1) , u 2 , v π(2) , . . . , u n , v π(n) , u 1 ) ∈ G ′ . This establishes a 1-1 correspondence between tours in G and MEE-tours in G M , and the result follows. 
Conclusion
We presented a systematic study of various complexity aspects of QTSP which generalizes the wellknown travelling salesman problem. We have shown that QTSP is NP-hard on several classes of exponential neighbourhoods for which the linear TSP is polynomially-solvable. We introduce a restricted version of the QTSP objective, the fixed-rank QTSP, and examine the complexity of this problem on these classes of exponential neighbourhoods. It is shown that QTSP(p,c)-SEE, QTSP(p,c0-DEE, and QTSP(p,c)-PV can be solved in pseudopolynomial time and they also admit FPTAS. QTSP(p,c)-MEE with p = 1, can be solved in pseudopolynomial time and admits FPTAS. For fixed p > 1, the complexity status is open. For the adjacent QTSP variation, i.e. QTSP(A)-SEE, QTSP(A)-DEE and QTSP(A)-PV, we present polynomial algorithms. The problem QTSP(A)-MEE is shown to be NP-hard. As a by-product, we obtain an FPTAS for the fixed-rank quadratic shortest path problem, and a pseudopolynomial algorithm when the problem is restricted to acyclic graphs.
Similar to the Koopmans-Beckmann version of QAP, we can define a version of QTSP, the flow-distance QTSP, which takes as input, three matrices F = (f ij ) n×n , D = (d ij ) n×n , and B = (b ij ) n×n , which minimizes the objective function q(φ) = n i=1 n j=1 f ij d φ(i)φ(j) + n i=1 b iφ(i) such that φ defines a cyclic permutation of the number 1 to n.
