Selection criteria in OODB refer to object properties as well as to type membership.
Selection criteria in OODB refer to object properties as well as to type membership.
The latter stimulated research on type hierarchy indexing, i.e, fast access to object sets based on type membership criteria.
A recent proposal in this context is the multikey type index. It is based on a symmetrical multikey search structure with n dimensions for n indexed object properties and one additional dimension for type membership.
The domain of this type dimension is the type set of the indexed object. However, an important prerequisite for an eficient implementation of a multikey type index is an optimal linearization of the type set. In this paper we show in how far the lineatiza- In case of multiple inheritance a recursive divide-and-conquer solution produces all existing optimal linearizations for a given type hierarchy.
The main contribution of this paper is a detailed outline of the corresponding algorithm for multiple inheritance type hierarchies. By using this algorithm, the multikey type index is an interesting alternative to the traditional approaches for type hierarchy indexing, which are almost exclusively based on P-tree derivates.
Introduction
The multikey type (MT) index as presented in [lo, 111 maps the type hierarchy of an OODB scheme to a multidimensional search structure. The hierarchy is represented by an additional domain in the search data structure which is called type domain. The result is a multikey type index algorithm for the only prerequisite of this multikey search structure application, namely the optimal linearization of the type hierarchy. Previous work on type hierarchy indexing uses essentially B+-tree structures. In [S] the indexing performance of one B+-tree per indexed type (called Single Class Index) is compared to the Class Hierarchy Index using one B'-tree as a storage structure for all types which is further enhanced by leaf node directories. The Class Division approach presented. in [13] can be viewed as a mediator between these two alternatives. Using a replication scheme for OIDs, the class division approach trades storage space and update performance for query performance. So called H-trees are introduced in 19, 8, 12] , the central idea is to represent the type hierarchy in the index structure by nested single type B+-trees. and hcCtrees [IS] aim at a slightly more general problem, Technically speaking both approaches extend Bf-trees with multiple lists to organize OIDs with respect to their set membership. The Nested Inherited Index [l] and the Generalized Nested Inherited Index [14] are B+-tree based hybrid approaches supporting type membership as well as path expressions.
Multikey index structures have been discussed as an alternative to traditional, Bktree based search structures in the context of type hierarchy indexing (see [13] , [4] , [5] and [lo] ).
In the rest of the paper Section 2 contains the problem statement and a definition of the term optimal linearization. Section 3 is the main section of the paper with a detailed presentation of the linearization algorithm.
In Section 4 the proposal is put to work, an outline of a possible implementation framework is given. At the end of the paper, there are conclusions and references. Assuming an arbitrary linearization, the query range in the type domain may also contain types not qualifying for the query request (see Figure 6 ). Since the resource consumption of a range query is positively correlated with the size of the respective range, we aim at minimal ranges for all extents (see Figure 7 for the extent of FacultyMember), i.e., at a linearization in such a way that exactly one interval contains all types which are part of one subhierarchy. In geometrical terms, an optimal linearization yields for each possible type in a query a subspace not containing any object identifiers not belonging to the query result (see Figure 8 containing the queries given in Section 1). Consequently, a type domain setup (linearization) resulting in minimal query subspace volumes for all possible query requests is called optimal. More specifically, an ordering C is optimal for (T, <), if E is a total ordering (see (1) in definition below), and for each subhierarchy of (T, 2) (with T<t denoting the subhierarchy rooted at t), there is a closed interval [u, V] necessary and sufficient condition for the existence of an optimal linearization of a type hierarchy is not totally trivial, a closer look at the above definition yields at least one necessary and one sufficient condition (super(t) denoting the set of direct supertypes of t):
l An optimal linearization exists if each type has at most one supertype, i.e., single inheritance (Vt E T : ]super(t)) < 1 is sufficient). An optimal linearization does not exist if any type has more than two supertypes (Vt E T : Isuper(t)l 5 2 is necessary).
In the case of single inheritance the computation of the optimal linearization is straightforward. For example, a standard depth-first traversal of the hierarchy will do. The respective traversal has been proposed in [13] .
Figure 10: Type hierarchies (a) with and (b) without optimal linearization
In the multiple inheritance case Figure 10 illustrates that the second existence condition is only necessary. For both hierarchies depicted in this figure, the condition holds. However, a closer look at the two type hierarchies reveals that hierarchy (a) has an optimal linearization whereas hierarchy (b) has none. Informally, this result can be obtained by the isolation of all non-trivial subhierarchies, in particular {AE}, {CF}, {DEF}, {BCDEF) for (a) and {AE}, {CF}, {DEF}, {BDEF} for (b). The goal is a 'flattening' of the hierarchy such that the set of type identifiers forms a string and each subhierarchy is represented by a substring of this string. Drawing the corresponding set diagrams for the two hierarchies (see Figure 11 ) we observe that, in the first case, the diagram can be flattened in this way whereas in the second case this is not possible, since one of the subhierarchies cannot be represented by a substring (in Figure 11 this is {BDEF}).
In the following section, we present an algorithm which finds all optimal linearizations for a given hierarchy (T, 5).
The Mapping Algorithm
Prior to an in-depth presentation of the mapping algorithm we use the example hierarchies of the previous section (see Figure 10 ) for an informal presentation of the linearization task. Let (S, 5) denote the hierarchy to be processed.
1. The (unmarked) maximal elements of (S, 5) together with the subhierarchies rooted at these elements are determined and marked. For the running example the results for the two hierarchies are given as:
In what follows some notational conventions for the necessary data structures (abstract representations) hold: (4 (b) Step 1 With respect to hierarchy (a) there is only one concatenation step (intersection contains E). The processing of hierarchy (b) involves two concatenation operations, one for an intersection containing E, the other one for an intersection containing F.
:_.., (b) Step 2 3. The lists resulting from the previous step are refined (operator *, see example Figure 13 . It should be noted that B \ U Ac = 0. Exact definition of * below), more specifically, for each subhierarchy rooted at an unmarked maximum it is checked, whether or not the subhierarchy has a nonempty intersection with more than one list element. In this case a refinement attempt is made. If there is any such subhierarchy without a possible refinement no linearization exists.
Considering hierarchy (a) there are two candidates (subhierarchies) for refinement: {CF} and {DEF}. However, {CF} has a nonempty intersection with only one listelement, i.e. {BCDF}.
Consequently, no refinement is done. {DEF) has nonempty intersections with both {BCDF} and {E}, the result of the refinement is given below. In case of hierarchy (b) the only refinement candidate is {DEF}. This subhierarchy has a nonempty intersection with consecutive list elements.
However, the refinement fails, because the interior list element (BD} is not a subset of {DEF}.
At this point the linearization algorithm terminates for hierarchy (b).
There is no optimal linearization for this hierarchy.
The next iteration for hierarchy (a) yields the subhierarchies {E} and {CF} as candidates. { CF} is a relevant candidate having nonempty intersections with {DF) and {BC}. We end up with a configuration like: The main part of the proposed algorithm is a recursive function order. Another integral part of this algorithm is a structured set S' constructed during the traversal of (T, 5). Elements of S' are either atoms (i.e., type identifiers) or structured lists. Elements of structured lists are in turn again structured sets. The recursive definition of this data structure allows arbitrary nestings. In the sequel, two special cases are used: flnt sets, i.e., structured sets containing merely atoms, and fiat lists, i.e., structured lists containing merely flat sets Function order is invoked by the wrapping function depicted in Figure 15 . After termination of the algorithm, a postprocessing step on T' produces all optimal linearizations (see below). Figure 16 an informal pseudocode reprosentation is given in Figure 14 . However, the actual execution of order is illustrated by an example given below. At this point we have to define the exact meaning of all operators used in order. The following operations and symbols are used: l {}, () and 0 denote the set constructor, the list constructor, and the empty set, respectively. In the wrapping procedure (see Figure 15 ) set D is initialized as empty set. Its purpose is to hold already processed type identifiers. The wrapping procedure passes T as actual parameter to the initial call of function order. For a given type hierarchy (T, I), e.g., T = {ABCDEFG} with < given in Figure 18 , after termination of order the result contained in S' Figure 18 : Example type hierarchy can be used to construct all optimal orderings (the actual execution of the function order is illustrated in the Appendix). For the above example the value of S' is {((B({EF})}{H}{DG}{AC})}. The set of all optimal optimizations is constructed in the following way. Each set in the result can be represented by an arbitrary permutation of its elements, whereas each list yields only two correct representations (i.e., forward or backward sequence). In particular, sets {EF}, {DG}, and (AC} can be represented by 2! permutations each. The same is true for the set {B({EF})} containing one atomic element B and a list ({EF}) as second element. It should be noted that this list contains only one element, namely set {EF}.
The list containing four elements, i.e., {B({EF})}, {H}, {DG}, and {AC} has only 2 correct representations. All in all a simple postprocessing traversal yields 2! . 2! -2 . 2! . 2! = 32 optimal linearizations for T, e.g.,
etc. Applying the algorithm to the hierarchy of 
Implementation Issues
In this section we apply the linearization algorithm for the purpose of type hierarchy indexing. In particular, the implementation of a multikey type indez with the help of optimal linearizations is outlined.
In general, a multikey type index can be built using any multikey search data structure.
Consequently, this section is not focussed on any particular data structure like, e.g., the BV-tree [3] or the hB-tree [7] . The only data structure requirement is a non-degenerating behavior in case of data skew.
Multikey search data structures interpret n-tuples as elements of an n-dimensional geometrical space. Physically stored tuples have to be enclosed by an n-dimensional hyperrectangle (called data space in the sequel) defined by totally ordered attribute domains. Initially, the data space is mapped to a single disk page. When the storage space of this disk page is exhausted, the data space has to be partitioned into two subspaces, mapped to one disk page each. In any case of page overflow this pattern is repeated.
Thus, the dataspace is successively partitioned into an increasing number of subspaces as the number of stored tuples increases. In most cases an exact match query will qualify one subspace and therefore one disk page, whereas a range query will qualify a set of buddy subspaces corresponding to a set of disk pages. This concept of data space partitioning is theoretically appealing as it allows to implement symmetrical index structures without any distinction between one clustering and n -1 non-clustering data structures for n indexed object properties. However, from a technical point of view, subspace boundary values have to be stored and maintained in order to reconstruct the data space partitioning in case of query or update operations.
This means that any multikey search structure used to implement database indices has to contain two parts, namely one storage structure for boundary values (i.e. the partitioning information) and a second storage structure for tuples containing the object identifiers, the types, and the actual values of the indexed attributes.
In what follows, the terms boundary structure and value structure will be used to refer to these parts, respectively.
One possible data structure setup could look like this: in any disk page of the value structure, the key values component contains the values of the indexed attributes. This component is followed by a list of object identifiers such that each identifier refers to an object having the attribute values given in the key values component. It should be noted that, in this context, the type identifier can be handled like any other attribute value, i.e., as part of the key values component. The optimal linearization algorithm guarantees minimum length query intervals in this type dimension.
Recalling the type hierarchy example from Section I, a multikey type index on attribute income is shown in Figure 19 depicting the boundary structure and the value structure for this example.
The execution of query requests with the help of a multikey type index involves two phases: attribute income). In a first step, the boundary structure is used to determine relevant parts of the corresponding value structure, X and Z in the example. In a subsequent step, these parts of the value structure are used to retrieve a set of object identifiers, wg , ~4, ~5, and ws in this example.
An important advantage of this kind of indexing framework is that exactly the same search structure technology could be applied to maintain one index structure for all relevant attributes of Person, e.g. income, weight, name, and so on. Considering for example Q4: select x from x in facultyMembers where x.income < 50000 and x.name C "Doe" the execution needs associative access to attribute income as well as to name. In single key approaches, the OODBMS is forced to maintain two distinct search data structures, thus spending considerably more storage space for index maintenance and considerably more index scan time.
Conclusions and Work In Progress
Optimal type hierarchy linearizations are motivated in the context of multikey type indices. An important prerequisite for this recent approach to type hierarchy indexing is an algorithm which is able to find such linearizations. Since we are aiming at minimum length intervals in the type domain, a linearization is called optimal if and only if the resulting type domain contains for each subhierarchy an interval with exactly the types of this subhierarchy. Using the linearization algorithm, any state-of-the-art multikey search data structure can be used to set up efficient type hierarchy indices. The main advantage of this approach is that, in case of more than one indexed attribute, the amount of index storage space overhead can be significantly reduced compared to a set of single key indices. An interesting challenge is posed by hierarchies for which an optimal linearization in the definition of this paper does not exist. In these cases, at least two approaches have to be considered: allowing redundancy (i.e., duplicating types in the type domain) or allowing a controlled suboptimal setup of the type domain. These questions are subject to further work.
