Abstract. Before making a movement aimed at achieving a task, human beings either run a mental process that attempts to find a feasible course of action (at the same time, it must be compatible with a number of internal and external constraints and near-optimal according to some criterion) or select it from a repertoire of previously learned actions, according to the parameters of the task. If neither reasoning process succeeds, a typical backup strategy is to look for a tool that might allow the operator to match all the task constraints. A cognitive robot should support a similar reasoning system. A central element of this architecture is a coupled pair of controllers: FMC (forward motor controller: it maps tentative trajectories in the joint space into the corresponding trajectories of the end-effector variables in the workspace) and IMC (inverse motor controller: it maps desired trajectories of the end-effector into feasible trajectories in the joint space). The proposed FMC/IMC architecture operates with any degree of redundancy and can deal with geometric constraints (range of motion in the joint space, internal and external constraints in the workspace) and effort-related constraints (range of torque of the actuators, etc.). It operates by alternating two basic operations: 1) relaxation in the configuration space (for reaching a target pose); 2) relaxation in the null space of the kinematic transformation (for producing the required interaction force). The failure of either relaxation can trigger a higher level of reasoning. For both elements of the architecture we propose a closed-form solution and a solution based on ANNs.
Introduction
Humans exhibit an enormous repertoire of motor behaviour which enables us to effectively interact with many different objects under a variety of environmental conditions. Modelling the way in which humans learn to coordinate their movements in daily life or in more demanding activities is an important scientific topic from many points of view, such as medical, psychological, kinesiological, and cybernetic. The ability to perform in such a varying and often uncertain environment is also a feature which is conspicuously absent from most robotic control, as robots tend to be designed to operate within rather limited environmental situations. Cognitive problems have been explored in recent years from the point of view of the design of robots or the development of humanoid technologies. The research has clustered around broad and related concepts: developmental robotics, epigenetic robotics, bio robotics [5, 6] . In this context, the idea that perception is not a passive mechanism for receiving and interpreting sensory data but is the active process of anticipating the sensory consequences of an action provides a computational alternative to the conventional view based on a segregation of perceptual, motor and cognitive processes in different parts of the brain, according to some kind of hierarchical organization. This implies that adaptive behaviour can best be understood within the context of the (biomechanics of the) body, the (structure of the organism's) environment, and the continuous exchange of signals/energy between the nervous system, the body and the environment. In other words the appropriate question to ask is not what the neural basis of adaptive behaviour is but what the contributions of all components of the coupled system to adaptive behaviour and their mutual interactions are. The brain has a body and the body has its constraints and affordances.
Our ability to execute movements using different end effector systems and on different scales (writing on a paper and a black board for example), makes it plausible that a level of representation of movement may exist independent of how the movement will be performed [7] . In order to complete the specification of motor plan, the task description must be bound to the specific end effector, which on its turn, must be translated into the proximal space, thus completing the desired kinematic picture of movement. The transformation form distal space to body space requires inversion of the forward kinematic mapping x=f(q), which is usually redundant both in terms of structure and task [1] . Consider the 'stick paradigm' requiring a use of an appropriate tool for obtaining a goal that is not achievable by direct use of end effector: the robot's body imposes specific constraints on the range of attributes (physical dimensions, weight, moment of inertia, surface characteristics etc) of sticks that can be grasped and effectively used by the robot. This description is independent of the specific task, but the task may impose additional constraints on the stick attributes that must be taken into account when reasoning about the task and eventually planning a course of actions. In general, it is very difficult to formalize a priori the constraints that qualify an effective "stick" in the context of a given task and thus only a very approximate schema can be formulated in terms of explicit rules and structural descriptions: the crucial part is best represented in terms of experiments, either "mental experiments" (carried out by means of an internal model of the body and the environment) or "actual experiments", which require a corresponding sequence of virtual or actual movements for achieving the task. In addition, it is essential to reach a reasonable solution which also takes into account internal and external constraints and the fact that in general a "target position" is associated with a "target effort".
In this framework, we propose a general biomimetic system for the coordination of body/arm/tool movements that operates with any degree of redundancy, for any configuration of limbs, and can deal with geometric constraints (range of motion in the joint space, internal and external constraints in the workspace) and effort-related constraints (range of torque of the actuators, etc.).The crux of this architecture implements the Passive Motion Paradigm: the "virtual stiffness" determines an attractive force field to the target. However, this field can be distorted in order to take into account external constraints or obstacles. The pair of transformations, determined by the Jacobian and the transpose Jacobian, solve "the transfer from the end-point trajectory to a requisite motor plan" or also the inverse kinematic transformation in the general redundant case. In other words, this is a method to generate end-effector movements according to a plan. At the end of the simulation if the residual error is null, we can say that the target is reachable. If it is not, the residual error is an estimate of the size of the required tool. However, we should also consider that the final position at the end of the relaxation to des x is a local minimum of an energy function and given the redundancy of the system it may well be that another better equilibrium configuration exists, for example a configuration with a smaller residual error that then requires a tool of smaller size. How to search for such better configurations? One possibility is to carry out null-space movements i.e. movements that exploit the redundancy of the transformation (the fact that for each position of the end effector there is an infinity of arm configurations that are consistent with it). The equilibrium configurations can be memorized and rewarded/punished according to performance measures. In sum, the proposed FMC/IMC pair integrates end-effector movements and null-space movements in the same computational mechanism that becomes a generator of potential solutions or a reporter of general impossibility to achieve the goal.
The FMC/IMC Pair
Let x be the vector that identifies the pose of the end-effector of a robot in the workspace and q the vector that identifies the configuration of the robot in the joint space:
is the kinematic transformation or, for each time instant of a planning process,
where J is the Jacobian matrix of the kinematic transformation. In general we shall consider a redundant robot, i.e. a robot in which the dimensionality of q is (much) greater than the dimensionality of x . Even a 5 or 6 DOFs manipulator becomes redundant if you mount it on a mobile platform. An inverse motor controller is one that, given a desired law of motion to a target in the workspace, computes a coordinated joint rotation pattern that implements it. We build the IMC by using the passive motion paradigm (PMP: Mussa Ivaldi et al 1988) that consists of the following steps: 1) Define a virtual attractive force field to a designated target The algorithm always converges to a "reasonable" equilibrium state, whatever the degree of redundancy of the robot: if the target is within the workspace of the robot, it is reached; if it is not reachable, the robot fully extends the arm to a position that is at a minimum distance from the target. Moreover, the timing of the relaxation process can be controlled by using a time base generator (Tsuji et al 2002) and the concept of terminal attractor dynamics (Zak 1991) : this can be simply implemented by substituting the relaxation equation (4) with the following one:
where a possible form of the time-varying gain that implements the terminal attractor dynamics is the following one (it uses a minimum-jerk time base generator with duration τ ):
The model above can be further extended in order to deal with a variety of internal and external constraints and the fact that in general a "target position" is associated with a "target effort", i.e. the fact that after the target pose T x has been reached (and possibly an object has been grasped, but the analysis of grasping is outside the scope of this paper) a force vector T F has to be applied to some object. The procedure can be easily generalized to a network with more than 1 hidden layer.
Implementation and Simulation Results
The FMC/IMC pair was implemented with respect to a planar robot with three revolute joints and link lengths of one for each link. Assuming for each joint a range of motion of ±90 o we sampled the configuration space with 60K samples and after a few trials we chose a (3, 30, 15, 2) network which tracked the targets reasonably well to an error of 10 -3 . The MLN was trained using the Levenberg-Marquardt algorithm designed to approach second-order training speed without having to compute the Hessian matrix [Hagan et al, 1994] .The Jacobians and torques can be computed using the trained two layer MLP as follows :
Where g(.) is the tansig function for the hidden layers, j and l are the first and second hidden layers respectively. Figure 4 illustrates the reaching trajectories obtained by the FMC/IMC pair without application of Joint reference fields and the external force drive (for Null Space movements), starting form an initial configuration of (π/4, π/4, 0). Of the four different targets are presented, three are within the workspace and one (-3, 4) was not reachable. Note that in this case, the robot fully extends the arm to a position that is at a minimum distance from the target. The timing of the relaxation process is controlled by using a neural time base generator.
The next step was to perform a coordinated body/arm/gripper virtual movement that brings the gripper to the target according to some optimality criterion which takes Fig. 4 . Relaxation to target pose using FMC/IMC pair into account internal constraints. We considered the case of joint limits as an imposed internal constraint, which were set to rotation values in the middle of the range of motion. Figure 5 shows the solutions reached after attractive force field in the joint space was added, target to be reached is (-1,1) . Hence, for an arm that is mounted on a mobile robot which includes in its geometric/kinematic description, the position/orientation of the mobile platform (3 dofs) as well as the 5 dofs of the arm and the 2 dofs of the gripper, the proposed FMC/ IMC pair provides a dynamic approach to integrate motor redundancy, internal constraints (as regards to geometry, self-interference, and range of forces/torques) and external constraints (obstacles). If the forward simulation is successful then the movement is executed, otherwise the residual "error" or measure of inconsistency can be taken as a starting point for breaking the action plan into a sequence of sub actions. 
Concluding Remarks
The reasoning system of a cognitive robot must incorporate a scheme for imagination of motor actions, taking place on imagined objects, so as to 'reason' possible optimally rewarded actions, at the same time satisfying a range of internal constraints (joint limits), external constraints (obstacles for the body/arm/gripper) and effort related constraints (range of torques of actuators etc). Using a coupled pair of controllers FMC/IMC, we provide a computational frame work to perform the motor cognitive functions of trajectory determination, coordinate transformations and generation of motor commands implicitly knowledgeable of geometric constraints as well as effort-related constraints. While the FMC predicts trajectories of the endeffector variables in the workspace based on trajectories in joint space, the IMC calculates necessary motor commands from desired trajectories in workspace.
The mental simulation using the proposed framework can run as follows: a) Reaching the positional target according to some optimality criterion b) Performing movements in the null field to reach the effort target. In the case that the goal is satisfied, the selected configuration is memorized and actual movement is initiated. A failure of either relaxation triggers a higher level of reasoning based on the residual "mismatches" in order to decide on two possible outcomes: a) abort the task because it cannot be possibly executed; b) evaluate the geometric/physical parameters of a tool (within a given repertoire) that might be useful for solving the task; In the case of outcome 'b', a sub goal can be instantiated so as to fetch the tool, grasp it and, if appropriate, perform some babbling movements to update the arm/gripper/tool kinematics. In this case, a given task can then be broken down to a sequence of target positions (assembled in correct order), to be attained independently by the use of the proposed relaxation dynamics, with the especially important components of the memory, recalibration and influence of rewards.
