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Single-pixel imaging via compressed sensing can reconstruct high-
quality images from a few linear random measurements of an ob-
ject/scene known a priori to be sparse or compressive, by using
a point/bucket detector without spatial resolution. Nevertheless,
it still faces a harsh trade-off among the acquisition time, the spa-
tial resolution and the signal-to-noise ratio. Here we present a new
compressive imaging approach with use of a strategy called cake-
cutting which optimally reorders the deterministic Hadamard ba-
sis. By this means, the number of measurements can be dramati-
cally reduced by more than two orders of magnitude. Furthermore,
by exploiting the structured characteristic of the Hadamard matrix,
we can accelerate the computational process and simultaneously re-
duce the memory consumption of storing the matrix. The proposed
method is capable of recovering an image of the object, of pixel size
1024× 1024, with a sampling ratio of even 0.2%, thereby realizing su-
per sub-Nyquist sampling and significantly reducing the acquisition
time. Moreover, through the differential modulation/measurements,
we demonstrate this method with a single-photon single-pixel camera
under low light condition and retrieve clear images through partially
obscuring scenes. This described practical method complements the
single-pixel imaging approaches and can be applied to a variety of
fields, such as video, night vision goggles and automatic drive.
Introduction
The ability to capture the two-dimensional (2D) image information is ex-tremely significant in plenty of applications, ranging from astronomical
observation [1], phase retrieval [2] to hyperspectral imaging [3]. However, the
sampling specified by the Nyquist-Shannon criterion for all pixels of an object
image generally involves the acquisition of a huge amount of information, and
is also accompanied by the questions of both transmission and storage. In ad-
dition, imaging with high spatial resolution needs advisable compromises on
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the conflicting goals of acquiring high signal-to-noise (SNR) for each pixel-unit
whilst keeping low acquisition time. For example, in order to obtain a higher
SNR, one can either increase the integration time [4], just as in pixelated ar-
ray/scanning detectors, thereby increasing the acquisition time, or gather the
total luminous flux together, just as in single-pixel systems, but sacrificing the
sampling time and the computation time.
To our knowledge, single-pixel imaging (SPI) might trace back to early raster
scanning schemes, like the flying-spot camera in 1884, optical coherence tomog-
raphy [5] in 1991. As an alternative, it is also possible to calculate the intensity
correlation between the random-modulated illumination patterns and the de-
tected bucket signals, based on a statistical mechanism called ghost imaging
(GI) [6–10]. But in traditional GI, in order to obtain a nice reconstruction, the
number of measurements should be considerably higher than the pixel dimen-
sion N of the object image. Hadamard [11–15] and Fourier [16–18] SPI are other
two techniques that use complete deterministic orthogonal bases, allowing one
to reduce the number of measurements to N . Since there is no need to use any
pixelated array, SPI schemes can largely improve the flux, which is a benefit
especially under ultra-weak light conditions. Additionally, they can work with
low-cost at non-visible wavelengths, where array cameras are expensive and not
well developed [19].
Recently, some SPI methods based on compressed sensing (CS) [20–23] have
been proposed to acquire a better performance by exploiting the sparsity of
the object. It enables a considerable decrease in the number of measurements
without compromising the SNR, but at the cost of increased computational
time (in minutes or hours). We also note that, for the general cases, one cannot
acquire a good image quality when the sampling ratio is below 30%. Many
CS applications in fields including magnetic resonance imaging [24], astronomy
[25], and microscopic imaging [26, 27], have resolutions generally smaller than
128× 128 pixels. Besides, the larger the pixel resolution, the more stringent the
computational restrictions, which is unsuitable for practical real-time imaging.
In terms of imaging mechanisms with few measurements, differential GI [28],
which is an early differential SPI scheme, enhances the SNR by subtracting the
background noise. Then correspondence imaging (CI) has been proposed by
Luo et al. [29, 30] and explained from many perspectives [31–33], allowing one
to obtain a positive or negative image by conditional averaging the reference
patterns, but without correlation calculation. As a result, the number of mea-
surements is cut by at least half. Although diverse CI-based schemes [34–37]
have been developed, the performance is not greatly improved. Then, it is found
that based on the differential measurements of random binary patterns and their
inverse [38], a ghost image can be reconstructed by correlating non-inverted pat-
terns. Note that the inverse patterns also can be utilized, a technique called
complementary compressive imaging [39] and its derivative named differential
CS [27] have been proven to produce a satisfactory image quality in orders of
magnitude better than conventional CS or GI, with a sampling ratio around
15%. More recently, an approach based on a “Russian Dolls” (RD) ordering
approach [40] is proposed to yield a comparable quality compared to CS at 6%
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sampling ratio but the spatial resolution is still limited.
Here we present a single-pixel compressive imaging technique that can ac-
quire high-quality images of large pixel scale 1024×1024 with super sub-Nyquist
sampling ratio even below 0.2%, by using a strategy that we call the “cake-
cutting” (CC) sort to optimally reorder the deterministic Hadamard basis. From
the aspect of its physics nature, the sorting is based on the contribution of the
pattern basis to the reconstruction, which is inspired from CI. Following this
idea, the most significant patterns are always modulated firstly. Meanwhile, by
utilizing the structured characteristic of Hadamard matrix, the computational
overhead and the memory consumption is greatly reduced. It is shown through
numerical simulation to significantly reduce the number of measurements along
with the acquisition time. Furthermore, with a single-photon single-pixel cam-
era setup based on differential modulation, we demonstrate its ability to retrieve
clear images through partially obscuring scenes under noisy environmental illu-
mination conditions.
Results
Principles description. The core idea of single-pixel imaging is to shift the
spatial resolution away from the array detectors and onto the modulated pat-
terns, which are typically generated by a spatial light modulator, in order to
acquire the spatial information of the target. As a consequence, the spatial res-
olution of each pattern should be equivalent to the pixel resolution p× q of the
target image x. By leveraging the fact that natural images can be sparsely rep-
resented in an appropriate basis Ψ, i.e., x = Ψx′, compressive imaging methods
allow one to reconstruct the images with a few patterns whose number is only
a fraction of the number of pixels N . Here we define the sampling rate as the
ratio of the number of measurements to the number of pixels. This sampling
rate is much smaller than that prescribed by Nyquist sampling. It typically
takes about M = O(K · log(N/K)) < N random patterns, considering all but
the largest K(≤ N) elements of the sparse representation coefficients in some
basis to be set to zero. Thus CS in principle provides a benefit in reducing
acquisition time. And generally, Ψ is an invertible (e.g. orthogonal) matrix or
a redundant dictionary. The image x can be reshaped into a column vector of
size N × 1, where N = p × q. In CS, the patterns are modulated by a digital
micromirror device (DMD) consisting of millions of micromirrors, each of which
is orientated either 12◦ or −12◦ with respect to the normal of the DMD work
plane, corresponding to a bright pixel 1 or a dark pixel 0. Each pattern aij
sequentially encoded on the DMD can be flattened into a row vector of size
1 ×N , thus M such binary patterns constitute a known M ×N measurement
(or sensing) matrix A. This measurement matrix actually projects the object
signal x into a single-pixel (bucket) compressed signal y = Ax+e of smaller size
M×1. Here e is of the same size M×1, denoting the stochastic noise. Thereby,
the single-pixel total intensity measurement is mathematically equivalent to the
inner product between each pattern and the object image, i.e., the interaction
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between the pattern sequence and the scene. Then the goal is to solve such an
ill-posed linear problem through optimization algorithms by finding the sparsest
representation x′ such that y = AΨx′+ e. In order to ensure a good estimation
of x′, the measurement matrix A should satisfy the restricted isometry property
(RIP) [22], which requires the sensing matrix with the property that column
vectors taken from arbitrary subsets are approximately orthogonal and incoher-
ent with Ψ. As we know, the Hadamard matrices can fulfil this property. Here
we apply the total variation minimization [41], whose objective function can be
written as an augmented Lagrangian function:
min
x
∑
i
||Dix||p + µ
2
||y −Ax||22, (1)
where ||x||p = (
∑N
i=1 |xi|p)
1
p , Dix denotes the discrete gradient vector of x at
the ith position, D is the gradient operator, and µ is a balance constant. Here
a TVAL3 solver [41] is used to recover the image.
In this work, we make use of the Hadamard matrices to form our patterns. A
Hadamard matrix is named after the French mathematician Jacques Salomon
Hadamard. It is a symmetric square matrix with entries ±1. Let H be a
Hadamard matrix of order N , then we have HHT = NIN and H
T = H,
where IN is the N×N identity matrix and T represents the transpose operator.
Dividing H by
√
N gives an orthogonal matrix whose transpose equals to its
inverse. The Hadamard matrix of order 2 ≤ 2k ∈ N can be given by the
following recursive formula
H2k =
[
H2k−1 H2k−1
H2k−1 −H2k−1
]
= H2 ⊗H2k−1 , (2)
where H1 = [1], H2 =
[
1 1
1 −1
]
, ⊗ stands for the Kronecker product. Such
natural ordered Hadamard matrix is also called Walsh matrix. It is interesting
to note that the elements in the first row and the first column are all ones.
In CI, the patterns can be easily divided into a positive and a negative subset
according to the bucket intensity fluctuation ∆yi = yi − 〈y〉, expressed as
A+ = {Ai|∆yi ≥ 0} and A− = {Ai|∆yi < 0}, (3)
where 〈·〉 signifies the ensemble average. A positive (or negative) correspondence
image can be recovered by only averaging some fractions of the subset A+ (or
A−). From this theory, it can be seen that the single-pixel (bucket) intensity is
proportional to the contribution of the pattern to the image reconstruction. Now
we plot the ordinary intensity signal y = Ax in Fig. 1(a). Here the measurement
matrix A is randomly disrupted from H (i.e., the rows and columns of H are
all scrambled to generate the A). The intensity values show a positive and
negative distribution due to the fact that the entries of A are either +1 or −1.
Then we sort the signal y and its absolute value form |y| in a descending order,
as displayed in Figs. 1(b)–1(c). By using the complete set of the patterns,
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the CS retrieved image is illustrated in Fig. 1(e). After that, we use some
different sampling rates of 6.25%, 12.50%, 25.00% and 50.00% for CS image
reconstruction, whilst the intensity values y (or |y|) are in a descending order
and a ascending order, respectively. The front part of Figs. 1(f)–1(g) show the
retrieved images using the most significant fractions. From the results given in
the latter part of Figs. 1(f)–1(g), we can see that, by using CS, the first few
fractions of the subset of A corresponding to |yi|− 〈|y|〉 < 0, compared with the
ones for ∆yi < 0, present some poorer quality since they are unessential patterns
to be more precisely. The results along with the relative errors (RE) demonstrate
that, with the same sampling ratio, the significant fractions of the subset of A
with respect to |yi| − 〈|y|〉 > 0 yield a better performance (see the front part
of Figs. 1(f)–1(g)). In consequence, the most significant patterns should be
modulated first. Although there exists many orders for the Hadamard matrix,
such as sequency order, dyadic order, and so forth, none of them can make the
most significant patterns appear first. Since it is hard to know a priori which
patterns can generate the most significant intensity values, one must perform a
complete sampling and then pick up the crucial patterns needed according to
the recorded signal.
Figure 1: Image reconstructions with different subsets of Hadamard patterns.
(a) The original distribution of the bucket intensity signal y. (b) and (c) gives the
intensity distribution when y and |y| is in a descending order, respectively. (d)
is an original image of 128× 128 pixels. (e) CS reconstruction using a complete
set of the random patterns. (f) and (g) Comparison of CS reconstructions with
the compression ratios of 6.25%, 12.50%, 25.00% and 50.00%, while the signal
y (or |y|) is in their descending order and ascending order, respectively.
The RD ordering [40] of the Hadamard basis provides an alternative GI ap-
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proach. It numbers each row. The rows the Hadamard matrix are ordered such
that the top half of H22z equals to the rows of H22z−1 (in the two-dimensional
pattern view, the former is an scaled version of the latter with a factor 2), just
like a Russian dolls set, then the third quarter of H22z are ordered as the trans-
pose of its second quarter, the rest is catalogued into the fourth quarter, and
at last the patterns within each quarter are reordered again. By this means,
the image can be reconstructed from a subset (e.g. 6% sampling ratio) of sig-
nificant patterns, with a quality comparable to the one of CS. And there is no
need to disorder internal pixel layout in each pattern. But the RE of RD-based
GI method presents a sawtooth descent as the sampling ratio increases, so that
its performance curve is neither stable nor smooth. Since this method is based
on the second order correlation, it is sensitive to the environmental noise. Ad-
ditionally, the pixel resolution is also limited, generally 128× 128 pixels, as this
ordering operation is too complex. Meanwhile, once the sampling ratio is fixed,
the number of patterns required is determined by the total number of pixels of
the reconstructed image. Therefore, it leads to a long acquisition time especially
in imaging for large pixel resolution.
Cake-cutting Hadamard basis sort. In this work, we propose a cake-cutting
(CC) strategy to generate an optimized sort of the Hadamard basis. At first,
each row of the Hadamard matrix H is reshaped into a matrix of p × q = N
pixels. Imagine each reshaped basis pattern as a cake, we can count how many
pieces this cake is cut into. One piece of the cake can be defined as a connected
region. In topology and mathematics, a connected region is a topological region
that cannot be represented as the union of two or more disjoint nonempty
subsets. This suggests each piece of the cake being either all −1 (in black)
or 1 (in white). Thus the piece number of the cake can be denoted by the
number of connected regions of −1 plus those of 1. Besides, for one pixel in one
basis pattern, its adjacent pixels (up and down, left and right) with the same
values can be all treated as some part of its connected region. According to
the CI theory described above, only a small fraction of the complete patterns
contributes to a larger intensity value |yi|. Here we find that the less connected
regions a pattern contains, the more probability of this pattern to be significant
or to generate a higher measured value for a common object. Therefore, we
order the complete Hadamard basis patterns according to their piece number
and acquire a sort sequence seq of size N × 1. After that, the N reordered
patterns can be flattened into N row vectors, each of size 1 × N , forming a
N ×N measurement matrix.
Here, Fig. 2 gives an example how our cake-cutting Hadamard basis sort
works. By picking out each row of the H16 matrix (Fig. 2(a)) and transforming
each row into a 4× 4 2D pattern, a complete set of 16 Hadamard basis patterns
is then presented in Fig. 2(b), e.g., in natural order. Following our cake-cutting
strategy, these Hadamard basis patterns are sorted by their piece numbers (see
Fig. 2(c)). After that, we rebuild a Hadamard matrix H16384 of order N =
128×128, which is used to reconstruct a image of 128×128 pixel resolution. By
using our method, we compare the performance of recovered images from the
first 6.25%, 12.50%, 25.00% and 50.00% of the complete measurements when
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the piece (block) number of each pattern are in ascending order and descending
order, respectively, as shown in Figs. 2(e)–2(f). The results fit quite well with the
theory. From the RE data, we can see that the performance is in proportion to
the compression ratio for the ascending order but this feature is not suitable for
the descending order. It is easy to think that the difference of the corresponding
recovered images will produce a better quality, but it does not turn out that
way due to the environmental noise, as shown in Fig. 2(g).
Figure 2: An example for the “cake-cutting” Hadamard basis. (a) A 16 ×
16 Hadamard matrix H16. (b) The basis patterns of H16 in natural order.
(c) The basis patterns of H16 in the optimized “cake-cutting” order. (d) An
original head phantom image of 128× 128 pixels. (e) and (f) Comparison of CS
reconstructions with the first 6.25%, 12.50%, 25.00% and 50.00% of the fully
sampled measurements while the piece numbers are in their ascending order and
descending order, respectively. (g) The difference image of the fourth images of
(e) and (f).
Fast Hadamard computation. Now let us recall the structured character-
istic of the Hadamard matrix. In computational mathematics, the Hadamard
ordered fast Walsh-Hadamard transform (FWHT) is an efficient algorithm which
can reduce the computational complexity of original n-order Walsh-Hadamard
transform (WHT) from O(n2) to O(n log n), where O is short for the order.
This algorithm is a divide and conquer algorithm which recursively divides a
WHT problem of size n into two smaller WHT sub-problems of size n/2 [42].
The idea of the FWHT applied to a column vector of length 16 is illustrated in
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Fig. 3. Actually, the operation HNx = y can also be explained by a graph with
a set of vertices of edges. The weight of each edge is either 1 or −1. Just like the
neural networks or convolutional neural networks, the Hadamard matrix can be
regarded as a propagation function or a network consisting of connections, in
which each connection transfers the output of a neuron i to the input of another
neuron j, whilst x = {x1, x2, x3, . . . , xN}T and y = {y1, y2, y3, . . . , yN}T can be
treated as the original input and the final output. There should be log2N − 1
hidden layers, depending on the order N of the Hadamard matrix. Additionally,
there are N transverse edges and N intersection edges from the current layer
to the next layer, and the number of the neurons in each layer is all N . Form
the graph, it is interesting to find that all oblique intersection lines are in green,
and all the lines that point to the right are half in green and half in red, where
green stands for plus and red is minus.
Figure 3: Simplified mathematical model (graph) for the Hadamard matrix
multiplication calculation, H16 for example.
For the Hadamard matrix H of order N , the number of the computation
layers of the fast computation for the formula HNx = y should be log2N . First
of all, we initialize an intermediate column vector b such that b = x and let
t = N/2 be the original length of each group in the first layer (i.e., the input
layer). For the ith layer expect for the output layer, i.e., i = 1, 2, 3, . . . logN ,
the current x can be divided into 2i groups. In the ith layer, we will traverse
2i−1 times to compute every element in each group such that temp = b(index),
b(index) = temp+b(index+t) and b(index+t) = temp−b(index+t), where the
range of index is from 1+2(j−1)t to (2j−1)t, j is from 1 to 2i−1, and t denotes
the length of each group in this layer. In the next (i+1)th layer, we update t via
t = t/2, repeat the above operations until the (log2N+1)th layer is reached. At
last, y = b. If we want to pick out the rith row of the Hadamard matrix to form
a modulated pattern, it just need to compute HNx where the rith element of x is
set to one with the rest elements all zeros. The operation H−1N x is equivalent to
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calculate 1√
N
HTNx =
1√
N
HNx. Similarly, the rith element of y can be also easily
obtained after performing the above graph calculation. The sequency ordered
(also known as Walsh ordered) FWHT, is generated by computing the natural
(Hadamard) ordered FWHT, and then rearranging the outputs. Therefore,
here we perform our cake-cutting strategy on the Walsh ordered operator, and
choose the front M elements of the output signal y following the cake-cutting
sort sequence. It should be noted that if the operator is chosen as other kind
of FWHT, like the dyadic (Paley) ordered FWHT, the natural (Hadamard)
ordered FWHT, the CC method should also be applied on the corresponding
operator, otherwise the optimized order will be incorrect. Based on the above
rules, the computation can be greatly simplified. Since there is no need to store
the sensing matrix again, the memory consumption is also dramatically reduced.
As for the order sequence generation time of our method, we present the
comparison result in Table 1. Here we hypothesize that the image to be recon-
structed is square, i.e., p = q. Since there is no need for the nested grouping like
in RD method, our approach can greatly reduce the generation time of the sort
sequence, especially for the large scale Hadamard matrix. But we still think
that computing the number of the connected regions is time consuming (see the
fourth row in Table 1), thus we plot the curve between the piece number of
the Walsh ordered patterns and the pattern number, as shown in Fig. 4. For-
tunately, we find that there exists a remarkable regularity for i = 1, 2, 3, . . . , q,
that is {
Seq [(i− 1)p+ 1 : ip] = i : −(−1)mod(i,2)i : ip, for i is odd,
Seq [(i− 1)p+ 1 : ip] = ip : −(−1)mod(i,2)i : i, for i is even. (4)
By this means, we provide the order sequence generation time of CCrule for
different n in the fifth row of Table 1. From the data, we can see that this
rule can further dramatically reduce the generation time of our CC method and
makes our method more practical. Specifically, this regularity is only effective
for the Walsh ordered patterns.
Table 1: Comparison of the order sequence generation time (s) for RD and our
cake-cutting method.
n 64 256 1024 4096 16384 65536
p = q 8 16 32 64 128 256
RD 0.0126 0.0957 2.2301 103.0852 5818.4470 too long
CC 0.0052 0.0232 0.1629 2.0058 33.8586 3220.034
CCrule 0.000046 0.000051 0.000055 0.000111 0.000224 0.000562
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Figure 4: The piece number of the Walsh ordered patterns as a function of the
pattern number.
Numerical simulations. In order to test the performance of our method for
image reconstruction, some numerical simulations are performed. Here we first
create a head phantom image as the original image, which is normalized to a
range of 0 ∼ 255. The results are acquired from 1% and 2% measurements by us-
ing five different approaches: CS, differential compressed sensing (DCS), sorted
compressed sensing (SCS) (like in Fig. 1(g)), “Russian Dolls” CS (RDCS), and
our “cake-cutting” method, as illustrated in Figs. 5(a)–5(b). It is worth men-
tioning that the “Russian Dolls” method used here is applied to compressive
imaging, rather than ghost imaging in the original scheme [40], definitely gen-
erating a better image quality. It only takes a little more (negligible) time for
our “cake-cutting” method to iteratively compute the images, but yields a much
better performance, compared with the other existing methods. Then we draw
the RE and the peak signal-to-noise ratio (PSNR) of reconstructed images as
a function of sampling ratio. From Figs. 5(c)–5(d), it is clearly seen that our
CC method is much better than the CS and RD methods with an overwhelming
superiority for any sampling ratio, and will exceed the DCS and SCS methods
for the sampling ratios over 40%. As mentioned above, SCS has a major draw-
back that it needs to fully sample the image, and then to pick up the most
significant intensities. Our CC method makes up for this defect. It is important
to note that, RE and PSNR, served as the performance metrics, all quantify
the visibility via the calculation of pixel errors. These pixel-wise performance
measures may fail to capture the correlation structure of the natural images and
may cause evaluation misjudgments; e.g., an image which is supposed to have
a better visibility may instead have a worse RE or PSNR value. Thereby from
Figs. 5(a)–5(b), the CC method actually has a much better image quality when
the sampling ratio is very low, but cannot be characterized very well with the
data of Figs. 5(c)–5(d).
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Figure 5: Comparison of the simulation results. (a) and (b) show the reconstruc-
tions using compressed sensing (CS), differential compressed sensing (DCS),
sorted compressed sensing (SCS), “Russian Dolls” compressed sensing (RDCS),
our “cake-cutting” (CC) method, with a sampling rate of 1% and 2%, respec-
tively. The corresponding evaluation parameters like the recovery time, relative
error (RE) and peak signal-to-noise ratio (PSNR) are also given here. (c) and
(d) give the comparison of above methods, in terms of RE along with PSNR as
a function of the sampling ratio.
Next, another simulation is made to see the applicability of our method
for the object images of large pixel scale. The original gray-scale objects are
chosen from the open access standard test image gallery. Here the images of
the man (Fig. 6(a)), the baboon (Fig. 6(g)) and Lena (Fig. 6(i)) are used, all
have the same resolution of 1024× 1024 pixels. The reconstructions of the man
image are performed at sampling ratio set from 0.78% to 12.50%, with a 2×
stepping increase, as shown in Figs. 6(b)–6(f). Since these results are retrieved
with the same CC method, it is okey to use the RE and PSNR as the quality
evaluation criterion. From the results we can see that the image quality and
calculation time increases with the sampling ratio. Then the reconstructions
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(see Figs. 6(h) and 6(j)) for different object images with 12.5% sampling ratio
aim to simulate the imaging of general scenes. For color-scale cases, we choose
our school badge (Fig. 6(k)) as the object, which will be split into the red, green
and blue layers. By synthesizing the recovered images of the three wavelength
components, the reconstruction of the color image can be obtained, as shown
in Fig. 6(l). The result shows that a multi-wavelength composite image can be
reconstructed clearly with 255 tones with little color distortion. Above results
are all performed with additive white gaussian noise (its mean is 1% of the
measured values mean, and its variance is 1).
Figure 6: Reconstructions of different large-pixel-size 2D images, covering gray-
scale and color-scale, all of 1024 × 1024 pixels. (a) An original man image.
(b)–(f) Retrieved images with a 2× stepping increase of the sampling ratio.
(g) An original mandrill image. (h) Recovered image of the mandrill with a
sampling ratio of 12.50%. (i) An original Lena image. (j) The reconstructed
image of Lena using 12.50% measurements. (k) The original color image of the
school badge of Beijing Institute of Technology. (l) The reconstruction of the
school badge with a compression ratio of 12.50%. All original images are open
access. We acknowledge Beijing Institute of Technology for the permission of
using the school badge as an experimental object.
Experimental setup and results. In our experimental setup, as shown in
Fig. 7(a), the object is illuminated by the collimated and attenuated thermal
light beam emitted from a stabilized halogen tungsten lamp whose wavelength
range covers from 360 nm to 2600 nm. Some 2 inch × 2 inch neutral density
filters are used to attenuate the light to the ultra-weak light level. The transmis-
sion light from the object vertically incidents upon a DMD via a imaging lens.
The reflected light from the DMD in −24◦ direction with respect to the normal
incidence input beam is then sampled by a counter-type Hamamatsu H10682-
210 photomultiplier tube (PMT). Since the PMT records the total intensity in
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the form of photon counts, it can be regarded as a single-photon single-pixel
(bucket) detector. Our 0.7 inch DMD (ranged from 350 nm to 2700 nm) con-
sists of 1024 × 768 pixels, each of size 13.68 µm×13.68 µm. The states “on”
and “off” of the micromirrors are determined by a preloaded sequence of binary
patterns. The nominal maximal binary pattern switching rates of the commer-
cially available DMDs reach 32550 Hz (patterns/s) with an onboard storage for
up to 45000 patterns. We have developed an improved DMD which enables us
to load the pattern sequence onto the DMD in real time. We use the Hadamard
basis in “cake-cutting” sequence to generate our DMD modulated patterns.
The elements of the Hadamard matrix A take values of 1 or −1, but the bi-
nary patterns encoded on the DMD consist of the values of 1 or 0, which can not
ensure a good image quality with respect to the RIP. We found that by subtle
shifting and stretching operations the matrix A can be divided into two comple-
mentary matrices Aˆ = (A+1)/2 and Aˇ = 1N×N−Aˆ, where 1 stands for an array
consisting all ones. Thus the Hadamard matrix in optimal sort can be modu-
lated by displaying each basis pattern of Aˆ immediately followed by its inverse
(complementary) pattern (the one of Aˇ, i.e., the micromirror states “on” and
“off” are reversed) on the DMD. Then the range of values of the differential pat-
terns A = Aˆ− Aˇ becomes either 1 or −1, actually realizing “positive-negative”
intensity modulation and making the differential measurements with a mean
∼ 0. As a result, the SNR is also greatly improved [27,39].
For simplicity, we test our system by imaging a gray-scale object. Here we
choose a negative 1951 USAF resolution test chart as the original object (see
Fig. 7(b)), whose black parts block the light and white parts transmit the light.
The red square is the object image projected on the square central region of
our DMD, covering 512 × 512 pixels (micromirrors). Note that the red suqare
is in Group −1, thus the width of each line for Elements 3 ∼ 5 is 793.70 µm,
707.11 µm and 629.96 µm, respectively. The computation in detail is presented
in the section of Methods.
In our experiments, we first modulate an optimized sequence of 64×64-pixel
Hadamard basis patterns, where each pattern pixel comprises of 8× 8 adjacent
micromirrors. Without loss of generality, we make the DMD operate at 100 Hz.
By utilizing our strategy, a coarse image of the object with a low-resolution of
64×64 pixels is retrieved from 1024 patterns, i.e., with a sampling rate of 25%, as
shown in Fig. 7(c). By using a neutral density filter of transmissivity 0.001, the
number of detected signal photons per image pixel is ∼ 0.79. Then Figs. 7(d)–
7(m) illustrate 512 × 512 reconstructed images by using a series of sampling
ratios with a coverage from 0.20% to 100%, when the piece numbers are in their
ascending order. By contrast, Figs. 7(n)–7(q) show some examples of using the
descending order of the Hadamard patterns, all with bad performances. Then we
compare the results under different SNRs (see Figs. 7(r)–7(u)), by applying four
different neutral density filters, whose transmissivity is 0.001, 0.0025, 0.005 and
0.01, respectively. Note that in above experiments there is no obstacle placed
in the light path to block the detection light. Now, as shown in Fig. 7(a), the
PMT, whose photosensitive surface faces the scene, is covered with some pieces
of lens cleaning tissues (some kind of organic fiber and can be treated as the
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obstacle here). The piece number of the tissues is increasing from 1 to 3 and the
results are presented in Figs. 7(v)–7(x). Some part of the light reflected from
the DMD passes through the tissues and is partly scattered. Thus the light
collected by the PMT is a mixture of the direct light and the indirect light. In
both SNR changing and partially obscuring cases, the numbers of measurements
for the reconstructions of 512× 512 images are all only 8192.
Discussion and Conclusion
In our single-pixel imaging system, the noise cannot be neglected. There are
many sources of noise, like the ambient illumination noise induced by the light
source (with temperature drift), the dark noise of the counter-type PMT, the
stray light reflected from the metal frame of the DMD, the specular and dif-
fuse reflections from the metal surface under the intervals and flipping gaps
of micromirrors (the latter is associated with the patterns as well), the stray
light that bounces back and forth between the metal surfaces, and so forth. In
addition, the SNR decreases as the transmissivity of neutral density filters is in-
creased, as they are placed after the light source to attenuate the illumination.
But the more the light is transmitted, the larger the stray light of the metal
surfaces will be. Here the differential measurements we performed can also be
used to average the variance of independently and identically distributed noise,
thus significantly improving the SNR in the measurement process, as well as the
imaging performance. Furthermore, the image quality can be also improved if
the other kinds of stochastic noise is well suppressed.
The programmable DMDs operating in binary mode with pattern displaying
rate of 32.55 kHz are very common. Since the pulse-pair resolution of the used
PMT is 20 ns, thus its working frequency is not the limitation of the system. As
a consequence, the performance of the system is mainly restricted by the modu-
lation rate of the DMD. Even so, tens of thousands of patterns per second could
enable 1.97 ms (in total) measurement at 64×64-pixel resolution and 377.51 ms
(in total) sampling at 1024 × 768-pixel resolution, all with a sampling ratio of
0.78% (incorporating two adjacent complementary patterns for differential mea-
surements). Therefore, for relatively low-resolution applications, it allows video
rate image acquisition. By making full use of the structured characteristic of
Hadamard matrix, we have demonstrated that the proposed method is capa-
ble of reconstructing large pixel-resolution images with high performance using
few computational overhead and memory consumption. Thus the realization
of the system hardware in the future will bring the single-pixel imaging closer
to practical applications, for instance, mobile phones, night vision goggles or
satellites.
The proposed technique employs “cake-cutting” strategy for the Hadamard
basis ordering. We think that the optimized sort sequence of the patterns might
be deterministically described in mathematics or could be generated by other
new methods in the near future. In this case, the generation time of the sort
sequence will be further shortened. It is worth noting that the orthogonality
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Figure 7: Schematic of the experimental setup and experimental results. (a)
The thermal light from a Halogen tungsten lamp illuminates the object through
a beam expander and some neutral density filters, and then the light is projected
onto a digital micromirror device (DMD). The reflected light is collected by a
photomultiplier tube (PMT) through a focusing lens and some obstacles. (b)
A negative 1951 USAF resolution test chart of 3 inch×3 inch is treated as an
object to be detected. (c) The recovered image of 64 × 64 pixel size with a
sampling ratio of 25%. (d)–(m) Reconstructed images of 512×512 pixels with a
2× stepping increase of the sampling ratio, when the piece numbers are in their
ascending order. (n)–(q) Retrieved images of 512×512 pixels with a 4× stepping
increase of the sampling ratio, when the piece numbers are in their descending
order. (r)–(u) Reconstructions under different SNRs. It is noteworthy that the
results of (c)–(u) are acquired without obstacles. (v)–(x) Results with increasing
tissues as the obstacle. The third row results all use a sampling ratio of 3.13%.
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of Hadamard matrix is the key (but not the only) factor of fast computation
and its combination with CS allows a perfect reconstruction from super sub-
Nyquist measurements even in the presence of noise. The reconstructions of
other orthogonal matrices or deterministic matrices will be our future work.
For full-colour imaging, one can use three spectral filters to restore the red,
green, and blue sub-images, and then synthesize the three sub-images to a color
image. Moreover, the operational spectrum of the DMD ranges from 350 nm to
2700 nm, allowing the proposed system to be extended to the non-visible region
of the spectrum where the array detectors are not well developed, such as in the
infrared or ultraviolet wavelengths. In these situations, it only needs to change
the lens and the single-pixel detector to fit the corresponding wavelength.
In a nutshell, we propose a single-pixel compressive imaging method based
on “cake-cutting” Hadamard basis ordering, which is capable of precisely re-
constructing images of large resolution up to 1024 × 1024 pixels from super
sub-Nyquist measurements. The sampling ratio can be shortened to even 0.2%,
thus significantly reducing the acquisition time. According to the significant
contribution of the deterministic Hadamard basis to the image reconstruction,
a optimized sequence of patterns is obtained by directly making the internal
piece numbers of basis patterns in their ascending order. By making full advan-
tage of the structured characteristic of Hadamard matrix, the predetermined
patterns can be loaded onto the DMD in real time, without the need to be
all stored on the DMD. Additionally, in terms of computational efficiency, it
also offers fast computation along with a small computational memory require-
ment (in computer), due to the simplified mathematical calculation model for
the Hadamard matrix multiplication and the orthogonality of the Hadamard
matrix. We have demonstrated this method with a single-photon single-pixel
camera based on differential modulation of the DMD. The experimental results
proved that our technique enables a good image reconstruction from indirect
measurements through a partially obscuring scene in the presence of noise or
under ultra-weak illumination. The technique can be easily extended to single-
pixel imaging in other non-visible wavebands and offers an avenue to overcome
the limitations existing in the recently introduced single-pixel imaging schemes.
Methods
Target object. The 1951 USAF resolution test chart consists of a series of
stripes decreasing in size, while the standard target element is composed of
two sets of lines, each set is made up of three lines separated by spaces of
equal width. Suppose r to be the number of lines per millimeter, the parallel
lines are 2.5/r millimeters long and 0.5/r millimeters wide with space 0.5/r
millimeters wide between the parallel lines. The space between the vertical
and horizontal lines is 1/r millimeters wide. The elements within a group are
numbered from 1 to 6, which are progressively smaller. The group number
covers from −2 to 7. The length of any target element line can be expressed as
2.5/2Group+(Element−1)/6mm, while the width equals to the length divided by 5,
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also is equivalent to 0.5/Resolution (line pair/mm). Thus it is easy to compute
the width of each line in the red square (all in Group −1), i.e., 793.70 µm for
Element 3, 707.11 µm for Element 4, and 629.96 µm for Element 5.
Data processing. All the data was analyzed and processed with MATLAB
R2018b (The MathWorks, Inc.). The ordering and reconstructions were per-
formed on a standard desktop computer with an Inter Core i7-6700 CPU @
3.40 GHz and a memory of 16 GB. If a supercomputer with parallel processing
is used or the system hardware is realized, the computation time will be much
shorter.
Image analysis. To obtain a quantitative measure of the image quality, the
relative error (RE) is defined here as a figure of merit:
RE =
||U˜ − Uo||F
||Uo||F × 100%, (5)
where U˜ denotes the reconstructed image and Uo stands for the original image,
all of p × q pixels. Here, ||X||F is called Frobenius norm which can be defined
as
||X||F =
√√√√ p∑
i=1
q∑
j=1
|Xij |2 =
√
trace(X∗X) =
√√√√min{p,q}∑
i=1
σ2i , (6)
where ∗ denotes the conjugate transpose operator, and σi is the singular value
of X.
Additionally, here we introduce another unitless performance measure, the
peak signal-to-noise ratio (PSNR), which is defined as
PSNR = 10 log(2552/MSE), (7)
where MSE = 1pq
∑p,q
i,j=1[Uo(i, j) − U˜(i, j)]2. The MSE describes the squared
distance between the recovered image and the original image. Naturally, the
larger the PSNR value, the better the quality of the image recovered.
In order to allow a fair comparison of the image quality, all the recovered
images of Figs. 2, 5–6 are normalized to a range of 0 ∼ 255. Since the optical
experiments generally have no original image as a reference, the results of Fig. 7
are directly normalized to a range of 0 ∼ 1.
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