Abstract: This paper presents key issues associated with uncertainty in flood inundation mapping. Currently flood inundation extent is represented as a deterministic map without consideration to the inherent uncertainties associated with various uncertain variables ͑pre-cipitation, stream flow, topographic representation, modeling parameters and techniques, and geospatial operations͒ that are used to produce it. Therefore, it is unknown how the uncertainties associated with topographic representation, flow prediction, hydraulic model, and inundation mapping techniques are transferred to the flood inundation map. In addition, the propagation of these individual uncertainties and how they affect the overall uncertainty in the final flood inundation map is not well understood. By using a sample data set for Strouds Creek, N.C., this paper highlights key uncertainties associated with flood inundation mapping. In addition, the idea of a probabilistic flood inundation map is articulated, and an integrated framework approach that will connect data, models, and uncertainty analysis techniques in producing probabilistic flood inundation maps is presented.
Introduction
Floods are the costliest and most frequently occurring natural disasters in the United States ͑FEMA 1992; Conrad et al. 1998͒ . However, despite extensive flood management efforts by federal, state, and local agencies, flood damage continues to increase ͑Pielke et al. 2002͒ . One of the keys in preventing and/or reducing losses is to provide reliable information to the pubic about the risk associated with the flooding ͑FEMA 2001͒. To accomplish this prevention or reduction of losses, accurate prediction of the flood inundation area and dissemination of information on the inundation areas to emergency managers, city planners, and the general public is necessary. Accurate prediction of the flood inundation area is also required for developing and quantifying flood insurance rates. Flood inundation modeling involves hydrologic modeling to estimate peak flows from storm events, hydraulic modeling to estimate water surface elevations, and terrain analysis to estimate the inundation area ͑Anderson 2000; Robayo et al. 2004; Knebl et al. 2005͒ . Since data for low-frequency events ͑e.g., precipitation, water surface elevation, river discharge͒ are usually unavailable, flood inundation is simulated by using hydrologic and hydraulic models calibrated against gauged low flows ͑Jones and Fulford 2002; Hsu et al. 2003; Vieux et al. 2004; Overton 2005͒ . In most cases, the result from flood inundation modeling is a single deterministic prediction of the flood area for the peak flow. In reality, however, the estimate of peak flow, the terrain data, and model parameters are all somewhat uncertain. Therefore, a critical aspect when managing the risk of inundation is a good understanding of the uncertainty associated with the various variables involved in flood inundation mapping. The objective of this paper is to highlight the effects of uncertainties associated with key variables in flood inundation mapping, and propose a conceptual framework to address these uncertainties to produce improved estimates of flood inundation areas.
Overview of Flood Inundation Mapping Process
Flood inundation mapping is the process of defining on a map the area covered by water during a flood event. In terms of digital mapping, it consists of comparing the digital surface of water elevations with the digital surface of ground elevations and flagging as the flooded area all points where the water surface is above the ground surface. In its simplest form, flood inundation mapping using a hydrologic model and a one-dimensional hydraulic model consists of the following steps ͑IACWD 1982; Noman et al. 2001; FEMA 2003͒: 1. Design flow ͑e.g., 100-year return period flow͒ is estimated by using a calibrated hydrologic model and precipitation input, or through statistical analysis; 2. Cross sections for the flood-prone study area are developed. This is done either by surveying river transects in the field or by extracting elevations along river transects from a digital terrain model; 3. Water surface elevations are estimated using a hydraulic model. The hydraulic model is executed for the design flow calculated in Step 1 and the cross sections developed in Step 2 along with data on any structures ͑e.g., bridges and culverts͒ along the waterway. Other hydraulic parameters are obtained by calibration; 4. The water surface elevations from the hydraulic model are geo-referenced ͑mapped͒ on the digital terrain model, and a water surface ͓usually a triangular irregular network ͑TIN͒ format͔ is created; 5. The digital terrain model is subtracted from the water surface to obtain a water-depth map; and 6. The area with positive values in the water-depth map gives the flood inundation map.
Efforts Related to Flood Inundation Mapping in the United States

FEMA Map Modernization Program
As a part of the National Flood Insurance Program ͑NFIP͒ established by the U.S. Congress in 1968, the Federal Emergency Management Agency ͑FEMA͒ maintains and updates flood insurance rate maps ͑FIRMs͒. In 1997, FEMA identified a need to update the existing FIRMs and initiated the map modernization program, which involves the creation of digital FIRMs ͑DFIRMs͒ with an investment of about $1.5 billion. Depending on the community needs, there are generally three levels of detail for a FEMA flood study: approximate, enhanced approximate/limited detailed, and detailed. As the names suggest, an approximate study involves the least amount of information, and is used in areas with sparse population and development. An enhanced approximate study improves upon the approximate study by adding limited information about major structures along the reach. A detailed study is the most comprehensive study involving high resolution terrain information and detailed hydrologic and hydraulic modeling. Some DFIRMs are produced by redelineations, which only involve the projection of effective map details ͑e.g., floodplain boundaries and floodway marks͒ onto new terrain data without new hydrologic or hydraulic analyses. So, depending upon the type of flood study, the digital flood maps produced by FEMA have some level of uncertainty.
NWS Advanced Hydrologic Prediction Services
Through its 13 river forecasting centers and 122 weather forecast offices, the United States National Weather Service ͑NWS͒ provides river and flood forecasts and warning at approximately 4,000 locations for the protection of public life and property. In 1997, the NWS initiated hydrologic services modernization through the Advanced Hydrologic Prediction Services ͑AHPS͒. AHPS is a web-based product that provides graphical forecast information such as the magnitude and uncertainty of occurrence of floods or droughts from hours to days and months in advance. In addition to providing the forecast information in traditional forms ͑e.g., hydrographs͒, AHPS aims to provide animated flood inundation maps for select urban and high impact areas. Since flood inundation mapping requires high resolution terrain, NWS is working with state and federal agencies in this effort. Although AHPS has been implemented at several locations across the country, the capabilities to display flood inundation maps are still being developed by NWS. A demonstration project, in collaboration with the NWS Southeast River Forecast Center ͑SERFC͒, U.S. Geological Survey ͑USGS͒, National Oceanic and Atmospheric Administration ͑NOAA͒ Coastal Services Center, FEMA, and North Carolina Flood Mapping Program ͑NCFMP͒, was recently completed for the Tar River Basin, N.C. using Hurricane Floyd of 1999 as a test case. The objective of this collaborative project was to provide the flood forecast information in a graphical easy-to-read format ͑i.e., flood inundation map͒ to enable emergency managers and disaster relief officials to better prepare for potential flood conditions. Thus, the federal agencies realize the importance of flood inundation maps, and continue to invest in providing better and easy-to-read graphical information related to flood hazard to the public. As these efforts advance, there is also an urgent need to look at the key factors that affect the accuracy of these graphical flood inundation maps, and at how an improved understanding of the uncertainties involved will provide better and more reliable flood inundation maps to the public.
Uncertainty in Flood Inundation Mapping
Uncertainty in flood inundation mapping is generated by uncertainty in the design flow, terrain elevations, water surface elevations, and accuracy of the techniques used for mapping the inundation area. Each of them is briefly discussed in this section by using the data for Strouds Creek, N.C. The data, which include 6 m LIDAR digital elevation model ͑DEM͒, USGS 30 m DEM, and a HEC-RAS model, are available from a flood mapping study for the creek through NCFMP ͗http://www.ncfloodmaps.com͘ and the USGS National Elevation Dataset ͗http://seamless.usgs.gov͘. The LIDAR data from NCFMP are available for North Carolina only, but USGS DEM is available for the whole United States. Additional elevation data such as 15 m LIDAR DEM from the NCFMP and 10 m DEM from USGS are also available for Strouds Creek, but only 6 m LIDAR DEM and 30 m USGS DEM are used in this study to demonstrate the uncertainty issues. Strouds Creek is a tributary to the Eno River in Orange County, N.C., and the HEC-RAS hydraulic model is available for a reach of 6.6 km just upstream of the Eno River as shown in Fig. 1 . The 23.5 km 2 Strouds Creek watershed includes approximately 10% of developed land ͑mostly low density residential͒, 55% of forested upland ͑mostly deciduous forest͒, and 35% of planted or cultivated ͑mostly pasture/hay͒ land. The elevation in the watershed ranges from about 230 m in the upstream area to about 144 m in the downstream part with an approximate slope of 1%. Strouds Creek is chosen as the demonstration site solely based on the availability of data. In addition, the goal of this paper is to demonstrate the effect of key uncertainties on the flood inundation modeling process, and not to draw conclusions based on a few model runs on a single study area. However, the discussion and findings presented in this paper are applicable to most flood inundation modeling studies.
Design Flow
Design flow, typically a 100-year return period flow, is estimated by a number of techniques depending on the availability of historical streamflow data. The design flow estimation may involve any one or a combination of the following techniques: 1. At-site flood frequency analysis; 2. Flood frequency analysis using data from other stations on the same stream; 3. Regional flood frequency analysis using data from nearby sites or regions with similar hydrologic conditions; and 4. Hydrologic modeling ͑rainfall-runoff analysis͒.
Each of the above mentioned techniques can be applied differently by using different methods and/or probability distributions creating a myriad of approaches for estimating design flow. Each of the following subsections describes the nature of uncertainty involved in estimating design flows.
Streamflow Records
Because the flow records are derived by using stage-discharge rating curves, these data have inherent uncertainty associated with them ͑Fread 1982; Freeman et al. 1996; Schmidt 2002; Parodi and Ferraris 2004͒ , which affects the quality of the input data in flood frequency analysis or hydrologic modeling. Because rating curves are seldom developed for low-frequency events, streamflow records that are derived using these curves are particularly uncertain for high-return-period flow estimates.
Flood Frequency Analysis
The hydrology subcommittee of the Interagency Advisory Committee on Water Data ͑IACWD 1982͒ provides guidelines for estimating design flows in the United States in Bulletin No. 17B. The bulletin recommends the use of the Log-Person Type III probability distribution with a historical weighting procedure for estimating the distribution parameters. However, recent studies ͑Cohn et England et al. 2003; Griffis and Stedinger 2007͒ have shown that new techniques that incorporate historical and paleoflood information can provide more robust flow values for given frequencies than those obtained by applying the Bulletin 17B method. So, the choice of the technique used for estimating the parameters of the Log-Person III distribution adds uncertainty to the calculated flow values. Additional factors that add uncertainty to flood frequency analysis are the selection of the data series ͑i.e., annual maximum or partial duration͒, assumptions about the probability distribution, climatic trends, watershed changes, zero flood years, and missing data, among others. Additionally, the length of available data affects the flood frequency analysis. The range of uncertainty associated with flood frequency results is higher in the case of short duration data, and vice versa. In areas where data from other sites ͑on the same or different stream͒ are used, the technique used to transfer the flow values adds uncertainty to the design flow estimate.
Regional Flood Frequency Analysis
In areas where no gauged sites are available, regional regression equations that relate peak flow with watershed characteristics such as contributing drainage area and shape, channel slope, basin storage, basin development factor, percentage of impervious area, and rainfall are used to estimate design flows. In the United States, such regression equations are developed by the USGS and incorporated into the National Flood Frequency ͑NFF͒ computer program ͑Ries and Crouse 2002͒, which is used to perform regional flood frequency analysis. Similarly, Olivera and Maidment ͑1998͒ present a geograhpic information system ͑GIS͒-based application for Texas using watershed characteristics to estimate flows for different frequencies according to the NFF regional regression equations.
Hydrologic Modeling
Design flows can also be computed by using rainfall-runoff models. According to FEMA ͑2003͒, two frequently used models in the United States for floodplain mapping are HEC-HMS ͑USACE 2000͒ and TR-20 ͑SCS 1992͒. Abundant literature is available on uncertainty in hydrologic modeling ͑Crosetto et al. 2000; Carpenter and Georgakakos 2004; Chaubey et al. 2005; Huang and Liang 2005; Wilby 2005͒ . Most of these studies focus on uncertainty in model parameters, model structure, and assumptions. According to Singh ͑1997͒, the factors affecting the streamflow hydrograph can be divided into four categories: ͑1͒ watershed characteristics; ͑2͒ storm precipitation dynamics; ͑3͒ infiltration; and ͑4͒ antecedent conditions. In addition to these factors, model assumptions, structure, and parameters also play a major role in accurate prediction of a streamflow hydrograph. Although all factors affecting streamflow hydrographs are uncertain and equally critical, precipitation dynamics, however, has the largest impact on the overall prediction of a streamflow hydrograph. Describing the spatial and temporal variability of hydrologic processes such as precipitation, evapotranspiration, and infiltration is key to reducing the uncertainty in hydrologic modeling. Despite the development of many sophisticated distributed hydrologic models, our ability to make better predictions is hindered by our lack of understanding of the spatial and temporal variability in precipitation, evapotranspiration, and infiltration. Therefore, a high degree of uncertainty is introduced into hydrologic models by using hydrologic variables that are averaged in space and time.
The uncertainty associated with design flow can be accounted for by computing confidence and prediction limits in the case of stochastic analysis, but an improved understanding of uncertainty associated with different sources is needed to increase our confidence in the overall process. To get a sense of uncertainty that is contributed by hydrologic analysis, consider the use of NFF equations to estimate design flows. The error of prediction associated with these equations ranges from 15 to 100% ͑Sauer et al. 1983; Ries and Crouse 2002͒. In addition, the coefficients of the NFF equations are affected by the data and techniques used in their derivation ͑Reed et al. 2002͒ . For example, the regression equa- 
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where Q 100 = 100-year flow in ͑ft 3 / s͒ and DA= drainage area ͑mi 2 ͒, with an applicable range of 0.1-41 mi 2 . The standard error of prediction, which is the square root of summation of mean square model error and mean square sample error, associated with Q 100 is reported to be in the range of −34 to + 57% for the given range of drainage areas. Fig. 2 shows a plot of the equation along with uncertainty bounds associated with the prediction. The uncertainty region in Fig. 2 is created by computing the lower and upper bound for standard prediction errors associated with Q 100 for different drainage areas.
As the drainage area and the resulting flow estimate from the regression equation increases, the uncertainty bounds associated with this estimate tend to get wider making the predictions less reliable. Fig. 3 shows an example of how this uncertainty gets transferred to the water surface elevation ͑WSE͒ estimate for one of the cross sections along the Strouds Creek in North Carolina. In this example, Q 100 for Strouds Creek computed from the NFF equation is 83.3 m 3 / s ͑2,940 ft 3 / s͒ with associated standard errors in the range of −36.1-56.5%. The WSE and flood inundation extent, estimated with the HEC-RAS hydraulic model, for a cross section along Strouds Creek are 157.7 and 67.2 m, respectively. However, with the given range of standard errors, Q 100 for Strouds Creek can range anywhere from 53.3 m 3 / s ͑1,882 ft 3 / s͒ to 130.7m 3 / s ͑4,616 ft 3 / s͒; the associated WSEs can range from 157.3 to 158.7 m, respectively; and the inundation extents from 54.3 to 90.2 m, respectively. That is, a 36% reduction in flow causes the WSE to drop of 0.4 m with a reduction in flood inundation extent of 12.9 m. In contrast, a 56.5% increase in the flow causes the WSE to rise by 1 m and increases the flood inundation extent by 47.9 m. Thus, the uncertainty associated with the estimation of peak flows with the NFF regression equations is transferred into an uncertainty region, which is 1.4 m high ͑i.e., 0.4+ 1 m͒ and 35.9 m wide ͑90.2− 54.3 m͒. Also, this example demonstrates that the relationship between the flow uncertainty and the associated uncertainty in the WSE estimation is nonlinear. Specifically, the 36% reduction in the flow value estimated with the regression equation causes the flood inundation extent to decrease by 19%, whereas 56.5% increase in flow causes it to increase by 34%. The changes in flood inundation extents as a result of changing WSEs are affected by crosssectional slope of the floodplain causing the water surface to extend farther in a flat terrain compared to a steep terrain for a given increment in WSE.
Terrain Data Sets
The quality of the terrain data used in hydrologic modeling, extracting cross sections for the hydraulic model, and mapping water surface elevations directly affects the prediction of the flood inundation area. The uncertainty in the terrain elevations contributes to uncertainty in flood inundation mapping in three ways. Fig. 4 shows cross sections derived from two different terrain data sets ͑i.e., 30 m USGS DEM and 6 m LIDAR DEM͒, and the resulting water surface elevations calculated using the HEC-RAS model.
The issues related to terrain data sets include the quality of raw terrain data, techniques used for interpolating raw terrain data to create surface models, integration or blending of different data sets, data types ͑TIN versus Raster/GRID͒, techniques used for creating hydrologically correct surfaces, and spatial resolution of surface models ͑cell size for grid͒. The raw data that are commonly used to create a terrain model for flood inundation studies include contour maps, mass elevation points from LIDAR surveys, topographic survey points and cross sections, and DEMs. Besides the uncertainty associated with measurement of elevations itself, properties such as contour interval, LIDAR posting density, and spacing of river cross sections, also contribute to uncertainty in the terrain data ͑Gao 1995; Gueudet et al. 2004; Raber et al. 2004; Yilmaz et al. 2004 Another source of uncertainty in the terrain arises from the techniques that are used for interpolating the raw terrain data to create surfaces. The most commonly used interpolation techniques include inverse distance weighting ͑Philip and Watson 1982͒, spline ͑Dierckx 1993͒, Delaunay triangulation ͑Lee and Schachter 1980͒, and geostatistical methods ͑Isaaks and Srivastava 1989͒. Depending on the technique used, the vertical accuracy of the terrain surfaces varies. Although these variations may be small overall, in areas with highly heterogeneous terrain ͑e.g., river channels͒ where the slope is anisotropic, the effect of interpolation techniques can affect the hydraulic modeling results ͑Merwade et al. 2006͒ .
Creating a terrain data set for flood inundating mapping often involves integrating or blending data from different sources ͑Tate et al. 2002͒ . This process includes integration of newly collected LIDAR data with low resolution DEM ͑if LIDAR is collected only for the main channel͒, integration of surveyed or model cross-section data with existing terrain, and integration of data from different sources ͑typically in different formats͒ to create a surface for the area of interest. Although special efforts are made to blend or match these different data sets at intersections, issues such as changing the spatial resolution of one data set to match the other or integrating overlapping areas have not been well researched yet, and the uncertainty associated with this process is not well defined.
Most terrain analysis algorithms, in particular those used for watershed and stream network delineation, are based on raster representations of the ground surface ͑i.e., DEMs͒, whereas flood inundation mapping uses both raster and TIN data sets. As a result, flood inundation mapping for a given reach on a single watershed involves using the same terrain data in different formats at different steps. When a grid is converted to a TIN, however, not all the cell values are incorporated into the TIN as nodes, thus losing some information. Information is also lost, in some cases, when the same data are processed with different techniques. For example, different programs use different algorithms or formats to create or store TINs leading to different TINs derived from the same original mass points and/or breaklines. In fact, ArcGIS TINs are not stored in the same way the TINs are in the Watershed Information System ͑WISE͒ ͑Watershed Concepts 2005͒. Similarly WISE uses a proprietary algorithm for creating TINs that is different from the ArcGIS algorithm. Therefore, when data processed using one program are used as input to other programs, some information is lost, which adds uncertainty to the data. Unlike with DEMs, there is no standard format for storing or creating TINs from mass points and breaklines.
The techniques used for processing the terrain data to create hydrologically correct surfaces for hydrologic modeling also add uncertainty. For example, the stream network created by using the eight-point pour model is different than the one created by the Dϱ algorithm ͑Tarboton 1997͒. Filling sinks is a common step incorporated into many terrain processing tools ͑e.g., PrePro 2002, ArcHydro, and TauDEM͒, but some programs ͑e.g., WISE͒ do not fill sinks while delineating watersheds. Different techniques used for computing slopes using DEMs produce different results ͑War- 
Hydraulic Model
Uncertainty is also introduced in flood inundation maps through hydraulic modeling. Hydraulic models are sensitive to the geometric description ͑number of cross sections, spacing between cross sections, bottom slope, and quality of finite-element mesh, among others͒ and model parameters ͑Manning's n͒ of the channel, and the representation of hydraulic structures such as bridges, culverts, and embankments. Besides these variables, the type of model ͑1D, 2D, or 3D͒ used in simulating the river hydrodynamics also introduces uncertainty to the overall results. The most important aspect in hydraulic models is the representation of the channel geometry ͑Aronica et al. 1998; Crowder and Diplas 2000; French and Clifford 2000; Pappenberger et al. 2005͒ , which includes the quality of the underlying terrain description, and the configuration of the cross sections ͑1D model͒ or finite-element mesh ͑2D/3D models͒. Fig. 4 shows how the estimate of the WSE and extent change when the underlying terrain is changed from LIDAR DEM to a 30 M coarse DEM. Accurate geometric definition is even more critical in two-and three-dimensional models where the elevation is defined at each mesh node, which are distributed throughout the channel and floodplains. Using a 2D model for which geometry is derived from poor terrain data can yield even more conservative results than a 1D model. Besides the main channel and its division with the floodplains, the representation of line elements ͑breaklines͒ that constrain the extent of flooding for different flow magnitudes is of prime importance for successful simulation of high flows using hydraulic models ͑Werner 2004͒.
The channel roughness, usually specified by using Manning's n, also has a significant impact on hydraulic simulations. Manning's n, which is commonly assigned by using standard look-up tables for different substrate types, can range from 0.035 to 0.065 in the main channel, and 0.080 to 0.150 in the floodplains ͑Chow et al. 1988͒. Fig. 5 shows how the water surface at a given cross section responds to the Manning's n values used in running a 1D hydraulic simulation. The use of the lowest possible values for Manning's n causes the WSE to drop by 0.2 m, whereas the use of highest values causes the WSE to rise by 0.6 m. Although the . Besides the fact that river dynamics is multidimensional, the main factor that initiated the use of 2D models in flood inundation mapping is the inability of 1D models in simulating the lateral unsteady flow dynamics including backflow in floodplains. Therefore, depending on the dimension of the hydraulic model used ͑1D or 2D͒, the resulting water surface elevations may vary. However, the ability of a 2D model to produce reliable estimates is dependent on several factors, which include the quality of the terrain data and the availability of detailed data for calibration ͑depth and velocity at different points͒ of 2D models ͑Werner 2001; Bates et al. 2003͒ . Use of upstream and downstream stage and discharge measurements, which are enough for calibrating 1D models, are generally not enough to calibrate 2D/3D models. Even though the boundary conditions at upstream and downstream cross sections may be satisfied, it is necessary to have additional depth and velocity measurements to do the proper calibration, and fully exploit the multidimensional capabilities of these models. Moreover, even when detailed calibration data for multidimensional models are available, in most cases it corresponds to flows that are much smaller than the design peak flows. Werner ͑2004͒ concluded that hydraulic models ͑1D and 2D͒ that use low quality terrain data performed as well as models that use high quality terrain data, when calibrated against low flow data from river gauges. Because the data ͑depth and velocity͒ associated with high flood events are unavailable in most cases, using 2D models involves uncertainty in modeling flood inundation. However, the use of aerial photographs from past flood events, or even simple information such as the presence or lack of flooding behind embankments, and high water marks on public properties, can be valuable in improving prediction of hydraulic models.
Information Exchange and Flood Delineation Approach
Typically, external programs are used for extracting cross sections from the terrain data for input to the hydraulic model. For example, HEC-GeoRAS ͑USACE 2005͒, WISE ͑Watershed Concepts 2005͒, and WMS ͑EMSI 2007͒ are software systems used for pre-and postprocessing of data and results associated with the HEC-RAS model. These programs represent terrain surfaces as TINs. If the available terrain is in the form of a raster GRID, it is first converted to a TIN. When a cross section is extracted from a TIN, the elevations at the TIN edges are interpolated to create a continuous line. This conversion from GRID to TIN and vice versa results in loss of information, thereby adding uncertainty to the process.
After the hydraulic simulation, the water surface elevations at each cross section ͑for 1D models͒ or mesh node ͑for 2D or 3D models͒ are geo-referenced onto the terrain surface. Uncertainty in geo-referencing ͑or reprojecting͒ these water surface elevations arise from three main factors. First, the water surface elevations from the hydraulic model do not match exactly the TIN node elevations or DEM cells. Therefore, the TIN or DEM elevations are interpolated to determine the location of points from the hydraulic model. Second, the type ͑DEM or TIN͒ and resolution of the terrain data used for creating hydraulic models are different from the ones used for mapping the flood inundation extent. Third, hydraulic models store data in a different coordinate system ͑Merwade et al. 2005͒ and bringing this information back to the Cartesian coordinate system introduces small errors.
The flood delineation process ͑Steps 4-6͒ presented in the overview of the flood inundation mapping process is simple, straightforward, and logical. However, depending on the type of terrain ͑TIN or raster͒ used, this technique can contribute uncertainty in mapping the flood inundation extent. If the terrain is a raster grid, the water surface elevations at cross sections are first converted to a TIN, and then to a raster to allow raster operations ͑computations on cells͒. This conversion adds uncertainty to the process, although it is not very significant because the water surface is assumed to be linear. Another layer of uncertainty arises from the fact that a raster represents only one value at the center of the cell, so when the terrain is subtracted from the water surface raster, the resulting flood inundation area may be either overestimated or underestimated. For example, in Fig. 6͑a͒ , the flood inundation area estimated using a raster surface ͑DEM͒ is the same for water surface elevation of 1.25 and 1.75 m when, in reality, the flood inundation areas may be different as shown in Fig. 6͑b͒ . Therefore, depending on a raster or vector based approach, the flood inundation area may have some uncertainty associated with it. This uncertainty will even be higher if the resolution of the data set is coarse.
Finally, like all other elements in flood inundation mapping, the flood delineation approach is also affected by the resolution of the terrain data. With the same hydraulic model result, Fig. 7 shows the flood inundation extent estimated by using 6 m LIDAR DEM and 30 m USGS DEM. Table 1 lists the flood inundation extents at few cross sections ͑Station No. shown in Fig. 7͒ derived from the LIDAR and USGS DEM cross section. As shown in Table 1 , for this example, the difference in the inundation extent derived from extrapolating the results of the same hydraulic model on two different DEMs varies from 4.3 to 64.4 m. Therefore, the quality of terrain used in mapping the flood inundation extent plays a major role in the overall process.
State of the Art in Floodplain Mapping
Geospatial and Temporal Data
Recent advances in data collection techniques, remote sensing, and information technology have enabled access to high resolution spatial and temporal data for flood forecasting and mapping. Significant among these advances are radar based precipitation estimates, high resolution terrain data from LIDAR, high resolution imagery through synthetic aperture radar ͑SAR͒, and advances in measuring streamflow.
In the United States, nationwide radar-based precipitation depths are estimated as part of the NEXRAD federal program and distributed by the NWS ͑Fulton et al. 1998͒. Although it is now possible to obtain high resolution spatio-temporal precipitation data through NEXRAD, there are still some issues such as accuracy and adjustment to observed data ͑Young et al. NWS 2002; McCollum et al. 2002; Krajewski and Smith 2002; Houze et al. 2004; and Gebremichael and Krajewski 2004͒ , which generate uncertainty in the rainfall depth estimates.
Use of high resolution terrain data obtained by LIDAR is becoming common in flood inundation modeling. For example, many recent flood mapping studies use LIDAR derived terrain with vertical accuracy in the range of 0.25 m, which are available at a very high resolution ͑0.3-3 m grid͒ ͑Jones 2004; Finnegan et al. 2004; NOAA 2006͒ . LIDAR terrain is used in both hydrologic modeling ͑as a grid for watershed and stream network delineation͒ and hydraulic modeling ͑as TIN for cross-sections extraction͒. Some studies also involve augmenting LIDAR data with field cross-sectional surveys, as LIDAR cannot penetrate the deep water in the main river channels. While LIDAR provides detailed terrain data for hydrologic and hydraulic models, calibrating these models ͑especially hydraulic models͒ to match the inundation observed during high flows is a major problem in mapping accurate flood inundation extent. However, with the availability of SAR images, it may be possible in the near future to track changes in water levels during high floods for all weather conditions ͑day and night͒, thus enabling better calibration of hydraulic models for high floods. Availability of SAR images has opened research areas in Bayesian updating of flood inundation maps to reduce the uncertainty associated with application of hydraulic or hydrodynamic models, which is discussed in the "Uncertainty Analysis" subsection. SAR images are also used to derive topographic information ͑Sanders et al. Matgen et al. 2007͒ . While LIDAR and SAR data sets are becoming common and useful in floodplain mapping, their availability and coverage is limited because nationwide data sets derived from these products do not currently exist.
Streamflow measurements techniques have also evolved recently from conventional current meters to acoustic Doppler cur- . With airborne techniques, it is now possible to measure flows during high floods, but these measurements are limited to large rivers, and high streamflow measurements on small streams still need further advances. Also, these new techniques are still evolving, and are being tested on only a few large rivers. However, if pursued, these techniques will change the way the rivers are monitored, and issues associated with uncertainty in streamflow data ͑e.g., stage-discharge relationships for high flows͒ could be reduced.
Hydrologic and Hydraulic Modeling
With the availability of geospatial data and fast computers, hydrologic models have evolved from lumped to distributed models that account for spatial variability in watershed processes and model parameters. In recent years, there has been a growing interest among the hydrologic community in the use of artificial intelligence techniques, such as neural networks, fuzzy systems, and symbolic regression via genetic modeling for modeling hydrologic processes. In addition to conventional rainfall-runoff modeling, the issue of estimating watershed parameters and associating them with a recurrence interval has always been of paramount importance in hydrology. Similarly, hydraulic models have evolved from cross-sectional area averaged one-dimensional models to multidimensional models ͑2D and 3D͒ that account for lateral, longitudinal, and vertical hydrodynamics in river chanels. Such evolution is critical in modeling high flows in floodplains.
In addition to the above mentioned, rather independent, developments in hydrologic and hydraulic modeling approaches, another area of research that is emerging is the integration of multidisciplinary models and data in a common geospatial environment as a workflow sequence to address issues that are connected across different disciplines. One example of such integration is the map-to-Map application by Robayo et al. ͑2004͒. Map-to-map uses the NEXRAD map of rainfall data, processes these data along with other geospatial data to feed to a hydrologic model ͑HEC-HMS͒, uses the output from the hydrologic model to feed into a hydraulic model ͑HEC-RAS͒, and then geo-references and processes the hydraulic model output to produce a flood inundation map. Map-to-map was implemented using the ArcGIS model builder workflow sequence and the ArcHydro data model ͑Maidment 2002͒. The key concepts in implementation of an integrated framework such as the Map-to-map are: ͑1͒ a standard data framework that can store input and output information in a format that is intertransferable within the system; ͑2͒ integration of static geospatial data with input temporal data and intermediate model results to feed to the next object ͑model or geo-processing tool͒ in the workflow sequence; and ͑3͒ information exchange points that will serve as an agent to transfer data in appropriate format from one model to the other. Since flood inundation modeling is an integrated application involving hydrology, hydraulics, and geographic information system, the technology is now available to implement this process in an integrated framework such as the Map-to-Map. A similar workflow sequence with WMS and HEC-RAS that also includes uncertainty arising from precipitation, curve number ͑CN͒, and Manning's n is developed by Smemoe et al. ͑2004, 2007͒. Another example that uses workflow sequence and modular approach to integrated modeling is the modular modeling system ͑MMS͒ from USGS ͑Leavesley 1997͒. MMS, however, provides a more generic framework than Map-to-Map as it aims to incorporate a suite of models from a broad range of interdisciplinary environments to answer complex environmental issues. Also, MMS is more model centric and has little flexibility in linking new geospatial data sets with models within its framework.
Uncertainty Analysis
Advances in GIS, remote sensing, and new modeling techniques have enabled modelers to incorporate the spatial variability of hydrologic and hydraulic systems applying several state variables defined at different locations in the system. Nevertheless, representation of natural processes through the use of a model will always be macroscopic in comparison to reality. Therefore, model outputs will always contain errors associated with the approximation of the real world system in the model. Any modeling process will necessarily entail reducible and inherent uncertainty from data, model abstractions, and natural heterogeneity of the system of interest. Uncertainty analysis should be rigorously practiced to support the results of modeling studies.
Although the literature is replete with sensitivity analysis techniques ͑Saltelli et al. 2000; Ayyub and Klir 2006͒, no "code of practice" is readily available to provide guidance about appropriate analysis of uncertainties in hydrologic/hydraulic modeling. Instead, a wide range of techniques have been applied to address individual uncertainties associated with model structure, scaling and resolution issues, model parameterization, topography, and boundary conditions. These methods can be categorized as: ͑1͒ forward methods to establish uncertainty bounds for flood analysis and mapping in gauged basins; ͑2͒ methods for assessment of uncertainty in basins with no observed data; ͑3͒ inverse approaches for identification of critical system processes; ͑4͒ real data assimilation methods; and ͑5͒ qualitative methods.
Recently, a general framework for choosing an uncertainty method was described by Pappenberger et al. ͑2005͒ in which a decision tree is published as a web-based "wiki" publication that can be edited by anybody willing to enhance the publication. The "wiki" provides a description of widely used uncertainty methods and concepts in hydrologic and hydraulic studies, especially flood risk management. It was suggested that a code of practice similar to the "wiki" of Pappenberger et al. ͑2005͒ should be followed as an intrinsic part of a modeling exercise. Such a code should take into account the modeling context, the choice of model structure, uncertainty in input factors and boundary conditions, uncertainty in observed data, and communication issues.
Of particular importance for flood analysis and mapping is the selection of proper models and performance measures. Choices of performance measures and observation sets could significantly influence the estimation of flood hazard. Since flood hazard is a local problem, the performance of a selected flood analysis model should be evaluated at the high risks areas of interest in addition to global criteria ͑Pappenberger et al. 2005͒. Also, the interactions between input factors, dependencies between output variables, and spatial and temporal dependencies in model residuals and performance criteria will have an effect on the estimated uncertainty bounds. Dependencies in model factors combined with increasing number of input and output variables may jeopardize identifiability of model parameters. A framework for development and application of hydrological models was suggested to strike a balance between required levels of complexity in the model structure and those which can be supported by available data. Smemoe et al. ͑2004, 2007͒ propose an approach to produce a probabilistic map of flood inundation boundaries by incorporating the effects of natural variability and model uncertainty in mapping flood inundation areas. This is a significant step forward, at least from the engineering and scientific point of view, in incorporating a myriad of uncertainties involved in producing flood inundation maps. An addition to such a framework would be an ability to incorporate uncertainty analysis techniques and results from past flood events in reassessing individual uncertainties, and creating updated probabilistic maps.
Advances in technology, data collection techniques, and modeling approaches have led to improvements in overall simulation of hydrologic and hydraulic processes. Similarly, it is now possible to integrate models from different disciplines in an integrated framework to address interdisciplinary issues. There is no doubt that these advances will affect the way flood inundation modeling ͑an integrated modeling system͒ will be carried out in the future. In addition, with advances in techniques for addressing uncertainty in data and models, which are currently limited to individual problems, there is a need to integrate these techniques into an integrated modeling framework that will help quantify individual uncertainties ͑data and model͒, track their propagation in the workflow sequence, give some information on the uncertainty in inundation maps, and also update the prediction areas based on past observations. Based on these advances, the following section provides a framework for flood inundation mapping for the future.
Future Directions
Given the current state of uncertainty and recent advances in various individual components, an integrated framework for flood inundation mapping is needed. The key concept of this framework is the recognition of flood inundation map as a probabilistic boundary map, whose accuracy is dependent on our confidence in various variables used in producing the map. Of course such a need has been identified and studied by others ͑e.g., Beven and Binley 1992; Werner 2004; Pappenberger et al. 2005; Smemoe et al. 2004 , however the focus of most studies except for Smemoe et al. has mainly been on targeting individual uncertainties without taking an integrated approach. An improvement to the Smemoe et al. ͑2004, 2007͒ work, which is the essence of this paper's vision, is an integrated and flexible framework that can incorporate different models and uncertainty analysis techniques in creating probabilistic flood inundation maps. The proposed vision is outlined below.
Probabilistic Flood Inundation Mapping
Because accuracy of flood inundation maps is dependent on several uncertain variables such as the estimate of design flow, techniques used for collecting and describing topography, hydraulic modeling, and techniques used for mapping inundation extent, the flood inundation boundary has a surrounding uncertainty zone associated with it as shown in Fig. 8 . The width of this uncertainty zone is dependent on the accuracy and certainty of different variables used in producing the flood inundation boundary map. As the uncertainty in the data and techniques used for mapping the flood inundation increases, the uncertainty zone becomes wider and vice versa. As a result, one should be able to say that the flood inundation extent is in the range from x units to y units, with z% confidence level.
Integrated Modeling and Uncertainty Analysis Framework
Floodplain mapping is a sequential process starting with hydrologic analysis which is followed by hydraulic analysis and then by geospatial processing. Each component ͑hydrologic/hydraulic/ geospatial͒, in turn, involves a set of procedures that are performed in sequence. To track the uncertainty associated with each data set or procedure, an information framework in the form of a workflow sequence where items such as terrain description, type of simulation model, and others become parameters of the system, can be changed to study the relative effect of the individual variables on the overall system. This framework is called floodplain modeling information system ͑FMIS͒. The FMIS should be generic to accommodate individual requirements. For example, one study may require flood frequency analysis to find the design flow, and others may require rainfall-runoff modeling or regional regressions. The generic FMIS framework should allow such alterations with minimal efforts. The FMIS is a connected modeling framework similar to ones developed by Robayo et al. ͑2004͒ and , but will have extended capabilities for changing models, data sets, and uncertainty analysis framework along with a looping sequence to test various scenarios. Any of the available workflow sequences should be capable of building a framework for FMIS.
Besides the workflow sequence for integrated modeling, FMIS should also have a framework that will integrate a cluster of uncertainty analysis techniques with GIS based data and workflow sequence as shown in Fig. 9 . This procedure will involve the integration of the framework suggested by Crosetto and Tarantola ͑2001͒, which performs uncertainty analysis for GIS vector data and computational models, with the technique suggested by Oksanen and Sarjakoski ͑2005͒, which focuses on error modeling for terrain data sets. Essentially, in this framework, each item ͑data and parameter͒ in the FMIS that is affected by uncertainty is assigned a probability distribution ͑Smemoe et al. 2004 and the sequential workflow is run for randomly generated inputs that yield the output as a probability distribution function.
A list of sensitivity and uncertainty analysis techniques that may be used in FMIS include: Morris's OAT ͑screening method, Morris 1991͒, Fourier amplitude sensitivity test ͑FAST͒ ͑Cukier et al. 1973͒ ͑variance-based method͒, regionalized sensitivity analysis ͑RSA͒ ͑Spear and Hornberger 1980͒ and generalized likelihood uncertainty estimation ͑GLUE͒ ͑Beven and Binely 1992͒. The FMIS should have flexibility to cope with the uncertainty in both gauged ͑with observed data͒ and ungauged ͑without observed data͒ systems. The integrated modeling and uncertainty analysis framework in FMIS should be able to determine: ͑1͒ the impact of individual input parameters on the overall variance of the model output ͑flood inundation polygon͒; ͑2͒ the uncertainty zone shown in Fig. 8 at various confidence levels; ͑3͒ model parameters that bear the key uncertainties; and ͑4͒ what factors ͑e.g., precipitation variability, terrain, hydraulic structures͒ are significant for accurate identification of the flood inundation area. Such a framework will address both the propagation of uncertainty from model inputs and parameters to the model output, and also the assessment of the relative importance of input uncertainties on the output uncertainty.
Summary and Conclusions
Uncertainties arising from design flow, terrain, hydraulic model, and mapping techniques on flood inundation modeling are highlighted in this paper. By running HEC-RAS for Strouds Creek, N.C., it is shown that there is uncertainty at each step in the overall flood inundation mapping process. A slight uncertainty in estimating hydrologic flow can cause uncertainty in estimating the water surface elevation in a channel, which in turn can cause uncertainty in mapping the flood inundation. This is a simple case of uncertainty propagation in flood inundation modeling. Another more realistic and complicated case of uncertainty propagation in the chain of flood inundation modeling, which is not clearly understood, is the complex interaction of all the individual input and parameter uncertainties in the flood inundation modeling process. For example, as shown in Figs. 2 and 3 , how the water surface elevation from a hydraulic model is affected from an inaccurate flow input is different for over-and underestimated hydrologic flows. Therefore, it cannot be said that an x percent error in flow estimate will cause a y percent error in water surface elevation because y is different depending on if x is positive or negative. This becomes even more complicated when the x and y percent errors get combined in producing the final flood inundation map.
Given these complex interactions of uncertainties from several variables in the flood inundation modeling process, an integrated modeling system coupled with an uncertainty analysis framework called FMIS is envisioned for producing probabilistic flood inundation maps. Such a system will be able to take into account the impact of individual uncertainties and their interactions on the probabilistic flood inundation map. The technology, data, and expertise are now available to develop a system such as FMIS, and many issues associated with uncertainty in flood inundation mapping could be better understood and resolved by adopting this approach. As pointed out by Smemoe et al. ͑2007͒, institutional and political barriers may prevent such an approach from being adopted easily by governing agencies in producing flood inundation maps and flood insurance rates, but creating and testing a FMIS as a prototype will open the door for further research and improved engineering practices related to this important topic of flood inundation mapping.
