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ABSTRACT
Spatial scalability of video signals can be achieved with
critically sampled spatial wavelet schemes but also with
an overcomplete spatial representation. Critically sampled
schemes struggle with the problem that critically sampled
high-bands are shift-variant. Therefore, efficient motion
compensation is challenging. On the other hand, overcom-
plete representations can be shift-invariant, thus permitting
efficient motion compensation in the spatial subbands, but
they have to be designed carefully to achieve high compres-
sion efficiency. This paper discusses an orthonormal trans-
form for decomposing two different spatial scales of the
same image. The transform is such that it minimizes the im-
pact of the quantization noise on the reconstructed video
signal at the decoder. Further, we investigate the decorrela-
tion property of the transform. Finally, we compare to the
compression efficiency of a Laplacian pyramid, a conven-
tional scheme for an overcomplete representation of images,
and observe coding gains up to 1 dB.
1. INTRODUCTION
Rate-distortion efficient coding of image sequences can
be accomplished with motion-compensated temporal trans-
forms [1, 2, 3, 4, 5]. Employing the temporal transform di-
rectly to the images of the sequence may be too limiting for
targeted scalability properties of video representations. In
particular, desirable video coding schemes should provide
efficient spatial scalability of the video signal. If a motion-
compensated temporal transform is utilized, it is favorable
to employ this transform to the spatial subbands of the input
images [6]. Such an architecture achieves good spatial scal-
ability but is burdened with a degradation in rate-distortion
performance. This burden is rooted in the fact that spatial
decompositions utilize either critically sampled represen-
tations or overcomplete representations of the spatial sub-
bands. Critically sampled representations lack the property
of shift-invariance which seems to be crucial for efficient
motion compensation. On the other hand, overcomplete rep-
resentations can be shift-invariant, but rate-distortion effi-
cient encoding is challenging.
This paper discusses a coding scheme with spatial scal-
ability properties that can be interpreted as an extension of
the spatial scalability concept as it is known from, e.g., the
video coding standard ITU-T Rec. H.263 [7]: The pictures
of the spatial base layer are spatially up-sampled in order
to obtain pictures with the same spatial resolution as the
pictures of the next spatial enhancement layer. These up-
sampled pictures are used to predict the pictures of the next
spatial enhancement layer. But this spatial prediction is just
one step in our inter-resolution transform which requires
also a spatial update step. The spatial update step will pro-
vide the desired orthogonality that spatial prediction is not
capable of.
Our coding scheme decomposes spatially the input pic-
tures of various sizes into spatial subbands. This spatial de-
composition is based on a transform that is orthonormal
for the spatial frequencies of the lower resolution. Depend-
ing on the chosen filter, the decorrelation properties of the
inter-resolution transform can be close to optimal permit-
ting an efficient rate-distortion performance. The orthogo-
nality of the transform assures an efficient embedded rep-
resentation of the image sequence at various resolutions.
The spatial low-band can be critically sampled to reduce
the encoding/decoding complexity of the spatial base layer.
On the other hand, the spatial high-bands keep their shift-
invariance property and permit efficient motion compensa-
tion.
2. INTER-RESOLUTION TRANSFORM
Assume that we have the k-th pictures of an image sequence
in CIF resolution s(1)k . For the lower resolution, we target a
sequence of QCIF images. The pictures s˜(0)k in QCIF reso-
lution are obtained by sub-sampling the corresponding ones
in CIF resolution by 2. Before sub-sampling, we employ the
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Fig. 1. Top: Inter-resolution Haar transform for the high-resolution image s(1)k and the low-resolution image s˜
(0)
k which is
generated with the low-pass filter L(ω). The prediction step uses up-sampling and filtering whereas the update step utilizes
filtering and down-sampling. Bottom: Inverse inter-resolution Haar transform for the high-band image y(1)k and the low-
band image y˜(0)k . It is an orthonormal transform for the spatial frequencies of the lower resolution with a low-resolution
representation of the low-band image.
low-pass filter L(ω). Given these pictures in QCIF and CIF
resolution, we employ the inter-resolution transform as de-
picted at the top of Fig. 1 to obtain the spatial low-band y˜(0)k
in QCIF resolution and the spatial high-band y(1)k in CIF
resolution. A lifting implementation is used for the trans-
form where the prediction step uses up-sampling and filter-
ing, and the update step filtering and down-sampling. Fi-
nally, linear filters are used to normalize the transform. De-
pending on the filter L(ω), we achieve only approximately
perfect decorrelation with the transform. We design an or-
thonormal transform to minimize the impact of the quanti-
zation noise on the reconstructed images in CIF resolution.
At the decoder, we utilize the inverse inter-resolution trans-
form as depicted at the bottom of Fig. 1. Note that the im-
ages o˜(0)k in QCIF resolution (Fig. 1) are chosen to represent
the spatial base layer. With that, the spatial high-band can be
dropped without degrading the spatial base layer. This is a
desirable feature for spatially scalable video coding.
This inter-resolution transform is an extension of “up-
ward prediction” as it is used in ITU-T Rec. H.263 to
achieve spatial scalability. Upward prediction does not pro-
vide an orthogonal decomposition and the advantages of
the inter-resolution transform are as follows: First, addi-
tional quantization noise due to SNR scalability has the least
impact on the reconstructed video as the transform is or-
thonormal. Second, the features of spatial scalability can
be carefully chosen at the encoder such that the decoder
is able to reconstruct efficiently the desired spatial sub-
resolutions. Third, accurate motion compensation is possi-
ble in all bands as we use a shift-invariant representation.
Note that our multiresolution representation for images
is related to the Laplacian pyramid [8]. The basic idea of the
Laplacian pyramid is the following: First, a coarse approx-
imation of the original image is derived by low-pass filter-
ing and down-sampling. Based on this coarse version, the
original is predicted by up-sampling and filtering, and the
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Fig. 2. Equivalent inter-resolution Haar transform. Prediction and update step uses just filtering.
difference is calculated as the prediction error. For the re-
construction, the signal is obtained by simply adding back
the difference to the prediction from the coarse signal. In
[9, 10], the Laplacian pyramid is studied using the frame
theory and it is demonstrated that the usual reconstruction
is suboptimal. The proposed filter bank for the reconstruc-
tion of the Laplacian pyramid uses a projection that leads
to an improvement over the usual method in the presence
of noise. As the Laplacian pyramid is an overcomplete rep-
resentation, it is well known that the dual frame operator
should be used for the reconstruction. But it is rarely used
in practice. The authors demonstrate that gains around 1 dB
are actually possible over the usual reconstruction.
3. EQUIVALENT INTER-RESOLUTION
TRANSFORM
To study the inter-resolution transform in more detail, we
discuss the equivalent inter-resolution transform in Fig. 2.
We select the same resolution for both input pictures but
describe the low-resolution images as band-limited signals
in the base-band B = [−pi2 , pi2 ]× [−pi2 , pi2 ]. We neglect spec-
tral replica due to sampling and use for the transform the
low-pass filter
F (ω) = L(ω)1B(ω), (1)
where 1B(ω) is 1 for frequencies in the base-band B and 0
elsewhere. In particular, the base-band limited picture s(0)k
is obtained by filtering the high-resolution picture s(1)k with
F (ω). In Fig. 2, the prediction step interpolates the base-
band limited picture s(0)k and utilizes the interpolation filter
F ∗(ω) which is the complex conjugate of F (ω). The predic-
tion is subtracted from the high-resolution picture s(1)k . The
update step employs the sampling filter F (ω)/[1+|F (ω)|2].
To obtain a normalized transform, the low- and high-band
images are filtered. The normalized high-band image is de-
noted by y(1)k , the normalized low-band image by y
(0)
k . The
equivalent transform in matrix notation reads
T (ω) =
1√
1 + |F (ω)|2
(
1 F (ω)
−F ∗(ω) 1
)
. (2)
The transform is orthonormal for any given F (ω) and all
frequencies ω = (ωx, ωy).
Finally, we discuss the decorrelation property of the
equivalent transform. This property characterizes the cod-
ing efficiency of the spatially scalable coding scheme. Given
the power spectral density Φ(1)ss of the high-resolution im-
ages s(1)k , we obtain for the power spectral density matrix
Φyy(ω) of the spatial subbands y
(·)
k
Φyy(ω) =
(
4|F (ω)|2
1+|F (ω)|2
2F (ω)[1−|F (ω)|2]
1+|F (ω)|2
2F∗(ω)[1−|F (ω)|2]
1+|F (ω)|2
[1−|F (ω)|2]2
1+|F (ω)|2
)
Φ(1)
ss
.
(3)
Note that we achieve perfect decorrelation only if the off-
diagonal elements of the power spectral matrix are zero,
i.e. F (ω)[1 − |F (ω)|2] = 0. Good approximations can be
achieved with an arbitrarily accurate low-pass filter.
4. EXPERIMENTAL RESULTS
We obtain experimental results with a video coding scheme
based on motion-compensated lifted wavelets [4, 5]. We
employ the inter-resolution transform in Fig. 1 to the images
of the video in CIF resolution and its down-sampled version
in QCIF resolution. Each resulting spatial subband is tem-
porally decomposed in groups of 32 pictures (GOP). The
dyadic decomposition utilizes either the motion-compen-
sated Haar wavelet or the motion-compensated 5/3 wavelet.
For the temporal lifting steps, half-pel accurate motion com-
pensation with 16× 16 blocks is used. The temporal update
step employs the negative motion vector of the correspond-
ing temporal prediction step. The motion vectors are chosen
such that they minimize the square error in the correspond-
ing temporal high-band. The temporal transform provides
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Fig. 3. Rate-distortion performance of the complete embed-
ded representation for the sequence Container Ship at 30 fps
in CIF resolution. The motion-compensated Haar kernel for
groups of 32 pictures is used to compare the inter-resolution
transform with inter-resolution prediction. The performance
of the motion-compensated temporal Haar transform ap-
plied to the original CIF sequence is given as a reference.
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Fig. 4. Rate-distortion performance of the complete embed-
ded representation for the sequence Salesman at 30 fps in
CIF resolution. The motion-compensated Haar kernel for
groups of 32 pictures is used to compare the inter-resolution
transform with inter-resolution prediction. The performance
of the motion-compensated temporal Haar transform ap-
plied to the original CIF sequence is given as a reference.
32 subbands that are intra-frame encoded with a 8× 8 DCT
and run-length coding. These 32 intra-frame coder use the
same quantizer step-size.
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Fig. 5. Rate-distortion performance of the complete embed-
ded representation for the sequence Container Ship at 30 fps
in CIF resolution. The motion-compensated 5/3 kernel for
groups of 32 pictures is used to compare the inter-resolution
transform with inter-resolution prediction. The performance
of the motion-compensated temporal 5/3 transform applied
to the original CIF sequence is given as a reference.
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Fig. 6. Rate-distortion performance of the complete em-
bedded representation for the sequence Salesman at 30 fps
in CIF resolution. The motion-compensated 5/3 kernel for
groups of 32 pictures is used to compare the inter-resolution
transform with inter-resolution prediction. The performance
of the motion-compensated temporal 5/3 transform applied
to the original CIF sequence is given as a reference.
As outlined in Section 3, the equivalent inter-resolution
transform is orthonormal. Therefore, we select the same
quantizer step-size for the intra-frame encoder in the spatial
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Fig. 7. Rate-distortion performance of the sub-stream that
represents the sequence Container Ship at 30 fps in QCIF
resolution. The motion-compensated Haar kernel is used to
encode groups of 32 pictures. For the lower resolution, the
efficiency of the inter-resolution transform is the same as
that of inter-resolution prediction.
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Fig. 8. Rate-distortion performance of the sub-stream that
represents the sequence Salesman at 30 fps in QCIF reso-
lution. The motion-compensated Haar kernel is used to en-
code groups of 32 pictures. For the lower resolution, the ef-
ficiency of the inter-resolution transform is the same as that
of inter-resolution prediction.
low-band as well as for those in the spatial high-band. Fur-
ther, the motion information in the spatial low-band is used
to predict the motion information in the spatial high-band.
That is, the enhancement layer carries the refined motion
information with respect to the motion information in the
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Fig. 9. Rate-distortion performance of the sub-stream that
represents the sequence Container Ship at 30 fps in QCIF
resolution. The motion-compensated 5/3 kernel is used to
encode groups of 32 pictures. For the lower resolution, the
efficiency of the inter-resolution transform is the same as
that of inter-resolution prediction.
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Fig. 10. Rate-distortion performance of the sub-stream that
represents the sequence Salesman at 30 fps in QCIF reso-
lution. The motion-compensated 5/3 kernel is used to en-
code groups of 32 pictures. For the lower resolution, the ef-
ficiency of the inter-resolution transform is the same as that
of inter-resolution prediction.
spatial low-bands. As we have an overcomplete representa-
tion of the spatial high-bands, the motion information of the
spatial low-bands can be exploited efficiently.
According to Fig. 1, the spatial low-band is filtered by
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√
1 + |L( ω˜2 )|2. If the low-pass filter L(ω) is ideal, filtering
is simplified to scaling by
√
2. As the implemented low-
pass filter is approximately ideal, we simplify the scheme
by scaling the low-band with
√
2. For the spatial high-band,
base-band frequencies are scaled by 1/
√
2, whereas others
pass unscaled. This can be achieved either by linear filter-
ing, or by selecting appropriately the quantizer step-sizes
for the frequency coefficients of the intra-frame encoder.
Figs. 3 and 4 depict the rate-distortion performance of
the complete embedded representation for the sequences
Container Ship and Salesman in CIF resolution, respec-
tively. The motion-compensated Haar wavelet is used to en-
code 288 frames of each sequence. As a reference, the mo-
tion-compensated temporal Haar transform is also applied
to the original CIF sequences. Figs. 5 and 6 show the corre-
sponding results for the motion-compensated 5/3 wavelet. It
can be observed that the inter-resolution transform outper-
forms the reference scheme with inter-resolution prediction
(i.e. the transform without spatial update step and normal-
ization) by up to 1 dB. Further, the gap to the performance
of the non-scalable representation is somewhat larger for
the motion-compensated 5/3 wavelet. This may be due to
inefficient encoding of the motion information. Please note
also that the used intra-frame codec is not SNR scalable.
The rate-distortion points are obtained by choosing appro-
priately the quantizer step-size for each encoding.
Finally, Figs. 7 and 8 show the rate-distortion perfor-
mance of the spatial base layer signal o˜(0)k in QCIF reso-
lution for the sequences Container Ship and Salesman, re-
spectively. The results for the motion-compensated Haar
wavelet are shown. Figs. 9 and 10 depict the correspond-
ing results for the motion-compensated 5/3 wavelet. No
degradation for the spatial transform is observed if the low-
resolution sequence is selected appropriately. This is inde-
pendent of the utilized motion-compensated wavelet kernel.
5. CONCLUSION
This paper discusses an orthonormal inter-resolution trans-
form for spatially scalable video coding. We use an over-
complete spatial representation for two different spatial
scales of the same image and perform motion-compensated
temporal filtering on the shift-invariant spatial subbands.
The transform minimizes the impact of the quantization
noise on the reconstructed video signal at the decoder. The
scheme is related to the Laplacian pyramid with prediction
of the higher resolution, but the discussed transform uses
additionally a spatial update step. This update step orthog-
onalizes the decomposition and enables our coding scheme
to outperform the compression efficiency of the Laplacian
pyramid.
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