This work develops techniques for the sequential detection and location estimation of transient changes in the volatility (standard deviation) of time series data. In particular, we introduce a class of change detection algorithms based on the windowed volatility filter. The first method detects changes by employing a convex combination of two such filters with differing window sizes, such that the adaptively updated convex weight parameter is then used as an indicator for the detection of instantaneous power changes. Moreover, the proposed adaptive filtering based method is readily extended to the multivariate case by using recent advances in distributed adaptive filters, thereby using cooperation between the data channels for more effective detection of change points. Furthermore, this work also develops a novel change point location estimator based on the differenced output of the volatility filter. Finally, the performance of the proposed methods were evaluated on both synthetic and real world data.
I. INTRODUCTION
The piecewise segmentation of time series data into intervals with similar stochastic characteristics is often important in the exploratory analysis of data and is generally referred to as change detection. With rapid growth in sensing technologies, there is a need for effective and adaptive methods to identify and analyse activities in time series data [1] . In particular the partitioning of data into segments of constant volatility (variance/standard deviation) has interesting applications for fields ranging from the segmentation of biomedical data [2] to audio segmentation [3] [4] .
Algorithms proposed for estimating the transition times for data points with transient changes in the variance are generally divided into two categories: i) Offline algorithms that use the entire data set so as to estimate the location of the change points and ii) online (sequential) methods, where data is only available up to the current time sample being analysed. Early research primarily focused on developing statistical significance based change detection algorithms, where in particular the work in [5] proposed a method based on the cumulative sum of squares in combination with a statistical significance test to provide an estimate of change points. More recently, algorithms based on Markov Chain Monte Carlo (MCMC) techniques for obtaining estimates of the change point locations have been developed [6] [7] [8] . However, such methods are computationally expensive and process the data offline. More computationally efficient block based dynamic programming [9] and Bayesian methods [10] have been proposed, however, they have limited use for online detection of change points. It should be noted, that block based multivariate change point detection algorithms have also been developed. In particular the work in [11] developed an efficient Bayesian approach, while the work in [12] used the group fused LASSO.
Many real world practical change detection problems require sequential algorithms that are not only capable of detecting with the smallest possible delay the change volatility, but also providing a good estimate of the change point location. The work in [13] introduced a method based on the likelihood ratio test that includes a simple threshold and test statistic for both detecting and estimating the location of the change in the volatility of the time series data. Furthermore, the work in [7] proposed a threshold independent sequential change detection method using the minimum description length (MDL), while an accurate online kernel-Support Vector Machine (k-SVM) based method was proposed in [3] . However, such methods often have drawbacks, including: high computational complexity, low accuracy of change point location estimate and high detection latency.
We introduce a class of change detection and location estimation algorithms based on the windowed volatility filter [14] .
The first proposed algorithm seeks to detect such transient power/volatility variations as rapidly as possible. This is achieved by employing a convex combination of two such filters, where a state change is detected by selecting the appropriate filter given the statistics of the data points. The proposed method is designed based on the trade off that exists between the steady state accuracy and convergence speed of volatility filters. By using an adaptive filter [15] [16], the proposed method seeks to overcome this trade off by updating the convex weight parameter that combines the respective windowed volatility filters, thereby providing an indicator (in the form of the convex weight parameter) for detecting changes in the volatility of the data. An advantage of the use of adaptive filters for the change point detection problem is a multivariate extension of the proposed algorithm that is readily developed by using recent advances in distributed signal processing [17] . Furthermore, this work analyses the behaviour of the volatility filter weights on the performance of the change detection algorithm, thereby providing a means of selecting such weights for improved performance. The second proposed method provides an estimate for the change point location. This is achieved by proposing a new estimator based on the differenced output of the volatility filter. The performance of both the proposed change detection and location estimation techniques are verified on both synthetic and real world data sets.
II. PROBLEM OUTLINE
Given a sequence of data points {x 1 , x 2 , x 3 , . . . , x t } drawn from a zero mean Gaussian distribution with piecewise constant variance; there exists an unknown sequence of transition time instances {τ 1 , τ 2 , . . . , τ t } at which a change in the variance occurs (an example is shown in Fig. 1 ). Accordingly, this work seeks to address the following problems: 1) detecting a change in the volatility of time series data with the shortest possible latency; 2) providing an accurate online estimate of the location of the transition times {τ 1 ,τ 2 , . . .τ t }.
III. PROPOSED ALGORITHMS
This work proposes volatility filtering based change detection and location estimation algorithms given a zero mean set of data points, x = [x 1 , x 2 , x 3 , . . . , x N ]; where an estimate of volatility is given as the output of the volatility filter,σ p (t). In particular the volatility filter is defined as the finite impulse response (FIR) filtered estimate of the past T p squared data points, that isσ (1), we first develop an adaptive filtering based change detection algorithm that utilises a convex combination of two such distinct volatility filters. We also provide analysis for selecting appropriate filter weights for the respective volatility filters. The second proposed method is a change point location estimator that is based on the output of the differenced volatility filter.
A. Adaptive Filtering Based Change Detection Method
This section presents an adaptive filtering and volatility filtering based change detection algorithm. This is achieved by using an adaptive filter [18] [15] [16] to track changes in the instantaneous standard deviation using a convex combination of two volatility filters with different window sizes. Where a volatility filter with a small window size is able to effectively track transient changes in the time series volatility; however, in the steady state the estimate in the volatility of the signal is not accurate (please see Fig. 2 ). While a volatility filter with a large window size has stable steady state estimates of volatility, however, it is not able to track changes effectively (please see Fig. 2 ). By adaptively estimating the convex weight parameter, such that if a significant transient change has occurred then volatility filter with a small window size provides a more optimal (least squared sense) solution than the volatility filter with the large window size. Implying that by tracking the estimate of the convex weight parameter, it can be determined whether or not a change has occurred. Furthermore, the proposed change detection method can be extended to data sets drawn from multiple sensors, by using an adaptive filtering architecture that
end if -t ← t + 1 end while utilises cooperative strategies [17] to enhance both convergence and steady state accuracy of the convex weight parameter.
Given a set of data points x, consider the following volatility filterŝ
whereσ f (t) andσ s (t) correspond 1 to the respective outputs of the 'fast' and 'slow' volatility filters, such that, T f < T s . The proposed estimate of the instantaneous volatilityσ o (t) is given by a convex combination of the 'fast' and 'slow' filters, that iŝ
where λ(t) is updated adaptively using the adaptive filter architecture outlined in [15] [19] . The squared error, E{e 2 (t)}, required to be minimised is generally given by the following
where T d is the window length of the desired volatility filter. The desired signalσ d (t) provides a coarse estimate of the instantaneous volatility so as to enable the adaptive filter to track changes in volatility; to this end, a typical window length of on the 'fast' filter. Moreover, in the steady state (variance does not change) a higher weight will be assigned to on the 'slow' volatility filter; however, during simulations we found large variations in the weight estimate λ(t) when using the conventional least mean square (LMS) update. To this end, we propose to use signed sparse-least mean squares (SS-LMS) algorithm [20] , that is the minimised cost function (4) along with a prior distribution on the values taken by λ(t). By using a variation of the SS-LMS algorithm we ensure that the estimate of λ(t) has lower variability as it converges to the 'slow' volatility filter.
Accordingly, the update of, λ(t), is given by
where µ is the learning rate of the adaptive filter, ǫ is a positive constant for regularization, ρ is a parameter selected so as to reduce the variability of λ(t) and u corresponds to a Gaussian distributed random variable. The updated convex weight parameter is then mapped to the output of the binary state change sequence s(t), that is,
, where 0 ≤ γ ≤ 1, is a threshold and s(t) = 1 corresponds to a change in the volatility of the time series, while s(t) = 0 corresponds to no change. Algorithm 1 summarizes the proposed method referred to as the adaptive filtering based change detection (AFCD).
It should be noted that after a change has been detected, normalisation of the learning rate is carried out so as to ensure that the proposed method is independent of the signal scale. Finally, it should be noted that the proposed method assumes that the time index differences between change point locations are greater than T r samples, owing to the time period required for the estimation of the variance as well as the convergence of the filter to the 'slow' volatility filter after a change has been detected. 2 A hard threshold is applied so that 0 ≤ λ(t) ≤ 1, that is,
Algorithm 2: Cooperative Adaptive Filtering Based Change Detection Require:
Algorithm 2 proposes the multivariate change detection algorithm via an extension of Algorithm 1. That is given a multichannel signal we seek to propose a cooperative strategy between the data channels for improved detection of transition points. This is achieved by utilising the combine then adapt (CTA) strategy of the diffusion LMS which was proposed in [17] ; where given N sen sensors such that each sensor c has an input signal x c (t), desired signal d c (t) and parameters v c (t), where each sensor also has the ability to send and receive state estimates to one another 3 , accordingly the CTA strategy for cooperative adaptive filtering is given by [17] 
where µ c is the learning rate of each sensor. The update of the LMS is carried out with respect to the averaged estimates of the LMS output from the previous time instants, where N c corresponds to the set of sensors connected to the c th sensor and g c,l corresponds to the combiner of the sensor estimates. Algorithm 2 provides an overview of the cooperative adaptive filter based change detection (CAFCD) algorithm for multivariate data.
B. Volatility Filter Weight Selection
In this section we analyse the most appropriate choice of weights for both the 'fast' w f and 'slow' w s volatility filters, for detecting changes in time series data. Namely, given a sequence of zero mean data points, x 1 , ...x N with a transition time at t 1 , where the variance of the first segment is given by σ Note that the detection performance is dependent on the rate at which λ(t) → 1 after the transition time t 1 . For rigour, we calculate the minimum of the expectation of the cost function in (4) to analyse the evolution of λ(t). That is, we determine the expected value of λ(t) that minimises the cost function at each time index, shown by the following
Given a change point at time t 1 , the expression in (8) can be evaluated at three different time intervals: 1) t < t 1 and
Now the set of time intervals in 1) correspond to the case where both the 'fast' and 'slow' volatility filters are measuring data points such that statistics of the data points are identical (strictly stationary). It is straightforward to show that E{λ(t)} ≈ 1 2 < 1. The time intervals in 2) and 3) correspond to the behaviour of λ(t) after a change has occurred. In order to evaluate the performance of different window parameters on the behaviour of λ(t), we compute (8) over the interval 4 2). Moreover, the interval 2) corresponds to the case where the input data points to both the 'fast' and 'slow' volatility filters are equivalent to a mixture of both the first segments statistics with expected variance σ . That is, the expected value of the output for the squared volatility filter with weights w f , is given by
with E{σ f (t)} ≈ E{σ 2 f (t)}, for t 1 ≤ t ≤ t 1 + T f , where w monotonically decreasing function, such that both functions are dependent on the volatility filter weights w f , with sum of the 4 A similar argument can be made for interval 3).
two functions equal to one. The corresponding output of the squared volatility filter with weights w s , is given by
with E{σ s (t)} ≈ E{σ 2 s (t)}, for t 1 ≤ t ≤ t 1 + T s , where w 1 s (t) and w 2 s (t) are monotonically increasing and decreasing functions respectively, with the sum of both functions equal to one. Accordingly, (8) evaluated over
where
and
where E{σ d (t)} ≈ σ 2 and Cov σ 
for the 'slow' volatility filter weights, and
for the 'fast' volatility filter weights.
C. Volatility Change Point Estimator
The second method referred to as the volatility change estimator (VCE), seeks to estimate the location of the change point transition times. This is achieved by first obtaining the differenced 5 estimateσ D (t) from the output of the volatility filterσ l (t), as followsσ
where T l corresponds to the window size andσ l (t) is estimated using the square window volatility filter weights w l = 1 T l −1 1 T l (where 1 T l is a vector of length T l with each element equal assigned the value 1). In order to develop a change point location estimator, we first observe the following property in the plot ofσ D (t) with respect to sample indices. Consider a zero mean 5 That is the difference between the output of the volatility filter at the current time index t and the output of the volatility filter at time index t − T l . Fig. 4) , as a result the following estimator is proposed as a change point location estimatê
While the proposed change point location estimate can be shown to be a reasonable unbiased estimator for a single volatility change in the time series data (see the following section), a set of rules are required to deal with multiple change point locations.
That is, if a change has been detected by the AFCD algorithm, the estimator in (17) is applied in the interval between the change point detection time to 2T l samples after the detection. For multivariate data, either an estimate of the change point location for each channel is obtained, or a single estimate of the change point location is obtained by averaging across the individual channel estimates.
D. Change Point Location Estimator Analysis
In this section we verify that the proposed change point estimator (17) is a reasonable unbiased estimator for the transition point location. Given a sequence of zero mean Gaussian random variables,
, where the change point occurs at the time index τ , the following equality for (17) is satisfied
in which T l is the volatility filter window size and arg max t |σ D (t)| is equivalent to showing the following statement
where i is the set of time shifts such that there is no further transitions in volatility within i << N samples of τ . This condition ensures that the maximum evaluated for arg max t |σ D (t)|, is related to a single instantaneous volatility change. For multiple instantaneous transitions in volatility, the spacing between any two such transition time points are assumed to be greater than
For σ 2 < σ 1 (where an equivalent argument can be made for σ 2 > σ 1 ),
we next take the first order Taylor expansion
where it should be noted that the sum of squared standard normal distributed variables are from a chi-squared distribution, that is,
where it can be shown that E{σ D (τ + T l − 1)} is less than both E{σ D (τ + T l + k)} and E{σ D (τ + T l − k)}, thus illustrating that, arg max t |σ D (t)| provides a reasonable unbiased estimate of the change point location.
IV. SIMULATIONS
The proposed change point detection and location estimation methods were analysed on both synthetic and real world data.
In particular, we assessed the performance of the proposed method with the generalized likelihood ratio (GLR) method [13] , owing to the similar computational costs of both algorithms.
A. Synthetic Signal
The first synthetic simulation consists of both univariate/multivariate time series data points x(n) drawn from a univariate/multivariate Gaussian distribution with instantaneous changes in the variance at random points in time; furthermore, each realization of the multivariate data points had a randomly generated correlation matrix [21] . The instantaneous power changes for each segment were selected randomly along with the number of samples in the segment as well as the total signal length. We evaluate the performance of the proposed method when using different window parameters. Namely, we assess the performance of the triangular window weights (selected from the analysis in Section III.B) shown in Fig. 3 , along with the standard square window weightings (that is a sliding window estimate of the standard deviation). In order to quantitatively evaluate the performance of the respective algorithms, we utilised the following measures: the number of false positives and true positives, the detection latency (the time between the event occurring and the corresponding first detection) and the absolute error in the change point location estimate. The following parameters were selected for the respective algorithms: 1) GLR:
window size 250, threshold 5, 2) C/AFCD (for both the triangular and square filter parameters): T s = 250, T f = 20, γ = 0.8,
, furthermore we selected the learning rate µ, such that the proportion of false positives for both the triangular and square filter weights were equal.
Fig . 5 shows the results of the proposed method (with the two different window parameters) along with the GLR method when analysing univariate and multivariate data (where for this simulation we utilised randomly generated correlation matrices with low absolute value in the off-diagonal entries). Observe that the proposed method (for both the triangular and square window weights) outperformed the GLR with respect to the proportion of false positives and detection latency. Furthermore, it can be seen that the proportion of true positives for the proposed method with triangular filter weights outperformed the GLR when the number of sensors was greater than two; while the proposed method with square window weights performed poorly.
Finally, the results indicate that the weighting parameter for the volatility filters identified in section III.B outperformed the standard square window volatility filter weights, with respect to the proportion of true positives.
We also assessed the performance of the proposed method with randomly generated correlation matrices with high absolute values in the off-diagonal entries. In particular Fig. 6 compares the randomly generated high and low correlation matrices when using volatility filters with triangular weights (developed in section III.B). Observe that the detection delay and proportion of false positives along with the true positives increase when there are large inter-channel correlations. This implies that for highly correlated data, the proposed method is more susceptible to detecting changes, owing to the proportion of false positives doubling, while the proportion of true positives does not increase significantly.
Finally, we compared the performance of the proposed change point location estimator with the GLR's, where we evaluated the performance of the respective algorithms using synthetic univariate time series data. In particular, we found that the proposed VCE had an absolute error in the change point location estimate of 4.09 samples, while the GLR's change point location estimator had an error of 30.34 samples.
B. Accelerometer Data
The final real world simulation assessed the performance of the proposed algorithm on real world tri-axial accelerometer data obtained from a smart phone attached to test subjects (where the data was obtained from [22] that consisted of 23 experimental trials with sampling frequency of 128 Hz). Each experimental trial consists of five different states of motion: 'no motion', 'walking', 'running', 'walking' and 'no motion'; where an example from the output of the accelerometer is shown in Fig. 7 .
First differencing of the data was first carried out in order to remove trend components in the data. We then compared the proposed CAFCD detection method (using the triangular filter weights scheme outlined in Section III.B) with the GLR method that was applied seperately to each data channel. While the underlying true change point locations are unknown, the four different changes in the volatility of the accelerometer data can be observed via visual inspection (see Fig. 7 ). As a result,
we can obtain the following quantitative performance measures: proportion of true positives, the proportion of the CAFCD algorithm detecting the change in variance before GLR and the relative difference between the detection latencies of GLR and CAFCD (that is a positive number would indicate CAFCD of having a smaller detection latency from the true change point location). From Table I , it can be observed that the proposed change detection method had a lower number of false negatives when compared with the GLR algorithm (applied to each channel). Furthermore, the proposed method was able to detect more rapidly the transitions in 64% percent of the changes in the states of motion.
V. CONCLUSION
This work developed a class of sequential volatility filtering based change detection and location estimation algorithms for time series data with instantaneous changes in the volatility. The first method developed a change point detection method based on adaptive filtering, and a convex combination of two volatility filters with differing window sizes. The adaptive filtering formulation of the change point problem also enabled a straightforward extension to the analysis of changes in volatility in multivariate time series data. This work also developed a change point location estimator based on the differenced output of a volatility filter. The performance of the proposed detection and location estimation methods were evaluated on both synthetic and real world data sets.
