We propose a new laboratory method for characterizing synthetic aperture radar (SAR) systems through the use of a synthetic scene generator. Flight tests are the only definitive way to characterize the system level performance of airborne synthetic aperture radar systems. However, due to the expense of flights tests it is beneficial to complete as much testing as possible in a laboratory environment before flight testing is performed. There are many existing tests that are employed to measure the performance of various subsystems in a SAR system, find defective hardware, and indicate design problems that need to be mitigated. However, certain issues can only be found on an integrated system, and laboratory testing at a system level is typically confined to characterizing the impulse response (IPR) of a single point target through the use of an optical delay line. While useful, delay line testing requires running a modified version of real-time image formation code as the delay line does not completely mimic a real target. Ideally, system level tests are performed on unmodified code. On modern SAR systems many algorithms are data driven (e.g., autofocus) and require a substantially more sophisticated data model for testing.
INTRODUCTION
In this paper we focus on improving laboratory testing for the real-time image formation and exploitation products. As an example, we will consider a typical exploitation product known as a coherent change detection (CCD) image. The first step in producing a CCD image is spatially registering two complex SAR images. This registration process requires sufficient tie-points to be shared by both images. The robustness of an image registration algorithm can be tested through scene distortions representative of those expected from following a non-ideal flight path while imaging a scene with significant terrain height variation. Flying a radar for testing will give some distortion, but by creating distortion in the lab it is possible to methodically refine the algorithm for varying levels of flight path deviations and terrain heights. synthesize waveforms require very specialized hardware. This difficulty is further compounded by the problem of the associated data rate between the hardware and data processor. This paper proposes a synthetic scene generator that will alter the radar waveform in real-time to mimic the responses the radar would receive during a flight test to generate scene content. We take advantage of stretch processing to reduce data throughput requirements; this is explained in detail in section 3. We them present a simulation in section 4 that shows the types of scene content that can be generated using this approach.
BACKGROUND
A linear frequency-modulated (LFM) chirp is a popular choice for radar systems, including SAR systems, as it decouples time and bandwidth. A full signal model derivation is beyond the scope of this paper and can be found in several sources in the open literature, 2-4 however, we summarize the results here to emphasize how stretch processing enables the synthetic scene generator. We follow the notation given by Doerry 4 to describe the chirp waveform as
where A T is the transmitted amplitude, t is time, n is pulse number within synthetic aperture, ω T,n is the transmitted center frequency at nth pulse, and γ T,n is the transmitted chirp rate of the nth pulse.
Stretch processing is used to reduce the A/D sampling requirements of the radar signal. Details on stretch processing can be found within several sources.
3, 5 Essentially, it involves mixing the complex conjugate of the transmitted chirp with the received radar signal before sampling -a process known as deramping. The waveform used for deramping is very similar to the transmit waveform and can be described as
where t m,n is the time offset to the center of the pulse.
The mixing operation of the received chirp signal with the complex conjugate of X L (t, n) yields a tone with a frequency proportional to the range delay of the target referenced to the scene center. This tone is typically at a much lower frequency than the carrier or bandwidth, thus reducing the sampling rate requirements of the analog to digital converter. The deramped signal that is sampled by the radar can be expressed as
where t s,n represents the time delay of the target response from the start of the pulse.
CONCEPTUAL DESIGN
The synthetic scene generator creates synthetic targets by generating a tone and mixing it with the radar's transmitted chirp waveform. The tone is a particular frequency value that represents the range from a target to the scene center; essentially the deramped tone in equation 3. The synthetic target's range is varied with each pulse according to the changing radar position throughout the synthetic aperture. A block diagram of the system is shown in Figure 1 . A single delay line is used to get a delay for the scene center point, as a typical delay-line loop test, however the presence of the quadrature mixer allows a signal to be mixed with radar chirp. The synthetic scene generator creates such a signal, one signal for each target, combining them digitally before converting to an analog signal for mixing with the radar's waveform. To construct the synthetic scene generator there are many requirements that are specific to the radar under test. The primary requirement is the signal bandwidth required of the synthetic scene generator which is defined by the radar's A/D sampling frequency. To explain how the A/D sampling frequency relates to the synthetic scene generator bandwidth, first a conceptual understanding of how the chirped radar response relates time and frequency is presented. Then a direct mathematical relationship is derived between target position and deramped frequency. Finally, a short proof is presented that shows the equivalence between the synthetic target generator output and a real target return. 
Radar

Theory of Operation
For a LFM chirp radar echo returns are received successively in time depending on the reflector's range position relative to the radar. Figure 2a illustrates the time-frequency response from three reflectors is the same chirp delayed in time. However, the radar will only receive the sum of these signals for a short time; this is noted by the vertical bars in Figure 2a .
Alternatively, if the first and third chirps were shifted in frequency the time-frequency response will look There is a well-defined time and frequency relationship that can be exploited to create a time delay by shifting the chirp frequency. This directly avoids using a variable, programmable, or multiple delay lines in the lab test configuration to create a delay for each target.
Frequency-Time Coupling
To precisely position a point target within the image requires imparting a time delay on the chirp signal or shifting its frequency. The frequency shift is directly related to the range by examining the chirp itself. Figure  3 illustrates the time difference between chirps is equivalent to a frequency shift according to
This basic relation will determine the frequency shift required to represent a target response at a specific range from the radar. We explicitly express this relationship by first defining ∆t in terms of range by
Range, ∆R, is calculated as the differential range between the radar to scene center and the radar to the reflector. This calculation must be made for each pulse as the radar's position changes. Also defining chirp rate, γ as
where BW is the bandwidth of the chirp determined by the desired range resolution and pulsewidth, P W , is the length of the pulse in seconds. Pulsewidth is a function of the number of fast-time samples, N f ast, divided by the A/D sampling frequency, f ad. Combining the above expressions (5) and (6) into (4) produces a direct range-frequency relationship
This expression directly calculates the required frequency shift required to create a point target at a particular ∆R.
Frequency mixing chirp is equivalent to time delay
From the frequency determined from (4) above, the expression of the time domain signal needed to mix with the transmitted chirp is exp j {ω(t − t n − t m,n ) + φ} (8) where ω is ∆f expressed as radians, (t − t n − t m,n ) is time adjusted for pulse number and pulse duration, and φ is a phase term to be determined.
It can easily be shown that a chirp multiplied by a tone, then deramped is simply the tone. Now we show the phase term in equation 3 from time delaying chirps is equivalent to the tone. Ignoring the amplitude and residual video phase error terms, the phase terms equate as
Using equation (4) and recognizing the chirp rate must match the transmitted pulse chirp rate allows ω to be replaced by γ T,n ∆t. Furthermore, the difference in time between the synthetic target location and the scene center ∆t can be represented by (t m,n − t s,n ). Making these substitutions into equation (9) results in
Therefore, with the addition of the phase offset φ = ω T,n ∆t, the single tone mixed with the chirp is exactly the same result as a real target delayed the chirped pulse. However, it should be noted that the residual video phase error is not present in the synthetic target response. As such, if the image formation software applies corrections for the residual video phase error this needs to be compensated for in the synthetic target response.
Furthermore, if the actual time it takes for the transmitted chirp to pass through the delay line is different than the delay set for the radar's motion compensation point, then the result will be a shift in the image and a constant quadratic phase term that appears within the data because t m,n does not exactly match t s,n in equation (3).
SIMULATION
Several scene types and modifications to those scenes are presented here to demonstrate the capabilities of the arbitrary scene generator. For these simulations a LFM chirp radar is modeled according to parameters in table 1. The Polar Format algorithm is used to form the simulated images because it is a good choice for the size of scene and wavelength used.
Single Point Target
The transmitted chirp is modulated by the tone generated from the synthetic scene generator according to the block diagram in Figure 1 . It is assumped that the radar dechirps the signal before sampling. This process need not be simulated in software if the dechirp signal exactly matches the transmitted signal, simplifying the phase history expression to exp j2π {γ(∆t)t ad + ω∆t}
where ∆t is defined above in equation (5) and t ad is a time vector consistent with the fast-time sampling of the radar.
Setting a target position relative to the center of the scene and the flight geometry of the aircraft provides ∆R values for each target. Using the ∆R values in equation (5) yields the ∆t values for equation (11) to construct the phase history from which the resulting image can be formed.
Multiple Point Targets
From equation (11) it is easy to calculate n point targets by summing the responses, specifically exp j2π {γ(∆t 1 )t ad + ω∆t 1 } + exp j2π {γ(∆t 2 )t ad + ω∆t 2 } + ... + exp j2π {γ(∆t n )t ad + ω∆t n } (12) Figure 4 shows a grid of 10 m x 10 m targets and clutter of arbitrary shape in the scene. 
Clutter
In radar terminology, the term clutter typically describes the radar return that is not the target. However, in a synthetic aperture radar image, clutter is a term used to describe the terrain response (e.g., the grass, trees, pavement) which is primarily the target of interest. Clutter in SAR images is reasonably modeled as white Gaussian noise where the variance determines the brightness level in the image. A clutter phase history is calculated by creating complex Gaussian noise at a particular variance then taking the Fourier transform. Specifically, the clutter phase history expression is
where α is the average pixel level desired in the final image assuming image formation has a non-coherent gain of 1. One advantage of this method is that an amplitude mask of any design can be added to the data prior to the FFT to shape the scene terrain in any way. Figure 4 shows an example of a star embedded into the scene. For implementation, once the phase history is created, the resulting noise signal is added to the tone that is generated for point targets and mixed with the radar chirp.
Image Shift
A simple target shift can occur by changing the point target locations, but this doesn't affect the clutter. The clutter amplitude mask can also be shifted, however the underlying clutter values will not be coherent. The best method is to calculate the differential range between the current scene center point and the new, shifted scene center point and apply this difference as a phase shift. In this way there is no need to recalculate the scene content, which is particularly a benefit when the scene is complicated and requires a long time to synthesize.
If the range to scene center is defined for each pulse as
and the range to the new scene center is
where ∆X, ∆Y , and ∆Z are the desired amount of scene shift, then the differential range is
The differential range is used to compute the phase offset, for each pulse by
The resulting data matrix is simply multiplied to the original phase history, on a pulse-by-pulse basis to create a new, shifted phase history.
Clutter Modeling with Height
The radar cross section (RCS) of ground clutter varies with surface roughness and incident angle. Signal models for ground clutter are well understood, 5 however, they require knowledge of the local incidence angle between the antenna phase center (APC) and a ground patch. The local incidence angle varies with spatial location in the patch as our simulator can model terrain with arbitrary height. Calculating this angle is made more difficult because of the various distortion issues common to SAR imaging, namely: range curvature, layover, foreshortening, and motion errors. It is possible to calculate closed formed solutions to any of these image distortions, 2, 3 however, the derivation will be specific to the image formation algorithm used. Furthermore, the derivations become more difficult when arbitrary motion error is added to the simulation.
We propose a numerical method that works for all image formation algorithms and in the presence of arbitrary motion error. The scene is decomposed into a triangle mesh through a simple scheme in which a set of uniform This provides all the required information that is needed to simulate a clutter scene with arbitrary fidelity. For each triangle mesh element a surface normal is calculated and used, along with the antenna pattern and flight geometry, as inputs to a model of SAR surface clutter. The resulting clutter statistics are used to add clutter to the warped location of the triangular mesh in the output image (Figure 8 ).
CONCLUSIONS
This paper has presented a theoretical background to construct a synthetic aperture radar arbitrary scene simulator using hardware-in-the-loop. While the concepts in this paper will apply to any synthetic aperture radar system utilizing LFM waveforms and stretch processing, the specific hardware implementation would be designed exclusively for a particular radar system. In particular the radar A/D sampling rate will determine the bandwidth requirements of the tone generator.
Several types of scene modifications have been presented including point target placement, clutter placement, shifting, and clutter amplitude shading for height. All of these "tools" can be combined to create scenes with specific characteristics that will improve testing capabilities of synthetic aperture radar systems. In particular SAR algorithms, such as coherent change detection, that require data will be able to receive repeatable testing over a wider parameter set for less cost than flying to collect data.
In the future, we will expand these tools to include moving objects to improve GMTI algorithm testing. Sandia National Laboratories is a multi-program laboratory managed and operated by Sandia Corporation, a wholly owned subsidiary of Lockheed Martin Corporation, for the U.S. Department of Energy's National Nuclear Security Administration under contract DE-AC04-94AL85000.
