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We study diameters and girths of noncommuting graphs of semir-
ings. For a noncommutative semiring that is either multiplicatively
or additively cancellative, we ﬁnd the diameter and the girth of
its noncommuting graph and prove that it is Hamiltonian. More-
over, we ﬁnd diameters and girths of noncommuting graphs of all
nilpotent matrices over a semiring, all invertible matrices over a
semiring, all noninvertible matrices over a semiring, and the full
matrix semiring. In nearly all cases we prove that diameters are
less than or equal to 2 and girths are less than or equal to 3, except
in the case of 2 × 2 nilpotent matrices.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Deﬁnition. A semiring is a set S equipped with binary operations + and · such that (S,+) is a com-
mutative monoid with identity element 0 and (S, ·) is a monoid with identity element 1. In addition,
operations + and · are connected by distributivity and 0 annihilates S. A semiring is commutative if
ab = ba for all a, b ∈ S. A semiring is called entire, if ab = 0 implies that a = 0 or b = 0.
A semiring S is called additively cancellative if a + b = a + c implies that b = c for all a, b, c ∈ S. A
semiring S is calledmultiplicatively cancellative if ab = ac implies that b = c for all a, b, c ∈ S.
A semiring S is called antinegative, if a + b = 0 implies that a = b = 0. Antinegative semirings are
also called antirings, or zerosumfree semirings.
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The simplest example of an antinegative semiring is the binary Boolean semiring, the set {0, 1} in
which addition and multiplication are the same as in Z except that 1 + 1 = 1. We will denote the
binary Boolean semiring by B. The only other semiring with two elements is the ring Z2.
Some further examples of commutative antinegative semirings are the set of nonnegative integers
(or reals) with the usual operations of addition andmultiplication, inclines (i.e. additively idempotent
semirings in which products are less than or equal to either factor) and thus distributive lattices.
Tropical semirings are commutative, multiplicatively (but not additively) cancellative antinegative
semirings.
We will denote by Mn(S) the set of all n × n matrices over a semiring S, by GLn(S) the set of all
invertible matrices inMn(S), byNn(S) the set of all nilpotent matrices inMn(S), and byAn(S) the set
of noninvertible matrices inMn(S). The symmetric group of n elements will be denoted by Sn.
The matrix with the only nonzero entry 1 in the ith row and jth column, will be denoted by Ei,j .
Let Z(S) denote the center of the semiring (semigroup) S. If X is either an element or a subset of
S, let CS(X) denote the centralizer of X in S. The set of all (multiplicatively) invertible elements of a
semiring S will be denoted by U(S).
A set {a1, a2, . . . , ar} ⊆ S of nonzero elements is called an orthogonal decomposition of 1 of length r
in S if a1 + a2 + · · · + ar = 1 and aiaj = ajai = 0 for all i /= j.
For any subset T of a semiring S, we denote by Γ (T) the commuting graph of T . The vertex set
V(Γ (T)) of Γ (T) is the set of elements in T\CS(T). An unordered pair of vertices x − y is an edge of
Γ (T) if x /= y and xy = yx. The complement of a graph G is the graph GC on the vertex set V(G), where
x − y is an edge in GC if and only if x − y is not an edge in G. The complement of the commuting graph
is called the noncommuting graph.
The sequence of edges x0 − x1, x1 − x2, …, xk−1 − xk is called a path of length k and is denoted by
x0 − x1 − · · · − xk . The distance between vertices x and y is the length of the shortest path between
x and y and will be denoted by d(x, y). The diameter of the graph is the longest distance between any
two vertices of the graph. A path x0 − x1 − · · · − xk−1 − x0 is called a cycle. The girth of a graph is
the length of the shortest cycle contained in the graph. If the graph contains no cycles, then we deﬁne
the girth to be equal to ∞. A Hamiltonian cycle is a cycle that contains every vertex of G. A graph is
Hamiltonian if it contains a Hamiltonian cycle.
In this paper, we study diameters and girths of the noncommuting graphs of semirings, and certain
subsets of the full matrix semiring.
We show that the known results for the noncommuting graphs of rings (see [1,2]) do not extend to
semirings in general (see Examples 1 and 2). However, we prove in Section 2 that the noncommuting
graphs of certain classes of semirings are Hamiltonian, have diameters equal to 2 and girths equal to
3 (see Theorem 3), which are similar results to the results from the ring theoretic setting.
In the following sections we calculate diameters and girths of noncommuting graphs over certain
sets of matrices over semirings. (See Theorems 9, 11, 12, 14, 15 and 18.) We prove that the diameter
is equal to 2 and the girth is equal to 3 in nearly all cases, except for the surprising case of the 2 × 2
nilpotent matrices. (See Example 10, and Theorems 11 and 12.)
2. The noncommuting graph of a semiring
It was proved by Akbari et al. in [2] that for any ring R, the diameter of the noncommuting graph
Γ (R)C is equal to 2. The following two examples show that this is not true for semirings. Not only can
the diameter be larger than 2, but the graph is not even necessarily connected.
Example 1. Let B be the binary Boolean semiring. Let I be the 3 × 3 identity matrix and
A =
⎡
⎣1 0 11 1 1
1 1 1
⎤
⎦ , B =
⎡
⎣0 1 11 1 1
0 1 1
⎤
⎦ , C =
⎡
⎣1 1 11 1 1
0 0 1
⎤
⎦ ,
D =
⎡
⎣1 1 11 1 1
0 1 1
⎤
⎦ , E =
⎡
⎣1 1 11 1 1
1 1 1
⎤
⎦ , F =
⎡
⎣0 1 11 1 1
1 1 1
⎤
⎦ .
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It is easy to see that AB = F, CB = CD = D, and all other products (except the ones with I) are equal
to E. Note that T = {0, I, A, B, C, D, E, F} is a semiring with A, B, C, D as the only noncentral elements.
Thus, the graph Γ (T)C is a path A − B − C − D of length 3, and therefore diam(Γ (T)C) = 3 and
girth(Γ (T)C) = ∞.
Example 2. Let B be the binary Boolean semiring. Let I be the 3 × 3 identity matrix and
A =
⎡
⎣1 0 11 1 1
1 1 1
⎤
⎦ , B =
⎡
⎣0 1 11 1 1
0 1 1
⎤
⎦ , C =
⎡
⎣1 1 10 1 1
1 1 1
⎤
⎦ ,
D =
⎡
⎣1 1 10 1 0
1 1 1
⎤
⎦ , E =
⎡
⎣1 1 11 1 1
1 1 1
⎤
⎦ , F =
⎡
⎣0 1 11 1 1
1 1 1
⎤
⎦ .
It is easy to see that AB = F, DC = C, and all other products (except the ones with I) are equal to E.
Note thatW = {0, I, A, B, C, D, E, F, B + I} is a semiringwith A, B, C, D as the only noncentral elements.
Thus, the graph Γ (W)C consists of two edges A − B and C − D, and is therefore disconnected, so
diam(Γ (W)C) = girth(Γ (W)C) = ∞.
In Theorem 3, we extend the result [2, Theorem 1], to multiplicatively or additively cancellative
semirings. Moreover, we prove in Theorem 18 that the diameter of the noncommuting graph of the
semiring of all matrices over a commutative semiring is equal to 2 as well.
Abdollahi et al. proved in [1] that for a nonabelian ﬁnite group G, the graph Γ (G)C is Hamiltonian.
Here, we prove a similar result for multiplicatively or additively cancellative semirings. Example 2
shows that this is not true without the assumption of cancellativity.
Theorem 3. Let S be a noncommutative semiring with |Γ (S)C | 3. If S is multiplicatively cancellative or
additively cancellative, then
(1) diam(Γ (S)C) 2,
(2) girth(Γ (S)C) = 3,
(3) if S is ﬁnite, then Γ (S)C is Hamiltonian.
Proof
(1) Suppose there exist x, y ∈ S\Z(S) such that xy = yx. Since x and y are noncentral, there exist
a, b ∈ S such that xa /= ax and yb /= by. If either xb /= bx or ya /= ay, then we have a path of
length 2 from x to y. Otherwise, we can assume that xb = bx and ya = ay.
(a) If S ismultiplicatively cancellative, thenwe can show that x − ab − y is a path of length
2. Namely, if x(ab) = (ab)x, then xab = axb. Since S is multiplicativelly cancellative, it
follows that xa = ax, which is a contradiction. Similarly we prove that y and ab do not
commute.
(b) Suppose that S is additivelly cancellative and take a + b ∈ CS(x). Then, (a + b)x =
x(b + a) implies that ax = xa, which contradicts the assumption. Therefore a + b /∈
CS(x) and thus (a + b) − x is an edge in Γ (S)C . Similarly, we prove that (a + b) − y is
an edge in Γ (S)C , and thus there exists a path x − (a + b) − y of length 2 in Γ (S)C .
(2) Let S be amultiplicatively (resp. additively) cancellative semiring and x − y an edge inΓ (S)C .
The assumption that x and xy (resp. x + y) commute implies that x and y commute. Thus,
x − xy (resp. x − (x + y)) is an edge in Γ (S)C and similarly we show that y − xy (resp. y −
(x + y)) is an edge in Γ (S)C as well. Therefore, x − xy − y − x (resp. x − (x + y) − y − x) is
a triangle in Γ (S)C and thus girth(Γ (S)C) = 3.
(3) Take x, y ∈ S, such that x − y is an edge in Γ (S)C . Since S is ﬁnite, we can denote CS(x) ={a1, a2, . . . , am}.
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(a) If S is multiplicatively cancellative, then yaix = xyai implies that yxai = xyai and thus
y ∈ CS(x) for i = 1, 2, . . . , m. Therefore, {ya1, ya2, . . . , yam} ⊆ CS(x)C .
(b) If S is additively cancellative, then (y + ai)x = x(y + ai) implies that y ∈ CS(x) for i =
1, 2, . . . , m. Therefore, {y + a1, y + a2, . . . , y + am} ⊆ CS(x)C .
In both cases, we now have that
|CS(x)C | = |S| − |CS(x)| |S| − |CS(x)C |
and thus |CS(x)C | |S|2  |S\Z(S)|2 . If we denote the number of vertices in Γ (S)C by n,
then we have just proved that every vertex in Γ (S)C has a degree at least n
2
. Thus, the
graph Γ (S)C is Hamiltonian by a classical result of Dirac (see [3]). 
Remark 4. Note that in Theorem 3, diam(Γ (S)C) = 1 if and only if S is completely noncommutative,
i.e. no two noncentral elements in S commute.
Remark 5. In the proof of Theorem 3 we actually prove even more than girth(Γ (S)C) = 3. For every
edge e in Γ (S)C , we can ﬁnd a triangle in Γ (S)C that includes e.
3. The noncommuting graph of nilpotent matrices
Let us now investigate the noncommuting graph of the set of all nilpotentmatrices over a semiring.
We will show that the diameter of the noncommuting graph of the set of nilpotent n × nmatrices
is 2 for n 3. However, the case n = 2 is exceptional. See Example 10 and Theorem 11.
Similarly, we will consider the girth of the noncommuting graph of the set of nilpotent matrices
and prove that it is equal to 3 in the case of matrices of order at least 3. We will prove that in the case
of 2 × 2 matrices, girth is equal to 3 if and only if S is not an entire antinegative semiring.
We will denote by Jn the nilpotent n × nmatrix E1,2 + E2,3 + · · · + En−1,n.
First, we state the following two lemmas, that will simplify the proof of the main theorem. Both
proofs are straightforward.
Lemma 6. If S is a semiring, then the centralizer of Jn in Mn(S) is equal to CMn(S)(Jn) = {a0In + a1Jn +
a2J
2
n + · · · + an−1Jn−1n ; ai ∈ S}.
Lemma 7. Let S be a commutative semiring. If A = [ai,j] is an n × n matrix that commutes with Ek,l for
some 1 k, l n, then ai,k = al,j = 0 for all i /= k and j /= l, and ak,k = al,l. For example, the lth row and
the kth column of A must be equal to zero, except for the diagonal entries, that are all equal to one another.
Now, by Lemma 7 we have also the following.
Corollary 8. Let S be a commutative semiring and n 2. Then, CMn(S)(Nn(S)) = {aIn; a ∈ S nilpotent}.
In the following theorem, we ﬁnd the diameter and girth of the noncommuting graph of nilpotent
matrices of order at least 3.
Theorem 9. If S is a commutative semiring and n 3, then diam(Γ (Nn(S))C) = 2 and
girth(Γ (Nn(S))C) = 3.
Proof. Let n 3 and choose some noncentral elements X, Y ∈ Nn(S) such that XY = YX . The matrix
Jn is nilpotent, and if neither X nor Y commutes with Jn, then d(X, Y) = 2.
So suppose that, say, X commutes with Jn. Since X is nilpotent, it follows by Lemma 6, that X is of
the form X = a0In + a1Jn + a2J2n + · · · + an−1Jn−1n , for some a0, a1, . . . , an−1 ∈ S. Since X is nonzero,
there exists a nonzero entry in the ﬁrst row and a nonzero entry in the last column of X . Suppose
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ﬁrst that there exists j 2, such that X commutes with Ej,1. In this case, by Lemma 7, we have that
X1,i = 0 for all i 2. It follows that X is a scalar matrix and thus central. Similarly, we conclude that
X cannot commute with En,i for any i n − 1. Now, if Y also does not commute with at least one of
the matrices Ej,1 or En,i, for j 2, i n − 1, then d(X, Y) = 2. Otherwise, Y commutes with all Ej,1 and
En,i, for j 2, i n − 1. Then, again by Lemma 7, we have that Y = y0I + y1En,1 ∈ Nn(S), for some
y0, y1 ∈ S. Since Y is noncentral, it follows that y1 /= 0.
Let Z = E1,n + En,2 and observe that Z is nilpotent and does not commute with Y . One can easily
verify that Z commuteswith X if and only if X is a scalarmatrix. Thus X − Z − Y is a path inΓ (Nn(S))C
and thus diam(Γ (Nn(S))C) 2 for n 3.
Since for example E1,2 and E1,3 commute, we have diam(Γ (Nn(S))C) = 2 for n 3.
Clearly, E1,2, E2,3 and E3,1 are pairwise noncommuting nilpotent matrices and thus
girth(Γ (N2(S))C) = 3. 
In general, Theorem 9 does not hold for 2 × 2 matrices over an arbitrary commutative semiring,
since the following example shows that the diameter can be larger than 2 even for a connected graph
Γ (N2(S))C .
Example 10. Let S = {a + bx; a, b ∈ N0}, where x2 = 0. Note that S contains nonzero nilpotent el-
ements of the form bx, for nonzero b ∈ N0. Since S is an antinegative semiring, all nilpotent 2 × 2
matrices are of the form[
b1x a2 + b2x
b3x b4x
]
or
[
b1x b2x
a3 + b3x b4x
]
for ai, bi ∈ N0.
Let
A =
[
x x
0 x
]
, B =
[
x 0
x x
]
and let
C =
[
c1x d2 + c2x
d3 + c3x c4x
]
be an arbitrary nonscalar nilpotent matrix. If C does not commute with A, then d3 /= 0, and if C does
not commute with B, then d2 /= 0. Since C is nilpotent, it follows that d2 = 0 or d3 = 0 and therefore
d(A, B) 3.
Moreover, it is easily seen that C − E1,2 is an edge in Γ (N2(S))C if d3 /= 0 and C − E2,1 is an edge if
d2 /= 0. If d2 = d3 = 0, then C − E2,1 is an edge if c3 = 0 and c2 /= 0. Otherwise (since C is nonscalar),
C − E1,2 is an edge. Since E1,2 and E2,1 do not commute, it follows that Γ (N2(S))C is connected (and
diam(Γ (N2(S))C) > 2).
ForM ⊆ S, let us denote the annihilator ofM by
Ann(M) = {x ∈ S; xM = 0} ,
and letN (S) be the set of nilpotent elements in S. The following theorems examine the noncommut-
ing graph of 2 × 2 nilpotent matrices over commutative semirings with some restrictions on their
nilpotent elements.
Theorem 11. If S is a commutative semiring without nilpotent elements, or S is a commutative semiring
such that Ann(N (S)) = {0}, then
diam(Γ (N2(S))C) =
{
1, if |S| = 2,
2, if |S| 3.
Proof. In the case S = B, there are only 2 nilpotent matrices E1,2 and E2,1 and they do not commute.
Thus diam(Γ (N2(B))C) = 1. If S = Z2, then the only 2 × 2 nonzero nilpotent matrices are E1,2, E2,1
and E1,1 + E1,2 + E2,1 + E2,2 and the graph Γ (N2(Z2))C is a 3-cycle. Thus diam(Γ (N2(Z2))C) = 1.
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Assume now |S| 3.
Take two noncentral nilpotent commuting matrices X =
[
x1 x2
x3 x4
]
and Y =
[
y1 y2
y3 y4
]
. If X −
E1,2 − Y is a path in Γ (N2(S))C , then d(X, Y) = 2. Thus, we may suppose that at least one of X, Y
commutes with E1,2. Similarly, we may also suppose that at least one of X, Y commutes with E2,1. If
X commutes with E1,2 as well as with E2,1, then it is a scalar matrix and thus central. So, suppose that
X commutes with E1,2 and that Y commutes with E2,1. Then, by Lemma 6, x3 = y2 = 0, x1 = x4 and
y1 = y4. Since X is nilpotent, it follows that x1 is nilpotent.
If S has no nilpotent elements, then X = x2E1,2. Similarly, we show that Y = y3E2,1. Since XY = YX ,
it follows that x2y3 = 0 and therefore X − (x2E2,1 + y3E1,2) − Y is a path in Γ (N2(S))C . Otherwise,
we can assume thatN /= {0} andAnn(N ) = {0}. Since x2 /∈ Ann(N (S)), it follows that x2N /= 0. Thus,
there exists a nilpotent element t such that tx2 /= 0, and therefore X − (tE2,1 + E1,2) − Y is a path in
Γ (N2(S))C .
In both cases, we have proved that diam(Γ (N2(S))C) 2. Since |S| 3, it contains an element a /=
0, 1.Matrices E1,2 and aE1,2 are nilpotentmatrices that commute and therefore diam(Γ (N2(S))C) = 2.

Similarly, we now consider the special case of 2 × 2 nilpotent matrices, to complete the study of
the girth of the noncommuting graph of nilpotent matrices. The next theorem shows that, if S is an
entire antinegative semiring, the girth of Γ (N2(S))C does not coincide with the girth of Γ (Nn(S))C
for n 3.
Theorem 12. If S is a commutative semiring, then
girth(Γ (N2(S))C) =
⎧⎨
⎩
∞, if S = B,
4, if |S| 3 and S is an entire antinegative semiring,
3, otherwise.
Proof. In the case S = B, there are only 2 nilpotent matrices E1,2 and E2,1 and they do not
commute. Thus girth(Γ (N2(B))C) = ∞. If S = Z2, the graph Γ (N2(Z2))C is a 3-cycle. Thus
girth(Γ (N2(Z2))C) = 3.
Assume now |S| = m 3. If S is an entire antinegative semiring, then the only nilpotent matrices
are of the form aE1,2 and bE2,1 for some nonzero a, b ∈ S, and thus the graph Γ (N2(S))C is a complete
bipartite graph Km−1,m−1. Therefore, girth(Γ (N2(S))C) = 4.
If S is an entire semiring, which is not antinegative, then there exist nonzero a, b ∈ S such that
a + b = 0 and ab /= 0. Thus, the matrix A =
[
a a
b b
]
is nilpotent, and aE1,2, bE2,1 and A form a 3-
cycle in Γ (N2(S))C . If S is not an entire semiring there exist nonzero elements a, b ∈ S, such that
ab = 0. In this case, aE1,2 + bE2,1, E1,2 and E2,1 form a 3-cycle in Γ (N2(S))C , and therefore in both
cases girth(Γ (N2(S))C) = 3. 
4. The noncommuting graph of invertible and noninvertible matrices
Since the group of all invertible matrices over a semiring is a multiplicatively cancellative subset of
the semiring, we can prove similarly as in Theorem 3, that the diameter of its noncommuting graph is
at most 2 as well.
The invertible matrices over certain classes of semirings were studied in [4–6]. It was proved in [4,
Theorem 1] that all invertible matrices over a commutative antinegative semiring S are of the form
D
∑
σ∈Sn eσ Pσ , where
∑
σ∈Sn eσ = 1 is an orthogonal decomposition of 1, D is a diagonal matrix and
Pσ a permutation matrix. Now, we can easily prove the following lemma.
Lemma 13. If S is a commutative antinegative semiring, then GL2(S) is commutative if and only if
U(S) = {1}.
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Proof. If U(S) = {1}, then all invertible matrices are of the form
[
e f
f e
]
, where {e, f } is an orthogonal
decomposition of 1 (see [4, Theorem 1]), and thus they are all central in GL2(S).
If 1 /= a ∈ U(S), then aE1,2 + E2,1 and aE1,1 + E2,2 are invertible matrices that do not commute.

Theorem 14. Let S be a commutative semiring. If U(S) = {1}, then Γ (GL2(S))C is an empty graph. If
U(S) /= {1} or n 3, then diam(Γ (GLn(S))C) = 2.
Proof. If n 3, then there exist two invertible diagonal noncentral matrices that commute, and thus it
follows that diam(Γ (GLn(S))
C) 2. Since GLn(S) is a noncommutative, multiplicatively cancellative
set we can use a similar proof to the proof of Theorem 3 to show that diam(Γ (GLn(S))
C) 2. Now,
Lemma 13 completes the proof for n = 2. 
Recall thatAn(S)denotes the set of noninvertiblen × nmatrices over S. Thenext theoremdescribes
the diameter and girth of the noncommuting graph of An(S).
Theorem 15. If S is a commutative entire antinegative semiring and n 2, then diam(Γ (An(S))C) = 2
and girth(Γ (An(S))C) = 3. 
Proof. Choose some nonzero noninvertible nonscalar elements X, Y ∈ Mn(S) such that XY = YX .
Since every nilpotent matrix is noninvertible, we can begin similarly as in the nilpotent case. Thus, we
can assume that X = a0In + a1Jn + a2J2n + · · · + an−1Jn−1n and Y = b0In + b1JTn + b2(JTn )2 + · · · +
bn−1(JTn )n−1, for some ai, bi ∈ S (otherwise, d(X, Y) 2 via Jn or JTn ). Since X is nonscalar, there exists
a nonzero ai /= 0 for some i > 0. So, X does not commute with the noninvertible matrix E1,1, and
similarly we can observe that Y also cannot commute with E1,1. Since E1,1 and E2,2 commute, it follows
that diam(Γ (An(S))C) = 2.
Since E1,1, E1,2, E2,1 are noninvertible pairwise noncommuting matrices, we also have
girth(Γ (An(S)C) = 3. 
5. The noncommuting graph of the full matrix semiring
We now turn our attention to the noncommuting graph of the full matrix semiring. First, we prove
the following technical lemma.
Lemma 16. If S is a commutative semiring and X ∈ Mn(S) commutes with all permutationmatrices, then
there exist a, b ∈ S, such that X = a∑ni=1 Ei,i + b∑i /=j Ei,j.
Proof. Suppose that a matrix X = ∑i,j xi,jEi,j commutes with all permutation matrices Pσ =∑n
i=1 Ei,σ(i), σ ∈ Sn. Then (XPσ )k,l = (PσX)k,l for all 1 k, l n. We know that
(XPσ )k,l =
n∑
i=1
Xk,i(Pσ )i,l =
n∑
i=1
xk,iEk,σ(i)δl,σ(i) = xk,σ−1(l)Ek,l,
and similarly
(PσX)k,l = xσ(k),lEk,l.
Thus, for every k and j = σ(l), we have that xk,j = xσ(k),σ(j). For k = j, this implies that all diagonal
entries of X are the same, and for k /= j we have that all nondiagonal entries of X are the same. 
The following corollary is now straightforward.
Corollary 17. Let S be a commutative entire antinegative semiring and n 3. Then, Z(GLn(S)) = {aI; a ∈
U(S)}.
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We can now prove the main theorem of this section.
Theorem 18. If n 2 and S is a commutative semiring, then diam(Γ (Mn(S))C) = 2 and
girth(Γ (Mn(S))C) = 3.
Proof. Suppose that there exist some noncentral elements X, Y ∈ Mn(S) such that XY = YX . Choose
A, B ∈ Mn(S) such that XA /= AX and YB /= BY . If either XB /= BX or YA /= AY , then we have a path of
length 2 from X to Y . So, assume that XB = BX and YA = AY .
Assume ﬁrst that there exist some invertiblematrices A, Bwith the above properties. If Y commutes
with AB, then ABY = YAB = AYB. Since A is invertible, we have a contradiction. Similarly, we show that
X cannot commute with AB and thus we have a path X − AB − Y of length 2.
Otherwise, at least one of X, Y has to commute with all the invertible matrices. Without any loss of
generality,wecanassumethatX commuteswithall the invertiblematricesoverS. Sinceallpermutation
matrices are invertible, X must also commute with all of them. By Lemma 16, it follows that X =
a
∑n
i=1 Ei,i + b
∑
i /=j Ei,j . Since X is noncentral, we know that b /= 0 and thus X − Ei,j is en edge in
Γ (Mn(S))C for all i, j. SinceY is noncentral aswell, it follows that there exists someEi,j such thatY − Ei,j
is an edge inΓ (Mn(S))C . Thus, X − Ei,j − Y is a path of length 2 and therefore, diam(Γ (Mn(S))C) 2.
Since, for example, E1,1 and E2,2 commute, it follows that diam(Γ (Mn(S))C) = 2.
Note that E1,1 − E1,2 − E2,1 − E1,1 is a 3-cycle inΓ (Mn(S))C and thus girth(Γ (Mn(S))C) = 3. 
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