Abstract
Introduction
The automatic processing and analysis of large amount of security videos has become a serious problem. Several methods has been developed for specific security tasks, such as motion detection [1, 13] or unusual event detection [10, 14] . However, most of these methods work only for static cameras.
In our paper we process videos where multiple camera sources are multiplexed into one stream in time-sharing mode. The devices, used to multiplex the camera images, are not synchronized with the video recorders, hence the first limitation of the content analysis is that the correspondences between video segments and the different camera locations are unknown. Such streams are usually recorded from multiple (typically 2-8) cameras in a well-defined order. Since the elapsed time until the stream returns to a particular camera can be large, the change in the image content can be significant. The longer this duration is, and the more dynamically the scene changes, the larger these differences are. For example the lighting or weather conditions can change, vehicles or pedestrians can arrive or leave (see Fig. 1 ). Additionally, there are special events, when the operator manually changes the state of the system: locks the recorder for a camera, skips one camera or switches to manual control (PTZ -pan, tilt and zoom).
For similar video segmentation tasks and problems several approaches have been proposed:
• Using automatic cut detection [3] , for example by using hidden Markov models [6] • New image frames are classified into image classes, assigned to the cameras [2] • Recognition by using camera eigen-images [5] .
However, the above methods do not suit completely the task; instead a different model should be used, which takes into account several considerations at a time:
• the visual similarity of segments of the same camera,
• the periodicity,
• the regularity and uncertainty of the camera segment duration in the video stream.
Our proposed method has the above properties and beside segmentation it can also be used for automatic detection of unusual states such as the too long or short periods, manual control (PTZ) or device malfunction. The rest of this paper is organized as follows. In Sec. 2 we briefly introduce our hidden models (hidden Markov and hidden semi-Markov model). Offline recognition is discussed in Sec. 3. We define our detectors in Sec. 4 and demonstrate their performance with several real-life videos from low-quality cameras (night and daytime scenes). In Sec. 6 we give performance analysis of our methods.
Hidden, finite state models
Let N denote the number of states of a model and S = {S 1 , S 2 , . . . , S N } the set of states. Moreover let Q be a discrete process of length T in the system defined by the model, thus Q = q 1 , q 2 , . . . , q T where q t ∈ S. In the case of hidden models the q t states are hidden from the observer, however another O = o 1 , o 2 , . . . , o T process (observation sequence) is generated, which can be observed. The o t observation in the sequence is emitted by the hidden inner state according to a probability distribution
which is called emission probability, and are often modeled by Mixtures of Gaussians (MOG), i.e.
where M is the number of components (Gaussians with μ i,l expected value, Σ i,l covariance and w i,l weight) in the mixture, and the set of emission probabilities is B = {b i (o)}.
In our case the states of the model are the different cameras multiplexed in the video stream and the observations are visual features generated from the video frames.
Observations data
It is a fundamental question, what visual features of the camera images should be used as observations. In our paper we will use very simple features to demonstrate the robustness of the later defined hidden models. Therefore the grayscale version of the video frames (of size 320 × 200) are used, which are smoothed by a 33 × 33 Gaussian kernel and resized to size of 20 × 13, thus the domain of our observations is R 260 . This process is demonstrated on Fig. 2 . 
Hidden Markov models
We extend our hidden model with time-invariant Markov property, that is the probability of a given state at time t depends only on the previous state q t−1 , thus we define
transition probabilities, and the set of these A = {a i,j }. Moreover let us define the probability of a process starting from a selected S i state:
which is called the initial state probability, and their set is Π = {π i }. Thus the N state hidden Markov model (HMM) is defined as λ = (Π, A, B).
Hidden semi-Markov model
In case of hidden semi-Markov models (HSMM) the self-transition probabilities are zero, i.e. a i,i = 0, but additionally state duration probabilities are defined. The state duration probability represents the probability that the process remains in a state for a given duration. Let (q s , δ t ) denote that the process changed to q s at time t − δ t + 1 and remained there for δ t duration then left to another state. Then the duration probability can be defined as
and the set of these probabilities is denoted as D = {d i (τ )}. The HSMM can be defined by the λ = (Π, A, B, D) expression. Subject to the type of the duration probability non-parametric [4] or parametric (Poisson [12] , Gamma [8] , exponential [9] ) HSMM can be defined.
Model training
One of the most widely used methods of the model parameter (Π, A, B and D in case of HSMM) training is the maximum-likelihood estimation on a training observation sequence. In the case of HMM the estimation can be performed by using the iterative Baum-Welch algorithm [11] . The algorithm can be modified for HSMMs, but the computation time will increase significantly. The method of [15] gives an efficient solution which, in normal case, is only one magnitude slower than the original HMM re-estimation [7] .
Our test video contained images from four cameras, hence our HMMs and HSMMs had four states, i.e. N = 4. Moreover the number of components of the MOGs in our models were initially set to M = 9. Before starting the training process we initialized the expected values of the MOGs with four video frames taken from the beginning of the video stream (one frame from each camera, demonstrated on Fig. 3 ), while the covariances were randomized. It is also possible to start from randomized values, however in that case the "Segmental k-Means" method can be used which makes the parameter re-estimation procedure significantly slower (more details can be found in [11] ).
Offline recognition
We used the trained (see Sec. 2.4) model for offline recognition of the cameras in the video stream as follows. Having our trained model and the observation sequence
. . , q T state sequence (camera sequence in our case) that generated O by using the Viterbi algorithm [11, 15] . Fig. 4 demonstrates the state (camera) sequence recognized by the HSMM. 
Online recognition and anomaly detection
In this section we describe our unusual event detectors. We show example anomaly detection results detected by both HMM and HSMM based methods. For demonstrating the function of our detectors we use three outdoor videos (two of them can be found in the appendix). The detectors are built on trained models discussed in Sec. 2.4.
HMM based detector
For the unusual event detection first we have to define the probability of the incoming observation o t at time t. In case of HMM the probability of observing o t is generated by the state S i given the previous state q t−1 :
where q t−1 = −1 denotes that the previous state was unknown. Let S be the state where Eq. 6 is maximal, i.e.
S = arg max
Then we define the probability of the observation o t is unusual as
Unusual event detection is performed by comparing the above probability to a preset T threshold. If the probability of o t is low (or its negative logarithm is large), then the system indicates an anomalous event.
HSMM based detector
In the case of HSMM beside the previous state the number of consecutive repetitions is necessary. In our detector we use a counter, which stores the number of repetitions from the last state change. Let (q s , τ t ) denote that at time t − τ t + 1 the system changed into the q s start state and no state change occurred since then, i.e. currently we are in q s for τ t duration. And let (q s = −1, τ t ) denote that this process started from an unknown state. Moreover letd i denote the maximal duration of state S i with non-zero duration probability, i.e.
and r i (τ ) the probability of the most probable S i state duration longer than τ , i.e.
First we create the detector for the unknown start state, i.e. q s = −1. We can define three cases:
1. The previous state was unknown and the start state is also unknown (i.e. the process has just started); 2. We started from an unknown state, then the system consecutively remained in the same state (i.e. no state change occurred); 3. We started from an unknown state and a state change is currently in progress.
Thus we define the probability of observation o t and state S i , given the previous state q t−1 and unknown start state as
Now we define the probabilities for the known start state case. Assuming that the start state was q s = S i and no state change occurred in the process, then the probability that the process remains in state S i is
The first case in the above equation limits the duration according to Eq. 9 and excludes unusually long durations, while the second case assumes that the probability of the state duration is the maximum from the possible durations. Finally we define the probabilities for the state changes in the process. We can define the probability that the process will change from S j to S i as
Contrary to Eq. 12 the first case in the above equation excludes early state changes, while the second case uses the Markov property of the model similar to Eq. 6. Similar to the HMM based detector we select the most probable S state (similar to Eq. 7) and define that observation o t is usual as
Detection
In Sec. 4.1 and Sec. 4.2 we constructed two probabilistic detectors to find anomalous events. For an incoming observation these detectors produce the probability and the estimated state (camera). In our experiments we easily selected a threshold value to decide whether the observation is anomalous or not. In the case of an unusual event in the next time step unknown previous state q t−1 = −1 (HMM based detector) and unknown start state q s = −1 with zero repetition τ t−1 = 0 (HSMM based detector) was assumed.
Experiments, detection results
We used the detectors introduced in Sec. 4 to find anomalous events. We selected outdoor videos and defined the following unusual events:
1. Anomalous order: one camera is skipped; 2. Manual PTZ: images show (partly) unseen areas; 3. Unusual camera duration.
While for the first two cases we used both the HMM and HSMM detectors, the third case required the HSMM based method since the HMM does not contain explicit duration information. For anomaly detection we used simple thresholding presented in Sec. 4.3. In this section first we present several anomalous event detection results on one selected video, which contained images from four cameras, example frames from the four camera scenes are demonstrated on Fig. 3 . Then further results are briefly summarized in Sec. 5.4 and Sec. 5.5.
Anomalous order
In the first experiment the task was the detection of anomalous camera order. To simulate this event we manually cut one segment from our test video. After training both the HMM and the HSMM based detectors indicated the anomaly. The detected state sequence (S ) is demonstrated in 
Unusual duration
In the next experiment we used our HSMM based detector to detect unusual state durations. To test our model we simply cut several frames (but not a whole segment) from the video to simulate this event. Fig. 6 contains the output of the HSMM based detector (see Sec. 4.2) : the detected S state sequence (top, unusual events marked with red color) and the probabilities of Eq. 14 on a logarithmic scale (bottom).
Manual Pan-Tilt-Zoom control
Finally in our last experiment we explored the behavior of our detectors for videos containing sequence from manual PTZ control by a joystick. Fig. 7 contains the result by 
Test results -Night scene
The following test video contains night recordings from four cameras. The HMM based model was initialized by frames taken from the beginning of the video (Fig. 8) and used the first 1700 frames to train the model.
After training we used our detector to recognize the image frames and to detect unusual events. In this experiment the anomaly was a manual PTZ controlling event. The recognized state (camera) sequence and the Eq. 8 probabilities are demonstrated in Fig. 9 .
Test results -Daytime scene
The following video contains daytime recordings from four cameras. The HSMM based detector was initialized by frames from the beginning of the video (Fig. 10) and trained with the first 3000 frames. To test our detection method we simply cut several frames from the video simulating an unusual state duration. The HSMM based detector result is demonstrated in Fig. 11 : state sequence and unusual events (top), and Eq. 14 probabilities (bottom).
On Fig. 1 we presented drastical changes in the image content of a camera in the daytime scene we analyzed in this section. While the left and center images were included in the training set the right image at t = 3814 was successfully classified into correct state as presented on Fig. 11 (the bus appeared at t = 3811 and disappeared at t = 3819). 
Performance
To test the performance of the training and of the offline recognition method we used 1000 frames from the video. The training phase was separated into two main steps: generating observations from video frames (Sec. 2.1) and model parameter estimation as discussed in Sec. 2.4. According to our test the time consumption of the first step is 4.61 msec and one iteration in the model training step is performed in 4.12 msec. Moreover the offline recognition consists of the Viterbi path computation for the 1000 observations as discussed in Sec. 3 which was performed in 0.13 msec. In practice this means that the segmentation of a video containing 12 hours of recordings with 20 fps (i.e. 864000 frames total) can be performed in 112 seconds.
Next we tested the HMM and the HSMM based online detectors (see Sec. 4.1 and Sec. 4.2). Both detectors performed the same results of approximately 208 fps processing performance. All the tests were performed on a 2.4GHz Core2 Quad CPU, the methods were inplemented in a single-threaded C++ application.
Conclusion
The numerous security camera systems produce large amounts of video recordings. Processing and analyzing these videos require automatic machine tools. The segmentation of time-multiplexed video streams is a prerequisite step for many machine vision and security tasks such as motion detection, abandoned object recognition or unusual motion detection. However, segmentation is ambiguous in cases where the monitored scene changes significantly in a short time interval, periods are missing or unknown scenes are visited during manual PTZ control. In this paper we proposed HMM and HSMM based detectors that are capable of taking into account the usual durations, typical scene images and the order of the cameras in the video stream. We tested our methods on real-life low-quality recordings and demonstrated several unusual events typically occurring in security applications. The observation vectors and the model parameters can easily be updated accordingly to the period of the day, which is a future task to be implemented.
