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CALCULATIONS OF FLOW AND NOISE PROPAGATION IN 
CENTRIFUGAL FANS 
SUMMARY 
Flow and aerodynamic noise propagation in a centrifugal fan are examined 
numerically with LES and sliding mesh method.  
Transport equations are solved with a commercial software and free field noise 
propagation is calculated with the FW-H model already available in the software. 
However it is not possible to predict the airborne noise with this model, because 
instantaneous source strengths calculated cannot be exported. Therefore, the source 
strengths provided from the flow field are re-calculated with the same solver but with 
a custom-made user defined function written additionally. Nearly the same results for 
acoustic pressure values for free field are achieved at same receiver locations. 
Results show that values calculated with the user defined function have much better 
representation in the frequency domain.  In order to calculate airborne noise, motion 
of particles released from surfaces of blades is exploited. These particles carry both 
the information of the source strength and the path till they have arrived at the 
receivers. The models of free field and airborne acoustic pressure values are 
compared for receivers located at the same region, and it is seen that the acoustic 
pressure values calculated with airborne noise are less than those of free field.  
Furthermore, calculations performed for different receiver locations showed that the 
free field noise depends on the distance directly, whereas the airborne noise does not. 
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SANTRİFÜJ FANLARDA AKIŞ VE GÜRÜLTÜ YAYILIMININ 
HESAPLANMASI 
ÖZET 
Bir santrifüj fanın akış ve akış kaynaklı gürültü yayılımı LES ve kayar ağ örgüsü 
kullanılarak sayısal olarak incelenmiştir.  
Taşınım denklemleri ticari bir yazılım ile çözülmüş ve serbest alandaki akış kaynaklı 
gürültü yayılımı da bu yazılımın içinde bulunan FW-H modeli ile hesaplanmıştır. 
Fakat, fan yüzeyinde hesaplanan anlık gürültü kaynakları dışarıya 
aktarılamadığından, akış ile taşınan gürültünün hesaplanması bu model ile mümkün 
değildir. Bu nedenle, akış alanından elde edilen kaynak değerleri, aynı yazılımla, 
fakat özel olarak yazılan bir kullanıcı tanımlı fonkisyon ile tekrar hesaplanmıştır. 
Serbest alan akustik basınç hesaplamalarında, aynı alıcı noktalarındakilere yakın 
değerler elde edilmiştir. Sonuçlar, kullanıcı tanımlı fonksiyonla hesaplanan 
değerlerin frekans tanım kümesinde daha iyi bir dağılıma sahip olduğunu 
göstermiştir. Akış ile taşınan gürültünün hesaplanması için fan yüzeyinden salınan 
parçacıkların hareketinden yararlanılmıştır. Bu parçacıklar hem salındıkları 
yüzlerdeki kaynak değerlerini hem de alıcıya ulaşana kadar katettikleri yolu 
taşımaktadırlar. Serbest alanda yayılan ve akış ile taşınan gürültü miktarları, aynı 
bölgedeki alıcılar noktalarında karşılaştırılmış ve akış ile taşınan gürültünün serbest 
alanla hesaplananlara kıyasla daha küçük olduğu görülmüştür. Ayrıca farklı alıcı 
noktalarında yapılan hesaplamalar, serbest alanda yayılan gürültünün uzaklık ile 
doğrudan orantılı olduğunu, fakat akış ile taşınan gürültünün olmadığını göstermiştir. 
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1. INTRODUCTION 
Due to their mass flow capacity and compactness, centrifugal fans have been used in 
many applications from aeronautical and automotive industries to home appliances. 
In recent years, related to their widespread usage, decreasing the noise generated by 
centrifugal fans becomes an important issue due to forceful global regulations and 
customer demands. The noise of centrifugal fans mainly stems from vibration of the 
solid body and turbulent flow. In this thesis, flow related or so called aerodynamic 
noise will be considered [1, 2].  
Aerodynamic noise has been receiving increasing attention since the prevalent use of 
jet engines. Lighthill [3], as the pioneer of aeroacoustics, set an analogy between 
fluid mechanics and acoustics by re-arranging the Navier-Stokes equations into an 
inhomogeneous wave equation. In his first theory, Lighthill estimated the sound 
radiated from the jet flow in only quadrupole sources which are caused by turbulence 
or regular fluctuations. In his extended theory [4], he claimed that whenever there is 
a fluctuating force between the fluid and a solid boundary, a dipole radiation will be 
resulted which may be more dominant than the quadrupole radiation at low Mach 
numbers. Lighthill’s theory was, however, limited to non-moving boundary surfaces 
only. 
A formal solution for the Lighthill’s analogy is brought up by Curle [5], in which 
solid surfaces are also considered. According to the Curle’s analogy, solid 
boundaries could be aeroacoustic sources in two ways. Firstly, by reflecting and 
diffracting the sound generated by quadrupoles of Lighthill’s theory and, secondly, 
by distribution of dipole sources, which are externally applied forces between the 
solid boundary and the fluid at the boundaries. Curle found an integral solution 
which consists of a two doubly-differentiated volume integral and a surface integral 
over all the solid boundaries. This surface integral includes both sources at the 
boundary surfaces. Curle also showed that as the Mach number decreases, dipoles 
become increasingly important and the fundamental frequency of the sound 
generated by the dipoles is one half of that generated by the quadrupoles. 
2 
Ffowcs Williams and Hawkings [6] made an analogy that sound can be regarded as 
generated by three source distributions. First, the quadrupoles distributed throughout 
the region exterior to the surfaces, second, the dipoles distributed on the surfaces and 
third, if the surfaces are moving, by further distribution of monopoles representing 
the volume displacement effect. The Ffowcs Williams and Hawkings (FW-H) 
analogy is the most appropriate theoretical support for understanding the 
mechanisms involved in the generation of sound from bodies in complex motion 
such as turbomachinery applications. 
The solution of the FW-H wave equations obtained by integrating the pressure field 
upon the surface of the body which assumes all the flow nonlinearities are confined 
into a volume integral extended over a domain exterior to the body. However, since 
the computational cost required for an accurate prediction of the volume integral 
(quadrupoles) is significantly high, only the linear effects due to the body thickness 
(monopoles), aerodynamic loading (dipoles) and partially from turbulence 
(quadrupoles) are predicted by FW-H analogy. This approximation is however valid 
only at low Mach numbers and is justified if quadrupole and dipole distributions 
have similar temporal and spatial scales so that quadrupole effect is smaller than that 
of the dipole distribution. 
Lowson [7] made a formulation from the wave equation to predict the acoustic field 
generated by the moving point force. By applying this equation to each blade 
element, the acoustic pressure generated by the impeller can be predicted. But 
Lowson’s equation is applied only to the free field like FW-H model; the effects of 
the solid boundaries are not regarded in this method which can be used to predict 
acoustic field when a dipole moves at an infinite boundary. The model cannot 
consider scattering and diffraction. However, Lowson’s method can be easily used 
for the noise source identification and for the prediction of acoustic pressure levels in 
free field. Most recently, Casalino [8] computed the retarded time integral solution of 
the FW-H equation through an advanced time approach. He also extended the 
formula to a moving observer. 
Decreasing flow induced noise is a major topic for researchers who work to improve 
the performance and the efficiency of the fans. In order to predict the aerodynamic 
noise, detailed information of the flow field is required; therefore analyzing the flow 
field of the turbomachine is necessary.  In order to deal with such flow dependent 
3 
problems, Computational Fluid Dynamics (CFD) is more convenient today, because 
experimental aerodynamics encounters a lot of difficulties such as observation 
problems and superior costs [9].  
In turbomachinery applications, the noise generated is often dominated by tones at 
Blade Passage Frequency (BPF) and its higher harmonics [1], and mainly depends on 
the flow structures near the solid boundaries. Quadrupolar sources are neglected due 
to their low scales and, therefore, only monopolar and dipolar sources are taken into 
account [6]. The effects of monopolar terms are non-negligible in the calculations of 
aerodynamic noise in axial directions and if reduced monopole noise sources are 
desired, the impeller should be operated at lower rotational speeds [10]. In the other 
hand, dipolar sources are the dominant source terms in turbomachinery applications 
[11].  In order to decrease dipole noise sources on boundary surfaces, the gradient of 
the loading force fluctuations on the surfaces are needed to be reduced. Therefore, 
the impulsive change in the pressure distribution over the impeller blade surface 
should be avoided [12]. A pleasant distribution of pressure on the impeller blades 
may be provided by changing the profile of the blades [2]. Moreover, the design of 
the volute affects the flow structures in the domain so the gradients on the source 
surfaces, especially the ones of those at the vicinity of the trailing edge.  As the most 
important example, the flow structures generated by the blade passage in the tip 
clearance are closely related with the propagated aerodynamic noise [13]. 
Additionally, the design of the volute tongue has a significant effect on sound 
propagation by the pressure distribution on both the surface of blade and the tongue 
[14]. 
The numerical prediction and reduction of aerodynamic noise have been studied by 
many researchers for centrifugal [10,14] and axial [15-18] fans. However, researches 
on centrifugal fans are rare compared to those of the axial fans which is due to the 
required consideration of reflection and scattering effects of the casings. Obtaining 
these effects of boundaries is a compulsive challenge, and some modifications are 
necessary to deal with. In order to calculate ducted fan engine noise, Boundary 
Integral Equation Method (BIEM) was applied which is based on the linearized 
acoustics equations with uniform inflow and the model catches the scattering effect 
of sound by an infinitesimally thin infinite length cylindrical duct [19]. So as to 
predict the scattering effect of acoustic waves obtaining a centrifugal fan located near  
4 
a wedge Boundary Element Method (BEM) was used [20]. 
In this study, an industrial centrifugal fan with two outlets used in a refrigerator is 
examined numerically to predict the aerodynamic noise. The computational domain 
of the fan is created with structured hexagonal cells in ANSYS ICEM-CFD. In order 
to obtain the unsteady flow field, LES with dynamic Sub-Grid Scale (SGS) model is 
applied in FLUENT. To simulate the rotation in the casing, sliding mesh method is 
utilized. Firstly, the aerodynamic noise radiating from impeller blades for specific 
receivers in free field is simulated in FLUENT with FW-H analogy which is 
provided by FLUENT itself. Additionally, since it is not possible to export the source 
strength calculated with FW-H model of FLUENT, dipole noise sources on the 
impeller blades are re-calculated in time domain with a User Defined Function 
(UDF) macro written in FLUENT. The macro calculates the free field radiation of 
the source faces on the impeller blades for specific receivers. After the method is 
validated against the ones in FLUENT, the model adapted to calculate the airborne 
noise propagation. The second model calculates the aeroacoustic sources same as the 
first model but additionally calculates the noise transported along the streamlines 
from source faces to the receiver. The streamlines are obtained from the particle 
motion with the Discrete Phase Model (DPM) in FLUENT which is directly depends 
on the flow.  
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2. CAD OBJECT AND GRID GENERATION 
2.1 CAD Object 
The unsteady flow field is calculated in an industrial fan whose 3D model is obtained 
by 3D scanning process and is than converted to 3D-CAD geometry. The centrifugal 
fan comprised of an impeller and a casing in two covers as seen in Figure 2.1. The 
fan has a circular inlet zone, a narrow outlet (Outlet1) and a larger outlet (Outlet2) 
which are separated by a tongue. The specifications of the original geometry are 
shown in Table 2.1. 
 
a) Impeller and the lower casing b) Upper casing  
Figure 2.1: Original geometry of the centrifugal fan 
Table 2.1 : Specifications of the centrifugal fan 
 Impeller Diameter 112 mm 
 Number of Blades 11 
 Blade Type Backward Facing 
 Inlet Diameter 80 mm 
 Outlet1 (area) 1635 mm2 
 Outlet2 (area) 3430 mm2 
The impeller, the lower casing and the upper casing are scanned separately with the 
assistance of randomly dispersed reference sticker points on the surfaces of the 
original geometry. The sticker points on the impeller are smaller and more closely 
6 
spaced than those on the casings (see also Figure 2.1) as impeller blades require finer 
resolution. The scanning process forms the point clouds of all the three parts in 
Cartesian coordinates in “.txt” format (see Figure 2.2). 
 
a) Impeller 
 
b) Lower casing 
 
c) Upper casing 
Figure 2.2: Point clouds of the centrifugal fan 
Since the flow domain consists of only the volume inside the casing, points on the 
inner surfaces are retained and are imported to the software RAPIDFORM to create 
triangulate surfaces surrounding the flow. The inner surfaces are than smoothed to 
provide a better representation of the solid boundaries for the flow field. These 
surfaces are then further processed by the software RHINOCEROS, where they are 
recreated (see Figure 2.3) as to comply with the blocking strategy in the meshing 
process described in Section 2.2. Upper and lower casings are merged together to 
obtain a closed domain and the assembly is re-oriented on xy-plane so that the origin 
is located at the center of the impeller hub as seen in Figure 2.3. Inlet and outlet 
planes are also defined in this step. For the inlet section, an elevated cylindrical inlet 
zone is added to provide a sufficient distance from the impeller so to have a natural 
streamlined suction from a stationary medium (see Figure 2.4). Two rectangular 
surfaces are created for the outlet planes same as in the original casing. The inlet 
zone, inner casing domain and two outlet planes constitute the final domain for the 
7 
flow field. The final geometry has exactly same dimensions with the original 
centrifugal fan, which means no scaling is performed.  
a) Curves of the casings b) Curves of the impeller 
c) Surfaces of the casings d) Surfaces of the impeller 
Figure 2.3: Curves and surfaces of the centrifugal fan 
 
Figure 2.4: Final surfaces of the centrifugal fan 
2.2 Grid Generation 
To perform numerical calculation of the flow field, a grid-structured computational 
domain is required. The mesh generation process is done with ANSY-ICEM CFD 
software package which has different modules to generate different types of grids 
such as hexagonal, tetrahedral, prismatic and quadratic; in this study only hexagonal 
cells of high quality are used in the computational domain. 
8 
After surfaces of the fan and casing are important, a topology check is performed to 
check the gaps between surfaces conforming the tolerance length 0.01mm. This is 
because ICEM-CFD represents the geometry on the basis of surfaces not curves. 
Once the topology check is succeeded, the geometry is partitioned to corresponding 
families. Since both rotating and stationary domains are generated separately, for a 
sliding mesh application family names for the fluid domains and reference planes 
should be chosen different to avoid confusion when the boundary conditions are 
appointed. In this study, “fluid_r” and “reference_r” are named for the rotating 
domain and the reference plane, respectively, whereas “fluid_s” and “reference_s” 
are selected for the stationary domain.  
 
a) Stationary domain 
 
b) Rotating domain 
Figure 2.5: Blocks in the computational domain 
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Since the geometry of the fan and casing are cylindrical, O-Grid method is used for 
both domains to improve the mesh quality. In the domain of impeller, eight O-Grids 
are located one in another to create the best representation of the original geometry 
as seen in the final blocks shown in Figure 2.5. The impeller has 11 blades which is 
not a suitable configuration to create a symmetrical mesh distribution in an O-Grid. 
To overcome this difficulty, a fictitious blade is placed to complete the total number 
of blades to 12. The O-Grid blocking was then symmetrical with the all 12 blades, 
and finally the fictitious blade is meshed as the fluid domain.  Edges occurred at the 
intersections of the blocks are projected to the curves of the CAD geometry which 
were created according to the pre-determined strategy as seen in the Figure 2.6 (see 
also Section 2.1). 
 
a) Stationary domain 
 
b) Rotating domain 
Figure 2.6: Edges in the computational domain 
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In the computational domain, nearly 2x106 hexagonal cells are created with the 
suitable edge parameters to have local mesh refinement as required by the flow (See 
Table 2.2). 
Table 2.2: Mesh size of the model 
 
 Casing Impeller 
 hexas 1030476 907452 
 nodes 1123750 1008398 
 quads 186180 202276 
Since the projection is performed only to the edges, the curvature of the geometry 
will be lost; therefore the projection to the surfaces of the geometry is also done. The 
final mesh formed is shown in Figure 2.7. 
a) Stationary domain (z-cutplane) b) Stationary domain (x-cutplane) 
c) Rotating domain (z-cutplane) d) Rotating domain (cut along the blade) 
Figure 2.7: Cutplanes of the mesh 
2.3 Sliding Mesh Model 
Because of the existence of rotating boundaries in the fluid domain, meshing process 
in the present application differs from usual flow calculation problems in that mesh 
points need to follow the geometry with respect to the moving surfaces. One way is 
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to use the dynamic mesh model where nodes are moved depending on the motion of 
the fluid. However updating the mesh at every time when boundaries move makes 
the calculations very time consuming and inconvenient. The more appropriate 
method is the sliding mesh model in which the domain is divided into in two as 
rotating and stationary [9]. The rotating domain, surrounded by the stationary one, 
contains the moving boundaries. Sliding mesh calculations are performed at 
interfaces between the stationary and rotating cells where two domains are 
intersected. The method can be applied not only to steady-state flows but also for 
unsteady flow problems. In sliding mesh model calculations at the interface are only 
taken in to account; updating the mesh at every time-step is not required, which 
makes the method more applicable than the dynamic mesh model for turbomachinery 
applications. 
In the present work, sliding mesh method is used, in that, both domains are meshed 
separately (see Figure 2.7) and matched with each other over the reference plane as 
seen in Figure 2.8. The mesh files from ANSYS-ICEM CFD in “.msh” format are 
imported into the TMERGE-3D software which is a software in the FLUENT utility 
package. The final merged domain is exported from TMERGE-3D which contains 
both of the domains intersecting with a reference plane. For a 3-Dimensional 
centrifugal fan application a cylindrical reference plane is defined in both rotating 
and stationary domains. Figure 2.8 shows the cut of the sliding interface surrounded 
by two domains, and Table 2.3 shows the dimension of the cylindrical reference 
plane. 
For a sliding mesh application, two important facts should be considered; first, both 
of the reference planes must be exactly the same (otherwise non-conformal mesh 
points may occur) and, secondly, mesh should be uniform, that is, aspect ratio of the 
cells in the vicinity of the interface shouldn’t be too large which may cause incorrect 
solutions. 
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Figure 2.8: Cutplane of the sliding interface 
Table 2.3: Dimensions of the reference plane 
Diameter 116.4 mm 
Height 21.8 mm 
Distance to the impeller  
(radial direction) 2.2 mm 
Distance to the impeller blades 
from top  
(z-direction) 
0.72 mm 
2.4 Grid Partitioning 
To solve flow equations for 2x106 cells in reasonable times, use of multi-processors 
was necessary. Grid partitioning is then important for load balancing to increase 
computational efficiency. In FLUENT, though auto-partitioning is available for 
parallel problems, for sliding mesh applications care should be taken because of the 
interface between rotating and non-rotating domains. This is done by “Encapsulate 
grid interfaces” and “Encapsulate for adaptation” choices in the grid partitioning 
panel. In the present application, due to the cylindrical shape of the reference plane, 
the choice of “Partition in the radial direction” is selected. Furthermore calculation of 
gradients on the fan blades requires all the source surfaces kept in the same partition. 
By using the “Zone” and “Across zones” tabs in the grid partitioning panel, all the 
rotating zones are kept in a single partition. This partition contains the sliding mesh 
interface, and the other three partitions contain the remaining part of the non-rotating 
part in the flow domain. 
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3. LES THEORY AND APPLICATION 
3.1 LES Theory 
Turbulent flows are characterized by eddies with a wide range of length and time 
scales, and dynamics of the different flow scales is governed by the Navier-Stokes 
equations. Large eddies of the flow are dependent on the flow geometry whereas, 
according to the Kolmogorov’s theory, smaller eddies are self-similar and have a 
universal character. Smaller eddies are also responsible for the dissipation of energy 
that they received from the larger ones. Direct Numerical Simulation (DNS) and LES 
are the most appropriate models for resolving eddies in both length and time scales. 
DNS resolves all the spatial scales of the turbulence in the computational mesh, from 
the smallest dissipative scales, up to the integral scale and, thus, no modeling is 
required. However, the memory storage requirement and number of time steps grow 
very fast with Reynolds number (~ܴ݁ଷ), and, therefore, although the solution of 
DNS is very accurate, it is computationally unrealistic to resolve all spatial and 
temporal scales. 
LES provides an alternative approach which resolves only for the large eddies 
explicitly, and model the small and more universal eddies using the “filtered” 
Navier-Stokes equations and a Sub-Grid Scale (SGS) model. Since the behavior of 
small scales tend to be isotropic, it should be possible to parameterize those using 
simpler and more universal models than standard Reynolds stress models [21]. It is 
believed that the usual model assumptions involved in the eddy viscosity models 
provide accurate solutions as long as the grid is sufficiently small [22].  
3.2 Filtering 
The first step in LES is filtering the Navier-Stokes equations to determine which 
scales will be kept and which scales will be discarded. Consider a scalar, as for 
example velocity component in x-direction,ݑ , and decompose as, 
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ݑ ൌ ݑത ൅ ݑԢ (3.1)
In this decomposition ݑത is usually termed the large or resolved scale part of the 
solution, whereas ݑᇱ is called the small-scale, or sub-grid scale, or unresolved part. It 
is important to note that both resolved and unresolved scales depend on space and 
time, and this is a major distinction and advantage compared with the Reynolds 
decomposition [23]. 
The general definition of filtering process is defined as,  
ݑതሺݔሻ ൌ න ݑሺݔᇱሻ ܩሺݔ, ݔᇱሻ dݔԢ
஽
 (3.2)
where the scalar ݑ is convolved over the whole domain ܦ with a filter function 
(kernel), ܩሺݔ, ݔᇱሻ. 
Although filtering seems same as the Reynolds decomposition, there are two obvious 
consequences of this formulation. First, the repeated filtering of the variable does not 
give the result as the first filter, 
ݑധሺݔሻ ൌ න ܩሺݔ, ݔᇱሻ ݑതሺݔᇱሻ dݔᇱ ് ݑതሺݔሻ ൌ න ܩሺݔ, ݔᇱሻ ݑሺݔᇱሻ dݔᇱ
஽஽
 (3.3)
Second, the filtered fluctuation variable is not equal to zero, 
ݑᇱሺݔሻ ൌ ݑሺݔሻ െ ݑതሺݔሻ 
ݑᇱഥ ሺݔሻ ൌ ݑതሺݔሻ െ ݑധሺݔሻ  ് 0 
(3.4a)
(3.4b)
The filters in the literature can be categorized into two groups; smooth filters and 
projective filters. Smooth filters map the Navier-Stokes solutions with smooth 
continuous functions and satisfy equations (3.3) and (3.4). The most commonly used 
ones are the top-hat (box) and Gaussian filter, which are invertible and cause no 
information loss. However, projective filters do not satisfy these conditions and they 
cause information loss that the filtered variable cannot be inverted to obtain the 
original variable. The most commonly used projective filter is the sharp Fourier 
cutoff filter and, contrary to the Gaussian and box filters, it filters the domain in 
spectral space [24,25]. Despite the filtering formula (3.2) where the filtered value of 
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a scalar is calculated by an integral over the whole domain, for the top-hat filter, only 
the neighbouring cells are considered and the weighting of the other cells are taken 
zero. All the arguments suggest that the choice of the filter has a great importance 
and, thus, filtering in LES is a common research subject. 
In FLUENT, the finite-volume discretization provides the filtering operation with the 
filtering function ܩሺݔ, ݔԢሻ as, 
ܩሺݔ, ݔᇱሻ ൌ
1
ܸ
, ݔᇱ א ߥௗ  (3.5a)
ܩሺݔ, ݔԢሻ ൌ 0  , ݔԢ ב ݒௗ (3.5b)
where ܸ is the volume of the computational cell and ߥௗ is the flow domain that the 
cell occupies. And the filtering operation becomes, 
ݑതሺݔሻ ൌ
1
ܸ
මݑሺݔᇱሻ dݔԢ
ఔ೏
 (3.6)
3.3 Equations of Motion 
The governing equations of LES are obtained from spatially filtered incompressible 
time dependent Navier-Stokes Equations. Conservation of mass, or so called 
continuity equation, for an incompressible flow is described as, 
∂ݑ௜
∂ݔ௜
ൌ 0 (3.7)
Formal application of the filter results in 
∂ݑపഥ
∂ݔ௜
ൌ 0 (3.8)
where it is known that  ݑపഥ ൌ ݑത௜,  thus, the filtered continuity equation (3.8) can be 
replaced with 
∂ݑത௜
∂ݔ௜
ൌ 0 (3.9)
Also, it is seen that from equations (3.1), (3.7) and (3.9), 
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∂ݑపᇱഥ
∂ݔ௜
ൌ 0 (3.10)
The second equation is the momentum equation, which is known for incompressible 
flows as,  
∂ݑ௜
∂ݐ
൅
∂
∂ݔ௝
൫ݑ௜ݑ௝൯ ൌ െ
∂݌
∂ݔ௜
൅
1
ܴ݁
∂ଶݑ௜
∂ݔ௝
ଶ  (3.11)
And filtered form of the equation becomes, 
∂ݑపഥ
∂ݐ
൅
∂
∂ݔ௝
൫ݑపݑఫതതതതത൯ ൌ െ
∂݌ҧ
∂ݔ௜
൅
1
ܴ݁
∂ଶݑపഥ
∂ݔ௝
ଶ  (3.12)
After the filtering process, the convective acceleration term on the left hand side of 
the Navier-Stokes equation introduces the nonlinear quantity ݑపݑఫതതതതത. The LES has to 
model ݑపݑఫതതതതത in terms of ݑത௜ only, which is known as closure problem. The difficulties 
associated with the nonlinear terms are similar to but more complicated than those 
arising in the RANS case [26]. Considering the filtering as a decomposition, 
ݑపݑఫതതതതത ൌ ሺݑതప ൅ ݑపᇱሻሺݑതఫ ൅ ݑఫᇱሻതതതതതതതതതതതതതതതതതതതതതതത 
         ൌ ݑതపݑതఫതതതതത ൅ ݑതపݑఫᇱതതതതത ൅ ݑതఫݑపᇱതതതതത ൅ ݑపᇱݑఫᇱതതതതതത 
(3.13)
Where ݑതపݑതఫതതതതത is a part of Leonard stress, ܮ௜௝, which is resolved turbulent stresses and 
models the energy transfer between large scales, and is known as, 
ܮ௜௝ ൌ ݑതపݑതఫതതതതത െ ݑത௜ݑത௝ (3.14)
The second and third terms on the right hand side of the equation (3.13) constitute 
the cross stress, ܥ௜௝, as, 
ܥ௜௝ ൌ ݑതపݑఫᇱതതതതത ൅ ݑതఫݑపᇱതതതതത (3.15)
which consist of products of resolved and unresolved scale quantities, representing 
the interaction between large and small scales. Cross stress should be modeled 
because it consist small scale factors. And the last term of equation (3.13) is the 
Reynolds stress tensor, ܴ௜௝, similar to Reynolds decomposition known as, 
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ܴ௜௝ ൌ ݑపᇱݑఫᇱതതതതതത (3.16)
The SGS stress tensor, ߬௜௝, is expressed using the Leonard decomposition as, 
߬௜௝ ൌ ܮ௜௝ ൅ ܥ௜௝ ൅ ܴ௜௝ (3.17)
from (3.14), (3.15) and (3.16), SGS tensor becomes, 
߬௜௝ ൌ ݑതపݑതఫതതതതത െ ݑത௜ݑത௝ ൅ ݑതపݑఫᇱതതതതത ൅ ݑതఫݑపᇱതതതതത ൅ ݑపᇱݑఫᇱതതതതതത (3.18)
As seen in equations (3.13) and (3.18), the relation between the nonlinear quantity 
ݑపݑఫതതതതത and SGS tensor is, 
߬௜௝ ൌ ݑపݑఫതതതതത െ ݑത௜ݑത௝ (3.19)
Therefore, to convert the filtered momentum equation (3.12) in a useful form, it is 
needed to add  ∂ ∂ݔ௝⁄ ሺݑത௜ݑത௝ሻ to the left side of the equation. Then the filtered 
momentum equation becomes, 
∂ݑത௜
∂ݐ
൅
∂
∂ݔ௝
൫ݑത௜ݑത௝൯ ൌ െ
∂݌ҧ
∂ݔ௜
൅
1
ܴ݁
∂ଶݑത௜
∂ݔ௝
ଶ െ
∂߬௜௝
∂ݔ௝
 (3.20)
3.4 Sub-Grid Scale Models 
The SGS stresses, ߬௜௝, in can be defined based on incompressible Boussinesq 
hypothesis which basically models the anisotropic part of the SGS stress tensor as, 
߬௜௝ െ
1
3
߬௞௞ߜ௜௝ ൌ ߤ௧ܵҧ௜௝ (3.21)
Where ߤ௧ is the SGS eddy viscosity, ߜ௜௝ is the Dirac delta function. ܵҧ௜௝ is the rate-of-
strain tensor for the resolved scale defined as, 
ܵҧ௜௝ ൌ
1
2
ቆ
∂ݑത௜
∂ݔ௝
൅
∂ݑത௝
∂ݔ௜
ቇ (3.22)
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3.4.1 Simple Model 
One of the simplest SGS models is the Smagorinsky-Lilly model in which the eddy 
viscosity, ߤ௧, is modeled as, 
ߤ௧ ൌ ܮ௦
ଶ|ܵҧ| (3.23)
where |ܵҧ| ൌ ට2ܵҧ௜௝ܵҧ௜௝ is the magnitude of large-scale strain-rate tensor, ܮ௦ is the 
mixing length for SGS which is calculated by, 
ܮ௦ ൌ ܥ௦߂ҧ (3.24)
where ߂ҧ is the filter width. From equations (3.21), (3.23) and (3.24),  
߬௜௝ െ
1
3
߬௞௞ߜ௜௝ ൌ ܥ௦߂ҧଶ|ܵҧ|ܵҧ௜௝ (3.25)
Since FLUENT assumes one cell filter, as seen in formula (3.5), the filter with ߂ҧ is 
equal to ܸଵ ଷൗ  whereas ܸ is the volume of the computational cell. ܥ௦ is the 
Smagorinsky constant which is not universal and is the most serious drawback of the 
model [27]. For homogeneous isotropic turbulence, Lilly derived in the inertial 
subrange, the value for ܥ௦ as 0.23. However in the presence of mean shear and in 
transitional flows near solid boundary, this value causes excessive damping of large-
scale fluctuations, and has to be reduced in such regions [30]. Furthermore, fixed 
value for ܥ௦ only provides the energy transfer from resolved stresses to small scales, 
and backward transfer is not possible. Next, the dynamic model approach in which 
the value of ܥ௦ is not constant is explained. 
3.4.2 Dynamic Model 
Additional modifications to the Smagorinsky model are needed in the near-wall 
region to force the SGS stresses to vanish at the solid boundary [21]. The new model 
should also be capable to account back scattering from small scales to the larger 
ones. Dynamic SGS stress model attempts to overcome these deficiencies by locally 
calculating the eddy viscosity coefficient to reflect closely the state of the flow. The 
dynamic model is based on an algebraic similarity between the SGS stresses at two 
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different filter levels and the resolved turbulent stresses. This is done by sampling the 
smallest resolved scales and using this information to model the SGS [28]. 
In order to calculate ܥ௦  dynamically, the scalar field is filtered twice with two 
different filter operators. The first one is the grid filter used in the normal SGS model 
and is denoted by an overbar. The second one is a test filter with width larger than 
that of the first one and is denoted by a caret. 
The Sub-Test Scale stress (STS), ௜ܶ௝, and the resolved turbulent stress, ࣦ௜௝, are 
defined as, 
௜ܶ௝ ൌ ݑపݑఫതതതതത ෣ െ ݑത෠௜ݑത෠௝ (3.26)
ࣦ௜௝ ൌ  ݑതపݑതఫ෣ െݑത෠௜ݑത෠௝ (3.27)
where the elements of ࣦ௜௝ are the resolved components of the stress tensor associated 
with scales of motion between the test scale and the grid scale. Also equations (3.19), 
(3.26) and (3.27) are related with algebraic relation, 
 ࣦ௜௝ ൌ ௜ܶ௝ െ ߬̂௜௝ (3.28)
The STS stress ௜ܶ௝ is similar to equation (3.25), approximated by, 
௜ܶ௝ െ
1
3 ௞ܶ௞
ߜ௜௝ ൌ ܥ௦߂ҧመ ቚܵҧመቚ ܵҧመ௜௝ (3.29)
where ߂ҧመ is associated with the second filter operator. The model of ࣦ௜௝ is obtained by 
subtraction of equation (3.29) from (3.25), 
ࣦ௜௝ െ
1
3
ࣦ௞௞ߜ௜௝ ൌ ܥ௦ܯ௜௝ (3.30)
where 
ܯ௜௝ ൌ ߂ҧመଶ ቚܵҧመቚ ܵҧመ௜௝ െ ߂ҧଶ|ܵҧ|ܵҧపఫ෣  (3.31)
If one wants to calculate the value of ܥ௦, it is required to solve (3.30) and then to 
apply that value to (3.25). Since (3.30) represents five independent equations in one 
unknown, ܥ௦ can then be calculated by minimizing the error of equation the equation 
with least squares method as, 
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ܳ ൌ ሺࣦ௜௝ െ
1
3
ࣦ௞௞ߜ௜௝ െ ܥ௦ܯ௜௝ሻଶ (3.32)
where Q  is the square of the error and upon setting of ∂ܳ ∂ܥ௦ ൌ 0⁄ , and ܥ௦ is 
calculated from, 
ܥ௦ ൌ
1
2
ࣦ௜௝ܯ௜௝
ܯ௜௝
ଶ  (3.33)
It is important that the isotropic terms of (3.26) and (3.28) do not appear in the 
numerator of (3.33) because the flow is incompressible and ܵҧ௜௜ ൌ 0 for 
incompressible flows. The right hand side of (3.33) can be negative locally, which 
provides backward energy transfer from small scales to large scales [21,28]. 
However FLUENT clips ܥ௦ between 0 and 0.23 to prevent numerical instabilities 
which also impedes backward energy transfer [27]. Dynamic Smagorinsky-Lilly 
SGS model gives highly accurate solution in near wall regions for both impeller and 
casing and, therefore, it is used in this thesis.  
3.5 Numerical Schemes 
In an unsteady CFD simulation, both temporal and spatial discretizations are 
required. FLUENT provides different types of discretization schemes for different 
types of applications. For spatial discretization, the default scheme of LES in 
FLUENT is bounded central differencing method. However, the solution converges 
very slowly due to the oscillations at the scalar variables. So second order upwind 
scheme is used in this thesis, which calculates face fluxes in first order accurate at 
cell centers as, 
߶௙ ൌ ߶ ൅ ׏߶ ൉ ݎԦ (3.34)
where ߶௙ is the face value of the variable, Ԅ and ׏Ԅ are the variable and its gradient 
at the upstream cell center. ݎԦ is the displacement vector directed from the cell 
centroid to face centroid.  The gradient of the scalar at the cell centroid ׏Ԅ is 
calculated with Green-Gauss cell based evaluation as, 
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ሺ׏߶ሻ௖଴ ൌ
1
ܸ
෍
߶௖଴ ൅ ߶௖ଵ
2
ܣԦ௙
௙
 (3.35)
where ߶௖଴ is the scalar variable at the current cell centroid and ߶௖ଵ is the value of the 
cell centroid at the other side of the face. ܣԦ௙ is the surface area vector, and the 
summation is over all the faces enclosing the cell.  
The unsteady formulation was implicit and second order scheme is used for temporal 
discretization as, 
߶௡ାଵ ൌ ߶௡ ൅ ߂ݐ
∂߶௡ାଵ
∂ݐ
 (3.36)
∂߶
∂ݐ
ൌ
3߶௡ାଵ െ 4߶௡ ൅ ߶௡ିଵ
2߂ݐ
 (3.37)
where ߂ݐ is the timestep of LES. 
3.6 Turbulent Parameters 
Times and length scales are critically important to resolve the turbulent motion in 
unsteady flows and these scales decrease as the mean flow Reynolds number 
increases.  Mean flow Reynolds number, ܴ݁௅, is defined as, 
ܴ݁௅ ൌ
ܷ௠௘௔௡ܮ௠௘௔௡
ߥ
 (3.38)
where ܷ௠௘௔௡ is the maximum velocity on the blade tip, ܮ௠௘௔௡ is the radius of the 
impeller and ν is the kinematic viscosity of the air which is equal to 1.5x10-5 m2/s. In 
this present application, ܴ݁௅ is calculated as 42000 which means the flow is fully 
turbulent.  
In order to calculate the time step and the maximum length scale associated with the 
grid, Kolmogorov’s similarity hypothesis [29] is implemented, in which the 
characteristic values of the smallest and the largest eddies in the flow are related as,  
݈ఎ
݈଴
 ~ ܴ݁௅
ିଷ
ସൗ  (3.39)
߬ఎ
߬଴
 ~ ܴ݁௅
ିଵ
ଶൗ  (3.40)
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߬଴ ൌ
݈଴
ݑ଴
 (3.41)
where ݈ఎ and ߬ఎ are the length and time scales at the Kolmogorov size, respectively. 
Similarly, ݑ଴, ݈଴ and ߬଴ are the velocity, length and time scales of large eddies, 
respectively. The strain rates of the flow scales and those of large eddies are also 
proportional as, 
ܷ௠௘௔௡
ܮ௠௘௔௡
 ~ 
ݑ଴
݈଴
 (3.42)
and, since ܴ݁௅ is assumed as one order of magnitude greater than the Reynolds 
number of large eddies, ܴ݁଴, the rate of the velocity scales becomes, 
ܷ௠௘௔௡
ݑ଴
 ~ 10 ൉
݈଴
ܮ௠௘௔௡
 (3.43)
As the flow scales, ܷ௠௘௔௡ and ܮ௠௘௔௡, are known, then ߬ఎ is calculated as 2x10
-5 
seconds while ߬଴ is calculated as 5x10
-3 seconds. Therefore, the time step for LES, 
߂ݐ, is determined as 2.5x10-4 seconds which is one order of magnitude greater than 
the one calculated with Kolmogorov’s hypothesis. Also the length scale calculated at 
the Kolmogorov size leads to determine the average grid length which will be 
required while assigning the edge parameters. Average grid length is determined as 
2x10-4 m, which is also one order of magnitude higher than the length scale of the 
dissipative eddies, ݈ఎ, calculated as 2x10
-5 m.  
3.7 Boundary Conditions 
For LES, applying the proper boundary conditions is as important as filtering and 
modeling processes. At the inlet zone both static and dynamic pressures are set to 
zero, which means the flow will be established by the induction of air from an 
undisturbed ambient air. For the outlet boundaries pressure outlet is set so that 
backflow is allowed to occur. 
For the rotor angular velocity is set 1990 rpm same as the operating condition of the 
real case. Moving wall with zero velocity relative to the adjacent rotating fluid 
satisfies the flow conditions in the vicinity of the impeller. Stationary fluid zone is 
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assigned as the second fluid domain, and the remaining casing is assigned as 
stationary wall. 
From the boundary conditions panel, the reference planes at the intersection of two 
domains are assigned as “interface” and a third new interface created instead of the 
two interfaces on which the sliding mesh calculations were performed. 
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4. AEROACOUSTICS THEORY 
4.1 Aeroacoustic Models 
To compute aerodynamic noise, FLUENT offers three approaches, a direct method, a 
method that utilizes broadband noise source models and an integral method based on 
FW-H acoustic analogy. 
In direct method, both generation and propagation of sound waves are solved directly 
by the appropriate fluid dynamics equations. Prediction of sound waves requires 
time-accurate solutions of the governing equations, and so the turbulence model 
should be capable of capturing viscous and turbulence effects for which LES is a 
suitable model. However, the direct method is computationally demanding in that, it 
requires highly accurate analysis, very fine computational meshes up to the receivers, 
and acoustically nonreflecting boundary conditions. The method also requires 
compressible form of the governing equations to provide the resonance and 
feedback. Although the direct method is the most accurate approach for a near-field 
acoustic prediction, because the model requires excessive computational resources, it 
was not appropriate for this study. 
The broadband model is based on the assumption that the sound energy is 
continuously distributed over a broad range of frequencies and noise does not have 
any distinct tones. In broadband model, the noise propagation is computed from 
RANS equations with different source models and Lighthill's acoustic analogy to 
find broadband noise source. Although the broadband model requires the least 
computational resources, it is not capable to calculate the sound in discrete 
frequencies and, thus, it was not a suitable approach for this thesis. 
In integral method, the near-field flow obtained from LES is used to predict the 
sound with the FW-H formulation. The FW-H formulation is capable of predicting 
sound generated by equivalent acoustic sources such as monopoles, dipoles, and 
quadrupoles both compressible and incompressible flows. A time-domain integral 
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formulation of sound pressure or acoustic signals at prescribed receiver locations is 
directly computed by evaluating surface integrals.  
The FW-H model can be applied not only stationary walls but also moving surfaces 
like impeller blades of the centrifugal fan. Also both broadband and tonal noise can 
be predicted for the noise source. 
4.2 The Ffowcs Williams and Hawkings (FW-H) Model 
FW-H equation is essentially an inhomogeneous wave equation that can be derived 
by manipulating the continuity equation and the Navier-Stokes equations as, 
1
ܽ଴
ଶ
∂ଶ݌ᇱ
∂ݐଶ
െ ׏ଶ݌ᇱ ൌ
∂
∂ݐ
ൣߩ଴ܷ௡ߜ௜௝ሺ݂ሻ൧ െ
∂
∂ݔ௜
ൣܮ௜ߜ௜௝ሺ݂ሻ൧ ൅
∂ଶ
∂ݔ௜ ∂ݔ௝
ൣT௜௝ܪሺ݂ሻ൧ 
                                             ( I )                      ( II )                   ( III )  
(4.1)
The sources on the right hand side of the (4.1) are; (I) monopolar term, stemming 
from the displacement of fluid produced by the body, (II) dipolar term, resulting 
from aerodynamic forces and (III) quadrupolar term, due to turbulence and is 
represented by Lighthill’s tensor. ݌ᇱ is the sound pressure at far field, ݂ ൌ 0 
corresponds to the source surface which is introduced to embed the exterior flow 
problem ሺ݂ ൐ 0ሻ in an unbounded space, ܽ଴ is the speed of sound at far field, ܪሺ݂ሻ 
is the Heaviside function, and new variables ௜ܷ, ܮ௜, T௜௝ and Mach number, ܯ௥, are 
defined as, 
௜ܷ ൌ ൬1 െ
ߩ
ߩ଴
൰ ݒ௜ ൅
ߩݑ௜
ߩ଴
 (4.2)
ܮ௜ ൌ ቈ݌ߜ௜௝ െ ߤ ቆ
߲ݑ௜
߲ݔ௝
൅
߲ݑ௝
߲ݔ௜
െ
2
3
߲ݑ௞
߲ݔ௞
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ܯ௥ ൌ
ݑ௜
ܽ଴
 (4.5)
where ݑ௜ and ݒ௜ are the fluid and surface velocity components in ݔ௜  direction, 
respectively, subscript 0 denotes the free stream quantities, ො݊௝ represents the surface 
normal direction and in this study pressure faces of impeller blades are assumed as 
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source surfaces. Since one is concerned with the motion of fan blades, the region of 
turbulent flow is small and of relatively low intensity, therefore the term involving 
T௜௝ , (III) in equation (4.1), which is a volume source, will be neglected. Furthermore, 
turbulence has another effect on the acoustic field by producing fluctuating pressure 
on the blade surfaces which is taken care of analytically through the term (II) in 
equation (4.1). The viscosity effect will also be neglected [29]. Under these 
assumptions, Farassat’s formulation [30] can be used directly to write an integral 
form of the solution for the acoustic pressures as, 
݌ᇱሺݔ, ݐሻ ൌ ݌்ᇱ ሺݔ, ݐሻ ൅ ݌௅ᇱ ሺݔ, ݐሻ (4.6)
where the thickness term ݌்ᇱ ሺݔ, ݐሻ and the loading term ݌௅ᇱ ሺݔ, ݐሻ are calculated from, 
4ߨ݌்ᇱ ሺݔ, ݐሻ ൌ න ቈ
ߩ଴ሺ ሶܷ௡ ൅ ܷ௡ሶ ሻ
ݎሺ1 െܯ௥ሻଶ
቉
௙ୀ଴
dܵ ൅ න ቈ
ߩ଴ܷ௡ሼݎܯ௥ ൅ ܽ଴ሺܯ௥ െ ܯଶሻሽ
ݎଶሺ1 െ ܯ௥ሻଷ
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௙ୀ଴
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The dot over a variable implies source-time differentiation of that variable and         
ܮሬԦ௥ ൌ ܮሬԦ ൉ ݎԦ ൌ ܮ௜ݎ௜, ሬܷԦ௡ ൌ ሬܷԦ ൉ ሬ݊Ԧ ൌ ௜ܷ݊௜ where ݎԦ and ሬ݊Ԧ represent the unit vectors in the 
radiation and wall-normal directions, respectively. The square brackets in 
equations (4.7) and (4.8) denote that the kernels of the integrals are computed at the 
corresponding retarded times, τ, defined as,  
߬ ൌ ݐ െ
ݎ
ܽ଴
 (4.9)
where, ݐ is the observer time and ݎ is the distance to the observer. In FW-H model, 
ݎ is defined as the linear distance between the source and the receiver as, 
ݎ ൌ ටݔ௜ோ
ଶ െ ݔ௜ௌ
ଶ (4.10)
28 
Where the subscripts ܴ and ܵ denote the receiver and the source, respectively. In this 
thesis, receivers are located on the narrow outlet surface (Outlet 1). 
To calculate the Sound Pressure Level (SPL) at specific receivers in frequency 
domain, the Fast Fourier Transform (FFT) is applied to convert the pressure values 
calculated in time domain using Fourier Transform pair as, 
߶௞ ൌ ෍߶෠௡݁
ଶగ௜௞௡
ேൗ
ேିଵ
௡ୀ଴
           ݇ ൌ 0,1,2, … , ሺܰ െ 1ሻ (4.11a)
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     ݊ ൌ 0,1,2,… , ሺܰ െ 1ሻ (4.11b)
௡݂ ൌ
1
ܰ߂ݐ
݊                           ݊ ൌ 0,1,2, … ,ܰ 2⁄  (4.12)
In this case, ߶௞ is the calculated acoustic pressure at the receiver, ߶෠௡ is the transform 
of the acoustic pressure values. The SPL in Decibel (dB) is calculated in the 
frequency domain with the formula, 
SPLሺ ௡݂ሻ ൌ 10log ൬
௣ᇱమሺ௙೙ሻ
௣ೝ೐೑మ
൰        (dB) (4.13)
where ݌Ԣଶሺ ௡݂ሻ is the power spectral density of the acoustic pressure fluctuations 
which is calculated as,  
݌Ԣଶሺ ௡݂ሻ ൌ 2ห߶෠௡ห
ଶ
                    ݊ ൌ 1,2, … ,ܰ 2⁄  (4.14)
and ݌௥௘௙ is the reference acoustic pressure in air (2x10
-5 Pascal) which is considered 
as the threshold of the human hearing.  
FW-H model in FLUENT is applicable only to predicting the propagation of sound 
toward free space which neglects the feedback effects of walls. This is a drawback of 
FW-H equation compared to the direct method for near-field applications.  Since 
only the noise radiated in linear direction in free field is taken into account in FW-H 
model of FLUENT, a different approach is adopted to calculate air borne noise 
propagation which is described next. 
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4.3 Airborne Noise Propagation 
To calculate air borne noise propagation for the centrifugal fan, both the aeroacoustic 
source strength on the blade surfaces, seen in the brackets in the surface integrals in 
equations (4.7) and (4.8), and the flow variables in the domain are required. Since in 
FW-H model of FLUENT, it is not possible to extract the instantaneous aeroacoustic 
source strength on the blade surfaces, the source strength on the blade surfaces are 
re-calculated with a UDF from LES results. Since the dipole noise sources on fan 
blades are the dominant sources in turbomachinery applications, only the loading 
term of the FW-H equation is taken into account for this prediction [6, 31]. 
4.3.1 Calculation of Dipole Noise Sources 
According to the solution of wave equation in bounded region (equation (4.1)), the 
loading term of the FW-H model at the receiver can be represented as [2], 
݌Ԣሺݔ, ݐሻ ൌ െ
1
4ߨ
෍
∂
∂ݔ௜
 ඾
ܨ௜
ݎሺ1 െ ܯ௥ሻ
dܵ
ௌ௜
 (4.15)
where ܨ௜ is the force applied to each cell faces on source surfaces, ܵ, with the 
Green’s Function in free-field, which is equal to ሾ4ߨሿିଵ. ܯ௥ is the Mach number 
defined in equation (4.5), and ሺ1 െ ܯ௥ሻ is the Doppler factor to account for 
movement of surfaces. Equation (4.15) gives the acoustic pressure at the receiver in 
retarded time ݐ, which is calculated as in equation (4.9) with the linear distance 
between the receiver and the source surface as seen in the equation (4.10). UDF 
calculates the force fluctuations with the product of the pressure magnitude at the 
face center which is input from LES and face area normal vector at every iteration.  
As the equation (4.15) suggests, the loading term was calculated with the gradient of 
the force fluctuations in the User Defined Function. When solving the flow equations 
with Finite Volume Method (FVM), FLUENT calculates the gradients by the fluxes 
acting on the cell faces. But acoustic equations are solved on cell centers and, 
therefore, Finite Difference Method (FDM) is used to calculate the gradient of the 
surface forces to achieve low dissipation and dispersion errors [32,33]; for that 
forward differencing scheme is used as, 
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݂Ԣሺݔ௜ሻ ൌ
݂ሺݔ௜ାଵሻ െ ݂ሺݔሻ
߂ݔ
 (4.16)
In order to calculate gradients in Cartesian coordinates, a transformation from the 
curvilinear coordinates of the structured hexagonal cells to the Cartesian coordinates 
needed to be performed in the UDF. Knowing, 
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where, 
ሾܣሿ ൌ
ۏ
ێ
ێ
ێ
ێ
ێ
ۍ
∂ݔ
∂ߦ
∂ݕ
∂ߦ
∂ݖ
∂ߦ
∂ݔ
∂ߟ
∂ݕ
∂ߟ
∂ݖ
∂ߟ
∂ݔ
∂ߞ
∂ݕ
∂ߞ
∂ݖ
∂ߞے
ۑ
ۑ
ۑ
ۑ
ۑ
ې
 (4.18)
The coordinate transformation is defined with the adjoint of matrix ܣ as, 
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where |ܣ| is also the new calculated cell volume in Cartesian coordinates.  
At the end of every time step, dipole sources for each element on the pressure face of 
the blades are calculated with the linear distance between face center and the receiver 
separately. Since the entire pressure faces of the blades are determined as the noise 
source, all the elements are sum to get the acoustic pressure values and SPL at the 
receiver. Same specific receivers are selected with the FW-H model of FLUENT to 
be able to make a comparison.  
After the source strengths are calculated, the propagation of sources with the fluid 
flow is required to calculate the air borne noise which is described next. 
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4.3.2 Airborne Noise Theory 
As seen in the equation (4.15), ݎ is independent from the fluid flow. This may be 
acceptable for open-field applications however if one wants to calculate the air borne 
noise then the path of turbulent flow becomes important for acoustic radiation.   
To calculate the actual distance that fluid particle travels from source to receiver, 
Discrete Phase Model (DPM) of FLUENT is used. In this scheme, particles are 
released from the centers of all faces on the boundary surface surrounding the 
pressure face of the blades at each time step. The UDF follows the particles moving 
along with the flow to calculate the path. The particles also carry the information of 
loading source strength belonging to the faces they are injected. 
The entire narrow outlet plane (Outlet1) is acted as receiver locations unlike the FW-
H method mentioned before. The values carried by particle are allowed to count only 
when the particle reaches to the receiver plane. Therefore, large amount of particles 
was necessary for accurate statistics based on particle arrivals. 
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5. RESULTS AND DISCUSSION 
5.1 Introduction 
The numerical analysis of the centrifugal fan shown in Figure 2.1 is performed to 
calculate the unsteady flow field and associated aeroacoustic noise. As explained in 
the Section 4, source strength dependent on the flow field are calculated with LES.  
Next, acoustic pressures at the receivers are calculated from LES results on the 
source surfaces for free field radiation and the airborne noise. 
Two different cutplanes are selected to represent the results of the turbulent flow 
fields. These are a horizontal plane cut on the z-axis and the vertical plane cut on the 
x-axis. The x-cutplane contains the axis of rotation as seen in the Figure 5.1. 
 
Figure 5.1: Cutplanes of the computational domain in x and z-directions 
To obtain accurate results from LES, it is necessary to consider flow variables and 
calculate statistics after the flow field has reached a steady state. In this study, results 
of both flow field and aeroacoustic calculations are collected after the impeller has 
completed an entire revolution. According to the rotational speed of the impeller, an 
entire revolution lasts 30 ms which is equal to 120 time steps.  
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5.2 LES Results 
LES results primarily provide the information about the required design revisions for 
the fan and casing. As to present development of the flow, the results are sampled at 
three distinct instants, 37.5, 50 and 62.5 ms after the start of the simulation which 
correspond to 150th, 200th and 250th time steps, respectively.  
The instantaneous velocity and pressure fields on the z-cutplane are shown in Figure 
5.2.  
ݐ = 37.5 ms 
ݐ = 50 ms 
ݐ = 62.5 ms 
Figure 5.2: Instantaneous velocity and pressure contours on the z-cutplane 
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It is obvious that, velocity magnitude increases with the radial direction, where the 
tip velocities are higher than those near the hub. However, the low velocity 
magnitudes in the hub region also prove that the impeller is importing radial 
momentum to the fluid particles to push them outward. It is clear that a vortex is 
attached on the back face of the blades at the trailing edge, which grows in the 
direction of rotation towards the outlets, and is finally detached from the blade. This 
will be expected to induce unsteady pressure oscillations on the pressure side of the 
following blade and to lead to noise radiation [12]. The pressure fields show that the 
maximum pressure occurs where the gap between the casing and impeller is narrow. 
As seen in the figure, the tongue of the casing has a significant effect on the flow 
downstream the rotor on the way to the outlets. Figure 5.3 is a closer look at the 
Outlet 1 with flow vectors and instantaneous streamlines. The flow separation from 
tongue is obvious and the blade passage triggers the shedding of counter rotating 
vortices. It can be seen in that the vortices move with the fluid flow and leave the 
domain without being damped which cause strong pressure reflections at the outlet 
planes. Airborne noise propagation is principally related with such turbulent flow 
structures as it is revealed by the particle motion considered.   
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ݐ = 37.5 ms 
ݐ = 50 ms 
ݐ = 62.5 ms 
Figure 5.3: Flow vectors and instantaneous streamlines near the tongue 
Instantaneous velocity and pressure fields on the suction side of the fan can be seen 
on the x-cutplane as shown in Figure 5.4. As mentioned before, the high speed 
vortices attached to the blades are seen more clearly which stem from the low 
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pressure field at the suction sides of the blades. If the performance of the fan is 
considered, this is one of the major rotor based problems encountered. Lowest 
pressure zones are apparent at the centers of these vortices (Figure 5.2).  
ݐ = 37.5 ms 
ݐ = 50 ms 
ݐ = 62.5 ms 
Figure 5.4: Instantaneous velocity and pressure contours on the x-cutplane 
A natural suction provided by an undisturbed ambient air in the inlet section is also 
seen in the figure where higher velocities of the suction are obtained at the vicinity of 
the walls of the casing. The rotation of the flow in the inlet zone assists numerical 
conveniences for the suction, besides that, using the original inlet plane may cause 
inaccurate numerical results because of the close distance between the inlet boundary 
and the rotational reference plane. 
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ݐ = 37.5 ms 
ݐ = 50 ms 
ݐ = 62.5 ms 
Figure 5.5: Instantaneous pressure distributions on the blade surfaces 
As mentioned in the Section 4, pressure sides of the impeller blades are accepted as 
the main sources of aerodynamic noise with the force fluctuations on the faces. Since 
the unsteady pressure values and face normal vectors of each face on the blades are 
required to calculate the force fluctuations on the source surfaces, pressure 
distribution on the pressure side of the impeller blades becomes very important and 
shown in Figure 5.5. It seems that the maximum pressure occurs at the blade tips 
where the gap between the impeller and casing is narrow. The high pressure zone 
grows from the tip along the cord till the negative pressure spot at the midway of the 
chord length which is induced by the detached vortices of the previous blade in the 
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rotation. The impulsive change in the pressure distribution on the surface  leads to 
high acoustic pressure levels and should be avoided [11].   
5.3  Aeroacoustic Results 
Since both free field and air borne noise are considered, the receivers should be 
located within the computational domain. So for the free field calculations, two 
specific receivers are selected on the narrow outlet plane (Outlet1) as seen in the 
Figure 5.6, whereas the entire outlet plane was the receiver for the air borne noise 
calculations.   
a) Receiver 1 b) Receiver 2 
Figure 5.6: Location of receivers 
The aeroacoustic calculations for free field are performed between 30 ms and 105 
ms, in which the fan completes two and a half revolutions. The acoustic pressure 
values at the receivers calculated with FW-H model of FLUENT are shown in Figure 
5.7. 
a) Receiver 1 b) Receiver 2 
Figure 5.7: Acoustic pressure values calculated with FW-H model of FLUENT 
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The calculated values in the second receiver are nearly half of those in the first 
receiver. This demonstrates that the acoustic pressure values calculated at the 
receivers decreases in magnitude with the linear distance between sources.  Since the 
distances between all source faces and receivers are taken in to account, a similar 
distribution is expected in other locations as well. The SPL in the frequency domain 
calculated from the acoustic pressure values at the receivers are shown in Figure 5.8.  
a) Receiver 1 b) Receiver 2 
Figure 5.8: SPL values calculated with FW-H model of FLUENT 
A distinct peak of the SPL occurs at the Blade Passing Frequency (BPF), 365 Hz, but 
FW-H model of FLUENT fails to predict higher harmonics. The corresponding SPL 
at the existing BPF are 51 dB and 41 dB for first and second receivers, respectively. 
Figure 5.9 shows the acoustic pressure values at the receivers calculated with UDF. 
  
a) Receiver 1 b) Receiver 2 
Figure 5.9: Acoustic pressure values calculated with UDF 
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As seen in the figure, calculated values at both receivers are qualitatively similar, the 
difference being the second receiver perceives an attenuated signal. 
Calculation of the sources with the UDF also allows understanding the contribution 
of the different source mechanisms in the equation (4.15); the effect of the retarded 
time is investigated additionally. Figure 5.10 shows the calculated acoustic pressure 
values in the time domain with both normal and retarded times. 
a) Receiver 1 b) Receiver 2 
Figure 5.10: Comparison of acoustic pressure values in normal and retarded times 
Since both receivers are located in the near field, the acoustic pressure traces for both 
normal and retarded times show similarity in the main shape. The retarded time 
results contain additional peaks which stem from the source strength of the blade tips 
at the far side to the receiver, but particularly the results are shifted to right compared 
to those in normal time. In this thesis the time delay is set to the 0.4 ms at the first 
receiver and 0.5 ms at the second. However shifting in the time directly depends on 
the distance between the source and receiver and, therefore, the effect of the time 
delay is better understood in the far field applications.  
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The SPL distribution of calculated acoustic pressure values with UDF is shown in 
Figure 5.11. 
a) Receiver 1 - Normal Time b) Receiver 2 - Normal Time 
c) Receiver 1 - Retarded Time  d) Receiver 2 - Retarded Time 
Figure 5.11: Comparison of SPL values in normal and retarded times 
It is obvious in the figure, that with retarded time, the peaks at the BPF and its higher 
harmonics are more clear [1]. In calculations with retarded time, the effects of the 
source strength at the blades tips, seen in the Figure 5.10, take part in the higher 
harmonics of the BPF in the frequency distribution. In this case, the SPL calculated 
with the UDF at the BPF is equal to 77 dB and 75 dB for the first receiver the second 
receiver, respectively. The difference of 2 dB is reasonable for the given locations of 
receivers. 
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Compared to the FW-H model of FLUENT, the acoustic pressure values in UDF 
calculations, are nearly the same in the mean but higher in variance. However, the 
model is consistent with different receiver locations and also has an ideal 
representation in the frequency domain. 
5.4  Airborne Noise Results 
Airborne noise exploits the particle motion from sources to receivers which is 
supplied by the DPM model of FLUENT. Particle motion with the fluid flow 
provides a better understanding about the turbulent flow and, thus, is used to 
calculate the path from the source faces to the receiver planes.    
Locations of particles with the residence time in the domain are shown in the Figure 
5.12 for three different distinct times. 
  
a) ݐ = 37.5 ms b) ݐ = 50 ms 
 
c) ݐ = 62.5 ms 
Figure 5.12: Locations of particles in the flow domain 
As seen in the figure, the particles released from the face center of each element on 
the pressure face of the impeller at each time step are scattered into the domain with 
the rotation induced fluid flow. As it is indicated in the figure, particles advance 
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quickly along the way towards the narrow outlet, (Outlet1), resulting in a higher 
particle density at the side closer to the rotor compared to the far side.  
Since there are not enough particles arriving the receiver locations 1 and 2 to make 
robust statistics, the entire narrow outlet plane, (Outlet1), is divided into two planes 
equal in the area which are named as in Figure 5.13. 
 
Figure 5.13: Locations of the receiver planes 
The number of particles arrived to the associated receiver planes in each time step 
are shown in the Figure 5.14, 
 
Figure 5.14: Number of particles arrived 
As expected from Figure 5.12, the number of particles arrived to the Receiver Plane 
1 is greater than the Receiver Plane 2. Although the particles are first released at 0.03 
s after the simulation starts, their arrivals start at 0.041 s for the Receiver Plane 1 and 
0.054 s for the Receiver Plane 2; therefore the delay observed is equal to 10 ms for 
the first receiver, and 25 ms for the second. Compared to the time retard in free field 
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calculations, the delay in the airborne model is 30 times longer. This is because the 
time retard in the free field is based on the speed of sound, whereas in the airborne 
model it depends on the speed of the fluid flow. 
Considering the same source strength calculated with the free field, and the path 
length obtained from particle motion, the calculated airborne noise is shown in 
Figure 5.15,   
a) Receiver 1 b) Receiver 2 
Figure 5.15: Calculated airborne acoustic pressure values 
As seen in the figure, acoustic pressure values calculated at the Receiver Plane 2 is 
much less in the magnitude compared to those at the Receiver Plane 1. This is 
expected with the longer path between the source faces and the reference plane. 
However, besides the length of path, the main reason for the lower values at the 
second receiver plane is the 10% difference in the number of arrived particles. 
The comparison of the calculated airborne and free field acoustic pressures is 
presented in Figure 5.16.     
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a) Receiver 1 b) Receiver 2 
Figure 5.16: Comparison of acoustic pressure values in free field and airborne 
It is clear that, the values calculated with airborne noise model are lower compared to 
the free field model as expected. Although this comparison gives a sensible idea of 
relative magnitudes of two models, it should be noted that the source strengths 
belong to different times, since both models are performed in the retarded time and 
the difference in time retards of the models are nearly 10 ms for the first receivers 
and 25 ms for the second ones. It is worth to mean that the free field model depends 
on the distance directly, whereas the airborne noise is not.  
5.5  Discussion 
In this thesis, the flow inside a centrifugal fan has been investigated numerically and, 
using these results, the sound radiated from blade surfaces are calculated with both 
free field and airborne noise models. To model the airborne noise, a free field model 
is first re-constructed which provides more consistent results compared to the model 
of FLUENT. In that, noise propagation with the flow is studied with particle 
motions. Results are satisfactory enough, although increasing the mesh size and 
using high order discretization schemes for both LES and acoustic calculations may 
provide improved results.  
It is seen that the restriction in the grid partitioning method for acoustic source 
calculations causes undesired load distribution for the parallel calculations with the 
DPM model. Since all the blades are located in the same partition, unexpected 
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amount of particles stays in that partition which makes the calculations last four 
times longer than those of LES so that it is computationally more demanding. 
The airborne noise model developed is limited to downstream propagations where 
the particles released from source surfaces can only reach to the receiver plane 
downstream. The model used to calculate the airborne noise may be extended for to 
include propagation in upstream directions as well. 
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