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Chapter 1
Introduction
CP symmetry violation was discovered several decades ago in neutral kaon decays [1].
Effects of CP symmetry breaking have been also recently observed in B meson decays [2, 3],
but kaon physic continues being an exceptional ground to study this kind of phenomena.
The analysis of the parameters that describe CP violation constitutes a great source of
information about flavour changing processes and, in the Standard Model, they can provide
us with information about the worst known part of the Lagrangian, the scalar sector, where
CP violation has its origin.
The main CP-violating parameter in the kaon decays is ε′K/εK, for which there exist
very precise experimental measures Re (ε′K/εK) = (1.66 ± 0.16) × 10−3 -see Chapter 2
for definitions and discussions. Experimental data for this quantity and another CP–
violating parameters –as well as other quantities related with different fundamental aspects
in particle physics as flavour changing neutral currents or quark masses– are based on
the analysis of observables involving hadrons, that interact through strong interactions.
In particular, these observables are governed in a decisive way by the non-perturbative
regime of Quantum Chromodynamics (QCD), the theory describing strong interactions.
At low energies –in the non-perturbative regime– QCD is not completely understood, so
it is not easy to get theoretical predictions for the hadronic matrix elements involved
in these processes without large uncertainties. Any improvement in the calculation of
these hadronic matrix elements would thus been fundamental in the understanding of
experimental CP-violating results. The goal is twofold, on one hand we pretend to analyze
theoretically with great precision some observables in the Standard Model, specially those
related to the CP-violating sector which is embedded in the scalar sector, the worst known
part of the Standard Model lagrangian. On the other hand, the precise knowledge of the
Standard Model predictions for CP-violating observables can serve to unveil the existence
of new physics and check the validity of certain models beyond the Standard Model.
The main problem is dealing with strong interactions at intermediate energies. At
very low and high energies we can use Chiral Perturbation Theory (CHPT) [4, 5] and
perturbative QCD respectively, that are well established theories. They let us do reliable
calculations using next orders in the expansion as an estimate of the error associated to
them. Several methods and approximations have been developed in order to try to suitably
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describe the intermediate region. Any reliable calculation give a good matching between
the long- and short- distance regions. The most important of these methods are listed in
Chapter 5 and their predictions for several CP-violating parameters are commented along
the different chapters of this Thesis.
The basic objects that are needed for the description of the low energy physics are the
two-quark currents and densities Green’s functions. The couplings of the strong CHPT la-
grangian are coefficients of the Taylor expansion in powers of masses and external momenta
of some of these Green’s functions. While other order parameters needed in kaon physics
such as BK , G8, Im GE or G27 are obtained by also doing the appropriate identification
of the coefficients in the Taylor expansion of integrals of this kind of Green’s functions
over all the range of energies. See Section 2.4.1 of Chapter 2 for more details. A good
description of Green’s functions would thus provide predictions for the parameters we are
interested in. A description of a general method to perform a program of this kind is given
in Chapter 5 and some possible applications of it are discussed in the conclusions.
This Thesis is organized in two parts. In the first part, Chapters 1-3, we describe
the framework in which the Thesis has been developed and establish the definitions and
notation necessary in the second part.
In the next section of this chapter we give an overview of the Standard Model, ex-
plaining the different sectors in which it can divided and the grade of knowledge we have
about each of them. We define the symmetry CP and discuss in which conditions it can
be measured experimentally. Discussions about the value of the SM parameters ms and
|Vus| calculated in [6, 7] are also provided in this chapter. The Chapter 2 is a more de-
tailed description of the theory involved in the CP violation in K decays, in which we
define the main CP-violating observables and outline the theoretical calculation of these
parameters. The present experimental and theoretical status of direct CP violation in the
kaon decays is also given. In Chapter 3 we introduce CHPT, collect the Lagrangians at
leading and next-to-leading order in this theory and discuss the values of the couplings of
these Lagrangians. In addition, leading order in the chiral expansion predictions for some
CP-violating observables are given.
The second part of the Thesis, Chapters 4-7, is composed by the calculations of some
of the CP-violating observables defined before. In Chapter 4 we study CP-violating asym-
metries in the decays of charged kaons K → 3π [8]. The work in [9], where the ∆I = 3/2
contribution to ε′K was calculated in the chiral limit, is reported in Chapter 6. In Chapter
7, we perform a calculation of the direct CP-violating parameter ε′K , as discussed in [10],
using some of the results obtained in the other chapters. The different approaches that
can be used to calculate hadronic matrix elements are listed in Chapter 5. In this chapter,
there is also a new approach that can be used to systematically determine hadronic matrix
elements from the calculation of a set of Green’s functions compatible with all the QCD
and phenomenology constraints, which was developed in [11].
The results will be summarized in Chapter 8. Applications of the ladder resummation
approach described in Chapter 5, in which we are working at the moment or are planning
to do in the future are also summarized in Chapter 8.
We give the Operator Product Expansion of the two-point functions relevant in the
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calculation of the matrix elements of the electroweak penguin Q7 and Q8 in Appendix
A and the analytical formulas we got for CP-conserving and CP-violating observables in
K → 3π decays, as well as the notation used in writing these formulas in Appendix B.
1.1 Overview of the Standard Model
The Standard Model (SM) is a non-abelian gauge theory based on the SU(3)C×SU(2)L×
U(1)Y symmetry group, which describes strong, weak and electromagnetic interactions
[12, 13, 14, 15, 16]. The Standard Model Lagrangian can be divided into four parts
LSM = LH(φ)︸ ︷︷ ︸
Higgs
+LG(W,Z,G)︸ ︷︷ ︸
Gauge
+
∑
ψ=fermions
ψ¯iD/ ψ
︸ ︷︷ ︸
gauge-fermion
+
∑
ψ,ψ′=fermions
gψψ′ ψ¯φψ
′
︸ ︷︷ ︸
Yukawa
. (1.1)
Fermionic-matter content is described by leptons and quarks which are organized in
three generation with two quark flavours (u and d like) and two leptons (neutrino and
electron-like) each one: [
νe u
e− d
]
,
[
νµ c
µ− s
]
,
[
ντ t
τ− b
]
, (1.2)
where each quark appears in three different colours and each family is composed by[
νl qu
l− qd
]
≡
(
νl
l−
)
,
(
qu
qd
)
, l−R, (qu)R, (qd)R. (1.3)
All these particles are accompanied by their corresponding antiparticle with the same mass
and opposite charge. The masses and flavour quantum numbers of the three families in
(1.2) are different, but they have the same properties under gauge interactions. The left-
handed fields are SU(2)L doublets and their right-handed partners transform as SU(2)R
singlets.
The gauge sector LG(W,Z,G) collect the purely kinetic terms of the spin-1 gauge fields
which are exchanged between the fermion fields to generate the interactions, as well as
the self-interactions of these gauge fields due to the non-abelian structure of the SU(2)
and SU(3) groups. There are 8 massless gluons and 1 massless photon for the strong and
electromagnetic interactions, respectively, and 3 massive bosons, W± and Z, for the weak
interaction. The interaction terms between fermions and gauge bosons are encoded in the
gauge-fermion sector together with the kinetic terms (those corresponding to free massless
particles) for the fermions. These two part of the SM are well tested at LEP (at CERN)
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and SLC (at SLAC). An overview of the present experimental status of the SM tests and
the determination of its parameters can be found in [17].
The gauge symmetry in which is based the Standard Model is spontaneously broken by
the vacuum that is not invariant under the whole group but only under the electromagnetic
and the SU(3)C symmetries that remain exact
SU(3)C × SU(2)L × U(1)Y SSB−−→ SU(3)C × U(1)QED . (1.4)
The spontaneous symmetry breaking (SSB) of electroweak interactions is responsible for
the generation of masses for the weak gauge bosons, quarks and leptons. It is also at the
origin of fermion mixing and CP violation. The other important consequence of SSB is the
appearance of physical scalars particles in the model, the so-called Higgs. The simplest
realization of SSB –the minimal SM– is made by the appearance of one scalar φ. The Higgs
and Yukawa parts of the Lagrangian in (1.1) constitutes the scalar sector of the Standard
Model and are associated to SSB. The Higgs Lagrangian contains the kinetic terms of the
scalar particle/s that appear due to SSB mechanism and the interaction terms of Higgs and
gauge particles. These interaction terms generate the mass of the massive gauge bosons
W± and Z. The Yukawa terms, which describe the interactions between fermions and the
scalar particles after SSB, originate the fermion masses and CP violation (see bellow).
The scalar sector is the worst tested part of the Standard Model, LEP at CERN and
SLC at SLAC have started to test its basic features. It is expected that Tevatron and
LHC can give more information about it in the future. Since the scalar sector is the one in
which we are more interested in this Thesis, we will treat it more extensively in the next
section.
There are three discrete symmetries specially relevant, namely, C (Charge Conjugation),
P (Parity) and T (Time Reversal). Local Field Theory by itself implies the conservation
of CPT. The asymmetries C, P and T hold separately for strong and electromagnetic
interactions. The fermion and Higgs part of the Lagrangian in (1.1) conserve CP and T,
so the only source of CP violation can be the Yukawa part. We will see in section 1.1.2
how this can be carried out.
Finally, we must remark that the Standard Model depend on a number of parameters
that are not fixed by the model itself and are left free. The Higgs part is responsible for two
parameters in the minimal SM and the gauge part for three. Neglecting Yukawa couplings
to neutrinos, the Higgs-Fermion part contains 54 real (27 complex) parameters, however
most of them are unobservables since they can be removed by field transformations. With
neutrino mixing recently observed [18] this last number increases to a total number of
parameters that depend on the nature of the neutrino fields, being Dirac or Majorana.
The SM provide a theoretical framework in which one can accommodate all the exper-
imental facts in particle physics up to date with great precision, with the exception of a
few parameters that differ from the SM predictions in (2-3)σ. For detailed descriptions of
the Standard Model and the phenomenology associated to it, see [19].
1.1 Overview of the Standard Model 9
1.1.1 The Scalar Sector
The scalar sector is the main source of unknown SM parameters and the best ground to
get information about the electroweak symmetry breaking and its phenomenology. Due to
SSB, the Yukawa couplings and the Higgs vacuum expectation value give rise to a mass
matrix for quarks, electron-like leptons and neutrinos that is not diagonal in the family
space. After diagonalizing the mass matrix only the three charged lepton masses and the
six quark masses survive if we don’t consider masses for the neutrinos.
In the rest of the Chapter we remark and comment the aspects related to this part of
the SM in which we are interested.
Quark masses
As we shall see in Chapter 2, two parameters of the SM that are relevant in the calculation
of direct CP violation in kaon decays within some approaches [20, 21] are the top quark
mass mt and the strange quark mass ms. While mt is already very well known and its
precise value is less important, the exact value of the strange quark mass as well as the
uncertainty associated to it is more relevant within the NC approach in that calculation.
The running top quark mass can be obtained from converting the corresponding pole mass
value [22] with an error of about 3%, however, ms is a more controversial parameter an its
value have decreased in the last years since 1999 by 15% [23]. This decreasing of ms has
enhanced the theoretical value of the parameter of direct CP violation in kaon decays that
use its value by a factor around 1.3 [23].
Several methods have been used to determine the value of the strange quark mass.
Sum rule determinations of ms have been performed on the basis of the divergence of the
vector or axial-vector spectral functions alone [24, 25, 26], with results that agreed very
well between them. The status of the extraction ofms from the hadronic e
+e− cross section
is less clear. Recent reviews of determinations of the strange quark mass from lattice QCD
have been presented in [27, 28, 29], with the conclusions ms(2GeV) = 108± 15MeV and
ms(2GeV) = 90± 20 MeV in the quenched and unquenched cases respectively.
Other analysis of the strange quark mass [6, 7, 30, 31, 32, 33] are based on the available
data for hadronic τ decays and the experimental separation of the Cabibbo-allowed decays
and Cabibbo-suppressed modes into strange particles. . Some of these strange mass de-
terminations suffer from sizable uncertainties due to higher order perturbative corrections.
In the sum rule involving SU(3) breaking effects in the τ hadronic width on which they
are based, scalar and pseudoscalar correlation functions contribute, which are known to
be inflicted with large higher order QCD corrections, and these corrections are addition-
ally amplified by the particular weight functions which appear in the τ sum rule. As a
natural continuation, it was realized that one remedy of the problem would be to replace
the QCD expressions of scalar and pseudoscalar correlators by corresponding phenomeno-
logical hadronic parametrizations [31, 32, 33], which are expected to be more precise than
their QCD counterparts. In the work in [7], we presented a complete analysis of this ap-
proach, and it was shown that the determination of the strange quark mass can indeed be
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significantly improved.
By far the dominant contributions to the pseudoscalar correlators come from the kaon
and the pion, which are very well known. The corresponding parameters for the next two
higher excited states have been recently estimated [26]. Though much less precise, the cor-
responding contributions to the τ sum rule are suppressed, and thus under good theoretical
control. The remaining strangeness-changing scalar spectral function has been extracted
very recently from a study of S-wave Kπ scattering [34, 35] in the framework of chiral per-
turbation theory with explicit inclusion of resonances [36, 37]. The resulting scalar spectral
function was then employed to directly determine the strange quark mass from a purely
scalar QCD sum rule [25]. In [7] we incorporated this contribution into the τ sum rule.
The scalar ud spectral function is still only very poorly determined phenomenologically,
but it is well suppressed by the small factor (mu −md)2 and can be safely neglected [7].
An average over the most recent of these determinations gives the value [23]
ms(2GeV) = 100± 17MeV . (1.5)
The ms dependence of the hadronic matrix elements necessary to calculate the parameters
of direct CP violation in kaon decays appears when one use GMOR relations [38] to relate
the quark condensate in the chiral limit with ms. These GMOR relations [38] have chiral
corrections that usually are not taken into account. This dependence doesn’t appear in the
∆I = 3/2 contribution to ε′K since it can be related to integrals over experimental spectral
functions.
The Cabibbo–Kobayashi–Maskawa matrix
The mass-eigenstates found by the diagonalization process are not the same as the weak
interaction eigenstates. This fact generates extra terms that are conventionally put in the
couplings of theW gauge boson through the Cabibbo–Kobayashi–Maskawa (CKM) matrix
(VCKM = (Vij)) as follows
− g
2
√
2
W−µ
(
uα cα t
α)
γµ (1− γ5)
 Vud Vus VubVcd Vcs Vcb
Vtd Vts Vtd
 dαsα
bα

− g
2
√
2
W−µ
∑
ℓ=e,µ,τ
ν¯ℓγ
µ (1− γ5) ℓ ,
that is, the CKM-matrix connects the weak eigenstates and the mass eigenstates. C and P
symmetries are broken by the factor (1− γ5) in the weak interactions. CP can be broken
in this sector if VCKM is irreducibly complex. With non-zero neutrino masses there are
analogous mixing effect in the lepton sector. We don’t consider this possibility in this
Thesis, for a review on this fact see [39].
The CKM-matrix VCKM [40, 41] is a general complex unitary matrix so, in principle,
it should depend on 9 real parameters. However, part of these independent parameters
can be eliminated by performing a redefinition of the phases of the quark fields. The
1.1 Overview of the Standard Model 11
matrix VCKM thus contains four independent parameters, which are usually parametrized
as three angles (θ12, θ13 and θ23) and one phase δ13. The Particle Data Group preferred
parametrization, the standard parametrization, is [22]
VCKM =
 c12c13 s12c13 s13e−iδ13−s12c23 − c12s23s13eiδ13 c12c23 − s12s23s13eiδ13 s23c13
s12s23 − c12c23s13eiδ13 −c12s23 − s12c23s13eiδ13 c23c13 .
 (1.6)
where cij = cos θij and sij = sin θij , and the indices i, j = 1, 2, 3 label the three families.
Taking into account the experimental fact that s12 ≪ s23 ≪ s13, an approximate
parametrization of the CKM-matrix, known as the Wolfenstein parametrization [42], can
be given via the change of variables
s12 = λ, s23 = Aλ
2, s13 = Aλ
2(̺− iη) (1.7)
To order λ4 the CKM-matrix in the Wolfenstein parametrization is 1− λ22 λ Aλ3(ρ− iη)−λ 1− λ2
2
Aλ2
Aλ3(1− ρ− iη) −Aλ2 1
 . (1.8)
The classification of different parametrizations can be found in [43].
Using the parametrization in (1.8), the CKM-matrix can be fully described by |Vus|,
|Vcb| and the triangle show in Figure 1.1. The relation between the parameters depicted in
ρ+iη 1−ρ−iη
βγ
α
C=(0,0) B=(1,0)
A=(ρ,η)
Figure 1.1: Unitarity Triangle.
the figure and those in (1.8) are
¯̺≡ ̺
(
1− λ
2
2
)
, η¯ ≡ η
(
1− λ
2
2
)
. (1.9)
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Using trigonometry one can relate the angles φi = α, β, γ with (¯̺, η¯) as follows
sin (2α) =
2η¯(η¯2 + ¯̺2 − ¯̺)
( ¯̺2 + η¯2)((1− ¯̺)2 + η¯2) ,
sin (2β) =
2η¯(1− ¯̺)
(1− ¯̺)2 + η¯2 ,
sin (2γ) =
2η¯ ¯̺
¯̺2 + η¯2
=
2η̺
̺2 + η2
. (1.10)
CP violation is given by a non-vanishing value of η¯ or γ 6= 0, π, what can be predicted
within the SM by the measurements of CP conserving decays sensitive to |Vus|, |Vub|, |Vcb|
and |Vtd|. The semi-leptonic K and B decays are very important in the determination of
these CKM-matrix elements. For a detailed discussion of the present knowledge of these
quantities, see [44]. The results can be summarized by
|Vus| = λ = 0.2240± 0.0036 |Vcb| = (41.5± 0.8) · 10−3, (1.11)
|Vub|
|Vcb| = 0.086± 0.008, |Vub| = (3.57± 0.31) · 10
−3. (1.12)
Before ending this section we would like to remark some points about the calculation
of |Vus|. Recently it has been proposed a new route to determine this parameter using
hadronic τ decays experimental data [7]. This requires the value of the strange quark
mass, that can be obtained from other sources like QCD sum rules or the lattice –see
last subsection. The result got from this calculation is Vus = 0.2179 ± 0.0045, where the
uncertainty is dominated by the experimental error and can thus be improved through and
improved measurement of the hadronic τ decay rate into strange particles. A reduction of
this uncertainty by a factor of two, would let us obtain a value for Vus more precise than
the one given by the current PDG average and, eventually, determine both ms and Vus
simultaneously [7]. Such improvement of the precision of the measurements can hopefully
be achieved by the BaBar and Belle τ data samples.
1.1.2 CP Symmetry Violation in the Standard Model
CP violation requires the presence of a complex phase and, as we have discussed in the
last section, the only possible origin of this phase in the 3-generation SM is the Yukawa
sector. More specifically, if one writes the CKM-matrix as in (1.6), CP violation is present
if δ 6= 0, π or, equivalently, if η 6= 0 in (1.8). The CKM mechanism for CP violation requires
several necessary conditions. All the CKM-matrix elements must be different from zero
and the quarks of a given charge and different families can not have the same mass. In
addition, CP can be violated only in processes where the three generations are involved.
All these conditions can be summarize as [45]
CPviolation ⇐⇒ Im (det[mm†, m˜m˜†]) 6= 0 , (1.13)
1.1 Overview of the Standard Model 13
where m and m˜ are the original quark-mass matrices.
From these necessary conditions one can deduce several implications of the CKM mech-
anism of CP violation without performing any calculation [46]. For example, one knows
that the violations of the CP symmetry must be small since the CP-violating observables
must be proportional to a given combination of CKM-matrix elements that is itself small
[45]
JCP = Im (VaiVbjV
∗
ajV
∗
bi) = ηA
2λ6 +O(λ8) ≤ 10−4 . (1.14)
The transitions most suitable to detect CP violation in them are those where the CP-
conserving amplitude already suppressed by small CKM-matrix elements as |Vub| and |Vtd|.
The condition that processes violating CP must involve the three fermion generations
makes the B system a better place to look for such kind of effects than the kaon system,
since in the first one the 3 generations enter at tree level and in the second case only at
one loop level.
In fact, CP-violating effects in B decays in a large number of channels are expected to
be observable in the near future, what constitutes one of the main motivation of B-factories
and another B experiments. The most interesting processes are the decays of neutral B
into final states fCP that are CP-eigenstates. For this kind of decays one can define the
time dependent asymmetry
aCP (t, f) =
Γ[B0(t)→ fCP ]− Γ[B¯0(t)→ fCP ]
Γ[B0(t)→ fCP ] + Γ[B¯0(t)→ fCP ]
. (1.15)
These asymmetries are generated via the interference of mixing and decays (see Chapter
2 for definitions). In the case when a single mechanism dominates the decay amplitude or
the different mechanisms have the same weak phases, the hadronic matrix elements and
strong phases drop out and the asymmetry is given by [47]
aCP (t, f) = − sin (2β) sin (∆Mt) , (1.16)
where ∆M ≡ MBH −MBL is the difference of masses between the mass eigenstates –see
for example [48] for a definition of such states– and β is one the angles in the unitarity
triangle in Figure 1.1. The CP-violating asymmetry (1.16) thus provides a direct and clean
measurement of the angle β and also of the CKM-matrix elements through their relation
with β –see equation (1.10).
The experimental determination of sin (2β) have been improved considerably in the last
four years by the measurements of the time dependent asymmetry in (1.15) for the decay
Bd → ψKS
aψKs(t) ≡= −aψKs sin (∆Mdt) = − sin (2β) sin (∆Mdt) (1.17)
in the B-factories. Previously, The β parameter had been measured by LEP and CLEO.
The last data from BaBar [2] and Belle [3] collaborations give the results
(sin (2β))ψKS =
{
0.741± 0.067 (stat)± 0.033 (syst) (BaBar)
0.719± 0.074 (stat)± 0.035 (syst) (Belle). (1.18)
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that combined with the earlier measurements by CDF, ALEPH and OPAL give the average
[49]
(sin (2β))ψKS = 0.734± 0.054 . (1.19)
The experimental measurement of sin (2β) in (1.19) agrees very well with the result
obtained within the SM sin (2β) = 0.705+0.042−0.032 [48], this indicates that the CKM mechanism
is suitable to be the dominant source of CP violation in flavour violating decays. Notice,
however, that recently have been found the first discrepancies with the CKM mechanism
in the measure of sin(2β) in the penguin loop dominated decay modes B0 → φKS, η′KS
[50, 51]. The deviation from the Standard Model is about 2.5σ [52].
For a more detailed discussion about CP violation in B decays within the SM see [23]
and references therein, and for analysis in models beyond SM see, for example, [49]. The
violation of the CP symmetry in kaons, that is the main subject of this Thesis, is treated
more extensively in the next chapters.
Chapter 2
CP Violation in the Kaon System
The interference between various amplitudes that carry complex phases contributing to the
same physical transition is always needed to generate the CP-violation observable effects.
These effects can be classified into three types
• CP Violation in Mixing
• CP Violation in Decay
• CP Violation in the interference of Mixing and Decay
In this chapter we are going to review the main definitions and CP-violating observables
in the kaon system we will discuss later, giving useful formulas for them.
2.1 CP Violation in K0− K¯0 Mixing: Indirect CP Vi-
olation
The K0 and K¯0 states have strangeness equal to -1 and 1 respectively, as their quark
content is s¯d and d¯s. These states have no a definite value of the CP parity, but they
transform one into another under the action of this transformation in the next way 1
CP |K0〉 = −|K¯0〉 . (2.2)
We can construct eigenstates with a definite CP transformation by combining K0 and K¯0
K1 =
1√
2
(
K0 − K¯0) , K2 = 1√
2
(
K0 + K¯0
)
,
CP |K1(2)〉 = +(−)|K¯1(2) 〉 . (2.3)
1Since the flavour quantum number is conserved by strong interactions, there is some freedom in defining
the phases of the flavour eigenstates. In general, one could use
|K0φ〉 ≡ e−iφ|K0〉, |K¯0φ〉 ≡ eiφ|K¯0〉 , (2.1)
which under CP symmetry are related by CP |K0φ〉 = −e−2iφ|K¯0φ〉 . Here we use the phase convention
implicit in (2.2).
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The strange particles can decay only via weak interactions as strong and electromag-
netic interactions preserve the strangeness quantum numbers. If we assume that weak
interactions are symmetric under CP violation as strong and electromagnetic interactions
are, then the K1(2) states must decay into an state with even(odd) CP parity. Taking into
account that the main decay mode of K0-like states is ππ and the fact that a two pion
state with charge zero in spin zero is always CP even, the decay K1 → ππ is possible (as
well as K2 → πππ) but K2 → ππ is impossible. However, in 1969 it was observed the
decay of KL mesons, that were identified with K2, in states of two pions [1]. This meant
that or the physical KL were not purely CP eigenstates but the result of a mixing between
both CP odd K2 and CP even K1, or that these transitions directly violated CP since an
odd state decayed into an even state.
Assuming CPT symmetry to hold, the K0K¯0 system, seen as a two state system, can
be described by the Hamiltonian
i
d
dt
(
K0
K¯0
)
=
(
M11 − i2Γ11 M12 − i2Γ12
M21 − i2Γ21 M22 − i2Γ22
)(
K0
K¯0
)
(2.4)
where M = Mij and Γ = Γij are hermitian matrices. However, the Hamiltonian itself
is allowed to have a non-hermitian part since the probability is not conserved. The kaons
can decay and the anti-hermitian part Γ describes the decays of the kaons into states out
of this system.
If one impose CPT, not all the components in the mixing matrix are free (see Ref. [53]
for a derivation)
M11 = M22 , Γ11 = Γ22 ,
M12 = M
∗
21 , Γ12 = Γ
∗
21 . (2.5)
The physical propagating eigenstates of the Hamiltonian, obtained by diagonalizing the
mixing matrix, are
|KS(L)〉 = 1√
1 + |ε¯K|2
(|K1(2)〉+ ε¯K |K2(1)〉) (2.6)
with the parameter ε¯K defined by
1− ε¯K
1 + ε¯K
=
(
M∗12 − i2Γ∗12
M12 − i2Γ12
)
. (2.7)
If M12 and Γ12 were real, ε¯K would vanish and the states |KS(L)〉 would correspond to
the CP-even(odd) |K1(2)〉 states. If this is not true and CP is violated, both states are no
longer orthogonal
〈KL|KS〉 ≈ 2Re(ε¯K) . (2.8)
The parameter ε¯K depends on the phase convention chosen for K
0 and K¯0. Therefore it
may not be taken as a physical measure of CP violation. On the other hand, Re (ε¯K) is
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independent on phase conventions and can be measured in semi-leptonic decays via the
ratio
δ ≡ Γ[KL → π
−l+νL]− Γ[KL → π+l−νL]
Γ[KL → π−l+νL] + Γ[KL → π+l−νL] =
2Re(ε¯K)
(1 + |ε¯K |2) . (2.9)
δ is determined purely by the quantities related to K0 − K¯0 mixing. Specifically, it
measures the difference between the phases of Γ12 and M12.
2.2 εK in the Standard Model
Between the various components relevant for the determination of εK -see (2.24)-, the most
accurately known is the KL −KS mass difference ∆m. Its experimental value is [22]
∆m ≡ mKL −mKS = (3.490± 0.006)× 10−12MeV (2.10)
assuming CPT to hold.
The term proportional to the ratio Im a0/Re a0 in (2.24) constitutes a small correction
to εK . Its value is analyzed in Section 2.4.1.
The off-diagonal element M12 in the neutral kaon mass matrix represents the K
0 − K¯0
mixing and its short-distance contributions comes from the effective ∆S = 2 Hamilto-
nian [54, 55] obtained once the heaviest particles (top, W, bottom and charm) have been
integrated out
H∆S=2eff = C∆S=2(µ)
∫
d4xQ∆S=2(x) . (2.11)
The four-quark operator Q∆S=2 is the product of two left handed currents
Q∆S=2(x) = 4 [s¯αγµdα]L (x) [s¯βγ
µdβ]L (x) (2.12)
with (q¯γµq
′)L =
1
2
q¯γµ(1−γ5)q′. The function C∆S=2(µ) depend on the Cabibbo-Kobayashi-
Maskawa (CKM) matrix elements, top and charm masses, W, boson mass, and some QCD
factor collecting the running of the Wilson coefficients between each threshold appearing
in the process of integrating out the heaviest particles. It is scale and scheme dependent
and can be written as [56]
C∆S=2(µ) =
G2FM
2
W
16π2
[
λ2cη1S0(xc) + λ
2
tη2S0(xt) + 2λcλtη3S0(xc, xt)
]
×α−2/9S (µ)
(
1 +
αS(µ)
4π
J3
)
(2.13)
with
xc =
m2c
M2W
, xt =
m2t
M2W
, λq = −VqdV ∗qs . (2.14)
The scale dependence is encoded in the µ dependence of the strong coupling αS(µ) and it
is given by the value of the parameter J3. J3 also depend on the renormalization scheme
18 Chapter 2: CP Violation in the Kaon System
and it is known in NDR and HV schemes [56]. The parameters ηi are functions of the
heavy quark masses and are independent on the renormalization scheme and scale of the
operator Q∆S=2. The first calculation of η1 and η2 at NLO are in [57] and [54] respectively.
η3 and updated values of η1 and η2 can be found in [56] and the first explicit expressions
for the functions S0(xq) and S0(xc, xt) in [58].
The matrix element between K¯0 and K0 of the hamiltonian in (2.11) is parametrized
by the so called BˆK parameter, that is defined by
C∆S=2(µ)〈K¯0|
∫
d4xQ∆S=2(x)|K0〉 ≡ 16
3
f 2Km
2
KBˆK . (2.15)
Here, fK denotes the K
+ → µ+ν coupling (fK = 113MeV ) and mK is the K0 mass.
The quantity BˆK defined in (2.15) is scale and scheme independent, what means that the
scale and scheme dependences of both the coefficient C∆S=2(µ) and the matrix element
〈K¯0| ∫ d4xQ∆S=2(x)|K0〉 must cancel against each other at a given order.
This matrix element enters in the indirect CP violating parameter εK . It is an important
input for the analysis of one of the Cabibbo-Kobayashi-Maskawa (CKM) unitarity triangles
-see [44, 59] for more information. More details about the calculation of BˆK are given in
Section 5.6.
2.3 CP Violation in the Decay: Direct CP Violation
Any observed difference between a decay rate Γ(P → f) and the CP conjugate Γ(P¯ → f¯)
would indicate that CP is directly violated in the decay amplitude.
We are going to suppose that the amplitudes of the transitions P → f and P¯ → f¯ have
two interfering amplitudes
A(P → f) = M1eiφ1eiα1 + M2eiφ2eiα2 ,
A(P¯ → f¯) = M1e−iφ1eiα1 + M2e−iφ2eiα2 , (2.16)
where φi are weak phases, αi strong final-state phases and Mi real moduli of the matrix
elements. The asymmetry can be written as
Γ(P → f)− Γ(P¯ → f¯)
Γ(P → f) + Γ(P¯ → f¯) =
−2M1M2 sin(φ1 − φ2) sin(α1 − α2)
|M1|2 + |M2|2 + 2M1M2 cos(φ1 − φ2) cos(α1 − α2) . (2.17)
From this equation one can deduced that to have a non-zero value of the asymmetry the
next requirements are necessary
• At least two interfering amplitudes
• Two different weak phases
• Two different strong phases
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In addition, in order to get a sizable asymmetry, the two amplitudes M1 and M2 should be
of comparable size. Note that the value of the asymmetry are related only to differences
of phases not to the phases themselves as they are convention dependent.
When direct CP violation is studied in the decay of neutral kaons where also K0 − K¯0
mixing is involved, both direct and indirect CP violation effects need to be considered.
We can define the following observables
η+− ≡ A[KL → π
+π−]
A[KS → π+π−] ,
η00 ≡ A[KL → π
0π0]
A[KS → π0π0] ,
εK ≡ A[KL → (ππ)I=0]
A[KS → (ππ)I=0]
(2.18)
and
√
2ε′K
εK
=
A [KL→(ππ)I=2]
A [KL→(ππ)I=0] −
A [KS→(ππ)I=2]
A [KS→(ππ)I=0] . (2.19)
In the latter definition the transition K0 − K¯0 has been removed, so the parameter ε′K is
related to direct CP violation only. The parameter εK , in the other hand, is related to
indirect CP violation. Since they are ratios of decay rates |εK |, |η+−| and |η00| are directly
measurable.
The decay amplitudes of a kaon into a system of two pions can be expressed in the
isospin symmetry limit in terms of amplitudes with definite isospin [A ≡ −iT ];
i A[K0 → π0π0] ≡ a0√
3
eiδ0 − 2 a2√
6
eiδ2 ,
i A[K0 → π+π−] ≡ a0√
3
eiδ0 +
a2√
6
eiδ2 ,
i A
[
K+ → π+π0] ≡ √3
2
a2 e
iδ2 , (2.20)
with δI the final state interaction (FSI) phases that can be used together with the ampli-
tudes aI to rewrite the parameters in (2.18). In doing it we make the next approximations,
experimentally valid,
|Im a0|, |Im a2| << |Re a2| << |Re a0| ,
|εK |, |ε¯K| << 1 ,
|ε′K | << |εK | ; (2.21)
and obtain the next expression for the two main parameters of CP Violation
ε′K ≃
i√
2
Re a2
Re a0
[
Im a2
Re a2
− Im a0
Re a0
]
ei(δ2−δ0) (2.22)
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and
εK = ε¯K + i
Im a0
Re a0
(2.23)
The latter can be rewritten using the facts that ∆m = mL−mS ≈ ∆Γ2 , ΓL << ΓS and Γ12
is dominated by ππ states
εK =
1√
2
eiπ/4
(
Im (M12)
∆m
+
Im a0
Re a0
)
. (2.24)
All the above information let us relate the observables defined in (2.18) and (2.19) in the
next way
η+− = εK + ε
′
K and η00 = εK − 2ε′K . (2.25)
The ratio ε′K/εK is measured experimentally via the double ratio (see equations (2.18)
and (2.19))
Re
(
ε′K
εK
)
=
1
6
{
1− Γ [KL → π
+π−] /Γ [KS → π+π−]
Γ [KL → π0π0] /Γ [KS → π0π0]
}
. (2.26)
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The first measure of a non-vanishing value of the parameter Re
(
ε′
K
εK
)
defined in (2.22) and
(2.23) was performed in 1988 [60]. For a long time the experimental situation was unclear
since two different experiments, NA31 at CERN and E731 at FNAL, obtained conflicting
results at the end of the 1980’s. This situation has been clarified by improved versions of
these two experiments, NA48 at CERN and KTeV in FNAL. The last values measured by
both of them are
Re
(
ε′K
εK
)∣∣∣∣
exp
=
{
(1.47± 0.22)× 10−3 NA48 [61]
(2.07± 0.28)× 10−3 KTeV [62] (2.27)
In combination with previous results [63], the present world average is
Re
(
ε′K
εK
)∣∣∣∣
exp
= (1.66± 0.16) · 10−3 . (2.28)
Let us analyze the values of the various terms in (2.22). The ratio Rea0/Rea2 = 21.8
[64] is an experimentally well known quantity and reflects the ∆I = 1/2 rule. The smallness
of the ratio suppresses ε′K/εK .
The phase of ε′K is also a model independent quantity that can be determined from
hadronic parameters and its value is arg(ε′K) = π/2+ δ2− δ0 ≈ π/4. The relation between
the phases of the two main parameters of CP violation is the kaon system is, accidentally,
arg(ε′K) ≈ arg(εK) what means that
Re (ε′K/εK) ≈ ε′K/εK . (2.29)
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In a theoretical calculation of the direct CP-violation parameter ε′K the ratio of the
amplitudes Re a0/Re a2 and εK are usually set to their experimental values, so the only
quantities we need to evaluate theoretically are Im (aI)/Re (aI).
The calculation of K → ππ amplitudes is a several step process in the Standard Model.
Above the electroweak scale, the usual gauge-coupling perturbative expansion let one an-
alyze the flavour-changing process in terms of quarks, leptons and gauge bosons in a well
established way. The first step to calculate K → ππ amplitudes consists in integrating out
the heavy particles, top, Z and W, replacing the effects of their exchanges by an effective
Hamiltonian given by
H∆S=1eff =
GF√
2
VudV
∗
us
10∑
i=1
Ci(µ)Qi(µ) , (2.30)
where the Ci(µ) are Wilson coefficients containing information on the heavy fields that have
been integrated out and the 10 four-quark operators constructed with the light degrees of
freedom are
Q1 = (s¯αγµuβ)L(u¯βγ
µdα)L ,
Q2 = (s¯αγµuα)L(u¯βγ
µdβ)L ,
Q3 = (s¯αγµdα)L
∑
q=u,d,s
(q¯βγ
µqβ)L ,
Q4 = (s¯αγµdβ)L
∑
q=u,d,s
(q¯βγ
µqα)L ,
Q5 = (s¯αγµdα)L
∑
q=u,d,s
(q¯βγ
µqβ)R ,
Q6 = (s¯αγµdβ)L
∑
q=u,d,s
(q¯βγ
µqα)R ,
Q7 = (s¯αγµdα)L
∑
q=u,d,s
3
2
eq(q¯βγ
µqβ)R ,
Q8 = (s¯αγµdβ)L
∑
q=u,d,s
3
2
(q¯βγ
µqα)R ,
Q9 = (s¯αγµdα)L
∑
q=u,d,s
3
2
eq(q¯βγ
µqβ)L ,
Q10 = (s¯αγµdβ)L
∑
q=u,d,s
3
2
(q¯βγ
µqα)L , (2.31)
with (q¯γµq
′)(L,R) = q¯γµ(1∓ γ5)q′; α and β are colour indices and eq are the quark charges
(eu = 2/3,ed = es = −1/3).
The unitarity of the CKM matrix allows to write the Wilson coefficients in terms of
real functions zi(µ) and yi(µ) and the CKM matrix elements τ = −V ∗tsVtd/(V ∗usVud) in the
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next way
Ci(µ) = zi(µ) + τyi(µ) . (2.32)
The CP-violating decay amplitudes are proportional to the yi components and Im (τ). For
three fermion generations the Cabibbo-Kobayashi-Maskawa (CKM) matrix is described by
3 angles an 1 phase. This is the only complex phase in the Standard Model, thus, it is a
unique source for violations of the CP symmetry.
One of the advantages of having a formulation like this is that one can separate trough
the scale µ the perturbative effects enclosed in the Wilson coefficients Ci(µ) and the non-
perturbative effects contained in the matrix elements of the operators Qi. The coefficients
zi and yi are calculated by equating the matrix elements between quarks and gluons of the
effective hamiltonian in (2.30) and the same matrix elements evaluated in the Standard
Model . The Wilson coefficients are known at NLO [65, 66].
From this hamiltonian we can go down in energy until an hadronic scale using the
renormalization group evolution equations to change the scale of the Wilson coefficients.
In this second step one resumes large logarithms containing heavy masses. An introductory
review of this method is [67, 68] and a review with numerical results for all the Wilson
coefficients is [69].
The last step is to take the wanted hadronic matrix elements of the operators in (2.31)
at an scale µ low enough to avoid large logarithms of the type ln(m2K/µ
2). The Wilson
coefficients yi and zi depend on this scale µ and on the definitions of the Qi, so this
dependences must be consistently accounted for in the evaluation of the matrix elements
in order to have physical quantities without any scale or scheme dependence. This is not
a trivial goal and we will speak about the different ways of doing it in Section 5.
All the operators in (2.31) enter in the evaluation of ε′K/εK , but numerically the contri-
bution with ∆I = 3/2 (the ratio Im a2/Re a2 in (2.22)) is dominated by the matrix element
of the electroweak penguin Q8 and the ∆I = 1/2 contribution (the ratio Im a0/Re a0 in
(2.22)) by the matrix element of the QCD penguin Q6. The former contribution is sup-
pressed by isosping breaking, i.e., strong isospin violation (mu 6= md) and electromagnetic
effects. The strong isospin violation was traditionally parametrized by
ΩIB =
(
Re a0
Im a0
)(0)
Im aIB2
Re a+2
, (2.33)
where the superscript (0) means that these amplitudes are in the isospin limit. For the
definition of the amplitude a+2 , see [70]. The imaginary amplitude Im a2 is first order
in isospin breaking and we can split it (in an scheme dependent way) in the electroweak
penguin contribution -coming from the operators Q7−10 in (2.31)- and the isospin breaking
contribution generated by other four quark operators. The last one, that corresponds to
Im aIB2 , is dominated by the fact that π
0, η and η′ mix. Originally this effect was estimated
to be Ωπ
0−η
IB = 0.25 [71]. The most recent calculation lower the total value of the isospin
breaking effects to be [70]
Ωeff = 0.060± 0.077 ; (2.34)
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which increases the estimate of ε′K/εK. The quantity Ωeff includes all effects to leading
order in isospin breaking and it generalizes the parameter ΩIB [70].
The main uncertainty in the theoretical calculation of ε′K comes from this isospin break-
ing parameter and, further away, from the calculation of the hadronic matrix elements
〈Qi〉I(µ) defined as 〈(ππ)0|Qi|K〉 with I = 0, 2, to which the ratios Im (aI)/Re (aI) are
proportional. The contributions to ε′K from these two ratios, i.e., with I = 0, 2 tend to
cancel each other, so an accurate determination of both of them turn to be necessary.
One can write another effective field theory bellow the resonance region using global
symmetry considerations only. This is the Chiral Perturbation Theory of the Standard
Model (CHPT) that is discussed in Chapter 3. The theory is defined in terms of the
Goldstone bosons (π,K, η) and is organized in powers of momenta and masses of the
light mesons according to chiral symmetry. It can be used to make predictions for the
CP–violating observables described in Section 2.3. The operators appearing in the chi-
ral lagrangians at each order in momenta are fixed only by symmetry requirements, but
the chiral couplings modulating each of these operators are not. The calculation of such
couplings can be done using short-distance effective hamiltonians as the one in (2.30) by
performing the matching between the two effective field theories taking the same hadronic
matrix elements of both groups of hamiltonians, so it turns to be very important to have
accurate determinations of these matrix elements.
2.4.1 ∆I = 12 Contribution
The LO chiral lagrangian in (3.6), which is explained in Chapter 3, let us make the next
prediction for the ∆I = 1
2
contribution to the ratio ε′K/εK(
Im a0
Re a0
)LO
≃ Im G8
Re G8 + G27/9
, (2.35)
where we disregard the corrections proportional to Re (e2GE) and Im (e
2GE), and take the
isospin limit mu = md; in order to be able to deal with all the first order isospin breaking
corrections by using the parameter Ωeff [70] in (2.40).
The chiral corrections to (2.35) can be introduced as follows
Im a0
Re a0
=
(
Im a0
Re a0
)LO
C0 . (2.36)
The value of the C0 factor is given in Section 7.
The theoretical calculation of the ratio Im a2/Re a2 has its main source of error in the
value of Im G8. It has been seen, even using only vacuum insertion approximation (VIA),
that this imaginary coupling is dominated by the hadronic matrix element of the operator
Q6, although all the operators in (2.31) contribute to it in a less determinant way.
In Section 3.4 we discuss the different results for Im G8 that exist in the literature,
however, we would like to pay more attention to the determination in [72] whose results we
update in [10]. The two basic technical ingredients in that calculation, namely, the X-boson
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method and the short-distance matching, are the same as those used in the determination of
the ∆I = 3
2
contribution in [9] and are described in Section 6. In general in [9, 72, 73, 74, 75],
the two-point function
Πij(q
2) ≡ i
∫
d4x eiq·x 〈0|T
(
P †i (0)Pj(x)e
iΓLD
)
|0〉 (2.37)
is computed in the presence of the long-distance effective action of the Standard Model ΓLD.
The pseudo-scalar sources Pi(x) have the appropriate quantum numbers to describe K → π
transitions. The effective action ΓLD reproduces the physics of the SM at low energies by
the exchange of colorless heavy X-bosons. To obtain it one must make a short-distance
matching analytically, which takes into account exactly the short-distance scale and scheme
dependence. We are left with the couplings of the X-boson long-distance effective action
completely fixed in terms of the Standard Model ones. This action is regularized with a
four-dimensional cut-off, µC . The X-boson effective action has the technical advantage to
separate the short-distance of the two-quark currents or densities from the purely four-
quark short-distance which is always only logarithmically divergent and regularized by the
X boson mass in our approach. The cut-off µC only appears in the short-distance of the
two-quark currents or densities and can be thus taken into account exactly.
Taylor expanding the two-point function (2.37) in q2 and quark masses one can extract
the CHPT couplings G∆S=2, G8, G27, · · · -see definitions in Chapter 3- and make the
predictions of the physical quantities at lowest order. One can also go further and extract
the NLO CHPT weak counterterms needed for instance in the isospin breaking corrections
or in the rest of NLO CHPT corrections.
After following the procedure sketched above one is able to write Im G8 (as well as BˆK ,
Re G8, and G27) as some known effective coupling [72, 75] |gi|2(MX , µC , · · · ) times∫ ∞
0
dQ2
Q2
Q2 +M2X
ΠPPAB(Q
2, q2) (2.38)
where ΠPPAB(Q
2, q2) is a four-point function with AB being either LµLµ or L
µRµ; L
µ and
Rµ are left and right currents, respectively, and Q = |pEX | is the X-boson momentum in
Euclidean space.
Similar way can be covered to get an analytical expression for Im (e2GE) as described
in Chapter 6.
2.4.2 ∆I = 3
2
Contribution
In the limit mu = md and α
2
QED = 0, and neglecting the tiny electroweak corrections to
Re(a2) proportional to Re (e
2GE), one gets(
Im a2
Re a2
)LO
≃ −3
5
F 20
m2K −m2π
Im (e2GE)
G27
, (2.39)
including FSI to all orders in CHPT and up to O(p4) in the non-FSI corrections [21, 76,
77, 78]. The coupling G27 modulates the 27-plet operator describing K → ππ at O(p2) in
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CHPT. The coupling GE appears in CHPT to O(e
2p0) [79]. See Chapter 3 for definitions
of both couplings.
The chiral corrections to (2.39) can be parametrized in the next way
Im a2
Re a2
=
(
Im a2
Re a2
)LO
C2 + Ωeff Im a0
Re a0
. (2.40)
The full isospin breaking corrections are include here through the effective parameter Ωeff =
(0.060± 0.077) recently calculated in [70].
In the Standard Model, there are just two operators contributing to Im (e2GE); namely,
the so-called electroweak penguins, Q7 and Q8 (see definition in (2.31)), being the Q8
contribution the dominant one. In the chiral limit, these operators form a closed system
under QCD corrections. Its anomalous dimensions mixing matrix is known to NLO in the
NDR and HV schemes [65, 66].
There has been recently a lot of work devoted to calculate Im (e2GE), both analytically
[9, 80, 81, 82, 83, 84, 85] and using lattice QCD [86, 87, 88, 89]. Lattice and analytical
methods are in good agreement what shows that the calculation of the matrix elements
entering in Im (e2GE) is quite robust. However, there is tendency of the lattice results to
be lower that the analytical one. Some discrepancies also exist between different lattice
approaches: the results using Wilson fermions are lower than those using domain wall
fermions.
In Chapter 6 we report one of this calculations [9] in which analytical expressions for
the ∆S = 1 coupling Im (e2GE) in the chiral limit in terms of observable spectral functions
are given. This is done at NLO in αS and, since we use experimental data, in a model
independent way. Further discussions and comparison with other results are also contained
in that chapter.
2.4.3 Discussion on the Theoretical Determinations of ε′K
There exist in the literature many calculations of ε′K within the SM using different methods
and approximations [21, 72, 90, 91, 92, 93, 94]. All these analysis use the NLO Wilson
coefficients calculated by the Rome and Munich groups [65, 66] so the disagreement between
the results got by them are due to the way of calculating the hadronic matrix elements
-see Chapter 5. The different results obtained are listed in the tables of the Section 6.7 in
Chapter 6.
Many of these calculation are based on the large Nc limit [95] -briefly discussed in
Chapter 5- with Nc the number of colours. This method was first applied to the calculation
of weak hadronic matrix elements in [20], where they simply identified the cut-off in meson
loops with the scale in the renormalization group. A more sophisticated way of performing
the identification of scales was given in [73, 96] by using colour-singlet bosons.
The work in [94] is essentially the continuation of [20] using this identification directly
with the output of the renormalization group. They calculated 1/Nc corrections to the
hadronic matrix elements of all the operators in the chiral limit and the unfactorized
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contributions for Q6, but their results depend on the choice of the euclidean cut-off λc that
can not be fixed unambiguously. In this work the authors already found large corrections
coming from the unfactorized contribution.
Large unfactorized corrections were also found in the approach of [72]. They calculated
the matrix elements to NLO in the 1/Nc expansion using the X-boson method. This
technique allowed a solution to the scale identification and to the scheme dependence
that appears at two-loops. Another ingredient used in this reference is the inclusion of
the ENJL model -see Chapter 5- for the couplings of the X-bosons to improve on the
high energy behaviour. This method reproduce the ∆I = 1/2 rule within errors, has no
free input parameters and have a correct scheme and scale identification at all stages.
The result is calculated in the chiral limit and eventually corrected by estimating the
SU(3) breaking effects. The general method has been outlined in Section 2.4.1 and a more
detailed calculation of the ∆I = 3/2 contribution is given in Chapter 6. The update of
this calculation made in [10] is reported in Chapter 7.
In reference [93], the authors also estimated the unfactorized contribution using a semi-
phenomenological approach based on the constituent chiral quark model of reference [97].
The model dependent parameters necessary in this calculation are fixed by fitting the
∆I = 1/2 rule. The main drawback of this determination is that there is not a clear scale
and scheme matching. The scales in the matrix elements are no precisely identified and
the short-distance running is neither precisely done.
The work in [92], recently reanalyzed in [23, 48], uses a semi-phenomenological approach
to calculate the hadronic matrix elements by fitting the data for CP-conserving K → ππ
amplitudes. Within this approach it is possible to determine all (V −A)×(V −A) operators
in any renormalization scheme, but not the dominant ones 〈Q6〉 and 〈Q8〉. The gluonic
and electroweak penguins are then taken around their leading 1/Nc values. In [23, 48],
the value of these two matrix elements constrained by the experimental result for ε′K is
discussed. The results obtained within this method are strongly dependent on the value of
the strange quark mass. Furthermore, the scale dependence of the matrix elements is fully
governed by the scale dependence of ms,d(µ).
One ingredient that turns out to be very important in the evaluation of ε′K within the
SM is the role of higher order CHPT corrections and, in particular, of FSI as emphasized
in [21, 76]. The authors of [76] calculated the FSI corrections to the leading 1/Nd result
using dispersion relation techniques which resulted in an Omne´s type exponential. They
found that the strong rescattering for the two final pions can generate a large enhancement
of ε′K , through obtaining a 1.3 enhancement factor in the ∆I = 1/2 contribution. In [21]
a complete reanalysis of ε′K/εK taking into account the FSI corrections to the amplitudes
calculated in [76] is made. They calculate the dominant hadronic matrix elements at LO
in 1/Nc by performing a matching between the effective short-distance description of the
hamiltonian (2.30) and the low energy CHPT prediction coming from the LO and NLO
lagrangians collected in Chapter 3 -equations (3.6), (3.13), (3.14) and (3.15). They found
an exact scale matching between the matrix elements and the corresponding Wilson coeffi-
cients at this order. A general analysis of isospin breaking and electromagnetic corrections
to K → ππ amplitudes is given in [78, 98, 99].
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The most recent estimate of direct CP violation in K decays within the large Nc frame-
work is the one in [90], in which the results in [82] are also used. They calculated O(N2c nfNc )
unfactorized contributions to the dominant hadronic matrix element and find that they
are large, even larger than the factorized contribution in the case of Q6. The four-point
functions necessary to evaluate such kind of contributions are described using a minimal
hadronic approximation for the large Nc spectrum, that in this case consists in a vector
resonance and a scalar resonance. This is the minimal ansatz that fulfills the short- and
long-distance constraints coming from CHPT and the OPE expansion of the corresponding
Green’s functions. These constraints are used to fix the free parameters of the model. At
these order there exist an explicit cancellation of the renormalization scale dependence
between the Wilson coefficients and the matrix elements.
There is also a lot of work calculating the hadronic matrix elements relevant for ε′K
using lattice QCD techniques. Several results existing for the ∆I = 3/2 contribution to ε′K
are discussed in Chapter 6. They are quite precise although the systematic uncertainties
are not yet under control. The ∆I = 1/2 contribution is more problematic. There are
many difficulties at present to find reliable results for these matrix elements. The results
quoted in Table 2.1 for the results using lattice techniques, correspond to values of B6
between 0.3 and 0.4.
Reference ε′K/εK × 103
Bijnens, Ga´miz and Prades [10] 4.5±3.0
Hambye, Peris and de Rafael [90, 100] 5±3
Pallante, Pich and Scimemi [21] 1.7±0.2+0.8−0.5±0.5
Bertolini, Eeg and Fabbrichesi [93] (0.9,4.8)
Hambye et al [94] (0.15,3.16)
Buras [67] 0.6±0.5
CP-PACS Coll., [86] lattice(chiral) (-0.7,-0.2)
RBC Coll., [87] lattice(chiral) (-0.8,-0.4)
Table 2.1: Recent theoretical determinations of ε′K/εK
2.5 Direct CP Violation in Charged Kaons K → 3π
Decays
The decay of a Kaon into three pions has a long history. The first calculations were done
using current algebra methods or tree level Lagrangians, see [101] and references therein.
Then using Chiral Perturbation Theory (CHPT) [4, 5] at tree level in [102]. The basic
ingredients of CHPT as well as the lagrangians and definitions related to this theory at
next-to-leading order (NLO) are given in Chapter 3 theory an be found there. References
on this topic can be found there.
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The one-loop calculation was done in [103, 104] and used in [105], unfortunately the an-
alytical full results were not available. Recently, there has appeared the first full published
result in [64].
CP-violating observables in K → 3π decays have also attracted a lot of work since long
time ago [106, 107, 108, 109, 110, 111, 112, 113, 114, 115, 116, 117] and references therein.
At next-to-leading (NLO) there were no exact results available in CHPT so that the
results presented in [111, 112, 113, 114] about the NLO were based in assumptions about the
behaviour of those corrections and/or using model depending results in [111]. In [115, 116]
there are partial results at NLO within the linear σ-model.
The most promising observables in K → 3π are the CP-odd charge asymmetries in
K± decays. As explained in the last section, in the Standard Model direct CP violation
parameter ε′K tends to be quite small due to the fact that the dominant gluon penguin
contribution and the one arising from the electroweak penguin diagrams partially cancel
each other. The asymmetries in K± → 3π have the same two classes of contributions but
without cancellation between them, what can be used as a consistency check between the
theoretical predictions ofK± → 3π and ε′K . Furthermore, while ε′K is essentially suppressed
by since it is proportional to the small ratio of the ∆I = 3/2 to the ∆I = 1/2 amplitudes
–the ∆I = 1/2 rule–, in K → 3π there are two independent ∆I = 1/2 amplitudes whose
CP-violating interference can avoid this suppression. So in principle one could expect an
enhanced effect.
In the charged kaon decays into three pions we can study two kinds of parameters,
namely, asymmetries in the total rate and in the linear slope of the Dalitz plot. The later
is done by performing an expansion of the amplitudes in powers of the Dalitz variables x
and y
|AK±→3π(s1, s2, s3)|2
|AK±→3π(s0, s0, s0)|2
= 1 + g y + h y2 + k x2 +O(yx2, y3) , (2.41)
where x and y are given by
x ≡ s1 − s2
m2π+
and y ≡ s3 − s0
m2π+
(2.42)
with si ≡ (k − pi)2, 3s0 ≡ m2K +m2π(1) +m2π(2) +m2π(3) .
The CP-violating asymmetries in the slope g are defined as
∆gC ≡ g[K
+ → π+π+π−]− g[K− → π−π−π+]
g[K+ → π+π+π−] + g[K− → π−π−π+]
and ∆gN ≡ g[K
+ → π0π0π+]− g[K− → π0π0π−]
g[K+ → π0π0π+] + g[K− → π0π0π−] . (2.43)
A first update at LO of these asymmetries was already presented in [118].
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The CP-violating asymmetries in the decay rates are defined as
∆ΓC ≡ Γ[K
+ → π+π+π−]− Γ[K− → π−π−π+]
Γ[K+ → π+π+π−] + Γ[K− → π−π−π+]
and ∆ΓN ≡ Γ[K
+ → π0π0π+]− Γ[K− → π0π0π−]
Γ[K+ → π0π0π+] + Γ[K− → π0π0π−] . (2.44)
Recently, two experiments, namely, NA48 at CERN and KLOE at Frascati, have an-
nounced the possibility of measuring the asymmetry ∆gC and ∆gN with a sensitivity of the
order of 10−4, i.e., two orders of magnitude better than at present [119], see for instance
[120] and [121]. It is therefore mandatory to have these predictions at NLO in CHPT. In
this thesis we include such predictions. The LO analytical expressions for the asymmetries
that appeared in [118, 8] are collected in Section 3.3 and the NLO results in [8] are reported
in Chapter 4.
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Chapter 3
The Effective Field Theory of the
Standard Model at Low Energies
At low energies there exist a systematic method to analyze the structure of the Standard
Model by performing a Taylor expansion in powers of external momenta and quark masses
over the chiral symmetry breaking scale (Λχ ∼ 1GeV ) [4, 5]. In particular, it allows one
to know the low energy behaviour of Green’s functions built from quark currents and/or
densities. This kind of expansions are carried out in an effective field theory where the
quark and gluon fields are replaced by a set of pseudoscalar fields which describe the degrees
of freedom of the relevant particles at low energies that are the Goldstone bosons π, K
and η. This formalism is based on two main ingredients: the chiral symmetry properties
of the Standard Model and the concept of Effective Field Theory as the quantum theory
described by the most general Lagrangian built with the operators involving the relevant
degrees of freedom at low energies and compatible with all the symmetries of the original
theory. The information on the heavier degrees of freedom is encoded in the couplings that
modulate the operators. The effective field theory which describes the strong interactions
between the lightest pseudoscalar mesons, namely, π, K, η and external vector (vµ), axial-
vector (aµ), scalar (s) and pseudoscalar (p) sources is called Chiral Perturbation Theory
(CHPT). For instance, CHPT can be used to describe processes with vector sources as in
π0 → γγ [122, 123] or with a scalar source as in η → π0h0 [124].
Some introductory lectures on CHPT can be found in [125] and recent reviews in
[53, 126]. In this chapter we limit ourselves to collect the Lagrangians and definitions
corresponding to the chiral effective realization of strong, electroweak and ∆S = 1, 2 weak
interactions that we need in other chapters.
3.1 Lowest Order Chiral Perturbation Theory
To lowest order in CHPT, i.e., order e0p2 and e2p0, strong and electroweak interactions
between π, K and η and vector, axial–vector, pseudoscalar and scalar external sources are
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described by
L(2) = F
2
0
4
tr (uµu
µ + χ+) + e
2C˜2tr
(
QUQU †
)
(3.1)
with
uµ ≡ iu†(DµU)u† = u†µ ,
χ+(−) = u
†χu† + (−)uχ†u (3.2)
χ = diag(mu, md, ms) a 3 × 3 matrix that explicitly break the chiral symmetry through
the light quark masses and U ≡ u2 = exp (i√2Φ/F0) is the exponential representation
incorporating the octet of light pseudo-scalar mesons in the SU(3) matrix Φ;
Φ ≡

π0√
2
+
η8√
6
π+ K+
π− − π0√
2
+
η8√
6
K0
K− K¯0 −2 η8√
6
 .
The matrix Q = diag(2/3,−1/3,−1/3) collects the electric charge of the three light quark
flavours and F0 is the pion decay coupling constant in the chiral limit. To this order
fπ = F0=87 MeV.
The covariant derivatives
DµU = ∂µU − irµU + iUlµ , DµU † = ∂µU † + iU †rµ − ilµU † (3.3)
and the strength tensors
F µνL = ∂
µℓν − ∂νℓµ − i[ℓµ, ℓν ] , F µνR = ∂µrν − ∂νrµ − i[rµ, rν ] , (3.4)
that appear at the next order in the chiral expansion, are the only structures involving the
gauge fields vµ and aµ that respect the local invariance. Through them we can introduce
external fields which will allow us to compute the effective realization of general Green’s
functions.
To O(p2) and O(e2p0) (the lowest order) the chiral Lagrangians describing |∆S| = 2
and |∆S| = 1 transitions are
L(2)|∆S|=2 = CˆF 40G∆S=2 tr (∆32uµ) tr (∆32uµ) + h.c. (3.5)
and
L(2)|∆S|=1 = CF 60 e2GE tr
(
∆32Q˜
)
(3.6)
+CF 40
[
G8tr (∆32uµu
µ) +G′8tr (∆32χ+) +G27t
ij,kltr (∆ijuµ) tr (∆klu
µ)
]
+ h.c. ;
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respectively. With ∆ij = uλiju
†, (λij)ab = δiaδjb, Q˜ = u
†Qu; and
C = −3
5
GF√
2
VudV
∗
us ≈ −1.065× 10−6GeV−2 . (3.7)
The non-zero components of the SU(3) × SU(3) tensor tij,kl are
t21,13 = t13,21 =
1
3
; t22,23 = t23,22 = −16 ;
t23,33 = t33,23 = −1
6
; t23,11 = t11,23 = 13 . (3.8)
The weak couplings G8 and G27 and the couplings c2 and c3 of [103, 104] are related as
follows
c2 = CF
4
0 G8;
c3 = −1
6
CF 40 G27 . (3.9)
The constant Cˆ in (3.5) is a known function of the W -boson, top and charm quark masses
and of Cabibbo-Kobayashi-Maskawa (CKM) matrix elements.
The Lagrangians in (3.5) and (3.6) have the same SU(3)L × SU(3)R transformation
properties as the corresponding short-distance hamiltonians in (2.11) and (2.30).
In the presence of CP-violation, the couplings G8, G27, and GE get an imaginary part.
In the Standard Model, Im G27 vanishes and Im G8 and Im GE are proportional to Im τ
with τ ≡ −λt/λu and λi ≡ VidV ∗is and where Vij are CKM matrix elements. See Section
3.4 for a discussion on the value of these couplings.
3.2 Next-to-Leading Order Chiral Lagrangians
At NLO in momenta it is necessary to consider two different contributions in the calculation
of any process
• one-loop amplitudes generated by the lowest order Lagrangian L(2) (which will be
the one in (3.1) , (3.5) or (3.6) depending on the process)
• tree level amplitudes obtained with the Lagrangians of order p4 and e2p2.
Another ingredient involved at this order is the Wess–Zumino–Witten (WZW) [122, 123]
functional to account for the QCD chiral anomaly. Using it we can compute all the con-
tributions generated by the chiral anomaly to electromagnetic and semileptonic decays
of pseudoscalar mesons. Chiral power counting insures that the coefficients of the WZW
functional, that are completely fixed by the anomaly, are not renormalized by next-order
contributions. An explicit expression and more comments about the anomaly functional
can be found in [125].
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CHPT tree amplitudes are finite and scale independent since the couplings in (3.1), (3.5)
and (3.6) are. However, one-loop graphs with vertices generated by these LO Lagrangians
and Goldstone bosons propagators in the internal lines are in general divergent. The
divergences they present come from the integration over the moment in the loop with
logarithms and threshold factors, as required by unitarity, and need to be renormalized.
By symmetry arguments, if we use a regularization that preserves the symmetries of the
Lagrangian (for example, dimensional regularization), these divergences have exactly the
same structure as the NLO local terms of order p4 and e2p2 and can be absorbed in a
renormalization of the counterterms constants occurring in these NLO Lagrangians. The
theory is renormalizable order by order in the chiral expansion.
The divergences appearing at one loop using the strong part of the Lagrangian in (3.1)
are order p4 and therefore they are renormalized by the low-energy couplings in the SU(3)
× SU(3) strong chiral Lagrangian of order p4 [5]
L(4) = L1tr (uµuµ)2 + L2tr (uµuν) tr (uµuν) + L3tr (uµuµuνuν) + L4tr (uµuµ) tr (χ+)
+ L5tr (u
µuµχ+) + L6tr (χ+) tr (χ+) + L7tr (χ−) tr (χ−) +
1
2
L8tr (χ+χ+ + χ−χ−)
− iL9tr
(
F µνR DµUDνU
† + F µνL D
†
µUDνU
)
+ L10tr
(
U †F µνR UFLµν
)
+ H1tr (FRµνF
µν
R + FLµνF
µν
L ) +H2tr
(
χ†χ
)
(3.10)
Since we will only use the O(p4) Lagrangian at tree level, the O(p2) equations of motion
obeyed by U have been used to reduce the number of independent terms [5].
The renormalized strong counterterms Lri (µ) one obtains once the divergences from
the one-loop contributions have been absorbed, are given in the dimensional regularization
scheme by
Li = L
r
i (µ) + Γi
µ2ǫ
32π2
{
1
ǫˆ
− 1
}
, Hi = H
r
i (µ) + Γ˜i
µ2ǫ
32π2
{
1
ǫˆ
− 1
}
. (3.11)
with ǫˆ ≡ 1
ǫ
+ γE − log (4π), D = 4+2ǫ and D the dimension in dimensional regularization.
They depend on the scale of dimensional regularization µ, but this dependence is canceled
by that of the loop amplitude in any measurable quantity.
The value of the constants Li are not fixed only by symmetry requirements. They
parametrize our ignorance about the details of the underlying QCD dynamics and must be
determined by experimental data. The values obtained for the renormalized constants Lri
defined in (3.11) at the scale µ = Mρ ≃ 0.77GeV , together with the processes used to fix
them and the scale factors Γi that relate the bare and the renormalized constants [5], are
reported in Table 3.1. The scale factor Γ˜i for the counterterms H
r
i are also listed in the
same table. We don’t give any value for the Hri since they are not physical quantities that
depend on the renormalization scheme used to define them. At any other renormalization
scale, the couplings can be obtained through the running implied in (3.11)
Lri (µ2) = L
r
i (µ1) +
Γi
16π2
log
(
µ1
µ2
)
. (3.12)
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i Γi L
r
i (Mρ)× 103 Reference
1 3/32 0.46[0.53± 0.25] O(p4)[O(p6)] [127]
2 3/16 1.49[0.71± 0.27] O(p4)[O(p6)] [127]
3 0 −3.18[−2.72± 1.12] O(p4)[O(p6)] [127]
4 1/8 −0.3± 0.5 Zweig rule
5 3/8 1.46[0.91± 0.15] O(p4)[O(p6)] [127]
6 11/144 −0.2± 0.3 Zweig rule
7 0 −0.49[−0.32± 0.15] O(p4)[O(p6)] [127]
8 5/48 1.00[0.62± 0.20] O(p4)[O(p6)] [127]
9 1/4 5.93± 0.43 [128]
10 -1/4 −4.4± 0.7 [128, 129]
Hi Γ˜i Source
H1 -1/8 - Scheme dependent
H2 5/24 2L8 +H2 = (2.9± 1.0)× 10−3 Scheme dependent
〈u¯u+ d¯d〉, Sum Rules [130]
Table 3.1: Values of the renormalized couplings Lri (Mρ) and values of Γi and Γ˜i.
Analogously to the strong case, the divergences that appear in the one-loop diagrams
using the LO Lagrangian in (3.6) can be reabsorbed in the couplings counterterms of the
NLO order, i.e., O(p4) and O(e2p2) SU(3) × SU(3) chiral Lagrangian describing |∆S| = 1
transitions. The part of this Lagrangian that is relevant for K → 3π decays is
L(4)|∆S|=1 = CF 20Re G8
{
N1O81 +N2O82 +N3O83 +N4O84 +N5O85 +N6O86 +N7O87
+ N8O88 +N9O89 +N10O810 +N11O811 +N12O812 +N13O813 + . . .
}
+ h.c.(3.13)
for the octet part [104, 131, 132],
L(4)|∆S|=1 = CF 20G27
{
D1O271 +D2O272 +D4O274 +D5O275 +D6O276 +D7O277
+ D26O2726 +D27O2727 +D28O2728 +D29O2729D30O2730 +D31O2731 + . . .
}
+ h.c.
(3.14)
for the 27-plet part [104, 131] and
L(4)|∆S|=1 = Ce2F 40Re G8
{
Z1OEW1 + Z2OEW2 + Z3OEW3 + Z4OEW4 + Z5OEW5 Z6OEW6
+ Z7OEW7 + Z8OEW8 + Z9OEW9 + Z10OEW10
+ Z11OEW11 + Z12OEW12 + Z13OEW13 + Z14OEW14 + . . .
}
+ h.c. (3.15)
for the electroweak part with the dominant octet structure [98].
The dots in (3.13), (3.14) and (3.15) stand for operators that, although in principle also
appear in the Lagrangians at this order, are not written here since they don’t contribute to
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Ni ni n
′
i Di di Zi zi z
′
i z
′′
i
1 2 0 1 -1/6 1 -17/12 -3 3/2
2 -1/2 0 2 0 2 1 16/3 1
3 0 0 4 3 3 3/4 7 0
4 1 0 5 1 4 -3/4 -7 0
5 3/2 3/4 6 -3/2 5 -2 0 0
6 -1/4 0 7 1 6 7/2 5 3/2
7 -9/8 1/2 26 -1 7 3/2 5 0
8 -1/2 0 27 -1/2 8 -1/2 0 0
9 3/4 -3/4 28 -5/3 9 -11/6 4/3 2
10 2/3 5/12 29 19/3 10 -3/2 -1 0
11 -13/18 11/18 30 10/3 11 -3/2 -2 0
12 -5/12 5/12 31 0 12 3/2 0 0
13 0 0 13 -35/12 -3 1
14 3 15 0
Table 3.2: Coefficients of the subtraction of the infinite parts defined in equation (3.16).
the processes in which we are interested in this Thesis. However, they must be considered
where studying different problems as, in example, kaon radiative decays.
The renormalized weak counterterms with which we must replace those in (3.13), (3.14)
and (3.15) for having finite amplitudes are given in the dimensional regularization scheme
by
Ni = N
r
i (µ) +
µ2ǫ
32π2
{
1
ǫˆ
− 1
}[
ni +
G′8
G8
n′i
]
,
Di = D
r
i (µ) +
µ2ǫ
32π2
{
1
ǫˆ
− 1
}
di ,
Zi = Z
r
i (µ) +
µ2ǫ
32π2
{
1
ǫˆ
− 1
}[
zi +
C˜2
F 40
z′i +
GE
Re G8
z′′i
]
.
(3.16)
The infinites needed in the octet and 27-plet weak sector were calculated first in [104] and
confirmed in [131]. Those relatives to the electroweak Lagrangian were obtained in [98].
The values of these coefficients are collected in Table 3.2.
The weak NLO counterterms as much less known than the strong NLO counterterms
and there doesn’t exist a phenomenological determination of all of them. Only some
combinations can be fixed from experiment -see Section 4.1.1. The best that can be done is
to get the order of magnitude of the counterterms using several approaches. Among these
approaches are factorization plus meson dominance [36, 37]. If one uses factorization,
one needs couplings of order p6 from the strong chiral Lagrangian for some of the K˜i
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counterterms, see also [21]. Not very much is known about these O(p6) couplings though.
One can use Meson Dominance to saturate them but it is not clear that this procedure
will be in general a good estimate. See for instance [133] for some detailed analysis of
some order p6 strong counterterms obtained at large Nc using also short-distance QCD
constraints and comparison with meson exchange saturation. See also [134] for a very
recent estimate of some relevant order p6 counterterms in the strong sector using Meson
Dominance and factorization.
Another more ambitious procedure to predict the necessary NLO weak counterterms
is to combine short-distance QCD, large Nc constraints plus other chiral constraints and
some phenomenological inputs to construct the relevant ∆S = 1 Green’s functions, see
[11, 133, 135]. This last program has not yet been used systematically to get all the
∆S = 1 counterterms at NLO.
Finally, we list the operators that appear in (3.13), (3.14) and (3.15). The octet oper-
ators are
O81 = tr (∆32uµuµuνuν) , O82 = tr (∆32uµuνuνuµ) ,
O83 = tr (∆32uµuν) tr (uµuν) , O84 = tr (∆32uµ) tr (uνuµuν) ,
O85 = tr (∆32 (χ+uµuµ + uµuµχ+)) , O86 = tr (∆32uµ) tr (uµχ+) ,
O87 = tr (∆32χ+) tr (uµuµ) , O88 = tr (∆32uµuµ) tr (χ+) ,
O89 = tr (∆32 (χ−uµuµ − uµuµχ−)) , O810 = tr (∆32χ+χ+) ,
O811 = tr (∆32χ+) tr (χ+) , O812 = tr (∆32χ−χ−) ,
O813 = tr (∆32χ−) tr (χ−) . (3.17)
The 27-plet operators are
O271 = tij,kltr (∆ijχ+) tr (∆klχ+) ,
O272 = tij,kltr (∆ijχ−) tr (∆klχ−) ,
O274 = tij,kltr (∆ijuµ) tr (∆kl (uµχ+ + χ+uµ)) ,
O275 = tij,kltr (∆ijuµ) tr (∆kl (uµχ− − χ−uµ)) ,
O276 = tij,kltr (∆ijχ+) tr (∆kluµuµ) ,
O277 = tij,kltr (∆ijuµ) tr (∆kluµ) tr (χ+) ,
O2726 = tij,kltr (∆ijuµuµ) tr (∆kluνuν) ,
O2727 = tij,kltr (∆ij (uµuν + uνuµ)) tr (∆kl (uµuν + uνuµ)) ,
O2728 = tij,kltr (∆ij (uµuν − uνuµ)) tr (∆kl (uµuν − uνuµ)) ,
O2729 = tij,kltr (∆ijuµ) tr (∆kluνuµuν) ,
O2730 = tij,kltr (∆ijuµ) tr (∆kl (uµuνuν + uνuνuµ)) ,
O2729 = tij,kltr (∆ijuµ) tr (∆kluµ) tr (uνuν) . (3.18)
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The dominant octet electroweak operators are
OEW1 = tr
(
∆32
{
u†Qu, χ+
})
, OEW2 = tr
(
∆32u
†Qu
)
tr (χ+) ,
OEW3 = tr
(
∆32u
†Qu
)
tr
(
χ+u
†Qu
)
, OEW4 = tr (∆32χ+) tr
(
QU †QU
)
,
OEW5 = tr (∆32uµuµ) , OEW6 = tr
(
∆32
{
u†Qu, uµuµ
})
,
OEW7 = tr (∆32uµuµ) tr
(
QU †QU
)
, OEW8 = tr (∆32uµ) tr
(
Qu†uµu
)
,
OEW9 = tr (∆32uµ) tr
(
Quuµu
†
)
, OEW10 = tr (∆32uµ) tr
({
uQu†, u†Qu
}
uµ
)
,
OEW11 = tr
(
∆32
{
u†Qu, uµ
})
tr
(
uQu†uµ
)
, OEW12 = tr
(
∆32
{
u†Qu, uµ
})
tr
(
u†Quuµ
)
,
OEW13 = tr
(
∆32u
†Qu
)
tr (uµuµ) , OEW14 = tr
(
∆32u
†Qu
)
tr
(
u†Quuµu
µ
)
.
(3.19)
3.3 Leading Order Chiral Perturbation Theory Pre-
dictions
The chiral Lagrangian in (3.5) that describes |∆S| = 2 transitions at order p2 can be used
to make a prediction for the parameter BˆK defined in (2.15) in the chiral limit,
BˆχK =
3
4
G∆S=2 , (3.20)
where G∆S=2 is the coupling appearing in (3.5).
The amplitudes K → 2π are fixed at LO in CHPT using the Lagrangian (3.6). One
gets
a0 ≡ C
[
G8 +
1
9
G27
] √
6F0 (m
2
K −m2π) ,
a2 = C G27
10
√
3
9
F0 (m
2
K −m2π) , (3.21)
and
δ0 = δ2 = 0 , (3.22)
with the constant C defined in (3.7). We have disregarded some tiny electroweak corrections
proportional to e2GE . The ratios needed to calculate the direct CP-violation parameter
|ε′K | ≃ Re a2/(
√
2Re a0) [Im a2/Re a2 − Im a0/Re a0] -see equation (2.22)- are then(
Re a0
Re a2
)LO
≃
√
2
9Re G8 +G27
10G27
, (3.23)
(
Im a0
Re a0
)LO
≃ Im G8
Re G8 + G27/9
, (3.24)
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and (
Im a2
Re a2
)LO
≃ −3
5
F 20
m2K −m2π
Im (e2GE)
G27
. (3.25)
By using as inputs parameters in these expressions the values of the couplings discussed
in Section 3.4 and the results in (3.37) and (3.41), the numerical values of these ratios
normalized in such a way that we can use them directly to make a prediction for ε′K/εK is
− 1|εK |
√
2
(
Re a2
Re a0
Im a0
Re a0
)LO
= −(10.8± 5.4) Im τ ,
1
|εK |
√
2
(
Re a2
Re a0
Im a2
Re a2
)LO
= (2.7± 0.8) Im τ
(3.26)
where Im τ is the combination of CKM matrix elements given in (3.36).
We can also made predictions for the K → 3π amplitudes. The numerators of the
asymmetries in (2.43) and (2.44) are proportional to strong phases times the real part of
the squared amplitudes. At LO in CHPT, i.e., using the Lagrangian in (3.6), the strong
phases start at one-loop and are order p4/p2 while the real parts are order (p2)2. The
denominators are proportional to the real part of the amplitudes which are order (p2)2, so
the asymmetries for the slope g and decay rates Γ are order p2 in CHPT.
At this order, the CP violating asymmetries ∆gC(N) defined in (2.43) can be written as
∆gLOC(N) ≃
m2K
F 20
BC(N) Im G8 +DC(N) Im (e
2GE) , (3.27)
where the functions BC(N) and DC(N) only depend on Re G8, G27, mK and mπ. These
functions were found in [118] to be
BC = −15
64
1
π
G27
√
m2K − 9m2π
m2K + 3m
2
π
× 14m
2
Km
2
π − 18m4π + 5m4K
m2K(m
2
K −m2π)(3Re G8 + 2G27)(13G27 − 3Re G8)
,
DC =
3
64
1
π
√
m2K − 9m2π
m2K + 3m
2
π
1
m2K(m
2
K −m2π)(3Re G8 + 2G27)(13G27 − 3Re G8)
× [3Re G8(16m2Km2π − 18m4π + 3m4K)−G27(178m2Km2π − 234m4π + 69m4K)] ,
(3.28)
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and, in the neutral case,
BN = −15
32
1
π
G27
√
m2K − 9m2π
m2K + 3m
2
π
7m2π + 4m
2
K
E
,
DN =
9
32
1
π
Re G8
√
m2K − 9m2π
m2K + 3m
2
π
m2π(18m
2
π − 7m2K)
m2KE
+
3
32
1
π
G27
√
m2K − 9m2π
m2K + 3m
2
π
36m4π − 119m2πm2K − 60m4K
m2KE
, (3.29)
with
E ≡ (3Re G8 + 2G27)
(
(19m2K − 4m2π)G27 + 6(m2K −m2π)Re G8
)
. (3.30)
In order to have simple expressions for ∆gC(N) we used the next relations
• F 20 Re (e2GE) << m2πRe G8
• Im G8 << Re G8
• Im (e2GE) << Re G8
Corrections to the terms regarded with the application of these relations have been found
to be negligible [8].
In Chapter 4 we present numerical results for these asymmetries and the decay rate
asymmetries at LO as well as at NLO. For the numerics given there we don’t use any
simplification as those applied in the analytical results.
3.4 Couplings of the Leading Order Lagrangian
The couplings G∆S=2, G8, G27 and GE that modulate the action of the different operators
in the chiral Lagrangians (3.5) and (3.6) are not fixed only by symmetry requirements.
They are, in general, complex unknown functions and must be obtained by the calculation
of hadronic matrix elements -following the different methods pointed out in Chapter 5- or
fits to experimental data. Once the CHPT couplings have been extracted, one can make
the predictions of the physical quantities at lowest order. One can also go further and
obtain information on the NLO CHPT weak countertems -written in Section 3.2- needed
for instance in the isospin breaking corrections or in the rest of the NLO corrections. We
discuss here the value of the most recent determinations of these couplings.
In [64], a fit to all available K → ππ amplitudes at NLO in CHPT [77] and K → 3π
amplitudes and slopes in the K → 3π amplitudes at NLO in CHPT was done. The result
found there for the ratio of the isospin definite [0 and 2] K → ππ amplitudes defined in
(2.20) to all orders in CHPT was
A0[K → ππ]
A2[K → ππ] = 21.8 ; (3.31)
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giving the infamous ∆I = 1/2 rule for Kaons and[
A0[K → ππ]
A2[K → ππ]
](2)
= 17.8 , (3.32)
to lowest CHPT order p2. I.e., Final State Interactions and the rest of higher order correc-
tions are responsible for 22 % of the ∆I = 1/2 rule. Yet most of this enhancement appears
at lowest CHPT order! The last result is equivalent to
Re G8 = (7.0± 0.6)
(
87MeV
F0
)4
andG27 = (0.50± 0.06)
(
87MeV
F0
)4
. (3.33)
No information can be obtained for Re (e2GE) due to its tiny contribution to CP-conserving
amplitudes. In this normalization, G∆S=2 = G8 = G27 = 1 and GE = 0 at large Nc.
CP-conserving observables are fixed by physical meson masses, the pion decay coupling
F0 and the real part of the counterterms. To predict CP-violating asymmetries one also
need the values of the imaginary part of these couplings. Let us see what we know about
them. At large Nc, all the contributions to Im G8 and Im (e
2GE) are factorizable and the
scheme dependence is not under control. The unfactorizable topologies are not included
at this order and they bring in unrelated dynamics, so that we cannot give an uncertainty
to the large Nc result. We get
Im G8
∣∣∣
Nc
= 1.9 Im τ ,
Im (e2GE)
∣∣∣
Nc
= −2.9 Im τ , (3.34)
using L5(Mρ) = (1.4± 0.3)× 10−3 and, from [130],
〈0|qq|0〉MS(2GeV) = −(0.018± 0.004)GeV3 (3.35)
which agrees with the most recent sum rule determinations of this condensate and of light
quark masses –see [25, 136] for instance– and the lattice light quark masses world average
[28]. The Wilson coefficients necessary to get the results in (3.34), i.e., C4, C6, C7 and C8
are known to two loops [65, 66] as said in Chapter 2. Finally, in the Standard Model
Im τ ≡ −Im
(
VtdV
∗
ts
VudV ∗us
)
≃ −(6.05± 0.50)× 10−4 . (3.36)
There has been recently advances on going beyond the leading order in 1/Nc in both
couplings, Im G8 and Im (e
2GE).
In [85, 81, 9], there are recent model independent calculations of Im (e2GE). The results
there are valid to all orders in 1/Nc and NLO in αS. They are obtained using the hadronic
tau data collected by ALEPH [31] and OPAL [137] at LEP. The agreement is quite good
between them and their results can be summarized in
Im (e2GE) = −(4.0± 0.9)
(
87MeV
F0
)6
Im τ , (3.37)
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where the central value is an average and the error is the smallest one. In Chapter 6 we
describe in more detail the calculation of this coupling performed in [9] and the compati-
bility with other determinations. In [82] it was used a Minimal Hadronic Approximation
to large Nc to calculate Im (e
2GE), they got
Im (e2GE) = −(6.7± 2.0)
(
87MeV
F0
)6
Im τ , (3.38)
which is also in agreement though somewhat larger. There are also lattice results for
Im (e2GE) using domain-wall fermions [86, 87, 138] and using Wilson fermions [139]. All
of them made the chiral limit extrapolations, their results are in agreement between them-
selves (see comparison in the tables the results of Section 6.7) and their average gives
Im (e2GE) = −(3.2± 0.3)
(
87MeV
F0
)6
Im τ . (3.39)
There are also results on Im G8 at NLO in 1/Nc. In [72], the authors made a calculation
using a hadronic model which reproduced the ∆I = 1/2 rule for Kaons within 40% through
a very large Q2 penguin-like contribution -see [74] for details. The results obtained were
Re G8 = (6.0± 1.7)
(
87MeV
F0
)4
, and G27 = (0.35± 0.15)
(
87MeV
F0
)4
, (3.40)
in very good agreement with the experimental results in (4.3). The result found there was
Im G8 = (4.4± 2.2)
(
87MeV
F0
)6
Im τ . (3.41)
at NLO in 1/Nc. The uncertainty is dominated by the quark condensate error. The
hadronic model used there had however some drawbacks [135] which will be eliminated
and the work eventually updated following the lines in [11].
In [72] there was also a determination of Re (e2GE) though very uncertain.
Very recently, using a Minimal Hadronic Approximation to large Nc, the authors of
[90] found qualitatively similar results to those in [72]. I.e. enhancement toward the
explanation of the ∆I = 1/2 rule through Q2 penguin-like diagrams and a matrix element
of the gluonic penguin Q6 around three times the factorizable contribution. Indications of
large values of Im G8 were also found in [94].
Chapter 4
Charged Kaons K → 3π CP Violating
Asymmetries at NLO in CHPT
We report in this chapter the work in [8], in which the first full next-to-leading order
analytical results in Chiral Perturbation Theory for the charged K → 3π slope g and
decay rates CP-violating asymmetries defined in (2.43) and (2.44) respectively were found.
We included the dominant Final State Interactions at NLO analytically and discussed the
importance of the unknown countertems. The large sensitivity of these asymmetries to the
unknown counterterms can be used to get valuable information on those parameters and
on the Im G8 coupling –very important for the CP-violating parameter ε
′
K (see (2.35))–
from their eventual measurement.
We calculate the amplitudes
K2(k) → π0(p1)π0(p2)π0(p3) , [A2000] ,
K2(k) → π+(p1)π−(p2)π0(p3) , [A2+−0] ,
K1(k) → π+(p1)π−(p2)π0(p3) , [A1+−0] ,
K+(k) → π0(p1)π0(p2)π+(p3) , [A00+] ,
K+(k) → π+(p1)π+(p2)π−(p3) , [A++−] , (4.1)
as well as their CP-conjugated decays at NLO in the chiral expansion (i.e. order p4 in
this case) and in the isospin symmetry limit mu = md. We have also calculated the
contribution of the O(e2p2) electroweak octet counterterms. In (4.1) we have indicated the
four momentum carried by each particle and the symbol we will use for the amplitude.
The states K1 and K2 are defined as
K1(2) =
K0 − (+)K0√
2
. (4.2)
The chiral Lagrangians defined in Chapter 3 are the tools utilized to get these ampli-
tudes. Our results for the octet and 27-plet terms fully agree with the results found in [64]
so that we don’t write them again, we only give in Appendix B.1 the relations between
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the functions defined there and those we used to describe the charged kaon decays. The
electroweak (EW) contributions to K → 3π decays of order e2p0 and e2p2 can be found in
Appendix B.1 of reference [8].
Definitions of the asymmetries are in Section 2.5 of Chapter 2. In Section 4.1 we collect
the inputs we use for the weak counterterms in the leading and next-to-leading order weak
chiral Lagrangians. In Section 4.2 we give the CHPT predictions at leading- and next-
to-leading order for the decay rates and the slopes g, h and k. We discuss the results for
the CP-violating asymmetries at leading order first in Section 4.3 and we discuss them at
NLO in Section 4.4. Finally, we make comparison with earlier work in Section 4.5. In
Appendix B.1 we give the notation we use for the K → 3π amplitudes and new results at
order e2p2. In Appendix B.2 we give the analytic formulas needed for the slope g and the
asymmetries ∆g at LO and NLO and in Appendix B.3 the relevant quantities to calculate
the decay rates Γ and the CP-violating asymmetries in the decay rates ∆Γ also at LO and
NLO. In Appendix B.4 we give the analytical results for the dominant –two-bubble– FSI
contribution to the decays of charged Kaons and to the CP-violating asymmetries at NLO
order, i.e. order p6.
4.1 Numerical Inputs for the Weak Counterterms
Here we collect the values of the weak counterterms we use in this chapter. For a discussion
on the values of these parameters see Section 3.4 in Chapter 3.
At LO we need the next values
Re G8 = (6.8± 0.6) andG27 = (0.48± 0.06) , (4.3)
for the real part and
Im G8 = (4.4± 2.2) Im τ , (4.4)
Im (e2GE) = −(4.0± 0.9) Im τ , (4.5)
for the imaginary part of the couplings. For the results in the large NC limit we use
Im G8
∣∣∣
Nc
= 1.9 Im τ ,
Im (e2GE)
∣∣∣
Nc
= −2.9 Im τ . (4.6)
In [72] there was a determination of Re (e2GE) though very uncertain. However, since
the contribution of Re (e2GE) is very small in all the quantities we calculate in this chapter,
we take the value from [72] with 100% uncertainty and add its contribution to the error of
those quantities.
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K˜1 Re (G8)(N
r
5 − 2N r7 + 2N r8 +N r9 ) +G27
(−1
2
Dr6
)
K˜2 Re (G8)(N
r
1 +N
r
2 ) +G27
(
1
3
Dr26 − 43Dr28
)
K˜3 Re (G8)(N
r
3 ) +G27
(
2
3
Dr27 +
2
3
Dr28
)
K˜4 G27 (D
r
4 −Dr5 + 4Dr7)
K˜5 G27 (D
r
30 +D
r
31 + 2D
r
28)
K˜6 G27 (8D
r
28 −Dr29 +Dr30)
K˜7 G27 (−4Dr28 +Dr29)
K˜8 Re (G8)(2N
r
5 + 4N
r
7 +N
r
8 − 2N r10 − 4N r11 − 2N r12) +G27
(−2
3
Dr1 +
2
3
Dr6
)
K˜9 Re (G8)(N
r
5 +N
r
8 +N
r
9 ) +G27
(−1
6
Dr6
)
K˜10 G27 (2D
r
2 − 2Dr4 −Dr7)
K˜11 G27D
r
7
Table 4.1: Relevant combinations of the octet N ri and 27-plet D
r
i weak counterterms for
K → 3π decays.
Re K˜i(Mρ) from [64] Im K˜i(Mρ) from (4.8)
K˜2(Mρ) 0.35± 0.02 [0.31± 0.11] Im τ
K˜3(Mρ) 0.03± 0.01 [0.023± 0.011] Im τ
K˜5(Mρ) −(0.02± 0.01) 0
K˜6(Mρ) −(0.08± 0.05) 0
K˜7(Mρ) 0.06± 0.02 0
Table 4.2: Numerical inputs used for the weak counterterms of order p4. The values of
Re K˜i and Im K˜i which do not appear are zero. For explanations, see the text.
4.1.1 Counterterms of the NLO Weak Chiral Lagrangian
To describe K → 3π at NLO, in addition to Re G8, G27, Re (e2GE), Im G8 and Im (e2GE),
we also need several other ingredients. Namely, for the real part we need the chiral logs
and the counterterms. The relevant counterterm combinations were called K˜i in [64]. The
chiral logs are fully analytically known [64] –we have confirmed them in the present work.
The real part of the counterterms, Re K˜i, can be obtained from the fit of the K → 3π
CP–conserving decays to data done in [64]. The relation of the K˜i counterterms and those
defined in Section 3.2 of Chapter 3, and the values used for them are in Table 4.1 and
Table 4.2 respectively.
For the imaginary parts at NLO, we need Im G′8 in addition to Im G8 and Im (e
2GE).
To the best of our knowledge, there is just one calculation at NLO in 1/Nc at present [72].
The results found there, using the same hadronic model discussed above, are
Re G′8 = 0.9± 0.1 and Im G′8 = (1.0± 0.4) Im τ . (4.7)
46 Chapter 4: Charged Kaons K → 3π CP Violating Asymmetries at NLO in CHPT
The imaginary part of the order p4 counterterms, Im K˜i, is much more problematic. They
cannot be obtained from data and there is no available NLO in 1/Nc calculation for them.
One can use several approaches to get the order of magnitude and/or the signs of Im K˜i,
such as factorization plus meson dominance or the construction of the relevant ∆S = 1
Green’s functions using a determined model; as explained in Section 3.2 of Chapter 3.
We will follow here more naive approaches that will be enough for our purpose of
estimating the effect of the unknown counterterms. We can assume that the ratio of the
real to the imaginary parts is dominated by the same strong dynamics at LO and NLO in
CHPT, therefore
Im K˜i
Re K˜i
≃ Im G8
Re G8
≃ Im G
′
8
Re G′8
≃ (0.9± 0.3) Im τ , (4.8)
if we use (4.4) and (4.7). The results obtained under these assumptions for the imaginary
part of the K˜i counterterms are written in Table 4.2. In particular, we set to zero those
Im K˜i whose corresponding Re K˜i are set also to zero in the fit to CP-conserving amplitudes
done in [64]. Of course, the relation above can only be applied to those K˜i couplings with
non-vanishing imaginary part. Octet dominance to order p4 is a further assumption implicit
in (4.8). The second equality in (4.8) is well satisfied by the model calculation in (4.7).
The values of Im K˜i obtained using (4.8) will allow us to check the counterterm depen-
dence of the CP-violating asymmetries. They will also provide us a good estimate of the
counterterm contribution to the CP-violating asymmetries that we are studying.
We can get a second piece of information from the variation of the amplitudes when
Im K˜i are put to zero and the remaining scale dependence is varied between Mρ and 1.5
GeV. We use in this case the known scale dependence of Re K˜i together with their absolute
value at the scale ν = Mρ from [64].
4.2 CP-Conserving Observables
Here we give the results for the CP-conserving slopes gC, hC , and kC and the decay rate
ΓC of K
+ → π+π+π− and slopes gN , hN , and kN and decay rate ΓN of K+ → π+π0π0
within CHPT at LO and NLO. These results are not new –see [64] and references therein–
but we want to give them again, first as a check of our analytical results and second, to
recall the kind of corrections that one expects in the CP-conserving quantities from LO to
NLO for the different observables.
We will use the values of Re G8 and G27 in (4.3), and disregard the EW corrections
since we are in the isospin limit and they are much smaller than the octet and 27-plet
contributions. For the real part of the NLO counterterms, we will use the results from a
fit to data in [64]. So, really these are just checks.
The values of the NLO counterterms given in [64] were fitted without including CP-
violating contributions in the amplitudes, i.e., taking the coupling G8 and the counterterms
themselves as real quantities. The inclusion of an imaginary part for these couplings does
not affect significantly the CP conserving observables.
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To be consistent with the fitted values of the counterterms of the O(p4) Lagrangian we
do not consider any O(p6) contribution to the amplitudes in this section. Indeed, these
counterterms, fixed with the use of experimental data and order p4 formulas, do contain
the effects of higher order contributions. We also use the same conventions used in [64] for
the pion masses, i.e., we use the average final state pion mass which for K+ → π+π+π− is
mπ = 139 MeV and for K
+ → π0π0π+ is mπ = 137 MeV. In the following subsections we
provide analytic formulas at LO and in Tables 4.3 and 4.4 we give the numerical results.
4.2.1 Slope g
The slope g is defined in equation (2.41). We give here the results for
gC ≡ 1
2
{
g[K+ → π+π+π−] + g[K− → π−π−π+]
}
and gN ≡ 1
2
{
g[K+ → π0π0π+] + g[K− → π0π0π−]
}
. (4.9)
Without including the tiny CP-violating effects g[K+]LO = g[K
−]LO,
gLOC = −3m2π
3Re G8 − 13G27
m2K (3Re G8 + 2G27) + 9F
2
0Re (e
2GE)
,
gLON = 3
m2π
(m2K −m2π)
(19m2K − 4m2π)G27 + 6(m2K −m2π)Re G8 + 9F 20Re (e2GE)
m2K (3Re G8 + 2G27) + 9F
2
0Re (e
2GE)
.
(4.10)
The value for Re (e2GE) is not very well known. However its contribution turns out to
be negligible and for numerical purposes we take the result for Re (e2GE) from [72] with
100% uncertainty. We do not consider its contribution for the central values in Table 4.3
and we add its effect to the quoted error. In addition, the quoted uncertainty for gLOC and
gLON contains the uncertainties from Re G8 and G27 in (4.3).
The analytical NLO formulas are in (B.11). It is interesting to observe the impact of
the counterterms so that we calculate also the slopes at NLO with K˜i = 0, see Table 4.3.
The contribution of the counterterms at µ = Mρ is relatively small for gC and gN , see
Table 4.3.
4.2.2 Slopes h and k
We can also predict the slopes hC(N) and kC(N) defined in (2.41). At LO, the slope kC
for K+ → π+π+π− and the slope kN for K+ → π0π0π+ are identically zero and the
corresponding slopes hC(N) are equal to g
2
C(N)/4. The NLO results are written in Table 4.4
together with the slopes obtained when the counterterms K˜i are switched off at µ = Mρ.
We can see that the slopes hC(N) and kC(N) are dominated by the counterterm contribution
contrary to what happened with gC(N) which get the main contributions at LO.
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gC ΓC (10
−18 GeV) gN ΓN (10
−18 GeV)
LO −0.16± 0.02 1.2± 0.2 0.55± 0.04 0.37± 0.07
NLO,K˜i(Mρ)
from Table 4.2 −0.22± 0.02 3.1± 0.6 0.61± 0.05 0.95± 0.20
NLO,
K˜i(Mρ) = 0 −0.28± 0.03 1.3± 0.4 0.80± 0.05 0.41± 0.12
PDG02 −0.2154± 0.0035 2.97± 0.02 0.652± 0.031 0.92± 0.02
ISTRA+ – – 0.627± 0.011 –
KLOE – – 0.585± 0.016 0.95± 0.01
Table 4.3: CP conserving predictions for the slope g and the decay rates. The theoretical
errors come from the variation in the inputs parameters discussed in Section 4.1. In the
last three lines, we give the experimental 2002 world average from PDG [22], and the
recent results from ISTRA+ [119] and the preliminary ones from KLOE [121] which are
not included in [22].
hC kC hN kN
LO 0.006± 0.001 0 0.075± 0.003 0
NLO,K˜i(Mρ)
from Table 4.2 0.012± 0.005 −0.0054± 0.0015 0.069± 0.018 0.004± 0.002
NLO,
K˜i(Mρ) = 0 0.04± 0.01 0.0004± 0.0025 0.15± 0.05 0.008± 0.002
PDG02 0.012± 0.008 −0.0101± 0.0034 0.057± 0.018 0.0197± 0.0054
ISTRA+ – – 0.046± 0.013 0.001± 0.002
KLOE – – 0.030± 0.016 0.0064± 0.0032
Table 4.4: CP conserving predictions for the slopes h and k. The theoretical errors come
from the variation in the inputs parameters discussed in Section 4.1. In the last three lines,
we give the experimental 2002 world average from PDG [22], and the recent results from
ISTRA+ [119] and the preliminary ones from KLOE [121] which are not included in [22].
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4.2.3 Decay Rates
The decay rates K → 3π with two identical pions can be written as
Γijl ≡ 1
512π3m3K
∫ s3max
s3min
ds3
∫ s1max
s1min
ds1 |A(K → πiπjπl)|2, (4.11)
with
s1max = (E
∗
j + E
∗
l )
2 −
(√
E∗2j −m2j −
√
E∗2l −m2l
)2
,
s1min = (E
∗
j + E
∗
l )
2 −
(√
E∗2j −m2j +
√
E∗2l −m2l
)2
,
s3max = (mK −ml)2 and s3min = (mi +mj)2 . (4.12)
The energies E∗j = (s3 −m2i +m2j )/(2
√
s3) and E
∗
l = (m
2
K − s3 −m2l )/(2
√
s3) are those of
the pions πj and πl in the s3 rest frame. It is useful to define
|AC |2 = 1
2
{
|A (K+ → π+π+π−) |2 + |A (K− → π−π−π+) |2} ,
|AN |2 = 1
2
{
|A (K+ → π0π0π+) |2 + |A (K− → π0π0π−) |2} . (4.13)
At LO and again disregarding the tiny CP-violating effects we get
|ALOC |2 ≡ |ALO++−|2 = |ALO−−+|2 =
|C|2 ×
∣∣∣∣Re G8 (s3 −m2K −m2π) + G273 (13m2π + 3m2K − 13s3) + Re (e2GE) (−2F 20 )
∣∣∣∣2 ,
|ALON |2 ≡ |ALO00+|2 = |ALO00−|2 = |C|2 ×
∣∣∣Re G8 (m2π − s3)
+
G27
6(m2K −m2π)
(
5m4K + 19m
2
πm
2
K − 4m4π + s3(4m2π − 19m2K)
)
+Re
(
e2GE
) F 20
2(m2K −m2π)
(
5m2π −m2K − 3s3
) ∣∣∣2 .
(4.14)
where the constant C is given in (3.7). The amplitudes |AC(N)|2 needed for the NLO
prediction are in (B.19) in Appendix B.3.
The results for ΓC and ΓN at LO and NLO are in Table 4.3. The contribution of
Re (e2GE) is very small (around 1%) and we include it in the final uncertainty as in
Section 4.2.1 together with the rest of input uncertainties. We have also included in Table
4.3 the results with the counterterms K˜i = 0 at µ = Mρ. We can conclude from them that
the decay widths are strongly dependent on the NLO counterterms contribution.
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∆gLOC (10
−5) ∆ΓLOC (10
−6) ∆gLON (10
−5) ∆ΓLON (10
−6)
(4.6) −1.5 −0.2 0.5 0.8
(4.4) and (4.5) −3.4± 2.1 −0.6± 0.4 1.2± 0.8 2.0± 1.3
Table 4.5: CP-violating predictions at LO in the chiral expansion. The details of the
calculation are in Section 4.3. The inputs used for Im G8 and Im (e
2GE) are in the first
column. The difference between ∆gLOC here and the one reported in [118] comes from
updating the values of Re G8 and G27 from [64]. The error in the first line is not reported
for the reasons explained in Section 3.4.
4.3 CP-Violating Observables at Leading Order
In this Section we analyze analytically as well as numerically the LO results for the asym-
metries in the slope g and decay rates Γ that are defined in (2.43) and (2.44). As explained
in Section 3.3 they are order p2 in CHPT.
We have checked that the effect of Re (e2GE) is very small also for the ∆g and ∆Γ
asymmetries. For the numerics, we have used Re (e2GE) = 0 and used the value in [72]
with 100% variation to estimate its contribution which we have added to the quoted final
uncertainty of the asymmetries. For the Re G8 and G27 we have used always the values
in (4.3). For Im G8 and Im (e
2GE), we have used two sets of inputs; namely, the large
Nc limit predictions in (4.6) and the values in (4.4) and (4.5). For the pion masses we
have used the same convention used in [64] and given here in Section 4.2. The results are
reported in Table 4.5.
4.3.1 CP-Violating Asymmetries in the Slope g
At LO, the CP-violating asymmetries in the slope ∆gC(N) can be written as [118]
∆gLOC(N) ≃
m2K
F 20
BC(N) Im G8 +DC(N) Im (e
2GE) , (4.15)
where the functions BC(N) and DC(N) only depend on Re G8, G27, mK and mπ and can be
found in (3.28) and (3.29) in Section 3.3. Numerically,
∆gLOC ≃
[
1.16 Im G8 − 0.12 Im (e2GE)
]× 10−2 ,
∆gLON ≃ −
[
0.52 Im G8 + 0.063 Im (e
2GE)
]× 10−2 . (4.16)
From (4.16) and the inputs discussed in Section 3.4 we conclude that the asymmetries
∆gC(N) are poorly sensitive to Im (e
2GE). This fact makes an accurate enough measure-
ment of these asymmetries very interesting to check if Im G8 can be as large as predicted
in [72, 90, 94]. It also makes these CP-violating asymmetries complementary to the direct
CP-violating parameter ε′K where there is a cancellation between the Im G8 and Im (e
2GE)
contributions.
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4.3.2 CP-Violating Asymmetries in the Decay Rates
The observables we study here were defined in (2.44). We can write them again as follows
∆ΓC(N) =
∫ s3max
s3min
ds3
∫ s1max
s1min
ds1∆|AC(N)|2∫ s3max
s3min
ds3
∫ s1max
s1min
ds1 |AC(N)|2
(4.17)
where the extremes of integration are in (4.12), the quantities |AC(N)|2 were defined in
(4.13) and ∆|AC(N)|2 are defined by
∆|AC |2 = 1
2
{
|A (K+ → π+π+π−) |2 − |A (K− → π−π−π+) |2} ,
∆|AN |2 = 1
2
{
|A (K+ → π0π0π+) |2 − |A (K− → π0π0π−) |2} . (4.18)
At LO we get,
∆|ALOC(N)|2 = 2
[
Im G8
{
G27
(
B
(2)
8 C
(4)
27 − B(2)27 C(4)8
)
+Re
(
e2GE
) (
B
(2)
8 C
(4)
E − B(2)E C(4)8
)}
+Im
(
e2GE
) {
Re G8
(
B
(2)
E C
(4)
8 − B(2)8 C(4)E
)
+G27
(
B
(2)
E C
(4)
27 − B(2)27 C(4)E
)} ]
, (4.19)
where we do not show explicitly the sj dependence of the functions B
(2)
i and C
(4)
i nor the
subscript C or N in B
(2)
i and B
(4)
i for the sake of simplicity. The analytical expressions for
the functions B
(2)
i and C
(4)
i are reported in Appendix B.3.
In (4.19), we have used consistently the LO result for the denominator of (4.17) though
its value is very different from the experimental number, see Table 4.3.
The numerics for the asymmetries in the decay rates are
∆ΓLOC ≃
[
0.24 Im G8 + 0.03 Im (e
2GE)
]× 10−3 ,
∆ΓLON ≃ −
[
0.88 Im G8 + 0.13 Im (e
2GE)
]× 10−3 . (4.20)
The results using the two sets of inputs discussed in Section 3.4 for Im G8 and Im (e
2GE)
are reported in Table 4.5. The asymmetries in the width are also poorly sensitive to
Im (e2GE) thus also their accurate measurement will provide important information on
Im G8.
In [108], it was noticed that the asymmetry ∆ΓC increases if a cut on the energy of the
pion with charge opposite that of the decaying Kaon is made. Afterward, the authors in
[109] claimed that if this cut is made at s3 = 1.1×4m2π, the asymmetry is enhanced by one
order of magnitude. We checked that the decay rate asymmetry ∆ΓC at LO changes from
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its value in Table 4.5 to ∆ΓC = −5.6 × 10−6, i.e. one order of magnitude enhancement
when we perform such a cut in the integration, in agreement with [109]. It remains to
see if this enhancement persists at NLO and how feasible is to perform this cut at the
experimental side. We will come back to this issue in the conclusions in Section 4.5. This
enhancement does not occur for ∆ΓN .
4.4 CP-Violating Observables at Next-to-Leading Or-
der
At NLO one needs the real parts at order p4, i.e. at one-loop, for which we have the exact
expression, see Appendix B.1. To make the full discussion about CP-violating asymmetries
at NLO in CHPT we also need the FSI at order p6 that would imply to calculate K → 3π
amplitudes at two-loops. However, one can use the optical theorem and the one-loop and
tree-level ππ scattering and K → 3π results to get the imaginary part of the dominant
two-bubble contributions. The results for these dominant two-bubble FSI are presented in
the next subsection.
4.4.1 Final State Interactions at NLO
Though the complete analytical FSI at NLO are unknown at present, one can do a very
good job using the known results at order p2 and order p4 for ππ scattering and forK → 3π
together with the optical theorem to get analytically the order p6 imaginary parts that
come from two-bubbles. These contributions are expected to be dominant to a very good
accuracy. We are disregarding three-body re-scattering since they cannot be written as a
bubble resummation. One can expect them to be rather small being suppressed by the
available phase space [117].
Making use of the Dalitz variables defined in (2.42) the amplitudes in (4.1) [without
isospin breaking terms] can be written as expansions in powers of x and y,
A++− = (−2α1 + α3) − (β1 − 1
2
β3 +
√
3γ3) y + O(y2, x) ,
A00+ =
1
2
(−2α1 + α3) − (−β1 + 1
2
β3 +
√
3γ3) y + O(y2, x) ,
A2+−0 = (α1 + α3)
R − (β1 + β3)R y + O(y2, x) ,
A1+−0 = (α1 + α3)
I − (β1 + β3)I y + O(y2, x) ,
A2000 = 3 (α1 + α3)
R + O(y2, x) ,
A1000 = 3 (α1 + α3)
I + O(y2, x) , (4.21)
where the parameters αi, βi and γi are functions of the pion and Kaon masses, F0, the lowest
order ∆S = 1 Lagrangian couplings G8, G
′
8, G27, GE and the counterterms appearing at
order p4, i.e., L′is, K˜
′
is. We do not add here EW corrections since we expect them to
be small and of the same size of isospin breaking effects in quark masses which we have
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not considered. The O(e2p0) and O(e2p2) contributions can be found in Appendix B.1 of
reference [8].
In (4.21), superindices R and I mean that either the real part of the counterterms or
their imaginary part appear, respectively. In the remainder, the superscript (+− 0) will
refer to the amplitude A(K0 → π+π−π0) = (A2+−0+A1+−0)/
√
2, that is proportional to the
full couplings and not only to the real or the imaginary part of such couplings.
If we do not consider FSI, the complex parameters αNRi , β
NR
i and γ
NR
i –with the su-
perscript NR meaning that re-scattering effects have not been included– can be written at
NLO in terms of the order p2 and p4 counterterms and the constants Bi,0(1) = B
(2)
i,0(1)+B
(4)
i,0(1)
and H
(4)
i,0(1) defined in (B.3), (B.4) and (B.9). They can be obtained from Appendix B.3 by
expanding the corresponding functions Bi, Ci and Hi as in (B.9). We get
αNR1 = −G8
1
2
B
(++−)
8,0 +
1
3
∑
i=27,E
Gi
(
B
(+−0)
i,0 − B(++−)i,0
)
+
1
3
∑
i=1,11
(
H
(4)(+−0)
i,0 −H(4)(++−)i,0
)
K˜i ,
αNR3 =
∑
i=27,E
Gi
1
3
(
B
(++−)
i,0 + 2B
(+−0)
i,0
)
+
1
3
∑
i=1,11
(
H
(4)(++−)
i,0 + 2H
(4)(+−0)
i,0
)
K˜i ,
βNR1 = −G8B(++−)8,1 −
1
3
∑
i=27,E
Gi
(
B
(+−0)
i,1 +B
(++−)
i,1 − B(00+)i,1
)
− 1
3
∑
i=1,11
(
H
(4)(+−0)
i,1 +H
(4)(++−)
i,1 −H(4)(00+)i,1
)
K˜i ,
βNR3 =
1
3
∑
i=27,E
Gi
(
B
(++−)
i,1 − B(00+)i,1 − 2B(+−0)i,1
)
+
1
3
∑
i=1,11
(
H
(4)(++−)
i,1 −H(4)(00+)i,1 − 2H(4)(+−0)i,1
)
K˜i ,
√
3γNR3 = −
1
2
∑
i=27,E
Gi
(
B
(++−)
i,1 +B
(00+)
i,1
)
− 1
2
∑
i=1,11
(
H
(4)(++−)
i,1 +H
(4)(00+)
i,1
)
K˜i .
(4.22)
At LO the expressions above give
αLO1 = iC
[
G8
m2K
3
+ G27
m2K
27
+ e2GE
2
3
F 20
]
,
αLO3 = iC
[
−G27 10m
2
K
27
− e2GE 2
3
F 20
]
,
βLO1 = iC
[
−G8m2π − G27
m2π
9
]
,
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βLO3 = iC
[
−G27 5m
2
π
18(m2K −m2π)
(
5m2K − 14m2π
)
+ e2GEF
2
0
3m2π
2(m2K −m2π)
]
,
√
3γLO3 = iC
[
G27
5m2π
4(m2K −m2π)
(
3m2K − 2m2π
)
+ e2GEF
2
0
3m2π
4(m2K −m2π)
]
, (4.23)
with the constant C defined in (3.7).
The strong FSI mix the two final states with isospin I = 1 and leaves unmixed the
isospin I = 2 state. The mixing in the isospin I = 1 decay amplitudes is taken into
account by introducing the strong re-scattering 2 × 2 matrix R [112]. The amplitudes in
(4.1) including the FSI effects can be written as follows at all orders,
Tc
(
A
(1)
++−
A
(1)
00+
)
R
=
(
I + iR
)
Tc
(
A
(1)
++−
A
(1)
00+
)
NR
,
Tn
(
A
(2)
+−0
A
(2)
000
)
R
=
(
I + iR
)
Tn
(
A
(2)
+−0
A
(2)
000
)
NR
,
A
(2)
++−|R = ( 1 + i δ2 )A(2)++−|NR ,
(4.24)
with the matrices
Tc =
1
3
(
1 1
1 −2
)
, Tn =
1
3
(
0 1
−3 1
)
(4.25)
projecting the final state with I = 1 into the symmetric–non-symmetric basis [112]. The
subscript R (NR) means that the re-scattering effects have (not) been included. In these
definitions the matrix R, δ2 and the amplitudes A
(i) depend on s1, s2 and s3.
Up to linear terms in y, equation (4.24) is equivalent to( −α1 + 12α3
−β1 + 12β3
)
R
= ( I + iR )
( −α1 + 12α3
−β1 + 12β3
)
NR
,(
α1 + α3
β1 + β3
)
R
= ( I + iR )
(
α1 + α3
β1 + β3
)
NR
,
γ3,R = ( 1 + i δ2 ) γ3,NR .
(4.26)
Here, the matrix R and δ2 are functions of the meson masses and the pion decay coupling.
At lowest order in the chiral counting they are given by
R
LO =
1
32πF 20
√
m2K − 9m2π
m2K + 3m
2
π
(
1
3
(9m2π + 2m
2
K) 0
1
3
m2K −5 m
2
pi(m
4
K
−27m4pi)
(m2
K
+3m2pi)(m
2
K
−9m2pi)
)
(4.27)
and
δLO2 = −
1
96πF 20
m2K
√
m2K − 9m2π
m2K + 3m
2
π
(4.28)
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in agreement with [117].
If we substitute the values of the masses and the coupling constant F0, we get
R
LO =
(
0.136 0
0.050 −0.143
)
, δLO2 = −0.050 . (4.29)
We have also obtained the phase δNLO2 and two combinations of the R
NLO matrix ele-
ments at NLO when including the dominant FSI from two-bubbles obtained as explained
before. The determination of all the elements of RNLO would require the calculation of
the FSI at NLO for all the amplitudes in (4.21) –we only have done the charged Kaon
decays. The analytical expressions for these NLO quantities are given in Appendix B.4.5.
Numerically, we get (−α1 + 12α3)R(−α1 + 12α3)NR
∣∣∣∣∣
NLO
= 1 + i 0.156 ,
(−β1 + 12β3)R(−β1 + 12β3)NR
∣∣∣∣∣
NLO
= 1 + i 0.569 , and δNLO2 = −0.104 . (4.30)
4.4.2 Results on the Asymmetries in the Slope g
As we have seen in Section 4.3, the electroweak contribution to ∆g at LO proportional
to Im (e2GE) is at most around 10% of the leading contribution proportional to G8 while
Re (e2GE) generates a negligible contribution. We include in our results the NLO absorp-
tive part of the electroweak amplitude which is proportional to Im (e2GE). The rest of the
electroweak amplitude is just used in the estimate of the errors.1.
In order to study the NLO effects in gC(N) and ∆gC(N), it is convenient to introduce
|A(K+ → 3 π)|2 = A+0 + y A+y + O(x, y2) ,
|A(K− → 3 π)|2 = A−0 + y A−y + O(x, y2) , (4.31)
so that
g[K+(−) → 3π] = A
+(−)
y
A
+(−)
0
,
∆g =
A+y A
−
0 − A+0 A−y
A+y A
−
0 + A
+
0 A
−
y
. (4.32)
Notice that the numerator and denominator in (4.32) are not the same as the difference
g[K+ → 3π]− g[K− → 3π] and the sum g[K+ → 3π]+ g[K− → 3π] respectively. At NLO,
the sum A+y A
−
0 +A
+
0 A
−
y does not contain the FSI at NLO since they are part of the order p
6
1The expressions for the order e2p0 and e2p2 contributions to all the decay K → 3pi amplitudes are in
Appendix B.1 of reference [8].
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∆gNLOC (10
−5) ∆ΓNLOC (10
−6) ∆gNLON (10
−5) ∆ΓNLON (10
−6)
K˜i(Mρ) from Table 4.2 −2.4± 1.2 [−11, 9] 1.1± 0.7 [−9, 11]
K˜i(Mρ) = 0 −2.4± 1.3 1.0± 0.7 0.9± 0.5 4.0± 3.2
Table 4.6: CP-violating predictions for the slope g and the decay rates Γ at NLO in CHPT.
The details of the calculation are in Section 4.4. The inputs used for Im G8 and Im (e
2GE)
are in (4.4) and (4.5), respectively.
contributions, i.e. of the next-to-next-to-leading order effects for the real parts. However,
the difference A+y A
−
0 − A+0 A−y is proportional to the imaginary part of the amplitudes,
therefore to have it at NLO we must take into account the FSI phases, i.e. we need to
include the FSI at NLO only in the imaginary part.
The analytical expressions of the functions A
+(−)
0 and A
+(−)
y at NLO are collected for
the charged and the neutral Kaon cases in Appendix B.2. From these expressions, we get
the following numerical results
∆gNLOC ≃
[
0.66 Im G8 + 4.33 Im K˜2 − 18.11 Im K˜3 − 0.07 Im (e2GE)
]
× 10−2 ,
∆gNLON ≃ −
[
0.04 Im G8 + 3.69 Im K˜2 + 26.29 Im K˜3 + 0.05 Im (e
2GE)
]
× 10−2 .
(4.33)
Where we have used the values for Re K˜i from the fit to CP-conserving K → 3π amplitudes
[64]. The NLO counterterms Im G8, Im (e
2GE) and Im K˜3 are scale independent. In (4.33),
we have fixed the remaining scale dependence from Im K˜2 at µ = Mρ. For the only two
unknown counterterms Im K˜2 and Im K˜3, we have made two estimates of their effects.
First, using (4.8) as explained in Section 4.1.1. The other estimate of the effects of Im K˜2
and Im K˜3 is to put them to zero and to vary their known scale dependence between
µ = Mρ and µ = 1.5 GeV. We include the induced variation as a further uncertainty in
our predictions.
Our final results for the slope g asymmetries at NLO are in Table 4.6. The central
values are obtained with the input values in Table 4.2 and the uncertainty includes the
uncertainties of Im G8, Im (e
2GE), the uncertainties of the counterterms quoted in Table
4.2, the variation due to the scale explained above and the error due to the electroweak
corrections.
The contribution of the order p4 counterterms Im K˜i to ∆gC is around 25% using the
values in Table 4.2 and the dominant contribution is the term proportional to Im G8. For
∆gN we find a much larger dependence on the values of the Im K˜i. Of course, since Im K˜i
are unknown these results should be taken just as order of magnitude results, a factor of
two or three could not be unreasonable for ∆gC and ∆gN . The contribution of Im (e
2GE)
is smaller than a 10% of the dominant one for both ∆gC and ∆gN .
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4.4.3 Results on the Asymmetries in the Decay Rates
We also only include NLO absorptive electroweak effects proportional to Im (e2GE) for
the same reasons explained in the previous subsection. The analytical functions |ANLOC(N)|2
and ∆|ANLOC(N)|2 needed to obtain the asymmetries in (4.17) at NLO are given in (B.19).
Also as explained in the previous subsection, one should consistently not include FSI at
NLO, which are order p6, in the squared amplitudes |ANLOC(N)|2 since they are part of the
next-to-next-to-leading order corrections. On the contrary, one has to include FSI at NLO
in the differences ∆|ANLOC(N)|2 since these differences are proportional to the FSI phases.
The results obtained numerically from (B.19) in terms of the imaginary part of the
counterterms are
∆ΓNLOC ≃
[
−2.8 Im G8 + 49.2 Im K˜2 + 103.6 Im K˜3 + 0.2 Im (e2GE)
]
× 10−3 ,
∆ΓNLON ≃
[
−3.1 Im G8 + 45.7 Im K˜2 + 56.3 Im K˜3 + 0.12 Im (e2GE)
]
× 10−3 .
(4.34)
In both cases the final value of the asymmetry is strongly dependent on the exact value of
the Im K˜i due to large cancellations in the contribution proportional to Im G8. If we use
the uncertainties quoted in Table 4.6 for Im K˜i, the induced errors in ∆ΓC and ∆ΓN are
over 100%. In Table 4.6, we just quote therefore ranges for the two decay rates CP-violating
asymmetries.
4.5 Comparison with Earlier Work
The asymmetries ∆gC and ∆gN have been discussed in the literature before finding con-
flicting results. The rather large result
|∆gC | ≃ |∆gN | ≃ 140.0× 10−5 , (4.35)
was found in [111].
The upper bounds
|∆gC | ≤ 0.7× 10−5 , (4.36)
at LO and
|∆gC | ≤ 4.5× 10−5 , (4.37)
at NLO were found in [112]. The NLO bound was obtained making plausible assumptions
since no full NLO result in CHPT was used.
In [113],
∆gC ≃ −0.16× 10−5 , (4.38)
was found at LO and
∆gC ≃ −(0.23± 0.06)× 10−5 and ∆gN ≃ (0.13± 0.04)× 10−5 (4.39)
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in [114] also at LO. The authors of [113, 114] also made some estimate of the NLO cor-
rections and arrived to the conclusion that they could increase their LO result up to one
order of magnitude. But again no full NLO calculation in CHPT was used.
The asymmetries ∆ΓC and ∆ΓN have also been discussed before and the results found
were also in conflict among them:
|∆ΓC | ≃ 31.0× 10−6 and |∆ΓN | ≃ 100.0× 10−6 , (4.40)
in [111] ,
∆ΓC ≃ −0.04× 10−6 , (4.41)
in [113],
∆ΓC ≃ −(0.06± 0.02)× 10−6 and ∆ΓN ≃ (0.24± 0.08)× 10−6 (4.42)
in [114], and
∆ΓC ≃ −1.0× 10−6 , (4.43)
in [116] –where we have used sin(δSM) ≃ 0.85 [22]. The result in [111] was claimed to be
at one–loop, however they did not use CHPT fully at one–loop. We find, in general, that
the results in [111] are overestimated as already pointed out in [112, 113, 114, 115, 116].
See [112] where some explanations for this large discrepancy are discussed.
The results in [112, 113, 114] were reviewed in [140]. They used factorizable values for
Im G8 and Im GE , i.e. the couplings in (4.6), therefore their results have to be compared
with the first row in Table 4.5. The reason of the difference between their results and ours is
due mainly to the fact that these authors obtain the value of Re G8 using the experimental
value for the isospin I=0 K → ππ amplitude Re a0. This amplitude Re a0 contains large
higher order in CHPT corrections. Corrections of similar size occur also in Im a0 when
considered at all orders. However the authors used analytic LO formulas for Im a0 as well as
for the imaginary parts of K → 3π amplitudes. This asymmetric procedure of considering
the real parts of the amplitudes experimentally and the imaginary parts analytically just
at LO leads to a value for Re G8 which is overestimated. Therefore the CP violating
asymmetries at LO are underestimated in [112, 113, 114]. The same comments apply to
the predictions of ε′K in those references as emphasized in [21]. Our result in Tables 4.5
and 4.6 fulfill numerically the upper bound found in [112] for ∆gC at NLO but not the
upper bound found there at LO because of the same reason explained above.
The results in [116] were obtained at NLO using the linear σ-model. Recently, there
was an update of those results in [115]:
∆gC ≃ −(3.4± 0.6)× 10−5 , (4.44)
at LO and
∆gC ≃ −(4.2± 0.8)× 10−5 , (4.45)
at NLO in the linear σ-model. It is , however, unclear from the text, the values used for
the gluonic and the electroweak penguins matrix elements to get those results. Though
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the LO result in (4.44) agrees numerically with our result in Table 4.5, we do not agree
analytically with the results in [115] when the author says that the electroweak penguins
contribution at LO is as much as 34% of the gluonic penguins contribution. We find that
the electroweak penguin contribution is one order of magnitude suppressed with respect to
the gluonic one.
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Chapter 5
QCD Short-Distance Constraints and
Hadronic Approximations
According to what we have discussed in Chapter 2, present main uncertainties in the study
of CP violation stems from the evaluation of hadronic matrix elements. So that their precise
calculation is urgently needed to test the validity of the SM and unveil the possibility of new
physics. There are two important things to take into account in such kind of evaluations.
One is the need to take care exactly of the scale and scheme dependences of these quantities
(the value of {γµγ5}, the evanescent operators . . . ) in such a way that these dependences
are fully eliminated with the same dependences of the Wilson coefficients. Another problem
is the treatment of the strong interactions at low and intermediate energies. At short
distance we can use perturbative QCD that give good results down to energies around
(1.5-2)GeV. However, at low and intermediate energies when asymptotic freedom appears,
we can not longer work in the perturbative regime. Formulating a consistent hadronic
approximation to QCD to deal with the strong interactions in the non-perturbative regime
is an old an very difficult problem. Solving these two problems can be done in several
ways.
A first estimation of the matrix elements that must be considered as an order of mag-
nitude result is naive-factorization. This approximation assume the factorization of the
four quark operators in products of currents and densities. But this procedure does not
exhibit a consistent matching of the scale and scheme dependences of the Wilson coeffi-
cients. The result potentially has large systematic uncertainties [141]. An improvement
of naive-factorization is made by taking a matrix element between a particular quark and
gluon external state. This removes the scale and scheme dependences but introduces a de-
pendence on the particular external state chosen [54, 65, 66]. More sophisticated methods
are
• Lattice calculations: They stay in QCD but with a discretized space. There are two
methods used in lattice calculations to compute the matrix elements 〈ππ|Qi|K〉(µ)
– Compute first 〈0|Qi|K〉(µ) and 〈π|Qi|K〉(µ) and then relate them to the wanted
one using soft pion theorems.
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– Compute directly 〈ππ|Qi|K〉(µ).
There are many difficulties associated with this approach at present. In the first
case the K → ππ amplitudes can be evaluated only at the lowest order of the chi-
ral expansion, what doesn’t take into account Final State Interactions (FSI) effects
that may have large influence in the results. The direct computation has not been
attempted for a long time due to the Maiani-Testa no-go theorem [142]. However,
since the important step toward the solution of the problem given by Lellouch and
Lu¨scher [143], there have been more work in this direction. Some reviews where
further references can be found are [144].
• QCD Sum Rules: They are based on the method of [145], for reviews see [146].
QCD sum rules relate the hadronic regimes –the low energy world of resonances– with
the high energy world of QCD. They generally use two-point functions –although
three-point like are also used– which are studied at low energies through disper-
sion relations related to data and at high energies through their operator product
expansion (OPE) and power suppressed corrections modulated by condensates. Ex-
amples of the calculation of matrix elements by using QCD sum rules to determine
more inclusive quantities that can be related to them are in [147, 97] and references
therein.
• Large NC : There are several ways of dealing with this method, combining it with
something like the X-boson method explained above. The difference is mainly in the
treatment of the low-energy hadronic physics. The most important approaches are
– CHPT (Chiral Perturbation Theory): Originally proposed by Bardeen-Buras-
Ge´rard [20]. Although it is the solution for the problem of having a consistent
hadronic approximation to QCD at low energies, it has mainly two problems.
Its domain of validity is fairly limited and there tend to be a rather number of
parameters that needs to be dealt with. It cannot be simply extended to the
intermediate energy domain. For further details, references and Lagrangians of
leading and next-to-leading order see Chapter 3.
– ENJL: Extended Nambu-Jona-Lasinio model [148, 149]. They start with La-
grangians that are purely fermionic, containing the kinetic terms for the fermion
and four-fermion interaction terms, and the hadronic fields are generated by the
models themselves. The features and drawbacks of the ENJL model have been
raised several times in [72, 150]. They have the advantage of needing only an
small number of parameters and of generating the spontaneous breakdown of
chiral symmetry by themselves. The most important drawback is that it does
not contain all the QCD constraints [135].
– MHA (Minimal hadronic approximation) : At large NC the spectrum of the
theory consists in an infinite number of narrow stable meson states. The MHA
keep only a finite number of resonances whose residues and masses are fixed by
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matching to the first few terms of both the chiral and the OPE expansions of
the relevant Green’s functions. Examples of these kind of calculations can be
seen in [82, 151, 152] and references therein.
– LRA (Ladder Resummation Approximation): Formulated in [11], the goal of
this approach is getting a complete set of Green’s functions compatible with
as many QCD short-distance, large NC constraints and hadronic observables as
possible. This approximation naturally reproduces the successes of the single
meson per channel saturation models (e.g. VMD) and, in addition, contains the
good features of NJL based models, i.e., some short-distance QCD constraints,
CHPT up to order p4, good phenomenology, . . . . It is treated more extensively
in the next sections.
• Dispersive methods: Some matrix elements corresponding to two-point functions
can be related to experimental spectral functions. A good example is the mass
difference between the charged and the neutral pion in the chiral limit that can be
related to a dispersive integral over the difference of the vector and axial–vector
spectral functions [153], for which we have information from τ decay data. Directly
from these data the matrix element of Q7 can also be extracted. The matrix element
of Q8 need a deeper analysis. An explanation of the calculation of the hadronic
matrix elements of these two operators in the chiral limit is given in Chapter 6.
In all of these methods the so-called X-boson [96] can be used. It is based on the
replacement of the four–quark vertices coming from the hamiltonian in (2.30) by the ex-
change of a series of colourless X–boson between currents or/and densities. Examples of
calculations carried out with the X-boson method technique applied to one of the methods
enumerated above are in [9, 72, 73, 74, 75]. In Section 2.4.1 we outlined the general struc-
ture carried out in these references and in Chapter 6 we report carefully the calculation in
[9].
5.1 Basics of the Model and Two-Point Functions
In the next sections we describe an approach based on a few simple assumptions, which we
called LRA in the methods listed above. This fits naturally in the limit of large number
of colours (Nc). In this limit and assuming confinement, QCD is known to reduce to a
theory of stable hadrons interacting only at tree level [95]. So the only singularities in
amplitudes are produced by the various tree-level poles occurring. This has long been a
problem for various variants of models incorporating some notion of constituent quarks like
the Nambu–Jona-Lasinio (NJL) models [149, 154, 155] or the chiral quark model [156].
The main idea in this section is to take the underlying principle of ladder resummation
approaches to hadronic physics and make two successive approximations in this. First
we treat the rungs of the ladder as a type of general contact interaction and second the
remaining loop-integrations that occur, which are always products of one-loop integrations,
we treat as general everywhere analytic functions. The only singularities that occur then
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are those generated by the resummations and we naturally end up with a hadronic large
Nc model.
This is also very close to the treatment of the ENJL models as given in [148, 157, 158]
where n-point Green’s functions1 are seen as chains of one-loop bubbles connected by a
one-loop with three or more vertices. The one-loop bubbles can be seen as one-loop Green’s
functions as well. The full Green’s functions there are thus composed of one-loop Green’s
functions glued together by the (ENJL) couplings gV and gS. One way to incorporate
confinement in these ENJL models is by introducing an infinite number of counterterms to
remove all the unwanted singularities [135]. In [135] it was then argued that the ENJL ap-
proach was basically identical to a one resonance saturation approach. They then proposed
a minimal hadronic ansatz where one resonance saturation is the underlying principle and
all couplings should be determined from QCD short-distance and chiral constraints with
the relevant short-distance constraints those that result from order parameters. Order
parameters are quantities which would be fully zero if only perturbative QCD without
quark masses and condensates is considered. This approach has been further discussed for
two-point Green’s functions in [159] and applied to some three-point functions in [133], see
also the discussions in [160] for earlier similar uses of order parameters. Problems appear
for n-point Green’s functions in that not necessarily all freedom in the parameters can be
fixed by the long-distance chiral constraints and/or short-distance constraints or involve
too many unknown constants in the chiral constraints.
In this approach we follow a different scheme. We assume that the Green’s functions
are produced by a ladder-resummation like ansatz. They consist of bubble-diagrams put
together from one-loop Green’s functions. We do not use the (constituent) quark-loop
expressions for these one-loop Green’s functions but instead consider them as constants
or low-order polynomials in the kinematic variables. This set of assumptions turns out
to be rather constraining in the type of model that can be constructed. In particular the
gap equation for spontaneous symmetry breaking follows from the requirements of resum-
mation and the full Ward identities as shown in this section. The link with constituent
quark models is the fact that given the full Ward identities one can define a constituent
quark mass, obeying a gap equation, and the one-loop Green’s functions satisfy the Ward
identities with constituent quark-masses. In the two-point function sector this naturally
reduces to the approach of [135] but it allows to go beyond two-point functions in a more
systematic manner.
In the next subsections we discuss the buildup of the model and the two-point func-
tions. We first work in the chiral limit and then add corrections due to current quark
masses. Chiral Perturbation Theory, or low-energy, constraints are naturally satisfied in
our approach which is chiral invariant from the start. Also large Nc constraints are satis-
fied naturally. We show how the short-distance constraints can be included. Section 5.2
treats several three-point functions and includes here short-distance constraints coming
from form factors and from the more suppressed combinations of short-distances.
Numerical results are presented in Section 5.3. We find a reasonable agreement for the
1In the remainder these are often referred to as n-point functions.
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predictions.
Going beyond the one-resonance saturation in this approach is difficult as explained in
Subsection 5.4. Another point raised is that hadronic models will in general have problems
with QCD short-distance constraints, even if the short-distance behaviour is an order
parameter, we discuss in detail how the pseudo-scalar–scalar–pseudo-scalar three-point
function is a typical example of this problem in Section 5.5.
We consider this class of models still useful even with the problems inherent in it. They
provide a consistent framework to address the problems of nonleptonic matrix-elements
where in general very many Green’s functions with a large number of insertions is needed.
The present approach offers a method to analytically calculate these Green’s functions and
thus study the effects of the various ingredients on the final results. One motivation for this
work was to understand many of the rather surprising features found in the calculations
using the ENJL model of the BK parameter, the ∆I = 1/2 rule, gluonic and electroweak
Penguins, electroweak effects and the muon anomalous magnetic moment [72, 74, 75, 77,
150, 161] and improve on those calculations. In Section 5.6 we describe the status of
the study of the BˆK parameter in which we are working at this moment. Finally, in the
last section referring to OPE computation of Green’s functions we give an example of the
calculation of one of the functions we have analyzed at long (CHPT) and short (OPE)
distance, to fit with our approach predictions.
5.1.1 General
The Lagrangian for the large Nc ENJL model is
LENJL =
∑
i,j,α
qiα
{
γµ
(
i∂µδ
ij + vijµ + a
ij
µ γ5
)−Mij − sij + ipijγ5} qjα
+2gS
∑
i,j,α,β
(
qiRαq
j
Lα
) (
qjLβq
i
Rβ
)
−gV
∑
i,j,α,β
(
qiLαγµq
j
Lα
) (
qjLβγ
µqiLβ
)− gV ∑
i,j,α,β
(
qiRαγµq
j
Rα
) (
qjRβγ
µqiRβ
)
(5.1)
with i, j flavour indices, α, β colour indices and qR(L) = (1/2)(1 + (−)γ5)q. The flavour
matrices v, a, s, p are external fields and can be used to generate all the Green’s functions
we will discuss. The four-quark interactions can be seen as an approximation for the rungs
of a ladder-resummation scheme.
The Green’s functions generated by functional differentiation w.r.t. vij(x), aij(x),
sij(x), pij(x) correspond to Green’s functions of the currents
V ijµ (x) = q
i
α(x)γµq
j
α(x) ,
Aijµ (x) = q
i
α(x)γµγ5q
j
α(x) ,
Sij(x) = −qiα(x)qjα(x) ,
P ij(x) = qiα(x)iγ5q
j
α(x) . (5.2)
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An underlying assumption is that these currents can be identified with the QCD ones.
In the remainder of this section we will discuss the two-point functions
ΠVµν(q)
ijkl = i
∫
ddx ei q·x〈0|T (V ijµ (x)V klν (0)) |0〉 ,
ΠAµν(q)
ijkl = i
∫
ddx ei q·x〈0|T (Aijµ (x)Aklν (0)) |0〉 ,
ΠSµ(q)
ijkl = i
∫
ddx ei q·x〈0|T (V ijµ (x)Skl(0)) |0〉 ,
ΠPµ (q)
ijkl = i
∫
ddx ei q·x〈0|T (Aijµ (x)P kl(0)) |0〉 ,
ΠS(q)ijkl = i
∫
ddx ei q·x〈0|T (Sij(x)Skl(0)) |0〉 ,
ΠP (q)ijkl = i
∫
ddx ei q·x〈0|T (P ij(x)P kl(0)) |0〉 . (5.3)
The other possibilities vanish because of parity. The large Nc limit requires these to be
proportional to δilδjk and Lorentz and translational invariance allow them to be written in
terms of functions that only depend on q2 and the flavour index i, j.
ΠVµν(q)ijkl =
{(
qµqν − gµνq2
)
Π
(1)
V ij(q
2) + qµqνΠ
(0)
V ij(q
2)
}
δilδjk ,
ΠAµν(q)ijkl =
{(
qµqν − gµνq2
)
Π
(1)
Aij(q
2) + qµqνΠ
(0)
Aij(q
2)
}
δilδjk ,
ΠSµ(q)ijkl = qµΠ
M
Sij(q
2)δilδjk ,
ΠPµ (q)ijkl = iqµΠ
M
Pij(q
2)δilδjk ,
ΠS(q)ijkl = ΠSij(q
2)δilδjk ,
ΠP (q)ijkl = ΠPij(q
2)δilδjk . (5.4)
These functions satisfy Ward-identities following from chiral symmetry and the QCD equa-
tions of motion
q2Π
(0)
V ij(q
2) = (mi −mj) ΠMSij(q2) ,
q2ΠMSij(q
2) = (mi −mj) ΠSij(q2) + 〈qq〉i − 〈qq〉j ,
q2Π
(0)
Aij(q
2) = (mi +mj)Π
M
Pij(q
2) ,
q2ΠMPij(q
2) = (mi +mj)ΠPij(q
2) + 〈qq〉i + 〈qq〉j . (5.5)
Here we use 〈qq〉i =
∑
α〈0|qiαqiα|0〉.
The type of diagrams that contribute in large Nc to the two-point functions is depicted
in Fig. 5.1(a). The contribution from only the one-loop diagram is depicted in Fig. 5.1(b)
and we will generally denote these as Π.
Under interchange of i and j, ΠMSij(q
2) is anti-symmetric, all others are symmetric. The
one-loop equivalents have the same symmetry properties.
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⊗ ⊗
(a)
⊗ ⊗
(b)
Figure 5.1: The type of diagrams in large Nc that contribute to the two-point function. ⊗
indicates and insertion of an external current and • indicates the ENJL four-quark vertex.
(a) the full two-point function. (b) The one-loop two-point function.
In Refs. [157, 158] it was shown that the full two-point functions can be obtained from
the one-loop ones via a resummation procedure
Π
(1)
V ij(q
2) =
Π
(1)
V ij(q
2)
1− q2gVΠ(1)V ij(q2)
Π
(0)
V ij(q
2) =
1
∆S(q2)
[(1− gSΠSij(q2))Π(0)V ij(q2) + gS(Π
M
Sij(q
2))2]
ΠMSij(q
2) =
1
∆S(q2)
Π
M
Sij(q
2)
ΠSij(q
2) =
1
∆S(q2)
[(1 + q2gVΠ
(0)
V ij(q
2))ΠSij(q
2)− q2gV (ΠMSij(q2))2]
∆S(q
2) = (1 + q2gVΠ
(0)
V ij(q
2))(1− gSΠSij(q2)) + q2gSgV (ΠMSij(q2))2 (5.6)
Π
(1)
Aij(q
2) =
Π
(1)
Aij(q
2)
1− q2gVΠ(1)Aij(q2)
Π
(0)
Aij(q
2) =
1
∆P (q2)
[(1− gSΠPij(q2))Π(0)Aij(q2) + gS(Π
M
Pij(q
2))2]
ΠMPij(q
2) =
1
∆P (q2)
Π
M
Pij(q
2)
ΠPij(q
2) =
1
∆P (q2)
[(1 + q2gVΠ
(0)
Aij(q
2))ΠPij(q
2)− q2gV (ΠMPij(q2))2]
∆P (q
2) = (1 + q2gVΠ
(0)
Aij(q
2))(1− gSΠPij(q2)) + q2gSgV (ΠMPij(q2))2 (5.7)
This resummation is only consistent with the Ward Identities, Eq. (5.5), if the one-loop
two-point functions obey the Ward Identities of Eq. (5.5) with the current quark masses
mi replaced by the constituent quark masses Mi given by
Mi = mi − gS〈qq〉i , (5.8)
known as the gap equation. The assumption of resummation thus leads to a constituent
quark mass picture and one-loop Ward identities with constituent quark masses.
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Using the gap equation and the one-loop Ward identities the resummation formulas
can be simplified using
∆S(q
2) = 1− gSΠSij(q2) + gV (mi −mj)ΠMSij(q2) ,
∆P (q
2) = 1− gSΠPij(q2) + gV (mi +mj)ΠMPij(q2) . (5.9)
Our model assumption is to choose the one-loop functions as basic parameters rather
than have them predicted via the constituent quark loops. This allows for a theory that
has confinement built in a simple way and at the same time keeps most of the successes of
the ENJL model in low-energy hadronic physics.
We now choose the two-point functions as far as possible as constants and have thus
as parameters in the two-point sector
〈qq〉i, gS, gV ,ΠMPij,Π
(0+1)
Aij ,Π
M
Sij,Π
(0+1)
V ij (5.10)
and the remaining one-loop two-point functions can be obtained from the one-loop Ward
identities. As discussed below, more input will be needed for the three-point functions. We
do not expand higher in momenta in the one-loop two-point functions. The reason for this
is that assuming that gV and gS are constants, expanding the one-loop two-point functions
higher in momenta causes a gap in the large q2 expansion between the leading and the
non-leading terms. Such a gap in powers is not present as we know from perturbative
QCD.
5.1.2 Chiral Limit
In the chiral limit, the Ward identity for ΠSij(q
2) becomes singular and it is better to
choose instead as parameters
〈qq〉χ,∆, gS, gV ,ΠM χP ,Π
(0+1)χ
A ,Γ,Π
(0+1)χ
V (5.11)
with the parameters ∆, Γ defined via
〈qq〉i = 〈qq〉χ +mi∆+m2i ǫ+O(m3i ) ,
ΠSij(q
2) = q2Γ− ∆
1− gS∆ +O(mi, mj) . (5.12)
Short-Distance
We define ΠLR = ΠV − ΠA and Π0+1X = Π(0)X + Π(1)X for X = LR, V,A then the first and
third Weinberg sum rules[162],
lim
q2→−∞
(q2Π
(0+1)QCD
LR (q
2)) = 0 and lim
q2→−∞
(q4Π
(0)QCD
LR (q
2)) = 0 , (5.13)
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are automatically satisfied but the second one ,
lim
q2→−∞
(q4Π
(1)QCD
LR (q
2)) = 0 , (5.14)
implies the relation
Π
(0+1)χ
A = Π
(0+1)χ
V . (5.15)
Analogs of the Weinberg sum rules exist in scalar-pseudoscalar sector. With ΠSP =
ΠS − ΠP we have [160, 163]
lim
q2→−∞
ΠQCDSP ij(q
2) = 0 and lim
q2→−∞
(q2ΠQCDSP ij(q
2)) = 0 . (5.16)
The first one is the equivalent of the first Weinberg sum rule and is automatically satisfied.
The second one implies
Γ =
−ΠM χP
2gS〈qq〉χ
(
1− 2gSgV 〈qq〉χΠM χP
) . (5.17)
The short-distance relation found in Eq. (5.17) does not satisfy the heat kernel relation
for the one-loop two-point functions derived in [157] in the chiral limit. Note that that
heat kernel relation was the underlying cause of the relation mS = 2Mq between the scalar
mass and the constituent quark mass in ENJL models [157, 158].
Intermediate-Distance
The two-point functions in the chiral limit can be written as
Π
(1)χ
V (q
2) =
2f 2Vm
2
V
m2V − q2
,
Π
(1)χ
A (q
2) =
−2F 20
q2
+
2f 2Am
2
A
m2A − q2
,
ΠMχP (q
2) =
2〈qq〉χ
q2
,
ΠχS(q
2) = KS +
2F 2Sm
2
S
m2S − q2
ΠχP (q
2) = KP − 2F
2
0B
2
0
q2
(5.18)
From the poles in the two-point functions we can find the various masses. There is
a pole at q2 = 0 corresponding to the massless pion. The scalar, vector and axial-vector
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masses are given by
m2S =
1
gSΓ (1− gS∆) ,
m2V =
1
gVΠ
(0+1)χ
V
,
m2A =
1− 2gSgV 〈qq〉χΠM χP
gVΠ
(0+1)χ
A
=
(
1− 2gSgV 〈qq〉χΠM χP
)
m2V . (5.19)
The residues at the poles lead to
2f 2V = Π
(0+1)χ
V ,
2f 2A =
Π
(0+1)χ
V(
1− 2gSgV 〈qq〉χΠM χP
)2 ,
2F 20 =
−2gS〈qq〉χΠM χP
1− 2gSgV 〈qq〉χΠM χP
,
KS = KP = − 1
gS
,
2F 2S =
1− gS∆
gS
,
B20F
4
0 = 〈qq〉2χ (5.20)
The short distance constraints lead as expected to
f 2Vm
2
V = f
2
Am
2
A + F
2
0 ,
f 2Vm
4
V = f
2
Am
4
A ,
KS = KP ,
F 2Sm
2
S = F
2
0B
2
0 . (5.21)
Long-Distance
The two-point functions in the chiral limit can be determined from Chiral Perturbation
Theory. This lead to the identification of B0, F0 with the quantities appearing there and
in addition
L10 = −1
4
(
f 2V − f 2A
)
, H1 = −1
8
(
f 2V + f
2
A
)
,
32B20L8 = 2F
2
S , 16B
2
0H2 = 2KS + 2F
2
S (5.22)
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Parameters
Notice that from the six input parameters we can only determine five from the two-point
function inputs. A possible choice of input parameters is mV , mA, F0, mS and FS. The
last can be traded for B0 or 〈qq〉χ. The remaining parameter could in principle be fixed
from KS but that is an unmeasurable quantity.
5.1.3 Beyond the Chiral Limit
The resummation formulas of Sect. 5.1.1 remain valid. What changes now is that we
have values for the current quark masses mi and corresponding changes in the one-loop
functions. An underlying expectation is that the vertices gS and gV are produced by purely
gluonic effects and have no light quark-mass dependence. The first order the quark-mass
dependence of gV and gS must be zero from short-distance constraints as shown below.
The input parameters are now given by Eq. (5.10) and we will below expand them as
functions in mq.
Intermediate-Distance
The resummation leads to expressions for the two-point functions which can again be
written as one resonance exchange.
Π
(1)
V ij(q
2) = −2 f
2
Sij
q2
+
2 f 2V ijm
2
V ij
m2V ij − q2
,
Π
(0)
V ij(q
2) = 2f 2Sij
(
1
m2Sij − q2
+
1
q2
)
,
Π
(1)
Aij(q
2) = −2 f
2
ij
q2
+
2 f 2Aijm
2
Aij
m2Aij − q2
,
Π
(0)
Aij(q
2) = 2f 2ij
(
1
m2ij − q2
+
1
q2
)
,
ΠMSij(q
2) =
2FSijmSijfSij
m2Sij − q2
,
ΠMPij(q
2) =
2Bijf
2
ij
m2ij − q2
,
ΠSij(q
2) = KSij +
2F 2Sijm
2
Sij
m2Sij − q2
,
ΠPij(q
2) = KPij +
2 f 2ijB
2
ij
m2ij − q2
. (5.23)
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These satisfy the Ward Identities (5.5). The values of the couplings and masses are given
by
m2V ij =
1 + gVΠ
M
Sij(Mi −Mj)
gVΠ
(0+1)
V ij
,
m2Aij =
1 + gVΠ
M
Pij(Mi +Mj)
gVΠ
(0+1)
Aij
,
m2Sij =
mi −mj
Π
M
Sij
(1 + gVΠ
M
Sij(Mi −Mj))
gS
,
m2ij = (mi +mj)
1 + gV (Mi +Mj)Π
M
Pij
gSΠ
M
Pij
,
2 f 2V ij =
Π
(0+1)
V ij
(1 + gVΠ
M
Sij(Mi −Mj))2
,
2 f 2Aij =
Π
(0+1)
Aij
(1 + gVΠ
M
Pij(Mi +Mj))
2
,
2F 2Sij =
Mi −Mj
gS (mi −mj) ,
2 f 2Sij =
(Mi −Mj)ΠMSij
1 + gVΠ
M
Sij(Mi −Mj)
,
2f 2ij =
(Mi +Mj)Π
M
Pij
1 + gVΠ
M
Pij(Mi +Mj)
,
KSij = KPij = − 1
gS
,
Bij =
1 + gV (Mi +Mj)Π
M
Pij
gSΠ
M
Pij
. (5.24)
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Short-Distance
In order to proceed we have to expand the input parameters of Eq. (5.10) in the quark
masses mq.
Π
(0+1)
V ij = Π
(0+1)χ
V + (mi +mj)Π
(0+1)I
V +O(m2q) ,
Π
(0+1)
Aij = Π
(0+1)χ
A + (mi +mj)Π
(0+1)I
A +O(m2q) ,
Π
M
Pij = Π
M χ
P + (mi +mj)Π
M I
P +O(m2q) ,
ΠSij(q
2) = q2
(
Γ + (mi +mj)Γ
I
)− ∆
1− gS∆ −
ǫ
(1− gS∆)2
(mi +mj) +O(m2q) ,
(5.25)
The parameters ǫ and ∆ are defined in the first line of Eq. (5.12). The other one-loop
two-point functions are derivable from the one-loop Ward identities.
The chiral limit short-distance constraints Eqs. (5.15) and (5.17) remain valid but there
are new constraints on the coefficients of the quark mass expansions. The derivatives w.r.t.
the quark masses of the two-point functions allow to construct more order parameters than
ΠLR and ΠSP . In particular we have
2
lim
q2→−∞
lim
mq→0
(
q4
∂
∂mi
Π
(1)
V ij(q
2)
)
= 〈qq〉χ ,
lim
q2→−∞
lim
mq→0
(
q4
∂
∂mi
Π
(0)
V ij(q
2)
)
= 0 ,
lim
q2→−∞
lim
mq→0
(
q4
∂
∂mi
Π
(1)
Aij(q
2)
)
= −〈qq〉χ ,
lim
q2→−∞
lim
mq→0
(
q4
∂
∂mi
Π
(0)
Aij(q
2)
)
= 2〈qq〉χ ,
lim
q2→−∞
lim
mq→0
(
q2
∂
∂mi
ΠSij(q
2)
)
= −3
2
〈qq〉χ ,
lim
q2→−∞
lim
mq→0
(
q2
∂
∂mi
ΠPij(q
2)
)
=
1
2
〈qq〉χ . (5.26)
The ones with lower powers of q2 must vanish. The second and fourth are automatically
satisfied as a consequence from the Ward identities. Π
(0)
V ij(q
2) only starts at O(m2q) and the
mi+mj term in Π
(0)
Aij(q
2) follows from the Ward identity and the chiral limit form of ΠMPij.
The vanishing of those with lower powers of q2 requires that
lim
mq→0
∂gV
∂mi
= lim
mq→0
∂gS
∂mi
= 0 . (5.27)
2We have derived these expressions but they can also be found in [163].
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The first, third, fifth and sixth identities give
Π
(0+1)I
V = g
2
V
(
Π
(0+1)χ
V
)2
〈qq〉χ ,
Π
(0+1)I
A = −g2V
(
Π
(0+1)χ
V
)2
〈qq〉χ ,
ΓI = −3
2
g2SΓ
2〈qq〉χ ,
Π
M I
P = −
1
4
gS
(
Π
M χ
P
)2
− 1− gS∆
2gS〈qq〉χ Π
M χ
P
(
1− 4gV gS〈qq〉χΠM χP
)
. (5.28)
This implies that the only new parameter that appears to include quark masses to first
order is ǫ. The last constraint turns out to be incompatible with short-distance constraints
from three-point functions as discussed below.
Long-Distance
The long-distance expansion of our results to O(p4) in Chiral Perturbation Theory allows
in addition to those already obtained in the chiral limit also
L5 =
1
16
F 60
[ΠM χP (gS∆− 1) + 2gS〈qq〉χΠM IP
(Π
M χ
P )
2g2S〈qq〉3χ
]
. (5.29)
Intermediate-Distance
The short-distance constraints lead to several relations between resonance parameters also
beyond the chiral limit to first order in current quark masses. In the vector sector we
obtain
f 2V ijm
2
V ij = f
2
V klm
2
V kl ,
f 2V ijm
4
V ij − f 2V klm4V kl = −
1
2
〈qq〉χ(mi +mj −mk −ml) . (5.30)
Vij stands here for the vector degree of freedom built of quarks with current mass mi and
mj .
The corresponding axial relations are
f 2Aijm
2
Aij + f
2
ij = f
2
Aklm
2
Akl + f
2
kl ,
f 2Aijm
4
Aij − f 2Aklm4Akl =
1
2
〈qq〉χ(mi +mj −mk −ml) . (5.31)
5.2 Three-Point Functions
A generic three-point function of currents A,B,C chosen from the currents in Eq. (5.2) is
defined as
ΠABC(p1, p2)
ijklmn = i2
∫
ddxddy eip1·xeip2·y〈0|T (Aij(0)Bkl(x)Cmn(y)) |0〉 . (5.32)
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⊗
⊗
⊗
A, q →
B, p1 →
C, p2 →
i
j
k
(a)
⊗
⊗
⊗
(b)
Figure 5.2: The Π+ contribution to a generic three-point function. (a) The flavour and
momentum flow indicated on a one-loop diagram. (b) A generic large Nc diagram with
the resummation in terms of bubbles. Note that the resummation leads to full two-point
functions.
In the large Nc limit these can only have two types of flavour flow
ΠABC(p1, p2)
ijklmn = ΠABC+(p1, p2)
ijkδilδjmδkn +ΠABC−(p1, p2)
ijlδinδjkδlm (5.33)
and they satisfy
ΠABC−(p1, p2)
ijl = ΠACB+(p2, p1)
ijl . (5.34)
The flavour and momentum flow of ΠABC+(p1, p2)
ijk is indicated in Fig. 5.2(a). In the
remainder we will always talk about the Π+ part only but drop the superscript +. We also
use q = p1+ p2. A generic contribution to the three-point function is shown in Fig. 5.2(b).
The internal vertices are given by gV and gS. In Ref. [158] it was shown on two examples
how this resummation can be performed for some three-point functions. Many other cases
were worked out for the work on non-leptonic matrix-elements in Refs.[72, 74, 75, 77, 150,
161].
Here we will make the assumption of resummation for the three-point functions just
as we did for the two-point functions in Sect. 5.1. It can again be shown that the Ward
identities for the full three-point functions and the resummation together require that the
one-loop three-point functions satisfy the one-loop Ward identities with the constituent
masses given by the gap equation (5.8).
We will once more assume that the three-point functions are constants or low-order
polynomials of the kinematical variables, in agreement with the large Nc limit Green’s
functions structure. It turns out that the combination of one-loop Ward identities and
short distance constraints is very powerful in restricting the number of new free parameters
appearing in the three-point functions. This could already be seen in Sect. 5.1.3, since the
derivative w.r.t. a quark mass of a two-point function is a three-point function with one
of the momenta equal to zero.
A full analysis of three-point functions is in progress. Here we give a few representative
examples.
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5.2.1 The Pseudoscalar-Scalar-Pseudoscalar Three-Point Func-
tion and the Scalar Form Factor
The Pseudoscalar-Scalar-Pseudoscalar three-point function can be calculated from the class
of diagrams depicted in Fig. 5.2(b) using the methods of [158] and reads for the case of
mi = mk
ΠPSP (p1, p2)
ijk ≡
{
1 + gSΠS(p
2
1)ki
}
×
{
Π
PSP
(p1, p2)
ijk (1 + gSΠP (q
2)ji) (1 + gSΠP (p
2
2)jk)
+Π
ASP
µ (p1, p2)
ijk (−gV iqµΠMP (q2)ji)(1 + gSΠP (p22)jk)
+Π
PSA
ν (p1, p2)
ijk (1 + gSΠP (q
2)ji)(gV ip
ν
2Π
M
P (p
2
2)jk)
+Π
ASA
µν (p1, p2)
ijk (−gV iqµΠMP (q2)ji)(gV ipν2ΠMP (p22)jk)
}
. (5.35)
The general case has also terms involving one-loop three-point functions with a vector (V )
instead of a scalar (S). The one-loop Ward identities can be used to rewrite Π
ASP
, Π
PSA
and Π
ASA
in terms of Π
PSP
and one-loop two-point functions.
The one-loop three-point function Π
PSP
is in turn fully fixed by the one-loop Ward
Identities. Let us illustrate the derivation, one Ward Identity is
ipµ2Π
PSA
µ (p1, p2)
ijk = −(Mj +Mk)ΠPSP (p1, p2)ijk +ΠSik(p21)−ΠPij(q2) . (5.36)
Putting p21 = p
2
2 = q
2 = 0 this determines
Π
PSP
(0, 0)ijk =
1
Mj +Mk
{〈qq〉k − 〈qq〉i
Mi −Mk +
〈qq〉i + 〈qq〉j
Mi +Mj
}
. (5.37)
The same result follows from the identities for qµΠ
ASP
µ (p1, p2)
ijk and pµ1Π
PV P
µ (p1, p2)
ijk.
The next term, linear in q2, p21, p
2
2, can be derived as well, since the relevant combinations
of the three-point functions with one vector or axial-vector can be determined from Ward
identities involving three-point functions with two vector or axial-vector currents.
We only quote here the chiral limit result
Π
PSP
(p1, p2)
χ =
1
2g2S (1− gS∆) 〈qq〉χ
− p
2
1
8gS〈qq〉χ
(
4Γ− 2Π
M I
P
(1− gS∆) +
Π
M χ
P
gS〈qq〉χ
)
− q
2 + p22
8gS〈qq〉χ
(
2Π
M I
P
(1− gS∆) +
Π
M χ
P
gS〈qq〉χ
)
. (5.38)
From the q2 dependence of the full Green’s function at low energies we can also derive
L5, the result agrees with Eq. (5.29) as it should.
We can look at two different types of short-distance constraints. First, using the meth-
ods of exclusive processes in perturbative QCD [164], it can be shown that the scalar form
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factor in the chiral limit should decrease as 1/p21. Phenomenologically, this short-distance
behaviour has been also imposed in [35, 165] to calculate the scalar form factor. It was
checked that this behaviour agrees with data. Using the LSZ reduction formulas the scalar
form factor of the pion in the chiral limit is
F χS (p
2
1) = lim
q2,p22→0
q2p22
−2F 20B20
ΠPSP (p1, p2)
χ (5.39)
and it can be written in a simpler form3
F χS (p
2
1) = B0
m2S
m2S − p21
(
1 + p21
(
4L5
F 20
− 1
m2S
))
. (5.40)
The short-distance requirement on F χS (p
2
1) thus requires L5 to have its resonance dominated
value
L5 =
F 20
4m2S
. (5.41)
This gives a new relation between the input parameters, after using Eq. (5.17),
Π
M I
P =
(1− gS∆)ΠM χP
2gS〈qq〉χ
(
−1 + 4gV gS〈qq〉χΠM χP
)
. (5.42)
This constraint is not compatible with Eq. (5.28).
The three-point function ΠPSP (p1, p2)
ijk is an order parameter in the sense described
above. Its short-distance properties can thus be used to constrain the theory. The short-
distance behaviour is
lim
λ→∞
ΠPSP (λp1, λp2)
χ = 0 . (5.43)
This is automatically satisfied by our expression (5.44).
The entire ΠPSPχ can be written in a simple fashion
ΠPSP (p1, p2)
χ = −2F 20B30
m2S
q2p22(m
2
S − p21)
(
1 + b(q2 + p22 − p21)
)
(5.44)
with
b = 0( Eq. (5.42)) or b =
F 40
8〈qq〉2χ
=
1
8B20
( Eq. (5.28)) . (5.45)
The short distance relation limλ→∞ F
χ
S (λp
2
1) = 0 has no αS corrections. We therefore
consider the constraint Eq. (5.42) to be more reliable than the one from Eq. (5.28).
3Notice that in order to have the usual scalar form factor we need to add the Π+ and Π− of Eq. (5.33).
The formulas here refer only to Π+.
78 Chapter 5: QCD Short-Distance Constraints and Hadronic Approximations
5.2.2 The Vector-Pseudoscalar-Pseudoscalar Three-Point Func-
tion and the Vector Form Factor
We can repeat the analysis of Sect. 5.2.1 now for the V PP three-point function. The
results will be very similar to there and apply to the vector (electromagnetic) form factor.
We keep here to the simpler case of mi = mj . The resummation leads to[158]
ΠV PPµ (p1, p2)
ijk =
{
gµν − gVΠVµν(q)ij
}
×
{
Π
V PP
ν (p1, p2)
ijk
(
1 + gSΠPik(p
2
1)
)(
1 + gSΠPkj(p
2
2)
)
+Π
V PA
νβ (p1, p2)
ijk
(
1 + gSΠPik(p
2
1)
)(
gV i p
β
2 Π
M
Pkj(p
2
2)
)
+Π
V AP
να (p1, p2)
ijk
(
gV i p
α
1 Π
M
Pik(p
2
1)
)(
1 + gSΠPkj(p
2
2)
)
+Π
V AA
ναβ (p1, p2)
ijk
(
gV i p
α
1 Π
M
Pik(p
2
1)
)(
gV i p
β
2 Π
M
Pkj(p
2
2)
)}
. (5.46)
We can again use the Ward Identities to rewrite this in terms of two-point functions and
Π
V PP
µ (p1, p2)
ijk only.
We now expand in p21, p
2
2 and (p1 + p2)
2 = q2.
Π
V PP
µ (p1, p2)
ijk = p1µΠ
V PP ijk
1 + p2µΠ
V PP ijk
2 + C
V PP
ijk (q · p2 p1µ − q · p1 p2µ) . (5.47)
The one-loop WI imply
Π
V PP ijk
1 =
−ΠMSij +Π
M
Pik
Mj +Mk
Π
V PP ijk
2 =
−ΠMSij − Π
M
Pjk
Mi +Mk
. (5.48)
The next term in the expansion depends only on one constant. This follows from the
assumption (in the previous subsection) that Π
SPP
contains no terms more than linear
in p21, p
2
2, q
2. The form given in Eq. (5.47) includes this assumption already. This extra
constant can be determined from the fact that the pion vector factor should decrease as
1/q2 for large q2. Extracting the chiral limit4 vector form factor via
F χV (q
2) = lim
p21,p
2
2→0
p21p
2
2
2F 20B
2
0
ΠV PP1 (p1, p2)
χ . (5.49)
The subscript one means the coefficient of p1µ in the expansion
ΠV PPµ (p1, p2) = p1µΠ
V PP
1 (p1, p2) + p2µΠ
V PP
2 (p1, p2). (5.50)
4This argument is also valid outside the chiral limit.
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The short-distance requirement then determines
CV PPχ =
(
Π
M χ
P
)2
g2VΠ
(0+1)χ
V . (5.51)
The ChPT expression for the pion vector form factor yields then
L9 =
F 20
2
gVΠ
(0+1)χ
V =
1
2
F 20
m2V
. (5.52)
The full chiral limit three-point function can be written in a simple fashion
ΠV PPµ (p1, p2)
χ =
−2F 20B20
p21p
2
2
m2V
m2V − q2
(
p1µ − p2µ + A(p22 − p21)(p1µ + p2µ)
)
, (5.53)
with
A = gVΠ
(0+1)χ
V =
1
m2V
. (5.54)
5.2.3 The Scalar-Vector-Vector Three-Point function
The Scalar-Vector-Vector three-point function has been used to discuss the properties of
the scalars in Ref. [160]. The relation between the full and the one-loop functions in the
case of all masses equal is
ΠSV Vµν (p1, p2)
iii ≡ {gµα − gVΠVµα(p1)iiii} × {gνβ − gVΠVνβ(p2)iiii}
×
{
1 + gSΠSii(q
2)
}
Π
SV V
αβ (p1, p2)
iii . (5.55)
In the equal mass case both the full and the one-loop three-point function are fully trans-
verse.
The one-loop two-point functions expanded to second order in the momenta is fully
determined from the Ward Identities via
Π
SV V
µν (p1, p2)
ijk = Π
SV V ijk
1 gµν +Π
SV V ijk
2 (p2µp1ν − p1 · p2 gµν) ,
Π
SV V ijk
1 =
1
Mj −Mi
{
(Mi −Mk) ΠMSik − (Mj −Mk) Π
M
Sjk
}
,
Π
SV V ijk
2 =
Π
(0+1)
V ik − Π
(0+1)
V jk
Mj −Mi . (5.56)
In the chiral limit these expressions reduce to
Π
SV V χ
1 = 0 ,
Π
SV V χ
2 = −
Π
(0+1)I
V
1− gS∆ . (5.57)
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The expression for the chiral limit full three-point functions is very simple
ΠSV Vµν (p1, p2)
χ = A
m2S
m2S − q2
m2V
m2V − p21
m2V
m2V − p22
(p2µp1ν − p1 · p2 gµν) . (5.58)
with
A = −Π(0+1)IV = −
〈qq〉χ
m4V
. (5.59)
This also satisfies the QCD short-distance requirement
lim
λ→∞
ΠSV Vµν (λp1, λp2)
χ = 0 . (5.60)
5.2.4 The Pseudoscalar–Vector–Axial-vector Three-Point Func-
tion
This three-point functions has been studied in a related way in Ref. [133]. The expression
for the full Pseudoscalar–Vector–Axial-vector three-point function in terms of the one-loop
one and two-point functions is in the case of mi = mk:
ΠPV Aµν (p1, p2)
ijk = {gµβ − gVΠµβV ik(p1)}
×
{
(1 + gSΠPij(q
2))(gνγ − gVΠAνγ(p2)kj)ΠPV Aβγ (p1, p2)ijk
+gV Π
M
Pij(q
2)(gνγ − gVΠAνγ(p2)kj)
×
(
− (Mi +Mj) ΠPV Aβγ (p1, p2)ijk − iΠ
V
βγ(p1)
ik + iΠ
A
βγ(p2)
jk
)
+(1 + gSΠPij(q
2))gS i p
ν
2Π
M
Pkj(p
2
2)Π
PV P
β (p1, p2)
ijk
+gS gV i p
ν
2Π
M
Pij(q
2)ΠMPkj(p
2
2)
×
(
− (Mi +Mj) ΠPV Pβ (p1, p2)ijk +Π
S
β (p1)
ik − iΠPβ (p2)jk
)}
,(5.61)
where we have used the Ward identities
− i qαΠAV Aαβγ (p1, p2)ijk = −(Mi +Mj) Π
PV A
βγ (p1, p2)
ijk − iΠVβγ(p1)ik + iΠ
A
βγ(p2)
jk ,
−i qαΠAV Pαβ (p1, p2)ijk = −(Mi +Mj) Π
PV P
β (p1, p2)
ijk +Π
S
β (p1)
ik − iΠPβ (p2)jk . (5.62)
The one-loop three-point function up to second order in the momenta is determined
fully from the one-loop Ward Identities.
Π
PV A
µν (p1, p2)
ijk = Π
PV Aijk
1 gµν +Π
PV Aijk
2 (p2µp1ν − p1 · p2 gµν)
+CPV Aijk (q · p1 gµν − p1µp1ν − p2µp1ν) (5.63)
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with
Π
PV Aijk
1 =
i
Mi +Mj
{
(Mj +Mk) Π
M
Pjk − (Mi −Mk) Π
M
Sik
}
,
Π
PV Aijk
2 =
i
Mi +Mj
(
Π
(0+1)
V ik −Π
(0+1)
Ajk
)
,
CPV Aijk = i(Mj +Mk)C
V PP
kij . (5.64)
This expression can be worked out in the chiral limit using the values obtained earlier
and compared with the chiral limit ChPT expression for this amplitude (see e.g. Ref. [133]).
Πµν ChPTPV A = 2 i〈qq〉χ
{[(p1 + 2p2)µpν2
p22q
2
− g
µν
q2
]
+(pµ2p
ν
1 −
1
2
(q2 − p21 − p22)gµν)
4
F 20 q
2
(L9 + L10)
+(p21p
µ
2p
ν
2 + p
2
2p
µ
1p
ν
1 −
1
2
(q2 − p21 − p22)pµ1pν2 − p21p22gµν)
4
F 20 p
2
2q
2
L9 (5.65)
and leads to values of L9 compatible with those obtained in Eq. (5.52) and
L10 = −1
2
F 40 gVΠ
(0+1)χ
V
(gV gS〈qq〉χΠM χP − 1)
gS〈qq〉χΠM χP
, (5.66)
which is the same as Eq. (5.22).
The three-point function in the chiral limit has a simple expression of the form
ΠPV Aµν (p1, p2)
χ = − 2i〈qq〉χ
(p21 −m2V ) q2
{
Pµν(p1, p2) (m
2
A −m2V ) +Qµν(p1, p2)
p22 −m2A
− 2Qµν(p1, p2)
p22
}
+
−2i〈qq〉χ
p22q
2
(
p1µp2ν + 2p2µp2ν − p22gµν
)
. (5.67)
The tensors Pµν and Qµν are transverse and defined by
Pµν(p1, p2) = p2µp1ν − p1 · p2 gµν
Qµν(p1, p2) = p
2
1 p2µp2ν + p
2
2 p1µp1ν − p1 · p2 p1µp2ν − p21p22 gµν . (5.68)
By construction, this function satisfies the chiral Ward identities (see e.g. [133])
p1µΠ
µν
PV A(p1, p2) = −2 i 〈qq〉χ
[pν2
p22
− q
ν
q2
]
p2ν Π
µν
PV A(p1, p2) = −2 i 〈qq〉χ
qµ
q2
(5.69)
that are the same as those involving the one-loop function Π¯µνPV A but replacing the con-
stituent masses by current quark masses. The QCD short-distance relation
lim
λ→∞
ΠPV Aµν (λp1, λp2)
χ = 0 . (5.70)
is also obeyed.
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5.2.5 The Pseudoscalar–Axial-Vector–Scalar Three-Point Func-
tion
Another order parameter is the sum of the Pseudoscalar–Axial-vector–Scalar and Scalar–
Axial-vector–Pseudoscalar three-point functions. These functions can be written in terms
of the corresponding one-loop functions and the two-point functions following the same
method as in the other sections
For the simpler case mj = mk
ΠPASµ (p1, p2)
ijk = {1 + gSΠSjk(p22)}
×
{
Π
PASγ
(p1, p2)
ijk
(
1 + gSΠPij(q
2)
)(
gµγ − gVΠAµγ(p1)ki
)
+Π
AASαγ
(p1, p2)
ijk
(
− gV i qαΠMijP (q2)
)(
gµγ − gVΠAµγ(p1)ki
)
+Π
PPS
(p1, p2)
ijk
(
1 + gSΠPij(q
2)
)(
gS i p1µΠ
M
Pki(p
2
1)
)
+Π
APS
α (p1, p2)
ijk
(
− gV i qαΠMijP (q2)
)(
gS i p1µΠ
M
Pki(p
2
1)
)}
(5.71)
and for the case mi = mj
ΠSAPµ (p1, p2)
ijk = {1 + gSΠSij(q2)}
×
{
Π
SAPγ
(p1, p2)
ijk
(
1 + gSΠPjk(p
2
2)
)(
gµγ − gVΠAµγ(p1)ki
)
+Π
SAAαγ
(p1, p2)
ijk
(
gV i p2αΠ
Mij
P (p
2
2)
)(
gµγ − gVΠAµγ(p1)ki
)
+Π
SPP
(p1, p2)
ijk
(
1 + gSΠPjk(p
2
2)
)(
gS i p1µΠ
M
Pki(p
2
1)
)
+Π
SPAα
(p1, p2)
ijk
(
gV i p2αΠ
Mjk
P (p
2
2)
)(
gS i p1µΠ
M
Pki(p
2
1)
)
(5.72)
The most general expressions for the one-loop three-point functions Π
SAP
γ (p1, p2)
ijk and
Π
SAP
γ (p1, p2)
ijk up to order O(p3) and compatible with all the symmetries
Π
PAS
µ (p1, p2)
ijk = p1µΠ
PASijk
1 + p2µΠ
PASijk
2 + C
PAS
ijk
(
p21 p2µ − p1 · p2 p1µ
)
(5.73)
Π
SAP
µ (p1, p2)
ijk = p1µΠ
SAPijk
1 + p2µΠ
SAPijk
2 − CPASkji
(
p21 p2µ − p1 · p2 p1µ
)
(5.74)
There is only one constant at order O(p3) that remains unknown when we apply all the
symmetry criteria. The functions in the term of order O(p) are fully determined by the
use of the one-loop Ward identities
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Π
PASijk
1 = i
Π
M
Pij − Π
M
Pik
Mj −Mk
Π
PASijk
2 = i
Π
M
Sjk +Π
M
Pik
Mi +Mj
+ i
Π
M
Pij −Π
M
Pik
Mj −Mk
Π
SAPijk
1 = i
Π
M
Sij − Π
M
Pik
Mj +Mk
Π
SAPijk
2 = i
Π
M
Sij − Π
M
Pik
Mj +Mk
+ i
Π
M
Pjk − Π
M
Pik
Mi −Mj (5.75)
Using the values of the coupling constants L5 and L8 we obtained from two-point
functions, the functions ΠPASµ (p1, p2)
ijk and ΠSAPµ (p1, p2)
ijk have the correct behaviour at
long distance as described by Chiral Perturbation Theory. In this limit the unknown
constant CPASijk is not involved.
The sum of the two three-point functions in the chiral limit can be written in a fairly
simple fashion
ΠPAS+SAPµ (p1, p2)
χ = iB20F
2
0
m2S
(m2S − q2)(m2S − p22)(m2A − p21)p22q2p21
×
{
p2µ 4 (m
2
A +D
PAS
χ p
2
1)p
2
1(q
2 − p22)
+p1µ
[
− 2m2S(q2 + p22)(m2A − p21)− 2m2A(p21(p22 − q2)− 2q2p22)
−2p21(p42 + q4)− 2DPASχ p21(q2 − p21 − p22)(q2 − p22)
]}
(5.76)
with
DPASχ = iC
PAS
χ
gS〈qq〉χ
gVΠ
M χ
P Π
(0+1)χ
V
. (5.77)
5.3 Comparison with Experiment
The input we use for 〈qq〉χ is the value derived from sum rules in Ref. [130], which is in
agreement with most recent sum rules determinations of this condensate and of light quark
masses -see [25] for instance- and the lattice light quark masses world average in [29]. The
value of F0 is from Ref. [127] and the remaining masses are those from the PDG.
F0 = (0.087± 0.006) GeV , mV = 0.770 GeV ,
mA = 1.230 GeV , mS = 0.985 GeV ,
〈u¯u+ d¯d〉MS(mV )
2
= 〈qq〉MSχ (mV ) = −(0.0091± 0.0020) GeV3 . (5.78)
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Putting in the various relations, we immediately obtain
fV = 0.15 [0.20] [148, 149] ,
fA = 0.057 [0.097± 0.022] [148, 149] ,
L5(mV ) = 1.95 · 10−3 [(1.0± 0.2) · 10−3] [127] ,
L8(mV ) = 0.5 · 10−3 [(0.6± 0.2) · 10−3] [127] ,
L9(mV ) = 6.8 · 10−3 [(5.93± 0.43] · 10−3] [128] ,
L10(mV ) = −4.4 · 10−3 [(−4.4± 0.7) · 10−3] [128, 129] . (5.79)
These numbers5 are in reasonable agreement with the experimental values given in brackets
with the possible exception of L5 which is rather high. We expect to have an uncertainty
between 30 % and 40 % in our hadronic predictions. The values in Eq. (5.79) do not
depend on the value of the quark condensate.
We cannot determine ∆ at this level. The three-point functions PSP , V PP , SV V
and PV A can be rewritten in terms of the above inputs. There is more freedom in those
functions by expanding the underlying Π functions to higher order. These extra terms can
usually be determined from the short-distance constraints up to the problem discussed in
Sect. 5.5.
5.4 Difficulties in Going Beyond the One-Resonance
Approximation
An obvious question to ask is whether we can easily go beyond the one resonance per
channel approximation used above using the general resummation based scheme. At first
sight one would have said that this can be done simply by including higher powers in the
expansion of the one-loop two-point functions and/or giving gS, gV a momentum depen-
dence. Since we want to keep the nice analytic behaviour expected in the large Nc limit
with only poles and have simple expressions for the one-loop functions and gS, gV , it turns
out to be very difficult to accomplish. We have tried many variations but essentially the
same type of problems always showed up, related to the fact that the coefficients of poles of
two-point functions obey positivity constraints. Let us concentrate on the scalar two-point
function in the chiral limit to illustrate the general problem.
In this limit the full two-point function can be written in terms of the one-loop function
as
ΠS(q
2) =
ΠS(q
2)
1− gSΠS(q2)
. (5.80)
If we want to give gS a polynomial dependence on q
2 this two-point function generally
becomes far too convergent in the large q2 limit. The other way to introduce more poles
5The value for L10 used the values of L9 from [128], the 2l5 − l6 value from [129] and the p4 relation
2l5 − l6 = 2L9 + 2L10.
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is to expand Π(q2) beyond what we have done before to quartic or higher order. For the
case of two-poles this means we want
1− gSΠS(q2) = a(q2 −m21)(q2 −m22) . (5.81)
However that means we can rewrite
ΠS(q
2) = − 1
gS
+
1
gSa(m21 −m22)
(
1
q2 −m21
− 1
q2 −m22
)
. (5.82)
From Eq. (5.82) it is obvious that the residues of the two poles will have opposite signs,
thus preventing this simple approach for including more resonances. We have illustrated
the problem here for the simplest extensions but it persists as long as both gS, gV and the
one-loop two-point functions are fairly smooth functions.
5.5 A General Problem in Short-Distance Constraints
in Higher Green Functions
At this level we have expanded our one-loop two-point functions to at most second non-
trivial order in the momenta and we found that it was relatively easy to satisfy the short-
distance constraints involving exact zeros. However, if we check the short-distance relations
for the three-point functions that are order parameters given in Eqs. (C.1), (C.2) and (C.3)
and compare with short-distance properties of our model three-point functions of (5.44),
(5.58) and (5.67), we find that they are typically too convergent. In this subsection we will
discuss how this cannot be remedied in general without spoiling the parts we have already
matched. In fact, we will show how in general this cannot be done using a single or any
finite number of resonances per channel type of approximations. An earlier example where
single resonance does not allow to reproduce all short-distance constraints was found in
Ref. [133].
First look at the function ΠPSP and see whether by adding terms in the expansion in
q2, p21, p
2
2 to Π
PSP
(p1, p2)
χ beyond those considered in Eq. (5.38) we can satisfy the short-
distance requirement of Eq. (C.1). It can be easily seen that setting
Π
PSP
(p1, p2)
χ = Π
PSP
(p1, p2)
χ
∣∣∣
Eq. (5.38)
+ Π
PSPχ
5
(
q4 + p42 − 2q2p22 − p41
)
,
Π
PSPχ
5 =
(
Π
M χ
P
)3
16〈qq〉2χ
(
1− 2gSgV 〈qq〉χΠM χP
) (5.83)
makes the short-distance constraint Eq. (C.1) satisfied. However, a problem is that now
we obtain a very bad short-distance behaviour for the pion scalar form factor F χS (p
2
1) which
diverges as p21 rather than going to zero. Inspection of the mechanism behind this shows
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that this is a general problem going beyond the single three-point function and model
discussed here.
The problem is more generally a problem between the short-distance requirements
on form factors and cross-sections, many of which can be qualitatively derived from the
quark-counting rules or more quantitatively using the methods of Ref. [164], with the
short-distance properties of general Green’s functions.
The quark-counting rules typically require a form factor, here F χS (p
2
1), to vanish as 1/p
2
1
for large p21. The presence of the short-distance part proportional to p
2
1/(q
2p22) in the short
distance expansion of ΠPSP (p1, p2)
χ then requires a coupling of the hadron in the P channel
to the S current proportional to p21 (or via a coupling to a hadron in the S channel which in
turn couples to the S current, this complication does not invalidate the argument below).
In the general class of models with hadrons coupling with point-like couplings the negative
powers in Green’s functions can only be produced by a hadron propagator. The positive
power present in the short-distance expression must thus be present in the couplings of the
hadrons. This in turn implies that this power is present in the form factor of at least some
hadrons. The latter is forbidden by the quark-counting rule.
It is clear that for at most a single resonance in each channel there is no solution to
this set of constraints. In fact, as will show below, there is no solution to this problem for
any finite number of resonances in any channel. This shows that even for order parameters
the approach of saturation by resonances might have to be supplemented by a type of
continuum. We will illustrate the problem for the PSP three-point function. The general
expression, labeling resonances in the first P -channel by i, in the S-channel by j and in
the last P -channel by k is
ΠPSP (p1, p2)
χ = f0(q
2, p21, p
2
2) +
∑
i
f1i(p
2
1, p
2
2)
(q2 −m2i )
+
∑
j
f2j(q
2, p22)
(p21 −m2j )
+
∑
k
f3k(q
2, p22)
(p22 −m2k)
+
∑
ij
f4ij(p
2
2)
(q2 −m2i )(p21 −m2j)
+
∑
ik
f5ik(p
2
1)
(q2 −m2i )(p22 −m2k)
+
∑
jk
f6jk(q
2)
(p21 −m2j )(p22 −m2k)
+
∑
ijk
fijk
(q2 −m2i )(p21 −m2j )(p22 −m2k)
(5.84)
The couplings fi are polynomials in their respective arguments. The short-distance con-
straint now requires f0(q
2, p21, p
2
2) = 0 and various cancellations between coefficients of the
other functions. The presence of the term p21/(q
2p22) now requires the presence of at least a
nonzero term of order p21 in one of the f5ik(p
2
1). However the Green’s function can then be
used to extract the scalar (transition) form factor between hadron i and k which necessarily
increases as p21 which is forbidden by the quark-counting rules for this (transition) scalar
form factor. The terms with p22/(q
2p21) and q
2/(p21p
2
2) obviously leads to similar problems
but in other (transition) form factors.
We have discussed the problem here for one specific three-point function but it is clear
that this is a more general problem for three-point functions. For Green’s functions with
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more than three insertions similar conflicts with the quark counting rules will probably
arise also from hadron-hadron scattering amplitudes.
5.6 Applications: Calculation of BˆK
As a first application, we intend to use the hadronic approach introduced in this chapter
to calculate BˆK -defined in Section 2.2- outside the chiral limit [166]. In particular, we
plan to investigate the origin of the large chiral corrections to this quantity found in [73].
The method followed is similar to the one used in [73] but replacing the ENJL by our
hadronic approach in the calculation of the relevant Green’s functions. The object we
study is the ∆S = 2 two-point function
GF Π∆S=2(q
2) ≡ i2
∫
d4x eiq·x〈0|T (P ds(0)P ds(x)Γ∆S=2) |0〉 (5.85)
in the presence of strong interactions. The action Γ∆S=2, that is given by
Γ∆S=2 ≡ −GF
∫
d4y Q∆S=2(y) , (5.86)
with the operator Q∆S=2 defined in (2.12), can be rewritten as
Γ∆S=2 = −4GF
∫
d4r
(2π)4
∫
d4x1
∫
d4x2 e
−ir·(x2−x1) [s¯αγµdα]L (x1) [s¯βγ
µdβ]L (x2) , (5.87)
with [s¯βγ
µdβ]L defined as in (2.12). This allows us to describe the operator by the exchange
of a heavy colourless X boson with ∆S = 2 and moment r. Using the inhomogeneous
renormalization group equation involving Γ∆S=2, one can do de upper part of the integral
in the moment r with the result [73]
Γ∆S=2 = −4GF C(µ)
∫ µ
0
d4r
(2π)4
∫
d4x1
∫
d4x2 e
−ir·(x2−x1) [s¯αγµdα]L (x1) [s¯βγ
µdβ]L (x2) ,
(5.88)
where C(µ) is the corresponding Wilson coefficient.
In our model, the only kind of diagram that can contribute to Π∆S=2(q
2) in the large
Nc limit is the one depicted in Figure 5.3. It corresponds to the product of two two-point
functions, namely, two mixed pseudoscalar–axial-vector ΠµP (q)sd, that are connected by the
exchange of a X boson between the two left currents.
When the X boson propagator is cut, as in (5.88), this diagram factorizes and gives
the LO in Nc result
Π∆S=2(q
2) = −2ΠµP (−q)sdΠPµ (q)sd . (5.89)
For the two-point functions in (5.89) we can use the expressions in (5.4), (5.18) in the
chiral limit and (5.23) out of the chiral limit. After performing the appropriate reduction
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d
sd
s
Figure 5.3: The leading 1/Nc contribution to Π∆S=2(q
2) in our ladder resummation ap-
proximation. The crosses are insertions of the pseudoscalar current, P ds, and the box is a
Γ∆S=2 insertion. The resummation in terms of bubbles leads to full two-point functions.
of Π∆S=2(q
2) in (5.89) to the matrix element in (2.15), these functions lead to the known
1/Nc result BˆK = 3/4.
The NLO in the 1/Nc expansion contribution to Π∆S=2(q
2) in our approximation can
be related to the general four-point function
ΠµνPLPL(p1, p2, p3) = i
3
∫
d4x
∫
d4y
∫
d4z eip1·xeip2·yeip3·z〈0|P ds(0)Lµsd(x)P ds(y)Lνsd(z)|0〉 ,
(5.90)
with certain constraints in the moments and Lorentz indices. The left-handed currents are
defined as 2Lijµ = q¯iγµ(1− γ5)qj .
In the case of four-point functions there are 2 classes of contributions within the method
we are using: 3-point-functions like contributions and 4-point-functions like contributions.
The former consists of two full 3-point functions with two sources each. They are obtained
by gluing to the one-loop 3-point functions full 2-point function legs to obtain the full
structure. Then the third leg of both full 3-point functions is removed and the two 3-point
functions are pasted together with a propagator. This propagator can have any Dirac
structure compatible with the strong interaction symmetries. The 4-point like functions
contribution to the generalized four-point function consist in full four point functions with
the same flavour and Dirac structure as the generalized four-point function we are calcu-
lating. Each of these full-four functions is constructed by gluing to the one-loop four-point
function four sources with the full two-point functions permitted by the symmetries of the
strong interactions that gives the required structure.
This implies the calculation of many one-loop four-point functions, as well as three-point
functions with contributions from the chiral anomaly, such as ΠµνPV V (p1, p2) or Π
µν
PAA(p1, p2).
This method will allow us to calculate the ΠµνPLPL function analytically and investigate the
cancellations between the different contributions coming from scalar, pseudoscalar, vector
and axial-vector resonances. Work in progress is in this direction [166]. The first step, i.e.,
the calculation of BˆK in the chiral limit to be compared with the results in [73] is expected
to be finished soon.
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5.7 An Example of OPE Green’s Function Calcula-
tion
The operator product expansion (OPE) of local operators was first formulated by Wilson
[167], who proposed an expansion of the following form
〈a|A(x)B(0)|b〉 xµ→0∼ 〈a|
∑
n
Cn(x)On(0)|b〉 (5.91)
where A, B and On are local operators. Cn(x) are c-number functions which can have
singularities of the form (x2 − iεx0)−p, with p being any real number and also involve
logarithms of x2. The functions Cn(x − y) are determined, except for some constants,
by scale invariance (if it is the case). They must be homogeneous functions of order
n − d(A) − d(B) in (x − y) where n, d(A) and d(B) are the canonical dimensions of the
operators On, A and B respectively.
In general, there is an infinite number of non-singular operators On entering in an OPE;
however, to a finite order in x they reduce to a finite number. This kind of expansions are
valid also for time ordered products, commutators or any others combination of elementary
or composite local fields of a free theory as well as of a renormalized interacting field theory
to all orders in perturbation theory.
In this Thesis we are interested in the OPE of Green’s functions constructed with two-
quark densities and currents, and within the Standard Model. The simplest case is a two
point function of the type
Π(q2) ≡ i
∫
d4y eiy·q 〈0|T [A(y)B(0)] |0〉 , (5.92)
where A and B are densities. An example of this kind of functions is Π
(a)
SS+PP (p
2), that
appears in the calculation of the ∆I = 3/2 contribution to ε′K (see Chapter 6). For
euclidean values Q of the moment (q2 = −Q2), for which Qµ →∞ implies Q2 → −∞, we
can apply the expansion in (5.91) and pass strictly from the limit xµ → ∞ to the limit
Qµ →∞ in the next way
lim
Q→∞
Π(Q2) =
∞∑
n=0
∑
i=1
〈0|O(i)2n(0)|0〉(ν)C(i)2n(ν,Q2) , (5.93)
with O2n gauge invariant operator of dimension 2n constructed from quark and gluon fields.
In the standard perturbative theory only the unit operator survive in the sum in (5.93).
Non-vanishing values of the vacuum expectation values of operators of higher dimension,
the so called condensates, are pure non-perturbative effects. Therefore, they correct the
perturbative calculation by introducing terms of the type (1/Q2)n with n ≥ 1. Once they
are renormalized, the vacuum condensates depend on the renormalization scale ν in such
a way that they cancel the scale dependence of the coefficients C
(i)
2n (ν,Q
2) if the complete
OPE is considered.
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Figure 5.4: The three types of diagrams that contribute to the dominant term in the OPE
of the function ΠPAS+SAPµ (p1, p2). For explanations, see the text.
As an example of the calculation of the Wilson coefficients C
(i)
2n (ν,Q
2), we briefly outline
here the method followed to obtain the results in Appendix C. For detailed examples of
this kind of calculations see [168]. We consider the combination of three-point functions
ΠPAS+SAPµ (p1, p2) ≡ ΠPASµ (p1, p2) + ΠSAPµ (p1, p2) , (5.94)
that is known to be an order parameter. The two functions ΠPAS and ΠSAP are defined
as in (5.32). The first non-vanishing contribution to ΠPAS+SAPµ (p1, p2) in the chiral limit,
Π
(PAS+SAP )χ
µ (p1, p2) is proportional to the quark condensate squared.
The diagrams contributing to this order in the OPE belong to one of the three groups
showed in Figure 5.4. In total, we must calculate 18 diagrams for each of the three-point
functions involved in the combination Π
(PAS+SAP )χ
µ (p1, p2). Since it is quite a cumbersome
task, we give here, only as an example, the calculation of the first diagram in Figure 5.4 for
the function ΠPASµ (p1, p2)
χ, which we will denote by ΠPASµ (p1, p2)
χ
(1) . This diagram comes
from the Green function with two insertion of the interacting lagrangian
i2
i2
2
∫
d4x d4y d4z d4u eip1·xeip2·y〈0|T [P (0)Aµ(x)S(y)LI(z)LI(u)] |0〉 , (5.95)
where
P (0) = : q¯Aαi(0) (iγ5)ij q
A
αj(0) : ,
Aµ(x) = : q¯
B
βk(x) (γµγ5)kl q
B
βl(x) : ,
S(y) = : q¯Cγ (y)(−1)qCγ (y) : ,
LI(z) =
1
2
g : q¯Dδm(z)λ
a
δσ (γν)mn q
D
σn(z)B
ν
a (z) : ,
LI(u) =
1
2
g : q¯Eρo(u)λ
b
ρη (γξ)op q
E
ηp(u)B
ξ
b (u) : . (5.96)
In these definitions, the capital letters are flavour indices, the Greek letters are colour
indices, Bµb (x) is a gluon field and λ are the Gell-Mann matrices in colour space with
λaδσλ
b
ρη = 2 [δδηδσρ − 1/Ncδδσδηρ] δab . (5.97)
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Now we do in (5.95) the contractions of the fields corresponding to the first diagram,
applying the relation in (5.97) and the definitions of the fermion and gluon propagators
q Aαi(x)q¯
B
βj (y) ≡ iδABδijSAij(x− y) , B νa(z)Bξb (u) ≡ δabDνξ(z − u) , (5.98)
that are given by
SAij(x− y) =
∫
d4k
(2π)4
SAij(k)e
−ik·(x−y) , SA(k) ≡ 16k−mA + iη
Dµν(x− y) =
∫
d4k
(2π)4
Dµν(k)e
−ik·(x−y) , Dµν(k) ≡ 1
k2 + iη
[
−gµν + (1− a) kµkν
k2 + iη
]
.
(5.99)
The result we obtain from the first diagram is then
ΠPASµ (p1, p2)
χ
(1) =
i9
4
g2
∑
ABC
∫
d4x d4y d4z d4u
∫
d4k
(2π)4
d4l
(2π)4
d4v
(2π)4
d4w
(2π)4
1
k2
(−gνξ)
×eip1·xeip2·ye−ik·(z−u)eil·ue−iv·(u−y)e−iw·(x−z) [γ5S(l)AγξS(v)Cγµγ5S(w)Bγν]{
〈0| : q¯Aσi(0)q¯Bγk(x)qAγr(y)qBσn(z) : |0〉 −
1
Nc
〈0| : q¯Aγi(0)q¯Bσk(x)qAγr(y)qBσn(z) : |0〉
}
.
(5.100)
After doing the trace of the Dirac matrices, this expression in the chiral limit simplifies
to
ΠPASµ (p1, p2)
χ
(1) =
i9
4
g2
∑
ABC
1
p21
−8(p21pµ2 + p22pµ1)
p21p
2
2(p1 + p2)
2
1
144
1−Nc
Nc
〈qq〉2χ
= iαs〈qq〉2χ
18
27
p21p
µ
2 + p
2
2p
µ
1
p21p
2
2(p1 + p2)
2
, (5.101)
that is the final result for the contribution from the first diagram in Figure 5.4 for the PAS
part of the dominant term in the OPE of ΠPAS+SAPµ (p1, p2)
χ. The next step to get the
final value in Appendix C will be to calculate the SAP part from this first diagram. Then,
we will have to repeat the calculation for the other 17 diagrams.
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Chapter 6
Hadronic Matrix Elements of the
Electroweak Operators Q7 and Q8
In this chapter we report recent advances on the computation of the matrix elements of the
electroweak penguins Q7 and Q8 which are relevant for the ∆I = 3/2 contribution to ε
′
K in
the chiral limit, as said in Section 2.4.2. These matrix elements can be calculated without
using any model, but relating them with integrals over spectral functions for which there
exist experimental data. This calculation is also an example of the use of the X-boson
method at all orders in the 1/NC expansion.
The method followed in the derivation of these matrix elements starts from the effective
action (6.3) whose derivation from the Standard Model using short-distance renormaliza-
tion group methods has been described in 2.4. In a general way
ΓSD =
∑
i=7,8
Ci(µR)Qi(µR) . (6.1)
This effective action can be used directly in lattice calculations but is less easy to use in
other methods. What we know how to identify are currents and densities. We therefore go
over to an equivalent scheme using only densities and currents whereby we generate (6.1)
by the exchange of colourless X-bosons (Eq. (6.5))
ΓX =
∑
i
gi(µC)X
I
i (q¯
′γIq) (6.2)
where the coupling constants gi can be determined using short-distance calculations only.
The result is Eqs. (6.6) and (6.7). At this step the scheme-dependence in the calculation
of the Wilson coefficients Ci is removed but we have now a dependence on MX and the
scheme used to calculate with ΓX .
We then need to evaluate the matrix-elements of (6.2). For the case at hand this
simplifies considerably. In the chiral limit, the relevant matrix element can be related
to vacuum matrix elements (VEVs). The disconnected contributions are just two-quark
condensates. The connected ones can be expressed as integrals over two-point functions (or
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correlators) as given in Eq. (6.8), which we evaluate in Euclidean space. The two relevant
integrals are Eqs. (6.14) and (6.24).
Both of the integrals are now dealt with in a similar way. We split them into two pieces
at a scale µ via Eq. (6.15). The two-point function to be integrated over is replaced by its
spectral representation, which we assume known.
The long-distance part of the Q2 integral can be evaluated and integrals of the type
(6.17) and (6.34) remain.
The short-distance part we evaluate in a somewhat more elaborate way which allows
us to show that the residual dependence on the X-boson mass disappears and that the
correct behaviour given by the renormalization group is also incorporated. To do this, we
split the short-distance integral in the part with the lowest dimensional operator, which is
of dimension six for both Q7 and Q8, and the remainder, the latter is referred to as the
contribution from higher-order operators [169].
The dimension six part can be evaluated using the known QCD short-distance behaviour
of the two-point functions at this order. It is vacuum expectation values of dimension six
operators over Q6 for Q7 and over Q
4 for Q8 times a known function of αS. The vacuum
expectation values can be rewritten again as integrals over two-point functions and the
resulting integrals are precisely those needed to cancel the remaining MX -dependence. For
the contribution from all higher order operators we again perform simply the relevant Q2
integrals over the same two-point functions as for dimension six and they are the ones
needed to match long- and short-distances exactly.
This way we see how our procedure precisely cancels all the scheme- and scale-dependence
and fully relates the results to known spectral functions.
The chapter consists out of two parts. In the first part, Sections 6.1–6.3, we discuss how
the X-boson approach takes care of the scheme-dependence in the chiral limit independent
of the large Nc expansion we used in our previous work. We also show precisely how the
needed matrix-elements in the chiral limit are related to integrals over spectral functions.
This clarifies and extends the previous work on this relation [80, 81, 82, 170]. Equation
(6.40) is our main result, but we also present the expression in terms of the usual bag
parameters in Section 6.3.
In the second part, Sections 6.4–6.7, we present numerical results and compare our
results with those obtained by others and our previous work. Sections 6.4 and 6.5 describe
the experimental and theoretical information on both Im ΠTLR(Q
2) and the scalar–pseudo-
scalar Im Π
(0−3)
SS+PP (Q
2) spectral functions and give the values of the various quantities
needed. The comparison with earlier results is Section 6.7.
In addition, in the Appendix A.1 we derive the NLO in αS coefficient of the leading
order term in the OPE of the needed correlators in the same scheme as used for the
short-distance weak Hamiltonian. This coefficient was previously only known in a different
scheme [171].
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6.1 The Q7 and Q8 Operators
The imaginary part of GE , the coupling defined in (3.6) that modulates the chiral La-
grangian of order e2p0, is dominated by the short-distance electroweak effects and can thus
be reliably estimated from the purely strong matrix-elements of the |∆S| = 1 effective
hamiltonian in (2.30) with only the Q7 and Q8 operators present
Γeff = −GF√
2
VudV
∗
us
∑
i=7,8
Im Ci
∫
d4xQi(x) (6.3)
with Im Ci = yi Im τ the imaginary part of the Wilson coefficients in (2.30). Up to O(α
2
S),
the Q7 and Q8 operators only mix between themselves below the charm quark mass via
the strong interaction.
The QCD anomalous dimension matrix γ(ν) in regularizations like Naive Dimensional
Regularization (NDR) or ’t Hooft-Veltman (HV) which do not mix operators of different
dimension, is defined as1 (i = 7,8)
ν
d
dν
Qi(ν) = −
∑
j=7,8
γji(ν)Qj(ν) ; γ(ν) =
∑
n=1
γ(n)an(ν) (6.4)
where a(ν) ≡ αS(ν)/π.
At low energies, it is convenient to describe the ∆S = 1 transitions with an effective
action ΓLD which uses hadrons, constituent quarks, or other objects to describe the relevant
degrees of freedom. A four-dimensional regularization scheme like an Euclidean cut-off,
separating long-distance physics from integrated out short-distance physics, is also more
practical. In addition, the color singlet Fierzed operator basis becomes useful for identifying
QCD currents and densities. The whole procedure has been explicitly done in [75, 72] and
reviewed in [172].
At low energies, the effective action (6.3) is therefore replaced by the equivalent
ΓX = g7(µC , · · · )Xµ7
(
(sγµd)L +
3
2
eq
∑
q=u,d,s
(qγµq)R
)
+ g8(µC , · · · )
∑
q=u,d,s
Xq,8
(
(qd)L + (−2)3
2
eq(sq)R
)
. (6.5)
Here all colour sums are performed implicitly inside the brackets. There is also a kinetic
term for the X-bosons which we take to be all of the same mass for simplicity.
The couplings gi are determined as functions of the Wilson coefficients Ci by taking
matrix elements of both sides between quark and gluon external states as explained in
1In a cut-off regularization one has, on the right hand side, an infinite series of higher dimensional
operators suppressed by powers of the cut-off. Explicit expressions for the matrices γji(ν) are in App.
A.1.
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[75, 72, 172]. We obtain
|g7(µC)|2
M2X
= Im C7(µR)
[
1 + a(µC)
(
γ
(1)
77 ln
MX
µR
+∆r77
)]
+ Im C8(µR) [a(µC)∆r78] +O
(
a(µR)− a(µC)
)
(6.6)
and
|g8(µC)|2
M2X
= Im C8(µR)
[
1 + a(µC)
(
γ
(1)
88 ln
MX
µR
+ γ˜
(1)
88 ln
µC
MX
+∆r88
)]
+ Im C7(µR)
[
a(µC)
(
γ
(1)
87 ln
MX
µR
+∆r87
)]
+O
(
a(µR)− a(µC)
)
.
(6.7)
γ˜
(1)
ij is due to the anomalous dimensions of the two-quark color-singlet densities or currents.
It vanishes for conserved currents. In our case γ˜
(1)
88 = −2γ(1)m , where γ(1)m is the QCD
anomalous dimension of the quark mass in the regularization used in (6.5). The values of
∆rij ≡ (r − r˜)ij have been calculated in [72].
The effective action to be used at low-energies is now specified completely. Notice that
singlet color currents and densities are connected by the exchange of a colourless X-boson
and therefore are well identified also in the low energy effective theories, and the finite
terms which appear due to the correct identification of currents and densities.
The coupling GE is defined in the chiral limit so that we can use soft pion theorems to
calculate the relevant matrix-elements, and relate them to a vacuum-matrix-element2. For
the contribution of Q7 and Q8, we obtain
− 3
5
e2 F 60 Im GE = −|g7(µC , · · · )|2 3 i
∫
d4pX
(2π)4
1
p2X −M2X
gµν Π
µν
LR(p
2
X)
+ |g8(µC , · · · )|2 i
∫
d4pX
(2π)4
1
p2X −M2X
(
Π
(0)
SS+PP (p
2
X)− Π(3)SS+PP (p2X)
)
.
(6.8)
Where ΠµνLR(p
2) is the following two-point function in the chiral limit [170, 80]:
ΠµνLR(p) ≡
1
2
i
∫
d4y eiy·p 〈0|T [Lµ(y)Rν†(0)] |0〉 ≡ [pµpν − gµνp2]ΠTLR(p2)
+ pµpνΠLLR(p
2) . (6.9)
In Eq. (6.8) we used the chiral limit so SU(3) chiral symmetry is exact. L(R)µ = (uγµd)L(R)
or L(R)µ = (dγµs)L(R), Π
L
LR(p
2) vanishes and Π
(a)
SS+PP (p
2) is the two-point function
Π
(a)
SS+PP (p
2) ≡ i
∫
d4y eiy·p 〈0|T [(S + iP )(a)(y)(S − iP )(a)(0)] |0〉 (6.10)
2In the realK → pipi case we would need to evaluate integrals over strong-interaction five point functions,
three meson legs and two X-boson legs. For vacuum matrix-elements this reduces to integrals over two-
point functions, the two X-boson legs. The same is not possible for G8 and G27 since the corresponding
terms are order p2 and have zero vacuum matrix elements.
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with
S(a)(x) = −q(x)λ
(a)
√
2
q(x), P (b)(x) = q(x)iγ5
λ(a)√
2
q(x) . (6.11)
The 3 × 3 matrix λ(0) =
√
2 I/
√
3 and the rest are the Gell-Mann matrices normalized to
tr
(
λ(a)λ(b)
)
= 2δab. An alternative form for the last term in (6.8) is,
|g8(µC , · · · )|2 3 i
∫
d4pX
(2π)4
1
p2X −M2X
Π
(ds)
SS+PP (p
2
X) (6.12)
with
Π
(ds)
SS+PP (p
2) = i
∫
d4y eiy·p 〈0|T [(dd)L(y)(ss)R(0)] |0〉 (6.13)
and (qq)L(R) = q(1− (+)γ5)q.
6.2 Exact Long–Short-Distance Matching at NLO in
αS
6.2.1 The Q7 Contribution
In Euclidean space, the term multiplying |g7|2 in the rhs of (6.8) can be written as
− 9
16π2
∫ ∞
0
dQ2
Q4
Q2 +M2X
ΠTLR(Q
2) (6.14)
with Q2 = −q2. We split the integration into a short-distance and a long-distance part by∫ ∞
0
dQ2 =
∫ µ2
0
dQ2 +
∫ ∞
µ2
dQ2 (6.15)
with M2X >> µ
2. In QCD, ΠTLR(Q
2) obeys an unsubtracted dispersion relation
ΠTLR(Q
2) =
∫ ∞
0
dt
1
π
Im ΠTLR(t)
t+Q2
. (6.16)
Q7 Long-distance
Putting (6.16) in (6.14) and performing the integral up to µ2 gives
− 9
16π2
∫ ∞
0
dt
t2
M2X
ln
(
1 +
µ2
t
)
1
π
Im ΠTLR(t) +O
(
µ2
M4X
)
, (6.17)
with the use of the Weinberg Sum Rules [162], Eqs. (6.50).
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Q7 Short-distance
At large Q2 in the chiral limit, ΠTLR(Q
2) behaves in QCD as [145]
ΠTLR(Q
2) →
∞∑
n=0
∑
i=1
C
(i)
2(n+3)(ν,Q
2)
Q2(n+3)
〈0|O(i)2(n+3)(0)|0〉(ν) (6.18)
where O
(i)
2(n+3)(0) are dimension 2(n+ 3) gauge invariant operators.
O
(1)
6 (0) =
1
4
Lµ(0)Rµ(0) =
1
4
(sγµd)L (0)
(
dγµs
)
R
(0) ;
O
(2)
6 (0) = (S + iP )
(0)(0) (S − iP )(0)(0)− (S + iP )(3)(0) (S − iP )(3)(0)
= 3 (dd)L(0)(ss)R(0) . (6.19)
The coefficients C
(i)
6 (ν,Q
2) are related to the anomalous dimension matrix defined in (6.4).
This can be used to obtain the NLO in αS part of the coefficient with the same choice
of evanescent operators as in [65, 69], calculations of the α2S term in other schemes and
choices of evanescent operators are in[171]. Our calculation and results are in App. A.1.
At the order we work we only need the lowest order [145]
C
(1)
6 (ν,Q
2) = −16π
2a(ν)
3
γ
(1)
77
C
(2)
6 (ν,Q
2) =
8π2a(ν)
9
γ
(1)
87 (6.20)
The values of the coefficients of the power corrections are physical quantities and can
be determined with global duality FESR3, [31, 137, 173],
∞∑
m=0
∑
i=1
(−1)m 〈0|O(i)2(m+3)(0)|0〉(s0)
1
2πi
∮
Cs0
ds
C
(i)
2(m+3)(s0,−s)
s1+m−n
= Mn+2 ≡
∫ s0
0
dt tn+2
1
π
Im ΠTLR(t) , (6.21)
with n ≥ 0. s0 is the threshold for local duality4. At leading order in αS only n = m
3The specific form (6.21) is only true to lowest order in αS due to the ln(Q
2) dependence at higher
orders.
4A discussion of the value of the local duality onset is in Section 6.4.
6.2 Exact Long–Short-Distance Matching at NLO in αS 99
survive and we can rewrite the short-distance contribution to (6.14) as
− 9
16π2
∫ ∞
µ2
dQ2
Q4
Q2 +M2X
ΠTLR(Q
2) =
= a(µ) ln
µ
MX
i
∫
d4q˜
(2π)4
(
1
M2X
) [
γ
(1)
77 3gµν Π
µν
LR(q˜)− γ(1)87
(
Π
(0)
SS+PP (q˜
2)−Π(3)SS+PP (q˜2)
)]
+
( −1
M2X
)
9
16π2
∞∑
n=1
1
n
∑
i=1
C
(i)
2(n+3)
µ2n
[
1 +O
(
µ2
M2X
)]
〈0|O(i)2(n+3)(0)|0〉+O(a2) + · · ·
= a(µ) ln
µ
MX
i
∫
d4q˜
(2π)4
(
1
M2X
) [
γ
(1)
77 3gµν Π
µν
LR(q˜)− γ(1)87
(
Π
(0)
SS+PP (q˜
2)−Π(3)SS+PP (q˜2)
)]
+
9
16π2
∫ s0
0
dt
t2
M2X
ln
(
1 +
t
µ2
)
1
π
Im ΠTLR(t) +O
(
µ2
M4X
)
+O(a2) (6.22)
where we have used∫
d4q˜
(2π)4
∫
d4x eix·q˜ 〈0|T
[
J(x) J˜(0)
]
|0〉 ≡ 〈0|J(0) J˜(0)|0〉 . (6.23)
6.2.2 The Q8 Contribution
In Euclidean space, the term multiplying |g8|2 in the rhs of (6.8), is
1
16π2
∫ ∞
0
dQ2
Q2
Q2 +M2X
Π
(0−3)
SS+PP (Q
2) (6.24)
with
Π
(0)
SS+PP (Q
2)−Π(3)SS+PP (Q2) ≡ Π(0−3)SS+PP (Q2) . (6.25)
This two-point function has a disconnected contribution, corresponding to what is usually
called the factorizable contribution5. We split off that part explicitly:
1
16π2
∫ ∞
0
dQ2
Q2
Q2 +M2X
Π
(0−3)
SS+PP (Q
2) =
1
M2X
∣∣〈0|S(0)(0)|0〉∣∣2
+
1
16π2
∫ ∞
0
dQ2
Q2
Q2 +M2X
Π
(0−3) conn
SS+PP (Q
2) . (6.26)
The Disconnected Contribution
We have included in (6.7) all the O(αS) logs and finite terms that take into account passing
the four-quark matrix element from the cut-off µC regulated X-boson effective theory to
the MS one. Therefore to the order needed
〈0|S(0)(0)|0〉2 = 3 〈0|qq|0〉∣∣2
MS
(µC) (6.27)
5For the other operators this correspondence does not hold and even for Q8 it is only valid in certain
schemes, including ours.
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and from now on the quark condensate is understood to be in the MS scheme. As shown
in [174, 175], γ
(1)
88 = −2γ(1)m where γ(1)m is the one-loop quark mass anomalous dimension6.
This cancels exactly the scale µC dependence in (6.7) to order αS[174, 175].
The disconnected contribution to Im GE is thus
−3
5
e2F 60 Im G
Fact
E = 3 〈0|q¯q|0〉2(µC)
|g8(µC)|2
M2X
(6.28)
but now with
|g8(µC)|2
M2X
= Im C8(µR)
[
1 + a(µC)
(
γ
(1)
88 ln
µC
µR
+∆r88
)]
+ Im C7(µR)a(µR)
(
γ
(1)
87 ln
MX
µR
+∆r87
)
+O(a2) . (6.29)
Here one can see that the factorizable contribution is not well defined. It is due to the
mixing of Q7 and Q8 and is reflected here in the ln(MX/µR). This MX dependence cancels
with the non-factorizable contribution of Q7 in (6.22). Notice that the contribution of both
terms, Im C8 and Im C7, to Im GE are of the same order in 1/Nc. It is then necessary
to add the non-factorizable term to have Im GE well defined. Since Im GE is a physical
quantity, factorization is not well defined for Q8. This was also shown to be the case
for Q6 in [74]. Of course, the leading term of the 1/Nc expansion is well defined but
that approximation would miss a completely new topology, namely the non-factorizable
contributions.
The Connected Contribution
From the leading high energy behaviour, the scalar–pseudo-scalar spectral functions satisfy
in the chiral limit [5, 176]∫ ∞
0
dt
1
π
[
Im Π
(0)
SS(t)− Im Π(3)PP (t)
]
= 0 =
∫ ∞
0
dt
1
π
[
Im Π
(3)
SS(t)− Im Π(0)PP (t)
]
(6.30)
which are analogous to Weinberg Sum Rules. Therefore the connected part of Π
(0−3)
SS+PP (Q
2)
satisfies an unsubtracted dispersion relation in the chiral limit,
Π
(0−3) conn
SS+PP (Q
2) =
∫ ∞
0
dt
1
π
Im Π
(0−3)
SS+PP (t)
t+Q2
. (6.31)
Also in the chiral limit, the scalar and pseudo-scalar (0− 3) combinations satisfy other
Weinberg-like Sum Rules as shown in [177] for the scalar7 and in [178] for the pseudo-scalar,∫ ∞
0
dt
1
π
Im Π
(0−3)
SS (t) = 0 =
∫ ∞
0
dt
1
π
Im Π
(0−3)
PP (t) . (6.32)
6See App. A.1 for the explicit expressions. It can be seen there that no such relation holds for γ
(2)
88 .
7In [177] it was the alternative form of Eq. (6.12) which was used.
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We also know that the spectral functions Im ΠSS(PP )(Q
2) depend on scale due to the
non-conservation of the quark densities.
µC
d
dµC
Im Π
(a)
SS(PP )(t) = 2γm(µC) Im Π
(a)
SS(PP )(t) . (6.33)
This scale dependence is analogous to the one of the disconnected part (6.28) and cancels
the µC dependence in |g8(µC)|2 also for the connected part.
We now proceed as for Q7 and split the integral in (6.26) at µ
2.
6.2.2.a Q8
conn Long-Distance
We perform simply the integral and obtain
− 1
16π2
∫ ∞
0
dt
t
M2X
ln
(
1 +
µ2
t
)
1
π
Im Π
(0−3)
SS+PP (t) +O
(
µ2
M4X
)
. (6.34)
6.2.2.b Q8
conn Short-distance
Using the unsubtracted dispersion relation in (6.31), Π
(0−3) conn
SS+PP (Q
2) in the chiral limit
behaves at large Q2 in QCD as
Π
(0−3) conn
SS+PP (Q
2) →
∞∑
n=0
∑
i=1
C˜
(i)
2(n+3)(ν,Q
2)
Q2(n+2)
〈0|O˜(i)2(n+3)(0)|0〉(ν) (6.35)
where O˜
(i)
2(n+3)(0) are dimension 2(n+ 3) gauge invariant operators.
O˜
(1)
6 (0) = O
(1)
6 (0) ; O˜
(2)
6 (0) = O
(2)
6 (0) . (6.36)
Using the information on the mixing of Q7 and Q8 in (6.4), the scale dependence (6.33),
it is easy to obtain the leading power behavior in (6.35) (see Appendix A.2)
C˜
(1)
6 (ν,Q
2) =
45π2
2
a(ν)2 +O(a3) ;
C˜
(2)
6 (ν,Q
2) =
211π2
4
a(ν)2 +O(a3) . (6.37)
Again the values of the coefficients of the power corrections in (6.35) can be calculated
using global duality FESR,
∞∑
m=0
∑
i=1
(−1)m+1〈0|O˜(i)2(m+3)(0)|0〉(s˜0)
1
2πi
∮
Cs˜0
ds
C˜
(i)
2(m+3)(s˜0,−s)
s1+m−n
= M˜n+1 ≡
∫ s˜0
0
dt tn+1
1
π
Im Π
(0−3)
SS+PP (t) , (6.38)
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with n ≥ 0, and s˜0 the threshold for local duality for this two-point function. Again only
terms with n = m survive at O(αS) and one gets
1
16π2
∫ ∞
µ2
dQ2
Q2
Q2 +M2X
Π
(0−3) conn
SS+PP (Q
2) =
1
16π2
∫ s˜0
0
dt
t
M2X
ln
(
1 +
t
µ2
)
1
π
Im Π
(0−3)
SS+PP (t) +O
(
µ2
M4X
)
+O(a3). (6.39)
6.2.3 Sum
We now add all the contributions of Eqs. (6.17), (6.22), (6.28), (6.34) and (6.39) to obtain
the full result. Notice in particular that all contributions contain the correct logarithms of
MX to cancel that dependence in Eqs. (6.6) and (6.7).
The integrals over the spectral functions in the respective long and short-distance regime
can in both cases be combined to give a simple ln(t/µ2).
Therefore, when summing everything to O(αS) and all orders in 1/Nc, we obtain
− 3
5
e2F 60 Im GE =
{
Im C7(µR)
[
1 + a(µC)
(
γ
(1)
77 ln
µ
µR
+∆r77
)]
+Im C8(µR)a(µC)∆r78
}
9
16π2
ALR(µ)
+
{
Im C8(µR)
[
1 + a(µC)
(
γ
(1)
88 ln
µC
µR
+∆r88
)]
+ Im C7(µR)a(µC)
(
γ
(1)
87 ln
µ
µR
+∆r87
)}
×
×
(
3 〈0|q¯q|0〉2(µC) + 1
16π2
ASP (µ, µC))
)
; (6.40)
where
ALR(µ) ≡
∫ s0
0
dt t2 ln
(
t
µ2
)
1
π
Im ΠTLR(t) ;
ASP (µ, µC) ≡
∫ s˜0
0
dt t ln
(
t
µ2
)
1
π
Im Π
(0−3)
SS+PP (t) . (6.41)
To obtain this result we have used the local duality relations∫ ∞
s0
dt t2 ln
(
t
µ2
)
1
π
Im ΠTLR(t) = O(a
2) ,∫ ∞
s˜0
dt t ln
(
t
µ2
)
1
π
Im Π
(0−3)
SS+PP (t) = O(a
2) . (6.42)
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The expression in (6.40) is exact in the chiral limit, at NLO in αS, all orders in 1/Nc and
without electromagnetic corrections. It doesn’t depend on any scale nor scheme at that
order analytically. The dependence on MX also nicely cancels out. The µC dependence
cancels against the µC dependence of the densities. Notice that in this final result we have
taken into account the contribution of all higher order operators.
As noticed in [72], the connected scalar–pseudo-scalar two-point function is exactly zero
in U(3) symmetry, i.e. is 1/Nc suppressed. We used this fact to disregard this contribution
there. We will check later the quality of this approximation from a phenomenological
analysis of its value.
6.3 Bag Parameters
We now re-express our main result (6.40) in terms of the usual definition of the bag pa-
rameters
− 3
5
e2F 60 Im GE ≡ 〈0|q¯q|0〉2(µC) [Im C7(µR)B7χ(µC , µR) + 3Im C8(µR)B8χ(µC , µR)]
≡ −6 Im C7(µR) 〈0|O(1)6 |0〉χ(µR) + Im C8(µR) 〈0|O(2)6 |0〉χ(µR) , (6.43)
where the subscript χ means in the chiral limit.
This definition coincides with the one in [72] and gives
B7χ(µC, µR) = [1 + ∆r77 a(µR)]
9
16π2
1
〈0|q¯q|0〉2(µC) ALR(µR)
+ 3 a(µC)∆r87
[
1 +
1
48π2
1
〈0|q¯q|0〉2(µC) ASP (µR, µC)
]
;
B8χ(µC, µR) =
[
1 +
(
γ
(1)
88 ln
(
µC
µR
)
+∆r88
)
a(µC)
]
×
×
[
1 +
1
48π2
1
〈0|q¯q|0〉2(µC) ASP (µR, µC)
]
+
a(µC)
〈0|q¯q|0〉2(µC) ∆r78
3
16π2
ALR(µR) . (6.44)
The finite terms that appear in the matching between the X-boson effective theory with a
cut-off and the Standard Model regularized with the NDR scheme were calculated in [72],
∆rNDR77 =
1
8Nc
, ∆rNDR78 = −
3
4
,∆rNDR87 = −
1
8
, ∆rNDR88 =
5
8
Nc +
1
8Nc
. (6.45)
The finite terms to pass from NDR to HV in the same basis and evanescent operators we
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use can be found in [66]. In the HV scheme of [65, 69] 8 these finite terms are
∆rHV−NDR77 = −
3
2Nc
, ∆rHV−NDR78 = 1 ,∆r
HV−NDR
87 =
3
2
, ∆rHV−NDR88 =
Nc
2
− 3
2Nc
.
(6.46)
The results for the scheme dependent terms ∆r77 and ∆r87 [72] agree with those in [80, 82].
The B7 and B8 bag parameters are independent of µ but depend on µR and µC , and
these dependences only cancel in the physical value of Im GE . The µC dependence is artifi-
cial and a consequence of the normalization of the bag parameters to the quark condensate.
At NLO in 1/Nc we get
BNDR7χ (µC, µR) =
(
1 +
a(µR)
24
)
9
16π2
1
〈0|q¯q|0〉2(µC)ALR(µR)
− 3
8
a(µC)
[
1 +
1
48π2
1
〈0|q¯q|0〉2(µC) ASP (µR, µC)
]
;
BNDR8χ (µC, µR) =
[
1 +
1
12
(
54 ln
(
µC
µR
)
+ 23
)
a(µC)
]
×
×
[
1 +
1
48π2
1
〈0|q¯q|0〉2(µC)ASP (µR, µC)
]
− 9
64π2
a(µR)
〈0|q¯q|0〉2(µC)ALR(µR) (6.47)
and in the HV scheme[65, 69]
BHV7χ (µC , µR) =
(
1− 11
24
a(µR)
)
9
16π2
1
〈0|q¯q|0〉2(µC) ALR(µR)
+
33
8
a(µC)
[
1 +
1
48π2
1
〈0|q¯q|0〉2(µC)ASP (µR, µC)
]
;
BHV8χ (µC , µR) =
[
1 +
1
12
(
54 ln
(
µC
µR
)
+ 35
)
a(µC)
]
×
×
[
1 +
1
48π2
1
〈0|q¯q|0〉2(µC)ASP (µR, µC)
]
+
3
64π2
a(µR)
〈0|q¯q|0〉2(µC)ALR(µR) . (6.48)
We find an exact result for these B-parameters in QCD in the chiral limit including the
effects of higher dimensional operators to all orders. The scheme dependence is also fully
taken into account. To our knowledge this is the first time these fully model independent
expressions bag parameters are presented.
8There is a finite renormalization from the HV scheme of [66] to the HV scheme of [65, 69]. If one uses
the Wilson coefficients in the HV scheme including the CF terms from the renormalization of the axial
current as [66], one has to add −CF to the diagonal terms ∆rii in (6.46) and −β1CF to the diagonal terms
in the two-loop anomalous dimensions in (A.7).
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6.4 The ΠTLR(Q
2) Two-Point Function and Integrals
over It
There are very good data for ΠTLR [31, 137] in the time-like region below the tau lepton
mass. They have been extensively used previously [80, 81, 179, 180], see the talks [173]
for recent reviews. We consider it a good approximation to take this data as the chiral
limit data. Nevertheless, one can estimate the effect of the chiral corrections with Cauchy’s
integrals around a circle of radius 4m2π of the type∮
4m2pi
ds sn lnm(s) ΠTLR(−s) (6.49)
with n > 0, m = 0, 1. For all the integrals we use, we have checked that these contributions
are negligible using the CHPT expressions for ΠTLR(Q
2) at one-loop[5]. The discussion
below is focused on the ALEPH data but we present the OPAL results as well.
We reanalyze here the first and the second Weinberg Sum Rules (WSRs) [162], which
are properties of QCD in the chiral limit [181],∫ ∞
0
dt
1
π
Im ΠTLR(t) =
∫ s0
0
dt
1
π
Im ΠTLR(t) +O(a
2) = f 2π ;∫ ∞
0
dt t
1
π
Im ΠTLR(t) =
∫ s0
0
dt t
1
π
Im ΠTLR(t) +O(a
2) = 0 (6.50)
where we used the perturbative QCD result for the imaginary part at energies larger than
s0, i.e. we assumed local duality above s0. These two WSRs determine the threshold
of perturbative QCD s0. We used the experimental value for the pion decay constant
fπ = (92.4± 0.4) MeV.
These two sum rules are plotted in Fig. 6.1 for the central data values and the one
sigma errors. These latter are calculated by generating a distribution of spectral functions
distributed according to the covariance matrix of [31]. We then take the one sigma error
to be the value where 68% of the distributions fall within. All errors in the numbers of
this section and in the plots shown are calculated in this way.
At this point, we would like to discuss where local duality sets in: s0. As we can see
from Fig. 6.1 for s < M2τ there are two points where (6.50) are satisfied, the first one
around 1.5 GeV2 and the second around 2.5 GeV2. Of course, this does not mean that
local duality is already settled at these points as the oscillations show. One can expect
however that the violations of local duality are small at these points. It is also obvious
that local duality will be better when the value of s0 is larger. The procedure to determine
the value of s0 is repeated for each of the spectral functions generated before and we use
consistently a spectral function together with its value of the onset of local duality.
There are several points worth making. Though for every distribution the first duality
point in the 1st WSR is very near the corresponding one of the 2nd WSR, they differ
by more than their error. Numerically, when used in other sum-rules they produce results
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Figure 6.1: The first and second Weinberg sum rule as a function of the upper integration
variable s. The central curve corresponds to the central values of [31] while the upper and
lower curve are the one sigma errors calculated as described in the text.
outside the naive error. The second duality point, s0 ≈ 2.5 GeV2 yields more stable results.
There is no a priori reason for the value of s0 to be exactly the same for different sum rules.
Though the change from the 1st WSR to the second is small, and even smaller if
one looks at negative moments, when one uses large positive moments (the ones we need
here), the deviations are quite sizable as we will show. This is because positive large
moments weigh more the higher energy region and the negative moments essentially use
only information of the low energy region.
Probably in the second duality point, local duality has not been reached either but
certainly we should be closer to the asymptotic regime. We therefore take the highest
global duality point available, the solution of Eq. (6.50), around 2.5 GeV2. Fortunately,
for the physical matrix elements, the additional log(t/µ2) in the integrand reduces the
contribution of the data points near the real axis for t around µ2. This makes these sum
rules much more reliable than the single moments used in [80, 81].
The second, and highest value with good data, value of s0 where the WSRs are satisfied
runs roughly between 2.2 GeV2 and 3.0 GeV2. But not all of these values are equally
probable. If we look at the distribution of the s0 values, there is a clear peak situated
around the value calculated with the central data points but there are tails towards higher
s0. The widths of the peak are essentially the same as the errors we quote. The s0 where
the second WSR are mainly in the area
s0 = (2.53
+0.13
−0.12)GeV
2 (ALEPH) , s0 = (2.49
+0.17
−0.13)GeV
2 (OPAL) . (6.51)
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and where the first WSR is satisfied in
s0 = (2.56
+0.15
−0.14)GeV
2 (ALEPH) , s0 = (2.53
+0.17
−0.12)GeV
2 (OPAL) . (6.52)
These errors have been obtained as explained above. In the analysis below we use all
experimental distributions with their associated value of s0 and not only those with s0 in
the intervals above.
The OPE of the ΠTLR(Q
2) was studied using the same data [31] in [179]. They obtained
a quite precise determination of the dimension six and eight higher dimensional operators
from a fit to different moments of the energy distribution. This procedure has in principle
smaller errors since one can use the tau decay kinematic factors which suppresses the data
near the real axis but has a different local duality error. They use M2τ as upper limit of
the hadronic moments, we agree with [180] that one should use the s0 where there is global
duality with QCD to eliminate possible effects of the lack of local duality at M2τ . Another
comment is that as noticed in [82] the α2S corrections used in [179] are in a different scheme
[171]. These corrections in the scheme used in [69] are presented in the appendices.
We can determine the following higher dimensional operator contributions (6.18)
M2 ≡
∫ s0
0
dt t2
1
π
Im ΠTLR(t)
=
∞∑
m=0
∑
i=1
〈0|O(i)2(m+3)(0)|0〉(s0) (−1)m
1
2πi
∮
Cs0
ds
C
(i)
2(m+3)(s0,−s)
s1+m
M3 ≡
∫ s0
0
dt t3
1
π
Im ΠTLR(t)
=
∞∑
m=0
∑
i=1
〈0|O(i)2(m+3)(0)|0〉(s0) (−1)m
1
2πi
∮
Cs0
ds
C
(i)
2(m+3)(s0,−s)
sm
. (6.53)
In Fig. 6.2 we have plotted the value of M2 and M3 as a function of s0 used in the
integration, together with the one sigma error band. It is immediately obvious that the
main uncertainty is the choice of s0 to be used. This uncertainty is increasingly important
with the increase of the moment.
Using ALEPH data on V −A spectral functions we get for the dimension six and eight
FESR using the value for s0 where the second WSR is satisfied
M2 = −(1.7+1.2−1.0) · 10−3GeV6
M3 = (7.2
+5.2
−4.0) · 10−3GeV8 . (6.54)
The error bars are obtained by taking 68% of the generated distributions within this value,
only including those where the WSR can be satisfied. The error is smaller than one would
judge from Fig. 6.2 since the value of M2 and M3 at the value of s0 where the spectral
function satisfies a WSR is much more stable than the variation at a fixed value of s0.
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Figure 6.2: The second and third moment as a function of the upper limit of integration
s0 and the one sigma variation.
Using the OPAL data we get,
M2 = −(2.0+1.0−1.0) · 10−3GeV6
M3 = (5.2
+4.0
−3.2) · 10−3GeV8 . (6.55)
Eq. (6.54) and (6.55) should be compared to other model independent determinations
of M2 and M3 using the ALEPH and OPAL data. In [31, 137, 179] the results obtained
were
M2 = −(3.2± 0.9) · 10−3GeV6
M3 = −(4.4± 1.2) · 10−3GeV8 . (6.56)
The value for M2 is compatible within errors but M3 differs even in sign. Our error bars
take into account the variation of s0 but our result for M3 at the second duality point is
always positive.
This indicates a potential problem in the determination of M3 and higher moments
(and of smaller importance in M2). As said before violations of local duality can be sizable
for higher moments like M3 even at t ≃ M2τ used as upper limit of the moment integrals
as done in these references. Other source of discrepancy here is the fact that these three
analysis assumed implicitly that contributions with dimension d > 8 were negligible in all
cases, while in our results we include the effect of all higher order dimension operators. The
value of the moments M2 andM3 obtained in [31, 137, 179] must contain higher dimension
contamination that can account for the differences between our result and those in (6.56)
[85].
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In the most recent analysis [85], in which several Finite Energy Sum Rules were studied,
the effect of higher dimension operators do was taken into account. The results they got
were
M2 = −(2.27± 0.42± 0.09) · 10−3GeV6 ,
M3 = (2.85± 1.86± 0.32) · 10−3GeV8 (6.57)
with the ALEPH data and
M2 = −(2.53± 0.45± 0.06) · 10−3GeV6 ,
M3 = (1.56± 1.91± 0.23) · 10−3GeV8 (6.58)
with the OPAL data. The values for M2 and M3 here are in agreement with ours in (6.54)
and (6.55) within errors, although the central value of M3 calculated by Cirigliano et al.
is much smaller than our. Despite the fact of this quantitative difference, in [85] was
confirmed the sign of M3, first obtained in [9].
The integrals which are needed for Eq. (6.40) can be evaluated from the ALEPH data
in the same way. We need
ALR(µR) ≡
∫ s0
0
dt t2 ln
(
t
µ2R
)
1
π
Im ΠTLR(t) = (4.7
+0.5
−0.4) · 10−3 GeV6 ;
ALowerLR (µR) ≡ −
∫ s0
0
dt t2 ln
(
1 +
µ2R
t
)
1
π
Im ΠTLR(t) = (3.7
+0.5
−0.4) · 10−3 GeV6 ;
AHigherLR (µR) ≡
∫ s0
0
dt t2 ln
(
1 +
t
µ2R
)
1
π
Im ΠTLR(t) = (1.0
+0.9
−0.7) · 10−3 GeV6 (6.59)
at µR = 2 GeV and using for each distribution its second duality point s0. Notice the
much smaller error of ALR and ALowerLR when compared with M2 and M3. These values are
all taken at the second duality point s0 where the second WSR is satisfied. We plot ALR
as a function of s0 in Fig. 6.3. The OPAL data give instead
ALR(µR) = (4.4+0.4−0.3) · 10−3 GeV6 ;
ALowerLR (µR) = (3.8+0.4−0.5) · 10−3 GeV6 ;
AHigherLR (µR) = (0.6+0.8−0.6) · 10−3 GeV6
(6.60)
As a test, we can also calculate the electromagnetic pion mass difference in the chiral
limit [153],
BLR =
∫ s0
0
dt t ln
(
t
µ2R
)
1
π
Im ΠTLR(t) =
4πF 20
3αQED
(
m2π0 −m2π+
)
= −(5.2± 0.5) · 10−3 GeV4 (ALEPH) ;
= −(5.2± 0.6) · 10−3 GeV4 (OPAL) ; (6.61)
110 Chapter 6: Hadronic Matrix Elements of the Electroweak Operators Q7 and Q8
-0.015
-0.01
-0.005
0
0.005
0.01
0.015
0.02
0 0.5 1 1.5 2 2.5 3
 
⌡⌠  
s2
 
lo
g(s
/µ2
) Π
ds
s [GeV2]
Figure 6.3: The integral over the spectral function needed for Im GE .
where we also used the value of s0 given by the 2nd WSR. Notice that BLR does not depend
on µR due to the second WSR (6.50). The experimental number is
4πF 20
3αQED
(
m2π0 −m2π+
)
E.M.
= −(5.15± 0.90) · 10−3GeV4 . (6.62)
where we used F0 = (87± 6) MeV as the chiral limit value of the pion decay constant and
removed the QCD contributions [127].
For comparison we quote the central values using as s0 the second duality point where
the first WSR is satisfied
s0 = (2.56
+0.15
−0.14) GeV
2 , ALR(2GeV) = (4.0+0.6−0.7) · 10−3GeV6 ,
M2 = −(0.1+3.0−2.8) · 10−3GeV6, ALowerLR (2GeV) = (2.2± 2.1) · 10−3GeV6,
M3 = (11
+9
−7) · 10−3GeV8 , AHigherLR (2GeV) = (1.8+0.5−1.6) · 10−3GeV6.
(6.63)
for ALEPH and for OPAL
s0 = (2.53
+0.17
−0.12) GeV
2 , ALR(2GeV) = (3.4+0.7−0.8) · 10−3GeV6 ,
M2 = (0.1
+2.8
−2.3) · 10−3GeV6, ALowerLR (2GeV) = (1.7+1.4−1.3) · 10−3GeV6,
M3 = (10
+9
−6) · 10−3GeV8 , AHigherLR (2GeV) = (1.7+1.8−1.3) · 10−3GeV6.
(6.64)
The errors are larger here. The value of s0 where the first WSR is satisfied varies more
and is somewhat larger than the s0 where the second WSR is satisfied, this makes the last
results more dependent on the spectral function at high t which have large errors.
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If one tried to see the results using the first duality point, where less duality with QCD
is expected, we get that using the one from the 2nd WSR
s0 = (1.47± 0.02)GeV2 , ALR(2GeV) = (3.3± 0.1) · 10−3GeV6,
M2 = −(6.6± 0.2) · 10−3GeV6, ALowerLR (2GeV) = (5.9± 0.2) · 10−3GeV6,
M3 = −(12+1−2) · 10−3GeV8, AHigherLR (2GeV) = −(2.6± 0.1)GeV6.
(6.65)
Notice thatM2 is not compatible with (6.54) with the central values differing by more than
twice the error. The momentM3 changes even sign with respect to the second duality point
showing the problems of local duality violations for larger moments more dramatically. As
argued before one should take the largest value of s0 to ensure better local duality. However,
the physical relevant moment ALR is much more stable with s0.
6.5 The Scalar–Pseudo-Scalar Two-Point Function
Π
(0−3)
SS+PP (Q
2)
In this section we discuss some of the knowledge of the spectral function Im Π
(0−3)
SS+PP (t)
which governs the connected contribution to the matrix element of Q8. In the large Nc
limit there is no difference between the singlet and triplet channel so the integral in (6.66)
is 1/Nc suppressed and its contribution to Im GE is NNLO. But in the scalar-pseudo-scalar
sector, violations of the large Nc behaviour can be larger than in the vector-axial-vector
channel. It is therefore interesting to determine the size of this contribution as well.
After adding the short-distance part to the long-distance part, the relevant integral is
(6.40)
1
48π2
1
〈0|q¯q|0〉2(µC)
∫ s˜0
0
dt t ln
(
t
µ2
)
1
π
Im Π
(0−3)
SS+PP (t) , (6.66)
This is the contribution of the connected part relative to the disconnected one. s˜0 is
the scale where in this channel QCD duality sets in. The scale µ is the cut-off scale. The
dependence on this scale being NNLO in 1/Nc cannot match the present NLO order Wilson
coefficients.
We can use models like the ones in [177] to evaluate the scalar part of the integrals.
We only use the model there using the KLM [182] analysis, since only it ratifies (6.32) at a
reasonable value of s˜0 and, in addition, produce values for L4, L6 and L8 compatible with
phenomenology. In Fig. 6.4 we plotted for that parameterization the sum rule and the
relative correction from the scalar part to the disconnected contribution 3〈0|qq|0〉2(µR) for
µ = µR = 2 GeV. The value of the scalar part of Eq. (6.66) is about 0.18 at s˜0 = (1.41
GeV)2.
In the large Nc limit, a sensible alternative estimate is to use meson pole dominance.
In the pseudo-scalar sector, the U(3)×U(3) symmetry is broken by the chiral anomaly
splitting the singlet η1 mass away from the zero mass for the Goldstone boson octet.
Three meson intermediate states are not studied enough to be included at this level, we
include instead the first π′ resonance. This means including a massless Goldstone boson
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Figure 6.4: The sum rule (6.32) as a function of s˜0 for the scalar part and the relative
correction to the disconnected contribution for Q8 using the same parametrization as a
function of s˜0 for µR = µ = 2 GeV. Notice that the correction is small in the region where
the sum rule is satisfied.
plus the first π′ resonance and the singlet η1. The pseudo-scalar sum rule in (6.32) requires
the following relation between the octet and the singlet couplings to the pseudo-scalar
current for s˜0 ≃ 2.0 GeV2,
F 20 + F
2
π′ = F
2
η1 . (6.67)
Phenomenologically F 2π′/F
2
0 << 1 [183] and F0 ≃ Fη1 .
We can introduce a scalar meson octet S8 and a singlet S1 using the methods of [37].
The coupling constant for the octet can be denoted by cm and has been estimated in
[37, 148] to be about (43±14) MeV. In fact, the sum rule (6.30) is a property of QCD and
relates in this approximation cm to F0
c2m =
1
8
[
F 20 + F
2
π′ + · · ·
]
=
F 2η1
8
≃ F
2
0
8
(6.68)
which numerically agrees quite well with the phenomenological estimate.
The scalar sum rule in (6.32) requires the singlet and the octet components to have the
same coupling leading to a relative correction from the scalar integral to the disconnected
contribution of
1
12π2
F 2η1
F 40
[
M2S1 ln
(
MS1
µ
)
−M2S8 ln
(
MS8
µ
)]
. (6.69)
using both sum rules and the lowest meson dominance approximation.
6.5 The Scalar–Pseudo-Scalar Two-Point Function Π
(0−3)
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The contribution from the pseudo-scalar connected two-point function relative the dis-
connected contribution can then be evaluated to
1
12π2
F 2η1
F 40
[
M2η1 ln
(
Mη1
µ
)
− F
2
π′
F 2η1
M2π′ ln
(
Mπ′
µ
)]
. (6.70)
The contribution of the π′ is negligible. Using a Breit-Wigner shape for the π′ contribution
do not change much the result due to the small coupling of the π′.
As said before the scale µ is free and cannot be at present matched with OPE QCD
since it is a NNLO order in 1/Nc effect. The scale independence is reached when the sum
rule
M˜1 = M
2
S8
−M2S1 −M2η1 +
F 2π′
F 2η1
M2π′ = 0 (6.71)
which is O(N2cα
2) (6.37) is fulfilled. This sum rule is very well satisfied in the linear σ
model, see e.g. [177].
The massesMη1 ≃ 0.86 GeV (chiral limit value)Mπ′ ≃ 1.3 GeV are known. The masses
of the singlet and octet of scalars are not so well known. Using MS1 = Mσ ≃ 0.5 GeV
and MS8 = Ma0(980) ≃ 0.98 GeV the correction to the disconnected contribution is almost
independent of the scale µ, neglecting the π′ and is independent of µ for F 2π′/F
2
0 = 0.017.
The scalar form factor in [177] is obtained from data and dispersion relations up to
1 GeV and Breit-Wigner shapes above. The result of using these models agreed with the
results of naive narrow widths for the lowest scalar resonances. These were constructed to
fulfill the short-distance QCD constraints and also produces reasonable values for L6 and
L8. Here, we have also tried Breit-Wigner shapes for the scalar mesons instead of narrow
widths and again find results in the same ball park. Now, we also have used the scalar
form factors obtained in [184] where the lowest scalar triplet and singlet resonances are
generated dynamically for energies up to 1 GeV and Breit-Wigner shapes above and we
get similar results.
In all the estimates, we got negative corrections to the disconnected part in the region
between -10% to -30%. Though the connected scalar-pseudoscalar contribution in (6.66)
cannot be used at a quantitative level at present, the results above indicate that is difficult
to have corrections larger than ±30% to the disconnected part.
Of course, the scale dependence left in (6.66) is unsatisfactory in principle but small
since the sum rule (6.71) is quite well satisfied.
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6.6 Numerical Results for the Matrix-Elements and
Bag Parameters
The vacuum expectation value in the chiral limit of Q7 itself is related directly to B7χ.
This allows us to obtain9
〈0|O(1)6 (0)|0〉NDR(µR) = −
(
1 +
1
24
a(µR)
)
3
32π2
ALR(µR)
+
1
48
a(µR)
[
3〈0|qq|0〉2(µR) + 1
16π2
ASP (µR, µC)
]
; (6.72)
〈0|O(1)6 (0)|0〉HV (µR) = −
(
1− 11
24
a(µR)
)
3
32π2
ALR(µR)
− 11
48
a(µR)
[
3〈0|qq|0〉2(µR) + 1
16π2
ASP (µR, µC)
]
. (6.73)
For the numerics, we use the value of the condensate obtained in the MS scheme in
[130],
〈0|qq|0〉(2GeV) = −(0.018± 0.004)GeV3 , (6.74)
the numerical results of Eq. (6.59),
a(2 GeV ) = 0.102 (6.75)
and neglect, in first approximation, the integral over the scalar–pseudo-scalar two-point
function.
The weighted average of the first and second WSR results for ALR(2GeV) from ALEPH
data is
AALEPHLR (2GeV) = (4.5± 0.5) · 10−3 GeV6 (6.76)
and from OPAL data
AOPALLR (2GeV) = (4.2± 0.4) · 10−3 GeV6 . (6.77)
Though the systematic errors aver very correlated, since the central values are very similar
we take the simple average of both results as our result
ALR(2GeV) = (4.35± 0.50) · 10−3 GeV6 (6.78)
and obtain
〈0|O(1)6 (0)|0〉NDR(2GeV) = −(4.0± 0.5) · 10−5 GeV6
= (−(4.2± 0.5) + (0.2± 0.1)) · 10−5 GeV6
= ((−3.3± 0.5) + (−0.9± 0.8) + (0.2± 0.1)) · 10−5 GeV6 (6.79)
9The analytical formulas are in agreement with [80, 81, 82] for the scheme dependent terms in Q7
matrix elements but not for the Q8 ones in [80, 81] and they were not included in [82].
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and
〈0|O(1)6 (0)|0〉HV (2GeV) = −(6.2± 1.0) · 10−5 GeV6
= ((−3.9± 0.5)− (2.3± 0.9)) · 10−5 GeV6
= ((−3.1± 0.5) + (−0.8± 0.7)− (2.3± 0.9)) · 10−5 GeV6 (6.80)
where we quote, namely, the total result, the integral and the vacuum expectation value
separately and in the last case also the long and short-distance part of the integral sepa-
rately.
The short-distance part of the integral, the second term in the above, is the contribution
of all higher dimensional operators. We find that its contribution is between a few % up
to 35 % depending on the value of µ. At µ = 2 GeV it is somewhat larger than the error
on the integral cut-off at µ.
Similarly, the matrix-element of Q8 is directly related to B8 and we obtain
10
〈0|O(2)6 (0)|0〉NDR(2GeV) =
[
1 +
23
12
a(2GeV)
]
×
×
[
3 〈0|qq|0〉2(2GeV) + 1
16π2
ASP (2GeV, 2GeV)
]
− 27
64π2
a(2GeV)ALR(2GeV) . (6.81)
〈0|O(2)6 (0)|0〉HV (2GeV) =
[
1 +
35
12
a(2GeV)
]
×
×
[
3 〈0|qq|0〉2(2GeV) + 1
16π2
ASP (2GeV, 2GeV)
]
+
9
64π2
a(2GeV)ALR(2GeV) . (6.82)
Using the same input as above we obtain
〈0|O(2)6 (0)|0〉NDR(2GeV) = (1.2± 0.5) · 10−3GeV6 ,
〈0|O(2)6 (0)|0〉HV (2GeV) = (1.3± 0.6) · 10−3GeV6 , (6.83)
where the contribution of the integral over Im ΠTLR is at the 1% level and thus totally
negligible.
Another combination of these two matrix-elements can also be obtained from an integral
over the ALEPH data[65, 69] by putting (6.20) and (6.18) in (6.53) including also the αS
10We disagree in this case with the results in [80, 81, 82] because of the scheme dependent terms. These
references also disagree with each other.
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correction of the appendix 11:
M2 =
∫ s0
0
dt t2
1
π
Im ΠTLR(t) =
∑
i=1
C
(i)
6 (s0, s0)O
(i)
6 (s0)
= −4π
2
3
a(s0)
[
2
(
1 +
13
8
a(s0)
)
〈0|O(1)6 (0)|0〉NDR(s0)
+
(
1 +
25
8
a(s0)
)
〈0|O(2)6 (0)|0〉NDR(s0)
]
= −4π
2
3
a(s0)
[
2
(
1 +
41
8
a(s0)
)
〈0|O(1)6 (0)|0〉HV (s0)
+
(
1 +
21
8
a(s0)
)
〈0|O(2)6 (0)|0〉HV (s0)
]
.
= −4π2a(s0)
[(
1 +
61
12
a(s0)
) [
〈0|qq|0〉2(s0) + 1
48π2
ASP (s0, s0)
]
−
(
1 +
47
12
a(s0)
)
1
16π2
ALR(s0)
]
(6.84)
The right hand-side is physical and we checked that is independent of the scale s0 and
scheme. We can therefore evaluate it at s0 = 4 GeV
2. The contribution from 〈0|O(1)6 (0)|0〉NDR
(s0) is numerically very small and we obtain
M2 = −(2.0± 0.9) · 10−3 GeV6 , (6.85)
perfectly compatible within errors both with the result obtained from the data in Eq.
(6.54) and with the result (6.56). This confirms our results on the size of the integral over
Im ΠSS+PP (t), which can therefore be considered negligible within the present accuracy of
the disconnected contribution and M2.
There is another sum rule which combines the two matrix elements,
M˜1 =
∫ s˜0
0
dt t
1
π
Im ΠSS+PP (t) = −
∑
i=1
C˜
(i)
6 (s0, s0)O
(i)
6 (s0)
= −π
2
4
a(s0)
2
[
211 〈0|O(2)6 (0)|0〉(s˜0) + 90 〈0|O(1)6 (0)|0〉(s˜0)
]
+O(a3) .
(6.86)
For the calculation of the coefficients see Appendix A.2. This sum rule is much less accurate
than M2 since the leading terms are α
2
S and the value of M˜1 is not known directly either.
Therefore we don’t use it.
11We thank Vincenzo Cirigliano, John Donoghue, Gene Golowich, Marc Knecht, Kim Maltman, Santi
Peris, and Eduardo de Rafael for pointing out an error in the matching coefficients in the previous version
of our paper. Our result agrees with the result found in [83]
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The numerical estimates of the disconnected part, ASP , given above change these num-
bers somewhat but within the errors quoted.
These results can also be expressed in terms of the bag parameters:
BNDR7χ (2GeV) = 0.75± 0.20 ; BHV7χ (2GeV) = 1.15± 0.30
BNDR8χ (2GeV) = 1.2± 0.3 ; BHV8χ (2GeV) = 1.3± 0.4 . (6.87)
We can also express it in terms of Im GE :
F 60 Im GE = Im τ(−2.1± 0.9) 10−6 GeV6 (6.88)
which is quite compatible with the estimate in [72].
6.7 Comparison with earlier results
To compare with other results in the literature we propose to use the VEVs 〈0|O(1)6 |0〉
and 〈0|O(2)6 |0〉. The reason is that these quantities are what [80, 81, 82] and we directly
compute. The matrix elements of K → ππ through Q7 and Q8, in the chiral limit,12 can
be expressed as follows [72]
M2[Q7](µR) = 〈(ππ)I=2|Q7|K0〉(µR) = −
√
2
3
〈0|qq|0〉2(µC)
F 30
B7χ(µC , µR)
= 2
√
6
〈0|O(1)6 |0〉χ(µR)
F 30
;
M2[Q8](µR) = 〈(ππ)I=2|Q8|K0〉(µR) = −
√
6
〈0|qq|0〉2(µC)
F 30
B8χ(µC , µR)
= −
√
6
3
〈0|O(2)6 |0〉χ(µR)
F 30
. (6.89)
The different results obtained in the literature using analytical and lattice methods for
the matrix elements in the NDR scheme and at µ = 2GeV are collected in Tables 6.1 and
6.2
Within the present accuracy of 〈0|q¯q|0〉, the disconnected contribution ASP in (6.41)
–second line in the tables– is perfectly compatible with our full result –third line in the
tables–, so that we cannot conclude a large deviation from the large NC result within
the present accuracy. Notice that we include in this result- third line in Table 6.2- O(αS)
corrections that are indeed leading order in 1/NC (see (6.81)) which are usually disregarded
in the factorization approaches, this makes the chiral limit Bχ8 (2GeV ) parameter larger
than one by around 20% to 30%.
12See [72] for the definition of M2[Q7] and M2[Q8].
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Reference −6× 104〈0|O(1)6 |0〉NDRχ GeV−6
Bχ7 (2 GeV)=B
χ
8 (2 GeV)=1 3.2± 1.3
This work, [9] (SS+PP=0) 2.4± 0.3
This work, [9] (Data & Duality FESR) 2.4± 0.3
Cirigliano et al., [85] (Data & Fitted FESR) 2.2± 0.5
Knecht et al., [82] Nc →∞,MHA 1.1± 0.3
Narison, [81] Data & Tau-like FESR 2.1± 0.6
CP-PACS Coll., [86] lattice(chiral) 2.4± 0.3 (stat.)
RBC Coll., [87] lattice(chiral) 2.8± 0.4 (stat.)
SPQCDR Coll., [89] lattice(Wilson) 1.4± 0.1 (stat.)
Table 6.1: The values of the VEV 〈0|O(1)6 |0〉χ in the NDR scheme at µR = 2 GeV.
Reference 103〈0|O(2)6 |0〉NDRχ GeV−6
Bχ7 (2 GeV)=B
χ
8 (2 GeV)=1 1.0± 0.4
This work, [9] (SS+PP=0) 1.2± 0.5
This work, [9] (Data & Duality FESR) 1.2± 0.7
Cirigliano et al., [85] (Data & Fitted FESR) 1.5± 0.3
Knecht et al., [82] Nc →∞,MHA 2.3± 0.7
Narison, [81] Data & Tau-like FESR 1.4± 0.4
CP-PACS Coll., [86] lattice(chiral) 1.0± 0.2 (stat.)
RBC Coll., [87] lattice(chiral) 1.1± 0.2 (stat.)
SPQCDR Coll., [89] lattice(Wilson) 0.8± 0.1 (stat.)
Table 6.2: The values of the VEV 〈0|O(2)6 |0〉χ in the NDR scheme at µR = 2 GeV.
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We agree with the analytical results in [81, 85]. We are borderline within errors with
the value of 〈0|O(2)6 |0〉NDRχ in [82] though their central value is twice ours, but our results
for 〈0|O(1)6 |0〉NDRχ are not compatible.
The agreement between our results and the lattice results is quite good in the case of the
chiral fermion determinations but not so good in the results coming from calculations using
Wilson fermions. The lattice determinations are made in the quenched approximation and
the quoted errors -which are much smaller than ours for 〈0|O(2)6 |0〉NDRχ - are only statistical
ones. The present lattice results are larger than the earlier estimates and the value of
〈0|O(2)6 |0〉NDRχ in [85] is smaller than their previous result in [83]. This makes possible the
agreement with our results.
We have not quoted the results from the lattice calculation using staggered fermions in
[88], since they give their results in terms of the bag parameters. In the chiral limit, the
values they obtained for the bag parameters in the NDR scheme are [185] Bχ7 (2GeV) =
0.85± 0.04 and Bχ8 (2GeV) = 0.89± 0.05.
6.7.1 Roˆle of Higher Dimensional Operators
We clarified here the role of the higher than six dimensional operators, an issue raised in
[169]. In our scheme they remove the µ-dependence which is not covered by the renormal-
ization group. The role of these operators was analyzed in [9] and later in [85]
The effect of higher dimension operators in our approach is to add AHigherLR (µ) to the
low energy contribution ALowerLR (µ), these are defined in Eq. (6.59),
ALR(µ) = AHigherLR +ALowerLR =
∫ s0
0
dt t2 ln
(
t
µ2
)
1
π
Im ΠTLR(t) (6.90)
where µ is an Euclidean cut-off. It is clear than the contribution of higher than dimension
six operators is less important only for values of µ2 larger than s0, where Im Π
T
LR vanishes
because of local duality. In Figure 6.5 we plot the two separate contributions and the sum
as a function of µ.
From the figure we can see for µ larger than 2 GeV the contribution of all higher dimen-
sional operators is less than 25 %. We agree with [169] that for the matrix elements that
involve integrals of Im ΠTLR one has to go to such values of µ to disregard the contribution
of higher dimensional operators. The contribution we find is somewhat smaller than in
[169] since we include the effect of all higher order operators, not just dimension eight.
The high value of µ is set by the threshold of perturbative QCD s0 which depends very
much on the spectral function and on the integrand behaviour. In fact, from [151] one
can see that relevant spectral function for the 27-plet coupling reaches the perturbative
QCD behaviour very soon, from 0.7 GeV to 1 GeV. The OPE matched impressively well
with the hadronic ansatz at such low values with just dimension six operators. Therefore
though higher dimensional operators appear one can expect smaller contributions in cases
like G27 and Re G8.
The matrix-elements studied in this paper might be special in the sense that they follow
from integrals over spectral functions which have no contributions at short-distances from
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Figure 6.5: The separate contributions to ALR and the sum. “Higher” labels the effect of
the higher than six dimensional operators in the short-distance contribution and “Lower”
the long-distance part.
the unit operator or the dimension four operators. As the good matching at low scales
in the example in [151] shows, the other quantities which have these contributions might
have much smaller higher dimension effects.
Chapter 7
Application to ε′K
One of the applications of the hadronic model introduced in Chapter 5 is the calculation
of Im G8 using the X-boson method. This can be used to confirm the large value found in
[72] and to study its origin analytically.
At a first step, we will discuss the update presented in [10] of the results of [72]. The
new things we would like to input are the non-FSI corrections which after the work in
[21, 64, 77, 78] are known. We also use the recent complete isospin breaking result of [70].
The result in [72] did contain the FSI corrections but not the non-FSI which were unknown
at that time. The other new input is the ∆I = 3/2 contribution calculated in the chiral
limit and at NLO in [9] and discussed in Chapter 6.
The chiral corrections to the LO in CHPT predictions for the ratios of amplitudes in
(2.22)
ε′K ≃
i√
2
Re a2
Re a0
[
Im a2
Re a2
− Im a0
Re a0
]
ei(δ2−δ0) (7.1)
are introduced in (2.36) and (2.40) through the factors C0 and C2
Im a0
Re a0
=
(
Im a0
Re a0
)LO
C0 , Im a2
Re a2
=
(
Im a2
Re a2
)LO
C2 + Ωeff Im a0
Re a0
. (7.2)
The parameter Ωeff includes the effects of isospin breaking -see Section 2.4.1.
In the ratio Re a0/Re a2 the chiral corrections can be also introduced by a multiplicative
factor C∆I=1/2 as follows
Re a0
Re a2
=
(
Re a0
Re a2
)LO
C∆I=1/2 . (7.3)
We get from the fit to experimental K → ππ amplitudes in [64]
C∆I=1/2 =
S0
S2 =
1.90± 0.16
1.56± 0.19 = 1.22± 0.15 (7.4)
Where SI are the chiral corrections to Re aI to all orders while we call TI to the chiral
corrections to Im aI to all orders. Therefore, they contain the FSI corrections which were
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exhaustively studied in [21] plus the non-FSI corrections which are a sizable effect and
of opposite direction. All these chiral corrections contain the large overall known factor
fKf
2
π/F
3
0 ≃ 1.47 from wave function renormalization.
The imaginary parts Im aI get FSI corrections identical to Re aI owing to Watson’s
theorem. In addition, both due to octet dominance in Re a0 and Im a0 and to the numerical
dominance of the non-analytic terms at NLO in K → ππ amplitudes [21, 64, 77]
C0 = T0/S0 ≃ 1.0± 0.2 , (7.5)
to a good approximation.
The situation is quite different for Im a2 which is proportional to Im (e
2GE) at lowest
order since Im G27 = 0 in the Standard Model. From the works [21, 64, 78] we also know
that
C2 =
T2
S2 ≃
0.70± 0.21− 0.73L4/10−3
1.56± 0.18
= 0.45± 0.15− 0.47 L4
10−3
. (7.6)
At LO in CHPT, the result is obtained by substituting directly in (2.22) the value of
the ratios given in (3.26) [10](
ε′K
εK
)LO
= ((−10.8± 5.4) + (2.7± 0.8)) Im τ
= −(8.1± 5.5) Im τ = (4.9± 3.3)× 10−3 . (7.7)
This result is scheme independent and very stable against the short-distance scale as can
be seen in Figure 7.1. The difference with the result in Figure 7.1 [72] is due to the new
values of Im τ in (3.36) and Re G8 and G27 in (3.33).
Including the known and estimated higher order CHPT corrections, we get [10]
− 1|εK |
√
2
Re a2
Re a0
Im a0
Re a0
= −(8.9± 4.8) Im τ (7.8)
and
1
|εK|
√
2
Re a2
Re a0
Im a2
Re a2
= ((1.0± 0.3) + (0.5± 0.7)) Im τ = (1.5± 0.8) Im τ .
where the second part comes from isospin breaking contribution with Ωeff = 0.06 ± 0.08
[70], and we used L4 = 0 in (7.6). And therefore,
ε′K
εK
= ((−8.9± 4.8) + (1.5± 0.8)) Im τ
= −(7.4± 4.9) Im τ = (4.5± 3.0)× 10−3 (7.9)
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Figure 7.1: Matching of the short-distance scale dependence of our LO in CHPT ε′K/εK
prediction. Labels I and II are for two different values of αS. The two curves for two
choices of perturbative matching, see [72]. Notice the quality of the matching.
to be compared to the world average [61, 62]
Re
(
ε′K
εK
) ∣∣∣∣∣
exp
= (1.66± 0.16)× 10−3 . (7.10)
Though the central value of our Standard Model prediction in (7.9) is a factor around
3 too large, within the big uncertainties it is still compatible with the experimental result.
Two immediate consequences of the analysis above, namely, the LO CHPT prediction
(7.7) is actually very close of the the final result (7.9) and second, the part with ∆I = 1/2
dominates when all higher order CHPT corrections are included.
The large final uncertainty we quote in (7.9) is mainly due to the uncertainties of (i) the
chiral limit quark condensate, which is not smaller than 20%, (ii) L5, which is around 30%,
and (iii) the NLO in 1/Nc corrections to the matrix element of Q6, which is around 20%.
All of them together make the present prediction for the ∆I = 1/2 contribution to ε′K to
have an error around 55%. Reduction in the uncertainty of all these inputs, especially of
the quark condensate and L5 is needed to obtain a reasonable final uncertainty.
We substituted the value used in [72] for Im (e2GE) by the one in (3.37), notice however
that numerically they coincide within errors. There are also large uncertainties in the
∆I = 3/2 component coming from isospin breaking [70], and more moderate in the non-
FSI corrections to Im a2, fortunately the impact of them in the final result is not as large
as the ones associated to the ∆I = 1/2 component.
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Assuming the ∆I = 3/2 component of ε′K is fixed to be the one in (3.37) as indicated
by the analytic methods [9, 81, 82, 85] and lattice [86, 87, 138, 139], one can try to extract
the value of Im G8 from the experimental result in (7.10). We get
Im G8 = (2.0
+0.7
−0.4)
(
87MeV
F0
)4
Im τ (7.11)
i.e. the central value coincides with the large Nc result for Im G8 within 30% of uncertainty.
This value has to be compared to the result in [72] Im G8 = (4.4±2.2) (87MeV/F0)4 Im τ .
More work is needed to confirm the large value of Im G8 obtained in [72]. We plan to
analyze the origin of this value using the X-boson method as done in [72] but substituting
the ENJL model by the hadronic model described in Chapter 5, that allow us to perform
all calculations analytically. We intend to see the effect of the vector, axial-vector and
scalar sources as well as the possible cancellations of their contributions. This will shed
light on the leading large hadronic contributions which produce this Im G8.
7.1 ε′K with a Different Set of Input Parameters
Alternatively, we can calculate ε′K using as input parameters the values of Re G8 and
G27 obtained in the second reference in [70] where the leading isospin breaking effects are
included. The values of the couplings found there, after normalizing them to F0 = 87MeV
-in [70] a lower value F0 = 85.7MeV is used- are
Re G8 = (6.5± 0.26)
(
87MeV
F0
)4
andG27 = (0.54± 0.02)
(
87MeV
F0
)4
. (7.12)
Notice that the value of G27 and Re G8 in (7.12) are compatible with those in (3.33), but
the central values are somewhat different. With these inputs, we get
− 1|εK |
√
2
Re a2
Re a0
Im a0
Re a0
= −(10.8± 5.4) Im τ (7.13)
and
1
|εK|
√
2
Re a2
Re a0
Im a2
Re a2
= ((1.2± 0.3) + (0.6± 0.9)) Im τ = (1.8± 0.9) Im τ .
where the second part, as in (7.9), comes from isospin breaking contribution with Ωeff =
0.06± 0.08 [70].
The final value for the ratio ε′K/εK from this set of input parameters is
ε′K
εK
= ((−10.8± 5.4) + (1.8± 0.9)) Im τ
= −(8.9± 5.4) Im τ = (5.4± 3.3)× 10−3 (7.14)
that is compatible with our result in (7.9). The difference between both results mainly
comes from the different values of Re G8 obtained by the fits to experimental data in [64]
and [70].
Chapter 8
Conclusions
A. Charged Kaon K → 3π CP-Violating Asymmetries
We have performed the first full analysis at NLO in CHPT of the CP-violating asym-
metries in the slope g and the decay rate Γ for the disintegration of charged Kaons into
three pions. We have done the full order p4 calculation for K → 3π and completely agree
with the recent results in [64]. To give the CP-asymmetries at NLO, one needs the FSI
phases at NLO also, i.e. at two loops. This is not available at present. We have calculated
the dominant two-bubble contributions using the optical theorem and the known one-loop
and tree level results in Appendix B.4 as explained in Section 4.4.1. Due to the small phase
space available for the re-scattering effects of the final tree pions one expects the rest of the
FSI to be very suppressed. We have included this contribution in our final numbers. As a
byproduct, we have predicted the isospin I=2 FSI phase at NLO and two combinations of
matrix elements of the isospin I=1 FSI re-scattering matrix R at NLO. They can be found
numerically in Section 4.4.1 and analytically in Appendix B.4.5. We have given analytical
expressions for all the results in the Appendices B.1, B.2, B.3, and B.4.
Our final results at LO can be found in Table 4.5 and at NLO in Table 4.6. If we use
the counterterms in Table 4.2, we find NLO corrections of the expected size, i.e. around
20%, for ∆gC and ∆gN . With those values for the NLO counterterms, the CP-violating
asymmetry ∆gC is dominated by the value of Im G8 while the rest of the CP-violating
asymmetries studied here, namely, ∆gN , ∆ΓC and ∆ΓN , are dominated by the value of
Im K˜2 and Im K˜3.
Of course, our results in Table 4.6 depend on the size of Im K˜2 and Im K˜3. If their
values are within a factor two to three the ones in Table 4.2 then the central value of ∆gC
changes within the quoted uncertainties for it, while the central value for ∆gN doubles.
The asymmetries in the decay rates ∆ΓC and ∆ΓN can change even sign if we vary Im K˜2
and Im K˜3 within the uncertainties quoted in Table 4.2. Therefore, we have presented for
them just ranges.
We partially disagree with references [112, 114, 140] when the authors claim that one
could expect one order of magnitude enhancement at NLO in all the asymmetries studied
here. We find that for ∆gC and ∆gN the NLO corrections are of the order of 20% to 30% .
Only ∆ΓC and ∆ΓN can vary of one order of magnitude and even change sign depending
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on the value of Im K˜2 and Im K˜3. We also find that ∆gC can be as large as −4 × 10−5
both at LO and NLO while in the conclusions of [112, 114, 140] it was claimed that any of
these asymmetries could not exceed 10−5 within the Standard Model.
In Section 4.3.2, we found that making the cut proposed in [108, 109] for the energy
of the pion with charge opposite to the decaying Kaon, there is one order of magnitude
enhancement for ∆ΓC in agreement with the claims in those references. This result is
however valid for our LO calculation. It remains unclear whether the cut can provide a
real advantage at NLO since in this case the cancellation among the various counterterm
contributions can mask the effect. In addition, it remains to see how feasible is to perform
this cut experimentally. We do not find this enhancement for ∆ΓN .
The measurement of these CP-violating asymmetries by NA48 at CERN, by KLOE
at Frascati, by OKA at Protvino and/or elsewhere at the level of 10−4 to 10−5 will be
extremely interesting for many reasons. The combined analysis of all four CP-violating
asymmetries ∆gC , ∆gN , ∆ΓC and ∆ΓN can allow to obtain more information on the values
of the presently poorly known Im G8, and the unknown Im K˜2 and Im K˜3. Due to the
different dependence on these parameters, if the measurement is good enough, one can try
to fix Im K˜2 and Im K˜3 from the measurement of the asymmetries ∆gN , ∆ΓC and ∆ΓN
which are dominated by the order p4 counterterms and use them to predict more accurately
∆gC .
The large dependence of the asymmetry ∆gC of Im G8 at NLO can also be used as
consistency check between the theoretical predictions for ∆gC and for the CP-violating
parameter ε′K . Any prediction for ε
′
K has to be also able to predict the CP-violating
asymmetries discussed here. In particular, the measurement of ∆gC may also shed light on
a possible large value for Im G8 as found in calculations at NLO in 1/Nc –see for instance
[72, 90, 94].
Moreover, it seems that some models beyond the Standard Model can reach values not
much larger than 1 × 10−4 for the CP-violating asymmetries, see for instance [186]. Our
results can help to distinguish new physics effects from the Standard Model ones in these
observables and unveil beyond the Standard Model physics.
B. ∆I = 3/2 Contribution to Direct CP Violation
In Chapter 6 we have calculated in a model independent way the matrix elements of
the ∆S = 1 operators Q7 and Q8 in the chiral limit. We have done it to all orders in 1/Nc
and NLO in αs.
The scheme dependence has been taken into account exactly at NLO using the X boson
method as proposed and used in [72, 74, 75]. In fact, these two operators are a submatrix
of the ten by ten done in [72].
We obtain exact matching in an Euclidean-cut-off regularization and analytical cancel-
lation exact of (all) infrared and UV scheme dependences.
For the contribution of higher order operators discussed in [169] and [81] we clarify how
to include all higher dimensional operators and exact scheme dependence at NLO in αS
of both the Q7 and Q8 matrix elements. As a result we find smaller corrections due to
this effects as discussed in Section 6.7.1. In our approach the effect of the higher order
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operators is to remove the remaining dependence on the Euclidean cutoff µ beyond the
RGE evolution. The result of resuming all higher dimensional operators in the case of Q7
makes its prediction much less sensitive to the choice of s0. The scale cancellation is only
possible if both contributions have the same hadronic content.
As noticed in [72, 82], ASP is zero in the largeNc limit and therefore is Zweig suppressed.
We find no sizable violation of the dimension six FESR using factorization for Q8.
We find that the moment M2 is very sensitive to the spectral function around 2 GeV
2.
Our main analytical results are the expression for the matrix-elements (6.40), the bag
parameters (6.47), (6.48) and the expansion coefficients of the spectral functions (A.24),
(A.25) and (A.42). The main numerical results are the VEVs (6.79),(6.80) and the bag
parameters (6.87). These results are exact in the chiral limit, so we have the ∆I = 3/2
part of ε′K/εK model independently at all orders in 1/Nc. This has been possible because
our results for Im (e2GE) can be written in an exact way in terms of integrals of full two-
point functions in the chiral limit. They can be related to spectral functions via dispersion
relations and resummation of the effect of all higher dimensional operators in the OPE of
the relevant two-point functions. The information about these spectral functions comes
from known results on the scalar spectral functions and from experimental τ -data, that are
the most important source of uncertainty. The results can be then substantially improved
by obtaining better experimental data from τ decays. Such improvement can be performed
in the B-factories (BaBar,Belle).
In order to reach final values, all effects which vanish in the chiral limit, as final state
interactions and the rest of higher CHPT corrections, isospin violation and long-distance
electromagnetic effects, must be included as explained in Section 2.4.2 of Chapter 2.
This calculation is a good example of two facts. First, in some cases we can extract
information about low energy couplings from experimental data, using dispersion relations
and the relation between these couplings and integrals over appropriate Green’s functions.
Another point is that the X-boson method can account for the scheme and scale depen-
dence, regardless of wether we are using the large Nc approach or not.
C. Ladder Resummation Approximation to QCD Green’s functions
We have constructed a new approximation to low and intermediate energy hadronic
quantities [11], described in Chapter 5. Our approach naturally fits in the large Nc limit
and incorporates chiral symmetry constraints by construction. It keeps the good features
of the ENJL model (CHPT at NLO, contains some short-distance QCD constraints, good
phenomenology . . . ) and improves adding more short-distance QCD constraints and the
analytic structure of large Nc.
We have shown that many short-distance constraints can be easily incorporated but
pointed out that our model, but also those with general Green’s functions saturated by
hadrons approaches, cannot reconcile all short-distance constraints due to a general conflict
between short distance constraints on Green’s functions and those on form factors and
cross-sections that can be obtained from those Green’s functions via LSZ reduction –see
Section 5.5.
Our approach incorporates the gap equation and the concept of a constituent quark
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mass following directly from the Ward Identities and the resummation assumption.
We have also compared our results with experimental results for hadronic observables
and found reasonable agreement.
The calculation of the four-point functions that are needed in the calculation of some
of the CP-violating parameters we have discussed in this Thesis is in progress [166].
D. Future Plans and Applications
The next step we are already finishing is to use the Green’s functions obtained within the
hadronic model introduced above in the calculation of hadronic matrix elements relevant
for ε′K and the BˆK parameter. We will analyze the relevant internal cancellations and
dominant hadronic parameters in the quantities we calculate with them.
Work in this direction where we will study the origin of the large chiral corrections to
BˆK found in [73] is in progress [166]. This parameter can be determined by an integration
over all the range of energies of the four-point function ΠααPLPL [73], where P denotes a
pseudoscalar density and L denotes a left-handed (V-A) current. The method we will
follow is briefly described in Section 5.6.
This program will also be extended to study the origin of the large value for Im G8
which was obtained in [72]. Large values of Im G8 were previously pointed out in [94]
and more recently in [90]. Another source of information about the imaginary part of this
coupling, as discussed in the first part of this Chapter, is the measurement of the different
CP-violating asymmetries in the charged kaon decays K → 3π since they depend in a
determinant way on Im G8.
Another more ambitious program is to use this hadronic model to construct the ∆S = 1
Green’s functions that let us get systematically all the ∆S = 1 counterterms at NLO.
Appendix A
OPE of ΠTLR(Q
2) and Π
(0−3) conn
SS+PP (Q
2)
A.1 Calculation of the Corrections of O(a2) to the Di-
mension Six Contribution to ΠTLR(Q
2)
A.1.1 Renormalization Group Analysis
We have the two-point function
ΠµνLR(q) ≡
1
2
i
∫
dDy eiq·y〈0|T (Lµ(y)Rν(0)†)|0〉 ≡ (qµqν − gµνq2)ΠTLR(q2)
+ qµqνΠLLR(q
2) (A.1)
The contribution of dimension six operators to ΠTLR(Q
2) (where Q2 = −q2) can be written
in D = 4− 2ǫ dimensions as
Q6ΠTLR(Q
2)
∣∣∣
D=6
≡ ν2ǫ
∑
i=1,2
Ci(ν,Q
2) < Oi > (ν) (A.2)
with
< O1 > ≡ 〈0|O(1)6 |0〉 =
1
4
< 0|(sγνd)L(dγνs)R|0 >
< O2 > ≡ 〈0|O(2)6 |0〉 = 3 < 0|(dd)L(ss)R|0 > (A.3)
and
Ci(ν, s) = a(ν)
∑
k=0
a(ν)k C
(k)
i (ν, s) (A.4)
where the dependence in ν and s of C
(k)
i is only logarithmic. Everything here we define in
the MS scheme.
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In absence of electromagnetic interactions the matrix elements (A.3) only mix between
themselves. The renormalization group equations (RGE) they satisfy are
ν
d < O1 > (ν)
dν
= −γ77(ν) < O1 > (ν) + 1
6
γ87(ν) < O2 > (ν)
ν
d < O2 > (ν)
dν
= −γ88(ν) < O2 > (ν) + 6 γ78(ν) < O1 > (ν) (A.5)
With γ(ν) the QCD anomalous dimension matrix defined in (6.4). In the NDR scheme
[65, 66, 69] 1 for nf = 3 flavours
2,
γ(ν) =
∑
n=1
γ(n)a(ν)n
γ(1) = − 3
2Nc
( −1 0
Nc N
2
c − 1
)
;
γNDR(2) = − 1
96N2c
( −137N2c + 132Nc − 45 213N3c − 72N2c + 108Nc
200N3c − 132N2c − 18Nc 203N4c − 60N3c − 479N2c + 132Nc − 45
)
.
(A.6)
In the HV scheme of [65, 69] 3
γHV (2) = − 1
96N2c
( −17N2c − 12Nc − 45 −107N3c + 24N2c + 108Nc
80N3c + 12N
2
c − 18Nc 115N4c − 12N3c − 71N2c − 12Nc − 45
)
.
(A.7)
We also need the quark mass anomalous dimension in the MS scheme,
γm(a) ≡ − ν
m
dm
dν
=
∑
k=1
γ(k)m a(ν)
k (A.8)
where m is a quark mass. The first coefficient is scheme independent
γ(1)m =
3
2
CF . (A.9)
Notice that γ
(1)
88 = −2γ(1)m to all orders in 1/Nc [174, 175], this is the reason why B8 in
the chiral limit is very near to 1 [72]. The large Nc result absorbs all the one-loop scale
dependence. This exact scale cancellation does not occur for Q6 even at leading order in
αS. There is a remnant diagonal anomalous dimension at one-loop of order one in 1/Nc
1For these operators the Fierzed version and the Q7-Q8 version have the same anomalous dimension
matrix.
2We will use along this work nf = 3 since this is the number of active flavours of the QCD effective
theory where Q7 and Q8 appear.
3I.e. without the β1 CF terms from renormalizing the axial current in the diagonal coefficients [69].
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which is not taken into account by the large Nc matrix element. There is therefore no
reason to expect B6 around 1 as sometimes is claimed in the literature.
γ
(2)
m is the same for both the NDR and HV schemes[187],
γMS(2)m =
CF
96Nc
[
203N2c − 60Nc − 9
]
. (A.10)
The relation γ
(2)
88 = −2γ(2)m is not valid:
γ
NDR(2)
88 = −2γMS(2)m +
1
32N2c
[
89N2c − 24Nc + 18
]
. (A.11)
The two-point function ΠTLR(Q
2) is independent of the scale ν in D = 4
d
dν
(
Q6ΠTLR(Q
2)
∣∣∣
D=6
)
= 0 . (A.12)
This is also true in D dimensions if γ5 is anti-commuting like in the NDR scheme. The
HV results are obtained from the NDR ones using the published results in [66].
In D = 4− 2ǫ (A.12) yields the general condition
0 =
∑
k=0
ak(ν)
(
β(a)(k + 1)− 2ǫk)C(k)i (ν,Q2) < Oi > (ν)
+ ν
dC
(k)
i (ν,Q
2)
dν
< Oi > (ν) + C
(k)
i (ν,Q
2) ν
d < Oi > (ν)
dν
)
(A.13)
with
ν
da(ν)
dν
= a (β(a)− 2ǫ) (A.14)
and β(a) =
∑
k=1 βka(ν)
k with first coefficient β1 = 1− 11Nc/6 for nf = 3.
To order a(ν)0, one gets
dC
(0)
i (ν,Q
2)
dν
= 0 (A.15)
so the C
(0)
i are constants.
To order a(ν)
β1C
(0)
1 + ν
dC
(1)
1 (ν,Q
2)
dν
− γ(1)77 C(0)1 − 2ǫC(1)1 = 0 ,
β1C
(0)
2 + ν
dC
(1)
2 (ν,Q
2)
dν
− γ(1)88 C(0)2 +
1
6
γ
(1)
87 C
(0)
1 − 2ǫC(1)2 = 0 . (A.16)
Integrating these two equations we obtain
C
(1)
1 (ν,Q
2) =
D
(1)
1
2ǫ
+
(
Q2
ν2
)−ǫ [
−D
(1)
1
2ǫ
+ F
(1)
1
]
,
C
(1)
2 (ν,Q
2) =
D
(1)
2
2ǫ
+
(
Q2
ν2
)−ǫ [
−D
(1)
2
2ǫ
+ F
(1)
2
]
(A.17)
132 Chapter A: OPE of ΠTLR(Q
2) and Π
(0−3) conn
SS+PP (Q
2)
with
D
(1)
1 = C
(0)
1
[
β1 − γ(1)77
]
; D
(1)
2 = C
(0)
2
[
β1 − γ(1)88
]
+
1
6
C
(0)
1 γ
(1)
87 (A.18)
which are valid in D = 4 − 2ǫ. The coefficients C(0)i , D(1)i , and F (1)i depend on ǫ. The
anomalous dimensions β1 and γij do not depend on ǫ in MS, and in MS schemes in a
known fashion.
A.1.2 Calculation of the Constants C
(0)
i and F
(1)
i
The bare vacuum expectation value of < O1 > can be expressed as an integral as follows
< O1 >
bare= − i
2
gµν
∫
dDq
(2π)D
ΠµνLR(q) =
D − 1
2
∫
dDQ
(2π)D
(Q2ΠTLR(Q
2)) . (A.19)
The scheme used here to regularize this integral is the MS scheme with D = 4− 2ǫ,
< O1 >
bare=
3− 2ǫ
32π2
(4π)ǫ
Γ(2− ǫ)
∫ ∞
0
dQ2(Q2)1−ǫ(Q2ΠTLR(Q
2)) (A.20)
Notice that < O1 >
bare is scale independent. The integral (A.20) diverges due to the high
energy behaviour of ΠTLR(Q
2). It is enough then to use the large Q2 expansion of ΠTLR(Q
2)
in D dimensions. This is a series in (1/Q2)
n
starting at n = 3 in the chiral limit, Eq. (A.2).
Each coefficient of this series is finite and can be written as a Wilson coefficient times the
vacuum expectation value of some operator. We now put (A.2) and (A.17) in (A.20) and
perform the integral to find the divergent part. For that we need the integral,∫ ∞
µ2
dQ2
1
(Q2)1+ǫ
=
1
ǫ
µ−2ǫ . (A.21)
We will set µ = ν afterwards.
The MS subtraction needed then gives the full dependence on ν.
ν
d < O1 >
MS (ν)
dν
=
3
16π2
a(ν)
{
C
(0)
1 + a(ν)
{
G
(1)
1
2
+
D
(1)
1
6
+ F
(1)
1
}}
< O1 >
MS (ν)
+
3
16π2
a(ν)
{
C
(0)
2 + a(ν)
{
G
(1)
2
2
+
D
(1)
2
6
+ F
(1)
2
}}
< O2 >
MS (ν) .
(A.22)
Overlined quantities are in four dimensions and
G
(1)
i = lim
ǫ→0
1
ǫ
(
D
(1)
i −D
(1)
i
)
. (A.23)
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Comparing (A.22) and (A.5) order by order in a and using (A.18), we get up to the needed
order in ǫ
C
(0)
1 = −
16π2
3
[
γ
(1)
77 + p77 ǫ
]
;
C
(0)
2 =
8π2
9
[
γ
(1)
87 + p87 ǫ
]
; (A.24)
D
(1)
1 , D
(1)
2 , G
(1)
1 and G
(1)
2 are then determined up to the pij from Eq. (A.18). We also get
F
(1)
1 = −
16π2
3
γ
(2)
77 −
1
6
D
(1)
1 −
1
2
G
(1)
1 ;
F
(1)
2 =
8π2
9
γ
(2)
87 −
1
6
D
(1)
2 −
1
2
G
(1)
2 . (A.25)
The constants pij we determine below.
A.1.3 The constants pij
We now evaluate Eq. (A.20) toO(a) fully with its subtraction in dimensional regularization
using the same split in the integral at µ2 as we used in the main text. The short-distance
dimension six part is the only divergent part, now regulated by dimensional regularization
rather than the X-boson propagator as in the main text. The result is
< O1 >
MS (ν) =
3
32π2
a(ν)
[(
1
3
C
(0)
1 −
16π2
3
p77
)
< O1 >
MS (ν)
+
(
1
3
C
(0)
2 +
8π2
9
p87
)
< O2 >
MS (ν)
]
− 3
32π2
ALR(ν). (A.26)
Comparison with Eq. (6.72) and (6.73) allows to determine p77 and p87. The finite co-
efficients there are basically the ∆rij that corrected for the dimensional regularization to
the X-boson scheme. If one works fully in dimensional regularization, it is here that these
finite parts surface.
The result is
pNDR77 = −
3
4Nc
; pNDR87 =
3
4
;
pHV77 = −
9
4Nc
; pHV87 =
9
4
. (A.27)
The transition between both agrees with the results in [66].
Putting in (A.6) and (A.7) to obtain numerical values
− 3
16π2
C
(0)
1 =
1
2
; − 3
16π2
D
(1)
1 = −
5
2
;
9
8π2
C
(0)
2 = −
3
2
;
9
8π2
D
(1)
2 =
3
2
. (A.28)
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For (A.25), in the NDR case we get
− 3
16π2
F
NDR(1)
1 =
13
16
9
8π2
F
NDR(1)
2 = −
75
16
(A.29)
and in the HV scheme
− 3
16π2
F
HV (1)
1 =
41
16
;
9
8π2
F
HV (1)
2 = −
63
16
. (A.30)
All the expressions above are for nf = 3 flavours.
A.2 Calculation of the Corrections of O(a2) to the Di-
mension Six Contribution to Π
(0−3) conn
SS+PP (Q
2)
A.2.1 Renormalization Group Analysis
The function we have to study here is
Π
(0−3)
SS+PP (q) ≡ i
∫
dDy eiy·q 〈0|T [(S + iP )(0−3)(y)(S − iP )(0−3)(0)]|0〉 (A.31)
with the definitions appearing in Section 6.1.
The contribution of dimension six to the connected part of Π
(0−3)
SS+PP (Q
2) can be written
as (6.35)
Q4Π
(0−3) conn
SS+PP (Q
2)
∣∣∣
D=6
= ν2ǫ
∑
i=1,2
C˜i(ν,Q
2)〈Oi〉(ν) (A.32)
with
C˜i(ν, s) = a(ν)
∑
k=0
ak(ν)C˜
(k)
i (ν, s) (A.33)
and the operators O1 and O2 were defined in (A.3).
From (6.33) and (6.31), we have now in D = 4− 2ǫ,
ν
d
dν
Π
(0−3)
SS+PP (Q
2) = 2γm(ν) Π
(0−3)
SS+PP (Q
2) . (A.34)
Using this relation and the renormalization group equations, we get
C˜
(1)
1 (ν,Q
2) =
D˜
(1)
1
2ǫ
+
(
Q2
ν2
)−ǫ [
−D˜
(1)
1
2ǫ
+ F˜
(1)
1
]
,
C˜
(1)
2 (ν,Q
2) =
D˜
(1)
2
2ǫ
+
(
Q2
ν2
)−ǫ [
−D˜
(1)
2
2ǫ
+ F˜
(1)
2
]
(A.35)
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with
D˜
(1)
1 = C˜
(0)
1
[
β1 − 2γ(1)m − γ(1)77
]
,
D˜
(1)
2 = C˜
(0)
2
[
β1 − 2γ(1)m − γ(1)88
]
+
1
6
C˜
(0)
1 γ
(1)
87 . (A.36)
In the next Section we determine the values of the constants C˜
(0)
i and F˜
(1)
i , which
depend on ǫ.
A.2.2 Calculation of the Constants C˜
(0)
i and F˜
(1)
i
The connected part of Π
(0−3)
SS+PP (Q
2) can be related to the bare vacuum expectation value
of the connected part of < O2 > (ν) through the relation
< O2 >
bare
conn (ν) = −i
∫
dDq
(2π)D
Π
(0−3) conn
SS+PP (q) =
∫
dDQ
(2π)D
Π
(0−3) conn
SS+PP (Q
2) (A.37)
In the MS scheme with D = 4− 2ǫ and with renormalized Π(0−3)SS+PP (Q2)
< O2 >
bare
conn (ν) =
(4π)ǫ
16π2 Γ(2− ǫ)
∫ ∞
0
dQ2 (Q2)1−ǫΠ
(0−3) conn
SS+PP (Q
2) (A.38)
Proceeding analogously to the case of ΠTLR(Q
2) in Appendix A.1.2 and using that there
is now a non vanishing contribution coming from the anomalous dimensions of Π
(0−3) conn
SS+PP ,
namely, ∫
dDQ
(2π)D
ν
dΠ
(0−3) conn
SS+PP (Q
2)
dν
= 2γm(ν) < O2 >
bare
conn (ν) (A.39)
that we have to add to the one from the ν-dependence of the subtraction determined by
the integration of Q2 in (A.37).
The scale dependence of the total < O2 > can be obtained by adding both, we get in
D = 4− 2ǫ
ν
d < O2 >
MS (ν)
dν
=
1
8π2
a(ν)
C˜(0)1 + a(ν)
G˜(1)12 + D˜
(1)
1
2
+ F˜
(1)
1

 < O1 >MS (ν)
+
1
8π2
a(ν)
C˜(0)2 + a(ν)
G˜(1)22 + D˜
(1)
2
2
+ F˜
(1)
2

 < O2 >MS (ν)
+ 2 γm < O2 >
MS (ν) (A.40)
Again the barred quantities have to be taken at ǫ = 0 and
G˜
(1)
i = lim
ǫ→0
1
ǫ
(
D˜
(1)
i − D˜
(1)
i
)
. (A.41)
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(0−3) conn
SS+PP (Q
2)
Comparing this equation with (A.5) order by order in a(ν) one obtains,
C˜
(0)
1 = 48π
2p78 ǫ ; C˜
(0)
2 = −8π2
[
γ
(1)
88 + 2γ
(1)
m + p88 ǫ
]
;
F˜
(1)
1 = 48π
2γ
(2)
78 −
1
2
G˜
(1)
1 −
1
2
D˜
(1)
1 ;
F˜
(1)
2 = −8π2
[
γ
(2)
88 + 2γ
(2)
m
]
− 1
2
G˜
(1)
2 −
1
2
D˜
(1)
2 (A.42)
Using Eq. (A.36) everything can then be determined in terms of the pij.
A.2.3 Calculation of the pij.
We now evaluate also the finite part from Eq. (A.31) fully in dimensional regularization
to O(a) and obtain
< O2 >
MS (ν) =
1
16π2
a(ν)
[(
C˜
(0)
1 + 48π
2p78
)
< O1 >
MS (ν)
+
(
C˜
(0)
2 − 8π2p88
)
< O2 >
MS (ν)
]
+ 3 < 0|q¯q|0 >2 (ν)
+
1
16π2
ASP (ν) . (A.43)
Comparison with Eq. (6.81) allows to determine p78 and p88. The finite coefficients there
are basically the ∆rij that corrected for the dimensional regularization to the X-boson
scheme. If one works fully in dimensional regularization, it is here that these finite parts
surface for the Q8 contribution.
The results are
pNDR88 = −
5
4
Nc − 1
4Nc
; pNDR78 =
3
2
;
pHV88 = −
9
4
Nc +
11
4Nc
; pHV78 = −
1
2
. (A.44)
again agreeing with the transition between both from [66].
Putting numbers, we get
C˜
(0)
1 = C˜
(0)
2 = D˜
(1)
1 = D˜
(1)
2 = 0
1
48π2
F˜
(1)
1 =
15
32
; − 1
8π2
F˜
(1)
2 = −
211
32
(A.45)
which are scheme independent. All the expressions above are for nf = 3 flavours.
Appendix B
Analytical formulas for K → 3π
decays
Here we give some analytical formulas for the amplitudes and the CP-violating parameters
in the K → 3π, for which we give numerical results in Chapter 4. We also explain the
method followed in the calculation of the dominant FSI at NLO for these processes.
B.1 K → 3π Amplitudes at NLO
A general way of writing the decay amplitude for K+ → 3π at NLO including FSI effects
also at NLO is
A(K+ → 3π) (s1, s2, s3) = G8 a8(s1, s2, s3) + G27 a27(s1, s2, s3) + e2GE aE(s1, s2, s3)
+F (4)(K˜i, Zi, s1, s2, s3) + i F
(6)(K˜i, Zi, s1, s2, s3) . (B.1)
While for the corresponding CP conjugate the amplitude is
A(K− → 3π) (s1, s2, s3) = G∗8 a8(s1, s2, s3) + G27 a27(s1, s2, s3) + e2G∗E aE(s1, s2, s3)
+F (4)(K˜∗i , Z
∗
i , s1, s2, s3) + i F
(6)(K˜∗i , Z
∗
i , s1, s2, s3) . (B.2)
The energies si are defined in Section 2.5, the K˜i and Zi are counterterms appearing at
O(p4) and O(e2p2) respectively, see Table 4.1 and (3.15) for definitions. The functions
F (4)(s1, s2, s3) and F
(6)(s1, s2, s3) are
F (4)(K˜i, Zi, s1, s2, s3) =
∑
i=1,11
H
(4)
i (s1, s2, s3)K˜i +
∑
i=1,14
J
(4)
i (s1, s2, s3)Zi ,
F (6)(K˜i, Zi, s1, s2, s3) =
∑
i=1,11
H
(6)
i (s1, s2, s3)K˜i +
∑
i=1,14
J
(6)
i (s1, s2, s3)Zi . (B.3)
The complex functions ai can be written in terms of real functions as
ai (s1, s2, s3) = Bi(s1, s2, s3) + i Ci(s1, s2, s3) (B.4)
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Bi(s1, s2, s3) and Ci(s1, s2, s3) are real functions corresponding to the dispersive and ab-
sorptive amplitudes respectively and admit a CHPT expansion
Bi(s1, s2, s3) = B
(2)
i (s1, s2, s3) +B
(4)
i (s1, s2, s3) +O(p6) ,
Ci(s1, s2, s3) = C
(4)
i (s1, s2, s3) + C
(6)
i (s1, s2, s3) +O(p8) , (B.5)
where the superscript (2n) indicates that the function is O(p2n) in CHPT.
The functions B
(2)
i , B
(4)
i , C
(4)
i and the part depending on K˜i of F
(4) in (B.1) and (B.5)
for i = 8, 27, which correspond to the CP-conserving amplitudes up to order O(p4) and
without electroweak corrections, that is,
A(K → 3π) = Re G8
(
B
(2)
8 (s1, s2, s3) +B
(4)
8 (s1, s2, s3) + iC
(4)
8 (s1, s2, s3)
)
+G27
(
B
(2)
27 (s1, s2, s3) +B
(4)
27 (s1, s2, s3) + iC
(4)
27 (s1, s2, s3)
)
+F (4)(Re K˜i, s1, s2, s3) (B.6)
were obtained in [64]. We calculated these amplitudes for all the decays defined in (4.1)
and got total agreement with [64]. The explicit expressions can be found there taking into
account that the relation between the functions defined here and those used in [64] is, for
the charged Kaon decays,
M10(s3) +M11(s1) +M11(s2) +M12(s1)(s2 − s3) +M12(s2)(s1 − s3)
= Re G8
(
B
(2)
8 +B
(4)
8 + iC
(4)
8
)
(++−)
+G27
(
B
(2)
27 +B
(4)
27 + iC
(4)
27
)
(++−)
+ F
(4)
(++−) ,
M7(s3) +M8(s1) +M8(s2) +M9(s1)(s2 − s3) +M9(s2)(s1 − s3)
= Re G8
(
B
(2)
8 +B
(4)
8 + iC
(4)
8
)
(00+)
+G27
(
B
(2)
27 +B
(4)
27 + iC
(4)
27
)
(00+)
+ F
(4)
(00+) . (B.7)
The functions B
(2)
i , B
(4)
i , C
(4)
i and the part depending on K˜i of F
(4) in (B.1) and (B.5)
were calculated for i = 8, 27 in [64]. We calculated these quantities and got total agreement
with [64], the explicit expressions can be found there. The functions C
(6)
i (s1, s2, s3) (for
i=8,27) and F (6) are associated to FSI at NLO coming from two loops diagrams and are
discussed in Appendix B.4.
We have also calculated the contributions of order e2p0 and e2p2 from the CHPT La-
grangian in (3.6) and (3.15) in presence of strong interactions for all the K → 3π transi-
tions, that fix the functions B
(2)
E , B
(4)
E , C
(4)
E and J
(4)
i . The results are in the Appendix B.1
of reference [8].
In order to calculate the asymmetries in the slope g defined in (2.41) we need to expand
these amplitudes in powers of the Dalitz plots variables x and y,
x ≡ s1 − s2
m2π+
and y ≡ s3 − s0
m2π+
. (B.8)
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The notation we are going to use here is
G
(2n)
i (s1, s2, s3) = G
(2n)
i,0 + y G
(2n)
i,1 + O(x, y2) ; (B.9)
where the function Gi(s1, s2, s3) can be any of the functions Bi(s1, s2, s3), Ci(s1, s2, s3)
defined in (B.4) or Hi(s1, s2, s3), Ji(s1, s2, s3) in (B.3). The coefficients G
(2n)
i,0(1) are real
quantities that depend on the masses m2π, m
2
K , the pion decay constant and the strong
counterterm couplings of O(p4), i.e., Lri .
B.2 The Slope g and ∆g at LO and NLO
We have checked that the following relations
• F 20 Re (e2GE) << m2πRe G8
• Im G8 << Re G8
• Im (e2GE) << Re G8
can be used in this and the next sections to simplify the analytical expressions. To obtain
the numerical results included in the text we use the full expressions, with no simplifi-
cations. We have also checked that the terms disregarded with the application of these
relations generate very small changes in the numbers.
Using the simplifications above, the value of g at LO can be written trivially as
gLO = 2
B
(2)
8,1Re G8 +B
(2)
27,1G27 +B
(2)
E,1Re (e
2GE)
B
(2)
8,0Re G8 +B
(2)
27,0G27 +B
(2)
E,0Re (e
2GE)
. (B.10)
The expressions for B
(2)
8,j , B
(2)
27,i, and B
(2)
E,i needed above can be obtained from the expressions
of the corresponding B’s for the charged Kaon decays + + − and 00+ in Appendix B.3
and expanding them as in (B.9). The results we get are in (4.10).
We consider now the NLO corrections to the slope g. Disregarding the tiny CP-violating
we have g[K+ → 3π] = g[K− → 3π] at NLO we get
ANLO0 =
[∑
i=8,27
(
B
(2)
i,0 +B
(4)
i,0
)
Re Gi +
∑
j=1,11
H
(4)
j,0Re K˜j
]2
+
[∑
i=8,27
(
C
(4)
i,0 Re Gi
)]2
,
ANLOy = 2
{[∑
i=8,27
(
B
(2)
i,0 +B
(4)
i,0
)
Re Gi +
∑
j=1,11
H
(4)
j,0Re K˜j
]
×
[∑
i=8,27
(
B
(2)
i,1 +B
(4)
i,1
)
Re Gi +
∑
j=1,11
H
(4)
j,1Re K˜j
]
+
[∑
i=8,27
(
C
(4)
i,0 Re Gi
)]
×
[∑
i=8,27
(
C
(4)
i,1 Re Gi
)]}
(B.11)
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for the coefficients defined in (4.31).
One can get gC(N) at NLO using (4.32) and the results above substituting the coefficients
C
(4)
i,j , B
(2n)
i,j and H
(4)
i,j by their values calculated expanding in the Dalitz variables the results
in [64].
The slope g asymmetry in (2.43) can be written at LO as in (2.43). At NLO ∆g depend
on the sum A+y A
−
0 +A
+
0 A
−
y -see (4.31) and (4.32). It can be obtained directly from (B.11)
where we have neglected the small CP-violating effects.
For the difference A+y A
−
0 −A+0 A−y , we get
(
A+y A
−
0 −A+0 A−y
)
NLO
= 4AI
[(A2R − C2R)DR − 2ARBRCR]+ 4CI [(A2R − C2R)BR
+2ARCRDR] + 4 (BICR −DIAR)
(A2R + C2R) , (B.12)
where AR, BR, CR and DR contain the contributions from the real parts of the counterterms
AR =
∑
i=8,27,E
(
B
(2)
i,0 +B
(4)
i,0
)
Re Gi +
∑
i=1,11
H
(4)
i,0 Re K˜i ,
BR =
∑
i=8,27,E
(
B
(2)
i,1 +B
(4)
i,1
)
Re Gi +
∑
i=1,11
H
(4)
i,1 Re K˜i ,
CR =
∑
i=8,27,E
(
C
(4)
i,0 + C
(6)
i,0
)
Re Gi +
∑
i=1,11
H
(6)
i,0 Re K˜i ,
DR =
∑
i=8,27,E
(
C
(4)
i,1 + C
(6)
i,1
)
Re Gi +
∑
i=1,11
H
(6)
i,1 Re K˜i . (B.13)
While AI , BI , CI are the same expressions but substituting the real parts of the countert-
erms by their imaginary parts.
The coefficients B
(2n)
i,0(1), C
(2n)
i,0(1) and H
(2n)
i,0(1) defined in (B.9) are real.
B.3 The Quantities |A|2 and ∆|A|2 at LO and NLO
Here we give the results for the quantities A and ∆A defined in (4.13) and (4.18), respec-
tively. They enter in the integrands of the decay rates Γ in (4.12) and the CP-violating
asymmetries ∆Γ, see (4.17).
To simplify the analytical expressions, we have made use of the fact that the imaginary
part of the counterterms is much smaller than their real parts. The |AC(N)|2 which give
the asymmetries ∆Γ at LO are in (4.14).
The result for ∆|AC |2 at LO can be obtained substituting in (4.19) the functions
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B
(2)
i (s1, s2, s3) and C
(4)
i (s1, s2, s3) for i = 8 and i = 27 by
B
(2)
8++−(s1, s2, s3) = i
C F 40
f 3πfK
(s3 −m2K −m2π) ,
B
(2)
27++−(s1, s2, s3) = i
C F 40
f 3πfK
1
3
(13m2π + 3m
2
K − 13s3) ,
C
(4)
8++−(s1, s2, s3) = i
C F 40
f 3πfK
(
− 1
16πf 2π
)
×
{
1
2
[
s23 − s3(3m2π +m2K) + 2m2π(m2K +m2π)
]
σ(s3)
+
1
6
[
4s22 + s2(−4m2π + 2m2K − s3) +m2π(4s3 − 2m2K − 3m2π)
]
σ(s2)
+ (exchange s1 and s2 in the second term)
}
,
C
(4)
27++−(s1, s2, s3) = i
C F 40
f 3πfK
(
− 1
16πf 2π
)
×
{
1
6
[−13s23 + 3s3(13m2π +m2K)− 2m2π(3m2K + 13m2π)]σ(s3)
+
1
36(m2K −m2π)
[
s22(14m
2
π + 31m
2
K) + s2(26s3(m
2
K −m2π)
−174m2Km2π − 7m4K + 76m4π) + (104m2πs3(m2π −m2K)
−168m6π + 161m2Km4π + 67m4Km2π)
]
σ(s2)
+ (exchange s1 and s2 in the second term)
}
, (B.14)
and B
(2)
E , C
(4)
E by
B
(2)
E++− = i
C F 40
f 3πfK
(−2F 20 ) ,
C
(4)
E++− = i
C F 40
f 3πfK
( −F 20
16πf 2π
) {
(2m2π − s3)σ(s3)
+
1
4(m2K −m2π)
[
3s22 + s2(5m
2
K − 12m2π) +m2π(5m2π −m2K)
]
σ(s2)
+(exchange s1 and s2 in the second term)
}
. (B.15)
One can get ∆|AN |2 at LO substituting in (4.19) the functions B(2)i (s1, s2, s3) and
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C
(4)
i (s1, s2, s3) for i = 8 and i = 27 by
B
(2)
8 00+(s1, s2, s3) = i
C F 40
f 3πfK
(m2π − s3) ,
B
(2)
27 00+(s1, s2, s3) = i
C F 40
f 3πfK
1
6(m2K −m2π)
[
5m4K + 19m
2
πm
2
K − 4m4π + s3(4m2π − 19m2K)
]
,
C
(4)
8 00+(s1, s2, s3) = i
C F 40
f 3πfK
(
− 1
16πf 2π
)
×
{
1
2
[
s23 + s3(m
2
K −m2π)−m2πm2K
]
σ(s3)
+
1
6
[
2s22 + s2(s3 − 2(4m2π +m2K)) +m2π(−4s3 + 5m2K + 9m2π)
]
σ(s2)
+ (exchange s1 and s2 in the second term)
}
,
C
(4)
27 00+(s1, s2, s3) = i
C F 40
f 3πfK
(
− 1
16πf 2π
)
1
(m2K −m2π)
×
{
−1
12
[
26s23(m
2
K −m2π) + s3(56m4π − 57m2Km2π − 14m4K)
+m2π(31m
2
Km
2
π − 30m4π + 19m4K)
]
σ(s3)
+
1
36
[
s22(−8m2π + 38m2K) + s2(s3(19m2K − 4m2π)
−144m2Km2π − 23m4K + 32m4π) + s3(16m2π − 76m2K)m2π
−36m6π + 151m2Km4π + 65m4Km2π)
]
σ(s2)
+(exchange s1 and s2 in the second term)
}
, (B.16)
and
B
(2)
E 00+ = i
C F 40
f 3πfK
F 20
2(m2K −m2π)
(
5m2π −m2K − 3s3
)
,
C
(4)
E 00+ = i
C F 40
f 3πfK
( −1
16π(m2K −m2π)
)
×
{
1
4
[
s3(8m
2
K − 5m2π) +m2π(3m2π − 7m2K)
]
σ(s3)
+
1
4
[
2s22 + s2(s3 − 3(m2K + 2m2π)) +m2π(−4s3 + 5m2π + 7m2K)
]
σ(s2)
+
1
4
[
2s21 + s1(s3 − 3(m2K + 2m2π)) +m2π(−4s3 + 5m2π + 7m2K
]
σ(s1)
}
.(B.17)
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The function σ(s) appearing in all the formulas above is
σ(s) =
√
1− 4m
2
π
s
. (B.18)
In all the expressions at LO we use fK = fπ = F0.
At NLO, we get
|ANLO|2 =
[(
B
(2)
8 +B
(4)
8
)
Re G8 +
(
B
(2)
27 +B
(4)
27
)
G27 +
∑
i=1,11
H
(4)
i Re K˜i
]2
+
[
C
(4)
8 Re G8 + C
(4)
27 G27
]2
,
∆|ANLO|2 = −2Im G8
{[
G27
(
B
(2)
27 +B
(4)
27
)
+
∑
i=1,11
H
(4)
i Re K˜i
](
C
(4)
8 + C
(6)
8
)
−
(
B
(2)
8 +B
(4)
8
) [
G27
(
C
(4)
27 + C
(6)
27
)
+H
(6)
i Re K˜i
]}
−2Im (e2GE)
{(∑
i=8,27
[
Re Gi
(
B
(2)
i +B
(4)
i
)]
+
∑
i=1,11
H
(4)
i Re K˜i
)
C
(4)
E
−
(
B
(2)
E +B
(4)
E
)(∑
i=8,27
[
Re Gi
(
C
(4)
i + C
(6)
i
)]
+
∑
i=1,11
H
(6)
i Re K˜i
)}
+
(
2
∑
i=1,11
H
(4)
i Im K˜i
){ ∑
i=8,27
[
Re Gi
(
C
(4)
i + C
(6)
i
)]
+
∑
i=1,11
H
(6)
i Re K˜i
}
−2
(∑
i=1,11
H
(6)
i Im K˜i
){ ∑
i=8,27
[
Re Gi
(
B
(2)
i +B
(4)
i
)]
+
∑
i=1,11
H
(4)
i Re K˜i
}
. (B.19)
Again, we disregarded the si dependence of the functions B
(2n)
i , C
(2n)
i and H
(2n)
i . The
functions B
(4)
8(27) and H
(4)
i can be deduced from the results in [64] and the functions B
(4)
E
from Appendix B.1 of reference [8]. Finally, the functions C
(6)
i and H
(6)
i are discussed in
Appendix B.4.
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Figure B.1: Relevant diagrams for the calculation of FSI for K+ → π+π+π−. The square
vertex is the weak vertex and the round one is the strong vertex
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Figure B.2: Relevant diagrams for the calculation of FSI for K+ → π0π0π+. The square
vertex is the weak vertex and the round one is the strong vertex.
B.4 Final State Interactions at NLO
In this Appendix we provide some details of the calculation of the FSI using the optical
theorem in the framework of CHPT. We compute the imaginary part of the amplitudes at
O(p6). The calculation corresponds to the diagrams shown in Figures B.1 and B.2. We
can distinguish the cases in which the weak vertex is of O(p4) and the strong vertex of
order O(p2) and the inverse case in which the weak vertex is of order O(p2) and the strong
vertex of order O(p4). In this paper we will not consider the weak vertices generated by
the electroweak penguin. In Subsection B.4.1 we provide some notation. In Subsections
B.4.2 and B.4.3 we report the calculation for the charged Kaon decays. An example of the
calculation of the integrals that must be performed is given in Subsection B.4.4. Finally,
in Subsection B.4.5 we give analytical results for the strong phases at NLO.
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B.4.1 Notation
In order to be concise we use the functions Mi for the weak amplitudes given in [64]. We
define
M˜i(s) =
∫ 1
−1
d cos θ Mi(a(s) + b(s) cos θ)|p4 , (B.20)
M˜si (s) =
∫ 1
−1
d cos θ (a(s) + b(s) cos θ)Mi(a(s) + b(s) cos θ)|p4 , (B.21)
M˜ssi (s) =
∫ 1
−1
d cos θ (a(s) + b(s) cos θ)2Mi(a(s) + b(s) cos θ)
∣∣
p4
, (B.22)
a(s) =
1
2
(m2K + 3m
2
π − s) ,
b(s) =
1
2
√
(s− 4m2π)
(
s− 2(m2K +m2π) +
(m2K −m2π)2
s
)
. (B.23)
The amplitudes at O(p4) for the ππ → ππ scattering in a theory with three flavors can
be found in [188]. We decompose the amplitudes in the various cases as follows. For the
case π+π+ → π+π+ the amplitude at O(p4) is
Π1 = P1(s) + P2(s, t) + P2(s, u). (B.24)
For the case π0π0 → π+π− the amplitude at O(p4) is
Π2 = P3(s) + P4(s, t) + P4(s, u). (B.25)
For the case π+π− → π+π− the amplitude at O(p4) is
Π3 = P5(s) + P6(s, t) + P6(s, u) + P7(s, t)− P7(s, u). (B.26)
Finally the amplitude π0π0 → π0π0 at O(p4) is
Π4 = P8(s) + P8(t) + P8(u). (B.27)
The value for the various Pi can be deduced from [188]. In the following we use
P˜
(n,m)
i (s) =
∫ 1
−1
d cos θ sn(c(s)(1− cos θ))mPi(s, c(s)(1− cos θ)) , (B.28)
P̂
(n)
1,i (s) =
∫ 1
−1
d cos θ (c(s)(1− cos θ))nPi(c(s)(1 + cos θ), c(s)(1− cos θ)) , (B.29)
P̂
(n)
2,i (s) =
∫ 1
−1
d cos θ (c(s)(1− cos θ))nPi(c(s)(1− cos θ), s) , (B.30)
c(s) = −1
2
(s− 4m2π) . (B.31)
Another function we use in the next subsections is σ(s) which was defined already in (B.18).
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B.4.2 Final State Interactions for K+ → π+π+π−
We first compute the contributions depicted in Figure B.1 in which the weak vertex is of
O(p4) and the strong vertex of O(p2). The results for the diagrams A and B are
ImA
(6,1)
W =
σ(s3)
32π
(2m2π − s3)
f 2π
[
M10(s3)|p4 + M˜11(s3) + M˜12(s3)(m2K
+3m2π − 2s3) −M˜s12(s3)
]
, (B.32)
ImA
(6,2)
W =
σ(s1)
32π
(s1 −m2π)
f 2π
[
M7(s1)|p4 + M˜8(s1) + M˜9(s1)(m2K + 3m2π − 2s1)
−M˜s9 (s1)
]
+ (s1 ↔ s2) , (B.33)
respectively. For diagram C we have both S-wave and P -wave contributions. We get for
them
ImA
(6,3)
W,S =
σ(s1)
64π
s1
f 2π
[
2M11(s1)|p4 + M˜11(s1) + M˜10(s1) + M˜s12(s1)
−M˜12(s1)(m2K + 3m2π − 2s1)
]
+ (s1 ↔ s2) , (B.34)
ImA
(6,3)
W,P =
σ(s1)
64π
1
f 2π
s1(s3 − s2)
s21 − 2(m2K +m2π)s1 + (m2K −m2π)2
[
(s1 − (m2K + 3m2π))
×(M˜11(s1)− M˜10(s1) + M˜12(s1)(2s1 −m2K − 3m2π)) + 2M˜s11(s1)
−2M˜s10(s1) + M˜s12(s1)(5s1 − 3(m2K + 3m2π)) + 2M˜ss12(s1)
+
8
3
b2(s1)M12(s1)|p4
]
+ (s1 ↔ s2) , (B.35)
respectively.
Secondly, we report the calculation of the case in which the strong vertex is of O(p4)
and the weak vertex is of O(p2). With analogous notation as above, we get
ImA(6,1)π =
σ(s3)
32π
M10(s3)|p2 (P1(s3) + P˜ (0,0)2 (s3)) , (B.36)
ImA(6,2)π =
σ(s1)
32π
(M7(s1) +M8(s2) +M8(s3))|p2 (P3(s1) + P˜ (0,0)4 (s1))
+(s1 ↔ s2) , (B.37)
ImA
(6,3)
π,S =
σ(s1)
32π
(
M10(s3)|p2 + M10(s2)|p2
)
(P5(s1) + P˜
(0,0)
6 (s1))
+(s1 ↔ s2) , (B.38)
ImA
(6,3)
π,P =
σ(s1)
32π
(
M10(s3)|p2 − M10(s2)|p2
) 1
s1 − 4m2π
(
(s1 − 4m2π)P˜ (0,0)7 (s1)
+2P˜
(0,1)
7 (s1)
)
+ (s1 ↔ s2) . (B.39)
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The final result for the ImA(6) is given by the sum
ImA(6) =
∑
i=1,2; j=W,π
ImA
(6,i)
j +
∑
j=W,π; k=S,P
ImA
(6,3)
j,k . (B.40)
The relation between this imaginary amplitude and the functions defined in Appendix
B.1 is
Im A(6) =
∑
i=8,27
Gi C
(6)
i (s1, s2, s3) +
∑
i=1,11
H
(6)
i (s1, s2, s3)K˜i . (B.41)
This relation is also valid for K+ → π0π0π+.
B.4.3 Final State Interactions for K+ → π0π0π+
The calculation is analogous to the one for K+ → π+π+π−. The relevant graphs are
depicted in Figure B.2. In the case in which the weak vertex is of O(p4), we get
ImA
(6,1)
W =
σ(s3)
32π
(s3 −m2π)
f 2π
[
2M11(s3) + M˜11(s3) + M˜10(s3)− M˜12(s3)(m2K
+3m2π − 2s3) + M˜s12(s3)
]
, (B.42)
ImA
(6,2)
W =
σ(s3)
32π
m2π
f 2π
[
M7(s3) + M˜8(s3) + M˜9(s3)(m
2
K + 3m
2
π − 2s3)
−M˜s9 (s3)
]
, (B.43)
ImA
(6,3)
W,S =
σ(s1)
64π
(2m2π − s1)
f 2π
[
2M8(s1) + M˜8(s1) + M˜7(s1)− M˜9(s1)(m2K
+3m2π − 2s1) +M˜s9 (s1)
]
+ (s1 ↔ s2) . (B.44)
Also in this case diagram C generates both S-wave and P -wave contributions. The
P-wave contribution due to the diagram C in B.2 is
ImA
(6,3)
W,P =
σ(s1)
64π
1
f 2π
s1(s3 − s2)
s21 − 2(m2K +m2π)s1 + (m2K −m2π)2
[
(s1 − (m2K + 3m2π))
×(M˜8(s1)− M˜7(s1) + M˜9(s1)(2s1 −m2K − 3m2π)) + 2M˜s8 (s1)
−2M˜s7 (s1) + M˜s9 (s1)(5s1 − 3(m2K + 3m2π)) + 2M˜ss9 (s1)
+
8
3
b2(s1)M9(s1)
]
+ (s1 ↔ s2) . (B.45)
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If the strong vertex is O(p4) and the weak vertex is order O(p2), we get
ImA(6,1)π =
σ(s3)
32π
(M10(s1) +M10(s2))|p2 (P3(s3) + P˜ (0,0)4 (s3)) , (B.46)
ImA(6,2)π =
σ(s3)
32π
(M7(s3) +M8(s1) +M8(s2))|p2 (P8(s3) + P˜ (0,0)8 (s3)) ,
(B.47)
ImA
(6,3)
π,S =
σ(s1)
64π
(2M8(s1) +M8(s2) +M8(s3) +M7(s2) +M7(s3))|p2
×
(
P˜
(0,0)
3 (s1) + P̂
(0)
1,4 (s1) + P˜
(0)
2,4 (s1)
)
+ (s1 ↔ s2) , (B.48)
ImA
(6,3)
π,P =
σ(s1)
64π
(M7(s3)−M8(s3)−M7(s2) +M8(s2))|p2
1
s1 − 4m2π
×
(
(s1 − 4m2π)(P˜ (0,0)3 (s1)− P̂ (0)1,4 (s1) + P˜ (0)2,4 (s1)) + 2P˜ (1,0)3 (s1)
−2P˜ (1)1,4 (s1) + 2P̂ (1)2,4 (s1)
)
+ (s1 ↔ s2) . (B.49)
The total contribution is given by the sum of (B.40) with the proper right-hand side terms.
B.4.4 Integrals
The integrals necessary to compute the two-bubble FSI we discussed in the previous sub-
section can be calculated generalizing the method outlined in [189]. As an example we
show the integration of the function
32π2B(m1, m2, t) = CB +
{
2ηδ
t
ln
η − δ
η + δ
+
λ
t
ln
(λ− t)2 − η2δ2
(λ+ t)2 − η2δ2
}
(B.50)
where CB is a term which does not depend on t,
CB = 2
(
1− ln η
2 − δ2
4ν2
)
(B.51)
and
η = m1 +m2
δ = m1 −m2
λ =
√
[(t− η2) (t− δ2)] . (B.52)
In the center of mass frame one can define
Q = pK + pπ = (
√
s, 0, 0, 0)
pπ =
√
s
2
((
1− m
2
K −m2π
s
)
, 0, 0,
√
1− 2(m
2
K +m
2
π)
s
+
(m2K −m2π)2
s2
)
(B.53)
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where pπ is the momentum of the external pion entering in the same vertex of the Kaon.
The functions B can also be generated in the strong vertex. In this case pk is the momentum
of an external pion. The contribution to the imaginary part of the amplitude A is
ImA =
1
32π
σ(s)
∫ 1
−1
d cos θ B[m1, m2, t] (B.54)
with
t = a+ b cos θ (B.55)
and a ≡ a(s), b ≡ b(s) in (B.20). In order to solve the difficult part of the integral one can
put
t =
1
2
[
η2 + δ2 − (η2 − δ2)1 + x
2
2x
]
. (B.56)
In this way∫ 1
−1
dcos θ
λ
t
ln
(λ− t)2 − η2δ2
(λ+ t)2 − η2δ2 =
η2 − δ2
2b
∫ xmax
xmin
dx
(1− x2)2 ln x
x2 (x2 + 1− 2xα) (B.57)
=
η2 − δ2
2bx
{
− 1− x2 − (1− x2) ln x+ αx ln2 x
+2x
√
α2 − 1
(
ln x ln
1− α + x√a2 − 1
1− α− x√a2 − 1
+Li2
(
x
α +
√
α2 − 1
)
+Li2
(
x(α +
√
α2 − 1)
))}∣∣∣∣xmax
xmin
(B.58)
where
α =
(η2 + δ2)
(η2 − δ2)
xmax =
2
η2 − δ2
{
η2 + δ2
2
− a− b+ 1
2
√
(2(a+ b)− (η2 + δ2))2 − (η2 − δ2)2
}
xmin =
2
η2 − δ2
{
η2 + δ2
2
− a+ b+ 1
2
√
(2(a− b)− (η2 + δ2))2 − (η2 − δ2)2
}
.
(B.59)
In the case mK = mπ, a + b = 0 and one recovers the formulas of [189].
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B.4.5 Analytical Results for the Dominant FSI Phases at NLO
The elements of the matrices defined in (4.26) have the next analytical expressions at NLO
R
LO =
(
R11 R12
R21 R22
)
,
δNLO2 =
∑
i=8,27,E
Gi
(
C
(++−)
i,1 + C
(00+)
i,1
)
+
∑
i=1,11
(
H
(6)(++−)
i,1 +H
(6)(00+)
i,1
)
K˜i∑
i=8,27,E
Gi
(
B
(++−)
i,1 +B
(00+)
i,1
)
+
∑
i=1,11
(
H
(4)(++−)
i,1 +H
(4)(00+)
i,1
)
K˜i
, (B.60)
with
R11 =
(−β1 + 12β3)NR (α1 + α3)R−NR − (β1 + β3)NR (−α1 + 12α3)R−NR(−β1 + 12β3)NR (α1 + α3)NR − (β1 + β3)NR (−α1 + 12α3)NR ,
R21 =
(−β1 + 12β3)NR (β1 + β3)R−NR − (β1 + β3)NR (−β1 + 12β3)R−NR(−β1 + 12β3)NR (α1 + α3)NR − (β1 + β3)NR (−α1 + 12α3)NR ,
R12 = −
(−α1 + 12α3)NR (α1 + α3)R−NR − (α1 + α3)NR (−α1 + 12α3)R−NR(−β1 + 12β3)NR (α1 + α3)NR − (β1 + β3)NR (−α1 + 12α3)NR ,
R22 = −
(−α1 + 12α3)NR (β1 + β3)R−NR − (α1 + α3)NR (−β1 + 12β3)R−NR(−β1 + 12β3)NR (α1 + α3)NR − (β1 + β3)NR (−α1 + 12α3)NR , (B.61)
The definitions of α1, α3, β1 and β3 are in (4.21) and the values of their relevant combina-
tions are (
−α1 + 1
2
α3
)NR
=
∑
i=8,27,E
GiB
(00+)
i,0 +
∑
i=1,11
H
(4)(00+)
i,0 K˜i ,(
−α1 + 1
2
α3
)R−NR
=
∑
i=8,27,E
GiC
(00+)
i,0 +
∑
i=1,11
H
(6)(00+)
i,0 K˜i ,(
−β1 + 1
2
β3
)NR
=
1
2
[ ∑
i=8,27,E
Gi
(
B
(++−)
i,1 −B(00+)i,1
)
+
∑
i=1,11
(
H
(4)(++−)
i,1 −H(4)(00+)i,1
)
K˜i
]
,
(
−β1 + 1
2
β3
)R−NR
=
1
2
[ ∑
i=8,27,E
Gi
(
C
(++−)
i,1 − C(00+)i,1
)
+
∑
i=1,11
(
H
(6)(++−)
i,1 −H(6)(00+)i,1
)
K˜i
]
,
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(α1 + α3)
NR =
∑
i=8,27,E
GiB
(+−0)
i,0 +
∑
i=1,11
H
(4)(+−0)
i,0 K˜i ,
(α1 + α3)
R−NR =
∑
i=8,27,E
GiC
(+−0)
i,0 +
∑
i=1,11
H
(6)(+−0)
i,0 K˜i ,
(β1 + β3)
NR = −1
2
[ ∑
i=8,27,E
GiB
(+−0)
i,1 +
∑
i=1,11
H
(4)(+−0)
i,1 K˜i
]
,
(β1 + β3)
R−NR =
1
2
[ ∑
i=8,27,E
GiC
(+−0)
i,1 +
∑
i=1,11
H
(6)(+−0)
i,1 K˜i
]
. (B.62)
where the functions Bi,0(1), Ci,0(1) and Hi,0(1) are those obtained form the expansion in
(B.9) of the corresponding full quantities that can be found in Appendix B.3.
Disregarding the tiny CP-violating (less than 1%) and the effects of order e2p2 (the
loop contribution is less than 2%), we obtain the numbers in (4.30).
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Appendix C
Some Short-Distance Relations for
Three-point Functions
We calculated or recalculated several short-distance behaviours of three-point functions in
[11]. The results are
lim
λ→∞
ΠPSP (λp1, λp2)
χ =
〈qq〉χ
2λ2
{
p22
q2p21
+
q2
p21p
2
2
− p
2
1
q2p22
− 2
p21
}
(C.1)
lim
λ→∞
ΠSV V (λp1, λp2)
χ =
〈qq〉χ
2λ2q2p21p
2
2
{
− 4p22 p1µp1ν − 2(p21 + p22 − q2) p1µp2ν
−2(p21 + p22 + q2) p2µp1ν − 4p21 p2µp2ν +
(
q4 − (p21 − p22)2
)
gµν
}
(C.2)
lim
λ→∞
ΠPV A(λp1, λp2)
χ =
i〈qq〉χ
2λ2q2p21p
2
2
{
4p22 p1µp1ν − 2(q2 + p21 − p22) p1µp2ν
+2(q2 + p22 − p21) p2µp1ν − 4p21 p2µp2ν +
(
p42 − (p21 − q2)2
)
gµν
}
(C.3)
Some of these have been mentioned in Refs. [133, 160].
The following were first calculated to our knowledge in [11]
lim
λ→∞
(
ΠPAS(λp1, λp2)
χ +ΠSAP (λp1, λp2)
χ
)
= i4παS
N2c − 1
N2c
〈qq〉2χ
λ5
×
{
2p1µ
p21
(
1
q4
+
1
p42
+
1
p22q
2
)
+
p2µ
p22
(−1
q4
+
1
p22q
2
)
+
qµ
q2
(
1
p42
− 1
p22q
2
)}
(C.4)
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lim
λ→∞
lim
mq→0
∂
∂mi
(
ΠPAS(λp1, λp2)
ijk +ΠSAP (λp1, λp2)
ijk
)
= −2i〈qq〉χ p2µ
λ3p22q
2
,
lim
λ→∞
lim
mq→0
∂
∂mj
(
ΠPAS(λp1, λp2)
ijk +ΠSAP (λp1, λp2)
ijk
)
= 2i〈qq〉χ p1µ
λ3p21
(
1
q2
+
1
p22
)
,
lim
λ→∞
lim
mq→0
∂
∂mk
(
ΠPAS(λp1, λp2)
ijk +ΠSAP (λp1, λp2)
ijk
)
= 2i〈qq〉χ qµ
λ3p22q
2
. (C.5)
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