Abstract-An approximate analysis of the transient and steady state behavior of deflection routing in hypercube networks is presented, under a uniform traffic model. In deflection routing congestion causes packets admitted to the network to be temporarily misrouted rather than buffered or dropped. Our approximations show that deflection routing performs remarkably well in hypercube networks, for small as well as large networks and for the whole range from light to heavy load. Simulations suggest that the approximations are quite accurate.
I. INTRODUCTION
UEUEING theory deals with jobs contending for resources. In many important problems each resource can be granted to at most one job at a time. Typically, it is assumed that jobs not granted their desired resource are either 1) queued, or 2) rejected and cleared. However, if there are as many resources as jobs then there is a third option: Jobs not granted their desired resource may be granted some other resource temporarily. We say that such jobs are deflected.
This third option makes sense in certain communication networks where jobs correspond to data packets (messages) and resources to communication lines between nodes in the network. In deflection routing [l] , [2] , [6] , [9] , [lo] , [12] nodes attempt to route each packet along a shortest path to its destination. However, when a node holds two or more packets whose desired paths call for the same communication line the node grants the line to one of the packets and grants other lines to the other packets. In this way, congestion causes packets admitted to the network to be misrouted temporarily, in contrast with traditional schemes where such packets might be buffered or dropped.
In this paper we consider deflection routing in hypercube networks, under a stochastic model where the destinations of the packets generated at each node are distributed uniformly among the other nodes in the network. In a hypercube, there are N = 2d nodes for some d 2 1 and there is a communication line (edge) between nodes i and j (0 < i , j < N -1) if the binary representations of i and j are the same except at exactly one of the d bit positions. Hypercube networks have long been proposed for the communications backbone for parallel processors, where a small cluster of processors is Paper approved by the Editor for Wide Area Networks of the IEEE Communications Society. Manuscript received August 25, 1989; revised December 27, 1990 and August 6, 1991 .
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Q associated with each node and processors in different clusters communicate by routing packets through the network. Several such parallel processors have been built [5] , some of which rely on a type of deflection routing.' In Section I1 we describe the network, the routing algorithm, and the stochastic model governing the generation and handling of new packets. We then consider the transient and equilibrium behavior of the network. In our model new packets may be blocked, that is, not admitted to the network, but we show in Section IV how networks with input queueing rather than blocking can also be analyzed. Statistics of interest include the probability that a typical packet is blocked (possibly as a function of time of arrival), the average delay of an accepted packet, and the distribution of how far a packet involved in a typical deflection is from its destination at the time of the deflection. The network can be modeled by a single finite-state Markov chain, but the number of states increases very rapidly with the network dimension. In Section I11 we give an approximate analysis and associated asymptotics, which judging from simulation results are quite accurate. Syzmanski [13] , in a paper appearing well after this paper was submitted, gives a similar approximate analysis. His equations are at once more general and more complicated. He does not study asymptotics.
Deflection routing is essentially the same as hot potato routing as originally defined by Baran [l, pp. 6-71. We use the terminology "deflection routing" instead of "hot potato routing" only because the later terminology has come to have a much broader meaning. Other early descriptions of deflection routing (with no special terminology) include [9] and [12] . Borodin and Hopcroft [2] posed an interesting problem of deflection routing in hypercube networks where each node initially holds one packet, and the packet destinations form a permutation of the N node indices. No new packets are ever generated. The problem is to route the N packets to their destinations, and the statistic of interest is the longest packet delay. In (21 it was reported that simulation results suggest that, for every permutation, a version of deflection routing achieves a longest delay of clogN for some small constant c > 0. Maxemchuk [10]/[11] proposed deflection routing in Manhattan street networks (two-dimensional meshes where neighboring rows or columns alternate in direction). Greenberg and Goodman [3] gave an approximate analysis of deflection routing in these networks, under a uniform traffic model similar to that described here. Tan et al. [14] 
MODELS
We consider a hypercube network with 2d nodes, d 2 1.
All deflection routing schemes require a rule for resolving the conflicts that arise when a subset of packets at a node contend for a smaller set of links. We introduce one-pass deflection routing, which embodies a very simple probabilistic conflict resolution rule.
A. Network Operation
The nodes operate synchronously: the time axis is divided into slots and each link can relay one packet per time slot. To describe the network operation, consider the operation of a node during a time slot. Any packets that were destined to the node and reached it in a previous slot are assumed to be removed before the beginning of the slot. At the beginning of a slot there are U continuing packets (received from other nodes during the previous slot and destined for other nodes) at the node, and V new packets (generated locally) offered to the node.
Since at most one packet arrived per incoming link, U 5 d. Under one-pass deflection routing, these packets are assigned to outgoing edges in the following way. The packets are considered one at a time, in random order, with all orders being equally likely. When a given packet is considered, the node examines which outgoing links are on shortest paths to the packet's destination (call these preferred links-there are i of them if the packet is i hops from its destination) and sees if any of those are free, i.e., not already assigned to another packet. If at least one preferred link is free, the packet is assigned to a preferred, free link at random, all choices being equally likely. Otherwise, the packet is assigned to a free (but not preferred) link, all choices being equally likely, and we say the packet is deflected.
Our model of network operation does not include synchronization errors or propagation delays. The one pass rule was chosen for its simplicity and its freedom from deadlock (where packets repeatedly deflect in such a way that some never reach their destination). While this rule is not the best possible, i) our simulations, analytic approximations, and asymptotics show that it will be hard to do significantly better, and ii) the one-pass rule is not particularly difficult to implement.
B. Offered Trafic
The following model for offered traffic will be assumed. Initially, the network holds no packets. Of course a node can transmit at most d packets per slot. Let 0 5 U 5 d and suppose that the number of new packets offered to a node during a slot has the binomial distribution B(d; w/d) where the notation B ( n , p ) represents the binomial distribution with parameters n 2 1 and 0 5 p 5 1. Assume that the number of packets offered is independent from node to node and slot to slot. Also, assume that the destination of a new packet arriving at any given node is uniformly distributed over the set of 2d -1 nodes obtained by excluding the node the packet arrived on. The destinations of all packets are chosen independently. Thus, gives the distribution and d/ (2(1 -2 -d ) ) the mean of the initial distance of a packet from its destination. Finally, assume that the new packets that are blocked in a given slot are rejected and cleared.
Thus, the parameters of the network and traffic models are d and U. We remark that while U can be as large as d, the maximum long term throughput of the network is less than 2. That is so because accepted packets must traverse at least d f 2 links on the average and there are d unidirectional links in the network per node. Thus, fewer than 2 packets per node can be accepted in the long run. Our asymptotic analysis of approximate state equations suggests that, even with the added burden due to deflections, throughput near 2 packets per node per slot can be sustained-see Theorem 3.1.
ANALYSIS
We wish to determine both the transient and equilibrium behavior of the network. Statistics of interest include the probability that a typical packet is blocked (possibly as a function of time of offering), the average delay of an accepted packet, and the distribution of how far a packet involved in a typical collision is from its destination at the time of the deflection.
The arrivals of packets on different incoming links of a node are not necessarily independent, though we expect that under our uniform traffic model they should be nearly so. We will derive an approximate performance analysis by pretending that arrivals on different incoming links of a node during any slot are independent. Specifically we assume, for any node and time slot: Approximation 3.1: On any given one of the node's d incoming links a continuing packet is or is not received independently of whether packets are received on the other links.
Approximation 3.2: Consider a single packet (new and accepted, or continuing) present at the node at this slot, and suppose that the packet is i hops from its destination where 1 5 i 5 d, so that it has i preferred links. At the moment the packet is to be assigned an outgoing link, the indentities of these i links are randomly, uniformly distributed, independently of the links already assigned to other packets.
Using these approximations, first we will find the acceptance and deflection probabilities at one node during one time slot. The calculations will then be used to derive an approximate analysis of the whole network, at any given time t (Section III-B) and in equilibrium (Section 111-C). Next, we will investigate the behavior of the routing algorithm for large hypercube networks (Section 111-D). We will see that the formulae simplify significantly in the limit as the hypercube dimension d + 20. The asymptotics indicate that the equilibrium performance of the routing algorithm becomes optimal in this limit. 
A.
which is defined to be the probability that a typical continuing packet (resp., typical accepted new packet) is deflected, given that the node is i hops away from the packet's destination. It will be seen that both p ( i , m, d, w) Consider a typical continuing packet and suppose that it is i hops from its destination. The number of other continuing packets U,, has the binomial distribution B(d -1, m ) and so the packet must compete with (Uo + V) A ( d -1) other packets. Given (Uo, V), the number R of other packets assigned before the one considered is equally likely to be any of the
The typical packet is blocked if and only if the i links it prefers are all in the set of R links already assigned to other packets. By Approximation 3.2, the probability the packet is d e f l e c t e d g i v e n R = j i s ( % ) ( g ) . . 
First, given (U, Vo), the first term inside the expectation on the right-hand side is the conditional probability that the packet is accepted, and the second term is the conditional probability that it is deflected given that it is accepted [the reasoning is similar to that for (3.2)]. Thus, the expectation is the probability the packet is accepted and deflected. This establishes the equation as promised.
B. Approximate Transient Analysis
Consider a fixed link and, for 0 5 i 5 d, define mt(i) to be the probability that a packet i hops from its destination (at the end of the slot) traverses the link during slot t, and set
. By assumption, the network is initially empty, so mo e 0 .
Given mt we compute update equations:
where
Equation (3.6) is a throughput equation, which follows from the calculations of the previous section. To see this, consider a particular node and note that dmt+l ( i ) is the expected number of packets that the node transmits during slot t + 1, such that by the end of slot t + 1 the packets are at distance i from their destination. Such packets are either continuing packets received at the node during slot t with destinations at distance i -1 from the node, which are deflected during slot t + 1, continuing packets received at the node during slot t with destinations at distance i + 1 from the node, which are not deflected during slot t + 1, new packets offered at the node at the beginning of slot t + 1 with destinations at distance i -1 from the node, which are accepted and deflected during slot t + 1, or new packets offered at the node at the beginning of slot t + 1 with destinations at distance i + 1 from the node, which are accepted and not deflected during slot t + 1.
Now note that the expected number of packets in each of these four groups is d times the corresponding term on the right-hand side of (3.6).
Some statistics that can be approximated using the vector 9, along with their respective approximations, include the probability that a link carries a packet during slot t which will continue in the next slot: mt, defined in (3.5), the link utilization at time t : x:=omt(i);
the probabilities of deflection for slot t + 1: p ( i , mt, d, v) and p, (i,m,,d,v) 
Finally, the rates of convergence of these quantities as t ---f CO are of interest as indications of the rate at which the network approaches equilibrium. We simulated a hypercube network using one-pass deflection rerouting to compare the transient behavior of the network to predictions derived from the update equations (3.5) and (3.6). Since the update equations were derived using Approximations 3.1 and 3.2 which are not exactly satisfied by the network, the simulations serve to test the accuracy of the approximations. Table I shows the results of one simulation run of a 26 node hypercube, together with the corresponding predictions.
The nodes of the network were all filled at the beginning of the first slot, and then new packets were added to the network. The network took ten slots to empty. The fraction of packets deflected was higher in the third and fourth slots than in the first slot, even though there were fewer packets in the network. This can be explained by the fact that after two slots, a typical packet in the network is closer to its destination, and hence has fewer desired outgoing links. The data from simulations is rather close to the predictions, in spite of the fact that we only averaged over the links in the network, an did not average over multiple simulations. The close agreement between simulation and predictions apparent in the data presented in this paper is representative of all the data we have observed.
C. Approximate Steady-State Analysis
We expect that as time t tends to infinity the link utilization vector just defined has a limit 6 = (m(O),...,fi~(d)).
This limit must satisfy the equations obtained by dropping the subscript t from (3.5) and (3.6):
At this point we are done using Approximations 3.1 and 3.2. Henceforth, we shall assume that a (m, d, v), p ( i , m, d, v) and p o ( i , m, d, v) ) and (3.8) will be viewed as equations for an unknown vector m, and the equations will be studied without further reference to the approximations used to derive them. We shall soon show that (3.7) and (3.8) can be reformulated as an equation for the scaler m.
Summing each side of (3.8) over i with 0 9) which has the "conservation of mass" interpretation: at equilibrium the rate (in packets per node) at which new packets are '.O F offered and accepted is the same as the rate at which continuing packets are received and absorbed. A rescaled version of (3.8) exposes another useful probabilistic interpretation. If we define ( l -p , ( i + l , f i , d ,~) 
and for t 2 1
Since p(0, ., ., .) = po(O, ., ., e ) = 0, state 0 is absorbing. We can think of 2, as a description of the time evolution of the distance of a typical packet from its destination, when the mean number of continuing packets at each node in each slot is m. Define T ( m , d , v ) by
(3.14)
Equation ( 
D. Asymptotics of Steady State Approximations
In this section we give the asymptotics of the key performance statistics, m, a ( m , d , v ) , and T ( m , d , t~) , as the hypercube dimension d + CO. Proofs may be found in the appendix. Here m is defined to be a solution to the fixed point 
where The next theorem gives more precise results on how full the
2 -2 (3.20) to the true one.
These bounds help to explain why the routing works well, network is when 2 2 and the 'etwork is large.
not only at steady state, but also at all times t 2 0. The first two bounds state that the probability that a packet is deflected falls off inverse linearly with its distance from its then %=I-- 
( 1 -4 )

Iv. INPUT QUEUEING AND FINAL REMARKS
We have presented a model and a corresponding approximate analysis of deflection routing in hypercube networks. Monte-Carlo simulations showed that the analytic approximations are quite accurate. In the model it is assumed that the traffic is statistically uniform, in the sense that the nodes are statistically indentical in packet generation and the destination of each packet is equally likely to be any node excluding the packet's source.
Using the results of our analysis, the delay and throughput of the network can be computed easily, for finite time intervals and at equilibrium. We found that performance is quite good. An asymptotic analysis of our performance predictions showed that as the network size increases performance becomes optimal.
The component of delay due to deflection is minimal. The achieved throughput equals the minimum of the rate at which packets are offered and the raw network capacity.
The conclusions reached by Syzmanski [13] are consistent with ours. He found that deflection routing works well in hypercube networks.
In the model we described in Section 11-A and subsequently analyzed, if the number of new arrivals at a node plus the number of continuing packets at the node during a time slot is greater than d, then some of the arrivals are simply dropped. A n alternative procedure would be to queue the excess arrivals until they can be admitted into the network. Such input queueing results in a possible queueing delay for packets as they enter the network. We shall briefly explain how our approximate analysis extends to analyze the network with input queues.
If at a node at the beginning of a slot there are U continuing packets, Q packets in the node's input queue and A new arrivals, then min(Q + A , d -U ) new packets enter the network. Assume that the number of new packets that arrive at a node during a time slot has a Poisson distribution with parameter X where X > 0, and that the numbers of arrivals from node to node and slot to slot are independent. If the system is stable then the steady-state throughput will also be A. We find a value2 of offered traffic U so that the throughput v u ( f i , d , v ) predicted by the model of Sec tion Ill-C is equal to A. By that model, the number of new packets that can be potentially accepted at a node in a time slot has the binomial distribution B (d, 1 -f i ) . By invoking the additional approximation that the numbers of packets that can be potentially accepted from slot to slot are independent, we model the queue of packets waiting at a node as a discretetime queue where the number of arrivals in each slot is Poisson with mean X and the number of potential services in each slot has the binomial distribution B (d, 1 -f 
i ) .
This batch queueing model can be approximated by, and the mean waiting time in queue bounded by, that of a second, simpler queueing model. The second queueing model operates using d mini-slots per slot where the number of arrivals in any mini-slot has the Poisson distribution with mean Xld and the number of potential departures during any mini-slot is one with probability 1 -m, and zero otherwise. The second system is similar to the first, except that potential services are offered at times spread through a slot rather than just at the end of the slot. As a result the mean number of customers held over after a typical slot in the first system is less than or equal to the mean number held over after a minislot in the second system, which is given by
Thus the mean waiting time of customers in the first queueing model is less than or equal to X / X , and, further thought shows, greater than or equal to X / X -1 . Thus, we expect X / X to serve as a good approximation to the waiting time in a hypercube network with Poisson arrivals and input queueing. Note that input queueing may affect the validity of 'Numerically we observe that the throughput is monotone increasing in v, except for a slight (0.2%) decrease beyond a certain value of I , . Thus, X uniquely determines 1' unless X is very near the maximum possible throughput. Fig. 3 . A packet's delay is the sum of its transit delay (in the network), and its queueing delay (in the input queue at the node where the packet originates). The I ' S mark the average transit delay and the 0's the average queueing delay, resp., measured in simulation, for a 64 node hypercube network and a range of arrival rates A. The upper and lower curves show the corresponding analytic predictions.
Approximations 3.1 and 3.2. A comparison with simulations is indicated in Fig. 3 for a 64 node hypercube network. As in other simulations reported in this paper, packets are generated at random and traced through the network. The good agreement indicated in Fig. 3 gives further evidence that Approximations 3.1 and 3.2 are valid. In addition, even for arrival rates X up to 95% of the maximum that can be tolerated, the mean input queueing delay (lower curve) is small compared to the mean transit delay (upper curve) within the network. This can probably be attributed to the fact that the multiple outgoing links at a node make it resemble a multiserver queue.
The most intriguing open question about deflection routing is perhaps how does the algorithm perform if the traffic pattern is not uniform. It is important to study the behavior of the network under unbalanced loads. See [4] for some bounds for the worst case. An analysis similar to Valiant's analysis of randomized routing algorithms [15] , [16] would be very valuable. Intuitively, deflection routing should overcome the hot spots that might arise in the network in the important case where the traffic is not uniform, but is balanced in the sense that the total load directed out of and into each node is the same. In this vein, we note that the deflection routing algorithm can easily be extended to use buffers internal to the nodes (c.f. [6]), and doing so may increase throughput under uniform traffic. However, additional buffering lessens the algorithm's adaptivity to congestion, and may be detrimental to performance if the traffic is not uniform. 
Moreover, for any 0 5 mo < 1, 
We also have
which establishes (3.18). Usin (3.4), (5.3), and the fact that 
Hence, the uniform convergence in (5.10) and the fact that mZ/(i + 1) is uniformly continuous in m imply (5.5) of the Lemma.
Next, recall the definition (3.1) of u (m,d,v) and
Let Poi(z) denote a Poisson distribution random variable with mean 2. By the well known approximation of the binomial distribution by the Poisson distribution we find that for each i and j fixed, uniformly for m, P[ (p(m,d,v) ) to the Markov chain O(p" (U)) where O ( n ) denotes the Markov chain discussed at the beginning of this section, with probabilities of steps to the right given by the vector T, and p (?E,d,v) = ( p ( i , m , d , v ) Lemma 5.4: For any p and p' in and any probability distribution q on the nonnegative integers, (EqD(P) -EqD(P')( I 16lb -P'll. ( i , m, d, w ) [(3.2)] and the bound (5.8), we see that p ( i , f i , d , v ) Equations (5.12) and (5.13) and the fact that c",=,qn + 0 for any fixed j completes the proof of (3.27). The inequalities of (3.29) are proved as part of the lemma that follows.
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