ABSTRACT We propose a novel deep convolutional neural network framework called deep augmented attribute network (DAAN) to learn augmented attribute features for cross-domain person re-identification (person Re-ID) task. We observed that in some cases, different persons could have similar attributes (e.g., wearing similar clothes). It motivates us to distinguish such pedestrians by further learning complementary image features. We thus construct a deep neural network with three branches: 1) the attribute branch predicts the attributes of the input image; 2) the augmentation branch generates complementary features that are fused with the output of the attribute branch to form the augmented attribute features; and 3) the reconstruction branch to refine augmented attribute features on the target dataset. In order to learn precise and detailed attributes for pedestrian, we manually labeled two large datasets (CUHK03 and Market-1501) with 25 predefined mid-level semantic attributes. We evaluate the DAAN on a series of cross-domain person Re-ID tasks, where DAAN demonstrates superior performance (around 6%) to the prior state-of-the-art crossdomain algorithms.
I. INTRODUCTION
Person re-identification (person Re-ID) is a problem to match person images captured by non-overlapping cameras. It is a challenging task due to variations in human pose, illumination and other factors such as background clutter.
As deep learning has shown excellent performance on various vision tasks [1] - [3] , it has also been applied to solve person Re-ID problem [4] - [8] . Although deep learning has strong ability to learn representative features for person images, the learned features from the same person can be dissimilar when the images are captured by different cameras.
Researchers [9] , [10] have tried to use mid-level semantic attribute features of person images rather than the lowlevel features to solve this problem. As semantic attributes of a person such as male, female, young, etc. should be the same for a certain person in different places, such method is invariant to the changes of body poses, viewpoints and other image conditions. However, as shown in Fig. 1a and Fig. 1b , most of these methods learn the attribute features based on human-defined attributes, which may not be able to
The associate editor coordinating the review of this manuscript and approving it for publication was Huanqiang Zeng. describe human appearances unambiguously. Some work try to learn the latent feature as a complement to the semantic features [11] , [12] . However, their methods are based on hand-crafted features or shallow learning models, which are not able to accurately predict semantic features and to learn discriminative latent features. Another issue with person Re-ID task is that the label information for person images is expensive and difficult to collect. It means the labels might not be available in the real world application. It renders most person Re-ID algorithms inapplicable to the surveillance task without label information.
Motivated by the domain adaption methods, we propose a novel deep learning framework called Deep Augmented Attribute Network (DAAN) to learn augmented attribute feature representation for person images. It aims to learn augmented attribute features from the source dataset that has labeled identity and attribute information, and then try to refine the learned features based on the target dataset without label information. When learning attributes from the source dataset, we first manually labeled two largesize datasets with pre-defined mid-level semantic attributes. 1 FIGURE 1. In some cases, human-defined attributes are unable to distinguish human appearances. In situation (a), three images belong to three different persons but they have similar attributes (e.g., man,white upper-style, dark lower-style). In situation (b), it is difficult to use human-defined semantic attributes to describe their clothes with various colors.
In the training stage, we construct a deep neural network with two output branches. The first branch predicts the semantic attributes for the input person image, while the second branch generates complementary features that are fused with the attributes from the first branch. We iteratively fine-tune the augmented attribute in both supervised and unsupervised manners in order to refine the augmented attribute based on the target dataset. The final learned augmented attribute features are then used for image matching with Euclidean distance.
In summary, our contributions can be summarized as threefold: (1) To the best of our knowledge, this is the first deep learning work that learns augmented attribute feature representation to improve the description of person appearances. (2) We manually labeled two large-size datasets (CUHK03 and Market-1501) with rich annotations that can be trained with deep neural networks. (3) We conduct a series of experiments to show that our method is able to outperform state-of-the-art methods on the cross domain person Re-ID task.
II. RELATED WORK
We mainly review fours parts of related work: 
A. TRADITIONAL COMPUTER VISION BASED PERSON RE-ID
The traditional approaches to solve Re-ID problem are usually involving two steps, feature learning and metric learning. A number of traditional features [13] - [15] are utilized in the previous work to represent pedestrian images. Liao et al. [16] propose a feature representation named Local Maximal Occurrence (LOMO) which is shown to be an effective feature representation that employed by a number of recent work [17] - [19] . For the metric learning step, Mahalanobis distance functions are widely applied [20] - [22] . Liao et al. [16] develop a subspace based metric learning method named Cross-view Quadratic Discriminant Analysis (XQDA). Jose and Fleuret [23] propose a method called Weighted Approximate Rank Component Analysis (WARCA) for metric learning. Xiong et al. [24] adopt metric learning approach based on four kernel-based distance learning. However, those approaches are usually not able to capture representative features and thus are suffering from low prediction accuracy.
Recently, some unsupervised methods to address Re-ID task are also proposed. Kodirov et al. [25] apply an unsupervised dictionary learning method to learn from unlabeled data to generate features that are more discriminative than hand-craft features. Lisanti et al. [26] propose an iterative re-weighted sparse ranking method to ensure the appropriate person candidates are selected at each iteration. Peng et al. [27] develop a cross-dataset transfer learning approach to transfer feature representation from the labeled source datasets to the unlabeled target datasets. Xu and Qiu [8] propose a graph matching method to solve both person Re-ID and partial person Re-ID problems. Ma et al. [28] develop a kind of feature representation based on image-sequence by combining various descriptions. These unsupervised methods are mostly based on the traditional hand-crafted features and thus not able to precisely matching person images.
B. DEEP LEARNING BASED PERSON RE-ID
Deep learning methods are emerged to show superior performance on various computer vision tasks [29] - [32] . It is also applied to solve person Re-ID task. Li et al. [4] first apply deep learning to learn discriminative feature representations for person images. Ahmed et al. [5] and Wu et al. [6] construct a deep classification network and estimate person image similarity based on their cross neighborhood differences. Xiao et al. [33] propose a domain guided dropout method to learn feature representation from multiple domains. McLaughlin et al. [34] apply a recurrent convolutional neural network to exploit spatial and temporal features to address video-based Re-ID task. Zheng et al. [35] adopt a generative adversarial network to produce unlabeled samples to obtain more training data. Qian et al. [36] develop a multi-scale deep learning approach to explore pedestrian clothes in different image scales. Zhao et al. [37] propose a human body region guided network to learn representative features for pedestrian images. Sarfraz et al. [38] develop a pose-sensitive embedding to address the problem. Attentionbased mechanisms proposed by [39] - [42] are also applied to learn more representative features. Guo and Cheung [43] propose to learn multi-level features to match person identity. Shen et al. [44] use Kronecker-Product to match person image.
Some authors also try to learn discriminative feature representations and optimal distance metrics simultaneously. One appropriate network structure is Siamese network, which is widely applied in various vision tasks such as facial attribute learning [45] , video feature extraction [46] and object tracking [47] . It is also adopted by the researchers to solve person Re-ID problem, since it could learn deep features by encouraging features of same person's images are close to each other and those of image from different persons are far apart. Yi et al. [48] propose a Siamese network to learn a deep metric where the image features of one person are close to the features of his/her image captured by another camera. Varior et al. [49] propose a gated Siamese deep network to explore local patterns. Chung et al. [50] construct a two stream convolutional neural network and each convolutional neural network is based on a Siamese network, in order to learn spatial and temporal information separately. Wang et al. [51] develop a cascaded pairwise convolution neural network to learn distance metric. Geng et al. [52] propose to a co-training mechanism to construct a transfer learning model. Similar to Siamese network, triplet network structure is also employed to address person Re-ID problem. The triplet network takes three images as the input, which is consisting of two images from one person and one image from another person. Ding et al. [53] propose a scalable distance learning network based on the triplet loss. Cheng et al. [54] present a multi-channel parts-based deep network where the triplet framework is also applied.
However, these Siamese networks or triplet networks are applied either to learn low level image features or to solely produce attribute features, which are not able to well-describe the human appearance. In our deep learning framework, Siamese network is employed to learn augmented attribute features which is a combination of mid-level attributes and low-level image features, and such feature representation is thus able to describe pedestrian image more precisely than the previous work.
On the other hand, these deep learning methods are heavily relied on the labels of pedestrian identities, which means the generalization ability of these approaches are poor when applying them to the datasets without identity labels.
C. ATTRIBUTE-ASSISTED PERSON RE-ID
Layne et al. [9] show that mid-level semantic attributes are more discriminative and reliable than the low-level features. Their further work [10] demonstrates that these semantic attributes can be used in synergy with low-level feature to improve the prediction accuracy. Li et al. [55] focus on using clothing appearance to assist person re-identification. Peng et al. [11] combine the human-defined attributes with the latent attribute features to show superior performance on various vision task. However, they learn the semantic attributes based on the hand-crafted low-level features that could fail to accurately predict semantic attributes. Su et al. [56] propose a data-driven deep learning model to learn human attributes. Lin et al. [57] construct a deep learning model to learn identity level attributes for each input pedestrian image. However, as we illustrated in Fig. 1a and Fig. 1b , by solely using human-defined attributes, such semantic features are not able to well-describe human appearance.
To overcome such problem, some work are proposed to learn augmented attribute features. Layne et al. [9] combine the semantic attributes with non-semantic features through an autoencoder. Peng et al. [11] also try to combine the semantic feature with the latent representation by means of dictionary learning. However, these methods are usually based on the relatively shallow learning models, while our approach applies deep learning framework that can not only predict more accurate image attributes, but also learn more discriminative augmented features to represent each pedestrian image.
D. DOMAIN ADAPTION
Our work also relates to the domain adaption work. Correlation Alignment [58] is developed to match the mean and covariance of source and target distributions. Ma et al. [59] use a domain adaption ranking SVM to address the problem. Maximum Mean Discrepancy [60] proposes to learn a domain-invariant feature space. Some approaches including [61] and [62] try to apply an adversarial methods to transform pixels in one domain to another. However, these domain adaption approaches usually assume the class labels are the same in both source and target domain, while in the person Re-ID task, the ID labels are totally different in two domains. Therefore, those domain adaption approaches could not be directly applied to the person Re-ID task. To make image-generation based approach more applicable to person Re-ID, Deng et al. [63] develop an image domain adaption approach to preserve the self-similarity and domaindissimilarity for the person Re-ID task. Wei et al. [64] also apply Generative Adversarial Networks to bridge domain gap between different datasets. Zhong et al. [65] apply a cyclegan network to transfer camera style from source dataset to target dataset. Lv et al. [66] develop an unsupervised method based on the spatial temporal patterns.
However, most of these domain adaption approaches are based on the image features, which might not be discriminative to describe human appearance with the variation of background and lighting condition. In our approach, we aim to combine the image features with the attribute information to more accurately represent human appearance and finally to improve the prediction accuracy. 
III. LEARNING AUGMENTED DEEP ATTRIBUTE FEATURES A. PROBLEM DEFINITION
There are two kinds of datasets including a source dataset and a target dataset. The source dataset contains both pedestrian identity and attribute information. The target dataset consists of different pedestrian identities from the source dataset, and both identity and attribute information are not accessible.
Given 
B. IMAGE PREPROCESSING
The pedestrian images captured by different cameras are usually suffering from the variation in lighting conditions, which will lead to inconsistent color appearances. Thus, it is necessary to rectify the luminance before image matching in order to minimize the error caused by the variation in lighting conditions. In this paper, a simple preprocessing technique is employed to address the aforementioned problem. The original RGB image is firstly transformed into HSV color space. Only Value channel is modified in the preprocessing step in order to keep color information unchanged. After adjusting the low-contrast grayscale to full range, we apply contrastlimited adaptive histogram equalization (CLAHE) [67] with Rayleigh distribution (set its parameter β = 0.4) on the Value channel, which is able to enhance more local details of the image. Specifically, we first divides the input image into 32 blocks called ''tiles'', and applies CLAHE on each tile to prevent over-amplification of noise. Each tile's contrast is then enhanced by matching the histogram with the Rayleigh distribution. The neighboring tiles are finally combined using bilinear interpolation.
Examples of preprocessing results are shown in Fig. 3a and Fig. 3b . The advantage of using CLAHE is that it is ease to use and the algorithm has a low computational complexity. It also has the ability to enhance local areas of the image with less noise and can prevent brightness saturation that commonly happens in histogram equalization.
C. ATTRIBUTE ANNOTATION
We manually labeled two large datasets (CUHK03 [4] and Market-1501 [68] ) for two main reasons: (1) Previous person attribute datasets such as PETA [69] only have a small number of images which is not sufficient to train a deep neural network. (2) CUHK03 and Market-1501 datasets are two widely used datasets for evaluating deep learning person Re-ID techniques. By labeling both datasets, we are able to assess the prediction performance enhancement with the supervision of attribute labels.
We annotate these two datasets in the identity level with the following attributes: gender(male/female), age(young/midage/old), hair length (long-hair/short-hair), length of upper body clothing (long/short), color of upper body clothing (black, grey, brown, white, yellow, pink, green, blue, purple, orange, red, stripe, plaid), length of lower body clothing (long/short), type of lower body clothing (skirt/pant), color of lower body clothing (dark/light), bag type(backpack/handbag/other type bag). The attribute label distributions of the two datasets are shown in Fig .4a and Fig .4b . The process of labeling the semantic attributes is described in the experiment section.
D. OVERVIEW OF THE FRAMEWORK
We present the overview of our deep learning framework called Deep Augmented Attribute Network (DAAN) in Fig.2 . The proposed deep learning framework can be viewed as a multi-task deep learning model. It is consisting of four parts: (1) A base network to encode input images. (2) An attribute branch to learn semantic attributes. (3) An augmentation branch to learn complementary feature to the semantic attributes. (4) A reconstruction branch to perform cross domain re-identification task. In this work, we choose ResNet-50 [1] by discarding its last fully-connected layer as the base model which was pre-trained on the Imagenet dataset [70] to encode the input person images. The advantage of ResNet-50 is that it has achieved superior performance to VGG-16 [2] while having lower computational cost.
E. LEARNING ATTRIBUTE FEATURES
We now firstly describe the attribute branch. When the base network is connecting to the attribute branch, the whole pipeline is called Deep Person Attribute Network (DPAN). The overall goal of DPAN is to embed the input person image to the semantic space. For the given training set of person images X , we learn a mapping function f a : X → A through DPAN. The structure of DPAN is as follows:
1) For each input person image x i , the ResNet that is parameterized by base encodes its image features as z i from the pool5 layer. The vector size is 1 × 1 × 2048. 2) We then add a Fully-Connected (FC) layer with 1024 neurons to the pool5 layer of ResNet-50. 3) Instead of applying softmax classifier to predict each attribute individually as done in [57] which is computational expensive, we employ a sigmoid cross-entropy loss layer to simultaneously produce multiple attribute predictions. This newly added FC layer and sigmoid classifier are combined as the attribute branch that is parameterized by attr . Finally, DPAN can embed input image x i to its semantic attribute feature a i = {p 1 i , p 2 i , . . . , p K i }, where p k i is the probability of assigning attribute k to image x i and K is the attribute number. The probability of each attribute is calculated as: σ a (z i ) = We train the DPAN on the source dataset which has the labeled attributes. The objective function of DPAN can thus be formulated by minimizing the cross entropy loss between the predicted attribute probabilities a s i and their ground-truths y s i :
F. LEARNING AUGMENTED ATTRIBUTE FEATURES
The second pipeline of our model generates complementary features which are combined with the attribute features from DPAN to form the augmented attribute features. We construct a new branch with a FC layers that are parameterized by aug and they are also connected to pool5 layer of the ResNet-50. The FC layer has 1,024 neurons and applies a sigmoid non-linear activation function as the activation function, in order to ensure the learned features are within the same range as the features produced from DPAN. For each given input person image x i from both source and target datasets, the augmentation branch outputs its complementary features b i , which are combined with the attribute features a i estimated from the attribute branch to construct the augmented image feature vector as f (
In the following subsections, we describe the details of how to learn augmented attribute features.
1) SUPERVISED FINE-TUNING AUGMENTED ATTRIBUTE FEATURES ON SOURCE DATASET
We first fine-tune the augmented attribute feature based on the source dataset, which means we are able to learn it in a supervised manner. For two images x s i and x s j from the source dataset, their learned features f (x s i ) and f (x s j ) are expected to be close if x s i and x s j are from images of the same person while they should be far apart if x s i and x s j belong to different persons. To achieve this, we employ the Siamese network structure [71] to adjust weights for the base network, the attribute branch and the augmentation branch. The Siamese network can be viewed as training a twin network simultaneously with shared weights. The desired property of Siamese network is that it allows to compare the distance of two input images, which means that we can learn a network that encourages the distance between image pairs of the same person to be shorter than that between image pairs of different persons.
Hence we can formulate the objective function by the contrastive loss:
where x s i,p is an image from the same person as x s i of source dataset, x s i,n is an image of a different person from x s i , L p penalizes the positive image pair (x s i , x s i,p ) that are too far apart from each other, and L n penalizes the negative image pair (x s i , x s i,n ) that is closer than the margin m 2 . Thus, when fine-tuning the augmented attribute features in a supervised manner, the overall loss function could be written as:
where 0 < λ < 1 is a hyper-parameter to balance the error of attribute prediction and contrastive loss.
2) UNSUPERVISED FINE-TUNING AUGMENTED ATTRIBUTE FEATURES ON TARGET DATASET
Next we fine-tune the augmented attribute features for the target dataset that does not have any label information, which means we could only achieve this through an unsupervised learning approach. In this stage, we fix the attribute branch in DPAN and fine-tune the augmentation branch to generate augmented attribute features for target dataset. We additionally construct a reconstruction branch to reconstruct input image from the augmented attribute features. It ensures the learned attributes from the source dataset and the fine-tuned complementary features are able to preserve the content of input target image.
When building reconstruction branch, we first construct a FC layer with shape of 1 × 1 × 3072 and reshape it to 3 × 32 × 32. Then we apply three ResLayers with Upsampling operation to decode the augmented attribute features. These residual layers have one upsample residual unit to upsample the feature map by a factor of 2. The detail of Reslayers is shown in Fig. 5 . Here Conv[(k, k) , s, c] means the kernel size is set to k × k, and the stride is set to s. Parameter c denotes the increasing factor of the output feature channel. In the final layer, we apply a convolutional layer with 3 kernels of size 1 × 1 to decode the upsampling features to reconstruct the input images.
We formulate the loss function of the reconstruction network by comparing the pixel level difference of input image and the generated image:
wherex s i is the reconstructed result of input image x s i .
G. PERSON IMAGE MATCHING
In the testing phase, each testing images are passed through the whole DAAN to generate a feature vector consisting of the attributes from the attribute branch and the complementary features from the augmentation branch. We construct the gallery image set and the probe image set according to the instructions of each image dataset. Euclidean distance is chosen as the distance metric.
IV. EXPERIMENT A. SETUP 1) DATA AUGMENTATION
A serious problem for training a deep network is over-fitting. One strategy to address this issue is through data augmentation. We first follow [4] , [5] to randomly sample augmented images from the original images. For an original image of size H ×W , five same size images are randomly sampled from the original image with its center randomly located in the range of VOLUME 7, 2019 [
At the first stage of training as described in Section III-F, data unbalance is also a key problem to obtain accurate prediction results. Similar to the strategy of [6] , we online sample equal number of positive and negative image pairs to fine-tune the Siamese network.
2) SEMANTIC ATTRIBUTE LABELING
We recruited five volunteers to manually assign semantic attributes to images in the datasets CUHK03 and Market-1501. A list of these attributes is shown in Section III-C. As judgments of which attributes best describing a given image are subjective, different persons may assign different attributes to the same image. We use majority voting to decide the final attribute labels for the images. For instance, 3 persons selected brown color of upper-style for a particular person image while another 2 persons selected black. We then consider the upper-style color for this person image should be brown.
3) DATASETS
We mainly evaluate our method on two large person Re-ID datasets (CUHK03 dataset and Market-1501 dataset) with human labeled attribute data. CUHK03 dataset contains 14,097 images of 1,467 identities. Each person is captured by two non-overlapping camera views. The dataset provides manually labeled pedestrian bounding boxes and automatically detected bounding boxes through the pedestrian detector. In the experiment, we report the results on the labeled part of the dataset. Market-1501 dataset is also a large person Re-ID dataset with 32,668 detected person bounding boxes of 1,501 identities. Each identity is captured by at least two and at most six cameras. The dataset is randomly split into training and testing set with 750 and 751 identities respectively.
4) COMPARED ALGORITHMS
We compare our method with the reported results of the state-of-the-art methods on each dataset. We use the public code of CycleGAN [72] 2 and SPGAN (CVPR2018) [63] and evaluate their performance on our labeled attributes. In addition to these methods, we also compared our methods with several baseline models: 1) DPAN: we train the DPAN on the source dataset and predict the attribute on the target dataset. 2) DAAN w\o reconstruction branch: we remove the reconstruction branch from DAAN and we only train the network on the source dataset and directly test it on the target dataset without fine-tuning. 3) DAAN w\o attribute branch: we remove the attribute branch from DAAN, which means only the augmentation branch and reconstruction branch are trained and the output features were not supervised by the attribute labels. 4) DAAN w\o augmentation branch: we remove the augmentation branch from DAAN, which means we only fine-tune the attribute features on the target dataset. 5) DAAN w\o pre-training: the base network ResNet-50
is not pre-trained on the ImageNet dataset. 6) DAAN w\o CLAHE: the input images are not preprocessed by CLAHE method.
In the experiment, Cumulated Matching Characteristics (CMC) curve [73] is employed to evaluate the performance of different person Re-ID methods.
5) IMPLEMENTATION DETAILS
The deep learning framework is implemented based on the Keras [74] . We train our model with GTX 1080 Ti GPU, Intel i7 CPU. Each input image is resized to 256 × 256, and the batch size is set to 32. The training of DPAN and Siamese network is optimized by the stochastic gradient descent with a learning rate of 0.001. The parameter m in Eq. (4) is set to 1. λ is empirically set to 0.6, which is validated in Section IV-E. The training of DAAN usually requires 60 epochs to converge.
B. EXPERIMENT ON DATASETS WITH LABELED ATTRIBUTES

Experiment Results on CUHK03 and Market-1501:
We report the results in Table. 1. It can be seen that our method is able to outperform the state-of-the-art methods SPGAN on both CUHK03 and Market-1501 datasets by around 6% improvement on the rank-1 CMC score. There are some aspects that have to be noticed: (1) DPAN demonstrates the worst performance among all the baselines, which is caused by the poor generalization ability of solely using an attribute detector without fine-tuning on the target dataset. (2) It is also confirmed by the poor performance when removing reconstruction branch from DAAN (DAAN w\o reconstruction branch). The reason is that the person identities and image background are almost different, it is necessary to fine-tune the learned image features based on the target dataset to achieve better performance when addressing cross domain person Re-ID problem. (3) When removed the attribute branch from DAAN (DAAN w\o attribute branch), its performance also drops dramatically, as the attribute is an important feature component to describe the human appearance. (4) When removed augmentation branch from DAAN (DAAN w\o augmentation branch), it can also be seen that performance is not comparable with DAAN, which demonstrates the importance of complementary features to more accurately describe human appearance when combining with the attribute features. (5) It can be observed that when the ResNet-50 is not pre-trained (DAAN w\o pre-training), the performance of DAAN drops dramatically. It is caused by the training image number of CUHK03 and Market-1501 is not comparable with Imagenet dataset, and thus the ResNet-50 is not able to extract discriminative deep features when it is not well-trained. (6) Finally, we could also find the necessity of CLAHE to further improve the model performance, which is more specifically discussed in Section. IV-D.
C. ATTRIBUTE PREDICTION
In this section, we comparing the attribute prediction accuracy between our approach and also the state-of-the-art pedestrian attribute prediction method JRL [75] . For our approach, we take DPAN as a baseline model, which directly learns attributes over the datasets. It is compared with attribute prediction accuracy from the attribute branch of DAAN which employs Siamese network structure to adjust the weights of its base network. Table. 2 shows the results of the three models. It can be seen that the attribute branch in DAAN model is able to show best performance in both attribute prediction and cross-domain person re-identification task. In the attribute prediction task, the superior performance is caused by the application of metric learning (Siamese network) to enhance the attribute prediction ability, which fine-tunes the DAAN model to learn similar attribute for the same person with different views. Thus, DAAN is able to show better prediction ability than DPAN and JRL [75] . In the person re-identification task, the augmentation branch also contributes to the performance of DAAN when comparing with DPAN and JRL, which learns complementary feature to the attributes to more accurately describe human appearance. Such learned image features are more discriminative than the attribute features produced by DPAN and JRL. We also compared our attribute learning approach with another related work [57] . The main difference between two methods is that we apply sigmoid cross-entropy loss to learn all the attributes simultaneously, while [57] construct a number of softmax classifiers to learn each attribute individually. In the experiment, we evaluate the average attribute prediction accuracy of two attribute learning strategies, and also how these learning strategies affect final person Re-ID accuracy. The experiment results are presented in Table. 2. In Table. 2, 'DPAN + softmax' means we apply the same strategy as done in [57] to construct 25 softmax classifiers to replace the sigmoid cross-entropy learning in DPAN. 'DPAN + sigmoid' is the original DPAN model as we described in Section III-E. We also constructed two versions of DAAN according to this setting. In the result, we can see that the performance of two attribute learning strategies are comparable on two datasets. In specific, the softmax loss performances slightly better on the Market-1501 dataset, while the sigmoid cross-entropy loss shows better prediction ability on the CUHK03 dataset. Thus, from the view of prediction performance, there is no large difference between two kinds of learning strategies. However, applying softmax as done in [57] is a computational expensive approach, since their approach has to construct a number of softmax classifiers to predict each attribute individually. In comparison, our attribute learning approach predict all the attributes through a single sigmoid cross-entropy layer, which means the generalization ability of our approach is better than theirs when applying to the dataset with rich attribute annotations.
D. EVALUATION OF THE EFFECTIVENESS OF CLAHE
We also evaluate the effectiveness of image pre-processing approach. It can be seen from Table. 1, the CMC scores on four datasets are all improved when the CLAHE is applied. In specific, the improvement is obvious on both CUHK03 and Market-1501 datasets. It is caused by the large portion of images are usually suffering from low contrast caused by the lighting condition. As we described in Section III-B, CLAHE has the ability to enhance the contrast of local areas in image, which is shown to be an effective preprocessing method especially when applying to the person Re-ID task. 
E. PARAMETER VALIDATION
The parameter λ in Eq. 5 is a key parameter to determine the importance of the two parts of the loss function. When λ is approaching to 0, the weights of the network is mainly finetuned by the Siamese loss. When λ is closed to 1, the weights of the network is almost entirely influenced by the DPAN loss. We present the validation results of training model on the source datasets of CUHK03 and Market-1501 datasets by setting λ to {0.2, 0.4, 0.6, 0.8}. It can be seen from Fig. 6 , a relatively higher performance is reached when setting λ equals to 0.4 on CUHK03 dataset and to 0.6 on Market-1501 dataset. It means that by balancing the two parts of the loss function the network can learn representative features and thus improving the matching accuracy. It should also be noted that when setting λ to 0.8, the accuracy drops down dramatically. In this situation, the DPAN loss is mainly used for updating the weights of the network, while the Siamese loss has relatively minor influence on the learning. We can see that without comparing input image to its positive and negative images, the network cannot learn discriminative feature representation.
V. CONCLUDING REMARKS
In this paper, we first manually labeled two large person Re-ID datasets including CUHK03 and Market-1501 with semantic attributes. Then we propose a novel deep learning framework to learn augmented attribute features from person image pairs. In the first step, the discriminative attribute features are learned by DPAN. Then, in the second step, the learned attributes from DPAN are combined with the complementary features from the augmentation branch. We fine-tune the fused features by the Siamese network structure. When performing cross domain re-identification task, we aim to reconstruct the input target image from the augmented attribute features. Our method is able to show superior performances on CUHK03 dataset and Market-1501 dataset with labeled attributes.
In the future work, some auxiliary attribute information can be considered to improve the matching accuracy. One possible research direction is to learn the importance level of each attribute. For instance, from human vision perspective, upper body clothes is a more distinguishable attribute than other attributes when the image resolution is low. Another approach is to consider the attribute correlation, which is also a possible way to select the attributes that are more discriminative to distinguish person images. It is also interesting to annotate the target dataset with the same attributes as done in the source dataset. Then we could investigate how to improve the attribute prediction accuracy when extending to the dataset without labeled attributes.
