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Abstract 
The core of the work turns around the capability to automate Operational Modal Analysis 
methods for permanent dynamic monitoring systems. In general, the application of OMA methods 
requires an experienced engineer in experimental dynamics and modal analysis; in addition, a lot of 
time is usually spent in manual analysis, necessary to ensure the best estimation of modal 
parameters. Those features are in contrast with permanent dynamic monitoring, which requires 
algorithms in order to efficiently manage the huge amount of recorded data in short time, ensuring 
an acceptable quality of results. Therefore, the use of parametric identification methods, like SSI 
methods, are explored and some recommendations concerning its application are provided. The 
identification process is combined with the automatic interpretation of stabilization diagrams based 
on a damping ratio check and on modal complexity inspection. Finally, a clustering method for the 
identified modes and a modal tracking strategy is suggested and discussed. The whole procedure is 
validated with a one-month and a one-year set of "manually-identified" modal parameters. This 
constitutes a quite unique set of validation data in the literature. Two monitoring case studies are 
studied: a railway iron arch bridge (1889) and a masonry bell-tower (XII century).  
Within this framework, classical and new strategies to handle the huge amount of recorded and 
identified data are proposed and compared for structural anomaly detection. The classical strategies 
are mainly based on the inspection of any irreversible frequency variation. To such purpose, it is 
mandatory an extensive correlation study with environmental and operational factors which affect 
the frequency of the vibration modes. Conversely, one of the proposed strategy aims to use 
alternative dynamic features that are not sensitive to environmental factors, like mode shape or 
modal complexity, instead of frequency parameters in order to detect any structural anomaly. In 
addition, a further strategy has the goal to eliminate the environmental-induced effects on frequency 
without the knowledge and the measurements of such factors. The procedure is mainly based on the 
combination of a simple regression model with the results obtained by a Principal Component 
Analysis. 
Furthermore, two automated Operational Modal Analysis (OMA) procedures are compared for 
Structural Health Monitoring (SHM) purposes: the first one is based on SSI methods, while the 
second one involves a non-parametric technique like the Frequency Domain Decomposition method 
(FDD).         
In conclusion, a model updating strategy for historic structures using Ambient Vibration Test 
and long term monitoring results is presented. The main goal is to integrate the information 
provided by a FE model with those continuously extracted by a dynamic monitoring system, basing 
so any detection of structural anomalies on the variation of the uncertain structural parameters.     
  
Keywords: Dynamic monitoring, Automatic OMA, Vibration-based damage detection, 
Stonemasonry tower, Iron-arch bridge, Dynamic identification. 
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Summary:  The core of the Thesis turns around the automation of operational modal 
analysis for permanent dynamic monitoring systems. In particular, challenges concerning 
two practical applications to a historic structure and infrastructure are explored. However, 
in order to sensitize the reader to the importance of the automation aspect, this first 
Chapter is devoted to describe the general framework of vibration-based monitoring. The 
basic ideas that justify its application and potentiality are briefly reported.  
Whereupon, permanent vibration monitoring will be contextualized within the 
Structural Health Monitoring framework of Cultural Heritage buildings and historic 
infrastructures. The limited number of works concerning such topic and present in the 
literature will be briefly discussed.  
Finally, the motivations of the present work will be highlighted, pointing out two 
principal key points: 
1) the relevance and the necessity of the automation of Operational Modal Analysis in the 
context of vibration monitoring; 
2) methodologies to manage and handle the huge amount of identified and tracked 
vibration features for vibration-based damage identification purposes.  
Conversely, the state of art related to the automation procedures of dynamic 
identification techniques will be discussed in Chapter 3, since it is firstly necessary 
acquiring some basic concepts about the identification techniques before discussing and 
understanding the automation issues.   
  
Chapter 1 
   Introduction 
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1.1. Brief Overview of Vibration-based Structural Health 
Monitoring 
Structural Health Monitoring (SHM) is a widely large field that involves several 
methodologies, principally based on local or global tests, aimed to assess the health 
condition of a structure and to reduce its lifecycle cost. In this framework, ambient 
vibration-based monitoring is just a subset of SHM, which practical application have seen 
an increasing development in the area of civil engineering, especially in the last decade. 
The main reason is due to its capability to provide important information concerning the 
dynamic behaviour of the structure under operational conditions without inducing 
artificially exciting inputs. Obviously, there are no shortage of strong motivations to the 
research effort around this topic: ageing of existing infrastructures (often accompanied by 
poor maintenance and harsh environmental conditions), increasing complexity of new 
constructions, the possible occurrence of exceptional loads or traumatic natural events such 
as earthquakes, typhoons or floods are just some of the most important reasons. 
Consequently, a tremendous amount of literature have been published in the last two 
decades. Since it is impossible to provide a comprehensive review of all the literature 
within this context, nor is this the author's intent, only the most representative papers and 
case studies regarding ambient vibration monitoring of structures will be cited in this 
section.  
Principally, vibration monitoring is generally applied to large-scale structures such as 
multi-storey or tall buildings [30, 48, 135], bridges [51, 71, 114, 115, 131, 141, 161, 170, 
183], dams [54, 182], or offshore structures like wind turbines [58, 162]. Furthermore, the 
minimum impact of the vibration monitoring system makes this technology useful also in 
the context of preservation of Cultural Heritage structures [42, 44, 75, 151, 152].  
Civil and historic structures are always excited by natural loads that cannot be easily 
controlled, for instance wave loads, wind loads, or traffic loads, therefore ambient vibration 
monitoring results more practical for civil engineers since exciting devices can be avoided, 
measuring only structural responses under ambient excitation. In addition, such kind of 
tests do not interfere with the normal use of the structure and do not induce additional 
overloads. However, it should keep in mind that natural sources like noise, vibration or 
micro-tremors from the environment that surround the structure are commonly present and 
impossible to eliminate. Hence, more higher sensitive data acquisition and measurement 
devices are required in order to capture the dynamic noise contaminated response. 
However, this does not constitute a problem since a large number of highly sensitive and 
relatively inexpensive accelerometers are available on the market. Once the vibration 
response of the structure has been acquired, the goal is to identify the modal parameters, 
and use such information in order to assess the structural health condition. To such purpose, 
  
6 
 
a large number of output-only modal identification techniques have been proposed in the 
last two decades [15, 27, 60, 88, 108, 110, 143, 144, 178]. 
The basic idea behind vibration-based health assessment, which was born around the 
end of 1970 in the context of mechanical engineering, assumes that the irreversible changes 
in modal parameters are considered as an implication of damage within the structure. In 
fact, structural dynamic theory confirms that any damage occurrence affects the damping 
and the stiffness of the structure, leading to a different vibration response. Therefore, one of 
the most common and practice approach to detect damage basing on vibration monitoring 
can be summarized in the following steps:  
1) continuous dynamic identification from recorded vibration responses [34, 37, 122, 149, 
157, 176];  
2) identifying vibration-related features that are sensitive to damage, like modal 
parameters or derived indices as flexibility matrix or modal curvature [6, 18, 47, 61, 
63,  67, 73, 97, 118- 120, 154, 155];  
3) selecting a structural state as the baseline or undamaged state and use it as the level as 
the all the subsequent state will be compared with. The change in the features can 
reveal information about the occurrence of damage;  
4) in order to perform such comparison, an extensive investigation about the operational 
and environmental factors which affect the vibration-related features is mandatory. The 
goal is to develop statistical procedures in order to filter out any reversible induced 
effect [12, 35, 50, 53, 68, 82, 116, 123, 132, 134, 141, 160, 163, 169, 184-186]. 
Beside this, the application of damage identification in the real world or rather on a 
structure under operational condition and without artificially induced damage is still a 
challenging task, as demonstrated in the literature. Success is limited to simulations, 
laboratory studies [118, 155] and well-controlled experiments, such as the Z24 bridge [120, 
142]. In [63, 169] some applications of vibration-based damage detection on civil 
engineering structures are reported and discussed, but these applications are mostly for the 
purpose of proving the feasibility of vibration-based damage detection techniques and were 
usually carried out during a short duration of acquisition time.  
Moreover, all four mentioned steps are still characterized by open issues or questions:  
1) since dynamic identification requires high experienced user interaction, is the 
automation of such procedure able to provide reliable data?  
2) what type of damage or anomaly of structural performance can we actually identify? 
and which vibration-related features should we use in order to detect them?  
3) how can we define an undamaged baseline state for existing structures?  
4) since variations in load (wind, temperature, traffic etc.) cause reversible changes in the 
modal properties of the structures, that mask small changes induced by damage, which 
statistical procedure or methodology should be used in order to detect the effective 
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damage-induced effect? How should we manage and analyze the huge amount of 
recorded data?  
Answering to these questions can be considered one of the biggest problem related to 
this subject.   
Another approach that is usually adopted by some researchers in the context of ambient 
vibration testing, directly relates vibration features to the changes of structural properties 
provided by numerical models of the investigated structure. In fact, since the vibration 
features identified through experimental dynamic campaign are intimately tied to the global 
behaviour of the structure, they constitute suitable information in order to update or rather 
validate numerical models, i.e. FE models [66, 72]. The initial, or as-built, finite element 
model is first updated to reproduce as closely as possible the measured dynamic response of 
the baseline (undamaged) structure. Then the updating process is repeated for each set of 
measured response from any possible different damage states using the same technique and 
the changes of finite element model properties in-between states, in theory, should reflect 
the changes in actual structural properties. It appears clear that model updating becomes a 
powerful tool to check and to validate models for new structures characterized by a 
complex and new form or by a pronounced flexibility. Concurrently, structural 
identification for existent and old structures reveals a helpful step in order to assess their 
structural condition, often characterized by degradation in time, uncertain knowledge of the 
mechanical properties, boundary conditions or structural joint behaviour [77, 78, 106].  
Since the begin of 1980 until now, a lot of different numerical updating techniques have 
been proposed [13, 14, 24, 64, 72, 92, 101, 187, 188]. Despite this, the usage mode of such 
procedure is still an open issue due to the fact that FE model updating should not only be 
based on solving an optimization problem, but integrating several disciplines. Therefore, 
the success of its application to health condition assessment depends mainly on the 
interdisciplinary experience and skill of the analyst [31, 78]. Besides, the integration of 
updated FE models and its usage mode within the permanent ambient vibration monitoring 
context need to be discussed and explored much more, since just few works faced such 
problem [35, 130] investigating the effects of temperature-induced frequency variation 
(extracted from a dynamic monitoring) on the FE model updating process.  
As mentioned before, ambient vibration monitoring is able to verify and to check the 
effective structural performance under operational conditions, the so-called load-response 
mechanism. This is particularly important because civil infrastructures are rarely subjected 
to any kind of experimental assessment before entering service (except some new 
footbridges that are usually tested by multi-pedestrian induced-vibration), and as a result 
they have much larger safety factors during the design step and their performance is mostly 
affected by high uncertainties. This becomes as much true as the complexity and/or the 
sensitivity to dynamic forces of the structure increases. In fact, despite new computational 
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capabilities developed within disciplines such as earthquake engineering and aero-
elasticity, there are still surprises in real life operational conditions [29]. Structural 
engineers still get caught out, usually due to lack of understanding of loading mechanisms. 
The historic case provided by the Tacoma Narrows Bridge and the just recent case of the 
London Millennium Bridge are some of the most famous examples. Therefore, important 
information on the structural condition might be obtained by tracking the structural 
response in terms of vibration features under different dynamic loads and level of 
excitation: more specifically, time variance of modal parameters induced by loading effects 
could provide the evidence of non-linear behaviour, and conceivably the possible presence 
of structural damage [79]. 
In addition, the effects induced by environmental factors like temperature are often 
neglected during the design phase and even if taken into account it is quite impossible to 
predict their impact on the dynamic behaviour of large-scale structures and their 
interconnection with the operational loads. 
Beside the knowledge of real structural performance, in-situ load characterization is 
equally important in order to characterize extreme structural loads and provide a feedback 
loop to design and loading codes, especially when dealing with important loading scenarios 
such as heavy traffic, strong wind, crowd or exceptional natural loading like typhoon or 
earthquake. For example, the development of empirical relationship for buildings natural 
frequencies and damping ratio used in wind and seismic design codes depend on some kind 
of dynamic testing at full scale [174]. Furthermore, understanding which dynamic action 
(wind or seismic forces) is the most toughest on the structure may simplify any structural 
safety assessment.  
Other applications and advantages provided by ambient vibration monitoring for 
structural health conditioning are briefly cited below: 
1) understanding soil-structure interaction which is quite often neglected in classical 
dynamic analysis of structures ; 
2) verification and tuning of vibration control devices; 
3) design and validation of structural modifications and rehabilitation projects; 
4) assessing the performance during the construction steps; 
5) estimation of cable forces; 
6) prediction of fatigue problems in metallic structures; 
7) in case of natural disaster, like seismic events, vibration monitoring can quantitatively 
evaluate the progression of the assessed damage pattern, the design effective and 
urgent mitigations and define an early warning system for the safety of the worker 
employed in the strengthening interventions. 
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1.2. Vibration-based Monitoring in Application to Historic 
Structures and Infrastructures 
The preservation of the Architectural Heritage is a cultural requirement due to the 
historical value of the buildings. It represents a fundamental issue in the cultural 
background of humanity and in the last years has also gained an economical importance 
due to the development of cultural tourism. Churches, masonry towers and bell towers are 
among the structures subjected to the higher risk, due to their age, presence of important 
dead loads, elevation and slenderness that makes them highly vulnerable to dynamic forces. 
Concurrently, a huge number of European civil infrastructures, especially railway and road 
bridges, consist of ancient masonry or iron structures. Therefore, due to the increasing loads 
and the progressive material degradation, their assessment is strongly needed by railway 
and local administrative authorities [25, 76].  
In this context, Italy is the European country characterized by the most elevate density 
of historical structures which are well known around the world, identifying the Italian 
Cultural Heritage. A large part of such structures are still viable and in operation, requiring 
at the same time constant maintenance activities which is often lacking. In the author's 
opinion, such lack of maintenance is often due to the following reasons: 
1) carelessness by some local administrative authorities; 
2) subjectivity of "only" visual inspection; 
3) lack of a recognized complete methodology to apply for the different case studies; 
4) high costs related to in-situ testing procedures and possible retrofitting projects. 
Of course, concerning point 3, it is difficult to define general rules that can be applied to 
all historic constructions. And to be honest it does not seem the right way. However, it is 
possible to integrate and complete the commonly used diagnostic tests with permanent 
dynamic monitoring, that permits to drive and focus the in-situ tests on specific part of the 
structure optimizing so the maintenance costs. Furthermore, some concepts behind the 
diagnostic approach should be defined with more accuracy fixing few general tasks that 
should be followed. For instance, some very general criteria are presented in the 
Recommendation by ICOMOS 2003 (International Council on Monuments and Sites) [99], 
that suggest the minimum intervention and the respect of the original construction in 
historical building works. Furthermore, it is pointed out that health structural assessment of  
historic structures requires the organization of studies and analysis in steps that are similar 
to those used in medicine (such kind of analogy is often used in SHM). However, in the 
author's opinion this concept should be defined much better, since every structure has an 
"anatomy" and expected measurements that are different than any other structure. 
Therefore, the first step in creating a successful SHM system should be determining the 
"species" of structure we are working with and consequently its most vulnerable parts. 
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Once done, one can approach the first diagnostic phase (i.e. the evaluation of the current 
health state or performance of the building) following some widely agreed tasks that 
involve a step-by-step process that merges research methodologies and information from 
several disciplines [21]:  
1) historic and documentary research and on site geometric survey, aimed at collecting all 
the essential information on the building geometry, its evolution and the construction 
technology; 
2) evaluation of the overall state of preservation by accurate visual inspection, that should 
be complemented by survey of crack pattern, identification and mapping of possible 
irregularities, different materials and discontinuities, assess any corrosion state or 
chemical attack, any deformation or distortion state; of course these are just few 
examples, every kind of structure requires different inspections; 
3) performing non-destructive tests (NDT) and/or minor destructive tests (MDT) on site 
and tests in the laboratory on sampled materials in order to evaluate the elasto-
mechanic characteristics. 
Once such information have been collected, the structural knowledge should be 
synthesized in the development of a FE model of the structure. The FE model, in turn, 
should provide a higher level of diagnosis since it could be used to evaluating the structural 
safety under service loads, predicting the performance under exceptional loads (such as 
earthquakes) and simulating the effects of structural modifications or repair interventions. 
In any case, such numerical model have to be validated or corrected with the use of the 
previous collected knowledge. However, the correlation between the results of local in-situ 
tests (which indeed provide the mechanical characterization of the materials) and 
quantitative parameters to build up global structural capacity models is still an open issue 
[21, 25].  
Hence, permanent dynamic monitoring should not only be introduced but should be 
viewed as the fundamental key in such multi-disciplinary structural health assessment 
approach. In fact, due to the advantages provided by ambient vibration monitoring cited in 
the previous section, vibration monitoring seems to be the ideal tool to methodologically 
complement the investigations carried out to assess the structural safety of historic 
structures. More specifically, as discussed before, dynamic monitoring is the only way to 
get useful information (in terms of modal parameters) on the global dynamic behaviour of a 
structure providing an effective and accurate validation of the model prior to its use in 
future numerical analysis. Furthermore, according to the previous mentioned conservation 
criteria that require the minimum intervention as possible, dynamic monitoring is a valid 
instrument to detect the causes of structural problems before planning in-situ local tests and 
any retrofitting project. 
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Amplifying the relevance of permanent vibration monitoring as a key tool for SHM for 
historic structures, one should remind that the Mediterranean region has a long history of 
major earthquakes, being some of the most punished countries: Italy, Greece, Turkey, 
Albania and Romania. In particular, Italy always presented on of the highest concentration 
of seismic events and also some of the most destructives (Table 1).  
Table 1: Most destructive and recent earthquakes in Italy. 
Date Location Magnitude Fatalities 
11-01-1693 Sicily 7.41 60.000 
05-02-1783 Calabria 6.91 30.000 
28-12-1908 Messina 7.24 90.000-120.000 
13-01-1915 Avezzano 6.99 29.000 
23-11-1980 Irpinia 6.89 2.734 
26-09-1997 Marche-Umbria 6.05 11 
31-10-2002 Molise 5.78 30 
06-04-2009 L'Aquila 6.30 308 
20-05-2012 Emilia-Romagna 5.86 27 
Such high occurrence of earthquakes has always been the motivation to create or 
modify recommendations or national code concerning seismicity or seismic risk mitigation. 
In Italy, in order to prevent and minimize casualties and severe damages to structures, 
seismic zoning was introduced. For instance, in 1927 Italy was seismically categorized in 
two zones regarding a low and high seismicity level. Subsequently, after the major 1980 
Irpinia earthquake, in 1984 the national territory was classified in three zones. Twenty years 
later, in 2002 after the earthquake in Molise, the attention of the country returned to the 
seismic zoning, because this location had been left out by the zoning of 1984. So, the 
government with an emergency intervention changed the existing seismic zones, defining 
for the first time a zone 4 and extending the seismic risk to all the territory. Such 4 zones, 
are classified decreasing in seismic risk.  
Despite this, until now it does not exist in the national code, but even not in 
international codes or other recommendations, a protocol concerning long-term vibration 
monitoring neither for civil structures nor for historic structures. An Italian Directive, sent 
out in 2007 entitled "Guidelines for the evaluation and mitigation of the seismic risk for 
Cultural Heritage buildings" [87], specifies only a conservationist strategy regarding 
Cultural Heritage buildings, referring to monitoring in a very broad sense. 
Therefore, due to the high challenges concerning long-term dynamic monitoring that 
requires to consider a multiplicity of aspects, recommendations are desirable and necessary. 
Especially in application to historic structures and infrastructures due to their intrinsic 
complex nature. For instance, regarding dynamic monitoring, the difficulties related to the 
choice of the appropriate instrumentation to obtain reliable data are as important as the 
dynamic identification step. The measurement points in the case of dynamic monitoring 
should be carefully selected in order to investigate the global behaviour of the structure and 
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not the local one. Furthermore, dynamic monitoring registers continuously data: for this 
reason a correct interpretation of the results is not so straightforward. It should be done 
carefully to avoid errors in the evaluation between the causes and the effects of the dynamic 
behaviour. Such correlation between the causes (actions) and the effects (structural 
response) is an important issue and for these reasons even environmental parameters should 
be characterized. This is important in order to not confuse cyclic and irreversible 
components of the measured parameters. In fact, who analyzes the data must have the 
capacity to tell apart reversible and irreversible components of the measured parameters.  
However, it should be said that long-term ambient vibration monitoring of historic 
infrastructures and Cultural Heritage buildings is a rather recent topic and only a few 
number of complete investigations are present in literature [33, 35, 42, 44, 75, 151, 152].    
In [152] the clock Tower of Mogadouro and the main nave of the Church of Jerónimos 
were investigated (Fig. 1). For both monuments ambient vibration test results, the 
development of a numerical model with model updating technique, the installation of 
monitoring systems and the automatic parameter retrieval were presented. In both cases, 
vibration features, temperature and relative humidity are monitored for about 2 years. The 
aim was to explore damage assessment in masonry structures at an early stage by vibration 
signatures using statistical analysis to filter out the environmental effects from the dynamic 
response. Only the first two frequencies have been analyzed. It came out that for the 
Mogadouro Tower temperature and humidity significantly drive the frequency variation, 
conversely for the Church of Jeronimos only temperature effects were explored. Linear 
static regression and linear dynamic regression models are used in order to fit the frequency 
variation and built an environmental effect-detrended model to predict the frequency. It 
turned out that generally both prediction models follow the evolution of the frequencies, but 
a significant number of outliers (high residual between identified and simulated frequency) 
can be observed. The results suggest that more sensors to measure the environmental 
effects are necessary to better simulate the dynamic response. 
 
 
Figure 1 - The clock tower and the Mogadouro castle and the Monastery of Jerónimos. 
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In [151] a vibration-based Structural Health Monitoring activity of the Saint Torcato 
Church, in Guimarães (Portugal) is presented. Such structure is characterized by significant 
structural problems due to soil settlements. It should be remarked that an extensive 
investigation was carried out: ambient vibration test results, topographic and crack pattern 
survey, FE modelling and updating analysis, permanent dynamic monitoring results and an 
automatic modal identification procedure are reported. The dynamic monitoring system was 
installed in the church in 2009, constituting on four piezoelectric accelerometers. The data 
collection campaign was distinct in 5 different periods, between November 2009 and July 
2010 (Fig. 2).  
a) b) 
 
Figure 2 - a) frontal view of the Saint Torcato Church; b) tracking of frequency variation in 
time. 
The first four frequencies are continuously identified and their variation has been 
tracked in time. All four modes exhibit a quite similar standard deviation, between  0.041 to 
0.052 Hz and the variation trend might be due to the changes of environmental conditions 
(temperature and humidity), but actually neither a correlation study was reported in the 
paper nor statistical regression analysis in order to remove such effects were explored.  
In [44] the application of the structural monitoring for the evaluation of the dynamic 
behaviour of two monuments, the stone tomb of Cansignorio della Scala in Verona (Italy) 
and the Qutb Minar in Delhi (India) are illustrated. Both systems have been conceived to 
acquire ambient vibrations, to evaluate the dynamic response of the monuments, and for the 
recording of seismic events. From the analysis of the acquired data it emerged that natural 
frequencies are strongly dependent on the environmental conditions (mainly temperature): 
differences in terms of 30°C (seasonal variation) induced deviation up to 10% in the 
measured frequencies. However, no extensive analysis of the results has been reported. 
Again, in [42] only some preliminary results concerning the dynamic monitoring 
system installed in the churches of St. Biagio d'Amoterno and St. Giuseppe dei Minimi 
(Fig. 3), located in the heart of the historical city centre of L'Aquila, are reported. Both 
buildings were severely struck by the 6th of April 2009 earthquake.  
  
14 
 
a) b) c) 
 
Figure 3 - (a) St. Giuseppe dei Minimi; (b) Plan view of the two churches; (c) St. Biagio 
d’Amiternum. 
The St. Biagio church’s main damage was the collapse of the tympanum on top of the 
facade. The oratory of St. Giuseppe dei Minimi reported higher but localized damage and 
the façade was subjected to a significant overturning mechanism towards the outside. The 
building complex is currently undergoing structural interventions, namely repair and 
seismic improvement, to correct their deficient seismic performance. As said, the paper 
reports only some preliminary results concerning the outcomes of the first months of the 
ambient dynamic monitoring system (installed in December 2010). The system is 
constituted by 6 accelerometers, 8 displacement transducers and two temperature and 
relative humidity sensors. These readings are constantly related to environmental 
parameters (temperature and relative humidity). It came out that the slight variation of the 
first 3 natural frequencies over time, for both buildings, can be correlated to the change of 
environmental parameters. The validation of the adopted monitoring strategy need to be 
performed after at least one year of continuous recording. 
The other cited papers [33, 35, 75] will be explored with more details in Chapter 4 and 
5, since they concern the case studies of the current Thesis work.  
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1.3. Motivation and Focus of the Thesis  
Within the previous illustrated framework, the motivations and the main contributions 
that are behind the current work can be briefly outlined in the following steps: 
1) due to the limited number of complete works concerning permanent dynamic 
monitoring on historic structures and infrastructures, the Thesis work tries to broaden 
the current data-base present in the literature regarding such kind of application. In 
particular, the case study of the San Michele bridge (which is described in Chapter 4) 
constitutes a quite unique reference in the literature concerning ambient vibration-
based monitoring on centenary bridges. Other investigations performed on historic 
bridges are limited to ambient vibration tests [25, 38]. Conversely, the second case 
study which regards an ancient stonemasonry bell-tower (Chapter 5), highlights how it 
is possible realizing and developing a low-cost and compact dynamic monitoring 
system basing on the results of previous ambient vibration tests;  
2) the necessity to provide some recommendations concerning vibration-based Structural 
Health Monitoring of historic structures and infrastructures. For such purpose, Chapter 
6 highlights the "lessons learnt" for each case study, pointing out the usefulness of 
vibration-based SHM; 
3) providing a key lecture concerning the dynamic identification techniques for those who 
are unfamiliar with such methods (Chapter 2). In this context, special attention is 
devoted to the state-space modelling of dynamic systems and the derived Stochastic 
Subspace Identification (SSI) methods. Since this techniques are formulated using 
concepts and ideas which origin from control theory adopting mathematical tools 
which are difficult to digest, an effort will be done in order to highlight the physics 
behind the most mysterious mathematical steps of such methods; 
4) development and implementation of a processing procedure to efficiently obtain 
accurate modal parameters estimates from data collected during dynamic monitoring. 
Chapter 3 describes the proposed automatic modal identification algorithm, based on 
methods that require the interpretation of stabilization diagrams in an automatic way. 
In particular, the SSI-Covariance based method (SSI-Cov) is used and explored. The 
main idea behind the proposed methodology is to extract as more useful information as 
possible from data collected by a dynamic monitoring system. The output consists in a 
set of frequency, damping, their respective standard deviations, mode shapes and the 
complexity of the mode shapes; 
5) validation of the implemented routines and testing on two real structures. For such 
purpose, the estimates of natural frequencies provided by the proposed procedure 
applied on the SSI-Cov method are firstly compared to those independently identified 
by a manual interpretation of stabilization diagrams produced by the Data-driven SSI 
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technique (actually, such data set is quite unique in the literature), and finally to those 
obtained by using the Poly-MAX method instead of the SSI-Cov;  
6) since traditional modal identification techniques require constant user interaction and 
experience from the user, the automation of  such kind of algorithms for monitoring 
purposes is not a trivial task. Therefore, some identification issues concerning the 
application of the automated modal identification algorithm and modal tracking 
procedure are discussed. In particular, the effects induced by a different selection of the 
input parameters of the SSI-Cov method are pointed out. Regarding this, some 
recommendations are provided in order to drive the user to properly select such 
parameters. Furthermore, a special attention is devoted to modal splitting phenomenon, 
since there is a very little knowledge in the operational modal analysis framework; 
7) comparison of the performance of two different automated modal identification 
algorithms for SHM purposes. The first one is based on the SSI-Cov method, while the 
second one involves the Frequency Domain Decomposition (FDD) technique. 
Differences in terms of modal identification and tracking are discussed in Chapter 4; 
8) summarizing the main results obtained during the first year of dynamic monitoring of 
the San Michele bridge (Chapter 4), concerning the identified vertical mode shapes of 
the investigated structure. The target is to understand the long-term dynamic behaviour 
of the structure under operational conditions and to provide and discuss a possible 
methodology apt to handle the identified dynamic information for structural anomaly 
detection. For such purpose, two strategies are followed: the first one is classically 
based on frequency variation which implies a special attention to correlation studies 
between environmental/operational factors and frequencies; conversely, the second one 
is based on the variation in time of mode shapes and their related modal complexity, 
without using environmental factors information. The main idea is to provide an index 
suitable to produce an alert as quick as possible using only few information able to 
detect any possible abnormal structural behaviour;  
9) another objective of the current Thesis is to present a developed methodology for the 
calibration of the numerical model of a historic bell tower in stonework masonry, based 
on modal parameters. The proposed procedure to identify the uncertain structural 
parameters of the model is based on the following steps: (1) prior identification of the 
uncertain parameters of the model; (2) sensitivity analysis; (3) systematic manual 
tuning; (4) evaluation of the optimal values of the updating parameters by using a 
simple system identification technique [64]; (5) further improvement of the model by 
selecting an increased number of parameters and repeating step (4); 
10) integration of the information provided by a FE model with those continuously 
extracted by the dynamic monitoring system installed on the tower. The identified 
modal frequencies were iteratively used to estimate the uncertain structural parameter 
of the model, using the simple Douglas-Reid method [64]; 
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11) since the dynamic monitoring results of the tower revealed cyclic evolution of the 
natural frequencies, which are likely to be related to environmental factors (i.e. 
temperature), an extensive statistical study, based on simple correlation techniques and 
Principal Component Analysis (PCA), was conducted in order to highlight the 
correlation between frequencies and temperature during the whole monitoring period. 
The main target of such study  was to test and discuss two damage identification 
methods: the first one is based on data-driven approaches, while the second can be 
considered as a model-based approach for which a high-fidelity physical model of the 
structure is required; 
12) concerning the model-based approach, there is the need to filter out the environmental 
effects of the frequencies, since their variability propagates through the structural 
identification process. Hence, two procedures are compared and discussed: the first one 
is based on classical frequency predictive models that makes use of measurements of 
environmental factors (often leading to complex models), while the second and new 
approach combines the PCA results with a simple linear regression analysis;  
13) the latter point, but not last in importance, is to show the performance of full-scale 
applications and obtain evidences of their usefulness. Designers, constructers and 
owners of the infrastructures have to be convinced about the potentiality and relevance 
of dynamic monitoring.  
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PART 1 
 
OPERATIONAL MODAL ANALYSIS: 
REVIEWED THEORY AND AUTOMATIC 
IMPLEMENTATION 
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Summary: The main idea behind this Chapter is to provide a key lecture about the 
identification techniques used in this work, in order to facilitate the understanding of such 
methods and the motivation which leads to the implementation of the proposed dynamic 
identification procedure, that constitutes one of the key points of the present Thesis work. It 
is the author opinion, that the basic knowledge necessary to apprehend the most cited 
identification methods includes basically four crucial points: 
1) the knowledge about the classical modal analysis theory, intimately tied to dynamic 
linear systems; its assumption, limitation and meaning of the modal parameters; 
2) the derivation and concept of the impulse response and the frequency response 
function or transfer function. For these latter, a strong knowledge about the meaning 
of Fourier and Laplace Domain should be necessary;  
3) the representation of dynamic systems by state-space models, which is quite 
unfamiliar for engineers having a classical structural dynamic background, even 
though its straightforward connection to the energetic methods and higher modelling 
potentiality. For such point, a well knowledge about linear algebra and matrix 
operation are required;  
4) the transition from the deterministic case to the stochastic modelling, which implies 
understanding the connection between impulse responses and correlation function, 
and between frequency response function and spectra. Maybe one of the most 
fundamental steps.  
Regarding the first two points, a brief overview will be pointed out in order to recover 
the most basic notions. It is assumed that most of those concepts are well covered during 
Master Courses and obviously  two sections inserted in a PhD Thesis cannot do justice to 
the excellent textbooks present in the literature. On the other hand, a special attention is 
devoted to the state-space modelling of dynamic systems and the derived identification 
techniques, such as the Stochastic Subspace Identification (SSI) methods. Since this 
techniques are formulated using concept and ideas which origin from control theory 
adopting mathematical tools which are difficult to digest, an effort will be done in order to 
highlight the physics behind the most mysterious mathematical steps of such method and 
dynamic system representation.     
Chapter 2 
Background on Operational Modal Analysis (OMA) 
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Furthermore, other two identification algorithms are illustrated: the well-known 
Frequency Domain Decomposition and the poly-reference Least Squares Complex 
Frequency Domain method. Both methods are used in the present work just for comparison 
studies and validation purposes, together with the Data-driven Stochastic Subspace 
Identification technique. As said in the Introduction, the proposed automatic identification 
procedure is mainly explored using the Covariance-based Stochastic Subspace 
Identification technique. Of course, the implemented procedure is able to handle all the 
parametric identification methods that implies the construction of the so-called 
stabilization diagram, which will be described in Chapter 3. 
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2.1. Models of Dynamic Systems 
2.1.1. Spatial and modal model 
The two following paragraphs compactly sketch the main concepts concerning the 
solution form, developed in the time and in the frequency domain, of the structural 
vibration problem. It is assumed that this subject is generally widely covered and well 
illustrated during master degree courses for structural engineers. In any case, for the sake of 
completeness and to study in deep the basic ideas, the readers should refer to classical 
textbooks on structural dynamic [e.g. 49, 102, 128] from which most of the observations 
and comments reported below are drawn out.  
Briefly, basing on Newton laws and exploiting the D'Alembert principle it is possible to 
formulate the continuous time equation of motion for a linear-invariant multi-degree of 
freedom system (1): 
( ) ( ) ( ) ( )tBftKqtqCtqM =++ &&&
 
(1) 
It is a second order differential equation and the overdots means differentiation of the 
independent coordinate q(t) with respect to time. Usually, it is called spatial model because 
it describes the dynamic system by the mass distribution M, rigidity K, and damping C [66]. 
Since these properties are distributed on civil structures the equation can be obtained as the 
N-DOF finite element approximations of the system (in this case, for simplicity it is 
assumed that the motion is unidirectional, therefore M, K and C are matrices NxN). On the 
right hand side of the equation, matrix B (Nx1) maps the arbitrary inputs described by f(t) to 
the corresponding DOF elements.  
The largest uncertainty of equation (1) lies in the modelling of damping phenomenon. 
Generally in structural dynamic, proportional damping is assumed to describe the observed 
decaying motions of vibration. The term proportional indicates that the damping 
phenomenon is in "some way" linearly related to the mass M and stiffness K properties of 
the system (2): 
 KMC βα +=  (2) 
This linear relation, proposed by Rayleigh, is mainly justified by two reasons: a) it 
simplifies the mathematics used to model vibration structures; b) it is a physically, or rather 
"observed", based approximation and generally it works pretty well in relation to structures 
that behaves linearly. However, in the scientific community, the lack of precise knowledge 
about the intrinsic damping phenomena in civil structures is widely recognized. In fact, 
such modelling uncertainty sometimes produces significant consequences when dealing 
with experimental dynamic and system identification. 
  
23 
 
Regarding the solution of the vibration problem modeled in (1), or rather finding the 
system responses q(t) which characterizes the dynamic behaviour of the structure under 
arbitrary inputs, N equations of motion of the discretized structure need to be written. This 
leads to a system with coupled second order differential equations that need to be solved 
simultaneously. Coupling, simply means that the motion of one element affects the motion 
of the adjacent connected element. Therefore, an alternative and efficient way to solve the 
problem is to determine a transformation that will convert these N coupled equations into N 
decoupled single degree of freedom (SDOF) systems, rewriting all in N independent 
transformed coordinates. Consequently, each SDOF system can be solved in a separate 
way. 
The above "roughly" described strategy of solution is called modal analysis. To anyone 
who is not familiar with this subject, please take a look to the above cited reference books, 
in which this approach is widely and clearly discussed. However, in order to follow a 
logical thread and to understand better the successive topics, few mathematical steps are 
reported. 
 Let us consider the homogeneous equation of motion (without external forces) with 
negligible damping forces in relation to the inertial and restoring forces (actually, this could 
be even true under certain ambient vibration tests). It is demonstrated that the solution is 
expressed as (3): 
( ) tietq ωΨ=  (3) 
By substituting its derivatives into the homogeneous equation of (1) and after some 
mathematical manipulation we obtain the equivalent eigenvalue problem: 
121 −− ΨΨ= ωKM
 
(4) 
Therefore, the dynamic properties, or rather eigenproperties, of the system are defined 
by the eigenvalues ω2 and the eigenvectors matrix Ψ of the dynamic matrix M-1K. It is 
demonstrated that the eigenvalues and eigenvectors are intimately tied to the square of the 
angular natural frequencies and the mode shapes of the systems, respectively. Hence, the 
key issue in order to decouple the equation of motion lies in the orthogonality property of 
the eigenvector matrix Ψ (also called modal matrix) with respect to the mass matrix and 
stiffness matrix, implying that each eigenvector of the modal matrix is independent from 
each other. In addition, this property does not depend on the external input force, since 
frequencies and mode shapes intrinsically characterize the free vibration problem. Another 
property, which will be resumed forward, is that eigenvalues and eigenvectors are real 
positive numbers and real valued vectors, respectively. Accordingly, if we premultiply the 
undamped equation of motion (including now the external input) by ΨT, in which (●)T 
denotes the transpose operator, and postmultiply the matrix M and K by the identity matrix 
ΨΨ-1, we are able to diagonalize the mass and stiffness matrices [128] (5): 
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(5) 
in which Md and Kd are the diagonalized matrices, η is the transformed variable called 
modal coordinate. For simplicity, in order to explicit the second derivative we can 
transform the mass matrix to an identity matrix, just mass normalizing the modal matrix Ψ:   
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(6) 
in which Φ is the vibration mode shape matrix, that is related to the eigenvector by a 
factor of the mass matrix. They are called "shapes" because they are unique in shape but not 
in value, in fact they can be arbitrary scaled. Now the equations are decoupled and the 
problem is redirected to solving each single SDOF system from which the well known 
general solution is reported in all standard structural dynamic textbooks. In case of 
proportional damping, the problem is solved at the same way, since the damping matrix is 
diagonizable due to its linear relationship with mass and stiffness properties (2).  
In order to conclude this brief overview, the complete solution of an underdamped 
SDOF system loaded by a an arbitrary input and with zero initial conditions is reported in 
(7), also called Duhamel integral [102]: 
( ) ( ) ( ) τττη η dftht
t
∫ −=
0
   with   ( ) ( ) ( )τω
ω
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m
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t
dd
n sin
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 (7) 
h(t-τ) describes the impulse response function of the system in the time domain, that 
defines the output of the system at any time t to a unit impulse input applied a time before 
τ. In other terms, the output can be viewed as a weighted or filtered linear sum of the input 
history fη(t). The impulse response function is completely defined knowing the mass, the 
natural frequency ωn, the damped frequency ωd and the damping ratio ξ. 
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Finally, considering the superposition of effects, since we are dealing with linear 
systems, the total solution can be obtained by a linear combination of each N independent 
result: 
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r
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(9) 
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2.1.2. Frequency response model 
As stated before, the modal model is one of the most efficient way to solve linear 
dynamic problems and it provides the best physical understanding from an engineering 
point of view. This is due, because even if mode shapes and frequencies are tied to 
eigenvectors and eigenvalues, that could seem something abstract, they are physically based 
and quite easy observable phenomena of every dynamic system (take a look to the well 
known experiment "Chladni plates", which illustrates the vibration pattern of plates 
applying different resonance frequencies). Therefore, mode shapes, frequencies and 
damping ratio completely characterize the dynamic of vibrating structures.  
However, the modal model is not adequate in experimental dynamic, since it is not the 
best model to fit experimental data due to the high non linearity of its inverse problem. 
Consequently, dynamic systems, overall in experimental field, are quite often modeled in 
the frequency domain: the model is usually called Frequency Response Function − FRF − 
that is relative simply computable. For completeness, an extended and clear discussion 
about this subject is available in [15, 22, 66, 91, 93].  
Considering the assumed linear time-invariant system in (1), the FRF is defined as the 
ratio of the spectrum of the output X(ω) and the spectrum of the input F(ω), in other terms 
it is the Fourier Transform of the impulse response function h(t-τ) (7) [15]. An instructive 
and practical formulation of such model is reported below [22] (10); for simplicity it is 
related to a simulated SDOF system excited by several harmonic inputs with frequency 
equal to ωp: 
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(10) 
In order to fix some basic ideas of the physical meaning of such model, useful for 
further depth discussions, some comments on its Bode diagram has to be done (Fig. 4). 
From equation (10) it appears clear that if the excitation frequency is quite low in 
relation to the natural undamped frequency, the FRF tend to be 1/k. This means that 
damping forces and mass inertial are negligible. The plot of the response magnitude 
exhibits a constant trend and the phase remains close to 0, this means that the mass moves 
in phase with the excitation force. If we approach the excitation frequency to the natural 
frequency, also called resonance phenomenon, the response exhibits a maximum peak. In 
addition, the phase tends to jump from 0 to pi, involving an out of phase motion of the mass. 
In the region around the natural frequency the damping forces become more dominant. As 
we can see in equation (10), in case of resonance ωi=ωn, the response is purely imaginary 
and highly related to damping. Furthermore, the damping affects the magnitude and the 
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width of the "modal bell" of the resonance peak. Higher damping leads to a larger 
frequency range over which the phase switches from 0 to pi [22]. 
Figure 4 - Frequency Response magnitude and phase plot of a SDOF system according to 
equation 10 for three values of damping ratio; the undamped natural frequency is 100 Hz. 
   The FRF in (10) is also known as dynamic flexibility or admittance or receptance, 
since it is based on displacement responses. The FRF can be calculated for velocity and 
acceleration responses too, deriving so the mobility and inertance, respectively. At the same 
time, different graphical representation are generally used in order to explore the function 
from different points of view − Bode diagram, Nyquist diagram and real vs. imaginary plot 
[66]. 
As discussed before, a much more computationally efficient way to solve dynamic 
problems involves the adoption of modal parameters. Of course this is also true for the 
formulation of FRFs, that in fact constitutes the key of experimental dynamic, since the 
FRFs are quite straightforward to calculate once measured the output in i and assumed 
known the input in j:     
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in which: 
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(●)* denotes the conjugate operator; ρr are the system poles, or rather the complex roots of 
the characteristic equation [66], which contains the information of damped frequencies 
(imaginary part) and damping ratio (real part). Rijr are the so called residues which include 
the mode shape coefficients. Equation (11) is the general expression of multi-DOF FRFs, 
also called modal superposition equation [22], since it sums the FRFs of each single SDOF 
FRF. Furthermore, H(ω) is a symmetric matrix. This property is intrinsically related to the 
linear nature of our multi-DOF system. In other terms, this means that the response 
measured in i obtained by exciting point j, is equal to the response measured in j by exciting 
  
27 
 
point i. Practically, we just need one column or row from the FRF matrix in order to obtain 
the mode shape for the considered frequency.  
However, an important observation should be made for multi-DOF FRFs: although we 
are summing together each SDOF FRF, this does not imply that each mode produces a clear 
peak in the multi-DOF FRFs, like visualized in Figure 5. This is due, because frequencies 
can be coincide or be very close, which will result in just one peak. Conversely, it follows 
that if we are dealing with well separated modes, each mode shows a peak very similar to 
the SDOF case, specifying that it is not identical, because surrounding modes interfere 
between them (Fig. 5) .    
 
 
Figure 5 - 4-DOF simulated system and decomposition of the dynamic flexibility H11(ω) into the 
contribution of its four modes of vibration. 
Frequency domain models are also highly suitable to deal with stochastic loads such as 
wind, traffic or waves. This emerges fundamental for ambient vibration tests, in which the 
input is not measured but idealized like a stochastic process. This means that the input is 
known only statistically, adding that if it is considered approximately as a stationary zero 
mean gaussian distributed stochastic process and the system is assumed to be linear, input 
and system response can be fully described by its correlation function which contains all 
the important information of random data [15]. From a practical point of view, the 
correlation functions are then used to compute spectra by the Fast Fourier Transform, FFT, 
necessary to identify the frequency composition of random data in the frequency domain. 
Since the Thesis work deals with ambient vibration tests and monitoring, some further 
remarks and concepts on few statistic and signal processing operations on random data and 
stochastic process will be given in section 2.2.     
However, a first taste of one of the most important equations in the theory of random 
vibration is revealed in advanced [15]: 
( ) ( ) ( ) ( )ωωωω jHSjHS Hxxyy =  (13) 
(●)H denotes the Hermitian operator. Equation (13) explains how the spectral density of a 
stochastic input Sxx(ω) is connected to the spectral density of the measured output Syy(ω) for 
multi-input and multi-output cases. It constitutes the key point of non parametric frequency 
domain identification method (as will be explained later). The relation is driven by the FRF, 
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which works as a linear filter or rather it appears like a kind of correlation function (of 
course if the system is assumed to be linear). In other terms, if the input is a stochastic 
white noise load, the output will be a stochastic process too, scaled by the FRF function 
which establishes the energy distribution of the system in the frequency domain. A deeper 
and clearer explanation and derivation about equation (13) can be find in [15,  117].  
2.1.3. Matrix fraction polynomial models 
This kind of models considers the relation between output i and input j, or rather the 
FRF function (10-11), as a rational fraction of two polynomials, of which the denominator 
polynomial is common for all input-output relations [45]. The first step to transform the 
receptance into a fraction polynomial model, relies on converting the FRF, expressed in the 
frequency domain, to the corresponding Transfer Function formulated in the Laplace 
domain. The conversion is mathematically done by a change of variable: jω is substituted 
by the Laplace variable s, a complex valued frequency variable composed by a real and 
imaginary part. Therefore, the advantage to work in the Laplace domain is that we are 
dealing now with simple algebraic equation. Once converted, the transfer function is 
expressed by its inverse using the Cramer's rule: 
( ) ( ) ( )( )( )( )sZ
sZadj
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−
  (14) 
In order to fix better the idea about the final form of the receptance inverse matrix, let 
us take a simple example. Considering an undamped 2-DOF system, the FRF inverse is: 
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(15) 
It can be observed that all the single receptances are fractional functions with the same 
denominator, also called common-denominator model [45]. The common denominator, a 
polynomial in s of order equal to two times the number of poles, is the characteristic 
equation, since its roots are the system poles. Generally, the common-denominator model is 
expressed in a compact form, as following: 
( ) ( )( )sA
sB
sH
C
oi
=
 
(16) 
in which o indicates the number of outputs and i the number of inputs. 
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However, this kind of formulation faces some problems during the identification of 
mode shapes, especially when closely spaced mode shapes are present [45]. It is 
demonstrated in [45] that a more general matrix fraction description (MFD) can be used to 
relate the system inputs and outputs. Considering a wider point of view, such kind of 
models can be classified in two set of groups: left MFD (LMFD) and right MFD (RMFD). 
The attention will be focused only on the RMFD, since the one is computationally less 
expensive than the LMFD. This property results useful for experimental and operational 
modal analysis. Later, we will illustrated the polyreference-least squares complex 
frequency domain method which is based on RMFD.      
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Equation (17) defines the RMFD model, based on the right division of two polynomial 
matrices B(s) noxni and A(s) nixni; index p indicates the polynomial order and s is the 
Laplace variable.     
Once the matrices B(s) and A(s) have been estimated, the frequencies and damping 
ratios can be extracted from the coefficients of A(s), and the mode shapes from the 
coefficients of B(s).  
2.1.4. State-space models 
State-space representation of dynamic systems is the most popular and basic approach 
to deal with problems concerning system stability and control. Such kind of problems are 
historically related with mechanical, electrical and chemical engineering. In fact, during the 
first half of the XX century, when industrial engineering starts to become strongly 
important due to the technology progress, a lot of research efforts were done to provide a 
complete and efficient formulation of control theory. In this context, the state-space 
approach, was developed around 1960 [94], referring to multi-input and multi-output 
systems. Conversely, the previous classical control theory was only related to single-input 
single-output cases [103].  
 On the other hand, structural engineers prefer describing dynamic systems by defining 
degrees of freedom of the structure (Lagrange's coordinates) and modelling their time 
evolution under external inputs through second order differential equation. This approach 
has a long tradition in structural engineering and is justified by useful mathematical and 
physical properties [136]. However, the incoming of structural control in civil engineering 
at the begin of 1990 [171], due to the increasing appearance of highly dynamic sensitive 
structures such as tall buildings, cable-stayed bridges or footbridges that require a higher 
design precision and are less tolerant to transient vibration, and the necessity to model more 
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complex structural systems (i.e. adopting non-proportional viscous damping assumptions in 
order to simulate vibration mitigation systems), switched on the interest about state-space 
model  application.  
Anyway, almost all standard books of structural dynamic do not address quite well this 
approach. Therefore, the idea is to spent some words more about state-space modelling in 
order to make this approach more familiar to structural engineers, highlighting the 
relationship with classical structural dynamic models. Most of the mathematical steps are 
extracted from [142, 178].  
The core of this type of models is representing the dynamic by system states. A state is 
the smallest set of variables that are able to completely define the system behaviour, or 
rather the energy of the system. Hence, for a second order system we need only 2 states: 
displacements and velocities of the system. In this way, on the one hand we are able to 
reduce a system described by a second order differential equation to a first order differential 
equation, on the other hand we are doubling the system dimension to 2N (instead to be N). 
Considering equation (1), dividing all by M and substitute the physical coordinate q(t) by 
the state vector x(t), we obtain the following continuous time state equation:  
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( ) ( ) ( )tfBtxAtx cc +=&  
(18) 
   In other terms, equation (18) describes how fast the state vectors x(t) (or rather the 
energy of the system) evolve, basing on the past states and on the action of the input f(t). Ac 
is the n×n system matrix (or also called transition state matrix), with n equals to two times 
the system poles. In practice, it collects all the dynamics of the system. B is the n×i input 
matrix, it just defines the spatial distribution i of the applied inputs f(t).    
In order to fully describe the dynamic of the system we need a relation between the 
system states, the input and the response of the structure: 
( ) ( ) ( ) ( )tqCtqCtqCty dva ++= &&&  (19) 
Equation (19) establishes the relation between a subset of measured outputs y(t) and the 
displacements, velocity and acceleration associated with all DOF. The C matrices, are the 
input selecting matrices, full of zeros and a few ones. If solve equation (1) for ( )tq&&  and 
substitutes it into equation (19) we obtain the observation equation y(t) (20): 
( )211 CMCCKMCCC avadc −− −−=  
BMCD ac
1−
=  
( ) ( ) ( )tuDtxCty cc +=  
(20) 
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where Cc is the output matrix oxn output matrix (o indicates the number of outputs), which 
describes how the system state is transferred to the response of the structure; Dc is the oxi 
direct transmission matrix, that describes the direct effect of the inputs to the outputs. 
Combing together the two equations we obtain the state space model that fully represents 
the dynamic of the systems, defining the input-output relation by a linear combination of 
states: 
( ) ( ) ( )tfBtxAtx cc +=&  
( ) ( ) ( )tuDtxCty cc +=  
(21) 
Once the state space model has be constructed, the modal parameters can be extracted 
by the eigendecomposition of the system matrix Ac. In [142], it is shown that the 
eigenproperties have the following structure:  
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(22) 
Contrary to the modal model, the eigenvalues Λc and the eigenvectors Ψ are complex 
entities (only true for underdamped structures). The eigenvalues will describe all the 
dynamical modes that have been measured (physical and non-physical). The eigenvectors, 
in case of proportional viscous damping, have a constant phase angle and can be scaled to 
real ones. The corresponding mode shapes of the eigenvector are selected by matrix Cc: 
Ψ= cc CV  (23) 
It should be noticed that two set of eigenvectors come out: Φ are the eigenvectors 
associated to the part of the state which defines the displacements (the ones on which we 
are interested), instead ΦΛ are related to the velocity state component.    
As seen for the modal model, we can take advantage of the orthogonality property of 
eigenvectors and perform a similarity transformation to equation (21). This operating way 
will give us three benefits: a) we establish a clearer relation to classical modal analysis 
(more familiar to structural engineers); b) we will realize a unique relation between inputs 
and outputs, which basis is constituted by the eigenvectors Ψ. The latter is the most 
important benefit, since, as reported in [109], there generally exist a infinite number of 
state-space representation that produce the same input-output description; c) it will be 
possible to compute and decouple the contribution of each different mode to the total 
response of the structure y(t) [40, 142].  
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Therefore, applying the transformation to complex modal states xm(t) using the 
eigenvector matrix, we will obtain: 
( ) ( )txtx mΨ=            → ( ) ( ) ( )tfLtxtx
T
cmcm +Λ=&  
( ) ( ) ( )tuDtxVty cmc +=  
(24) 
in which cTc BL 1−Ψ= is the modal participation matrix, Vc denotes the part of the mode 
shapes that can be observed from the data and Λc defines the system poles related to natural 
frequencies and damping ratios (22). The triplet are the modal parameters of the structure 
and are insensitive to a change of basis of the state space model [142].  
The state space model in (24), expressed in its canonical form, is useful for simulation 
and model reduction process, as mentioned before.  
A well known advantage using the state space approach appears when dealing with non-
proportional viscous damping [2, 91], typical related to moderate or heavy damped 
structures. It was mentioned that modal models are not realizable under this assumption, 
since the damping matrix appears not diagonalizable. On the other hand, adopting the state-
space representation, the equations of motion can be decoupled when formulated in 2N 
state space dimension.  
The equations described so far are formulated in the continuous time. From a practical 
point of view it is more useful convert the model to a discrete time formulation. The 
reasons are mainly two: a) in most cases it does not exist an analytical solution of the 
continuous time model and one has to rely upon a numerical solution method to perform 
simulations of the dynamic behavior; b) in dynamic testing the acquired information of the 
structure is available in discrete time, consequently in order to fit experimental data for 
modal identification purposes, it is convenient work with discrete time models. 
The continuous time equations are discretized adopting a certain fixed sampling interval 
∆t and solved at all discrete time instants t=k∆t. Furthermore, in order to sample a 
continuous time equation we need to assume a certain behaviour of the time-dependent 
variables between two consecutive samples. In this case, it is usual consider a Zero-Order 
Hold (ZOH) hypothesis, meaning that the input is piecewise constant over the sampling 
period. The discrete time state space model is expressed in the following form: 
kdkdk
kdkdk
uDxCy
uBxAx
+=
+=+1
            
(25) 
The relations between the model matrices in (25) and their continuous-time counterparts 
in (21) are demonstrated in [109] and reported below: 
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tA
d
ceA ∆=      c
t
A
d BeB c δττ∫
∆
=
0
     cd CC =      cd DD =        (26) 
in which δτ is the unitary impulse applied at instant τ. The output matrix Cd and the 
direct transmission matrix Dd are not influenced by the ZOH assumption, since they are just 
mapping matrix. At the end, we have reduced a system of first order differential equations 
to a set of first order difference equations. 
For completeness, it should be add that we can assume other kind of relation between 
the samples, for instance if we assume a linear relation we have a First Order Hold 
assumption, complicating the discretization procedure. Moreover, in [19] a new operating 
way to perform the conversion between discrete and continuous time models is proposed, 
based on the practically premise that the input are band limited (and not finite dimensional) 
and treating the ones as a combination of unitary (Dirac) impulses.  
The modal parameters of discrete-time state-space models are simply obtained by 
inserting the eigenvalue decomposition of the continuous-time system matrix Ac into the 
first expression of equation (26):  
               
111 −−∆Λ∆Λ∆ Λ====
−
ψψψψψψ dtttAd ccc eeeA        (27) 
The third equality can be proven taking into consideration the McLaurin series 
expansion of the exponential function. The expressions in (27) demonstrates that the 
eigenvectors of matrix A is invariant for both the continuous and discrete time 
representation. The complex conjugated eigenvalues contained in Λd of the discrete model 
are related with the ones of the continuous model by the following equation: 
               
( )
t
id
ic
∆
=
,
,
ln λλ
       
(28) 
In the first two sections, which dealt with modal model and frequency response 
function, we focused the attention on the impulse response function expressed in the time 
and frequency domain, since it plays a very important role in system identification: the 
classical input-output identification methods are mainly based on impulse response 
functions. Therefore, some mathematical steps are spent to describe this expression in a 
state space representation. Starting from the analytical treatment we will finally define the 
impulse response in the discrete-time. For more details, please see [83, 104, 111].  
For time invariant linear systems the solution consists to define the state x(t) starting 
from the initial state x(t0) and considering the input story u(τ), applied at time instant τ. 
Therefore we can find the following general solution, also known as Lagrange formula of 
multi-input multi-output systems:  
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(29) 
The solution of the observation equation y(t) is obtained using and substituting the 
solution of the state equation x(t). Actually, the solution y(t), on which we will focus our 
attention, has strong analogies with the well known Duhamel integral in (7). We should 
remember that linear system responses y(t) can be decompose in two parts:     
( ) ( ) ( )00 ttyttyty if −+−=                       (30) 
yf(t-t0) depends on the initial conditions and constitute the free vibration of motion; it tells 
us about the transition of the response without input forces (also called the solution to the 
homogenous equation). In fact, the expression eA(t-t0)  (transition matrix), explains exactly 
how the response related to the state x(t0) transits to the response referred to the state x(t). 
For clearness, we are dealing with the calculation of the exponential function of the 
transition matrix because it comes out by its power series. On the other hand, yi(t-t0) defines 
the forced response evolution of the system (also called particular solution). It should be 
observed that the response contribution of the input u(τ) is weighted by the factor  eA(t-τ)B , 
as observed in (30).  
Moreover, an important property of linear time invariant systems, having a stationary 
process, is that they do not depend from t and t0 independently, but just on the variation t-t0. 
This simplifies the computation of the response, since it will be always possible use the 
condition t0=0 (initial condition) referring then to the response as the impulse response 
function. In that way, the exciting forces can be divided up into infinitesimal impulses. 
Therefore the response will be the convolution integral between the impulse response 
function and the input history. So we can take the last part yi(t) (impulse response function) 
of the equation y(t) and substitute to u(τ) the delta Dirac function δ(τ). Considering the 
impulse applied at instant τ and the response computed at time t, we obtain:  
( ) ( )tDBCeth At δ+=                       (31) 
Generally, in linear dynamic analysis it is assumed that the system are strictly proper, 
this means that the output only depends on the state of the system and not on the input, 
therefore D=0:  
( ) BCeth At=                       (32) 
This indicates that the system response is a linear combination of the modes that 
characterize the matrix eAt, exactly as explained in (7). Finally, a discrete time 
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representation can be defined, considering the unit input applied at k=0, and the response 
calculated for k>0: 
Dh =0  
BCAh kk 1−=  for ( )0>k                        
(33) 
The impulse responses can also be written as function of the modal parameters, 
considering (24) [142]: 
( ) Td LIVh 10 −−Λ=  
( ) Tkdk LVh 1−Λ=  for ( )0>k                        (33) 
Note, that the previously presented discrete-time state space model assumes the prior 
knowledge of the input, alternatively called deterministic input-output model. This first 
presentation was driven by the purpose to give a brief idea about the main concepts behind 
the model and clarify some analogies with the classical modal model.  
However, when dealing with the experimental world the assumption of the presence of 
noise is unavoidable. Furthermore, in the context of ambient vibration tests and operational 
modal analysis, the input is unknown in a deterministic manner (in other words it is 
unmeasured), but only known from a statistical point of view. Generally, it is assumed that 
the input is a zero mean white noise gaussian distributed process. Therefore, considering 
the lack of input information, it is not possible (from a system identification point of view) 
to distinguish between noise and input [142]. Taking into account this considerations, it is 
possible to formulate a new model, called discrete-time stochastic state space model:   
kkdk
kkdk
vxCy
wxAx
+=
+=+1
 
(34) 
Equation (34) represents the basic model and the starting point for Subspace Stochastic 
Identification (SSI) methods describe later. Consequently, we will focus the attention on the 
main properties of such kind of stochastic models, that will allow us to clarify some aspects 
concerning the identification procedures.  
Again for clearness, yk is the measurements vector; the sampling instant is denoted by k; 
wk and vk represent the effect of unknown inputs, modelling inaccuracies and measurement 
noise. These last vectors are assumed to be zero-mean realizations of stationary stochastic 
processes and independent from the actual state. The consequences of this modelling 
strategy is that if the white noise assumption is not comply, it is not possible to separate 
some dominant frequencies present in the input from the eigenfrequencies of the system, 
they will appear as spurious poles of the state matrix A. This happens when we are dealing 
with colored noise input: for instance, ambient vibration tests conducted on structures 
loaded by the dynamic effect of rotating machinery (wind turbines, industrial floors etc.) 
fall into this framework. 
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The main properties of linear invariant stochastic model, obviously turn around the 
implications due to the stochastic nature of the process. The reader should even refer to 
[112, 178] in order to have a more complete idea about these relations for linear time-
invariant stochastic processes, essential to justify the identification algorithm presented 
later. We will only describe the most relevant aspects.  
First, we can assert that a stochastic process is stationary, this means that the expected 
mean value of the states (expected means that it is theoretically related to an infinite 
numbers of samples) is zero. Furthermore, the expected state covariance matrix Σ is 
independent of the time instant k, implying that A is a stable matrix or rather if the input 
evolves within a certain range then the response stays within a specific bound for all time 
instants k [103]. Thus: 
[ ] 0=Ε kx ;     ( )[ ] ∑=Ε Tkk xx  (35) 
Regarding vectors wk and vk, they are assumed to be zero mean realization of stochastic 
process with the following covariance matrices: 
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in which δpq is the Kronecker delta that equals to 1 if p=q, otherwise it will be 0. This last 
case implies orthogonality (uncorrelation) between the two vectors referred to different 
time instants.    
Now, our goal is to derive a kind of impulse response function valid for discrete-time 
stochastic state-space model. To do this, we need to take into account the above properties 
and equations, thus the following relations can be deducted: 
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(37) 
Equation (37) is also called the Lyapunov equation for the state covariance matrix, 
which confirms the stability of the state matrix A. It simply means that the energy (state) at 
the instant k converges to the energy at the successive instant k+1, and this is true for any 
time instant k.  
Furthermore we can define the output covariance matrices as: 
   [ ]Tkki yy 1+Ε=Λ  (38) 
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and we find for Λ0:  
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(39) 
Moreover, the next state − output covariance matrix is defined as: 
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(40) 
Finally, using some mathematical manipulations and a state recurrence strategy of the 
discrete-time state equation in (34), that [17]: 
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and post-multiplying by xkT and taking the expectation of the state covariance matrix 
calculated between different time instants k gives: 
   
[ ] [ ] Σ==Ε + idTkkidTkk AxxEAxx 1  (42) 
Therefore, substituting (42) in (39) and considering (40) we can obtain for (i=1,2,..): 
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(43) 
If we compare equation (43) with the one in (33), it becomes straightforward deducting 
that the output covariances can be treated as the impulse response function, when dealing 
with stochastic processes. In other terms, it can be stated that Λi corresponds to the Markov 
parameters of the discrete-time stochastic state-space model. And it is well known from 
system theory that the Markov parameters sequence are also known as the impulse response 
terms of the model. This property is very important and constitutes the solution of the 
identification problem adopting SSI methods, since it relates the output covariance 
sequence, which can be estimated from the measured system responses, with the state 
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matrix A, from which it is possible to extract the modal parameters of the dynamic system. 
Hence, the trick is to decompose the estimated covariance sequence and the state-space 
matrix are found.  
Due to the equivalence between Λi and the classical impulse response function in (33), 
input-output impulse response driven identification methods are easily translated into 
output-only covariance driven identification methods. We will discuss about these topics 
later. 
As  done before, we can also introduce the modal parameters; we will get:  
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(43) 
It can observed that Gm plays the role of the modal participation matrix in input-output 
models.  
Before concluding this introductive section about dynamic models, it should be 
completed with further alternative model representation in the frequency domain using the 
state space model matrices. For instance, the transfer function for deterministic models can 
be expressed as the complex gain between Y(s) and U(s) [136]. Therefore, adopting zero 
initial condition, we get: 
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sY 1−
−==
 
(44) 
in which s is the complex valued Laplace variable, Y(s) and U(s) are the Laplace transform 
of the output and input. Furthermore, the transfer function is invariant under the coordinate 
transformation. A modal decomposition can be applied to equation (44), inserting the 
eigenvalue decomposition of Ac and taking into account the observations made for 
equation (33) [142]: 
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(45) 
If for practical reasons we would like to work with FRFs, because it can be easily 
identified from measured data by Fast Fourier methods (FFT), we need only to restrict the 
Laplace variable to purely imaginary values s=jω. Once defined the transfer function or 
FRF, it becomes straightforward to compute the spectrum of the response, simply using the 
relation (13): 
   ( ) ( )[ ] ( ) ( )  Λ−Λ−= −− TcccxxTcccyy VIsLsSLsIVsS 11 *  (46) 
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Proceeding further, it is possible to define spectrum for only-output case studies, or 
rather in cases in which the input is not measured. Considering now a discrete-time 
stochastic state-space model, we obtain [142]: 
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Equation (47) is obtained performing the z-transform instead of the continuous-time 
Laplace transform or s-transform: the first is the discrete-time analogy of the latter. The z-
transform coincides with s-transform by setting z=es∆t [109].  
 In any case, it is important to mention that if we are working in the frequency domain 
we do not require discrete-time models. It is quite straightforward to identify a continuous-
time frequency model from measured data basing on the Fourier transform. The 
discretization of frequency domain models is only suitable for assess the quality of time-
domain identification method, for instance we can convert a discrete time domain model 
into the corresponding discrete-time frequency domain model and compare the estimation 
results to the spectra obtained by a simple FFT of the recorded data.   
In conclusion to this section, I would like to mention a brief comment extracted from 
[178], that highlights the potential of state-space models: "Since its formulation is 
rigorously linear-based, they might seem a restricted class of models, but surprisingly, as 
reported by the industrial engineering field, a lot of dynamic processes can be accurately 
described by this type of model, even if most dynamic processes are non-linear. For 
instance, few kind of non-linearity can be modeled adopting a high model order n".  
Moreover, it should be mentioned that these models are very suitable to be 
implemented, facilitating simulation and identification processes. Of course, previously an 
effort must be done in order to get familiarity about the physical concepts hidden behind 
the many numerical algebra steps.    
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2.2. Data Analysis of Stochastic Processes 
As mentioned, during ambient vibration tests the structure is excited by its operating 
condition and surrounding environment: microtremors, small vehicles, heavy traffic, crowd, 
wind, sea waves etc. All these unmeasured excitation sources are characterized by their 
stochastic (more or less) stationary nature. It follows that, if the structure behaves linearly, 
the measured response holds the stationarity property of the excitation sources. Therefore, 
the techniques that are used to identify the modal parameters of the structure are usually 
called stochastic (or only-output) identification methods. A common assumption that drives 
these techniques stated that the input is assumed to be a gaussian white noise process. The 
gaussian distribution of random data implies stationarity, that means that if we compute the 
mean and variance of a part of data, these first two statistical moments tend to be equal to 
the ones calculated for another part of data. In other terms, the data are independent on 
time. The white noise nature implies that the process is a random signal that contains equal 
power within any frequency band or rather that the power spectral density is flat, meaning 
uncorrelation of the input.   
Taking into account these brief considerations, it becomes straightaway to think that 
stochastic identification methods need to treat in some way the measured output of the 
structure in order to extract its modal parameters. In the previous section, we focused the 
attention on how to compute the dynamic response in the time domain using the impulse 
response function (7), and in the frequency domain using the frequency response function 
FRF (11). Both representations of the response enclose the dynamic features of the 
structure and so constitute the basis for deterministic identification methods, in which the 
input is measured and known. In case of only-output measurements, we have seen that there 
exists a relation between the FRF and the output spectrum (13), and between the impulse 
response function and the correlation function (43). Such kind of relations are derived from 
the assumption of gaussian white noise input. This is nothing more than the basic idea of 
Operational Modal Analysis: the correlation function can be interpreted as free vibration 
decays and spectra can be interpreted as the corresponding frequency response function.  
Therefore, this section deals with the transformation of discrete-time data (in the 
context of ambient vibration testing we typically treat acceleration data) to correlation 
functions and spectra. This part is fundamental in order to understand better most of the 
well known stochastic identification methods, since most of their performance limits are 
strictly connected with the output data processing step. A large amount of literature is 
devoted on digital signal processing [15, 22, 127, 137], hence we will not delve into the 
subject, but focusing the attention only on spectra and correlation estimation.   
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2.2.1. Correlation function estimation 
In the context of Operational Modal Analysis, most of the time-domain dynamic 
identification methods are directly applied on correlation function matrix estimated from 
the measured output. As said, correlation functions hide all the important information of 
random data, which constitute the time-response of stochastic excited linear systems [15]. 
Therefore, it can be used in place of the impulse response function, since they have the 
same form: both can be expressed as a summation of decaying sinusoids; each decaying 
sinusoid has a damped natural frequency and a damping ratio (see equation (7)) that is 
identical to that of the corresponding structural mode. A specification must be done about 
the terminology: since we are dealing with stochastic stationary processes having zero 
mean, the covariance function and  the correlation function are equivalent.  
One of the first attempts to justify the application of correlation function as free decays 
for time-domain identification methods was elaborated by [108], which played an important 
role for the development of the OMA ideas. We will now define how correlation function 
can be computed. Therefore, the correlation function for stochastic and ergodic time signals 
is defined as follows: 
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The left term of equation (48) is referred to be the expected autocorrelation function of 
the time signal y(t). The expectation of a statistical property can be interpreted as the value 
of the searched function when an infinite number of samples are used [22]. The right term 
derives from the assumption of ergodicity of data, that (in a certain sense) restricts the 
range of samples that need to take into account. Ergodicity, that implies stationarity, 
ensures that all statistical properties can be calculated from a single infinitely long 
ensemble or realization. This property avoids the necessity to take an infinite number of 
different signal records. However, from a practical point of view just a finite number ns of 
data is available for the single record and the correlation function can be just estimated. 
Dropping the limit in equation we obtain:  
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Hence, the autocorrelation functions provides a measure of the similarity and the 
common properties with a time-shift version of the same time signal. In other terms, it 
provides the correlation of a time signal with its own past and future values and tells us 
how quickly the process changes with respect to time. For stationary process, it depends 
only on the time shift, because the expected valued will be constant in time.  
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Moreover, it contains the information about the presence of periodic components 
detecting repeats in a signal. It is a symmetric function and oscillates between (-1÷1); the  
maximum value is reached with a time lag i equal to 0. In absence of noise, the function 
oscillates with a constant amplitude, conversely in the presence of noise (or damping 
effects), the envelop of the autocorrelation function decreases exponentially. As more 
pronounced is the noise as faster is the decreasing of the function. For instance, the 
correlation function of a white noise process correspond to a delta Dirac function.  
In a similar way, we can estimate the cross-correlation function that constitutes a 
standard method of estimating the degree to which two time signals are correlated: 
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Equation (50) describes the linear relationship between the two processes x(t) and the 
time shifted signal y(t).  
Usually, for stochastic identification methods a correlation matrix between all time 
signals acquired by each sensor is calculated. Each correlation matrix, computed for each 
predefined time-delay, has a dimension lxl (l = n° of sensors). The diagonal terms 
corresponds to the autocorrelation matrix, while the off-diagonal terms are the cross-
correlation functions. However, measurements for OMA applications typically contain 
some redundancy. The spatial resolution of the experimental mode shapes is determined by 
the position and the number of the sensors. If none of the sensors is placed at a modal node, 
all signals carry the same information on eigenfrequencies and damping ratios. To decrease 
this redundancy, it can be possible partially omit few signals during the preprocessing 
process [142]. Consequently, the correlation matrix is computed between all recorded time-
signals and the outputs obtained by a well-chosen set of reference sensors lref. It appears 
obvious that one of the basic idea to select the reference sensors is to avoid the loose of 
mode shapes, or conversely if the analyst suspects that some instrumented points are ill-
excited and could yield difficulties in the identification, he may decide to discard those 
channels form the set of reference sensors. From a practical point of view, the correlation 
matrix has a lower dimension (lxlref), allowing to speed up the identification process.   
2.2.2. Spectra estimation 
Another useful data-format is the spectrum of the response of a vibrating structure. In 
equation (13) one of the most important equations in the theory of random vibration is 
expressed. It establishes a relationship between the output and the input spectrum through 
the frequency response function. However, for OMA, in which the input is assumed to be a 
white noise process, the output spectrum only depends on the frequency response function 
H(jω) and on a constant matrix that coincides with the amplitude of the flat input spectrum. 
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As said, a white noise process exhibit a constant energy content over a large frequency 
band, therefore the input spectrum is independent on frequency. Such assumption lead to 
the conclusion that all the modal information of the structure (frequency, damping ratio and 
mode shapes) can be extracted analyzing the output spectrum. Therefore, one of the key 
point in operational modal analysis is spectra estimation. We will discuss about the 
identification procedure with more detail in the next section.   
Traditionally, non-parametric identification methods are primarily based on spectral 
analysis. Nonetheless, few parametric identification techniques (the ones that work in the 
frequency domain) make use of the output spectrum in order to fit the assumed theoretical 
model to the experimental spectrum.  
Spectral analysis is generally employed for analyzing stochastically excited systems and 
makes a large use of Fourier Transform techniques. It is well known that the Fourier 
Transform essentially decomposes a periodic function into a summation of sinusoidal 
components with appropriate frequencies, highlighting the information contained in the 
frequency domain. For instance, it provides information about the energy contribution of 
each frequency to the total energy of the system, indicating those frequencies that appears 
much activated than others. In this way it can be possible distinguish noise from other kind 
of periodic signals of the vibrating structure.  
In the context of ambient vibration testing, data is available in a discrete sense over a 
limited time period. Therefore, the Discrete Fourier transform (DFT) is used to treat 
discrete sequence of values. Furthermore, a dedicated algorithm, the Fast Fourier 
Transform (FFT), allows to speed up the calculation performance if we adopt a number of 
time samples N that are a power of 2.  
Generally, in OMA two popular non-parametric spectrum estimates are the weighted 
averaged periodogram (also known as modified Welch's periodogram) and the weighted 
correlogram. We will illustrate some explanation concerning these two spectrum estimation 
techniques.  
The Welch's method calculates the spectra directly from the measured time series and 
involves the following steps: first the response records y(t) are divided in nb segments, 
called yb, which may contain some percentage of overlap. Each segment have the same 
length ntb. Then, the FFT is calculated for each block after the application of a window wk: 
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The weighted function are introduced in order to reduce leakage errors. Leakage error is 
one of the most serious problem in digital signal processing, it cannot be completely 
eliminated. It occurs since we are splitting the signal in nb segments which are not periodic: 
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at the beginning and at the end of each segment discontinuities appear. Therefore, 
performing a FFT of those segments will lead to distortions in the frequency spectrum, 
since the transform assumes that the segment correspond to a period that is representative 
of all the time signal. In order to reduce these errors, each segment can be smoothed before 
applying the FFT. So the discontinuities at the edge of the transformation window are 
forced to tend to zero, in other terms we choose to discard the energy content at the extreme 
part of the time segment. There exist various type of windows function that are able to 
distribute the energy in a different way (Hanning, Hamming, Kaiser-Bessel etc.). The 
Hanning window is recommendable and widely used for random signals.  
The overlapping process becomes then necessary, since the transformation window 
reduces the contribution of the data at the beginning and end of each block. We should 
remember that each block is not periodic, that means that it is not independent of each 
other. Hence, overlapping technique allow us to recover the omitted data due to the 
weighting function. Usually a overlapping percentage of 50% is used.  
Once each data block has been converted into the frequency domain Yb(ω) the Welch's 
periodogram is obtained multiplying Yb(ω), for each frequency ωi, by its transpose complex 
conjugate and performing a linear averaging of the product: 
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Averaging process is important, since the measurements are generally contaminated by 
random noise. This contamination can be reduced by linear averaging: in that way the 
random noise will average to zero reducing so the variance of the spectrum estimate. Of 
course, as higher the number of average is as much the irregularities in the spectrum 
decrease. Conversely a high number of average means smaller time segment  that increase 
the frequency resolution and the distortion due to leakage. So a good compromise should be 
found between these two parameters. However, an alternative way to reduce noise and 
variance in the spectrum consists in using longer time series of data.    
Equation (52) is also called auto-spectral density function. In a similar way, we can 
define the cross-spectral density function, just performing the linear averaging between the 
product of a transformed signal Yb(ω) and the transposed complex conjugate of another 
transformed signal Xb(ω). 
As said, the spectral densities function can be defined via the weighted correlogram. It 
starts be defining the correlation function and compute the FFT of the weighted correlation 
estimate: 
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in which L is the maximum number of time lags. Since the correlation function is involved, 
equation (53) is also called the power spectral density function. The weighting function wy 
is necessary in order to reduce the effect of leakage and the influence of the higher time 
lags, which have a larger variance. It should be noted, that the correlogram method have 
some advantages when using parametric methods that work in the frequency domain. In 
fact, half spectrum can be obtained just using only the correlations having a positive time 
lag:  
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in which R0 is the correlation function computed with a zero time lag. It comes out that 
models of lower order can be fitted to the half spectrum without affecting the quality of the 
results [144]. 
Just for completeness, it must be added that the acquired data are generally filtered, 
decimated and detrended before spectra or correlation estimation are performed. The 
filtering procedure allows us to avoid aliasing phenomena. Since the time series are 
sampled with a fixed sample frequency fs, the highest frequency that can be defined is 
fny=(fs/2) also called the Nyquist frequency. The coefficient 2 states that each frequency 
component requires at least two samples in order to be digitally reconstructed. Therefore, 
frequencies that appear above the Nyquist threshold in the original data will appear below 
the Nyquist value in the frequency domain and could be misinterpreted as low frequency 
content. This phenomenon is known as aliasing. To avoid aliasing the frequency content of 
the original data above the Nyquist bound should be removed prior to the subsequent data 
processing. The high frequency information can be removed by low pass-filters that cuts off 
frequency content higher than the Nyquist frequency. 
Before ending this section, some observation should be spent about the assumption 
concerning the input in ambient vibration testing: stationarity and white noise. The 
stationarity assumption is complied when both investigated structure and input forces are 
stationary in time. In civil engineering, the structures are generally assumed to be 
stationary, or rather they do not change their characteristics over time except under certain 
input conditions: earthquake shaking, heavy load, blast and impacts, train passages or 
atmospheric turbulence are just some exceptional input examples or otherwise appearances 
of damage scenarios. On the other hand, the stationarity of the input is often complied for 
long-time measurement. Usually, heavy or light traffic, microtremors, wind, waves, crowd 
or rather normal operational condition of civil structures often comply pretty well such 
assumption. Of course, if the analyst entertains some doubts it is highly advisable to use 
some statistical tests for stationarity mainly based on hypothesis tests [15, 22]. In case of 
non-stationarity of the input, methods based on time-frequency analysis are more suitable: 
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Wavelet transforms [113], Hilbert Transforms [70], Wigner-Ville distribution [90] or 
Cyclostationarity analysis [8] could be some options.     
On the contrary, the white noise hypothesis could be retained the most violated 
assumption. Generally, from a practical point of view, the input tend to be like a "pink 
noise", so called since the low frequency component of the spectrum hold higher energy (it 
does not have a constant distribution). Moreover, the frequency content is distributed over a 
limited frequency band. Nevertheless, most of the stochastic identification techniques tend 
to be quite robust and do not suffer such kind of violation. Conversely, the presence of 
harmonic components in the recorded signal could lead to improper identification 
problems, especially when the harmonic component is close to a structural natural 
frequency. This non-random force contribution are sometimes wrongly interpreted as 
structural modes. Such situations are typical in mechanical or civil structures that suffer the 
effect of rotating parts or oscillating components. In order to face this problem, several 
methods are proposed in the literature: specific indices like Kurtosis index [62] or 
numerical filtering procedures like Cepstrum analysis [153] could be applied; moreover, 
one can assume that those harmonic components are non-damped modes, hence they appear 
like sharp peaks − spikes − in the spectrum (therefore easily distinguishable); otherwise, 
even some identification methods based on Transmissibility measurements [59] are able to 
face this problem, since  they do not require assumption about input forces. Furthermore, in 
[146] the harmonic disturbance in operational modal analysis procedures is identified by 
modelling the signal that produces the harmonic (which frequency is assumed to vary in 
time).    
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2.3. Output-only Dynamic Identification Techniques 
One of the purpose of this section is trying to facilitate and clarify the understanding of 
some OMA techniques, especially the parametric methods based on state space models 
which are generally formulated in an unfamiliar way for structural engineers which have 
usually a classical background on structural dynamics. Specifically, four stochastic 
identification methods will be discussed: a) Frequency Domain Decomposition (FDD); b) 
Poly-reference Least Squares Complex Frequency Domain (p-LSCF); c) Covariance-based 
Stochastic Subspace Identification (SSI-Cov); d) Data-driven Stochastic Subspace 
Identification (SSI-Data). Firstly, a short overview of the historic development of the above 
mentioned techniques is illustrated at the begin of each section. Subsequently, the 
respective identification algorithm is reported. Finally, the parts that usually appear not 
immediately clear to the person whom want to be introduced in this topic will be detailed 
much more. In the author opinion, nowadays these four methods could be considered the 
most powerful dynamic identification methods present in the literature when dealing with 
linear systems excited by stationary stochastic input.  
Just for clarity, dynamic identification techniques are usually classified as parametric or 
non-parametric methods, which operates in the frequency or time domain. Parametric 
methods start by adopting a certain numerical model that is believed to represent the 
system. The numerical model will be identified updating its selected uncertain parameters 
based upon measured excitation or response signals. As said, the experimental references 
are cross-spectra when dealing with frequency domain methods, and correlation functions 
when operating with time domain methods. Conversely, for non-parametric methods 
models are not known a priori; the identification of modal parameters is performed by 
observing and exploring the acquired data in the frequency domain.     
Historically the OMA methods derive from the EMA techniques and have been 
subsequently adapted. In Experimental Modal Analysis the input is artificially induced and 
known a priori. However, it has long been possible to obtain estimates of modal properties 
with only using as information the dynamic response of the structure, of course when 
dealing with linear systems and input characterized by low amplitudes. As a matter of fact, 
in the last two decades output-only identification methods caught definitely the attention of 
the civil engineering community since they are strongly suitable for permanent dynamic 
monitoring during life service. 
Of course, the following part cannot do justice to decades of accumulated theory and 
experience in dynamic identification methods of civil structures, some of which is reported 
in excellent scientific journal paper, conference proceedings or reviews [15, 27, 60, 88, 108, 
110, 124, 143, 144, 178]. 
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2.3.1. Frequency domain decomposition 
One of the first non-parametric OMA algorithms was the Peak Picking (PP) method. It 
identifies the modal frequencies as the peaks of the output response spectrum [15, 69]. The 
method is based on the assumption that at the vicinity of a resonance (peak) the FRF (in 
this case we are dealing with the cross-spectra or power spectral densities) is dominated by 
the contribution of one vibration mode (SDOF system) and the contributions of other 
modes are negligible (Fig. 5). The damping ξk, corresponding to frequency fk  is estimated 
with the half power band width approach [15]: 
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 In order to estimate mode shapes, a reference sensor r is chosen, varying the other p. 
The Auto-Spectral Density (ASD) of the reference outputs and the Cross-Spectral Densities 
(CSD) between the reference and roving outputs are calculated. Afterwards, the ratio 
between the values of each CSD and the reference ASD, considered at the corresponding 
resonance frequency ωi, are computed. Therefore, for each ratio we obtain a mode shape 
component relative to the reference sensor [69]: 
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Another useful index to identify natural frequency is the coherence function [15]: 
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It ranges between 0 and 1, and it indicates how two different spectral densities are 
correlated at a specific frequency. If we are considering resonance frequencies, the 
coherence function should tend to 1, since the signal-to-noise ratio tend to be high. Also the 
phase angles of the cross spectra are helpful, if real mode are expected the phase angles 
should be either 0° or 180° at the resonance frequencies.  
Commercially, this traditional approach results still the widely used in civil engineering 
testing and of course it is a suitable method to make a first check of the quality of the 
collected data, but it suffers some well-known disadvantages: a) difficulty to detect the 
spectrum peak, if they are not very clear a considerable engineering skill in experimental 
dynamic is required to select the peaks; b) the method works only if the damping can be 
considered low and the modes are well separated, otherwise the contribution of the 
surrounding vibration modes could not be negligible leading to identification of operational 
deflection shapes (a shape resulting from the superposition of different modes) instead of 
mode shapes; c) in case of closely spaced modes, it will be impossible identify both; d) the 
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damping estimation is not much reliable. The reader should refer to [69] that describe in a 
clear way several practical aspects related with the implementation of this method.   
An improved version of such method was completely proposed by [27, 28], also known 
as Frequency Domain Decomposition. However, it should be said that the basic concepts 
behind the FDD have already been proposed in the past by [167] in the form of Complex 
Mode Indication Function (CMIF). Brincker refined the procedure improving the 
identification of modal parameters introducing the concept of Modal Domain.  
The FDD method starts with the computation of cross-spectral matrix using equation 
(47, 52 or 54). The key idea behind the procedure is the identification, at each spectral line, 
of the contribution of each vibration mode to the total spectral magnitude contained at the 
corresponding frequency. In other words, the method is able to detect mode-molteplicity at 
the same frequency. The mathematical tool that allow us such operation is the singular 
value decomposition method [172].  
  The most intuitive way to understand how the method physically works is based on the 
concepts of modal analysis and analyzing equation (9) [28]. We have seen that the response 
q(t) of a vibrating structure can be considered as the superposition of different modes φr 
expressed via the modal coordinates ηr: 
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If we compute the positive valued correlation function of the response we get: 
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Rηη(τ) is the correlation function of the modal coordinates. Then, by converting (59) in 
the frequency domain, we obtain:  
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As described before, one of the basic assumptions of modal analysis is the orthogonality 
of the mode shapes matrix Φ. Furthermore, if we consider the input as a white noise 
process well distributed over the structure and that the modal response are narrow banded, 
the modal coordinates can be considered as uncorrelated [28]. Therefore, the power spectral 
density matrix Sηη(ω) is diagonal. The intrinsic characteristics of the terms in Equation (60) 
and the above mentioned assumptions make that the output power spectral density matrix 
can be formally factorized as terms of its singular value decomposition performed at all 
discrete frequencies ω:   
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The matrix [U] is a matrix of singular vectors and the matrix [sr] is a diagonal matrix of 
singular values which appear in ascending order for each discrete value of ω. So, the first 
(highest) singular value contains an ordinate of the auto-spectral density related to the  
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dominant mode at that specific frequency. Thus a vibration mode is identified by looking at 
where the first singular value has a peak, the other singular values at the same frequency 
represent the contribution of the other modes, that could be considered negligible. In other 
terms, the SVD allow us to perform a modal decomposition of the spectrum, identifying 
around the resonance frequencies a range of singular values which defines a part of the 
spectral density function of a single degree of freedom system (the bell shape), each 
corresponding to a single vibration mode of the dynamic system. 
It should be mentioned that the modal decomposition of the output spectrum performed 
by the SVD is only an approximation of the true modal decomposition [28]. Such 
approximation is as much acceptable as the basic assumption of the method are complied: 
a) lightly and proportional viscous damping assumption; b) white noise input; c) 
uncorrelation of modal coordinates; d) orthogonality of mode shapes. In any case, even if 
some of this assumption is violated the results are more accurate then Peak Picking.             
Moreover, the SVD is able to separate the noise from the part of the signal that contains 
physical information and allow us to check the quality of the input. For instance, if the 
input sources are different and uncorrelated between each other (white noise), the SVD of 
the spectral matrix at a certain frequency will reveal a rank higher than one. Otherwise, if 
just one source excites the structure, the rank will be one. This means that were will be a 
high gap between the first and the other singular values which form a flat level from a 
graphical point of view. This latter situation could yield to identification difficulties.     
Once defined the resonance peak, or rather the natural frequency, the associated mode 
shape is obtained as the corresponding first singular vector u1 of [U]. However, especially 
in the context of automation, it is necessary to define an indicator able to establish which 
peak is related to resonance or to noise, or able to distinguish different mode of vibration. A 
good operating way, is to identify the so-called modal domain that covers a frequency band 
around the resonance peak, defining the auto-spectral density of a single degree of freedom 
system. The modal domain is identified by computing a series of correlation between the 
singular vector associated to the resonance peak and the singular vectors associated to a set 
of frequency lines around the peak. The correlation is done by means of Modal Assurance 
Criterion (MAC) [5]:    
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If the MAC is close to unity, then the first singular value at the neighboring point 
correspond to the same modal coordinate, meaning that the same mode is dominating in 
that domain. In order to accept the neighboring singular values as belonging to the modal 
domain a threshold MAC level could be introduced [27]. Once defined the modal domain, 
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an average of the singular vectors that belongs to the domain is performed in order to 
estimate the representative mode shape. 
A recommendation need to be done in case of closely coupled modes, where the 
response is given by more singular values (response from more modes), the sensors should 
be well distributed over the structure such that the mode shapes are orthogonal and 
therefore likely to be estimated by orthogonal singular vectors.  
Until now, we highlighted the first generation of FDD method which is only reliable 
concerning the frequency and mode shape identification. Subsequently, a further procedure 
has been developed [26] for damping ratio estimation: the so called Enhanced Frequency 
Domain Decomposition (EFDD). The method takes advantage of the identified  SDOF 
model defined by the modal domain. Therefore, the SDOF power spectral density function 
is taken back to the time domain using the Inverse Discrete Fourier Transform (IDFT) 
obtaining the auto-correlation function. Thus, since the auto-correlation function of a 
dynamic systems excited by white noise is strictly connected to the impulse response 
function of one vibration mode [102]: 
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the damping ratio can be estimated by fitting equation (63) to the auto-correlation function, 
or by taking the logarithmic decrement of the corresponding SDOF normalized auto-
correlation function. We can also estimate the frequency by determining the zero crossing 
times of the correlation function.    
As noted, the FDD method is a user friendly technique strongly tied to data 
preprocessing and depending on frequency resolution. The most appreciated advantage, 
which is the one that made this method quite popular, is that the user works directly with 
the spectral density function, that helps to figuring out the physical information just by 
looking the spectra. Some disadvantages could come out when dealing with data 
characterized by a low signal-to-noise ratio, high or moderate complex mode shapes or 
when (at the same frequency) some second singular values tend to be close to the first 
singular value. In the first case we could have difficulties related to the peak identification 
and modal vector estimation; for the second case it should be said that one of the 
assumption that makes the modal decomposition − by the SVD − possible is that we neglect 
the complex contribute to the mode shapes; finally, for the third case, one should recognize 
that the SVD decomposition yield to geometrical orthogonality between the singular 
vectors, but (as said in section 2.1.) in structural dynamic the orthogonality of mode shapes 
is referred to the mass and stiffness matrix and do not have a geometrical nature. Thus, the 
first singular vector could differ from the true mode shape if the associated first singular 
value is close to the second.   
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Just to complete this section, the reader should refer to some useful and excellent papers 
that show some application and explain the method with numerical examples. More details 
about the assumption made for the modal decomposition of the output spectrum can be 
found in [28, 124]. Furthermore, an improved version of such method for damping 
estimation is proposed in [189], called Frequency-Spatial Domain Decomposition (FSDD).  
2.3.2. Poly-reference least squares complex frequency domain method 
The poly-reference Least Squares Complex Frequency Domain method (p-LSCF), 
commercially known as PolyMAX, is a parametric identification method which works in 
the frequency domain. The below description of the algorithm is mainly referred to the 
work done by [144],  and to a subsequently tutorial review [124].  
The basic idea behind the parametric methods in the frequency domain is to fit the 
frequency response function to the experimental data, which was traditionally performed by 
optimizing a cost function through the linear least squares method or with the Maximum 
Likelihood (ML) estimator [88]. In [45] several combinations of these models and fitting 
procedures are explored. Since the ML estimator works in an iterative way, the Least 
Squares Complex Frequency Domain was originally introduced to find the initial values for 
the iterations. Such operating way estimates the so-called common-denominator transfer 
function model, described previously. In this context, it was found the identified common-
denominator model closely fitted the measured frequency response function data. However 
when converting this model to a modal model by reducing the residues matrix (see the 
explanation to Equation 11) to a rank one matrix, using the SVD, the quality of the fit 
decreased. As said, the residue matrix is formed by the sum of the outer product of the 
mode shape vector with itself of all single FRFs, and in case of resonance, every row and 
column of the residue matrix contains the mode shape related to that resonance frequency. 
Another feature of the common-denominator model is that the stabilization diagram can 
only be constructed using pole information. Neither participation factors nor mode shapes 
are available at first instance. Another associated drawback is that closely spaced poles will 
erroneously show up as a single pole.  
In this framework, it was quickly found that the initial values (estimated by the LSCF) 
yielded already very accurate modal parameters with a very small computational effort. 
That consideration lead to the Poly-MAX algorithm, firstly developed to perform the 
identification of modal parameters from FRF estimated from input and output 
measurements [89, 143]. However, taking into account the similarities between the 
frequency response function (11) and the modal decomposition of the output half-spectrum 
of a system excited by white noise [45]: 
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(64) 
the adjustment of the method for Operational Modal Analysis was quite straightforward. 
From a practical point of view, equation (64) is computed by using the correlogram method 
but limiting the DFT to positive time-lags of the correlation functions. The term gm, called 
operational reference vectors, take the place of the modal participation factors and in OMA 
application it does not have any specific physical meaning. N defines the number of modes. 
So the goal is to fit and identify the right hand side terms of equation (64) basing on only 
output preprocessed measurements.  
Therefore, the first output-only version of the Poly-MAX method was firstly presented 
in [144]. Nowadays, it is one of the most commonly used applications among the class of 
parametric methods that works in the frequency domain. This is due to its fairly good 
performance but also to its implementation on a commercial software package (Test.Lab 
from LMS).    
The identification algorithm is based on matrix fraction polynomial models, in detail it 
takes advantages from the right matrix-fraction model (17) formulated in the discrete-time 
frequency domain (z-domain): this means that we only consider the imaginary axis jω of 
the Laplace variable s: 
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(65) 
As described above, Br and Ar are real valued matrices which contain the model 
coefficients with dimensions nxnref and nrefxnref, respectively (n=number of outputs, 
nref=number of reference sensors); ejw∆tr constitute the basic functions; p is the order of the 
polynomials and ∆t is the sampling time.      
The goal of the identification is now to find the model coefficients Br and Ar, that 
minimize the differences between the half spectrum matrix estimated from measured output 
time series and the theoretical half spectrum matrix given by: 
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The scalar weighting functions w0 are frequency and output dependent functions which 
allows taking into account data quality differences that may exist between different outputs. 
This minimizing error equation leads to a nonlinear least squares problem (NLS). In order 
to avoid this extra complexity and obtain a linear least square problem, an alternative error 
equation is formulated by right multiplying the previous equation by A [89], which gives: 
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ELS is a nxnref matrix, given for each frequency ωi, which contains the errors that have to 
be minimized. Thus, the modal parameters are determined using the Least Squares cost 
function, which is obtained by adding all the squared elements of the error matrix evaluated 
at all discrete frequencies (nf  corresponds to the number of frequencies): 
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Equation (68) is the basic solution of the problem. However, in order to facilitate the 
implementation, we can write it in a more compact form. Firstly, we can organize the 
polynomial basic functions, evaluated at ωi, in ore row vector with (p+1) components 
assuming that the polynomial orders between the numerator and denominator coincide:    
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Thus, the one general line o of the error matrix ELS is calculated with the following 
equation: 
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(70) 
where Bro represents the o line of matrix Br and Syyo represents the o line of matrix Syy, 
meaning that is referred to one measured DOF. Now, introducing the following definitions: 
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equation (70) can be generalized to all the discrete frequencies values ωi, considering a 
previously selected frequency interval for the analysis nf: 
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with:  
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Therefore the complete cost function can be calculated as: 
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If we assume that Br and Ar are real valued matrices, then just the real part of the 
complex numbers Xo e Yo can be taken into account, leading to: 
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with: 
( )oHoo XXR Re= ; ( )oHoo YXS Re= ; ( )oHoo YYT Re=  (76) 
where tr(●) means the trace, or the sum of the elements in the main diagonal of a 
matrix; Re(●) select the real part of the considered complex matrix.   
Now, in order to solve the problem in a least square sense, the minimum of the cost 
functions is then determined by forcing its derivates with respect to βo and α, which contain 
the unknown model coefficient, to become zero: 
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The first equation has a dimension of (p+1)xnref; the second equation has a dimension 
equal to nref(p+1)xnref. Evidencing βo in the first equation and substitute it in the second 
equation we obtain: 
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This equation can be solved in a least square sense. M is a nref(p+1)xnref(p+1) matrix 
that can be calculated from the output half-spectrum matrix estimated from the measured 
time series.  
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In order to avoid finding trivial solution, α=0, a constraint is imposed on the parameters. 
This can be done by imposing that one of the Ar matrices is equal to a non-zero constant 
value. The described algorithms provides good results, if A0 is forced to be an identity 
matrix. Then the resolution is: 
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Mba contains the first nref columns and the last pxnref rows of M; Mbb contains the last 
pxnref columns and rows of M; αb contains the last pxnref rows of α. Once the Ar matrices 
have been determined, the Br matrices can be calculated using the relation between the α 
and βo matrices (78).  
Now it is necessary extracting the modal parameters from the identified model. In [144] 
the standard procedure is described. An alternative operating way will be described, since it 
corresponds to the one used in this work and proposed by [109, 124, 159]. The modal 
parameters are extracted basing on the transformation of the RMFD model fitted to the 
previous output spectrum matrix into an equivalent state-space model by the use of the 
following expressions:  
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(80) 
The system matrix Ac is a square matrix with dimension pxnref, providing a dynamic 
system with (pxnref)/2 modes. This operating way is more suitable for the automated 
procedure proposed in this thesis, since it was firstly developed the identification methods 
based on state-space models. Therefore, once known matrix Ac, the modal parameters are 
calculated by its eigenvalue decomposition (22). Since the model order is not known a 
priori, this model conversion has to be repeated as many times as the number of tried model 
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orders. Subsequently, the modal parameters associated with different model orders are 
represented in the so-called stabilization diagram, that will be explained later. One of the 
advantage of this model conversion is that it allows to know and to use the mode shape 
information in order to interpreting the stabilization diagrams. Conversely, one 
disadvantage is that, since we prefixed the frequency band in which the RFMD is fitted, the 
residual influence of the modes outside the frequency band under analysis is not considered 
during the model conversion. These could lead to modal truncation error, but in any case 
this drawback is common to all time domain techniques. 
Before closing this section some comments on the procedure need to be done. It is well 
known by the users, that the Poly-MAX method has the interesting property that the non-
physical poles are estimated with negative damping ratio so that they are easily excluded 
from the set of poles before plotting them, producing very clear stabilization diagrams. A 
theoretical explanation of this property can be find in [159]. The better clearness of the 
stabilization diagrams could be useful for difficult estimation cases such as high-order 
and/or highly damped systems with large modal overlap. Furthermore, it results 
computationally extremely efficient; the SVD step can be avoided and closely spaced poles 
can be separated quite easily. However, in order to obtain good results, we need to pay 
attention to the pre-processing of the raw operational time data [144]. This appears quite 
obvious, since the method is based and starts by calculating the output half-spectrum, 
whose elements are estimated by the FFT of the positive time-lags of correlation functions. 
Therefore, the parameters used for this calculation, like the frequency resolution, will have 
a high impact on the estimated modal parameters. Practically, the frequency resolution 
should be high enough, in order to distinguish with good clearness any resonance peak and 
so well-characterizing all the modes within the selected frequency range, but of course at 
the same time it should not be too high, since it will increase the variance in the half 
spectrum. For more details about its performance the reader should refer to the following 
works [124, 144].   
In [56] it is presented an algorithm to obtain the variance, or rather confidence intervals, 
of modal parameters estimated by the p-LSCF method.  
2.3.3. Covariance-based stochastic subspace identification method 
As figured out before, one of the basic idea that launched operational modal analysis 
based on time domain methods is based on the similarity between the output correlations of 
a system excited by white noise and the impulse response functions. Therefore, the first 
step was to adapt the existing techniques which work with impulse responses computed for 
forced vibration tests. One of the first attempt to treat ambient vibration data was proposed 
in [98] by using the Random Decrement (RD) technique which converts the response of a 
randomly excited structure into free decays (impulse responses). Subsequently, an 
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eigenvalue problem is constructed with such estimated free decays in order extract the 
modal parameters. However, the calculation of RD signatures are still characterized by 
some open issues as the choice of the triggering level and the length of the different time 
segments that must be extracted from the recorded signal [10, 91]. Furthermore, it is shown 
in [96] that the RD functions calculated from velocity and displacements measurements are 
related to the corresponding free decays while the RD function estimated from acceleration 
data is never equivalent to the free decay. In the same years, 1970-1980, the utilization of 
Autoregressive Moving Average (ARMA) procedure for estimating modal parameters 
using response data was suggested [80, 138]. The input was assumed to be white noise and 
the technique was applied to estimated the characteristics of the building excited by wind 
forces. Such kind of methods are also called "black box" models, since they do not involve 
physical parameters in the model. So the basic idea is to fit a finite difference equation to 
the measured time-series, capturing only some relevant aspects from the dynamic system 
[117]. To this purpose, a fitting procedure was always proposed in [117] by the Prediction-
Error Method (PEM), in which the modal parameters are obtained by minimizing the 
prediction error. The disadvantage of such kind of algorithm results in a highly non-linear 
optimization problem that is significantly sensitive to the selected initial values, therefore 
the convergence is not always guaranteed. Due to these reasons, they are not so frequently 
used by the civil engineers community since they are unsuitable for OMA purposes, 
especially for analyzing large structures. For further details about these methods the reader 
should refer to [7], in which their computation performance is widely explored.   
One of the most important steps in parametric time identification methods which deals 
with only output responses emerged during the begin of 1990 in [108]. The Natural 
Excitation Technique (NEXT) was introduced and developed in order to modal testing 
vertical-axis wind turbines. The basic idea of procedure is that the auto and cross 
correlation functions of output signals are treated as sums of decaying sinusoids which are 
considered to be similar to the free vibration response. In order to extract modal parameters 
from these correlation functions traditional impulse response driven identification methods 
are used like the well known Eigensystem Realization Algorithm (ERA) [110]. The ERA 
method derives inspiration from the classical realization theory proposed in [94] which 
describes the relationship between impulse responses and state space model. Realization in 
system identification deals with the problem of finding a minimal state-space model. 
Minimal means that it does not exist another realization of lower degree. State-space model 
based identification method is one of the most widely used approach in system 
identification community, since it avoids the problem of using iterative optimization 
procedures and so facilitating the approach to more complex systems. The realization 
procedure is linear least squares based and tends to linearize the identification problem.    
During the same years, such kind of approach was reviewed and refined in the 
combined deterministic-stochastic context in [178, 181], designing the so called Stochastic 
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Subspace Identification (SSI) method. The subspace identification approach is well known 
for its accuracy to provide state space models. They are computationally faster than the 
previous cited methods, despite the fact that they involve QR factorization or SVD. The 
only parameter that need to be specified is the model order which could be determined by 
the inspection of the singular values. Therefore, the SVD allows a model reduction of the 
original problem working with models characterized by the lowest order as possible. The 
SSI methods can be distinguished in two approaches: realization based and direct subspace 
methods. The realization requires the impulse response or correlation functions, so it will 
be necessary calculate such quantities previously. The direct method consists of implicit 
computation of these impulse responses by means of some projections techniques [178, 
181]. The two methods are also called Covariance-based and Data-driven Stochastic 
Subspace identification, SSI-COV and SSI-Data, respectively. In [181] the theory behind 
and the main concepts are extensively described, in addition in [142] their application in 
ambient vibration testing is widely explored and well-illustrated. Actually. the two methods 
are closely related. The SSI-Cov has the advantage of being faster and based on simpler 
principles, whereas the SSI-DATA permits to obtain some further information with a 
convenient post-processing, as for instance, the decomposition of the measured response in 
modal contributions.  
In the section, the algorithm of the SSI-COV method is outlined, corresponding to the 
version described in [142], which introduces the possibility to use the covariances 
estimated between the outputs l and a set of reference sensors r instead of the covariances 
calculated between all outputs. The choice of the reference sensors is related to the 
redundancy of the information. For instance, if the sensors are not positioned at the node of 
a mode, all signals carry the same information of frequencies and damping ratios. So we 
can partially omits some sensors, and include the sensors after to yield the full mode 
shapes. The choice of referencing the sensors could be associated to the choice of the input 
locations in traditional input-output modal analysis: 
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So Ykrec, which collects all the recorded measurements, can be splitted in Ykref matrix 
associated to the reference sensors and Yk which gathered the other channels.   
As said, the SSI-Cov method is based on the classical state-space form of the discrete-
time equation of motion of a linear, time invariant N-DOF system under white noise 
excitation (34). The aim is to identify the stochastic state-space model, that means to 
estimate the system matrix A, the output matrix C and the model order n, from output-only 
data.  
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The first step of the identification algorithm is to gather the output covariance matrices 
(estimated with a predefined time lag i) in a block Toeplitz matrix, lixri: 
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We have seen in (43), that the covariance function can be expressed as the 
corresponding  Markov parameters of the discrete-time stochastic state-space model, 
relating the estimated covariances to the state matrix A, from which it is possible to extract 
the modal parameters of the dynamic system. The several covariance terms in (82) include 
information having different initial conditions and time-lags, appearing at a first instance 
redundantly. In fact, it is correct to say that the first covariance block matrix Riref alone 
contain all the modal information. However, the block alone is insufficient to solve the 
modal identification problem. Therefore, the approach is to sample the same response data 
but under different time-lags. Time-lags are justified since we are dealing with linear 
dynamical systems which generate data that are correlated over time, this means that there 
exist a relation between data on consecutive time points. In fact, the response from any 
given measurement point on the structure have a combined contribution of all vibration 
modes at each time instant. At the same time, one of the uncertainties in modal 
identification is the number of vibration modes involved or rather the model order. Hence, 
in order to identify sufficient number of modes, "pseudo measurement" data can be created 
from the measured free response data, by selecting different time-lags to calculated the 
correlation function. The system realization is then estimated by solving the resulting over-
determined set of equation in a least square sense. We will see in the next chapter, that the 
selection of such time lags could highly affect the identification results.   
The Markov parameter sequence in (82) can be factorized in the so called extended 
observability matrix Oi (lixn) and in the extended controllability matrix Γiref (nxri), in which 
n is the model order: 
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The term extended is used since we do not know the model order n a priori, therefore 
the columns and rows, respectively, are equal or higher than n. Doubtless, this step 
constitutes the core of the whole algorithm, therefore some considerations need to be spent. 
The concept of controllability and observability are fundamental notions in linear system 
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control theory and were introduced in [94]. They constitute a structural property of linear 
dynamic systems and their knowledge guarantee the existence of the solution of the 
identification problem.  
A system is said to be controllable if every state variable (displacement and velocity) 
can be affected in order to reach a particular value within a finite amount of time. In other 
terms, in a controllable system all the interested modes are excited by the stochastic input 
wk. Therefore, it results a function of the system dynamic matrix Ad and of where and how 
many forces are applied. However, in stochastic identification the input is considered 
deterministically unknown, but we can recover some of its information by the next-state 
output covariance matrix Gref (40) which establish the relation between the next state and 
the past observation of the reference channels. The standard check for the controllability of 
a system is the rank test of the controllability matrix (83). The pair Ad and Gref form a 
controllability matrix only if it is a full rank matrix, or rather its rank equals the model 
order. Conversely, uncontrollability means that not all the states may be represented by the 
output.      
Going on, a system is observable if every state variable has some effect on the output of 
the system. It guarantees to obtain all the information about each of the state variable or 
modes, since they are observable in the output. Therefore, such matrix implies the 
interconnection between the system matrix Ad  and the selecting matrix Cd. In the same 
way, the observability property is verified if the observability matrix is full rank.   
For clarity, if the original system order of the Toeplitz matrix (82) is im>n, and the 
system is both observable and controllable, the rank of the Toeplitz matrix, which has 
dimensions imxim, should be equal to n. In other words, we can also say that the searched 
state-space with order n is a subspace of the original system.  
In [17, 74, 103, 109] the reader can find more details about the property and the concept 
of observability and controllability, especially related to structural and mechanical 
engineering.     
Now, from a computationally point of view, the above factorization can be performed 
by the SVD of the Toeplitz matrix. Since such kind of decomposition provides the rank of 
the Toeplitz matrix, it will be possible check the existence of the controllability and the 
observability property. In any way, let us take a first look to the general SVD form of the 
Toeplitz matrix Tiref:    
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U and V are orthonormal matrices, and S is a diagonal matrix with the positive singular 
values in descending order. Index 1 is referred to the part given by non-zero singular 
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values, which defines the rank of the decomposed matrix. In reality none of the singular 
values is zero since the Toeplitz is in any way a full rank matrix: this is due to the noise-
contaminated data present in the measurements. Therefore, the practical interpretation of 
this rank determination corresponds to finding out the system order or rather the number of 
independent vibration modes that satisfactorily characterize the linear systems, truncating 
those that have insignificant contribution to the overall response or that are not actual 
structural modes. It seems obvious, that the selection of which singular values could be 
considered important or significant is not a straightforward task. In chapter 3 we will 
discuss about the strategy to by-pass this problem, proposing a procedure able to manage 
such operation in an automatic way.   
By comparing (84) with (83), it comes out that the observability and the controllability 
matrices can be calculated by splitting the SVD in two parts, written adopting the 
MATLAB notation: 
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T is a non singular matrix that plays the role of a similarity transformation applied to the 
state space model. This means, that whatever the choice of T, it will determine one of the 
infinite equivalent realization of the state-space model.  Therefore, we can set T=I (Identity 
matrix). As we can see, Oi and Γiref are calculated from the first n singular values S and the 
corresponding left singular vectors U and right singular vectors V respectively. It should be 
said, that there are alternative implementations of the SSI-COV method that pre and/or post 
multiply the Toeplitz matrix by weighting matrices before the SVD. These weighting 
matrices determine the state-space basis in which the model is identified. More details can 
be found in [178]. Just one example, is given the Canonical Variate Analysis [4], which 
introduce a weighting matrix that normalizes the data such that the singular values will lie 
between 0-1, minimizing the effects of noise in the data. However, in the present work, it 
was used an implementation without weighting matrices. The solution will be 
straightforward now.  
The system matrix A is extracted by taking advantage of the shift invariance structure of 
matrix Oi, using the Moore-Penrose pseudo-inverse, as detailed in the following equation: 
( ) ( ) ( ) ( ):;:1:);1(:1:1:1:, )( liliilinni OOASdiagUO +−=⇒= D    (86) 
where (•)Ż denotes pseudo-inverse and n the model order. Furthermore, matrix Cd can be 
extracted quite straightforward from the first l rows of the observability matrix. Conversely 
Gref has no significance in terms of modal parameters estimation, in any case it can be 
extracted by the last r columns of Γiref.  
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The frequencies fk and damping ratios ξk can be extracted by performing the eigenvalue 
decomposition of the system matrix A, transforming firstly the eigenvalues µk to the poles 
of the continuous time model and then using the poles with a positive imaginary 
component. In such a way, for each model order n, n/2 poles are provided: 
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Finally, the mode shapes φk are evaluated multiplying the output matrix Cd and the 
corresponding eigenvectors ψk of A: 
kk Cψφ =    (88) 
2.3.4. Data-driven stochastic subspace identification method 
The SSI-Data algorithm is considered a direct identification method since it 
circumvents the covariance estimation step, and tries to fit a state space model directly on 
the raw output measurements. The advantage is that it does not require any pre-processing 
of the data, so approximation errors due to the estimation of covariances are avoided. 
Summarizing the procedure, it involves two key steps: 1) estimation of the state sequence 
observability matrix; 2) extracting of system matrices from the Markov parameters which 
form the observability matrix.  
Before starting to describe the algorithm, the author would like to state a personal point 
of view about the classical approach to explain the present algorithm. Usually, in all 
references that handle this method [104, 142, 178], Kalman Filter concepts are introduced 
by mathematics that appear difficult to digest. This confuses most readers, overall engineers 
with a normal background in structural dynamic. Thus, this should be an attempt to explain 
SSI-Data without referring to Kalman filters, recalling just some concepts that we already 
know and have seen before.    
SSI-Data starts constructing the so-called block Hankel matrix based on measurement 
data. It has 2i block matrix rows and j block matrix columns (89). Just for clearness, a 
statistical prove of the following method requires j→∞. The value of i corresponds to the 
time lag concept introduced for the SSI-Cov method. The parameter j is typically taken 
equal to N-2i+1 (N are the sampling points of the response). Therefore, if l is the number of 
channels, the Hankel matrix has a dimension 2ilxj, and can be partitioned into two 
submatrices corresponding to the "past" Ypref and "future" Yf  outputs. The definition of past 
and future submatrices is just used to introduce a time separation of the data, in such a way 
that the submatrices have the same number of block rows. Furthermore, the output data are 
scaled by a factor of 1/√. A structural property of the Hankel matrix is its symmetry, since 
the elements are constant across the anti-diagonals.       
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Another division is obtained by shifting the first block row of the future matrix Yf to the 
past matrix Ypref: 
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Once organized the data, the key step of the identification algorithm is based on the 
projection of the row space of the future outputs onto the row space of the past outputs by 
means of orthogonal projection: 
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where the (●)† denotes the moore penrose pseudo-inverse operator, since the matrix Ypref is 
not square. It has been proved that such projection can be written as the product of the 
extended obsevability matrix Oi (yet seen for the SSI-Cov) and the estimated state sequence 
iXˆ (also known as optimal Kalman states): 
ii
ref
i XO ˆ=Ρ    
Where ( ) ( ) TTiddTddTdi ACACCO = −1K  ( ) ( ) ( )[ ]1ˆ1ˆˆˆ −++= jixixixX i K  
(92) 
As seen in the previous section, the knowledge of the observability matrix directly 
provides the identification of the system matrices. However, for the sake of clearness we 
should spend some comments about the orthogonal projection procedure, since it appears 
one of the most mysterious operation of the SSI-Data.  
Generally, in many papers which deal with SSI methods the idea behind the projection 
of a space of a matrix onto a space of another matrix is associated to the concept of 
correlation functions between the two considered matrix. In fact, a usual expression about 
such procedure  related to the SSI-Data algorithm is that "the estimation of the correlation 
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function is integrated in the identification algorithm". In particular, such definition is 
approximately correct, since one of the property of the projection is that it is able to cancel 
out the noise, or rather to reduce the noise in the signal. Conversely, the correlation 
function handles the noise in terms of degree of relation with the structural response, so 
providing the low values in its function. Instead, a better interpretation of projection could 
be viewed as follows: the rows of Piref are an improved estimate of the signal Yf, for 
different initial conditions, whereby the noise component orthogonal to Ypref is removed; 
this means that all the useful past information to predict the future are kept by this 
projection and the uncorrelated noise is canceled out; moreover, the columns of Piref are 
stacked free-decays of the system to a set of initial conditions given by Ypref. Therefore, due 
to the property of noise decoupling, such free-decays are more similar to the random 
decrement signature [91, 98] which construction involves the elimination of the random 
part (noise) in the response. In Figure 6, the correlation function (a), the random decrement 
signature (b), the estimated noise decoupled data (c) and the free-decay (d) obtained by the 
projection is illustrated. The experimental data are extracted from the monitoring data base 
of the San Michele Bridge, which case study will be described in Chapter 4:      
a) 
 
b) 
 
c) 
 
d) 
 
Figure 6 - San Michele Bridge dynamic monitoring data: 01/03/2012 - vertical channel 11: a) 
correlation function; b) random decrement signature; c) comparison between the original recorded 
signal and the estimated future output after projection onto the past outputs; d) free decay obtained 
by projection. 
The question is, how is the projection operation able to perform such result? The answer 
can be founded taking a closer look to equation (93). Such equation is derived by 
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compacting together the state equation and the observation equation that characterize the 
stochastic state-space model. Therefore, substituting the state equation into the observation 
equation we can obtain one of the most important equation in subspace system 
identification. Referring to the future outputs we get: 
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In which Hi is the stochastic lower block triangular Toeplitz matrix; Mwf is the sequence 
referred to the noise input wk and Nvf the sequence associated to the measurement noise vk. 
Now, in order to be able to estimate the observability matrix and the state sequence from 
the output data, we should remove the noise terms in equation (93). A good operating way 
is to post-multiplying both sides of the equation by a weighting matrix. Such weighting 
matrix must have at least two specific properties: a) it need to be uncorrelated with the 
noise terms; b) it must be sufficiently correlated with the informative part contained in Oi 
and Xif, in order to not destroy the information contained in the system matrices. The latter 
property means that after such multiplication the rank should be remain unchanged, or 
rather equal to n. Therefore, an intuitive choice is to use the projection matrix onto the past 
output data, which keep the system information and is assumed to be uncorrelated to the 
future noise. Of course, the latter statement is statistically true if we consider an infinite 
number of samples, but approximately valid for large number of time instants.    
In any case, if we get back to equation (91), we just define the projection from a 
theoretical point of view, but it is not the way to compute it. A more faster and robust 
numerical technique is used: QR factorization. The QR decomposition can be viewed as a 
data compression step. The data matrix Yi which usually has a large number of columns is 
compressed to a usually much smaller lower triangular matrix R which contains all relevant 
information of the system for which the data was generated and only a part of the factor R 
is needed in the sequel of the algorithm. However, we will not go in deep to the numerical 
implementation details, since the purpose was just to explain the physics behind the 
mathematical steps. Moreover, the use of the SSI-Data algorithm in this work is limited to 
validation purposes for the proposed identification methodology based on SSI-Cov and a 
commercial Software (Artemis2012), which provide the SSI-Data, has been used.  
Getting back to the solution procedure, equation (92) highlighted that the projection 
matrix is the product of the observability matrix with n columns and the state sequence with 
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n rows. So, its rank equals n (if li>n). The SVD is the numerical tool able to estimate the 
rank of a matrix. After omitting the zero singular values and corresponding singular 
vectors, the application of the SVD to the projection matrix yields: 
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where Un ϵ Rlixn, Σn ϵ Rnxn and Vn ϵ RNxn. Hence, the extended observability matrix and the 
estimated state sequence are obtained by splitting the SVD in two parts: 
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21Σ=           refiii OX Ρ=
†
ˆ
 
(95) 
in which the similarity transformation matrix T=I. Up to now we found the order of the 
system n (as the number of non-zero singular values), the observability matrix Oi and the 
state sequence. In order to solve the modal identification problem we have to recover the 
matrices A and C. For that purpose, we can take advantage of the shift invariance property 
of the system and perform another projection of the future outputs onto the past inputs. In 
this case, we have first to shift one block from the future outputs to the past outputs, so 
getting: 
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The observability matrix Oi-1 can directly obtained from Oi by deleting the last l rows. 
the state sequence can be now compute as: 
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At this moment the two state sequences are calculated using only the output data. The 
system matrices can now be recovered from following overdetermined set of linear 
equations, obtained by stacking the state-space models for time instants i to i+N-1: 






+





=







 +
v
w
i
ii
i X
C
A
Y
X
ρ
ρ
ˆ
ˆ
|
1
           (98) 
where Yi|i ϵ RlxN is a Hankel matrix with only one block row and pw and pv are the 
residuals, which are uncorrelated with the states. The state space matrices are computed in a 
least square sense, which is the standard approach to the solution of overdetermined 
systems, using these states and the output data: 
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As said, the matrices A and C are sufficient for the identification of modal properties. If 
the reader is interested to the identification of other parameters, please see [142, 178]. The 
discrete poles and the observed mode shape are computed as seen for the SSI-Cov 
procedure.  
It should be said, that several variants of the SSI method. They differ in the weighting 
of data matrices before the application of the SVD, as mentioned for the SSI-Cov. The 
weighting determines the state-space basis in which the identified model will be identified. 
In this context we can distinguish between the Unweighted Principal Component (UPC), in 
which the weight are identity matrix, the Canonical Variate Analysis (CVA) and the 
Principal Component (PC). As a rule of thumb, the UPC should be used in presence of 
modes of equal strength and of good signal-to-noise ratio. The CVA is indicated when 
dealing with noisy data and modes characterized by different strength. The PC variant is a 
kind of compromise between the other ones. More details can be found in [178].  
In comparison with SSI-Cov, the SSI-Data is less efficient in terms of computational 
time. Moreover, further differences appear during the post-processing of the obtained 
system matrices. Generally, the SSI-Data method is always able to provide the complete 
spectrum matrix, by converting the obtained state-space model in the frequency domain. 
This is not possible for the SSI-Cov method [142]. 
The same remark done to the SSI-Cov method concerning the determination of the 
model order n is valid as well. Due to noise (modelling inaccuracies, measurement noise 
and computational noise) none of the singular values in (94) are exactly zero and the order 
can only be determined by looking at a "gap" between two successive singular values. The 
singular value where the maximal gap occurs yields the model order. However in many 
practical cases, no gap is visible. The problem of order determination is better solved by 
constructing a stabilization diagram. We will discuss about such strategy in the next 
Chapter. 
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Summary:  Chapter 3 is completely dedicated to the description of the proposed 
methodology aimed at automatically perform the Operational Modal Analysis for 
permanent dynamic monitoring applications. The proposed procedure is applicable on all 
parametric identification algorithms that involve the construction of stabilization diagrams.  
 The core of the procedure is based on three key points:  
1) recommendations of selection criteria for the input parameters are given, in order to 
obtain optimal modal parameter estimates from the identification method (principally 
referred to the Covariance-driven Stochastic Subspace Identification); 
2) an automatic procedure aimed at interpreting stabilization diagrams is proposed, 
essentially based on a first check of reasonable damping ratios, a subsequent modal 
complexity inspection and a final clustering of structural modes; 
3) automatic tracking of the identified modal properties. 
Each point will be discussed in detail and, concurrently, the state of the art concerning 
each topic will be reported.  
  
Chapter 3 
Automatic OMA: Implementation of the proposed 
Methodology 
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3.1. Introduction  
As reported in Chapter 1, since dynamic monitoring systems continuously record the 
responses of an instrumented structure, it is very crucial to develop tools that can 
automatically perform the identification of modal parameters from the collected data. 
Therefore, due to the permanent data acquisition of such systems, output-only dynamic 
identification techniques become the most adequate method to use. Since an automated 
online (or offline) OMA procedure is capable to identify and to highlight significant 
changes in dynamic properties, a significant improvement of the potential of vibration-
based damage identification can be achieved. As said, variation of the dynamic properties 
could signal possible structural investigation. Of course, one should always remind the 
common main disadvantage of such methods: a) the identification is restricted to frequency, 
damping and mode shapes but no information regarding the modal mass or rather the modal 
participation factor is provided; b) the input is not always a stationary white noise process, 
but generally its spectral density function is not constant and covers just some frequency 
band; c) low signal-to-noise ratio may affect the dynamic identification and could pollute 
the results. Nevertheless, OMA techniques are quite often successfully applied and they 
have achieved a dominant role in dynamic identification in civil engineering. As a matter of 
fact, such techniques are progressively evolving and recent developments in OMA have 
addressed the statistical properties of the OMA-derived modal parameter [11, 59, 158] that 
relate to the reliability of the parameters used for vibration-based structural diagnosis.     
Concerning the automation of OMA-based procedures, several methodologies are 
described in the literature. A large part of them are based on parametric identification 
methods developed in the time domain [122, 157, 176] such as the SSI techniques − that 
offer a high accuracy in the identification of closely-spaced modes and are especially suited 
to be automated due to their algebraic nature − or in the frequency domain [125] like the 
Poly-MAX − recognized for its stable identification of the system poles leading to clearer 
stabilization diagrams. Concurrently, other procedures are based on non-parametric 
identification techniques often developed in the frequency domain [34, 149] such as the 
FDD method, well-known for their simplicity and their more strict physical meaning.  
In this context, one of the main purpose of the present work is to propose an automated 
procedure apt to manage the continuously recorded data, based on parametric identification 
methods (especially related to SSI methods) that involve the interpretation of stabilization 
diagrams in an automatic way. A general automated identification methodology can be 
briefly summarized in three steps: 
a) digital signal pre-processing of the recorded data; 
b) modal identification, that is the core of the whole algorithm; 
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c) automatic analysis of the stabilization diagram, that is the most challenging task. This 
step can further be divided in elimination of noise modes (optional) and clustering of 
physical modes to obtain the most representative values of the estimated parameters of 
each clustered mode: natural frequency, damping and mode shape. 
Generally, all these steps require the manual intervention of an experienced analyst in 
modal testing. Therefore, the automation of such kind of procedures deserves some care. 
The main issues of parametric methods are: 
a) selecting the appropriate frequency band of the recorded signal in which we expect to 
identify the most important structural modes; 
b) selecting the input parameters for the identification technique: i.e. dimension of the 
Toeplitz or Hankel matrix for SSI methods or frequency resolution for the Poly-MAX 
method; 
c) maximum model order estimation and sensitivity of the results with respect to different 
selected model order; 
d) selecting or defining new parameters to characterize mode estimates in order to make a 
more well-founded selection of stable and structural modes; 
e) developing a procedure to perform the automatic analysis of the information presented 
in stabilization diagrams; 
f) modal parameter estimation, especially when dealing with continuously measured data 
characterized by a low signal-to-noise ratio and recorded under significant changes in 
environmental and operational loading on the structure: it may affect the success rate, 
and the capability to distinguish between structural modes and false modes.   
Furthermore, after the identification process, an important issue is associated with the 
selection and the temporal tracking of the most meaningful modes for SHM purposes. Since 
the natural frequencies of the modes may change due to variation in the operating 
condition, it is not always simple to track and to pair the modes from two different data-sets 
in an automatic way.  
Therefore, despite the progress achieved concerning the different identification 
methods, our understanding of their relative merits and performance characteristics related 
to their automated version for permanent dynamic monitoring application remains limited. 
This is at least in part due to the lack of complete validation and comparative studies and 
critical assessments of the various automated procedures. Just a limited number of work in 
the literature take care about such issues [36, 122].  
Within this framework, the proposed procedure introduces new aspects and further 
observations related to the main issues of parametric identification methods. In particular, 
regarding the above cited list, we will treat the steps from (b) to (e). The methodology 
comprehends three key points:  
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1) selection criteria of the optimal input parameters for the selected identification method 
(especially referred to the Covariance-driven Stochastic Subspace Identification); 
2) automatic analysis of stabilization diagrams, performed through a first check of 
reasonable damping ratio and subsequent modal complexity inspection and a final 
clustering of structural modes; 
3) automatic tracking of the identified modal properties. 
The choice of using the SSI-Cov method is mainly based on its fast computational time, 
since it requires only the formation of the Toeplitz matrix constituted by the covariances of 
the measured output. Therefore, it is far less demanding on memory, resulting much more 
suitable to process large amount of recorded data during permanent monitoring application. 
Conversely, SSI-Data involves projection tools via QR decomposition of the data Hankel 
matrix and for large data sets this becomes very demanding on computer memory. 
However, it should be remind that the projection tool is a more effectively noise filtering 
step than simple covariance calculation. In fact, the SSI-Cov method is characterized by a 
higher number of spurious poles in the identification process. For such reason, precise 
recommendation to select the optimal input parameters for the SSI-Cov method need to be 
defined.     
The following sections are devoted to describe in detail the proposed methodology. 
Concurrently, the state of the art concerning each key point will be illustrated. After that, in 
the successive Chapter, the proposed approach is exemplified on data continuously 
collected during one month by the dynamic monitoring system installed by Politecnico di 
Milano on the historic San Michele bridge (1889), one of the most important monuments of 
XIX century iron heritage. The tracking of the identified natural frequencies during one 
month of continuous monitoring is presented and discussed. For validation purposes, the 
estimates of natural frequencies provided by the proposed procedure applied on the SSI-
Cov are firstly compared to those independently identified by a manual interpretation of 
stabilization diagrams produced by the Data-driven SSI technique, and finally to those 
obtained by using the Poly-MAX method instead of the SSI-Cov.   
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3.2. Selection Criteria of Input Parameters for Parametric  
Identification Methods 
As previously stated, for the application of parametric identification method it is 
necessary to specify some input parameters. Since we are principally referring to the SSI-
Cov method, the parameters are: the time-lag i, used to compute the output covariances and 
a range of model orders (nmin − nmax) in order to construct the stabilization diagrams. It is 
worth mentioning, that a proper choice is not straightforward. For instance, the SSI-Cov 
application often requires higher model orders "n" to identify poorly excited modes or to 
decouple biased estimated modes [158] but, at the same time, these introduce further non-
physical poles, increasing the computational time and making more difficult the distinction 
between physical and spurious poles. Moreover, different choices of the time-lag "i" (used 
to compute the output correlation functions shaping the Toeplitz matrix dimension for the 
SSI-Cov method) highly affect the quality of the results. Furthermore, not only a stable 
damping identification is correlated to an adequate choice of "i" [121, 148, 149], but also 
the appearance of "modal splitting" phenomenon [150] on which there is a very little 
knowledge in the operational modal analysis framework. 
Unfortunately, both parameters are usually unknown and only few general 
recommendations for their selection are presented in the literature. Therefore, one of the 
objectives of the presented methodology is to provide more specific recommendations for a 
proper selection of the input parameters.  
3.2.1. Recommendations to select the model order range (nmin- nmax)  
Since it is not straightforward to a priori define a specific model order for the 
identification algorithm, a stabilization diagram is generally used. Such a diagram is 
constructed by choosing a wide range of model orders (nmin-nmax) for the identification 
process and for each increasing model order the identified frequencies are plotted. 
Frequencies which belong to a structural mode of vibration will appear in stable vertical 
alignments of identified poles, conversely frequencies associated to spurious poles will 
appear randomly scattered in the diagram. However, we will examine in depth such topic in 
the next section.  
  In order to define the model order range, some useful criteria of general validity need 
to be taken into account. The minimum model order, nmin, is easily selected after some 
initial manual analysis. The system poles extracted by the eigenvalue decomposition of the 
system matrix A (22) appear in conjugate pairs and only the poles with a positive imaginary 
component are used. Therefore, for an assumed model order n, n/2 poles are selected. This 
means that nmin must be chosen around two times the number of the expected structural 
modes of the investigated structure. A good operating way to predict the number of 
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expected vibration modes is to display a mode indication function applying the SVD for 
each frequency line of the cross-spectral matrix (see the FDD technique described 
previously) and taking a look to the number of peaks that appear for the first singular 
values. It should be remarked, that such kind of fast preconditioning tools are quite helpful 
in order to properly assess the main structural modes of interest, and it generally improves 
the performance of parametric identification methods, especially subspace methods.        
Conversely, the selection of the maximum model order, nmax, deserves some care. For 
instance, higher model orders n are often required to identify poorly excited modes or to 
decouple biased estimated modes. The bias of the modes is due to an underestimation of the 
system order which makes that a single identified mode may in reality be a combination of 
different modes (true or noisy). It can be detected with a stabilization diagram if sufficiently 
high values of the model order n are taken into account. Graphically, the decoupling of bias 
modes appears as the splitting of one column in the stabilization diagram into two separate 
columns from a certain model order. Below this model order, the mode represented by only 
one column of poles is biased because in reality it represents a combination of different 
modes [158]. However, high values of model orders introduce further non-physical poles, 
increasing the computational time and the difficulty to distinguish between physical and 
spurious poles. Hence, the objective is to keep the maximum model order as low as 
possible, trying to detect any biased mode and without missing weakly-excited modes.   
Therefore, in order to define nmax, a first manual tuning on some data sets need to be 
performed. A good approach consists in providing data sets extracted by a one-day 
monitoring test on the structure. Such kind of daily test is usually essential to better identify 
the structural modes and to understand their degree of excitation under different 
environmental conditions (i.e. traffic, temperature). Furthermore, the collected information 
are helpful to optimize the number of points to be instrumented for successive permanent 
monitoring. The manual tuning consists in selecting different maximum model orders nmax 
for different values of time-lags i, and in investigating the effects produced in terms of 
identification by such different choices. A simple visual inspection to the appearance of 
more stable pole alignment is sufficient to detect the proper choice of maximum model 
order. It should be mentioned that in order to facilitate the interpretation of stabilization 
diagrams the first singular values of the cross-spectral matrix could be overlaid on the pole 
stability plot. It becomes more easy to identify singular value peaks associated to vibration 
modes that require higher model order in order to be identified in a stable manner.  
In addition, a further remark can be highlighted: it could happen that the identification 
of some weakly excited structural modes present at low frequencies require a too high 
model order that may result excessive for the other modes. In such case, and of course if at 
high frequencies no useful vibration mode is detectable, a good solution is to filter the data 
through a zero-phase low pass filter with a defined cutoff frequency that bounds the 
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frequency range of interest. Filtering out higher frequency contents in the time series allows 
the model to fit better the information contained in the lower frequency band, even with 
lower model orders. In practice, it comes out that after filtering the most meaningful 
vibration modes achieve their stability at a lower model order [37].  
3.2.2. Recommendations to select the dimension of the Toeplitz matrix 
It is well known that the accuracy of the identification process for the SSI-Cov method 
is particularly sensitive to perturbations of the parameter i. This is also true for the SSI-Data 
method in which i defines the half block rows of the Hankel matrix. Such sensitivity is 
especially related to damping identification as shown in [121, 148, 149]. In [156], the 
authors define a kind of "rule of thumb" in order to determine a minimum value of i, 
suggesting that to clearly identify the lowest frequency of interest, a minimum of two 
cycles of such frequency must be contained in the selected time-lag and concurrently it 
should at least be larger than the rounded up integer of the ratio between the maximum 
chosen model order of the system and the number of measured outputs l: 
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where fs is the sampling frequency and f0 the lowest frequency of interest. Equation 
(100) highlights that lightly damped low-frequency modes require longer correlation 
lengths for an optimal modal estimation. Therefore, when choosing a value for i the user 
needs to consider the modal characteristics of the system and not just the system order. 
However, equation (100) only defines the minimum required value of i and do not give 
suggestions about a range of values in which optimized modal parameter estimates could be 
obtained. In fact, generally, larger values of i are often necessary in order to achieve a kind 
of convergence in terms of frequency and damping estimation. Therefore, sensitivity 
analysis with respect to the number of the Toeplitz matrix block rows are useful to get 
optimized modal parameter estimates. In practice, once defined the model order range, in 
order to understand how the parameter i can affect the quality of the results, the effects 
induced by the different choices of such parameter (imin-imax) on several data sets collected 
during the one-day dynamic monitoring test can be analyzed. As said, one of the most 
widely recognized effects connected to the choice of i are perceived in terms of numerical 
variation of frequency and damping and a possible achievement of their convergence after 
an adequate choice of i [121, 148, 149]. In such (and lucky) cases, a simple visual 
inspection of some frequency and damping convergence plots may be sufficient to establish 
an adequate choice of i. In fact, it should be said that such kind of sensitivity analysis can 
be straightforwardly implemented as shown in [148, 176] whom faced the problem of 
automating the SSI algorithm for predefined ranges of n and i.  
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However, generalizing such case may lead to wrong conclusions and biased results. For 
larger values of i, modal splitting phenomenon can occur [37, 150] that makes more 
difficult an adequate selection of i and the whole structural mode selecting process. 
Graphically, the splitting phenomenon appears in the stabilization diagram as two closely 
spaced stable poles alignments where for lower values of i only one alignment appears. 
Such kind of splitting is completely different from the one that appears in case of 
decoupling bias mode, since it comes out separately in a parallel way. Generally, for SSI 
methods, it is difficult to determine whether the splitting of a physical mode corresponds to 
a real double mode, or is just a mathematical artifact. For instance, mathematical poles, 
once splitted from the physical ones for higher values of i, can lead to stable pole 
alignments that are very close to the physical poles [150]. This can be explained by the fact 
that high values of i may introduce noise in the output covariance function, represented by 
its low amplitudes at higher time-lags which contain poor structural information [121]. 
Therefore, the system model tends to fit the noise content leading to the appearance of more 
spurious poles in the stabilization diagram. On the other hand, it can happen that each 
splitted poles alignment effectively have a physical sense. For instance, if each vertical 
poles alignment corresponds to a peak in the frequency domain and a significant degree of 
mode shape correlation exist between each splitted mode a physical origin of the splitting 
phenomenon should be strongly taken into account. Furthermore, another good practice 
could be to plot the evolution of the identified splitted modes during one day of monitoring 
versus some recorded environmental or operational factors (i.e. temperature, traffic...). If 
some correlation appear, the variation of the respective splitted mode can be connected to a 
physical behavior.    
More specifically and speaking about the physical nature of such phenomenon, in [190] 
modal splitting is associated to dispersive phenomenon and is mainly observed during the 
response of cracked reinforced concrete structures [23, 177]. In [177] a strategy based on an 
advanced time-frequency energy distribution (Choi-Williams Distribution) is proposed in 
order to detect if such kind of phenomenon could be related to damage or if it could have 
been originated by the variation in time of the frequency of the considered structural mode.  
Coming back to the discussion concerning the selection of i, some recommendations 
can be outlined: 
a) a good operating way is to start to define a range of time-lags i, in which the minimum 
value can be defined by equation (100) and the maximum value can be chosen equal to 
10 times the previous defined minimum bound. Therefore, a convergence analysis in 
terms of frequency and damping variation can be performed, running the identification 
procedure for different values of i. In some cases a convergence is achievable. In the 
literature stable results after time-lags between 60-100 for some modes are usually 
reported [37, 95 , 148]; 
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b) as mentioned before, higher selection of i could split the stable poles alignment. It is 
essential to understand if the splitted modes could be considered as structural modes or 
are just a mathematical artifact due to the noise modelling. For this purpose, a helpful 
tool is provided by a concurrent control with non-parametric methods in the frequency 
domain (e.g. FDD, able to simplify the physical interpretation of the results). 
Furthermore, a one-day frequency tracking of the splitted modes could highlighting if 
their evolution in time appears connected to a physical behavior (i.e. temperature or 
traffic intensity dependence) or if it is just characterized by a random behaviour due to 
its spurious nature; 
c) time-frequency analysis tools can be employed in order to investigate if the splitting 
phenomenon has been originated by the variation in time of the natural frequency or if 
it is originated by two separated peaks which appearance can be driven by a specific 
environmental or operational factor; 
d) in some cases a simple inspection of the pole complexity, of the damping value or of 
the standard deviation of the estimated natural frequency or damping parameters of the 
clustered modes can be helpful; 
e) finally, since the mode tracking procedure is based on the frequency and MAC 
variation (as reported in the last section), a practical recommendation is to avoid, if 
possible, the appearance of splitted modes which are closely spaced and exhibit even a 
high degree of coupling between their mode shapes. The whole procedure could lead to 
tracking errors, producing an erroneous mixing of modes over time. 
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3.3. Automatic Interpretation of Stabilization Diagrams 
Equation (86) points out that the identification of the state space matrix A requires the 
definition of the model order n. A reasonable estimate of the model order could be obtained 
by looking at a "gap" between two successive singular values in matrix S. However, when 
dealing with ambient vibration data, the order determination via SVD does not appear very 
objective. The measured data, and therefore the covariance Toeplitz matrix is affected by 
"noise" leading to singular values that are all different from zero and that decrease 
gradually. Such kind of noise is mostly due to:  
1) modelling inaccuracies; 
2) measurement "noise"; 
3) computational noise of pc (finite precision); 
4) the finite number of data.  
Furthermore, since we are dealing with estimation the factorization property in (43) is 
not really true. As a consequence the Toeplitz matrix tend to be a full rank matrix, and it 
becomes difficult to define a specific system order. 
The most common technique to tackle this problem involves the construction of the so-
called stabilization diagram, i.e. a plot of all the identified system poles for a predefined 
range of the model order [142]. System poles which appear in most of these models with 
consistent modal properties (frequency, damping or mode shape) are considered physical; 
conversely the poles that appear only in some models in a scattered way are considered 
spurious. The physical modes should stabilize for increasing model orders and are easily 
identifiable along vertical alignments in the stabilization diagram.  
 Generally, the same strategy is followed for other parametric identification methods 
that require a model order selection, like the Poly-MAX method, since it is not possible to 
anticipate which model order will provide the best results. 
A disadvantage of stabilization diagrams, however, is that they involve a large amount 
of user interaction. Hence, analysis of stabilization diagram is a costly and time-consuming 
process, and certainly unsuited for online applications. Therefore, in recent years, automatic 
procedures for the analysis of stabilization diagrams have been proposed which to a large 
extend try to mimic the decision making process of a human operator. In the following 
section we will report the main procedures developed in the literature and concurrently the 
proposed approach. For the sake of clearness, the automation of the interpretation of 
stabilization diagrams can be generally divided in two steps in order to speed up the 
process: a) elimination of noise modes and b) clustering of physical modes in order to 
obtain the most representative values of the estimated parameters of each clustered mode. 
 
  
79 
 
3.3.1. Noise modes elimination: damping ratio check and modal 
complexity inspection 
Generally, the quality of stabilization diagrams can be compromised by poor signal-to-
noise ratio of the data, by the choice of high model orders (often necessary for identifying 
weakly excited modes) or by an inadequate selection of the algorithm input-parameters. 
Such sources can lead to the appearance of a larger number of spurious modes in the 
stabilization diagram.    
In order to reject some spurious modes and to expedite the automatic interpretation of 
stabilization diagrams, some modal validation criteria can be used. For instance, in [139] 
the "Consistent Mode Indicator" is proposed for the Eigensystem Realization Algorithm 
(ERA) to analyze data provided by an hammer test. Such parameter quantifies the temporal 
consistency of the identification results and the complexity of the mode shapes. Other 
examples include the analysis of pole/zero cancellations [180], a large amount of zeros 
within a certain confidence circle around the considered pole is an indication of its 
mathematical nature; other methods assess the energy content of vibration modes [85] as 
the "Modal Transfer Norm" developed in [57], which quantifies the effect to the response 
by removing a vibration mode from the state-space model (a small effect indicate a 
mathematical pole). However, none of the methods works in all cases: many of them may 
give unclear separation in case of low signal-to-noise ratios; some of them may fail to label 
a local or weakly-excited pole as a physical one.  
In the proposed procedure, three modal validation criteria are used. First, all the 
identified poles that have a damping ratio less than 0 or higher than 10 % are discarded. 
Subsequently, other two well-known modal validation criteria, the Mean Phase Deviation 
(MPD) [93] and the Modal Phase Collinearity (MPC) [139] are used to evaluate the degree 
of complexity of the identified poles. Before describing such parameters, some comments 
and remarks concerning the difference between real and complex mode shapes should be 
done. 
Usually classic standard books of structural dynamics [49, 66] do address this problem 
superficially since the derivation of a complete physical interpretation of such phenomenon 
is still an open issue. The well known theory of modal analysis assume that we have 
Rayleigh damping and real mode shape. But when we are dealing with dynamic 
identification and so with systems having non-proportional damping, complex mode shape 
is intrinsic. We can just assume that complex mode shapes tend to behave like real mode 
shapes when such non-proportionality of damping can be considered negligible. 
Mathematically, we can interpret the origins of complex modes in this way: if a dynamic 
structure is modeled as an MDOF system with mass, stiffness and damping matrices, then it 
is easy to see that the eigenvectors of the system only become complex if (a) one or more of 
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the matrices are not symmetric, or (b) the damping matrix is not diagonalizable using the 
undamped mode shapes. In the first case, the mass and stiffness matrices are generally 
symmetric. The damping matrix can be skew-symmetric if the gyroscopic forces of a 
rotating machine are present. In this case, even if no damping terms exist in the matrix, the 
eigenvalue problem will lead to complex mode shapes. In the second case, if damping is 
not proportional, the eigenvectors will be complex. This is due, since non-proportional 
damping distribution within a structure will cause non-uniform energy dissipation, meaning 
that different parts of the mode shape are not moving in-phase or out-of-phase as real mode 
shapes. In fact, real mode shapes can be interpreted as standing waves [32, 66], since the 
property of proportional damping implies that the energy can be dissipated in every part of 
the structure at the same way. Conversely in complex mode shapes, the modal components 
of an identified vibration mode shape do not pass through the equilibrium position at the 
same time, although they still share the same vibration frequency. In such case, the nodal 
point of the modes are not fixed but it moves with a certain period dictated by the 
complexity of the mode. Such movement describes a traveling wave behaviour [32, 66] 
since the energy need to be directed to the part of the structure where it can be dissipated 
more efficiently (i.e. structural joints, dampers). 
In [1, 3, 66, 100, 147] possible sources of the origin of complex modal vectors are 
defined. In practice, it is important to know what conditions are necessary for complex 
mode to exist so that it can be established whether the modes obtained in an ambient 
vibration test are genuine or the result of poor measurement or analysis. Leaving aside the 
cases of non-proportional damping and gyroscopic effects, other sources can be: 
1) operational modal analysis of non-linear structural response; 
2) measurement and signal processing errors like aliasing, leakage, synchronization 
problems, insufficient frequency resolution; 
3) identification issues due to weakly-excited modes or low signal-to-noise ratio; 
4) additional damping due to the aerodynamic forces; 
5) identification of operating deflection shapes; 
6) presence of two or more modes with identical natural frequencies (i.e. case of 
transversal section symmetry of the investigated structure). 
Anyhow, the amount of complexity of an authentic complex mode is difficult to 
quantify, but there is a need to derive parameters for that purpose so that complex modes 
can be analyzed. A simple yet effective technique would be to plot the complex modal 
vector in a complex plane (real vs. imaginary plane). A plot of the real modal vector in the 
complex plane would be a straight line and would lie along the real axis. A highly complex 
modal vector’s plot would be scattered all over the plane while a complex modal vector 
with an almost constant phase shift would be a straight line at an angle from the real axis. 
This angle would be equal to the phase angle of the modal vector coefficients. Beside this 
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graphical tool, few modal complexity criteria were established mainly related to the phase 
scattering and the relation between the real and imaginary part of the modal vectors. 
Therefore, coming back to the adopted model validation parameters, the MPD is a 
statistical indicator that measures the phase scatter (in degree) of each identified modal 
vector from its mean phase. For well-identified structural mode shapes its value should tend 
to 0 [93]. First of all, we will define the mean phase: 
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where wo is a weighting factor, usually equal to 1; Φor is the phase of the oth modal 
vector component of mode Ψr and No indicate the number of the modal vector component. 
The corresponding mean phase deviation of the mode is:   
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As said, such index define the statistical variance of the phase angles for each mode 
shape coefficient for a specific modal vector from the mean value of the phase angle. 
Instead, the MPC is a correlation index that evaluates the linear relation between the 
real and imaginary part of the identified modal vectors. If a structure is proportionally 
damped, the mode shape components of a single mode lie on a straight line in the complex 
plane. This means that the real and imaginary part exhibit a correlation index (MPC) equal 
to 1. However, in modal testing, structural mode shapes are generally complex vectors 
where the imaginary part is (with a certain degree) correlated to the real part, indicating a 
kind of mono-phase behaviour if the MPC value is close to 1. Mono-phase behaviour 
means that all the measured points on the structure vibrate exactly in-phase or out-of-phase 
with one another. With such behaviour, the covariance matrix between the real and 
imaginary part of the mode shape vector has only one non-zero eigenvalue. On the other 
hand, if the two parts are completely uncorrelated, the eigenvalues of this matrix will be 
approximately equal. Therefore, let us first define the covariance matrix if Ψrre and Ψr im are 
the real and imaginary part of the modal vector, respectively: 
( ) ( )rerTrerxxS ΨΨ= ;   ( ) ( )imrTrerxyS ΨΨ= ;   ( ) ( )imrTimryyS ΨΨ=  (103) 
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The MPC for mode r is then defined as follows: 
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The MPC values range from 0% to 100%. In order to make the method applicable for 
modes with arbitrary phase, the modal vector coefficients are first rotated over the mean 
phase of the vector.  
Since no universally accepted parameter exist for the quantification of mode shape 
complexity, both indices are combined together in one index: 
2
45
1 






°
+−
=
MPD
MPC
MCF
 
(106) 
simply denoted as Modal Complexity Factor (MCF) and scaled between 0-1, with 0 
indicating a mono-phase behaviour of the structural mode.  
Anyhow, in order to set a threshold value of MCF the previous remarks on the origin of 
complex modes need to be keep in mind. Therefore, assuming good test conditions, the 
choice of the threshold is highly related to the characteristics of the investigated structure. 
A good operating way is to choose a conservative value, in order to discard the most 
relevant spurious poles and avoiding the rejection of structural poles associated with 
weakly-excited modes. For instance, a conservative threshold of 0.2 can be assumed for a 
structure that is supposed to exhibit linear behaviour. Conversely, if the analyst suspects 
any (even weak) non-linear behaviour, a value of 0.4-0.6 is suggested. As a final remark, it 
should be said that if the structure exhibits too complex physical modes, such approach 
could fail.  
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3.3.2. Algorithm for clustering structural modes 
After the elimination of the most relevant spurious poles, there is still the need to 
assemble together the structural modes sharing the same properties. Some basic criterion 
for such automation purposes has been proposed in [142], in which the poles are grouped 
together basing on eigenfrequency, mode shape and damping ratio information. However, 
in recent years, several alternative procedures have been proposed ranging from fuzzy 
logics to clustering techniques.  
Clustering techniques can be classified in hierarchical and non-hierarchical algorithms. 
Hierarchical clustering starts by putting all (stable) modes in the stabilization diagram in 
separate clusters; then, the clusters that are closest together are collected in a single cluster, 
one by one, until the distance between all remaining clusters is larger than a user-defined 
threshold value. The final set of physical modes is then chosen from the clusters containing 
a minimum number of elements, corresponding to the minimum number of modes on a 
stable line in a stabilization diagram. The hierarchical algorithms have the advantage of 
being deterministic and of permitting a well-founded selection of the final number of 
clusters, based on its hierarchical structure. On the other hand, it has the drawback of being 
computationally demanding in the presence of a huge number of individuals, as the 
similitude between every pair has to be computed. In [122, 157] hierarchical clustering was 
successfully used for the analysis of stabilization diagrams produced by the application of 
SSI methods in the OMA context.   
Non-hierarchical clustering procedures divide the total set of modes into a predefined 
number of clusters. Possible approaches are K-means clustering, where the clusters are 
mutually exclusive, and fuzzy C-means clustering, where the clusters overlap frequently. In 
the K-means clustering, a certain number of cluster seeds are firstly selected as the initial 
cluster centers, and all objects within a previously specified threshold distance are included 
in the resulting clusters. Then, an iterative algorithm is used to minimize the sum of 
distances from each object to its cluster centroid, over all clusters. This algorithm moves 
objects between clusters until the sum cannot be decreased further. Conversely, Fuzzy C-
means clustering algorithm can be viewed as an improvement of the described K-mean 
algorithm, which instead of associating an object to a certain group, gives it a membership 
grade. The major problems faced by all non-hierarchical clustering procedures are the need 
to previously define the number of clusters and the requirement to select the clusters seeds. 
The second drawback is usually overcome by a random selection of the seeds [176]. The 
application of non-hierarchical clustering procedures can be find [41, 86, 165, 176, 179, 
180]. A more complete and detailed state of the art is reported in [149, 157].     
Concurrently, this section describes the development of a simple procedure (Fig.7), 
aimed at automatically selecting the structural modes, following the decision process of a 
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experienced-human operator and so producing results similar to the ones provided by a 
manual analysis.  
The procedure is basically inspired to hierarchical clustering because intuitively it can 
be considered the most natural approach, but it differs from such method since it does not 
require any specification about the cutting level of the hierarchical structure (generally 
indicated by the number of expected modes). It is mainly based on sequentially steps and 
consists of the following parts: 
 
Figure 7 - Sketch of the adopted clustering procedure. 
1) starting from the system poles matrix, take the first available identified pole belonging 
to the lowest model order n=nmin, and save the associated natural frequency, damping 
ratio and mode shape in the first row j=1 of the respective columns vectors Fk and Dk 
and matrix Mk (with as many m rows as the number of adopted model orders nmax-
nmin+1); there will be as many k sets of this matrices/vectors as the final number of 
clustered structural modes; 
2) compute the mean value fav and the mean modal vector φav of the non-zero elements 
contained in vector Fk and in matrix Mk, and calculate the distances, dn,i, in terms of 
frequency and Modal Assurance Criterion (MAC) variation between the previous 
defined mean values and all frequencies and modal vectors i belonging to the 
successive model order n=n+1:   
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3) keep in selection the poles that produce a distance dn,i lower than a predefined 
threshold, in this case 0.02. If more than one pole is detected, select the pole with the 
minimum distance dn,i and save its modal parameters in the row j=j+1 of the vectors 
and matrix constructed in step1. If no mode is detected, put 0; 
4) repeat step 2 and 3 in a sequential manner, first defining the references fav  and ϕav, and 
then computing the distances taking into account the poles belonging to the successive 
model order n=n+1; 
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5) once achieved the highest model order nmax, if the number of modes contained in the 
frequency vector Fk are higher than a third of the vector size m, a group of consistent 
structural modes is definitely identified, otherwise the vector will be deleted; 
6) turn to step 1, select the next available identified pole (that not belongs to the previous 
defined group) and construct the two row vectors and the matrix again; the procedure 
continues until all available poles have been scanned. 
Once k groups of consistent structural modes are defined, the most representative values 
of modal properties from each group are extracted. Frequency, mode shape, MPC and MPD 
are obtained averaging the respective values belonging to the same clustered mode. 
Conversely, the most representative damping value for each mode is evaluated by 
calculating the median of all single damping estimation contained in the respective cluster. 
Since the damping estimation is often scattered, the median has the advantage of weighing 
less the outliers. Finally, for each cluster the standard deviations of all modal properties are 
extracted.  
Of course, an issue associated to this approach is the selection of the maximum 
threshold for dn,i. In order to avoid the separation of groups of modes which correspond to 
the same physical mode, due to the selection of a low value of dn,i, an initial manual tuning 
is mandatory.  
On the other hand, one of the advantages of the above procedure lies in its simple 
implementation and fast computation. In the classical clustering approach, the similitude 
distance between all the identified system poles is computed, requiring greater 
computational effort [122]. Furthermore, the introduction of the averaging process, that 
defines for each scan of poles the reference values (fav and φav), is useful to avoid losing 
track of the mode, when a consistent mode fails to appear for a certain model order. In 
addition, it is able to preserve the information of the previous assembled stable modes, 
ensuring a higher quality in the selection process. The most important consistency criterion, 
in the case of a good number of instrumented points, is the MAC index, since it 
differentiates modes with closely spaced frequencies.  
In the present application, the proposed methodology is applied to the outputs of the 
SSI-COV method. However, the method is suitable for the analysis of stabilization 
diagrams produced by other identification techniques with similar outputs like SSI-Data or 
Poly-MAX method [37].  
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3.4. Modal Parameter Tracking Procedure for Continuous 
Dynamic Monitoring Systems 
A further important issue is related to the choice of the most meaningful modes and 
their respective tracking for SHM purposes. However, especially for complex structures, 
the choice of a baseline list of structural modes is not always straightforward.  
The common practice is to define the baseline modal parameters through previous 
ambient vibration tests, considered mandatory to provide prior knowledge of the dynamic 
characteristics of the investigated structure. Usually, the structural modes that are clearly 
identifiable and exhibiting a reasonable physical mode shape are included in the baseline 
list. However, especially for complex structures, it is not always possible to identify clearly 
the most meaningful modes. Therefore, a better approach consists in performing a 
preliminary one-day monitoring test, also useful to optimize the number of points to be 
instrumented. The information collected during the one-day test is essential to better 
identify the modes and to understand their behavior under different environmental 
conditions (i.e. traffic, temperature).    
Once defined a baseline list, it becomes necessary to develop a procedure in order to 
track the evolution in time for the selected structural modes. Since the natural frequencies 
of the modes may change due to variation in the operating condition, it is not always simple 
to track and to pair the modes from two different data-sets. In the proposed procedure the 
computation of frequency variation and MAC index (necessary to distinguish any closely 
spaced frequencies) between the modes identified in two consecutive data sets is used (Fig. 
8): 
 
Figure 8 - Sketch of the adopted mode tracking procedure. 
1) for each reference mode in the baseline list, compute the frequency and MAC variation 
with all the identified modes in data set k=1; 
2) then, for each reference mode keep the modes identified in data set 1 that induce a 
frequency variation lower than 10% and a MAC ratio higher than 0.8, and select and 
group the mode which is closer to the related reference mode. It should be mentioned 
that the proposed threshold values take into account the variation of the modal 
parameters due to environmental factors. Therefore, if the structure is subject to extreme 
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environmental effects during the monitoring period, such thresholds need to be 
increased;   
3) in order to scan the consecutives data set, k=k+1, repeat step 1 and 2 using the same 
reference modes in order to avoid error propagation due to any incorrect tracking.  
Of course, since it is necessary to use relatively high threshold values, the proposed 
procedure might fail in the presence of closely spaced modes, belonging to the same data 
set, which exhibit some degree of coupling between their mode shapes. For instance, modal 
splitting phenomena can generate such kind of problem and in general this is still an open 
issue in mode tracking processes [37].  
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PART 2 
 
CHALLENGES AND APPLICATIONS TO 
HISTORIC STRUCTURES 
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Summary: The current Chapter is principally focused on the application of the previous 
developed automatic modal identification algorithm, exploring its potentiality to handle the 
continuously recorded vibration responses. The performance of the proposed methodology 
is firstly exemplified on data continuously collected during one month by the dynamic 
monitoring system installed by Politecnico di Milano on the historic San Michele bridge, 
one of the most important monuments of XIX century iron heritage. Whereupon, the same 
procedure is applied on one year of data collected by the dynamic monitoring system. 
Within this framework, the main objectives can be synthesized in two points: 
1) validation of the developed automatic OMA procedure, comparing the results to those 
independently identified by a manual interpretation of stabilization diagrams produced 
by the Data-driven SSI technique, and finally to those obtained by using the Poly-MAX 
method instead of the SSI-Cov; 
2) comparison of the performance of two different automated modal identification 
algorithms for SHM purposes: the first one is based on the Covariance-based 
Stochastic Subspace Identification method, while the second one involves the 
Frequency Domain Decomposition technique. 
Furthermore, the final goal is to provide and discuss a possible methodology apt to 
handle the identified dynamic information for structural anomaly detection. Two strategies 
are followed: one based on frequency variation; the other one based on the variation of 
mode shape and its related modal complexity.  
  
Chapter 4 
Vibration-based Structural Health Monitoring of a 
Historic Iron-Arch Bridge 
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4.1. Introduction and Objectives of Dynamic Monitoring 
In Europe, a significant number of railway and roadway bridges consists of outstanding 
masonry or iron structures. Especially historic railway bridges are often architectonic 
masterpieces and innovative structures, solving problems of environmental impact with 
bold engineering solutions related to the requirements of the railways loads, so that the 
structural dimensions of piers and spans stem from the optimisation of the planned railway 
routes. In addition, these structures were the top of the technology, engineering and 
architecture of the time, showing a deep knowledge of materials and technological 
solutions no more in use. 
Along the time, since the construction days to date, many of these bridges have become 
critical nodes within the current transportation system. This criticism is mainly due to two 
unavoidable reasons: (a) progressive degradation of materials caused by the natural aging 
and/or lack of maintenance; (b) increasing of service loads due to the change of the type of 
traffic. Consequently, the reliability assessment as well as the Structural Health Monitoring 
(SHM) of such structures needs to be one of the priority actions by the manager of the 
infrastructure or the local administrative authority. 
In this context, ambient vibration-based monitoring can be considered as one of the 
most promising tools for SHM purposes. In fact, continuous dynamic monitoring systems 
do not interfere with the bridge normal use and, at the same time, provide useful 
information about the dynamic characteristics (i.e. natural frequencies, mode shapes and 
modal damping ratios) of the structure under operational conditions; the dynamic 
characteristics, in turn, might be used as features sensitive to structural condition. 
Since the first goal of dynamic monitoring is to continuously provide an image about 
the dynamic characteristics of the structure at different times, an important role is played by 
the development of automatic modal identification algorithm apt to efficiently handle the 
continuously recorded vibration responses. Several procedures in the literature are based on 
Stochastic Subspace Identification (SSI) techniques or frequency domain techniques. Once 
the evolution of such identified dynamic parameters have been tracked, it becomes 
necessary to select and check the ones that are more sensitive to damage. Here relies the 
basic idea behind vibration-based health assessment, that assumes that the irreversible 
changes in dynamic parameters are considered as an implication of damage. In the 
literature, several vibration-related features for damage identification are proposed like 
modal parameters or derived indices as flexibility matrix, modal curvature or modal strain 
energy [6, 18, 63, 67, 73, 97, 118-120, 154, 155]. 
However, in practical application concerning permanent dynamic monitoring, mainly 
natural frequencies variation are explored [123, 132, 141]. To such purpose, an extensive 
investigation about the operational and environmental factors which affect the frequency 
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variation is mandatory, in order to filter out the "normal" response to changes in 
environmental/operational conditions. Beside this, damage identification on structures 
under operational condition and without artificially induced damage remains still a 
challenging task: successes are limited to simulations, laboratory studies and controlled 
experiments in situ [63, 97, 119, 142, 155, 169]. 
Within this framework, the main objectives of the current chapter can be synthesized in 
three points: 
1) at first, checking the performance of the proposed methodology in Chapter 3. The 
proposed approach is exemplified on data continuously collected during one month by 
the dynamic monitoring system installed by Politecnico di Milano on the historic San 
Michele bridge, one of the most important monuments of XIX century iron heritage. 
The tracking of the identified natural frequencies during one month of continuous 
monitoring is presented and discussed. For validation purposes, the estimates of natural 
frequencies provided by the proposed procedure applied on the SSI-Cov are firstly 
compared to those independently identified by a manual interpretation of stabilization 
diagrams produced by the Data-driven SSI technique, and finally to those obtained by 
using the Poly-MAX method instead of the SSI-Cov; 
2) some challenges concerning the application of the automated modal identification 
algorithm and modal tracking procedure are discussed. In particular, the effects 
induced by different selections of input parameters are pointed out. A special attention 
is devoted to the modal splitting phenomenon, since there is a very little knowledge in 
the OMA framework; 
3) summarizing the main results obtained during the first year of dynamic monitoring, 
concerning the identified vertical mode shapes of the investigated structure. To such 
purpose, the first goal is to compare the performance of two different automated modal 
identification algorithms for SHM purposes: the first one is based on the Covariance-
based Stochastic Subspace Identification method, while the second one involves the 
Frequency Domain Decomposition technique. Differences in terms of modal 
identification and tracking are discussed. The second goal is to provide and discuss a 
possible methodology apt to handle the identified dynamic information for structural 
anomaly detection. For such purpose two strategies are followed: the first one is 
classically based on frequency variation which implies a special attention to correlation 
studies between environmental/operational factors and frequencies; conversely, the 
second one is based on the variation in time of mode shape and its related modal 
complexity, without using environmental factors information.   
It should be remarked, that such case study constitutes a quite unique reference in the 
literature concerning ambient vibration-based monitoring on centenary bridges. Other 
investigations performed on historic bridges are limited to ambient vibration tests [25, 38]. 
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4.2. Description of the Case Study 
4.2.1. Description of the bridge 
The San Michele bridge is an iron arch bridge that crosses the Adda river, linking the 
small towns of Paderno and Calusco d’Adda, about 50 km far from Milan. The bridge, was 
designed by the Swiss engineer Julius Röthlisberger (1851-1911), head of technical 
division of the Società Nazionale delle Officine di Savigliano, and opened to the traffic on 
1889, to complete one of the first Italian railway lines [133, 168]. The historic 
infrastructure, protected by the Italian Ministry of Cultural Heritage since 1980, is a symbol 
of the industrial archaeology heritage in Italy and shares its structural architecture with 
similar iron arch bridges built in Europe at the time, such as the Garabit viaduct in France 
(Eiffel and Boyer, 1884), the Maria Pia bridge (Eiffel and Seyrig, 1877) and the Luiz I 
bridge (Seyrig, 1885) in Porto [38]. The bridge is still used as a combined road and railway 
bridge.  
a) b) 
c) d) 
Figure 9 - a) San Michele Bridge; b) Luiz I bridge; c) Maria Pia bridge; d) Garabit viaduct. 
As shown in Fig. 9, the bridge is characterized by the main parabolic iron arch, the 
upper truss box metal girder and its supporting piers. The arch spans 150 m and rises 37.5 
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m. It is composed by two ribs that are canted inward with a planar distance of about 16 m at 
the basement and 5 m at the crown. The upper girder is 266 m long and it is supported by 
nine equally spaced bearings. Two bearings are placed over the abutments, three are placed 
on the top of three piers built on masonry basements and the remaining four bearings are 
placed on the top of four piers supported by the main arch. The piers, shaped like truncated 
pyramids, are built by 2 truss-box inclined posts, connected by horizontal and bracing 
elements; each inclined post is composed by 4 angular elements connected by transversal 
and diagonal members in the 4 main planes. The basement of the piers and the abutments 
are built in Moltrasio stone-block masonry and protected by Baveno granite coatings. The 
maintenance and inspection procedures were guaranteed by safety passages along the arch 
axis and by stairs in the piers, nowadays not fully practicable. All the iron members of the 
bridge have T or C shaped composite section and are formed by riveted flats and angles. 
The main girder consisting of two vertical trusses (6.25 m high and 5.0 m apart) support 
two decks: the upper one for alternate road traffic and pedestrian traffic, and the lower for a 
single rail line. The weight and speed of vehicles are limited: 180 kN/axis and 15 km/h for 
the trains, 35 kN and 20 km/h for the road vehicles.  
Figure 10 - View of San Michele bridge. 
About 2,600 tons of iron were used in the bridge construction; According to the international 
classification of Philadelphia (1876), the material of the bridge can be classified as 
"wrought iron". Tests carried out on few samples of the bridge members between 1955 and 
1972, revealed a ferritic structure of the material, which is stratified along the rolling plane 
and with frequent non-metallic inclusions; the yield strength generally ranges between 227 
and 287 MPa, with the tensile strength being often lower than 300 MPa and rather limited 
elongation. In addition, the state of preservation of the bridge is generally poor due to the 
lack of maintenance and severe damages induced by the corrosion are observed on a large 
number of structural members (Fig. 11).  
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Figure 11 - Examples of members damaged by the corrosion. 
The bridge underwent major modifications and repairs during its history in particular: 
(a) between 1953 and 1956, the structural damages occurred during the World War were 
repaired and the whole structure was re-painted; (b) in 1972, the roadway deck was 
replaced by a steel orthotropic deck; (c) in the early '90s, maintenance and repair of the 
truss-box girder (replacement of damaged members, stiffening of the girder, sand-blasting 
and painting of the structural elements) were carried out. Due to the historic importance of 
the bridge, almost all the original drawings are available in the State Archives, whereas the 
refurbishments are well documented in archives of the Italian Railway Authority. 
Furthermore, a comprehensive and valuable study of the bridge history and structural 
characteristics is reported in [133]. 
It should be add, that beyond the poor preservation, the bridge has not been saved from 
the progressive traffic increase, generally experienced by the infrastructures during the last 
decades. 
4.2.2. Main results of the Ambient Vibration Tests and description of the 
dynamic monitoring system 
Within a systematic surveillance program of the main infrastructures owned by the 
Province of Lecco and in order to better understand the dynamic response of the bridge in 
operational conditions, several ambient vibration tests (AVTs) were performed on the 
roadway deck between June and October 2009 [33, 76] and on the railway deck, in March 
2010 [33] by the VIBLAB of Politecnico di Milano.  
All Ambient Vibration Tests were carried using a 24-channel data acquisition system 
24-bit resolution, 102 dB dynamic range and antialiasing filters) and 18 piezoelectric 
accelerometers (WR 731A, 10 V/g sensitivity and ±0.50 g measuring range). Time series of 
2500 s, sampled at 200 Hz and containing the acceleration response induced by the road 
traffic only, were collected in each test and for each sensor layout. The well-known FDD 
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and SSI methods, implemented in the commercial software ARTeMIS [173], were used in 
the subsequent operational modal analysis.  
The first test performed on June 2009 (that represented the first experimental survey 
carried out on the global characteristics of the bridge since the original static proof tests 
1889-1892) was aimed at investigating the vertical dynamic characteristics of the bridge; 
the subsequent two tests were performed to check the possible variation over time of the 
previously identified resonant frequencies (September 2009) and to investigate the 
transverse dynamic characteristics (October 2009), respectively. The above experimental 
survey clearly highlighted that [76]: 
1) the vertical bending modes exhibit non-symmetric modal deflections on the upstream 
and downstream sides of the deck. Since drawings and documents available, 
concerning both the original design and the refurbishments, do not show any 
significant lack of symmetry between the two sides of the bridge, the observed non-
symmetric mode shapes, revealing a different stiffness of the downstream and 
upstream sides, are conceivably related with the different state of preservation of the 
structural elements on the two sides. The observation of the typical corrosion damages 
(Fig. 11), unevenly distributed on structural elements of the deck and the arch, 
strengthens and corroborates this conclusion. In addition, the mode shapes uneven was 
not detected in the dynamic assessment of similar bridges where regular maintenance 
has been carried out, such as the Luiz I bridge (1885) over the Douro river in Porto 
[38]; 
2) under service loads (road traffic), the natural frequencies of vertical bending modes 
exhibited slight variations, possibly depending on the excitation/response level [79].  
Although the tests performed in 2009 provided valuable information on natural 
frequencies and mode shapes of the roadway deck, no information on modal deflections of 
the railway deck were available. On the other hand, the railway deck turned out to be more 
suitable for installing the monitoring system since mounting, wiring and even inspecting 
the sensors and all other devices is relatively easy with the support of RFI technical staff. 
Hence, a new AVT was performed in March 2010 by using a large number of 
accelerometers on both roadway and railway deck [33]. The AVT of March 2010 was 
mainly aimed at: (a) better understanding the dynamic characteristics of the bridge and (b) 
evaluating if the assumed sensor set-up on the railway deck would be suitable in describing 
the modal behavior of the truss box girder. As in the previous test, slight variation of the 
natural frequencies as well as non-symmetric mode shapes on the upstream and 
downstream sides were observed. Furthermore, variation of few mode shapes between the 
two tests of June 2009 and March 2010 was also detected.  
The results of the previous tests motivated the installation of a permanent dynamic 
monitoring system on the bridge with SHM purposes. In agreement with the Italian 
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Railway Authority (RFI), it was decided to install the monitoring system on the railway 
deck. However, before installing the system, two further AVTs were performed in 
November 2010 [33, 34] and June 2011 [33, 34]. During those tests the response was 
continuously recorded at the points scheduled for permanent monitoring for 15 and 24 
hours, respectively. The tests were mainly aimed at: a) checking the possible variation of 
the bridge dynamic characteristics; b) evaluating some aspects useful in the future 
monitoring and especially related to the identification of the time-histories corresponding to 
train passages and the length of "train-free" time window to be extracted from each hour for 
the subsequent OMA; c) defining a baseline list of modes for monitoring (i.e. those modes 
that generally exhibited a significant occurrence over several hours of continuous 
recording); d) testing the robustness and reliability of some tools developed for data 
acquisition, storage, signal processing and automated OMA [33]. 
The permanent dynamic monitoring system was finally installed on the bridge in 
Autumn 2011 and is fully active since 28 November 2011 [33, 34]. The system is 
completely wired and consists of 21 MEMS accelerometers, seven data acquisition (DAQ) 
units, two thermocouples, two Ethernet switch devices and one industrial PC. Three 
accelerometers, two to measure the vertical accelerations on the downstream and upstream 
sides and one to measure the lateral acceleration, were mounted in 7 different cross-sections 
on the railway deck, corresponding to the bearings of the truss-box girder between the 
abutments (Fig. 13).  
The low-noise servo MEMS accelerometers (8330A3 from Kistler Co.) have measuring 
range of ±3.0 g, sensitivity of 1.2 V/g and are sensitive in the frequency range DC to 500 
Hz. The two temperature sensors are placed on the second and the fifth cross sections only, 
one per side in order to measure the air temperature nearby the structure. 
a)
 
b)
 
Figure 12 - a) mounted servo MEMS accelerometer; b) thermocouple. 
A distributed architecture is adopted and each instrumented cross-section is equipped 
with one NI 9234 data acquisition module, that serves three sensors, so that wiring from the 
sensors to the analog-to-digital converter is minimized. Since each DAQ allows the 
connection of four dynamic channels (Fig. 13), one channel slot per module remains 
available to add temperature sensors and other temporary sensors (if necessary). 
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Figure 13 - Layout of the dynamic monitoring systems. 
Two switch devices collect the Ethernet cables from each group of channels and the 
digitized data are transmitted to an industrial PC on site. A new binary file, containing 21 
acceleration time series (sampled at 200 Hz) and the temperature data, is created every 
hour, stored on the local PC and transmitted to Politecnico di Milano. These files are then 
processed by the software described in [33, 34]. Of course, an appropriate software is 
installed on the local PC for the management of the continuous acquisition, the data storage 
and transmission, and to check the fitness-for-purpose of the monitoring system. 
As previously pointed out, in order to perform the automatic processing of received data 
files, a series of tools was developed in the LabVIEW environment in a previous work [33]. 
The main features of the pre-processing tool are: 
1) creation of a database with the original data (in compact format) for later 
developments; 
2) preliminary pre-processing: de-trending, automatic recognition and extraction of the 
time series associated to the railway traffic, creation of 1 dataset per hour, having 
duration of 2400 s and not containing train passages. Dealing only with "train-free" 
time series is necessary since the response induced by the railway traffic do not comply 
with some basic hypothesis of OMA, such as white noise and stationarity; 
3) statistical analysis of data, including the evaluation of averaged acceleration amplitudes 
(RMS) and temperature trends; 
4) low-pass filtering and decimation of the each dataset containing the response to road 
traffic only and creation of a second database with essential data records; 
5) automatic identification of modal parameters, through FDD; 
6) visualizing the most significant results in a quick way by trends and graphs.  
More details on the signal processing and identification tool are given in [33].  
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4.3. Tuning and Validation of the Automated OMA Procedure 
based on the SSI-Cov 
As previously pointed out, the procedure outlined in Chapter 3 has been applied to the 
data recorded on the San Michele bridge between 27 February and 1 April 2012 for 
validation purposes. All the data sets were previously pre-processed through de-trending, 
automatic extraction of the time series collected during trains passages, filtering and 
decimation. The modal identification is finally performed on measured ambient vibration 
time-series having a constant time length of 2400 s, sampled at 200 Hz [33, 34].  
Following the tuning recommendations highlighted in Chapter 3, the effects produced 
by the different choices of the input parameters for the SSI-Cov application are firstly 
discussed. Once the optimal input parameters are selected, the tracking of the identified 
natural frequencies during one month of continuous monitoring is presented. The estimates 
obtained by the proposed procedure are then compared to those obtained by a manual 
interpretation of stabilization diagrams derived by the Data-driven SSI technique in order to 
validate the whole automatic procedure. Finally, a further comparison is presented with the 
results produced by applying same the automated procedure on the Poly-MAX method in 
order to further check the quality of the SSI-Cov identification performance using the 
previous selected input parameters. 
4.3.1. Tuning the input parameters of the SSI-Cov method 
The minimum model order, nmin, must be chosen around two times the number of 
expected modes. Considering the results obtained from previous ambient vibration tests on 
the bridge [33, 34], some initial manual analysis through the SSI-Cov method and the mode 
indication function plot obtained applying the FDD method on the current data, a minimum 
value of 30 was assumed.  
In order to define nmax, a first manual tuning on some data sets was performed using 
different maximum model orders (80-140) for different values of i (20-200). Each analysis 
highlighted common identification problems. As shown in the stabilization diagram 
visualized in Fig. 14a (computed with nmax equal to 120, i equal to 100 and considering all 
channels as references) the first fundamental mode at 2.5 Hz and other further modes 
present in the frequency band between 6-10 Hz are often not identified, since they are 
weakly excited. Furthermore, at high frequencies (>16 Hz), several group of stable poles 
exhibit a poor quality of mode shapes. 
Therefore, a good solution is to filter the data again through a zero-phase low pass filter 
with a cut-off frequency of 16 Hz. Figure 14b exemplifies the benefit of filtering: the 
identification of the first mode is improved as well the identification in the frequency band 
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of 6-10 Hz. In addition, the most meaningful modes achieve their stability at a lower model 
order. A simple visual inspection points out that a order equal to 90 is sufficient. Figure 14c 
and 14d show the identification process performed with the previous fixed model order 
range (30-90) and illustrate respectively the step of noise mode elimination and grouping of 
structural mode described in paragraphs 3.3.1-3.3.2 It should be mentioned that the 
presented stabilization diagrams are overlaid on the first singular values of the cross-
spectral matrix [27], in order to facilitate their interpretation. 
a)  b) 
 
c) d) 
 
Figure 14 - Stabilization diagrams: a) without filtering; b) with filtering; c) noise-mode 
elimination; d) mode clustering. 
Once fixed the model range, the time-lag i to construct the Toeplitz Matrix need to be 
defined. In order to understand how this parameter can affect the quality of the results, the 
effects induced by the different choices of i (between 20-200) on several data sets collected 
during the first day of the period under analysis are highlighted. A minimum value of 20 is 
chosen by adopting equation (100). One of the most widely recognized effects connected to 
the choice of i are perceived in terms of numerical variation of frequency and damping and 
a possible achievement of their convergence after a certain value of i [121, 148, 150]. An 
example of such behaviour is illustrated in Figure 15a, referring to the frequency of the first 
mode at two different hours. For both hours, the frequency of the first mode converges after 
i equal to 40, conversely, the damping seems to stabilize after 80-100.  
On the other hand, generalizing those results can lead to wrong conclusions; in fact, the 
fourth mode (Fig. 15b) shows a stable frequency until a time-lag of 140, and subsequently a 
gap appears due to the splitting phenomenon making more difficult an adequate selection of 
i. 
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(a)
 
(b)
 
Figure 15 - Modal properties variation (data sets 27/02/2012, 07:30 and 13:30): a) mode 1; b) 
mode 4. 
The appearance of "modal splitting" phenomenon [150] constitutes a further common 
problem due to an higher selection of i. The modes in the stabilization diagram might split 
and this is true for both spurious and physical modes. Figure 16 clearly highlights this 
phenomenon.  
Figure 16 - Modal splitting phenomenon of the vertical bending mode around 5.20 Hz. 
Figure 17 - Modal splitting phenomenon of the vertical bending mode around 11.85 Hz. 
The modes around 5.2 Hz and 11.85 Hz, for high values of i (>100), tend to split and 
are identified by two different alignments of stable poles (red markers), leading to slight 
●
f  [Hz] 5.208
ξ [%] 0.728
MCF 0.003
●
f  [Hz] 5.174 5.251
ξ [%] 0.824 0.443
MCF 0.008 0.094
0.994 X X
0.972 X X
0.974 X X
i
 =100
i
 =200
MAC
●
f  [Hz] 5.215
ξ [%] 0.403
MCF 0.080
●
f  [Hz] 5.153 5.222
ξ [%] 0.207 0.127
MCF 0.072 0.069
0.991 X X
0.999 X X
0.987 X X
i
 =100
i
 =200
MAC
●
f  [Hz] 11.891
ξ [%] 0.465
MCF 0.104
●
f  [Hz] 11.832 11.935
ξ [%] 0.511 0.269
MCF 0.235 0.440
0.976 X X
0.922 X X
0.910 X X
i
 =100
i
 =200
MAC
●
f  [Hz] 11.788
ξ [%] 0.677
MCF 0.307
●
f  [Hz] 11.809 11.882
ξ [%] 0.512 0.244
MCF 0.374 0.371
0.986 X X
0.917 X X
0.937 X X
MAC
i
 =100
i
 =200
  
102 
 
frequency shifts. In detail, the splitting associated for the identified modes at 5.2 and 11.85 
Hz are characterized by a different behaviour. The mode identified around 5.2 Hz, using 
i=100, appears between two peaks in the frequency domain which exhibit a high degree of 
modal coupling. This is observable if none of the two peaks in the frequency domain has a 
dominant amplitude. Conversely, a pole stability associated to a single frequency peak can 
be achieved, still using i=100, if one of the peaks shows a higher energy content. In any 
case, increasing the time-lag i (200), the poles alignments coincide with both frequency 
peaks (Fig. 16). Beyond the origin of the splitting appearance, the frequency and mode 
shape estimation for the mode at 5.2 Hz, performed with i=100, appears physically 
reasonable since it is driven by the identification of the frequency line which represents the 
spectral bell with the dominant energy content. On the other hand, since the damping ratio 
is strongly related to the spectral bell curve and its energy content, the splitting 
phenomenon highly affects its estimation. 
As mentioned before, the modal splitting related to the identified mode around 11.85 Hz 
exhibits a different and unclear behaviour, as observable in Figure 17. The degree of modal 
coupling between the splitted modes, for i equal to 200, is slightly lower as the one 
observed during the splitting of mode 5.2 Hz. Furthermore, it appears hard to define a 
physical reason that drives the identification using higher values of i, leading to the splitting 
phenomenon. In this case, in order to assess the more suitable value of i for SHM purposes, 
a different approach is suggested. The tracked frequency time evolution during one day of 
monitoring, for the modes identified around 11.85 Hz using different time-lags i (100-200), 
are compared to the temperature evolution (Fig. 18a-b). This approach is justified since 
several damage identification strategies, based on frequency variation, require the 
development of black-box models necessary to filter out the environmental effects that 
could mask frequency variations due to damage [35, 123, 132, 142, 152]. 
 (a) 
 
(b) 
 
Figure 18 - (a) correlation (Cp) between temperature and frequencies identified using i=100; 
(b) correlation (Cp) between temperature and splitted frequencies identified using i=200. 
It appears clear that one of the splitted modes identified using i=200 (Fig. 18b - orange 
markers) seems to have a randomly and poor appearance. Conversely, the first splitted 
mode (green markers) and the modes identified using i=100 (Fig. 18a - blue markers) share 
a similar behaviour and time evolution, even if slight differences in terms of frequencies are 
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observable. In any case, the Pearson correlation index Cp between the frequency and 
temperature variation, for both modes, is quite similar.  
Summarizing all the above observations, for the current application, the best time-lag 
values seem to be between 80-100. It is shown that the identification results obtained using 
low values of i, even for the modes affected by the splitting phenomenon, exhibit an 
adequate physical meaning ensuring the best performance for the mode tracking procedure 
and therefore for subsequent damage detection purposes. 
It should be noted that further splitting phenomenon appears even for other modes if an 
higher value of MCF is adopted during the spurious pole elimination step. 
4.3.2. Validation of the proposed method and discussion of the results 
As outlined in paragraph 3.4, the first step is to define a starting baseline list of modal 
parameters. To such purpose, the modes with an identification ratio lower than 0.5 during 
the first day are discarded, because are considered not representative for damage detection 
purposes. 
Figure 19 presents the identified vertical mode shapes which constitute the baseline list 
for the SSI-Cov procedure. It should be noticed that the numbering of modes in Figure 19 
has been arranged in order to include also the modes identified by using the Data-driven 
SSI and Poly-MAX methods. Figure 19 highlights that modes 1-7 and 9 are clearly bending 
modes, whereas mode 10 is characterized by torsion behaviour. It is worth mentioning that 
mode 8 (identified using the SSI-Data method, as shown in Table 3) was discarded from the 
baseline list due to the high uncertainty of its identification. 
The following observations can be drawn out: 
a) modes 1, 3, 5-7 confirm the different state of preservation of the structural iron 
members on the downstream and upstream sides due to the non-symmetric feature with 
respect to the vertical plane containing the longitudinal axis of the bridge [33, 76]; 
b) modes 5, 6 and 10 were difficult to identify in the previous analysis [33] exhibiting 
generally a poor occurrence. Conversely, the SSI-Cov method performs quite well the 
identification; 
c) the modes at higher frequency, 7, 9 and 10, are characterized by higher complexity 
factor (MCF) between 0.2-0.4, even confirmed by the polar plot. This may be related to 
their ill-excitation and also to the difficulty of identification, especially for mode 9 
characterized by the splitting phenomenon as seen in the previous section. Moreover, 
the presence of noise in that higher frequency band, a hysteretic damping behaviour 
and the interaction of the dynamic behaviour of the extreme slender piers with the 
upper truss box metal girder should be taken into consideration. 
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Figure 19 - Modal baseline list identified from vertical acceleration measurements with the SSI-Cov 
procedure (27/02/2012, 01:30); blue and black line denote respectively upstream and downstream 
sides. 
Table 2: Input parameters for the automatic modal identification and tracking procedure. 
SSI-Cov 
algorithm 
Poly-MAX 
Algorithm 
noise mode elimination 
and clustering 
mode tracking 
i=80 ip=2048 ξmax=10% δf=10% 
nmin=30 pmin=1 MCFmax=0.40 MACmin=0.80 
nmax=90 pmax=30 dmax=0.02/0.03 - 
Once defined the baseline list, the identification and tracking procedure was performed 
adopting the input parameters summarized in Table 2. Most of the parameters were already 
discussed previously. Regarding the Poly-MAX algorithm, the method models the half-
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spectra matrix (computed by the Fourier Transform of the correlation function with ip time-
lags) using a right matrix-fraction model described in the z-domain. The identification 
process requires the selection of a range of polynomial orders (pmin-pmax) involving the 
construction of stabilization diagrams. In contrast to the SSI method, in the present 
application the selection of the input parameters (ip, pmin-pmax) was more immediate. The 
polynomial orders are easily selected by visually inspecting few stabilization diagrams and, 
moreover, no additional filtering process is necessary since the method permits to establish 
the frequency interval in which to fit the model. Furthermore, although different choices of 
the time-lag ip (i.e. 512, 1024, 2048 or 4096) lead to different spectral resolution, no 
significant differences in terms of frequency and mode shape estimation was noticed for the 
current application. Of course, the damping estimation is more affected but no convergence 
trend was observed. Finally, a time-lag equal to 2048 points was selected. Therefore, the 
higher stability of the Poly-MAX method was exploited in order to validate the SSI-Cov 
application which appears more sensitive to the selection of the input parameters.  
The results of the automated identification and tracking of the natural frequencies, 
based on the SSI-Cov method, are shown in Figure 20.  
 
Figure 20 - Identified natural frequencies from vertical acceleration measurements using the SSI-
Cov application (27/02/2012-01/04/2012). 
A first inspection reveals a very good and robust performance of the automated 
procedure. All the expected modes, including also the ill-excited and higher complex 
modes, are clearly identified exhibiting a fairly good identification rate, as also shown in 
Table 3. It should be noted that between 18 to 31 March 2012 some data files are missing, 
due to issues related to the powering of the monitoring system. 
A more detailed inspection points out a slightly cyclic variation of the time evolution of 
the tracked natural frequencies, suggesting a clear dependence on environmental and on 
operational conditions. This is also well observable in Figure 21, that represents a top view 
of the first singular values of the cross-spectral matrix [27] calculated for each data set with 
a frequency resolution of  0.0195 Hz and with a time-segment overlapping of 50 %. The 
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hotter colors represent the frequencies with a higher energy content visualizing then the 
time evolution of the more excited natural frequencies. The comparison of these horizontal 
alignments with the natural frequencies identified by the SSI-Cov based procedure (Fig. 20) 
shows an excellent agreement. 
Table 3: Comparison of the statistical results between the manual analysis performed with SSI-
Data/ARTeMIS, the automated modal identification procedure with SSI-Cov and Poly-MAX 
method. 
 
manual analysis 
(SSI-Data/ARTeMIS) 
automatic analysis 
(Poly-MAX) 
automatic analysis 
(SSI-Cov) 
mode 
n° 
mean st.dev 
id. rate 
[%] 
Mean st.dev 
id. rate 
[%] 
mean st.dev 
id. rate 
[%] 
1 2.531 0.020 70.68 2.536 0.018 99.45 2.536 0.019 98.89 
2 3.414 0.009 99.72 3.415 0.008 99.72 3.415 0.008 99.86 
3 4.521 0.012 97.37 4.512 0.009 99.86 4.513 0.009 99.72 
4 5.210 0.008 99.86 5.214 0.009 100.00 5.213 0.008 100.00 
5 - - - - - - 7.410 0.016 98.34 
6 - - - 8.669 0.017 82.85 8.673 0.018 92.25 
7 10.737 0.016 96.40 10.738 0.016 100.00 10.733 0.015 100.00 
8 11.020 0.022 89.21 - - - - - - 
9 11.861 0.022 94.05 11.868 0.021 97.51 11.857 0.034 91.70 
10 - - - - - - 12.518 0.027 52.56 
Further observations of the energy content plot (Fig. 21) can be outlined: 
a) the mode at 2.5 Hz confirms its ill-excitation, justifying the adopted filtering process in 
order to improve the identification of the SSI-Cov method;  
b) the mode at 11.85 Hz continuously exhibits the splitting phenomenon in the frequency 
domain. Conversely, the mode at 5.2 Hz seems to split only in certain periods of the 
day (night and morning hours);  
c) the mode at 7.4 Hz shows a discontinuous excitation that seems to be higher during the 
early morning hours; 
d) finally, it should be mentioned that further two modes at 11 Hz and 12 Hz, clearly 
observable in Figure 21, were not taken into account for the baseline list since their 
complexity factor usually exceeds the prefixed threshold at 0.40. Besides, the mode at 
12 Hz exhibits an unclear mode shape and the previous mode at 11 Hz is also 
characterized by the splitting phenomenon leading to identification and tracking 
difficulties even adopting low values of time-lags i.  
  
107 
 
 
Figure 21 - First singular value plot of the signals frequency content over time (27/02/2012-
01/04/2012). 
For further validation purposes, the estimates obtained by the proposed procedure are 
compared to those independently obtained by a manual interpretation of 723 stabilization 
diagrams produced by the Data-driven SSI technique available in the commercial software 
ARTeMIS [173]. This is a quite unique set of results that permit a true evaluation of the 
automated algorithm. In order to better identify weakly excited modes, the maximum state 
space order for the SSI-Data application was 160.  
It should be mentioned that for the manual analysis the data sets were not filtered as 
described previously. In fact, as reported in Table 3, the identification rate for the first 
mode is lower than the one of the automatic procedure. Furthermore, the modes at 7.4 Hz, 
8.6 Hz and 12.5 Hz were hard to identify. Conversely, the SSI-Cov method provided fairly 
good identification results. Only mode 10 has a poorer appearance because in general it is 
weakly excited (Fig. 20). Standard deviation and mean values of the common structural 
modes of both procedures are almost similar, just the mode at 11.8 Hz exhibits a slightly 
scattered distribution. This is not surprising, since the manual identification of the same 
mode was not so straightforward. In addition, it should not be excluded that few splitted 
modes at 11.8 Hz may have been identified affecting the mode tracking, despite the low 
value of i.  
Additionally, the Poly-MAX method was adopted in order to further check the quality 
of the SSI-Cov performance using the previous selected input parameters. The common 
identified mode shapes, as said for the SSI-Data application, share quite similar standard 
deviations, mean values and identification rates. Only the identification of mode 6 is less 
successful with Poly-MAX. Conversely, the standard deviation of mode 9 matches quite 
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well the one obtained by the manual analysis. This can be explained since the Poly-MAX 
method generally did not present the splitting phenomena for the current application.    
Considering the above observations, it can be concluded that the proposed methodology 
seems highly promising for application in continuous dynamic monitoring systems, as will 
be shown in the subsequent paragraph.   
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4.4. One-year of Dynamic Monitoring Results: Comparison 
between two Automated OMA Procedures (SSI-Cov and 
FDD) 
Once the proposed methodology has been validated, 13 months (1/12/2011-31/12/2012) 
of continuously recorded vertical accelerations were processed. The main target is to 
propose, discuss and provide some recommendations for a possible strategy to manage the 
identified modal parameters for Structural Health Monitoring purposes. Concurrently, the 
obtained results were compared with the ones provided by the application of a concurrent 
automated OMA procedure, based on the FDD method [36].  
Before describing the results, a brief introduction should be done regarding the FDD 
based procedure. As mentioned in Chapter 2, the FDD is a well-known non-parametric 
technique for OMA, based on the estimation of the spectral matrix G(f) and subsequent 
Singular Value Decomposition (SVD) of G(f) at each frequency line. If one vibration mode 
is dominant at a certain frequency line just one significant non-zero singular value will 
appear. Therefore, the local maxima of the first singular values plot provides the resonant 
frequencies whereas the mode shapes are estimated from the associated singular vectors. 
The automated FDD approach adopted in the current work is described with more details in 
[33]. Basically, such procedure joins together the modal identification and tracking process. 
To better clarify, a prior reference SV function needs to be fixed, together with the matrix 
of the corresponding singular vectors. Once the SV functions local maxima and the 
associated reference mode shapes are defined, comparison in terms of MAC coefficient are 
performed between the reference mode shape and the ongoing singular vectors. Therefore, 
if a pre-defined number (N) of such singular vectors provide a MAC value higher than a 
pre-fixed threshold value a modal domain is identified. For each identified modal domain 
the natural frequency and the mode shape are estimated. In such procedure the frequency 
resolution, that affects the computation of G(f) and the decision making concerning  the 
number N, is one of the most binding parameter. On the other hand, concerning the SSI-
Cov based procedure, setting the proper input parameters (like the model orders and the 
time lag to compute the correlation matrix) deserves a carefully preliminary manual 
analysis [37]. 
For the comparison study between the two procedures, two different modal tracking 
strategies were followed: a) for the FDD based procedure the chosen reference mode shapes 
(Fig. 22) were kept constant during all the tracking process; b) conversely, for the SSI-Cov 
approach the reference mode shapes (Fig. 22) were updated every 4 month (December-
April-August). The latter strategy is mainly justified since the one of the FDD based 
procedure exhibits a loose of modal tracking associated to mode 5 and mode 6 (Fig. 22), 
during the spring-summer period (Table 4). Such tracking failure is completely tied to a 
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slight change in time of the corresponding mode shapes, as better described later. 
Therefore, since classical vibration-based damage detection is usually based on frequency 
variation (that involves extensive correlation study between frequency and environmental 
and/or operational factors), it could appear obvious that as many frequencies are tracked as 
better frequency prediction models may be fitted. Furthermore for such purpose, frequency 
resolution − which characterizes the FDD algorithm − might pollute any correlation study 
with environmental parameters. Within this context, the results provided by both 
procedures will be compared. It should be remarked that for both strategies the pre-fixed 
minimum MAC value was 0.65.   
The chosen reference vertical mode shapes (Fig. 22) are slightly different than those 
described in the previous section. Only the vibration modes which are commonly identified 
by both procedures were considered. In order to select the most proper ones, the first 
identified modes of the first day of monitoring were investigated. The ones which exhibit 
the lowest modal complexity were selected as reference mode shapes.  
 
Figure 22 - Vertical bending modes (28/11/2011): blue and black line denote the upstream and 
downstream side. 
 Figure 23 and Table 4 summarize both identification and tracking results. In order to 
compute the statistical properties, the data associated to the "frost" period were omitted. It 
is evident, that no significant differences appear for the first 4 modes, conversely for the 
higher modes lower tracking rates are obtained for the FDD based procedure. Moreover, 
both procedures highlight quite well the structural anomaly exhibited by all the modes 
associated to the "frost" period (February and December 2012): as temperatures become 
lower than 0, frequencies tend to increase with a higher incremental ratio.  Such phenomena 
is well-known in the literature. The presence of ice on the structure usually tends to 
increase the stiffness, producing so higher frequencies. It should be remarked, that for such 
environmental condition the variation of frequencies are quite difficult to model and to 
predict. Therefore, for damage assessment purposes, it can be considered licit neglecting 
the identified modal parameters associated to the "frost" period, since they may mask 
possible frequency variation that reflects structural anomalies related to damage. 
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Figure 23 - Identified vertical bending modes using: a) SSI-Cov method; b) FDD technique 
(01/12/2011-31/12/2012). 
Table 4: Statistical results of the tracked vertical bending modes with the FDD and SSI-Cov 
technique. 
mode fmean [Hz] 
σf 
[Hz] 
fmin 
[Hz] 
fmax 
[Hz] 
Tracking 
rate [%] 
1 SSI FDD 
2.436 
2.451 
2.539 
2.545 
2.610 
2.607 
0.023 
0.022 
99.1 
99.0 
2 SSI FDD 
3.377 
3.379 
3.415 
3.418 
3.444 
3.447 
0.008 
0.009 
99.8 
99.8 
3 SSI FDD 
4.375 
4.375 
4.508 
4.511 
4.543 
4.551 
0.019 
0.020 
99.8 
99.7 
4 SSI FDD 
5.163 
5.146 
5.211 
5.217 
5.241 
5.264 
0.012 
0.018 
99.8 
99.6 
5 SSI FDD 
10.614 
10.664 
10.731 
10.745 
10.798 
10.811 
0.025 
0.020 
97.9 
75.6 
6 SSI FDD 
11.716 
11.719 
11.866 
11.891 
11.972 
11.982 
0.036 
0.037 
89.2 
67.5 
Before exploring the variation of each mode in detail, few monitoring system failures 
can be observed in Figure 23a-b. It is believed, that such system failure can be originated 
by the particular sensitivity of some DAQ devices to electromagnetic interference present 
in the site. However, it should be remarked that temporary out of orders or system failures 
constitute a quite common problem in permanent dynamic monitoring systems, also 
reported in other papers [131]. Therefore, constant maintenance activities are mandatory in 
order to ensure a well-operating system.   
As mentioned before, temperature measurements and traffic intensity in terms of RMS 
are hourly recorded. Figure 24a-b shows two common daily thermal trends, one during 
Winter (January 2012) and the other one during Summer (August 2012). Obviously, the 
first difference is detectable in terms of temperatures, but the most significant difference 
lies in the thermal peak appearance: during the Winter, the highest daily temperature is 
generally recorded between 12:00-14:00. After such hours, temperature tends to rapidly 
decrease. Conversely, during the Summer period the highest temperature is also achieved 
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during the above mentioned range of hours, but the temperature tends to remain quite 
constant for few hours since 16:00-17:00 and decreases subsequently.  Figure 25 highlights 
two typical trends of vertical acceleration intensity in terms of RMS: the continuous line 
represents a common trend associated to working days during a week, conversely the 
dashed line is associated to non-working days. The main difference consists in the peak 
appearance: for the first case, the highest accelerations appear generally during two range 
of hours, 7:00-8:00 and 17:00-18:00. Furthermore, as highlighted in Figure 25, the 
amplitude of acceleration remains quite high between 7:00 and 18:00. On the other hand, 
the acceleration peak for the non-working days are generally shifted some hours forward: as 
we can see in Figure 25, the traffic stepwise increases between 12:00 and 18:00, 
subsequently it rapidly decreases.   
a) 
 
b) 
 
Figure 24 - Daily thermal trend: a) winter; b) summer. 
Figure 25 - Trend of vertical acceleration intensity (RMS): working days (solid line) and non-
working days (dashed line). 
A closer inspection to Figure 23a-b reveals cyclic evolutions of the frequencies, over 
short and long periods. Such oscillations are intimately tied to temperature variation and to 
different levels of excitation during the day. Below, a series of correlation diagrams 
between frequencies, temperatures and acceleration amplitude are shown, in order detect 
for each mode the main source which cause the variation. Such diagrams are plotted for 
both results obtained by the SSI-Cov and FDD based procedure. 
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a) b) 
 
 
Figure 26 - Mode 1: a) frequency vs. temperature; b) frequency vs. vertical acceleration (RMS).   
a) b) 
 
 
Figure 27 - Mode 2: a) frequency vs. temperature; b) frequency vs. vertical acceleration (RMS).   
a) b) 
 
 
Figure 28 - Mode 3: a) frequency vs. temperature; b) frequency vs. vertical acceleration (RMS). 
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a) b) 
 
 
Figure 29 - Mode 4: a) frequency vs. temperature; b) frequency vs. vertical acceleration (RMS).  
a) b) 
 
 
Figure 30 - Mode 5: a) frequency vs. temperature; b) frequency vs. vertical acceleration (RMS).  
a) b) 
 
 
Figure 31 - Mode 6: a) frequency vs. temperature; b) frequency vs. vertical acceleration (RMS). 
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 Generally, the frequencies of modes 1 and 2 tend to increase as temperatures increases. 
However, in detail they have a slight different behavior. As shown in Figure 26, mode 1 
exhibits a significant dependence on thermal variation for temperatures higher than 17°C, 
conversely, for temperatures lower than 17°C the correlation with temperature tends to 
become less evident. On the other hand, mode 2 shows the opposite trend (Fig. 27): for the 
thermal range between 0-17°C, the frequencies tend to increase much more as temperature 
increases than for temperature higher than 17°C.  
The frequencies associated to all the other modes highlight an opposite trend: they tend 
to decrease as temperature increases. For all the modes, such decreasing becomes more 
evident for temperatures higher than 17°C (Fig, 28-31).   
Concerning the effect induced by the different excitation level, it clearly appears that all 
the modes exhibit the same phenomenon: as the acceleration amplitude tends to increase 
frequencies tend to slightly decrease. Of course, mode 1 and 2 show a higher sensitivity to 
the variation of the excitation level. The other modes seem to suffer the traffic-induced 
effects only if the acceleration amplitude achieves its daily peak.   
Therefore, considering the variation of the frequencies during the whole year, it can be 
said that temperature variation is the source that drives more significantly the dynamic 
behaviour of the structure, especially for temperatures higher than 17°C. Of course, the 
traffic induced effects need to be taken into account as well, especially for the first two 
modes, leading to a simultaneous effect by both sources.   
Comparing the FDD and SSI-Cov based results, it can be observed that both procedures 
lead to equivalent conclusions concerning the investigation of frequency variation, even if 
the FDD results are bonded by frequency resolution.  
 A special mention is deserved to mode 4. It can be seen in Figure 29, also in Table 4, 
that the results obtained by the FDD procedure appear more scattered than those obtained 
by the SSI-Cov method, leading to a higher standard deviation. As described previously, 
the mode identified around 5.2 Hz is characterized by the modal splitting phenomenon. The 
two adopted procedures face the problem for such mode in two different ways. The FDD 
based procedure was implemented in order to identify the most dominant frequency peak 
between the two peaks that generally appear around that mode of vibration. Conversely, the 
SSI-Cov method does not permit to drive the identification in the above described way. It 
was observed that using a value of i (time-lag to construct the correlation matrix) equal to 
80, two scenarios may appear: in the first one the identified mode appears between two 
frequency peaks; this is observable if none of the two frequency peaks has a dominant 
amplitude; in the second one, the identified mode lies closer the frequency peak that shows 
a higher energy content. Therefore, the band of frequency into which the identified mode 
may appear is slightly narrower for the SSI-Cov method than for the FDD method.  
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4.5. SHM based on Modal Parameters Variation 
4.5.1.  Structural anomaly detection by frequency prediction models 
As mentioned in the previous sections, the classical approach for damage detection 
based on vibration measurements consists in identifying any irreversible frequency 
variation that is not dependent on environmental and operational factors. A possible 
solution is to train and build frequency prediction models (for each mode of vibration) and 
use the residual error, computed as the difference between the identified and the predicted 
frequency, as an index to detect any structural anomaly: increasing of the prediction error 
implies a change of the dynamic behaviour of the structure compared to a previous period 
with same environmental and operational conditions.  
For such purpose, it is essential choosing a "training" period which cover all the 
possible thermal and operational conditions. Therefore, the first 9 months (December 2011-
August 2012) were selected as "training" period (P1).  Conversely, the data associated to 
the remaining months (P2) were used for structural anomaly detection.  
Since temperature and acceleration simultaneously act on the structure (producing a 
combined effect on its dynamic), a bivariate prediction model for each vertical mode was 
built (108) (Figg. 32-37): 
iiiiiii ttataf εβββββ +++++= 22,01,11,00,10,0  (108) 
The predictors a and t correspond to the acceleration amplitude (expressed in RMS) and 
temperature, respectively; β are the model coefficients and ε is the prediction error. As seen 
in (108), t is a second order variable that captures the non-linear trend of the frequency 
variation due to the opposite thermal condition during winter and summer. For instance, it 
was shown before how the frequencies of modes 1 and 2 exhibit a different behaviour if 
temperatures are higher or lower than 17°C. Conversely, the frequencies associated to the 
other modes exhibit all a significant decreasing as temperature increases, especially if 
higher than 17°C. On the other hand, the excitation level seems to produce the same effect: 
a higher acceleration amplitude produces a slight frequency decreasing. Therefore, the 
predictor a can be expressed as a first-order parameter. The cross-term in equation (108) is 
justified because during few days, like the non-working days, the maximum values of 
acceleration coincides with the maximum value of temperature (especially during the 
summer period - Figg. 24-25).  
Below, Figures 32-37 better illustrate the results obtained by applying the bivariate 
prediction model. For the sake of synthesis, only the plots provided by the SSI-Cov results 
are illustrated. Further information concerning the FDD results are provided in Table 6.   
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a) b) 
 
 
c) d) 
 
 
Figure 32 - Bivariate model for mode 1 (SSI-Cov): a) response surface; b) simulated and 
identified frequencies; c) autocorrelation function; d) model prediction error.  
a) b) 
 
 
c) d) 
 
 
Figure 33 - Bivariate model for mode 2 (SSI-Cov): a) response surface; b) simulated and 
identified frequencies; c) autocorrelation function; d) model prediction error.  
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a) b) 
 
 
c) d) 
 
 
Figure 34 - Bivariate model for mode 3 (SSI-Cov): a) response surface; b) simulated and 
identified frequencies; c) autocorrelation function; d) model prediction error.  
a) b) 
 
 
c) d) 
 
 
Figure 35 - Bivariate model for mode 4 (SSI-Cov): a) response surface; b) simulated and 
identified frequencies; c) autocorrelation function; d) model prediction error.  
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a) b) 
 
 
c) d) 
 
 
Figure 36 - Bivariate model for mode 5 (SSI-Cov): a) response surface; b) simulated and 
identified frequencies; c) autocorrelation function; d) model prediction error.  
a) b) 
 
 
c) d) 
 
 
Figure 37 - Bivariate model for mode 6 (SSI-Cov): a) response surface; b) simulated and 
identified frequencies; c) autocorrelation function; d) model prediction error.  
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As mentioned, Tables 5-6 report the Person correlation indices between frequencies, 
acceleration (ρFA) and temperatures (ρFT) in order to better quantify each dependence, for 
the SSI-Cov and FDD results, respectively. Furthermore, the main results concerning the 
application of the bivariate prediction model are highlighted. Standard deviation σ, 
coefficient of determination R2 and mean error expressed in percentage for each period (P1 
and P2) are reported.   
Table 5: Correlation and goodness of fit indices for frequency prediction models based on SSI-Cov 
results. 
mode ρFT ρFA σ R2 Error [%] 
1 P1 P2 
0.609 
0.480 
-0.287 
-0.475 
0.0129 
0.0153 
0.627 
0.536 
0.40 
0.52 
2 P1 P2 
0.476 
0.478 
-0.290 
-0.401 
0.0061 
0.0063 
0.459 
0.476 
0.14 
0.14 
3 P1 P2 
-0.843 
-0.848 
-0.234 
-0.140 
0.0096 
0.0056 
0.779 
0.732 
0.14 
0.11 
4 P1 P2 
-0.757 
-0.517 
-0.366 
-0.217 
0.0064 
0.0063 
0.724 
0.445 
0.10 
0.10 
5 P1 P2 
-0.895 
-0.816 
-0.435 
-0.481 
0.0090 
0.0073 
0.884 
0.793 
0.06 
0.06 
6 P1 P2 
-0.583 
-0.589 
-0.418 
-0.414 
0.0269 
0.0233 
0.439 
0.415 
0.18 
0.18 
Table 6: Correlation and goodness of fit indices for frequency prediction models based on FDD 
results. 
mode ρFT ρFA σ R2 Error [%] 
1 P1 P2 
0.587 
0.480 
-0.289 
-0.435 
0.0125 
0.0171 
0.586 
0.459 
0.37 
0.64 
2 P1 P2 
0.430 
0.424 
-0.325 
-0.440 
0.0064 
0.0066 
0.435 
0.461 
0.15 
0.15 
3 P1 P2 
-0.819 
-0.768 
-0.227 
-0.157 
0.0112 
0.0074 
0.732 
0.608 
0.17 
0.14 
4 P1 P2 
-0.582 
-0.270 
-0.304 
-0.101 
0.0136 
0.0158 
0.425 
0.127 
0.18 
0.20 
5 P1 P2 
-0.834 
-0.669 
-0.325 
-0.393 
0.0095 
0.0111 
0.427 
0.558 
0.13 
0.10 
6 P1 P2 
-0.472 
-0.530 
-0.299 
-0.294 
0.0328 
0.0239 
0.328 
0.318 
0.21 
0.21 
The metric tools used to assess the goodness of fit of the bivariate prediction model for 
each mode of vibration are:  
a) the Pearson correlation index which provide a first qualitative information concerning 
the relationship between the frequencies and the predictors constituted by temperature 
and acceleration. Table 5-6 broadly highlight that the frequency variation during the 
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whole year is mostly driven by temperature variation. Of course, such information can 
be considered slightly biased since the high temperatures during summer 
conspicuously affect the dynamic of the structure. On the other hand, the traffic 
induced effects seem more remarkable for the higher modes. Actually, this is true for 
the SSI-Cov results. In fact, the frequencies of the modes identified by the FDD 
procedure exhibit all quite similar correlations with the acceleration amplitude (except 
mode 3). Such difference can be firstly related to the frequency resolution of the FDD 
method. Secondly, the modal tracking strategy adopted for FDD based procedure leads 
to a "loss of mode tracking" during few months, therefore less data are involved when 
computing the correlation index. Finally, mode 4 and 6 are characterized by a kind of 
splitting phenomenon, as described in the previous sections. When such phenomenon 
appears, the developed FDD based procedure identifies the most dominant frequency 
peak, associated to the highest energy content. Conversely, the SSI-Cov method 
identifies one of the system poles that characterize the state space matrix which better 
reproduces the estimated correlation function or rather the similar free-decaying 
response of the structure. The frequency associated to the system pole does not 
necessarily coincide with one of the frequency peaks when modal splitting occurs.  
Anyhow, it obviously appears that traffic can be considered the second main source of 
frequency variation, justifying the adopted bivariate model;    
b) the standard deviation σ of the prediction error which measures the dispersion of the 
error from the average. Except mode 3, 4 and 6, all the other modes show similar 
standard deviations. However it should be remarked that the results provided the SSI-
Cov method lead to slight lower standard deviations than those reported in Table 6.  
The difference related to mode 3 could be due to the frequency resolution. Conversely, 
the gap related to mode 4 and 6 are mostly due to the different management of the 
related modal splitting phenomenon;   
c) the coefficient of determination R2 which highlights the fraction of the total variance of 
the data (frequencies) that can be explained by the model. As more the value of R2 is 
close to the unity as better is the fit of the adopted model. Generally, the SSI-Cov 
results provided better coefficient of determination. This was quite expected, especially 
due to the reasons explained in point (a). It should be remarked that in the literature, σ 
and R2 are often criticized as measures of model quality [132], since they always 
improve with increasing model complexity and cannot distinguish between a good 
model and an over-fitted model. However, this is not exactly true since a gap appears 
when a well-fitted model is achieved. Conversely, over-fitting generally produces little 
and asymptotic increasing of such goodness-of-fit tools. Therefore, it becomes quite 
straightforward selecting the proper model order once the asymptotic trend starts to 
appear;       
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d) the absolute prediction error. Such metric tool is firstly explored by computing the 
mean error expressed in percentage, as seen in Table 5-6. The mean error of the 
residuals are generally lower for the results provided by the SSI-Cov. In addition, a 
Levey-Jennings control chart is constructed in order to give a better visual indication of 
the prediction error trend. Such kind of control chart makes use of the information 
provided by the standard deviation of residuals to detect any kind of "out-of-control". 
Usually three levels are defined, each level is an ascending multiple of the standard 
deviation. Therefore, if the prediction errors move between the last two levels (2σ and 
3σ, respectively), a possible "out-of-control" by the adopted model can be stated. In 
practice, this means that the model is no more able to explain the variance of the data 
or in this specific case the frequency variation of the considered structural mode, 
implying a variation of the dynamic response of the structure compared to a previous 
period with similar environmental or operational conditions;   
e) the examination of the white noise nature of the prediction errors. With more detail, the 
model is accurately representing all the information in the data if the residuals can be 
reasonable interpreted as white noise. If trends are observed in the residuals this 
indicates that more useful information can still be extracted from the data. Therefore, 
since we are dealing with sampled data, the autocorrelation functions of the residuals 
can be useful in detecting trends which might be missed by visual inspecting the 
previous control chart [132, 142]. The autocorrelation of a Gaussian white noise 
process is a delta function, hence as much the autocorrelation differs from the delta 
function as much the model is failing to describe the dynamic of the data. Figures 32c-
37c show that during the training period P1 the current model is able to capture most of 
the variation seen in natural frequencies (except mode 3 and 5), including non-
linearities, and it is accurate enough to be useful for SHM. Conversely, the patterns 
observed in the residuals for mode 3 and 5 are mainly caused by frequencies associated 
to high temperatures which are quite difficult to simulate and predict.     
Taking into account the description of the above mentioned tools to assess the 
goodness-of-fit and the Figures 32-37 and Tables 5-6, some general conclusions can be 
drawn out concerning the application of the model to the prediction period P2 for SHM 
purposes: 
a) for mode 1, it clearly appears a fairly good matching between the simulated and the 
identified frequencies during the period P1, leading to a coefficient of determination R2 
equal to 0.627 (Table 5). Generally, the prediction errors are lower than two times the 
standard deviation represented by the dashed orange line of Figure 32d. On the 
contrary, during period P2, such residuals gradually increase in time. As confirmed in 
Table 5, standard deviation and the mean error increase as well. Furthermore, the 
inspection of the autocorrelation function computed for the period P2 clearly highlights 
that the dynamic of the data is no longer reproducible by the model. This phenomenon 
  
123 
 
completely confirms a variation of the dynamic behaviour of mode 1 compared to a 
previous period with similar environmental and operational conditions. Such evidence 
is even detectable poring the tracking of the identified mode (Fig. 32b); 
b) the further modes continue to be fairly good fitted by their corresponding prediction 
model even during period P2. Standard deviations, coefficients of determination and 
mean error are lower or quite similar to those obtained during the training period P1; 
c) however, a closer inspection to the autocorrelation functions of mode 5 and 6 (Figg. 
36c-37c) might points out a slight failure of the model to predict some physical trends 
in the data. 
Therefore, it can be concluded that concerning mode 1 a variation of the dynamic 
behaviour of the structure is clearly detectable. Regarding mode 5 and 6 it is not possible to 
make a clear conclusion about the presence of any structural anomaly, since not all the 
above described tools provide the same information. However, it should be remarked that 
the all the prediction errors (P1+P2) concerning mode 1, 5 and 6 are higher than those 
obtained for the other modes. This might indicate that the model is failing to capture some 
dynamic in the data, maybe related to other unmeasured environmental variables. Finally, 
concerning mode 2, 3 and 4 a possible absence of structural anomalies appears. 
Although the above discussion was focused only on the SSI-Cov results, the FDD 
method provided the same information in terms of SHM, and it was perfectly able to detect 
the structural anomaly associated to mode 1 during the period P2.  
4.5.2. PCA tool to detect the hierarchy variation of the environmental 
and operational effects 
One way to explain the previous detected structural anomaly of mode 1 is to explore if 
the hierarchy stressed by Tables 5-6 (which highlight that during the period P1 the 
frequencies variation are mostly tied to temperature effects) changes in time. A first 
evidence of the latter hypothesis is given by the increasing of the correlation between the 
frequencies of the first two modes and the acceleration during P2 (Tables 5-6). However, 
such correlation indices only provide a shallow information, since they are computed over 
several months during which environmental and operational factors differently influence 
the dynamic response. Therefore, a solution consists in sliding the whole period in different 
subperiods, gathering the months which share similar thermal conditions, and performing a 
Principal Component Analysis (PCA) [166, 185] for each subperiod. Such operation will 
provide two benefits: a) it permits a dimension reduction of the problem; b) it permits to 
visualize the most dominant patterns within the data. 
Before proceeding, a brief overview of the theory behind the Principal Component 
Analysis is provided. The PCA is a technique that forms new variables which are linear 
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composites of the original variable, or rather it provides a linear mapping of the data from 
the original dimension n to a lower dimension m. The maximum number of new variables 
that can be formed is equal to the number of original variables, but the new variables are 
uncorrelated among themselves. For example, let us denote by the n dimensional vector yk a 
set of frequencies identified at time tk, (k=1,..., N) with N the number of sampling. All the 
samples are collected in a matrix Y ϵ RnxN, in which n is the number of selected modes. 
Hence, the linear mapping provides: 
TYX =  (109) 
where X ϵ RmxN is called the scores matrix and T ϵ Rmxn  the loading matrix; the dimension m 
may be thought as the physical order of the system which can corresponds to the number of 
combined environmental factors that affect the frequencies. Such a dimension reduction 
process forces the system to learn the inherent variables driving changes of the frequencies 
and to capture the embedded relation between the environmental factors and the 
frequencies. The matrix T may be calculated by extracting the main m eigenvectors of the 
covariance matrix of Y. Alternatively, a more practical method is to perform a SVD of the 
covariance matrix of the frequencies: 
TT UUYY 2Σ=
 
(110) 
where U is an orthonormal matrix, the columns of which define the principal components 
and form a subspace spanning the data; the singular values given by the diagonal terms of 
matrix Σ represent the active energy of the associated principal components. Such singular 
values are written in a decreasing order and generally the highest of them (m singular 
values) define the principal components which are able to account for the most variance of 
the original data. Conversely, the smallest singular values are usually due to the effect of 
noise and or the presence of non-linear effects. In other words, the main information of the 
considered data matrix Y approximately remain in the hyperplane defined by the m 
principal components adopted. Therefore, in order to build the matrix T, only the first m 
columns of U may be used to project the measured frequencies into the new hyperplane. 
The loss of information in this projection can be assessed by remapping the projected data 
back to the original space: 
TYTXTY TT ==ˆ  (111) 
For more clearness, the PCA essentially reduces to identifying a new set of orthogonal 
axes. Such new axes are called principal components and the values of the new variables 
are called principal components scores. Each of the new variable is a linear combination of 
the original variable.    
Therefore, the whole set of the SSI-Cov identified frequencies are divided in 5 
subperiods: 1) December 2011 - February 2012; 2) March - May 2012; 3) June - August 
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2012; 4) September - October 2012; 5) November - December 2012. For each subperiod, 
the PCA exhibit two significant singular values, identifying two main Principal 
Components  (PC) or two new axes, along which the data are characterized by the most 
dominant variances (65-80 % of the total variance).  
In order to associate these two new latent variables to the proper environmental or 
operational factors, the principal components scores need to computed. For such purpose, 
the PCs (which define the main pattern of the data) constitutes the weights that linearly 
project the original frequencies onto the two new axes defining for each subperiod two set 
of principal component scores. The latter are uncorrelated between them, but are able to 
explain the global correlation between the vibration features and the environmental or 
operational factors.  
Figure 38a shows that for the first four subperiods, the first singular values are always 
associated to the principal component that accounts temperature variation, conversely the 
second singular values are related to the variation of excitation. It appears clear that 
temperature, globally is the most dominant factor especially during the summer. However, 
during the last subperiod the physical interpretation of the singular values changes: on the 
one side the variance are quite similar (2.0 - 1.8); on the other side the highest singular 
value is no more associated with the thermal effect but seems to account for the variation of 
acceleration, as confirmed by the correlation equal to -0.72. In other words, during the last 
two months the global dynamic response of the structure seems to become more sensitive to 
the excitation compared to the previous periods. Hence, since the weight and speed of road 
vehicles are limited so that the change of the structure’s mass is negligible, such frequency 
variation dominated by the acceleration amplitude provide the evidence of a slightly non-
linear behaviour of the bridge under the normal operational condition.   
a) b) 
 
 
Figure 38 - Variation of the hierarchy of the singular values: a) SSI-Cov results; b) FDD 
results. 
The results obtained from the FDD based procedure lead to the same conclusion 
described above. However, two main differences are observed:  
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a) the first one concerns the lower amplitude of the singular values related to the principal 
components which account for the temperature variation (especially for the subperiods 
2-4);  
b) the second one concerns the change of the hierarchy of singular values related to the 
subperiod 3.  
The first difference is strictly connected to the resolution frequency of the FDD method 
that might pollute the recognition and the extraction of the pattern performed by the PCA. 
The second difference is completely caused by the modal tracking failure of the FDD 
method, related to the higher modes of vibration during the summer period. As said, the 
latter is mainly due because the mode shapes of the higher modes start to change from a 
certain period onwards. Such phenomenon will be described in the next section.       
 
Figure 39 - RMS of the measured vertical accelerations. 
It should be remarked, that during November-December 2012 no increasing of the 
excitation level was detected (Fig. 39), and the measured temperatures are quite similar to 
those recorded of the previous year (Figg. 32-37).  
4.5.3. Structural anomaly detection by mode shape variation 
The use of natural frequency variation was extensively investigated to determine 
structural anomalies due to its expedient measurement and high identification accuracy. 
However, some drawbacks have to be faced: a) environmental loads, like thermal 
fluctuations, are important factors which strongly affect the frequency variation burying 
some structural anomalies; b) generally, natural frequency based methods are less sensitive 
to initial local damage and are only able to detect the existence of damage that are widely 
spread over the structure. Nevertheless, few published examples encourage such kind of 
strategy [123, 132, 141], especially providing methods able to filter out ambient and 
environmental effects. All those methods consist in black-box models or advanced 
statistical tools that allow the filtering of environmental effects without measuring such 
factors. Such strategies are justified since it is very complex and sometimes even 
prohibitive trying to understand the physics behind frequency variation. For instance, as 
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shown in [161] many physical mechanisms can contribute for the correlation between the 
observed temperatures and the frequency oscillation: dependency of Young's moduli on 
temperature, which is relevant for concrete and very significant for the asphalt commonly 
used in bridge pavements (the elasticity modulus of asphalt can vary from zero, during the 
summer when its temperature reaches 50ºC, to values similar to the ones of concrete 
specimens, during winters with negative temperatures); influence of the expansion or 
contraction movements driven by temperature on the support conditions; opening and 
closing of cracks that may exist in masonry structures or concrete elements motivated by 
curvature variations due to differential temperatures; and freezing of the soil around the 
structure supports, which has consequences on the stiffness of the boundary conditions.  
As said before and discussing with more detail, the environmental effects filtering 
methods can be divided in two categories:  
a) the first one aims to model the relationship between environmental factors and the 
frequencies. One of the drawbacks of those models is that they cannot be derived from 
a physical law and thus the meaning of the models is not clear. Moreover, the 
environmental factors which may affect the frequencies are not known a priori and 
therefore it is not straightforward to select the proper type of sensors to measure such 
factors. Even if they are known, the optimal locations of the sensors may be difficult to 
determine or reach. For instance, temperatures recorded on the north side of a structure 
exhibit a different correlation with frequencies than those measured on the south side. 
The latter point is a crucial step for such kind of methods, since the true success key to 
construct a good black-box model lies on the degree of correlation between the 
measured environmental factors and the identified frequencies: as higher the 
correlation is as more reliable will be the model (no matter what method or model is 
adopted). For completeness, beside the classical development of static regression 
models adopted in the previous section, other methods with different level of 
complexity are presented in the literature like dynamic regression models, so called 
ARX models [141], methods based on statistic learning theory like Support Vector 
Machine (SVM) [134] or neural networks [169]; 
b) the second one are based on some advanced statistical tools that do not need 
environmental measurements. Such kind of methods are principally based on the 
Singular Value Decomposition of the covariance matrix of identified dynamic features. 
The most common adopted techniques in the literature are the Principal Component 
Analysis (PCA) [123, 185] and the Factor Analysis (FA) [116]. Since both techniques 
are quite similar in terms of computation they are often confused between them. 
However, as described in [166], a conceptually distinction has to be made: the 
objective of PCA is to reduce the number of variables to a few components such that 
each component forms a new variable and the number of retained components explains 
the maximum amount of variance in the data; the objective of FA is to search or 
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identify the underlying factors or latent constructs that can explain the intercorrelation 
among the variables; furthermore, there PCA places emphasis on explaining the 
variance in the data, on the other hand the FA explains the correlation among the 
indicators. However, both methods can be considered excellent data-reduction 
techniques only when dealing with linear systems. Nonetheless, some non-linear PCA 
techniques are present in the literature [160, 186]. 
Anyhow, all the above described techniques, which were applied successfully in some 
cases, share a common problem: their proper use depends on the quantity and, of course, 
the quality of the measured data and identified dynamic features. The quality is firstly 
ensured by the type, the location and the performance of the chosen sensors and the 
designed monitoring system. Then, signal processing and dynamic identification techniques 
have to be used properly in order to provide reliable results. Therefore, it can be said that 
the quality can be controlled by the analyst. Conversely, the correct amount of data is not 
always ensured. For instance, brief failures of the monitoring system, modal tracking 
failures or insufficient measurements of environmental factors may pollute and garble the 
extracted model which would explain the dynamic of the measured response of the 
structure. All these factors are difficult to avoid and are typical problems of permanent 
dynamic monitoring systems that need to be taken into account. As seen in the previous 
section, the FDD based procedure was characterized by a modal tracking failure due to the 
change of few mode shapes. Therefore, the lack of some data slightly affected the 
coefficient of determination of the adopted bivariate model and the PCA results during the 
subperiod 3 (Fig. 38). It appears obvious that as more data we have as more reliable will be 
the results of any statistical tool.  
However, obtaining more data as possible implies a kind of trade-off in SHM. In fact, 
currently the research efforts are aimed at reducing the amount of data during permanent 
monitoring, trying to find dynamic features that are more sensitive to damage or structural 
anomaly appearance and less sensitive to environmental factors. Furthermore, all the 
damage detection methods based on frequency variation could only detect the damage, but 
they are not able to localize and quantify it. In such case, the main goal of a dynamic 
monitoring system cannot go beyond providing a simple alert of the structural condition. 
Hence new dynamic features need to be explored.   
For such purpose, it is well known that any fully automated OMA procedure 
concurrently provide damping ratio and mode shape information associated to each 
frequency. Considering that the identification of damping phenomena in civil structures is 
characterized by the largest uncertainty, due to the lack of precise knowledge about the 
damping phenomena, mode shape variation based methods may constitute a valid 
alternative for damage assessment. In fact, it is well-known that changes in the mode 
shapes of the structure are more sensitive indicators of damage than natural frequencies [97, 
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118]. This is mostly due because mode shapes provide both local and global information of 
the investigated structure. Furthermore, they seem to be less sensitive to temperature 
effects, of course only if changes of the bearing conditions due to thermal effects are not 
involved. Notwithstanding, mode shape based methods are not commonly used in practical 
application. This trend can easily be explained since the identification of accurate mode 
shapes is strictly connected to the necessity of having a well distributed measurement grid 
on the structure and a high signal-to-noise ratio. In addition, some proposed damage 
detection indices [6, 63, 67, 73, 120], like modal curvature or flexibility matrix, involve 
operations as twice numerical differentiation or modal expansion, respectively, which are 
highly sensitive to error propagation. 
Within this context, the current strategy of structural anomaly detection is simply based 
on mode shape variation in terms of MAC (Modal Assurance Criterion) and MPD (Mean 
Phase Deviation). This approach is justified, due to the high quality of the adopted sensors 
and because a sufficient number of vertical measurements are available. Furthermore, both 
indices require minimal post-processing steps, so error propagation due to numerical 
operation are avoided.        
The MAC index is a measure of the similarity between two modal vectors. A value of 1 
correspond to a perfect match and a value of 0 means they are completely dissimilar. 
Geometrically, and only if both mode shapes are real, the MAC represents the square of the 
cosine of the angle between the two modal vectors [93]. Therefore, as more the modal 
vectors have a monophase behaviour as much the MAC index is suitable to measure such 
correlation.  
In application to damage assessment, the MAC index has to be computed between the 
fixed reference set of mode shapes, which represent the "undamaged" state of the structure, 
and the current identified modes of vibration. To such purpose, the SSI-Cov based 
procedure was applied again without updating the initial modal baseline list (Fig. 22), and 
the threshold MAC value was fixed at 0.65. On the other hand, as described before, the 
FDD based procedure was already used in this manner.  
Figure 40a-f shows the variation of the MAC value and MPD of the six identified 
vertical bending modes, obtained by the SSI-Cov method.   
The MAC variation of the first mode is similar to the trends exhibit by the modes 2, 3 
and 4. On the other side, the trend of MAC variation associated to mode 5 is comparable to 
the one of mode 6. Compared to what reported in Table 4, the tracking success rate for the 
first four modes  remain unchanged, conversely mode 5 and 6 exhibit a tracking success 
rate of 65% and 63%, respectively, lower than those obtained by the FDD procedure. A 
closer inspection to both plots reveals that, opposed to what is shown in Figures 26-31, the 
MAC variation is not dependent on environmental effects.  
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a) b) 
 
 
c) d) 
 
 
e) f) 
 
 
Figure 40 - MAC and MPD tracking of: a) mode 1; b) mode 2; c) mode 3; d) mode 4; e) mode 
5; f) mode 6. 
Furthermore, as shown in Figure 40a, the MAC values of mode 1 remains quite 
constant until the end of April 2012. Since then, a clear decrease appears which lasts until 
the end of September. The last months, during which a possible structural anomaly was 
identified by the natural frequency based method, are characterized by a slight restoring of 
the MAC values which remain still lower than those of the initial period. On the other hand, 
mode 5 exhibit a stepwise decreasing of its MAC value: the first decreasing occurs after the 
frost period at the end of February 2012, subsequently a second and more significant 
decreasing appears during the end of April 2012. Some possible explanations of such 
decreasing could be related to: a) slight change in the time of the mode shapes due to a 
possible change of the bearing conditions by summer thermal effects; b) a slight increasing 
of the traffic mass, especially during the summer period; c) a possible worsening of the 
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global structural condition; d) an increasing of the modal complexity, which could be 
intrinsically tied to the previous reason. 
As said before, as much the modal vectors have a monophase behaviour, as much the 
MAC is suitable to measure the correlation between two modal vectors. In fact, Figure 40 
also highlights the MPD variation of the corresponding modes which trend is similar to the 
MAC variation. The MPD quantifies the modal complexity measuring the phase scatter (in 
degree) of each modal vector component from the mean phase of the whole modal vector. 
For well-identified structural mode shapes its value should tend to 0. However, it should be 
remind that the mode complexity depends on various factors, such as measurement errors 
(leakage, synchronization problems), identification issues (weakly-excited modes, noise) 
and non-linear behaviour of the structure (especially related to hysteretic damping). 
Therefore, assuming good test conditions, an increasing of complexity could be related to a 
possible worsening of the global structural condition.  
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Figure 41 - Comparison between the reference mode shape and the identified ones corresponding 
to mode 5 and 6. 
Figure 41a-f display the progressive change of mode shapes corresponding to mode 5 
and 6. The blue surfaces refer to the reference mode shape, whereas the red surfaces refer to 
subsequent estimates of the mode shape.  For each mode of vibration, three different modes 
are select representing the stepwise variation of mode 5 and 6: the first ones (a-d) are 
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identified at the end of April and begin of March, respectively; the second ones (b-e) in 
August while the third ones (c) at the end of December. Respectively, the variation in terms 
of MAC compared to the reference mode are 0.85, 0.73 and 0.84 for mode 5 and 0.92, 0.66 
and 0.92 for mode 6.  
It can be seen in Figure 41a and 41d that the most significant change of mode shape is 
confined to the left part of the bridge (Paderno side). It is interesting to observe that the 
changes firstly began on the Paderno side of the bridge but, after some evolution, the main 
changes moved to the region corresponding to the crown of the arch on Calusco side of the 
bridge. Indeed, visual inspection of this region did not reveal any concentrated damage but 
highlighted that the arch crown exhibits a state of preservation worse than neighbouring 
regions, with higher corrosion of the structural members. 
Nevertheless, Figure 41c and 41f illustrate a slight restoring of the mode shape, 
although exhibiting weak differences in the middle part of the bridge.  
Conversely, up to now modes 1-4 seem to be invariant in time.  
 It appears that the inspection of the temporal variation of mode shapes leads to more 
specific information about a possible damage occurrence than those extracted by simple 
frequency variation methods. Furthermore, mode shape based methods seem to detect - at 
least in the presented application characterized by widely spread corrosion damage - any 
structural anomaly earlier than frequency based techniques. At last, time demanding 
correlation study with environmental and operational factor can be avoided. 
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Summary: The historic bell tower of the San Vittore church in Arcisate (Varese) has been 
studied by Politecnico di Milano since 2007. After a brief description of past operational 
modal tests, a FE model updating strategy is proposed. It is widely recognized that FE 
modelling of historic structures involves some steps starting from the historical studies until 
the definition of the model. Beside this, it is well-known that significant uncertainties 
characterize such kind of models mainly related to the mechanical properties of the 
material and/or to the boundary conditions. Therefore, model updating strategies that on 
the one hand permits to achieve a fairly good correspondence with the experimental results 
and on the other hand allows the analyst to reach a higher knowledge of the model are 
strongly necessary.    
Beside this, this Chapter focuses on the results provided by a simple dynamic 
monitoring system installed inside the tower for several months. The estimated natural 
frequencies turned out to exhibit clear dependence on temperature. Subsequently, the 
modal frequencies were used to identify some uncertain structural parameters of the FE 
model. Originally-identified and temperature-removed modal frequencies were used as 
experimental references in the identification of structural parameters and the two sets of 
optimal parameters (with and without the temperature effect) are presented and discussed. 
 
 
  
Chapter 5 
Vibration-based Structural Health Monitoring of a 
Stonemasonry Bell Tower 
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5.1. Introduction and Objectives: Dynamic Monitoring and 
Model Updating 
The structural safety assessment and preservation of historic masonry towers has 
become of increasing concern in recent years. Beyond the issues that generally characterize 
the conservation of Architectural Heritage (i.e. ageing of materials, presence of cracks and 
damage, effects of successive structural modifications and strengthening interventions), 
masonry towers are relatively slender structures and are subjected to significant dead loads. 
Consequently, historic towers often exhibit a high sensitivity to dynamic actions, such 
traffic-induced vibrations, bell swinging, wind and earthquakes. 
Within this context, ambient vibration testing (AVT) and operational modal analysis 
(OMA) seem to be ideal tools either to directly evaluate the structural dynamic behaviour 
[164] or to provide effective and accurate validation of FE models [16, 77, 78, 105] prior to 
their use in the numerical analysis required for safety assessment. Furthermore, AVT can be 
considered as a fully NDT, especially suitable to historic structures since the test is 
performed by just measuring the response in operational conditions. It is indeed true that 
the expected response of a historic building to ambient excitation is quite low but this 
cannot be considered a real issue because highly sensitive and relatively inexpensive 
accelerometers are available on the market. Furthermore, as mentioned before a large 
number of operational modal analysis (OMA) techniques are available in the literature. 
Moreover, AVTs can possibly help sometimes to limit the number of on-site and 
laboratory tests of materials, that are time-consuming and cost-ineffective. Needless to say 
that data collection of the structure − including historical studies, geometric and 
topographic survey, survey of damage and crack patterns and mechanical characterization 
of the materials − is crucial for assessment, diagnosis and preservation of historic structures 
and its substitution with (global) full-scale test can be no longer proposed. 
Another possible application of AVT and OMA in the field of historic structures is 
discrete or continuous monitoring [42, 43, 75, 151, 152], in order to evaluate the influence 
of environmental factors on the modal parameters and perform dynamics-based damage 
assessment. 
This Chapter details the main steps of the vibration-based investigation performed on a 
historic bell tower, about 37.0 m high and placed in the small town of Arcisate (about 80 
km far from Milan, Italy). The research began in 2007 and firstly involved: (a) historical 
studies; b) accurate survey of the tower geometry and of the crack pattern [20]; (c) ambient 
vibration tests and identification of the dynamic characteristics of the tower [78, 79]; (d) the 
development of a first FE model [78]. 
FE modelling a historic structure is characterized by well-know issues: 
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a) it is not simple to avoid errors resulting from inappropriate simplifying assumptions 
made in modelling such complicated structures. For example, excessive simplifications 
or "regularizations" of the actual geometry have generally to be avoided and the 
interaction with neighboring buildings has to be accounted for [77]; 
b) the correlation between the results of local tests (which indeed provide the mechanical 
characterization of the materials) and quantitative parameters to build up global 
structural capacity models is still an open issue [21]; 
c) the structural model of a historic structure, even when all the collected information are 
accurately represented, continues to involve significant uncertainties, e.g. in the 
material properties (and their distribution) as well as in the boundary conditions. This 
aspect is especially critical for complex historic buildings evolved in different phases; 
d) F.E. models are often used, even in refined non-linear analyses [129], without 
experimental validation and only occasionally the model validation is roughly 
performed by using few available local data (such as the stress level evaluated in few 
points through flat-jack tests). 
Hence, AVT and vibration-based structural identification (FE model calibration) of 
Cultural Heritage structures is emerging as a subject of great importance, although a limited 
number of complete investigations is reported in the literature, related to historic towers or 
minarets [16, 77, 78, 105, 145, 152], churches [43, 55, 151] and monuments [9, 107, 140]. 
Therefore, one of the objectives of the current Chapter is to present a developed 
methodology for the calibration of the numerical model of a historic bell tower in 
stonework masonry [46, 81], based on modal parameters. Two series of AVTs were 
performed on the tower (June 2007 and June 2008) and five vibration modes were clearly 
identified from both series of collected data by using an OMA technique based on the 
Stochastic Subspace Identification method. 
It will be shown that although the FE model accurately represented the geometry of the 
tower in its present condition and included all the information coming from visual 
inspection and on-site ND tests [20], the predicted dynamic characteristics exhibited major 
differences with the experimental results. The procedure proposed to identify the uncertain 
structural parameters of the model is based on the following steps: (1) prior identification of 
the uncertain parameters of the model; (2) sensitivity analysis, aimed at evaluating the 
minimum number of parameters, which are good candidates for the model tuning; (3) 
systematic manual tuning, aimed at estimating a model exhibiting an acceptable correlation 
with the experimental modal parameters (i.e. one-to-one correspondence with experimental 
mode shapes and limited discrepancies with respect to the observed resonant frequencies); 
(4) evaluation of the optimal values of the updating parameters by using a simple system 
identification technique (Douglas & Reid 1982); (5) further improvement of the model by 
selecting an increased number of parameters and repeating step (4) [78]. 
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Beside this, since the identified modal parameters of the tower exhibited slight non-
linear behaviour caused by the bell-swinging excitation [79], a simple dynamic monitoring 
system was installed inside the tower for several months (June 2009-February 2010). 
Therefore, the current work aims to provide a SHM methodology able to handle the data 
extracted by the permanent dynamic monitoring of the tower. Firstly, the modal parameters 
have been continuously identified by the proposed automatic operational modal analysis 
procedure based on the SSI-Cov technique. The results provided by such application are 
validated by a manual analysis performed with the SSI-Data driven method, using the 
commercial software ARTeMIS. It will be shown that, once the first five modes of interest 
were provided by the previous ambient vibration tests, a dynamic monitoring system 
constituted by only 3 instrumented points can successfully be adopted in order to 
continuously identify such modes of vibration. 
In order to integrate the information provided by a FE model with those continuously 
extracted by the dynamic monitoring system, the identified modal frequencies were used to 
estimate some uncertain structural parameter of the model, using the simple Douglas-Reid 
method [64].  
However, the monitoring results revealed cyclic evolution of the natural frequencies 
over short and long time periods. Since only the response to low level excitation (micro-
tremors and wind) has been considered, this cyclic variation is likely to be related to 
environmental factors (i.e. temperature). In this context, hourly averaged temperatures 
extracted from 8 thermocouples, belonging to a static monitoring system previously 
installed in the tower by other researchers from Politecnico di Milano, were also available.  
This variability of frequency propagates through the structural identification process 
[130]. Hence, an extensive statistical study, based on simple correlation techniques and 
Principal Component Analysis, was conducted in order to highlight the correlation between 
frequencies and temperature during the whole monitoring period.  
The main target of such study  was to carry out two damage identification methods: the 
first one based on  data-driven approaches requiring a statistical model representation of the 
system; while the second can be considered as a model-based approach for which a high-
fidelity physical model of the structure is required. Therefore the following point will be 
discussed with more detail:   
a) propose and discuss some statistical models to handle the identified data as frequency 
predictive models basing on Polynomial models and Principal Component Analysis; 
b) compare and suggest a procedure in order to filtering out the environmental effects of 
the frequencies, firstly based on classical frequency predictive models and secondly on 
a new approach combining the PCA results with a simple linear regression analysis. 
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The first point aims to use the residual errors between the predicted and further 
identified frequencies as an index to detect any structural anomaly during the operational 
conditions. The second point has the goal to provide temperature detrended frequencies in 
order to use such set of data to update and identify, in an iterative manner, the uncertain 
structural parameters of the FE model, adopting the simple Douglas-Reid method. The last 
approach is justified since the variability exhibited by the frequencies with changing 
temperature will obviously propagates through the structural identification process. In such 
way, the analyst is able to integrate the information provided by a FE model with those 
continuously extracted by dynamic monitoring system, basing so any detection of structural 
anomalies on the variation of the uncertain structural parameter.      
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5.2. Description of the Case Study 
5.2.1. Description of the stonemasonry bell-tower 
The investigated bell tower (Fig. 42), located in the small town of Arcisate (northern 
Italy), is about 37.0 m high and built in stonework masonry. The tower has squared plan, 
with sides of 5.8 m, and is connected to the church Chiesa Collegiata on the East side and 
partly on the South side. The church, dedicated to St. Vittore, dates back to the 15th century 
and replaced a more ancient church, built in the 4th century [81] and modified in the 11th 
century. Probably the tower foundation dates back to the late Roman age, as well. 
a) b)
 
 
 
 
 
Figure 42 - Views of the tower. 
The first historic document concerning the tower goes back to the 16th century and 
reports St. Carlo Borromeo’s request of access modification. Damages and further 
modifications occurred in time [46]: in 1702 a lightning damaged the top part of the bell 
tower and at the beginning of the 20th century meaningful cracks were documented, 
especially on the masonry between the porch and the bell tower. 
Seven orders of floors are present, with five of them being defined by masonry offsets 
at the corners and by corresponding sequences of small hanging arches marking the floor 
levels; the last two orders were probably added in the 18th century to host the bell trusses. 
The wall thickness decreases progressively along the height, from 135 cm at the ground 
level up to 65 cm at the top level [20]. 
  
140 
 
 
Figure 43 - Details of the passing-through crack at the keystones of the arched openings. 
 
Figure 44 - Details of cracked areas around openings at the first level of the North front; details 
of the South front below the lodge, characterized by the presence of shaped discontinuities, mortar 
erosion and long passing-through cracks. 
Although extensive visual inspections and few sonic tests generally indicate that the 
stone masonry is relatively compact and of fairly good execution, the masonry texture 
appears locally often highly disordered and characterized by the local presence of vertical 
joints; in addition, due to insufficient stone interlocking and erosion of the mortar joints, it 
is difficult to distinguish clearly the cracks. The crack pattern (Fig. 42) has been accurately 
surveyed also by using an aerial platform, which allowed to closely inspecting the external 
wall surface and detecting the flaw paths. As shown in Figure 42, the tower exhibits long 
vertical cracks on every side, most of them cutting the entire wall thickness and passing 
through the keystones of the arch window openings (Fig. 43). These cracks are mainly 
distributed between the second/third order of the tower. Many superficial cracks are also 
diffused, particularly on the North and West fronts (Fig. 42 and Fig. 44), which are not 
adjacent to the church. 
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Diffuse surface masonry discontinuities and changes of the masonry texture suggest 
several past modifications, that are not clearly datable as well as the construction of floors 
(Fig. 44). The visual inspection highlighted that the upper part of the tower, beneath the 
belfry level (Fig. 44), could be probably considered the most vulnerable, due to the 
widespread mortar erosion and the infilled openings, mainly on the East and North fronts; 
in addition, the infillings are often not properly linked to the surrounding load bearing 
masonry. 
5.2.2. Experimental dynamic characteristics of the tower 
Two Ambient Vibration Tests were conducted, on June 2007 and June 2008, using a 
16-channel data acquisition system and WR 731A piezoelectric accelerometers (10 V/g 
sensitivity and 0.5 g peak acceleration). Each accelerometer was connected with a short 
cable (1 m) to a WR P31 power unit/amplifier, providing the constant current needed to 
power the accelerometer’s internal amplifier, signal amplification and selective filtering. 
The response of the tower was measured in 15 selected points, belonging to 5 different 
cross-sections along the height of the building, according to the sensor layout illustrated in 
Figure 45. Figure 46 shows the mounting of accelerometers 7-9 in the instrumented 
crosssection at level +22.78 m. 
 
Figure 45 - View of the tower; Sensor layout adopted in the dynamic tests and (c) position and 
numbering of the accelerometers (dimensions in m). 
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Figure 46 - Mounting of the accelerometers at test points 7 and 8-9. 
In both tests, acceleration time-histories induced by ambient excitation were recorded 
for 3600 s. Examples of the acceleration time-histories recorded during the first test in the 
upper part of the tower are given in Figures 47a-c: it should be noticed that very low level 
of ambient excitation was present during the tests, with the maximum recorded acceleration 
being always lower than 0.4 cm/s2. 
a) 
 
b) 
 
c) 
 
Figure 47 - Typical acceleration time series measured in June 2007 at test points 10 (a), 11 (b), 12 
(c) 
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The modal identification was performed using time windows of 3600 s, in order to 
comply with the widely agreed recommendation of using an appropriate duration of the 
acquired time window (ranging between 1000 e 2000 times the fundamental period of the 
structure, see e.g. [39]) to obtain accurate estimates of the modal parameters from OMA 
techniques. In fact, OMA methods assume that the excitation input is a zero mean Gaussian 
white noise and this assumption is as closely verified as the length of the acquired time 
window is longer. The sampling frequency was 200 Hz, which is much higher than that 
required for the investigated structure, as the significant frequency content of signals is 
below 6 Hz. Hence, low pass filtering and decimation were applied to the data before the 
use of the identification tools, reducing the sampling frequency from 200 Hz to 20 Hz; after 
decimation, the number of samples in each 1-hour record was of 72000, with a sampling 
interval of 0.05 s. 
The extraction of modal parameters from ambient vibration data was carried out by 
using the data-driven Stochastic Subspace Identification method in the commercial 
software ARTeMIS; the natural frequency estimates have been verified also by inspecting 
the first Singular Value (SV) line of the spectral matrix, which is the mode indication 
function adopted in the Frequency Domain Decomposition. 
a)
 
b)
 
Figure 48 - First Singular Value line (FDD), alignments of stable poles (SSI) and automatic (A) 
identification of modal frequencies: (a) June 2007; (b); June 2008. 
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Notwithstanding the very low level of ambient response (Fig. 47) that existed during the 
tests, the application of the SSI technique to all collected data sets generally allowed to 
identify 5 vibration modes in the frequency range of 0-6 Hz. The results of OMA in terms 
of natural frequencies can be summarized through the plots of Figures 48a-b, which refer to 
the two different tests. Each figure shows the first SV line of the spectral matrix and the 
stabilization diagram obtained by applying the FDD and the SSI technique to each collected 
dataset, respectively. The inspection of Figures 48a-b clearly highlights that the alignments 
of the stable poles in the stabilization diagram of the SSI method provides a clear indication 
of the tower modes and those alignments of stable poles correspond to well-defined local 
maxima in the first SV line of the FDD technique 
Table 7 summarizes the results obtained by applying the SSI method through the 
average and the standard deviation values of the natural frequencies (f, σf) and modal 
damping ratios (ζ, σζ) identified by the SSI method. Table 7 (as well as Figures 48a-b) 
clearly shows that very similar estimates of the modal frequencies were obtained in the two 
tests. Furthermore, also the damping ratios of the lower 3 modes exhibit an excellent 
correspondence between the two AVTs. Since the mode shapes obtained from the two 
AVTs are very similar too, only the estimates from the test performed in June 2007 are 
presented in Figure 49. As it had to be expected, the identified modes can be classified as 
bending and torsion: dominant bending (B) modes were identified at 1.22 (B1), 1.28 (B2), 
4.01 (B3) and 4.16 Hz (B4) while only one torsion mode (T1) was identified at 3.60 Hz. It is 
worth noting that the dominant bending modes of the tower involve flexure practically 
along the diagonals.  
 
Figure 49 - Vibration modes identified from ambient vibration data (SSI, June 2007). 
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Table 7:  Natural frequencies identified (SSI) in 2007 and 2008. 
Mode 
Identifier 
2007 2008 
f (Hz) σf (Hz) ζ (%) σζ (%) f (Hz) σf (Hz) ζ (%) σζ (%) 
B1 1.216 0.0012 1.16 0.21 1.207 0.0045 1.15 0.27 
B2 1.283 0.0032 0.91 0.29 1.272 0.0024 0.88 0.27 
T1 3.598 0.0105 1.49 0.17 3.545 0.0160 1.55 0.56 
B3 4.009 0.0069 1.62 0.16 3.976 0.0099 1.34 0.45 
B4 4.156 0.0053 1.17 0.19 4.157 0.0118 1.78 0.48 
It is finally observed that in the correlation analysis with the predictions of numerical 
models, the results of the test performed on June 2007 were assumed as experimental 
reference because the modal estimates (Table 7) generally exhibit lower standard 
deviations.  
  
146 
 
5.3. FE Modelling and Model Tuning 
5.3.1. Model tuning methodology 
The model tuning procedure developed and applied to the present case study consists of 
the following steps: 
a) prior identification of the uncertain parameters of the numerical model; 
b) selection of the most sensitive uncertain parameters of the model, which are good 
candidates for the model tuning. In order to assess whether a certain parameter of the 
model would be identifiable from the measured quantities (so that ill conditioning of the 
inverse problem is avoided), the initial FE model was checked through a sensitivity 
analysis [126]. The sensitivity analysis computes the sensitivity coefficient as the rate of 
change of a particular response of the model with respect to a change in a structural 
parameter. Since the natural frequencies are assumed as reference responses, the 
sensitivity coefficients are defined as sik=∂fiFEM/∂Xk, where fiFEM (i = 1, 2,…, M) is the i-
th natural frequency of the model and Xk (k = 1, 2,…, N) is the k-th parameter to be 
identified. The sensitivity coefficients were evaluated by a perturbation technique in the 
normalized form: 
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                                                  (109) 
representing the percentage change in mode frequency per 100% change in updating 
parameter; 
c) after having defined a set of uncertain parameters, a systematic manual tuning (with 
respect to each parameter) is carried out, aimed at estimating a model exhibiting an 
acceptable correlation with the experimental modal parameters (i.e. one-to-one 
correspondence with experimental modes and limited discrepancies with respect to the 
observed resonant frequencies). The correlation between the experimental modal 
frequencies fiEXP and the model predictions fiFEM is evaluated via the maximum 
(absolute) frequency discrepancy DFmax: 
DFmax = max (DFi) (110) 
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and the average frequency discrepancy DFave: 
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where M defines the number of experimental frequencies taken into account; 
d) if the manually tuned model tends to exhibit a good agreement with the experimental 
results, the optimal values of the updating structural parameters can be determined, by 
minimising the difference between theoretical and experimental natural frequencies, 
through the procedure proposed in [64]. According to this approach, the dependence of 
the natural frequencies of the model on the unknown structural parameters Xk (k = 1, 
2,…, N) is approximated around the current values of Xk, by the following: 
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where fi* represents the approximation of the i-th frequency of the FE model. Once the 
set of approximating functions (113) has been established, the structural parameters of 
the model are evaluated by a least-square minimisation of the difference between each 
fi* and its experimental counterpart fiEXP: 
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(114) 
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where wi is a weight constant. However, eq. (113) represents a reasonable 
approximation in a range, around the "base" value of the structural parameters XkB, 
limited by lower XkL and upper values XkU (k=1,2,…, N); thus, the coefficients Aik, Bik, 
Ci are dependent on both the base value of the structural parameters and the range in 
which these parameters can vary. The coefficients Aik, Bik, Ci are readily evaluated from 
(2N+1) finite element analyses [64], each with a different choice of the parameters: the 
first choice of the parameters corresponds to the base values; then each parameter is 
varied, one at time, from the base value to upper and lower limit, respectively: 
( ) ( )BNBBFEMiBNBBi XXXfXXXf ,...,,,...,, 2121* =  
( ) ( )BNBLFEMiBNBLi XXXfXXXf ,...,,,...,, 2121* =  
( ) ( )BNBUFEMiBNBUi XXXfXXXf ,...,,,...,, 2121* =  
                              ... 
(116) 
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( ) ( )LNBBFEMiLNBBi XXXfXXXf ,...,,,...,, 2121* =  
( ) ( )UNBBFEMiUNBBi XXXfXXXf ,...,,,...,, 2121* =  
Of course, the optimal estimates should be verified (if possible) by physical evidence 
It is further noticed that, in principle, the quadratic approximation (113) is as better as 
the base values are closer to the solution; hence, the accuracy and stability of the 
optimal estimates should be carefully checked either by the complete correlation with 
the experimental data or by repeating the procedure with new base values; 
e) further improvement (if necessary) of the model by selecting an increased number of 
structural parameters, checking their sensitivity and repeating step (d). 
5.3.2. FE modelling and systematic manual tuning 
A 3D structural model (Fig. 50) of the tower was developed (using the FE program 
Straus7), based on the available geometric survey. 
 
Figure 50 - Finite Element model of the tower. 
The tower was modelled by using 8-node brick elements. A relatively large number of 
finite elements have been used in the model, so that a regular distribution of masses could 
be obtained, and all the geometric variations and openings in the load-bearing walls could 
be reasonably represented. The model consists of 3475 solid elements with 17052 active 
degrees of freedom. 
Since the geometry of the tower was accurately surveyed and described in the model, 
the main uncertainties are related to the characteristics of the material and boundary 
conditions. In order to reduce the number of uncertainties in the model calibration, the 
following initial assumptions were introduced: (a) homogeneous distribution of the 
masonry elastic properties; (b) the weight per unit volume of the masonry and the Poisson's 
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ratio of the masonry were assumed as 17.0 kN/m3 and 0.15, respectively; (c) the tower 
footing was considered as fixed since the soil-structure interaction is hardly involved at the 
low level of ambient vibrations that existed during the tests.  
Under the above assumptions, sensitivity analysis pointed out that sensitive parameters 
were: 
a) the average Young’s modulus E of stone masonry, which is the most sensitive 
parameter related to the frequency variation; 
b) the ratio α = G/E, implying the assumption of orthotropic material and significantly 
affecting the natural frequency of the torsion mode; 
c) the connection between the tower and the neighboring building (represented by linear 
nodal springs), which highly affects the bending mode shapes. 
Hence, 3 steps of manual tuning were carried out. In the first model, referenced as 
FEM1, the stone masonry was assumed as a linear elastic and isotropic material, and the 
connection with the church was not taken into account. After tuning, the Young’s modulus 
of stone masonry was assumed equal to 3.00 GPa, that is a value in good agreement with 
the results of the tests performed to characterize the masonry and reported in (Binda et al. 
2012): more specifically, the average sonic velocity varied between 1620 and 2240 m/s2 
and the values measured by two double flat-jack tests at the base of the tower were larger 
than 3.00 GPa. The mode shapes and natural frequencies of FEM1 are reported in Figure 
12. Furthermore, Table 8 summarizes the correlation between the modal frequencies of 
FEM1 (as well as of the models obtained in the next steps) and the experimental results, via 
the maximum frequency discrepancy DFmax, and the average frequency discrepancy DFave. 
FEM1 exhibits a highly imperfect correlation with the experimental results, since DFave 
is larger than 20% and DFmax is equal to 54.06%. Beyond that, FEM1 does not accurately 
represent the structural behaviour of the tower since: 
a) the FEM1 model is much stiffer than the tower, with all the natural frequencies of the 
model significantly exceeding the experimental ones (Fig. 51 and Table 8); 
b) the torsion mode T1 of the model does not follow the experimental sequence, where the 
torsion mode is placed between two couples of bending modes (Fig. 49); on the 
contrary, the torsion mode follows two couples of bending modes in FEM1 model 
(Figure 12); 
c) the mode shapes of bending modes exhibit major differences with the experimental 
results: the predicted bending modes involve motion along the main N-S and E-W 
directions (Fig. 51), whereas the identified modes involve bending along the diagonals 
(Fig. 49). 
  
150 
 
 
Figure 51 - Vibration modes of model FEM1 (Isotropic Material, E = 3.00 GPa). 
It is important to underline that FEM1 would have been conceivably very similar to the 
model adopted in the structural analysis of the tower without the information collected in 
AVT. On the contrary, the poor correlation between the FEM1 predictions and the actual 
dynamic characteristics of the tower suggests that some assumptions adopted in the model 
(such as the isotropic behaviour of stone masonry and neglecting the connection with the 
neighbouring building) need to be deeply revised. 
In the second model, referenced as FEM2, an orthotropic elastic behaviour was 
assumed for the stone masonry. After tuning, the average characteristics of the material 
were E = 3.00 GPa and G13 = G23 = 0.45 GPa (corresponding to α = G13/E = G23/E = 0.15). 
Figure 52 shows the modal characteristics of this second model, and highlights that the 
introduction of orthotropic elasticity dramatically improved the correlation with the 
experimental results. More specifically: 
a) the stiffness of the model significantly decreased, so that the average and maximum 
frequency discrepancies reduced from 20.70% to 5.05% and from 54.06% to 8.49%, 
respectively (Table 8); 
b) the torsion mode T1 of the FEM2 model correctly follows the experimental sequence. 
Nevertheless, the bending modes continue to exhibit flexure along the main N-S and E-
W directions (Fig. 52), differently from the observed modes which involve bending along 
the diagonals (Fig. 49). 
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Figure  52 - Vibration modes of model FEM2 (Orthotropic Material, E = 3.00 GPa, G13= G23= 
0.45 GPa). 
Introducing the effects of the connection between the tower and the church through a 
series of linear (nodal) springs of constant k, a third model FEM3 was obtained. In FEM3 
model, the elastic characteristics of the masonry provided by FEM2 (E = 3.00 GPa and G13 
= G23 = 0.45 GPa) were not changed and only the parameter k was tuned in a pre-selected 
interval (1×104 kN/m < k < 10×104 kN/m); after tuning, k = 4×104 kN/m was assumed since 
this value tends to minimize the average frequency discrepancy DFave. 
 
Figure 53 - Vibration modes of model FEM3 (Orthotropic Material + Springs). 
Figure 53 illustrates the dynamic characteristics of FEM3 model. As it had to be 
expected from previous investigations [77], the bending modes are now fully consistent 
with the experimental results. As reported in Table 8, the correlation between the FEM3 
and the modal frequencies is fairly good for the first three modes (DFmax < 2%), whereas 
the discrepancies for the higher modes remains quite high (DFmax=10.43 % for the fourth 
mode). 
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Table 8: Comparison between theoretical and experimental modal frequencies. 
Mode 
Identifier 
f (Hz) 
SSI (2007) FEM1 FEM2 FEM3 FEM DR1 FEM-DR2 
B1 1.216 1.219 1.154 1.216 1.216 1.220 
B2 1.283 1.246 1.174 1.259 1.257 1.282 
T1 3.598 5.543 3.382 3.570 3.597 3.592 
B3 4.009 4.981 4.170 4.427 4.438 4.057 
B4 4.156 5.073 4.224 4.516 4.522 4.145 
 
DFave (%) 20.70 5.05   4.36   4.31 0.42 
 
DFmax (%) 54.06 8.49 10.43 10.69 1.20 
5.3.3. Model tuning by structural identification 
At the end of manual tuning, a further refinement of the previously defined set of 
uncertain parameters (E, G13=G23, k) was obtained by minimizing the difference between 
theoretical and experimental natural frequencies (115) through the DR procedure [64]. 
Table 9 summarizes the selected range of variation of each structural parameter, suggested 
by engineering judgment and the available tests on materials [20]. 
Table 9: Structural parameters for FE models identification. 
Structural  
parameter 
Base 
 value 
Upper  
value 
Base  
value 
Optimal value 
FEM-DR1 
Optimal value 
FEM-DR2 
E   (whole structure) [GPa] 2.0 4.0 3.0 3.0 
− 
EI  (height < 26 m)    [GPa] 2.0 4.0 3.0 − 2.97 
EII (height > 26 m)    [GPa] 1.0 3.0 2.0 − 1.60 
α  0.110 0.190 0.150 0.153 0.172 
k                               [kN/m] 1.0×104 10.0×104 4.0×104 3.76×104 8.30×104 
The structural identification procedure provided the following estimates of the 
parameters: 
E=3.00 GPa;  G13=G23=0.46 GPa;  k=3.76×104 kN/m 
that are very similar to the ones of FEM3 (i.e. to the values obtained from systematic 
manual tuning). Consequently, the natural frequencies of current model FEM-DR1 (Table 
8) continue to exhibit a satisfactory correlation for the lower modes as well as high 
differences for the higher bending modes (DFmax=10.69%). 
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The discrepancy is conceivably related to the simplified distribution of the model elastic 
properties. As suggested by the mode shapes, the higher bending modes depend on the 
elastic characteristics of the masonry in the upper part of the tower. In addition, as pointed 
out in section 6.2.1, the upper region is characterized by a more evident mortar joint erosion 
and changes of the masonry texture including wide infilled openings on the East and North 
fronts, beneath the belfry level (Fig. 44). 
Hence, the distribution of the Young’s modulus was updated and the tower was divided 
in two regions, with the masonry Young’s modulus being assumed as constant within each 
zone. The two regions, denoted as I and II, correspond to the lower five levels of the 
building (EI, h < 26.0 m, including a large number of passing-through cracks, Fig. 42) and 
the upper part (EII, h > 26.0 m, including infilled/repaired areas and the belfry), 
respectively. The possible set of updating parameters includes EI, EII, α and k. It should be 
noticed that assuming only one parameter α means that the ratio between the shear moduli 
in the two regions of the tower equals to the ratio between the Young’s moduli. 
Before repeating the system identification process, a sensitivity analysis was carried out 
and the sensitivity coefficients are shown in Figure 54.  
 
Figure 54 - Sensitivity coefficients. 
The sensitivity coefficients indicate that the natural frequencies of all modes are highly 
affected by EI, EII and α and weakly depend on the stiffness k of springs, as well. 
Therefore, the inverse problem appears not affected by ill-conditioning and the investigated 
structural parameters are good candidates to be selected as updating parameters in a 
structural identification approach. 
Table 9 summarizes the optimal estimates of the structural parameters obtained from 
the DR method, the base values and the assumed lower and upper limits. By examining the 
optimal values in Table 9, the following comments can be made: 
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a) the optimal values of the elastic parameters in the lower region (EI=2.97 GPa, 
GI13=GI23=α×EI=0.172×2.97≅0.51 GPa) are very similar to those provided by the FEM3 
and FEM-DR1 models; 
b) the optimal estimates of the elastic parameters in the upper region (EII=1.60 GPa, 
GII13=GII23=α×EII=0.172×1.60≅0.28 GPa) turned out to be lower than the ones of in the 
lower part, reflecting the observed state of preservation; 
c) the stiffness of the springs becomes higher than in model FEM3 and FEM-DR1 in order 
to better fit the ratio between the natural frequencies of the first two modes. The latter is 
a well-expected result, since for a cantilever beam − with a uniform cross-section and 
mass distribution − the ratio between two consecutive natural frequencies of bending 
modes only depends on the boundary conditions (in this case the spring stiffness k) of 
the structure and not on the geometry or mechanical properties [175].  
Figure 55 shows the mode shapes of the FEM-DR2 updated model, corresponding to 
the experimental ones (Fig. 49), and the correlation with the measured modal behaviour.  
 
Figure 55 - Vibration modes of the optimal (updated) model FEM-DR2. 
It should be noticed that FEM-DR2 model represents an excellent approximation of the 
real structure, with the maximum relative error between natural frequencies being larger 
than 1% only for mode B3. Furthermore, also the correlation between mode shapes − 
estimated via the MAC [5] in Figure 55 − is very good for the first two modes (with the 
MAC being larger than 0.96); for the higher modes, the MAC is in the range 0.711–0.845 
so that appreciable average differences are detected and again related to the simplified 
distribution of the model elastic properties, which were held constant for large regions of 
the tower. 
However, the final FEM-DR2 model could surely be adopted to evaluate the structural 
safety under service or exceptional loads as well as a suitable baseline model for long-term 
dynamic monitoring [75] of the tower. 
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5.4. Long-term Dynamic Monitoring Results 
5.4.1. Description of the dynamic monitoring system 
Previous ambient vibration tests, which description is out of scope of the current work,  
have shown that the dynamic characteristics of the tower are conceivably dependent on the 
amplitude of excitation/response [79]. Therefore, it was decided to install a continuous 
dynamic monitoring system on the tower in order to better understand and investigate the 
time variance of resonant frequencies. The instrumentation − installed inside the tower − 
consisted of 3 uni-axial Dytran 3191A1 piezoelectric accelerometers (10 V/g), a 4-channel 
data acquisition system (NI 9234) and one local PC for the management of the continuous 
acquisition and the data storage (Fig. 56). A new binary file, containing the acceleration 
time series (sampled at 200 Hz), is created every hour and stored on the local PC. The 
choice of instrumented level was based on the information collected in the previous AVTs 
[75], so that all previously identified modes are observable at that level. 
 
Figure 56 - General arrangement (dimensions in m) and details of the dynamic monitoring 
system. 
The dynamic monitoring system worked continuously for several months since June 
2009 until the end of February 2010. Hourly averaged temperature data were recorded by a 
static monitoring system previously installed on the tower and managed by Politecnico di 
Milano [20], as well; this system was aimed at collecting information on the evolution of 
crack patterns and included 15 extensometers and 8 temperature sensors, that measured 
internal and external temperature at different levels of the tower. 
In the first months of the monitoring period, the dynamic monitoring system undergoes 
various stops for either normal maintenance or issues related to the installation of a new 
electrical system in the tower. 
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The collected acceleration data were handled and preprocessed by a powerful tool for 
the management of dynamic monitoring, developed [33] in the LabVIEW environment. The 
preprocessing of each data file includes the following tasks: 
a) creation of a database with the original data (in compact format) for later developments; 
b) preliminary pre-processing (i.e. de-trending, automatic recognition and extraction of the 
time series associated to swinging of bells); 
c) statistical data analysis; 
d) pre-processing (low-pass filtering and decimation) of the data containing the response 
to micro-tremors and wind only, and creation of a second database with essential data 
records. 
It is worth underlining that, unlike the "random" swinging of bells for a long time 
period artificially generated in previous AVTs [79], the responses induced by the normal 
swinging of bells do not comply with some basic hypothesis of OMA, such as white noise 
and stationarity; hence, a preliminary data pre-processing is necessary, dealing with de-
trending and extraction of the time windows corresponding to swinging of bells from each 
collected dataset of 60 min duration. The signal extraction is driven by the evaluation of the 
RMS acceleration, averaged over all channels. The RMS values are evaluated over time 
intervals of 1 second for each channel and averaged over all channels, in order to obtain the 
plot of Figure 57, where the peaks clearly identify the time periods when the bells swing. 
The extraction procedure consists in recognizing the global maximum of the averaged RMS 
acceleration and "cutting" the corresponding time window until a local minimum (that is 
below a specified threshold) is detected before and after the peak. The procedure is then 
repeated till the remaining time series are only due to low level ambient excitation. 
 
Figure 57 - Typical evolution in time of the averaged RMS acceleration (10 July 2009, h. 
12:00-13:00). 
Since the use of a constant time window in OMA has surely to be preferred in 
permanent dynamic monitoring, a time window of 2500 s is extracted from each 1-hour 
record for subsequent statistical analysis and OMA. After low-pass filtering and decimation 
of data, the modal identification was carried out by two different approach: the first one 
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was performed using the data driven automatic SSI method available in the commercial 
software ARTeMIS; the second one consisted in the application of the proposed automated 
SSI-Cov based procedure. One of the goals was to proof the ability of the procedure to 
handle the identification and especially the tracking process in case of few instrumented 
points on the structure.  
5.4.2. Dynamic monitoring results 
Concerning the SSI-Cov based procedure, the modal baseline list is constituted by the 
five modes (Fig. 49) identified in the previous AVTs. The associated frequencies and the 
mode shape vectors have been carried out by a manual analysis performed on the first 
acquired data sets of monitoring. Subsequently, a sensitivity analysis in terms of frequency 
convergence has been performed, in order to establish the proper input parameters for the 
identification algorithm. Table 10 summarizes the adopted input parameters for both 
procedures: 
Table 10: Input parameters for the SSI-Data and the automated SSI-Cov based procedure. 
SSI-Data 
(ARTeMIS) 
SSI-Cov 
Algorithm 
noise mode elimination 
and clustering 
mode tracking 
i=80-100 ip=120 ξmax=10% δf=10% 
nmin=20 pmin=30 MCFmax=0.30 MACmin=0.70 
nmax=80/100 pmax=90 dmax=0.02 - 
Since the SSI-Data technique was performed independently for each data file through 
the commercial software ARTeMIS, the maximum order and time-lag to construct the 
Hankel matrix was varied depending on the quality of the data. Regarding the SSI-Cov 
based application, it should be mentioned that the data were pre-filtered again through a 
zero-phase low pass filter with a cut-off frequency of 7 Hz and a filter order equal to 8. The 
mode tracking procedure consisted by keeping unchanged the previous defined reference 
set of modes. Such decision is based on the fact that the goal of this work is not focused on 
the mode shape variation, since we are dealing with only three instrumented points and 
therefore the mode shape accuracy is far to be good. This justifies the larger MACmin value 
that has been adopted. 
Figures 58-59 show the time evolution of the identified natural frequencies by the SSI-
data and SSI-Cov procedure, respectively. At first instance, it should be specified that the 
"manual" analysis conducted by the SSI-Data technique was terminated at the end of 
December 2009. Conversely, the automated procedure was applied to all the acquired data 
set, until the end of February 2010.  
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The inspection of Figure 59 reveals that the bending modes are much more frequently 
identified than the torsion mode, probably as a consequence of the low level of ambient 
actions that generally excite the tower. It is further noticed the cyclic evolution of the 
natural frequencies over each day-time. Since only the response to low level excitation 
(micro-tremors and wind) has been considered, this cyclic variation is likely to be related to 
temperature. Such correlation will be explored with more detail in the next section.   
 
Figure 58 - Identified and tracked natural frequencies of the first five modes by the SSI-Data. 
 
Figure 59 - Identified and tracked natural frequencies of the first five modes by the SSI-Cov. 
Table 11 presents the statistical properties of both set of identified natural frequencies 
estimated during the respective monitoring period. The data associated to lower 
temperatures (T < 0°C) and the "frost" period were omitted. Comparing the mean, the 
maximum and the minimum value obtained by the two procedures, it appears a fairly good 
agreement. Even the standard deviation are quite similar, although the ones obtained by the 
SSI-Cov application show slightly lower values. Significant differences are perceived only 
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in terms of  the success rate of identification for each vibration mode. Such difference was 
expected, since the SSI-Cov procedure involved a preliminary low pass filtering of the data 
in order to better fit the data characterized by a lower frequency range. The pre-filtering is 
justified, since during the SSI-Data processing the most common problem was the 
difficulty to identify the first two modes of vibration, as demonstrated by the identification 
rate reported in Table 11. Furthermore, on the one side it can be observed that the standard 
deviation related to bending modes tends to increase as the mode order increases, on the 
other side the natural frequency of the torsion mode exhibits the highest standard deviation.   
Table 11: Statistical properties of the identified and tracked natural frequencies. 
modes Algorithm min [Hz] mean [Hz] max [Hz] std.dev Id. rate [%] 
1 SSI-Data SSI-Cov 
 
1.162 
1.162 
1.230 
1.228 
1.282 
1.290 
0.021 
0.019 
58.1 
74.1 
2 SSI-Data SSI-Cov 
 
1.237 
1.240 
1.300 
1.297 
1.367 
1.367 
0.023 
0.021 
57.4 
74.0 
3 SSI-Data SSI-Cov 
 
3.357 
3.371 
3.539 
3.553 
3.707 
3.774 
0.058 
0.057 
26.9 
31.9 
4 SSI-Data SSI-Cov 
 
3.878 
3.880 
4.024 
4.023 
4.163 
4.184 
0.036 
0.034 
77.6 
85.6 
5 SSI-Data SSI-Cov 
 
4.032 
4.043 
4.202 
4.196 
4.383 
4.372 
0.045 
0.042 
90.3 
94.1 
In order to clearly point out the cyclic evolution of the frequencies and their correlation 
with the measured thermal variation, only the frequency data set obtained by the SSI-Cov 
application will be investigated. This choice can be considered mandatory, since the SSI-
Cov procedures covered a longer monitoring period (until the end of February 2010) and 
lead to higher identification rate, that may improve the understanding of the correlation 
with the thermal variation.   
5.4.3. Correlation between identified frequencies and thermal variation 
As mentioned before, the data provided by the monitoring system includes the 
temperature information measured by 8 thermocouples, that were located internally and 
externally at different levels of the tower. Figure 60 tracks the measured thermal variation 
provided by each sensor.   
It can be clearly seen, that the external temperatures measured at the north and south 
side of the belfry exhibit a more pronounced variation, especially the south temperature. 
Conversely, the temperatures measured internally are characterized by smoothed daily 
oscillation. This is quite obvious, since the high thermal inertia of the masonry walls 
provides a more constant thermal environment. However, the seasonal thermal variation is 
remarked quite well even by the internal temperatures.       
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Figure 60 - Measured temperatures by the different 8 thermocouples. 
A closer inspection to the thermal data reveals a time shift between the external south-
side and north-side temperature. Such time shift is more emphasized during the summer 
period (Fig. 61a), conversely, during the winter (Fig. 61b) both thermal peaks seem to be 
more closer between them. The data provided by the other internal sensors, except S2int, 
seem to follow, in terms of temporal peaks appearance, the N3est thermal evolution. 
Conversely, the sensor S2int provides an unclear temperature variation, especially during 
the winter.  
a) b) 
 
 
Figure 61 - Measured temperatures by the different 8 thermocouples in: a) July 2009; b) February 
2010. 
It should be remarked, that two sensors (S1int and S3est) were out of order for most of 
the time: S1int during the first period of monitoring (July-October 2009) and S3est from 
September to December 2009.  
Table 12 reports the Pearson correlation indices between the temperature data provided 
by all the sensors and the identified frequencies during the monitoring period. In order to 
compute such indices, the data associated to the ice period, during which the frequencies 
increase rapidly, were been excluded.   
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 Table 12: Correlation between temperatures and frequencies. 
modes N1int S1int E1int O1int S2int N2int S3est N3est 
1 0.601 0.078 0.618 0.606 0.607 0.540 0.727 0.665 
2 0.603 0.350 0.620 0.607 0.606 0.553 0.736 0.675 
3 -0.252 0.033 -0.254 -0.258 -0.270 -0.233 -0.097 -0.238 
4 0.300 -0.134 0.311 0.300 -0.297 0.202 0.408 0.341 
5 0.442 0.008 0.455 0.444 0.438 0.364 0.582 0.500 
At first instance, the data provided by the sensor S1int exhibit the poorest relationship 
with all frequencies. Therefore, it will be excluded for further investigation. However, it 
clearly appears, that the first two bending modes are quite well correlated with all the other 
temperature sensors, especially with the external south-side sensor S3est. The torsional 
mode shape shows a constant low correlation index around -0.250 with all sensors, except 
with S3est since the latter was out of order during several months. The last two bending 
modes (4-5), are less correlated with the temperature data than the first two bending modes. 
The exception is provided by the sensor S3est, which thermal data reveal a fairly good 
correlation with modes 4 and 5.  
Furthermore, Figure 60 and Table 12 highlight that all the internal sensors are providing 
the same information in terms of correlation with frequencies. Such redundancy can be 
eliminated through a Principal Component Analysis, able to estimate the minimum number 
of temperature measurements useful for modelling the relationship with the frequencies. 
The number of relatively large singular values indicates the number of independent 
measurements. 
 
Figure 62 - Singular values of the internal thermal data matrix. 
Figure 62 shows the singular values of the temperature measurements and it clearly 
indicates one significant singular value. Such result confirms the observation made above 
concerning the redundancy of information. Therefore, it can be selected just one 
independent set of temperature between all the five considered internal thermal set: N1int, 
E1int, O1int, S2int, N2int. Basing on the correlation indices reported in Table 12, the 
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sensor E1int has been selected as the representative data set concerning the internal thermal 
environment of the tower.  
Further considerations need to be done, regarding on how the frequency-temperature 
relationship evolves in time during the monitoring period for different thermal scenarios. 
For such investigation a good operating way is to divide the whole monitoring period in 
different states. For instance, basing on Figures 59-60, it is possible to identify 4 states: 
July-August 2009, September-October 2009, November-December 2009 and January-
February 2010.   
Table 13: Correlation between temperatures and frequencies. 
 July-August (2009) September-October (2009) 
modes E1int S3est N3est E1int S3est N3est 
1 0.284 0.705 0.587 0.153 0.401 0.493 
2 0.287 0.697 0.615 -0.063 0.241 0.368 
3 -0.179 0.230 0.056 -0.473 0.075 -0.309 
4 0.213 0.522 0.564 0.250 0.248 0.331 
5 0.281 0.711 0.616 -0.150 0.321 0.163 
Table 14: Correlation between temperatures and frequencies. 
 November-December (2009) January-February (2010) 
modes E1int S3est N3est E1int S3est N3est 
1 0.341 - 0.437 0.226 0.527 0.320 
2 0.430 - 0.509 0.278 0.535 0.392 
3 -0.247 - -0.288 -0.232 0.200 -0.191 
4 0.120 - 0.156 -0.407 -0.110 -0.363 
5 0.167 - 0.222 -0.320 0.025 -0.246 
It should be remarked that the correlation indices associated to S3est data during 
November-December 2009 are not reported since in that period the sensor was operating 
only for few days. For the same reason, the information concerning the correlation through 
S3est and the frequencies, for the previous period (September-October), should be taken 
with the benefit of doubt. In order to help the interpretation of the above given information, 
correlation and tracking plots regarding the variation of the frequency are reported below. 
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a) 
b) 
c) 
d) 
e) 
Figure 63 - Frequency and temperature tracking during summer (July 2009): a) mode 1; b) mode 
2; c) mode 3; d) mode 4; e) mode 5. 
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a) 
b) 
c) 
d) 
e) 
Figure 64 - Frequency and temperature tracking during winter (January - February 2010): a) mode 
1; b) mode 2; c) mode 3; d) mode 4; e) mode 5. 
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a) b) c) 
 
  
Figure 65 - Mode 1 vs. temperature plot: a) E1int; b) S3est; c) N3est. 
a) b) c) 
  
Figure 66 - Mode 2 vs. temperature plot: a) E1int; b) S3est; c) N3est. 
a) b) c) 
 
 
 
Figure 67 - Mode 3 vs. temperature plot: a) E1int; b) S3est; c) N3est. 
a) b) c) 
  
Figure 68 - Mode 4 vs. temperature plot: a) E1int; b) S3est; c) N3est. 
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a) b) c) 
  
Figure 69 - Mode 5 vs. temperature plot: a) E1int; b) S3est; c) N3est. 
Firstly, looking at Figures 65-69, it clearly appears the effect of the presence of ice on 
the structure: all the frequencies rapidly increase since the ice tends to temporarily stiffen 
the structure, filling and closing most of the cracks. Furthermore, from Table 13-14 and 
Figures 65-69, it is evident that temperature does not significantly influence the torsional 
mode: the correlation indices are quite low and the correlation diagrams appear flat for all 
the thermal range higher than 0 °C. Conversely, concerning the other four bending modes, 
some observations need to be done. 
 For temperatures higher than 16 °C, all the bending modes exhibit the same behaviour: 
the natural frequencies increase as the temperature increases. This behaviour can be 
explained through the closure of the superficial and deep cracks induced by the thermal 
expansion of materials. Conceivably, the stone interlocking of irregular stonework masonry 
tends to increase as the temperature increases. Such temperature correlation appears clearer 
considering the thermal data provided by the S3est sensor. In fact, a closer inspection to the 
Figures 63-64, reveals that the oscillation in time of the natural frequencies (associated to 
the bending modes) is almost perfectly in-phase with the external temperature of the 
masonry measured on the south-side of the structure, more specifically on the belfry. On 
the other hand, the temperature correlation tends to slowly decrease considering the 
northern temperature provided by the sensor N3est. This was expected, since the northern 
temperature is slightly shifted with respect to the southern temperature. Concerning the 
correlation between frequencies and internal temperatures, it can also be observed a direct 
proportionality between their variation, although the correlation diagrams appears much 
more scattered. This can be explained since the internal thermal condition remains quite 
constant during the day due to the high thermal inertia of the stonemasonry walls. 
Therefore, such temperature information is only able to provide long-time (weekly or 
monthly) thermal variation.       
For the thermal range between 0-16 °C, the correlation between temperature and 
frequency variation tends to become more unclear and less important. Concerning the first 
two bending modes, temperature-induced effects seems appearing only considering the 
southern external temperatures. The northern and internal thermal data are not able to 
highlight any thermal load effect since the data in the correlation diagrams appear much 
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more scattered. On the other hand, the last two bending modes exhibit a non-linear trend. 
Table 14 points out that the correlation between their frequencies and temperature data is 
affected by a reversal of trend: in detail, for temperature closer to 0 °C the frequency tend 
to increase as the temperature decrease. This is justified since in such period, which 
corresponds to December 2009 - February 2010, the presence of ice on the structure 
occurred several times. 
However, it should be said that unmeasured factors other than temperature may affect 
the frequency variation, especially during the period which exhibit a temperature between 
0-16°C. In order to better investigate such latent factors, a Principal Component Analysis 
can be performed on all identified modes. For such analysis, we will divide the data in 3 
parts, corresponding to the 3 seasons, summer (July-August), autumn (September-
November) and winter (December-February). For each subgroup of frequencies set, PCA 
will be performed and the corresponding largest singular values will account for the number 
of latent variables that better explain the data variation. The data associated to the "frost" 
period are omitted for the following analysis. 
Table 15: Correlation between principal components, frequencies and temperatures.  
 Whole monitoring period - Correlation 
SV B1 B2 T1 B3 B4 E1int S3est N3est 
3.692 0.943 0.940 0.393 0.923 0.951 0.575 0.662 0.622 
0.947 -0.234 -0.186 0.913 0.056 -0.016 -0.564 -0.445 -0.574 
0.208 -0.106 0.253 -0.098 0.361 0.035 0.033 -0.031 0.013 
0.127 -0.145 -0.042 -0.033 -0.109 -0.305 -0.039 0.120 -0.013 
0.049 0.154 -0.146 0.014 0.052 0.036 0.022 -0.136 0.003 
Table 16: Correlation between principal components, frequencies and temperatures. 
 Summer (June - August 2009) - Correlation 
SV B1 B2 T1 B3 B4 E1int S3est N3est 
4.055 0.958 0.942 0.730 0.917 0.936 0.490 0.597 0.645 
0.584 -0.173 -0.248 0.669 0.097 -0.190 -0.595 -0.340 -0.563 
0.195 -0.069 -0.124 -0.141 0.387 -0.073 -0.052 0.020 0.136 
0.120 -0.156 -0.115 0.000 -0.011 0.286 -0.072 0.093 -0.037 
0.047 0.152 -0.150 -0.008 -0.020 0.021 0.100 0.117 0.075 
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Table 17: Correlation between principal components, frequencies and temperatures. 
 Autumn (September - November 2009) - Correlation 
SV B1 B2 T1 B3 B4 E1int S3est N3est 
3.533 0.870 0.863 0.662 0.893 0.893 0.276 - 0.365 
0.902 -0.431 -0.403 0.706 0.232 0.053 -0.529 - -0.630 
0.261 -0.080 -0.115 -0.084 -0.193 0.441 0.089 - 0.081 
0.210 0.017 -0.224 -0.228 0.326 0.043 0.428 - 0.347 
0.093 0.227 -0.173 0.068 -0.080 -0.026 0.254 - 0.203 
Table 18: Correlation between principal components, frequencies and temperatures. 
 Winter (December 2009 - February 2010) - Correlation 
SV B1 B2 T1 B3 B4 E1int S3est N3est 
3.684 0.854 0.852 0.801 0.873 0.909 -0.328 0.226 -0.231 
0.724 -0.457 -0.442 0.461 0.278 0.171 -0.316 -0.424 -0.439 
0.300 -0.068 0.194 0.364 -0.334 -0.119 0.391 0.474 0.399 
0.194 -0.126 0.039 -0.104 -0.193 0.359 0.002 0.017 0.077 
0.099 0.203 -0.199 0.059 -0.110 0.050 -0.070 0.111 -0.080 
Tables 15-18 report the correlation between the principal component scores, associated 
to the corresponding singular value, the frequencies and the temperatures. Such principal 
components are linear combinations of the original variables. The first columns of each 
table indicate the extracted singular values from the PCA analysis.   
Firstly, considering the whole monitoring period, the first singular value explains for 73 
% the data variance, especially for the four bending modes. On the other hand, the second 
SV weigh around 18 % and is significantly related to the torsional mode. This means that 
there are two latent variables, which could be constituted even by the combination of two 
factors, that are able to explain the variation associated to the bending modes and the 
torsional mode, respectively. The correlation indices with the temperatures suggest that 
such latent variables are mostly connected to the environmental thermal load, although 
other unmeasured factors (wind, humidity, thermal inertia, etc.) may affect the frequency 
variation as well. Furthermore, it appears evident that the torsion mode exhibits a different 
variation trend then the bending modes, as seen before (Tables 13-14, Figure 67).  
Generally, the variation of the four bending modes can always be explained by one 
latent variable. What really changes is the interpretation of such latent variable during the 
different season. For example, as shown in Table 16, during the summer the latent variables 
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can be mostly connected to the temperature variation, conversely during autumn and winter 
such temperature correlation becomes less dominant (as seen in the correlation diagram - 
Figures 65-69) and it is not yet clear to which environmental factor it might be associated.  
On the other hand, the factors that affect the variation of the torsion mode are more 
difficult to detect. Tables 16-18 confirm that during summer, and partially even autumn, 
part of its variation follows the bending modes variation which is driven by the 
temperature-induced effect on the structure, surely valid for higher temperatures. For lower 
temperatures, the variation of  the torsion mode exhibit a different trend: the frequency 
tends to increase as temperature increases. At the same time, its variation is surely affected 
by other unmeasured environmental factors. Such unmeasured factors become dominant 
during the winter period, in which the variation of all the modes can be equally explained 
by the same latent variable. 
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5.5. SHM based on Modal and Structural Parameter variation 
5.5.1. Identification of structural anomalies based on frequency variation 
The current section aims to provide a SHM methodology able to handle the identified 
dynamic features, obtained  by the permanent dynamic monitoring of the tower, and the 
recorded thermal data. As shown previously, the monitoring results revealed cyclic 
evolution of the natural frequencies over short and long time periods, strictly related to 
environmental factors (especially temperature).  
The main target is to suggest and compare some frequency predictive models basing on 
different approach such polynomial models and PCA. Such approach aims to use the 
residual errors between the predicted and further identified frequencies as an index to detect 
any structural anomaly during the operational conditions.  
Contrary to what shown in the previous Chapter concerning the San Michele Bridge, it 
will be not possible to slide the data in a "training" and a "validation" period, since the 
recorded data by the monitoring system cover exactly 7 months during which different 
thermal conditions appear. Therefore, the proposed models will only be compared in terms 
of performance and goodness-of-fit with the identified dynamic features.  
As seen in the previous section, three different set of thermal data were selected and 
their relation to the frequency variation was explored. It was highlighted that the data 
measured by the sensor S3est provides the best correlation with the frequencies. 
Unfortunately, such thermal sensor was out of order for several months, making it unusable 
for SHM purposes. However, the frequency prediction model constructed with such data 
will constitute the reference model. Therefore, the idea is to propose an alternative bivariate 
prediction model which is based on the other two remained thermal set (E1int and N3est) or 
another one which can be deduced without the knowledge of environmental factors and 
compare their performance with the reference one.  
Hence, in the following the performance of the polynomial model M1 (117) constructed 
with the thermal data provided by the S3est sensor and the bivariate model  M2 (118) are 
illustrated. It should be remarked that for such kind of frequency prediction models only the 
bending modes are treated, since the torsional mode does not exhibit a well correlation with 
temperature. On the contrary, it seems to be affected by another unmeasured environmental 
factor.  
( ) kSkSkSkprek tttf εααα +++= 2210, )(  (117) 
( ) ( ) kEkEkNkEkNkEkNkprek tttttttf εβββββ +++++= 22,01,11,00,10,0, ,  (118) 
  
  
171 
 
a) b) 
Mode 1 - goodness of fit 
 M1 M2 
R2 0.564 0.573 
st.dev. (σ) 0.0125 0.0123 
error [%] 0.80 0.78 
 
 
c) d) 
 
 
Figure 70 - Frequency prediction model for mode 1 (SSI-Cov): a) goodness-of-fit; b) simulated 
and identified frequencies; c) autocorrelation function; d) model prediction errors.  
a) b) 
Mode 2 - goodness of fit 
 M1 M2 
R2 0.577 0.563 
st.dev. (σ) 0.0151 0.0143 
error [%] 0.93 0.87 
 
 
c) d) 
 
 
Figure 71 - Frequency prediction model for mode 2 (SSI-Cov): a) goodness-of-fit; b) simulated 
and identified frequencies; c) autocorrelation function; d) model prediction errors. .  
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a) b) 
Mode 4 - goodness of fit 
 M1 M2 
R2 0.321 0.341 
st.dev. (σ) 0.0275 0.0265 
error [%] 0.51 0.50 
 
 
c) d) 
 
 
Figure 72 - Frequency prediction model for mode 4 (SSI-Cov): a) goodness-of-fit; b) simulated 
and identified frequencies; c) autocorrelation function; d) model prediction errors.  
a) b) 
Mode 5 - goodness of fit 
 M1 M2 
R2 0.505 0.447 
st.dev. (σ) 0.0329 0.0316 
error [%] 0.61 0.58 
 
 
c) d) 
 
 
Figure 73 - Frequency prediction model for mode 5 (SSI-Cov): a) goodness-of-fit; b) simulated 
and identified frequencies; c) autocorrelation function; d) model prediction errors.  
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Figures 70-73 clearly highlight that the best fit of the relationship between the modal 
frequencies and the measured temperature is only obtained during the summer period, in 
which the thermal conditions mostly affect the frequency variation. Both prediction models 
achieve a quite similar goodness-of-fit of such relationship.  
However, the quality of both models decreases quite rapidly when dealing with 
frequencies and temperatures related to a colder period, like Autumn and Winter. Actually, 
this is also observable in the correlation diagrams (Figg. 65-69). In fact, the plots of the 
autocorrelation functions, especially the ones related to the first two bending modes (Figg. 
70c-71c), clearly highlight that some hidden patterns were not captured by the adopted 
models. Such worsening of prediction can be explained by three reasons: 1) the frequency 
variation could be due to others unmeasured environmental factors that act on the masonry 
tower (i.e. wind, humidity, etc.); 2) as more the temperatures tend to decrease as more the 
daily frequency peaks tend to shift in relation to the daily temperature peaks. Such 
phenomenon is completely tied to the external temperature condition and the thermal inertia 
of the structure; 3) the dubious reliability of the recorded temperature data during Autumn 
and Winter. 
Considering the above three points, constructing frequency prediction models basing 
only on temperature measurements is a quite hard task. In fact: 
a) natural frequencies are quite sensitive parameters that are able to detect the effects of 
different environmental factors; 
b) for massive structures, the effect induced by the thermal inertia should be taken into 
account when modelling a frequency-temperature relationship. However, this cannot be 
modeled by a static model since such phenomenon, and its effects, evolves 
dynamically in time;  
c) if the recorded temperature data may be polluted by some measurement errors or if the 
location of the thermal sensors is not able to provide the temperature that better match 
the frequency oscillation, any frequency prediction model based on temperature data 
will always be in deficit.     
For such reasons, a completely different approach will be adopted that does not need 
any measuring of environmental factors. The following approach uses the PCA results in 
order to perform a simple regression analysis with a linear regression model. Usually in the 
literature [82, 123, 185], for damage detection purposes, the PCA is applied to a set of 
identified frequencies tracked during the monitoring of the structure. Once the most 
meaningful Principal Components have been detected, a PCA prediction model can be 
constructed using the selected principal components. Hence, the residual error calculated 
between the built prediction model and the identified frequencies is used as damage 
indicator. If such residuals remain small the structure can be considered healthy, on the 
other hand they increase significantly when structural damage occurs. Generally, in order to 
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control the residuals, novelty analysis is adopted as statistical indication of damage. 
Although this procedure can be considered effective, it is characterized by one main 
disadvantage: it is not possible to really filter out the environmental effects, or rather the 
identified frequencies cannot be detrended from the effects induced by the environmental 
factors. In the current application, the necessity of filtering out such effects is a crucial step, 
since the "corrected frequencies" will be then used to continuously identify the uncertain 
structural parameters of the FE model, as described later. The best way to perform such 
operation is using regression models. However, a reliable regression model is intimately 
tied to the availability of a sufficient number of regressors or independent variables. In our 
case, such independent variables are the measured environmental factors. However, as seen 
before, it is not straightforward have all the necessary factors that are able to explain the 
frequency variation of each mode of vibration. In addition, even if it were to have a 
sufficient number of measured factors, multicollinearity problems can pollute the quality of 
the regression model. Multicollinearity is a statistical phenomenon in which two or more 
regressors in a multiple regression model are highly correlated, meaning that one can be 
linearly predicted from the other with a non-trivial degree of accuracy.        
 Therefore, a good operating way is using Principal Component scores as independent 
variables for a linear regression model: 
kkprek exxf ++= 10, )( ββ  (119) 
in which fk,pre is the dependent variable, or rather the predicted frequency; xk is the regressor 
or independent variable; β are the regression coefficients of the model and ek incorporates 
the residual error. As said in Chapter 5, the PC scores are formed by transforming the 
original data into the space of the Principal Components. Such score factors are 
uncorrelated between them and are completely able to explain most of the variance of the 
original data (identified frequencies). Therefore, using the PC scores in place of the 
measured environmental factors as regressors, multicollinearity problems can be avoided. 
Secondly, the dimensionality of the regressors is reduced by taking only a subset of 
Principal Components for the prediction.     
It is shown in section 6.4.3, that applying the PCA to the whole monitoring period, the 
first singular value almost totally explains the data variance of the identified bending 
modes. On the other hand, the second singular value is significantly related to the torsional 
mode. Of course, a meaningful interpretation of the principal components scores related to 
the first two singular values is not always a straightforward task, especially if not all the 
physical factors that can affect the original data are known. For instance, in the current case 
study only temperature measurements are available, and the correlation indices between the 
PC scores and the temperature data (Tables 15-18) suggest that the PC scores are partially 
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related to the thermal fluctuations. It appears obvious that other unmeasured environmental 
factors affect the frequency variation.   
Figures 74-78 illustrate for each identified mode the performance of the linear 
regression models based on the Principal Components scores. It should be remarked that 
this approach permits to build regression models for every mode of vibration, including the 
torsional mode, since it does not depend on the availability of measured environmental 
factors. A drawback is related to the fact that in order to obtain the regressors able to model 
the variation of all five modes, the PCA has to be applied on a data set which contains for 
every hour all the frequencies of each mode.  
It clearly appears that the mean error and the standard deviation of the residuals are 
more smaller than those determined with the previous models in Figures 70-73. Also the 
coefficient of determination of each regression model highlights quite well the optimal 
linear relationship between the frequencies of each mode and the respective PC scores. 
Furthermore, a visual inspection of the comparison between the identified and the 
simulated frequencies illustrates fairly good the performance of such kind of approach: the 
goodness of simulation is kept constant for different environmental conditions. Only a 
slight worsening is detectable during the Winter period.   
a) b) 
 
 
c) d) 
 
 
Figure 74 - Regression model for mode 1 (SSI-Cov): a) goodness-of-fit; b) simulated and 
identified frequencies; c) autocorrelation function; d) model prediction error.  
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a) b) 
 
 
c) d) 
 
 
Figure 75 - Regression model for mode 2 (SSI-Cov): a) goodness-of-fit; b) simulated and 
identified frequencies; c) autocorrelation function; d) model prediction error.  
a) b) 
 
 
c) d) 
 
 
Figure 76 - Regression model for mode 3 (SSI-Cov): a) goodness-of-fit; b) simulated and 
identified frequencies; c) autocorrelation function; d) model prediction error.  
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a) b) 
 
 
c) d) 
 
 
Figure 77 - Regression model for mode 4 (SSI-Cov): a) goodness-of-fit; b) simulated and 
identified frequencies; c) autocorrelation function; d) model prediction error.  
a) b) 
 
 
c) d) 
 
 
Figure 78 - Regression model for mode 5 (SSI-Cov): a) goodness-of-fit; b) simulated and 
identified frequencies; c) autocorrelation function; d) model prediction error.  
  
178 
 
Such observed worsening, even detectable through the autocorrelation function of the 
residual errors, might be related to two reasons: 1) the first reason could be related to the 
necessity to add a further PC and its related scores as regressors to the linear regression 
model; 2) the second reasons could be related to a possible appearance of structural 
anomaly. 
Once all the regression coefficients of the models have been determined, the strategy 
consists in using such models to predict the future frequencies basing on the future PC 
scores. The future PC scores will be determined by applying the PCA again whenever a 
new full set of frequencies are identified. Consequently, the residual error calculated 
between the predicted frequencies and the identified frequencies are used as damage 
indicators or structural anomaly detectors. A possible increasing in time of such errors 
means that the model (built with just one PC) is no longer able to simulate the frequency 
fluctuation since the dynamic of the structure could be affected by other factors that have 
not been taken into account. These unexpected factors could be related to new 
environmental factors or maybe to effects induced by damage occurrence. Of course, the 
identification of the real source that makes the model no longer applicable needs further 
investigation on the structure. The target of the proposed methodology is only to provide a 
first alarm system, that alert the analyst to perform further and more detailed inspections 
and tests on the investigated structure.       
5.5.2. Identification of structural anomalies based on temperature-
removed structural parameter variation  
As said before, the proposed methodology has the benefit to filtering out the 
environmental effects of the frequencies. The goal of the filtering operation is to provide 
environmental factors detrended frequencies in order to use such set of data to update and 
identify, in an iterative manner, the uncertain structural parameters of the FE model, 
adopting the simple Douglas-Reid method used before.  
This approach is justified since the variability exhibited by the frequencies with 
changing temperature will obviously propagates through the structural identification 
process. In such way, the analyst is able to integrate the information provided by a FE 
model with those continuously extracted by dynamic monitoring system, basing so any 
detection of structural anomalies on the variation of the uncertain structural parameter. 
Therefore, removing the effects of changing temperature becomes an important feature for 
Structural Health Monitoring. 
Hence, using equation (120) it is possible to filter out the environmental effects, 
assuming a reference PC score equal to 0, since the data were normalized before applying 
the PCA. Just for clarity, the equation will be: 
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in whichfk is the environmental factor detrended frequency and fk,exp is the k-th identified 
frequency, k denotes the time index.  
Table 19: Statistical properties of the temperature detrended natural frequencies. 
modes min [Hz] mean [Hz] max [Hz] std.dev 
1  1.201 1.226 1.248 0.006 
2 
 1.267 1.295 1.326 0.007 
3 
 
3.483 3.554 3.626 0.022 
4 
 
3.948 4.021 4.081 0.019 
5 
 
4.150 4.193 4.261 0.013 
Table 19 summarizes the statistics of modal frequencies after the temperature removal. 
The comparison between Table 11 and 19 shows that the standard deviation of all natural 
frequencies significantly decrease (40-70%), whereas the mean values are almost 
unchanged. 
Figures 79a-e compare the time evolution of the identified modes before and after 
removing the environmental effects. Even if Figures 79a-e reveal that the temperature-
removed frequencies are still characterized by slight short period oscillations, the filtering 
can be considered quite successful.   
Since estimating the time evolution of uncertain structural parameters (i.e. Young's 
moduli) through vibration-based model updating was one of the objectives of the present 
investigation, the natural frequencies − before and after the temperature removal − were 
used as experimental references of during the FE model updating process. 
Of course, in the estimate of the model parameters E1, E2 and α, only the sets of 
experimental data containing the frequencies of all modes were used with the aim of 
avoiding ill-conditioning of the inverse problem.  
a) 
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b) 
 
c) 
 
d) 
 
e) 
 
Figure 79 - Comparison between identified and detrended frequencies: a) mode 1; b) mode 2; 
c) mode 3; d) mode 4; e) mode 5.  
Figures 80a-c show the time evolution of the Young’s moduli and ratio of the 
transversal and longitudinal elastic moduli, respectively, estimated using the originally-
identified and the temperature-removed modal frequencies. 
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a) 
 
b) 
 
c) 
 
Figure 80 - Comparison between the estimated and detrended uncertain structural parameter: 
a) Young's moduli (E1); b) Young's moduli (E2); c) ratio of elastic moduli (α). 
The "temperature-removed" structural parameters do not exhibit any seasonal variation 
and the short-period variations seem to be stable in time and limited in range. It can be 
stated that no significant evolution of the structural condition conceivably occurred during 
the period of monitoring. 
Table 20 reports the statistics of the optimal estimates of E1, E2 and α, before and after 
removing the temperature effects. It should be noticed that the decrease of standard 
deviation associated with the temperature removal is absolutely comparable with the one 
for modal frequencies (Table 19); all mean values seem to be practically unchanged after 
removing the temperature effects. 
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Table 20: Statistics of the structural parameters before and after removing temperature. 
 before Temperature removal after Temperature removal 
 
E1 
[GPa] 
E2 
[GPa] α 
E1 
[GPa] 
E2 
[GPa] α 
min 2.693 1.578 0.134 2.856 1.600 0.148 
mean 3.029 1.727 0.162 3.026 1.723 0.162 
max 3.343 1.961 0.199 3.158 1.857 0.177 
σ 0.120 0.073 0.011 0.041 0.035 0.004 
variation [%] 21.45 22.18 39.86 10.00 14.92 17.70 
The correlation between Young's moduli and temperature is illustrated in Figure 81. It 
is shown that the temperature dependence propagates through the structural identification 
process when the originally-identified frequencies are used, with the correlation between 
(E1, E2) and the temperature being very similar to the correlation between modal 
frequencies and temperature (Figg. 65-69). 
a) b) 
 
 
Figure 81 - Estimated and detrended Young's moduli vs. temperature (N3est): a) Young's 
moduli (E1); b) Young's moduli (E2). 
As a further remark, it is worth underlining that the adopted regression methodology 
based on PCA results is perfectly able to eliminate the influence of temperature, as shown 
in Figure 81. Such procedure turned out to play an important role in Structural Health 
Monitoring, since to completely remove the thermal effects from modal frequencies it is not 
necessary have the appropriate measurements of environmental factors (which explain the 
frequency oscillation). On the other hand, a good regression analysis based on the 
availability of environmental factors is strongly dependent on a correct layout of the 
sensors on the monitored structures.   
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Chapter 6 
Conclusions, Lessons learnt and Future Research 
 
Summary: The following and last Chapter has the main goal to gather together all the 
conclusions and the lessons learnt concerning the application of vibration-based damage 
identification of the two case studies. The idea is to draw out few general conclusions and 
recommendations applicable to for future tests on similar structures. 
Concurrently, some suggestions for future investigations are briefly pointed out. 
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6.1. Lessons learnt from the Case Study of the San Michele 
Bridge 
After  an overview of the algorithms for operational modal analysis, an automated 
modal identification and tracking procedure, based on parametric methods that involve the 
construction of stabilization diagrams, has been proposed and presented. The core of the 
procedure turns around the modal identification (performed by the SSI-Cov technique) and 
the subsequent automatic interpretation of stabilization diagrams, based on noise modes 
elimination and structural mode clustering. The noise modes are firstly discarded basing on 
a damping ratio check and a modal complexity inspection, then the remained poles which 
share similar modal properties (in terms of frequency and mode shape similitude) are 
grouped together by a proposed clustering algorithm. Such procedure is iteratively applied 
on each recorded acceleration data file, continuously identifying a different set of modal 
properties: frequencies, damping ratios, mode shapes and associated modal complexity. In 
order to investigate the evolution in time of such properties, some reference vibration 
modes have to be previously fixed. Once such vibration modes are defined, a modal 
tracking procedure is developed aiming to associate to each different reference mode the 
identified one which share similar modal properties.  
 Before applying the method to continuous dynamic monitoring, the whole 
methodology has been validated applying on data continuously collected during one month 
by the permanent dynamic monitoring system installed on the historic San Michele bridge. 
The results have been compared to the ones independently obtained by a manual 
interpretation of all stabilization diagrams, using the Data-driven SSI technique available in 
the commercial software ARTeMIS (that constitute a quite unique validation data set in 
literature). Concurrently, the Poly-MAX method was also applied to assess the performance 
of the SSI-Cov application with the selected input parameters. It can be concluded that:  
a) a very good performance of the proposed procedure appears clearly;  
b) all the expected modes are well identified and tracked, exhibiting a fairly good 
identification rate.  
In detail, since the SSI-Cov method is well-known for the sensitivity to its input 
parameters (model order n and time-lag i), a sensitivity analysis has been performed in 
order to point out the effects induced by different selections of such input factors. This 
approach was also justified due to the complex dynamic behaviour of the investigated 
structure. Two important aspects came out: 
a) some modes exhibit a clear convergence behaviour in terms of damping and frequency 
identification after a certain value of time-lag i;  
b) for few modes modal splitting phenomenon occurred when high values for the 
correlations time lag i are selected.  
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Concerning the latter point, it becomes essential to understand if the splitted modes 
could be considered as structural modes or if they are just a mathematical artefact due to 
signals noise. The splitted modes lead to higher modal density and sometimes to modal 
coupling effects, involving then mode tracking errors that may seriously affect the final 
results for any damage detection purposes. Therefore, the selection of the parameter i for 
SSI application should be driven by avoiding the modal splitting phenomenon, ensuring the 
best performance for the mode tracking procedure (based on frequency and MAC 
variation). 
It was highlighted how the mentioned and described recommendations in Chapter 3, 
regarding the proper selection of the input parameters of the SSI-Cov method, are essential 
to better understand and interpret the results provided by the automated OMA 
methodology. In a nutshell, before applying any automatic procedure for dynamic 
monitoring purposes, the analyst have to spent some time by manually analyzing the 
recorded data and performing sensitivity analysis on the adopted identification method in 
order to acquire a better knowledge about its performance. Within the dynamic monitoring 
context, it is strongly recommended to perform such "manual analysis" to data recorded for 
one-day (maybe related to the first day of monitoring or to a one-day test before installing 
the monitoring system), in order to investigate if the effects induced by a different selection 
of the input parameters may change at different environmental or operational conditions. 
Concurrently, the analyst starts to get a more precise idea concerning the variance of the 
identified modal properties of the investigated structure under operational conditions.      
Therefore, it can be stated that paying the right attention to the limits associated to the 
SSI-Cov application, the methodology seems highly promising in application to continuous 
dynamic monitoring systems and further damage detection purposes. 
Beside this, the investigation concerning the current case study addressed the problem 
of damage identification by means of vibration measurements. However, the definition of 
damage identification was often been replaced by structural anomaly detection, since 
damage identification on structures under operational condition and without artificially 
induced damage remains still a challenging task: in fact successes are limited to 
simulations, laboratory studies and controlled experiments in situ. Therefore, in order to 
provide a reasonable expectation of the application of the proposed OMA based procedure, 
in the author's opinion it seems more appropriate to address the problem to detect structural 
anomalies in a broader sense. In other words, this implies detecting any variation of modal 
properties that is not induced by environmental conditions that often produce reversible 
effects. In this context, dynamic monitoring should be viewed as a tool to continuously 
assess the global behaviour of the structure, providing a first alarm for further 
investigations if an abnormal dynamic behaviour is observed. Therefore, the association 
between any kind of damage and the detected structural anomaly should be performed in 
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further steps, which must necessarily involve visual inspections, more extensive local tests, 
numerical analysis and a rational examination of the identified data. In fact, damage 
identification of historic structures cannot be viewed as a deterministic exercise, but all the 
results merged together from different disciplines need to be considered. In this framework, 
permanent dynamic monitoring must be seen as a tool which complements and enhances 
the big picture of diagnostic of historic structures.    
The results of one year of dynamic monitoring of the San Michele bridge were reported. 
In particular, the case study of the San Michele bridge (described in Chapter 4) constitutes a 
quite unique reference in the literature concerning ambient vibration-based monitoring on 
centenary bridges. Other investigations performed on historic bridges are limited to ambient 
vibration tests. Within this context, the performance of two different automated OMA 
procedure were compared, for SHM purposes: the first one based on the Frequency Domain 
Decomposition technique, while the second one involves the above proposed procedure 
based on the Covariance-based Stochastic Subspace Identification algorithm. Although the 
comparison of automated OMA procedures in a dynamic monitoring context is essential to 
explore the different limits of each procedure, such investigation is not common in the 
literature. The author's would like to remind that, generally, the application of OMA 
methods is a time demanding process and requires an experienced engineer in experimental 
dynamics and modal analysis. Therefore, a complete automation of such procedure that 
ensure the best estimates of modal parameters is not a trivial task.       
However, despite the different nature of the algorithms and the different strategies of 
modal tracking that were adopted, it should be remarked that in terms of structural anomaly 
detection both procedures provided the same information. The main frequency and mode 
shape variation were perfectly detectable in both cases. The most remarkable difference is 
related to the different amount of information provided by the two different modal tracking 
procedures: on the one side the FDD based procedure was applied keeping constant the 
initial defined reference vibration modes, on the other side for the SSI-Cov based procedure 
the reference vibration modes were updated every 4 months in order to avoid any loosing of 
modal tracking due to any variation of mode shapes. Actually, the selection of which modal 
tracking strategy is the most suitable one is strongly dependent on which structural anomaly 
methodology is used. For instance, if such methodology is merely based on frequency 
variation detection an extensive correlation study with measured environmental parameters 
and operational factors is mandatory. This approach implies the construction of frequency 
prediction models mainly based on the investigated relationship between identified 
frequencies and environmental/operation parameters, therefore as more frequencies are 
identified as better such relationship can be expressed. In the current work, it was 
highlighted that the adopted bivariate frequency prediction model provides slight better 
results when applied on the SSI-Cov results. Furthermore, alternative approaches that are 
always based on frequency variation but do not involve the knowledge of environmental 
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parameters, make use of advanced statistical tools as Principal Component Analysis or 
Factor Analysis. In Chapter 4, it was taken advantage of the PCA to better understand 
which environmental or operational parameter mostly affect the frequency variation at 
different seasons during the monitored period. It came out that the PCA applied on the 
frequencies identified by the SSI-Cov method produced more reliable results. Conversely, 
if the detection of structural anomalies is based on the variation of dynamic features that are 
not dependent on environmental conditions, like mode shapes, both modal tracking 
strategies provide the same results once a threshold value of MAC has been fixed.     
Anyway, the frequency based structural anomaly detection was able to assess the 
dependence of the first mode of vibration on the amplitude of excitation (road traffic). In 
general, during the last two months of monitoring the global dynamic response of the 
structure seems to become more sensitive to the excitation compared to the previous 
periods of similar environmental conditions. Hence, since the weight and speed of road 
vehicles are limited so that the change of the structure’s mass is negligible, such frequency 
variation dominated by the acceleration amplitude provide the evidence of a slightly non-
linear behaviour of the bridge under the normal operational condition. 
Furthermore, analyzing the results presented in Chapter 4, it can be concluded that, 
when a sufficient number of points are measured, mode shape based damage detection can 
play an important role in vibration-based SHM. It was shown that the inspection of the 
temporal variation of mode shapes leads to more specific information about a possible 
damage occurrence than those extracted by simple frequency variation methods. The results 
provided by the dynamic monitoring also confirm and corroborate some conclusions drawn 
out in previous ambient vibration tests.  
Furthermore, mode shape based methods seem to detect any structural anomaly earlier 
than frequency based techniques. At last, in such case, time demanding correlation study 
with environmental and operational factor can be avoided. Therefore, if adopting such 
strategy it is important to set up a sufficient number of measuring points necessary for 
having enough spatial resolution of the modes in order to estimate accurately the mode 
shapes. 
However, both damage detection strategies seem to share a common limit: in the 
current case study, they seem promising only for the detection of damage that is widely 
spread over the structure.  
Hence, it can be stated that in the current case study dynamic, monitoring turned out to 
be an effective tool for assessing the structural condition of the investigated structure. The 
identified modal properties are the natural candidates for providing early warning of an 
abnormal structural response or general worsening of the structural condition. In particular, 
if frequency variation methods are employed, the presented results suggest to evaluate and 
separate the environmental effects from the dynamic response of the structure in order to 
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provide more useful information for the owners or operators of the structure or 
infrastructure. Modelling those effects is important because they can change the modal 
parameters in the same order of magnitude of possible small damage. Concurrently, if such 
environmental effects are detrended the dynamic response at different level of ambient 
excitation can be more accurately explored. In fact, it is well-known that the variation of 
modal parameters under increasing excitation at constant temperature is an appropriate 
indicator of deterioration condition. Hence, in order to perform accurately such analysis a 
"complete" dynamic monitoring system should be installed on the structure. This means 
that beyond the installation of accelerometers (or similar acquiring sensors), it is necessary 
provide the system with additional sensors able to measure and capture the most significant 
environmental factors that might affect the dynamic response of the structure. In addition, 
sensors to capture any further measurable ambient excitation, like wind, are strongly 
recommended.    
Before concluding a general and obvious (but necessary) remark should be done on the 
whole methodology of vibration-based SHM. In the literature different OMA techniques 
and statistical methods to handle the identified data were widely proposed in the last 
decade. Actually, it has to be said that the true success key of any methodology does not 
rely on which OMA technique or damage detection procedure is used, but it is intimately 
tied to all the previous steps necessary to provide reliable recorded data. This steps briefly 
involve: a) clearly definition of the objectives and goals of dynamic monitoring; b) 
selection of the proper instrumentation and planning of the layout of the monitoring 
systems; c) performing digital preprocessing of the recorded data in order to comply the 
basic hypothesis of any OMA method (no matter which method is used).     
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6.2. Lessons learnt from the Case Study of the San Vittore 
Church Bell-Tower 
First and foremost, a rational methodology, developed for the calibration of the 
numerical model of a historic masonry tower, has been presented in the paper. The 
proposed procedure is based on: 
a) development of a FE model, accurately representing all the information collected on 
global and local geometry of the structure, characteristics of masonry texture and 
mechanical characterization of the materials; 
b) use of the modal parameters (i.e. natural frequencies and mode shapes) measured in 
ambient vibration tests to identify the uncertain parameters of the model. The proposed 
methodology of model tuning consists in the appropriate combination of systematic 
manual tuning, sensitivity analysis and simple system identification algorithm. 
Although the presented results refer to the investigated building, the following 
conclusions conceivably exhibit general value, at least for historic masonry towers: 
a) notwithstanding the very low level of ambient vibrations that existed during the tests, 
AVT and OMA have proved to be effective tools for identifying the dynamic 
characteristics of key vibration modes, provided that appropriate and very sensitive 
acquisition chain (capable of capturing the "interesting" dynamics embedded in the 
noise) is used in the tests; 
b) although the initial model FEM1 accurately represented the geometry of the tower in 
its present condition and included all the information coming from visual inspection 
and on-site ND tests, the model exhibited very poor correlation with the actual 
dynamic characteristics of the tower, with maximum differences between predicted and 
measured modal frequency ranging between 22.06% and 54.06%. Since the initial 
model FEM1 would have been adopted in structural analysis without the information 
provided by OMA, in the author's opinion, vibration-based validation should be 
included in common diagnostic practice especially when the model has to be used to 
predict the non-linear behaviour of the structure or to design repair interventions; 
c) the proposed methodology of vibration-based structural identification − involving 
systematic manual tuning and sensitivity analysis − seems appropriate (although 
slightly time-consuming) to simultaneously handle the uncertainties of a historic 
construction and the possible ill-conditioning of the inverse problem; 
d) the application of the proposed procedure provided a linear elastic model of the tower, 
representing an excellent approximation of the structure in its present condition. More 
specifically, the maximum difference between predicted and measured natural 
frequencies did not exceed 1.20% and fairly good correlation in terms of mode shapes 
was obtained, as well; 
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e) the results obtained in the case study seem to indicate that the orthotropic elasticity 
assumption is more suitable to modelling stone masonry structures. 
The bad structural condition of the tower (mainly characterized by superficial and deep 
cracks, plus mortar erosion) assessed by visual inspection, and the identification of slight 
variation of natural frequencies and mode shapes during the preliminary ambient vibration 
tests at different levels of natural excitation (micro-tremors and wind, swinging of bells), 
suggested the installation of a simple dynamic monitoring system inside the tower for 
several months. Therefore, the results of the continuous dynamic monitoring was described 
in the Thesis. The following conclusions can be drawn out from the study: 
a) basing on the results of accurate ambient vibration tests, it is possible to realize and 
develop a low-cost and compact dynamic monitoring system able to provide the 
information of the first significant modes of vibration of a masonry tower; 
b) notwithstanding the very low level of ambient vibration and the low signal-to-noise 
ratio that may exist while testing and monitoring the structure (only microtremors and 
wind), ambient vibration tests, dynamic monitoring and the developed automatic 
OMA-based procedure have proved to be effective tools for modal identification of 
masonry towers. Within the frequency range 0−6 Hz, 4 dominant bending and 1 torsion 
modes were continuously identified and tracked; 
c) the results obtained by the automated OMA-based procedure are absolutely 
comparable to those obtained by a whole manual analysis of all the stabilization 
diagrams provided by the software ARTeMIS, proving the effectiveness of the 
proposed routines;  
d) the dynamic behaviour of the structure exhibit a high variance in time. In fact, all the 
identified frequencies (especially the four bending modes) are significantly affected by 
the temperature variation for temperatures higher than 15-16°C. Peculiarly, in such 
case, the natural frequencies tend to increase as temperature increases;   
e) conversely, for lower temperatures (0-15°C), it was not possible to explain the 
observed short-time variation of the frequencies, maybe related to other unmeasured 
environmental factors (i.e. humidity, wind). 
Within this context and for vibration-based SHM purposes, an extensive statistical 
study based on simple correlation techniques and Principal Component Analysis was 
conducted, in order to detect the environmental effects of the frequencies and to provide a 
damage index to detect any structural anomaly during the operational conditions. For such 
purpose, hourly averaged temperatures extracted from 8 thermocouples, belonging to a 
static monitoring system previously installed in the tower by other researchers from 
Politecnico di Milano, were also available. Once the most useful and significant 
temperature data were defined,  two different methodologies were adopted: a) the first one 
is merely based on frequency variations by means of the construction of frequency 
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prediction models; b) the second one involve the use of the FE model, and the iterative 
identification of the uncertain structural parameters of the model, basing on the identified 
frequencies. 
Concerning the two different methodologies, the following conclusions can be draw 
out: 
a) the construction of frequency prediction models is not a straightforward task, 
especially if the measured environmental parameters are not sufficient to entirely 
explain the variance of the identified data. In fact, the measured external temperature 
on north side and the internal temperature on east side (temperature sensors N3est and 
E1int) are only able to model the thermal effects due to seasonal variations, whereas 
the external temperature on the south side seems to better explain also the daily 
frequency variation (entirely true only during the summer period). Unfortunately, the 
temperature measurements on the south side were available only for a limited period of 
time, due to the sensor failure; 
b) the new proposed approach based on the combination of simple regression models and 
PCA results is able to overcome the problem described above, providing prediction 
models that fairly good match the identified frequencies. However, the proposed PCA-
based method contains two drawbacks that have to be taken into account: 1) the 
regression constructed between the frequencies and the PCA results (the so called PC 
scores) do not have any strictly physical meaning; the PC scores only explain the main 
common patterns present in the data; 2) a special care deserves the selection of the 
proper set of PC scores; the basic principle is to avoid the PC scores that include 
possible damage effects, however it appears not always clear in which set of PC scores 
damage may occur; 
c) once the frequencies were detrended from the environmental effects, such set of data 
can be used to update and identify (in an iterative manner) the uncertain structural 
parameters of the FE model. Such approach is justified since the variability exhibited 
by the frequencies with changing temperature will obviously propagates through the 
structural identification process. Furthermore, the analyst is able to integrate the 
information provided by a FE model with those continuously extracted by dynamic 
monitoring system, basing so any detection of structural anomalies on the variation of 
the uncertain structural parameter. In addition, if the uncertain structural parameters are 
much less than the identified dynamic features (as usual), an important data 
condensation can be achieved and the analyst should handle less data, which contain at 
the same time the same information.  
In conclusion, the "temperature-removed" modal frequencies and structural parameters 
exhibit only slight short-time variations that seem to be stable in time and limited in range; 
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hence, no significant evolution of the structural condition conceivably occurred during the 
period of monitoring. 
As a final remark, it is worth underlining that long term dynamic monitoring is 
mandatory to distinguish between the cyclic (temperature) and the irreversible (damage) 
effects on the global dynamic characteristics. Hence, the proposed methodology for damage 
identification seems to be useful and applicable to historical masonry structures. In such 
case, the natural frequency observation seems to be a reliable approach for any structural 
anomaly detection, although no damage occurred in the current case study during the 
monitoring period (or was not detected by vibrations measurements).  
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6.3. Future Research 
Despite some promising results are obtained and were presented in the current Thesis, 
further work is always needed in order to improve and enhance some steps for vibration-
based damage detection. In the following, just some suggestions are provided: 
a) starting from the parametric identification methods, some improvements should be 
proposed in order to provide and quantify the uncertainty of the identified modal 
parameters. The deterministic knowledge of the degree of uncertainty for each 
identified mode could permit to use such parameter as a selection index for those 
modes useful for any damage detection methodology. For instance, a large uncertainty 
on pole estimation may indicate a mathematical pole. Thereby, the huge amount of data 
can be reduced;  
b) despite the criteria used in the current Thesis to assess the modal complexity, in the 
literature does not exist a universally-accepted indicator to quantify the level of mode-
shape complexity. Therefore, a novel approach for modal complexity quantification in 
OMA application should be investigated and proposed; 
c) since the classic MAC criterion is as much reliable as more the modal vector exhibits a 
monophase behaviour, an extension to complex vectors should be proposed. In fact, the 
MAC value tend to underestimate the similarity between two modal vectors as the 
complexity increases. As a matter of fact, high complex modal vectors occur quite 
often in dynamic identification, especially in application to historic structures; 
d) modal splitting is a well-known phenomenon for the most experienced analyst, 
however there is a very little knowledge in the OMA community concerning its 
definition and the physics that is behind. Usually, modal splitting is generally related to 
any pronounced dispersive behaviour of the structure, providing evidences of a 
possible non-linear behaviour of the investigated structure. Therefore, it is 
recommendable performing a dedicated experimental campaign (starting from 
laboratory test) in order to better understand such phenomenon and provide (if 
possible) a method that permits to assess any modal splitting occurrence;  
e) as said before, one of the drawbacks of the proposed regression model based on the 
PCA results concerns the selection of the proper set of PC scores to use as regressors. 
Since it is not trivial to know a priori in which set of PC score damage-induced effects 
are contained, some numerical simulations able to associate different kind of damage 
with the set of PC score in which the damage-induced effects appear should be 
performed; 
f) concerning the case study of the San Michele bridge, it would be appropriate to extend 
the analysis on further recorded data, investigating a time window that covers two or 
three years of dynamic monitoring; concurrently, since in the current work only the 
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vertical bending mode shapes are explored (for the sake of synthesis), the transversal 
mode shape should be investigated as well; 
g) regarding the case study of the stonemasonry tower, it was shown that temperature is 
not always the most important environmental induced-effect. Therefore, for future 
dynamic monitoring on similar structures, additional measurements of other 
environmental factors (i.e. humidity, wind) have to be considered in future.       
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