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Abstract
The underlying algebra for a noncommutative geometry is taken to be a matrix
algebra, and the set of derivatives the adjoint of a subset of traceless matrices. This
is sufficient to calculate the dual 1-forms, and show that the space of 1-forms is a free
module over the algebra of matrices. The concept of a generalised algebra is defined
and it is shown that this is required in order for the space of 2-forms to exist. The
exterior derivative is generalised for higher order forms and these are also shown to
be free modules over the matrix algebra. Examples of mappings that preserve the
differential structure are given. Also given are four examples of matrix generalised
algebras, and the corresponding noncommutative geometries, including the cases where
the generalised algebra corresponds to a representation of a Lie algebra or a q-deformed
algebra.
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1 Introduction
To define a noncommutaive geometry or differential calculus, it is first necessary to introduce
an algebraA that will replace the algebra of functions. There is a unique universal differential
calculus for which all calculi are quotients. There are several methods of defining the quotient
map necessary for the space of 1-froms. The method we use follows [3] by constructing it
with respect to a subspace B of A.
In the early days [1, 2] B was taken to be A itself. Later, [9, chapter 3] examples where B
formed a Lie algebra, or some other algebraic relationship such as [p, x] = 1 as in quantum
mechanics, or xy = qyx as in q-deformed algebras, were studied.
For each subspace B one could construct a co-frame. This co-frame is loosely analogous to
the orthonormal co-frame used in normal differential geometry. By quotienting the universal
calculus one could then construct the set of 2-forms and higher order forms.
It was discovered that if B = A, or B formed a Lie algebra or a quantum algebra then
one could consistently impose the condition that the co-frame basis elements of the exterior
algebra anticommute. Whilst for q-deformed algebras the basis elements of the exterior
algebra q-anticommute.
It is only recently [3, 4] that people have looked at a general B. They showed that in
order for forms of order 2 and above to exist puts constraints on the elements of B. However
these constraints have not been pursued.
In this paper we impose the condition A = Mm(C) and that all the elements in B are
traceless. In section 3 we show that this is a sufficient condition for the co-frame to exist.
However this condition is not a necessary condition for the co-frame to exist. To show this
we give some examples where A 6= Mn(C), some of which have a co-frame and others which
do not. Since Mm(C) is a finite approximation to the infinite dimensional space of functions
it is hoped that this procedure can be used as an alternative to the theory of renormalisation
or lattice QFT.
In section 2 we introduce the concept of a “generalised algebra”. This is an algebraic
structure that includes commutative algebras, anti-commutative algebras, Lie algebras, Clif-
ford algebras and q-deformed algebras as examples. Each generalised algebra has a specific
rank and the space of 2-forms is a free module over A of rank equal to the rank of the gener-
alised algebra. In section 4 we show that for 2-forms and higher forms to exist B must form
a generalised algebra. In section 5, we then give the structure of the higher order forms, all
of which are also free modules over A, and an explicit expression for the exterior derivative.
In section 7 we give a couple of simple examples of maps between generalised algebras which
are d-homomorphism, i.e. they preserve the differentiable stucture.
To elucidate the relationship between the generalised algebra of B and the space of 2-forms
we give, in section 8, four examples: Much emphasis has been place on the case that B form
a Lie algebra. Especially since su(2) corresponds to the fuzzy or non commutative version
of the sphere [9, chapter 7.2] and su(4) is an analogue of the Euclidianised compactified
Minkowski space [8]. Another example is that of the q-deformed algebra, this has a finite
dimensional representation only if there exists an m ∈ Z such that qm = 1. Finally a B is
given of dimension 3, and rank 1 which may be thought of as the fuzzy ellipse.
For further references, and history of this subject the reader is asked to read the book
[9].
1.1 Note on Notation
Unless otherwise stated A = Mm(C). B ⊂ A is a subspace of dimension n of traceless
matrices and λa is a basis for B. Early Roman letters used as indices a, b, . . . run over
2
1 . . . n, and we use the Einstein summation convention so that the is implicit summation
if one index is high and the other low. The indices r, s = 1 . . .R, while Greek indices
µ, ν = 1 . . .m2 and also follow the summation convention.
2 Generalised Algebras
Given an Algebra A with a unit, a subspace of that algebra B ⊂ A of finite dimension n is
said to be a Generalised Algebra of rank R if for any basis {λa}a=1...n of B, there exist a
n2 ×R matrix of rank R given by (αabr ) such that
αabr λaλb ∈ B ⊕ I (2.1)
where I = span{1}. Here a, b are summed over 1 . . . n, r = 1 . . .R, and R ≤ n2. As stated in
the introduction throughout this article we shall assume that A = Mm(C). We can think of
(2.1) simply as a set of relationships on the independent matrices {λa}. Alternatively we can
think of a generalised algebra as an abstract vector space, with the only products defined
being those defined by (2.1). The mapping that takes the elements of the generalised algebra
into matrices can be thought of as a (matrix) representation of the underlying generalised
algebra. In the same way as we think of Lie algebras and Clifford algebras as being the
fundamental object, and the γ matrices as merely a representation.
The matrix algebra Mm(C) comes equipped with an inner product
〈f, g〉= tr(f †g) (2.2)
Since trace is defined we shall assume that all elements in B are traceless matrices. Since
the inner product is positive definite its restriction onto B is also positive definite and so the
matrix
gab = 〈λa, λb〉 (2.3)
is positive definite and Hermitian, gab = gba. We label its inverse by g
ab, and define the
elements {λa ∈ B} dual to {λb} by
λa = gbaλb so 〈λ
a, λb〉 = δ
a
b (2.4)
It is also useful to define the orthogonal projections onto, and perpendicular to B
η : A 7→ B ⊂ A
η(f)= 〈λa, f〉λa (2.5)
η⊥ : A 7→ A
η⊥(f)= f − η(f)− 1
m
tr(f) (2.6)
By taking the trace of (2.1) and its orthogonal projection onto B, we get
αabr
(
λaλb − 〈λ
c, λaλb〉λc −
1
m
tr(λaλb)
)
= 0 (2.7)
αabr η
⊥(λaλb) = 0 (2.8)
We shall see in section 4 that it is useful to construct the n2×n2 projection matrix P abcd
of rank R so that we can write (2.1) as
P abcd
(
λaλb − 〈λ
e, λaλb〉λe −
1
m
tr(λaλb)
)
= 0 (2.9)
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For this we simply require a n2 ×R matrix βrab such that
βrabα
ab
s = δ
r
s r, s = 1 . . .R (2.10)
P abcd=
R∑
r=1
αabr β
r
cd (2.11)
The choice of B constrains, but does not completely determine βrcd and thus P
ab
cd. From
(2.10) we see that there are n2(n2 −R) +R2 linear constraints on the n4 elements of P abcd.
We note that for the given B, R might not be maximal, i.e. there may exist other
independent equations of the form (2.7) which we have chosen to ignore. Therefore we have
the inequality
dim
(
span
{
{λaλb}a,b=1...n, {λa}a=1...n, 1
})
≤ n2 + n+ 1−R (2.12)
3 The Differential Calculi: 1 forms
Let A be any unital associative ⋆-algebra. Of the many differential calculi which can be
constructed over A the largest is the differential envelope or universal differential calculus
(Ω⋆u(A), du). Every other differential calculus can be considered as a quotient of it. For the
definitions refer to, for example, [1, 2][9, chapter 6.1]. Let (Ω⋆(A), d) be another differential
calculus over A. Then there exists a unique surjective du-homomorphism φ
A
du−→ Ω1u(A)
du−→ Ω2u(A)
du−→· · ·
‖ φ1 ↓ φ2 ↓
A
d
−→ Ω1(A)
d
−→ Ω2(A)
d
−→ · · ·
(3.1)
of Ω⋆u(A) onto Ω
⋆(A). It is given by
φ(duξ) = dξ. (3.2)
The restriction φp of φ to each Ω
p
u is defined by
φp(f0duf1 · · · dufp) = f0df1 · · · dfp. (3.3)
making Ω⋆(A) a bimodule over A.
Let us define Ω1B = Ω
1
B(A), with respect to B ⊂ A by requiring
ker(φ1)=
{∑
i
fi dgi, with fi, gi ∈ A
∣∣∣∣ ∑
i
fi[h, gi] = 0 ∀h ∈ B
}
(3.4)
This is sufficient to define Ω1B. We define the set of derivations
DerB = {ad(h) | h ∈ B} (3.5)
this is a complex vector space of dimension n. We now have the contraction given by
· : Ω1B ×DerB 7→A∑
i
fi dgi · ad(h) =
∑
i
fi[h, gi] (3.6)
Which satisfies
(fξg) ·X = f(ξ ·X)g ∀f, g ∈ A, ξ ∈ Ω1B, X ∈ DerB (3.7)
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From (3.4) we see that for ξ ∈ Ω1B then ξ ·X = 0 for all X ∈ DerB implies ξ = 0. Thus
there is an injective linear map from Ω1B into the dual over A of DerB:
Ω1B →֒ Der
∗
B
def
= {ξ : DerB 7→ A | ξ is linear } (3.8)
We say that Ω1B has a co-frame if Ω
1
B = Der
∗
B.
Given the basis {λa}a=1...n of B, we have the basis {ea = ad(λa)}a=1...n of DerB. If Ω
1
B
has a co-frame then we can define the the co-frame forms θb to be dual to ea by
θb · ea= δ
a
b (3.9)
From (3.9) and (3.7) we have
θaf = fθa ∀f ∈ A (3.10)
We define the form θ to be
θ · ad(h)=−h ∀h ∈ B (3.11)
which has the following identities
− [θ, f ] = df ∀f ∈ A (3.12)
θ=−λaθ
a (3.13)
The relationship between these objects and those found in normal differential geometry are
vague. The derivations {ei} are said to be analogous to the orthonormal frame for normal
differential geometry whilst {θa} correspond to its dual co-frame. There is no analogy to the
form θ.
As already stated, in this article we shall takeA = Mm(C) and B ⊂ A as an n dimensional
subspace of traceless matrices. This is because of:
Theorem 1 Assuming A = Mm(C) and B ⊂ A is an n dimensional subspace of traceless
matrices then:
• There are exact expressions for θa and θ given by
θa= γνλ
a†dγν† (3.14)
θ= 1
m
γµdγ
µ† = − 1
m
dγµ†γµ (3.15)
where {γµ}µ=1...m2 refer to any basis of A = Mm(C), and we set {γ
ν}µ=1...m2 to be its
dual, so that 〈γν , γµ〉 = δ
ν
µ.
• Ω1B has a co-frame.
• Ω1B is a free module of rank n over A. viz
Ω1B = ⊗
nA (3.16)
Before proving these we observe the following lemma
Lemma 2
γµfγ
µ† = tr(f) ∀f ∈ A (3.17)
[f, γµg ⊗ γ
µ†] = 0 ∀f, g ∈ A (3.18)
where {γµ, γ
ν}µ=1...m2 as in theorem 1.
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Proof of lemma 2
First note that these are independent of the choice of basis γµ.
Now choose the basis {Eij}i,j=1...m to be the matrix with a 1 in the ith row and the jth
column, the natural basis for the m×m matrices, so that EijEkl = Eilδjk. These elements
are orthonormal with respect to the trace inner product so Eij is dual to itself. (During this
proof indices i, j, k, l are summed from 1 . . .m.) Now let f = fklEkl with fkl ∈ C so
EijfEji=EijfklEklEji = fklδjkδjlEii = fjjEii
= tr(f) (3.19)
Whilst
fEijg ⊗ Eji −Eijg ⊗Ejif = fklEklEijg ⊗ Eji −Eijg ⊗EjifklEkl
= fkl(Ekjδlig ⊗ Eji −Eijg ⊗Ejlδik)
= fkl(Ekjg ⊗ Ejl − Ekjg ⊗Ejl)
= 0 (3.20)
Proof of theorem 1
From (3.17) we have
γνλ
a†dγν†= γνλ
a†(γν†θ − θγν†)
= (−γνλ
a†γν†λb + γνλ
a†λbγ
ν†)θb
=(−tr(λa†)λb + tr(λ
a†λb)θ
b
= 〈λa, λb〉θ
b = δab θ
b = θa (3.21)
hence (3.14). Also
γµdγ
µ†= γµ[λa, γ
µ†]θa
=−mλaθ
a = mθ (3.22)
whilst
0= d(γµγ
µ†) = γµdγ
µ† + d(γµ)γ
µ† (3.23)
Thus (3.15). Given any linear map ξ : Ω1B 7→ A then let ξa = ξ · ea ∈ A then ξ = ξaθ
a so Ω1B
has a co-frame, and is also a free module over A with rank n and basis {θa}.
The elements of Ω1u(A) which map onto θ
a and θ by the projection φ1 are given by:
θau= γµλ
a† ⊗ γµ† = γµλ
a†duγ
µ† (3.24)
θu=
1
m
γµ ⊗ γ
µ† − 1⊗ 1 = 1
m
γµduγ
µ† (3.25)
so
φ1(θau)= θ
a and φ1(θu) = θ (3.26)
As φ is not injective, θau and θu are not unique. However θ
a
u = η
⋆(θa) (see example in section
8.1), and θu does satisfy
− [θu, f ] = duf (3.27)
which is shown by using (3.18).
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Counter Examples
If one does not require both that A = Mm(C) and that all the elements in B are traceless
then the question of whether Ω1B has a co-frame is non trivial. Here are some examples where
Ω1B does not have a co-frame:
• A is Abelien.
• A = Mm(C) but 1 ∈ B. This is because ad(1) = 0.
• A = {space of operators generated by x and p where [p, x] = 1} and B = span{p, p2, x}.
Whilst on the contrary Ω1B does have a co-frame
• A = Mm(C) but B = span{1 + x, y, z}, where {x, y, z} is a representation of su(2).
• A = {space of operators generated by x and p where [p, x] = 1} and B = span{p, x}.
This is the Heisenberg quantum algebra.
4 Ω2B and Generalised Algebras
Having constructed the set of 1-forms Ω1B we turn our attention to Ω
2
B, the structure of which
is given by the following theorem:
Theorem 3 Given d : Ω1B 7→ Ω
2
B obeys (3.1) we have the following
dθ + θ2 = − 1
m
tr(λaλb)θ
aθb (4.1)
dθa = −[θ, θa]− 〈λa, λbλc〉θ
bθc (4.2)
η⊥(λaλb)θ
aθb = 0 (4.3)
where [•, •] is the graded commutator. If the contraction of two-forms on pairs of vectors
obeys the 2-form version of (3.7)
(fξg) · (X, Y ) = f(ξ · (X, Y ))g ∀f, g ∈ A, ξ ∈ Ω2B, X, Y ∈ DerB (4.4)
then either dim(Ω2B) = 0 or B is a generalised algebra. Let
θaθb · (ec, ed) =P
ab
cd (4.5)
Viewing P as an n2 × n2 matrix, if P has rank R then Ω2B is a free module over A of rank
R. i.e.
Ω2B =⊗
RA (4.6)
Proof
From (3.1) we have the standard relations on d given by
d(df) = 0 and d(f dh) = df dh ∀f, h ∈ A (4.7)
Using (3.15) we have
dθ= 1
m
dγµdγ
µ† = 1
m
[λa, γµ][λb, γ
µ†]θaθb
= 1
m
(γµλaγ
µ†λb − λaγµγ
µ†λb − γµλaλbγ
µ† + λaγµλbγ
µ†)
= (−λaλb −
1
m
tr(λaλb))θ
aθb (4.8)
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Hence (4.1). From (3.14) we have
dθa= d(γνλ
a†dγν†) = d(γνλ
a†)dγν†
= [θ, γνλ
a†][θ, γν†] = [λb, γνλ
a†][λc, γ
ν†]θbθc
= (λbγνλ
a†λcγ
ν† − γνλ
a†λbλcγ
ν† − λbγνλ
a†γν†λc + γνλ
a†λbγ
ν†λc)θ
bθc
=
(
λbtr(λ
a†λc)− tr(λ
a†λbλc) + tr(λ
a†λb)λc
)
θbθc
=
(
λbδ
a
c + λcδ
a
b − 〈λ
a, λbλc〉
)
θbθc (4.9)
Hence (4.2). From (4.1) we have
dθ=−d(λaθ
a) = −dλaθ
a − λadθ
a
= [θ, λa]θ
a + λa
(
θθa + θaθ + 〈λa, λbλc〉θ
bθc
)
=−2θ2 + η(λbλc)θ
bθc (4.10)
Comparing this with (4.1) gives
− θ2 − 1
m
tr(λaλb)=−2θ
2 + η(λbλc)θ
bθc (4.11)
Hence (4.3) From (4.4) we have
P abcdf = θ
aθb · (ec, ed)f = θ
aθbf · (ec, ed)= fθ
aθb · (ec, ed) = fP
ab
cd ∀f ∈ A (4.12)
hence P abcd is in the center of A so is a multiple of the unit element. Contracting this with
(4.3) gives
η⊥(P abcdλaλb)= 0 with P
ab
cd ∈ C (4.13)
Thus either dim(Ω2B) = 0 or B is a generalised algebra. Any element ξ ∈ Ω
2
B can be written
as
ξ=
∑
α
f
(α)
0 df
(α)
1 df
(α)
2 where f
(α)
0 , f
(α)
1 , f
(α)
2 ∈ A
=
∑
α
f
(α)
0 [λa, f
(α)
1 ][λb, f
(α)
2 ]θ
aθb (4.14)
Thus Ω2B is a free module ofA, with a basis θ
aθb. From (4.5) we see the number of independent
sets of θaθb is R.
In order to be consistent with section 2 we shall assume that P 2 = P thus
P abcdθ
cθd = θaθb (4.15)
This is a special case of the results found in [3] where F abc =
1
2
P debc〈λ
a, λdλe〉 and Kbc =
1
2m
P debctr(λdλe)
5 Higher Order Forms
The higher forms are still free modules over A with the basis of ΩpB being a quotient of the
set
{θa1 . . . θap}a1...ap=1...n (5.1)
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The quotient being given by the extension of (4.3) that adjacent pairwise contractions must
vanish, viz
η⊥(λaqλaq+1)θ
a1 . . . θaqθaq+1 . . . θar =0 ∀q = 1 . . . p− 1 (5.2)
For this to give a non trivial free module requires that there exist the np−2R(p− 1) complex
numbers{
ε
a1...ap−2
rt ∈ C
}
where a1 . . . ap−2 = 1 . . . n, r = 1 . . .R, t = 1 . . . p− 1 (5.3)
such that
R∑
r=1
αa1a2r ε
a3...ap
r1 =
R∑
r=1
αa2a3r ε
a1a4...ap
r2 = . . . . . . =
R∑
r=1
αap−1apr ε
a1...ap−2
r(p−1) (5.4)
∀a1 . . . ap = 1 . . . n, r = 1 . . .R
The existence or otherwise of these ε’s and hence the rank of ΩpB depends on the nature of
αabr . However if we do have a non trivial Ω
p
B then we have the extension of d given by the
following theorem:
Theorem 4 Given that (5.2) holds, the extension to d is given by
d : Ω⋆B 7→ Ω
⋆
B
d : ΩpB 7→ Ω
p+1
B
dξ=−[θ, ξ] + χ(ξ) (5.5)
where [•, •] is the graded commutator and
χ : Ω⋆B 7→ Ω
⋆
B
χ : ΩpB 7→ Ω
p+1
B
χ(fθa1 . . . θar) = f
p∑
q=1
(−1)s+1〈λaq , λbλc〉θ
a1 . . . θaq−1θbθcθaq+1 . . . θap (5.6)
Both d and χ are well defined and obey the graded Leibniz rule, i.e:
d(ζξ)= d(ζ)ξ + (−1)pζd(ξ) ∀ζ ∈ ΩpB, ξ ∈ Ω
⋆
B (5.7)
d obeys (3.1) and χ is left and right A linear.
Proof
Now to show that they are well defined we note
d(η⊥(λaλb)θ
aθb) = 0 (5.8)
since
χ(η⊥(λaλb)θ
aθb)
= η⊥(λaλb)
(
〈λa, λcλd〉θ
cθdθb − 〈λb, λcλd〉θ
aθcθd
)
= η⊥ (η(λcλd)λb − λcη(λdλb)) θ
cθdθb
= η⊥
(
λcλdλb − η
⊥(λcλd)λb − tr(λcλd)λb − λcλdλb + λcη
⊥(λdλb) + λctr(λdλb)
)
θcθdθb
=0 (5.9)
whilst
[θ, η⊥(λaλb)θ
aθb] = 0 (5.10)
thus d is well defined on 2-froms. Higher forms follow from graded Leibniz. Also from graded
Leibniz we have
d(f0df1 . . . dfr) = df0df1 . . . dfr f0, f1, . . . , fr ∈ A (5.11)
9
6 An attempt at an alternative definition of Ω2B
It seems at first that the requirement that B be a generalised algebra is unnecessarily re-
strictive. Especially as this is not the case for most noncommutative versions of manifolds.
One idea is to examine the assumptions made and to see if weakening any of them would
lead to a larger choice of B. In this section we assume that Ω2B is still bimodule of A, but
we don’t require (4.4). Instead we impose the condition
fθaθbg · (ec, ed)= fgθ
aθb · (ec, ed) = fgQ
ab
cd ∀f, gA (6.1)
where Qabcd ∈ A. However, we find that if B is not a generalised algebra, then dim(Ω
2
B) = 0
and we have gained nothing. To see this we first prove.
Lemma 5 Given two sets of matrices {Aa, Ba ∈Mm(C)}a=1...n such that
n∑
a=1
AaCBa = 0 ∀C ∈Mm(C) (6.2)
Then if the set {Aa} are independent implies all Ba = 0.
Proof
Let the basis matrices be Eij as in lemma (2) With respect to this basis A
a = AaijEij
(implicit sum on ij . . . ). Putting C = Eij in (6.2) gives
0=
∑
a
AaEijB
a =
∑
a
AaklEklEijEpqB
a
pq =
∑
a
AaklEkqδliδjpB
a
pq
=
∑
a
AakiB
a
jqEkq (6.3)
Which since Ekq are independent gives∑
a
AakiB
a
jq = 0 (6.4)
Multiplying by Eki gives
0=
∑
a
AaBajq (6.5)
Thus implying Ba = 0 for all a.
Proof of statement
From (4.7) then for all f ∈ A we have
0= ddf = d([λa, f ]θ
a)
= [λb, [λa, f ]]θ
bθa − [λa, f ]
(
θθa + θaθ + tr(λaλbλc)θ
bθc
)
= θ2f − θfθ + λafθθ
a − fλaθθ
a − fθ2 + θfθ − λafθθ
a + fλaθθ
a − [λatr(λ
aλbλc), f ]θ
bθc
= [θ2 − η(λbλc)θ
bθc, f ]
= [η⊥(λaλb), f ]θ
aθb
= η⊥(λaλb)fθ
aθb ∀f ∈ A (6.6)
Contracting with (ec, ed) gives
η⊥(λaλb)fQ
ab
cd=0 (6.7)
from the contraction of (4.3) with (ec, ed). This is true for all f ∈ A. Thus if B is not a
generalised algebra, then all η⊥(λaλb) are independent, then from the lemma above, Q
ab
cd = 0
and Ω2A is trivial.
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7 d-Homomorphisms of Noncommutative algebras
Given any two subspaces B,B′ ⊂ A and a linear map
ϕ : B 7→ B′ (7.1)
This generates the maps
ϕ⋆ : DerB 7→DerB′
ϕ⋆(ad(h)) = ad(φ(h)) ∀h ∈ B (7.2)
ϕ⋆ : Ω⋆B′ 7→Ω
⋆
B
ϕ⋆(ξ′) ·X = ξ · (ϕ⋆X) ∀ξ
′ ∈ Ω⋆B′, X ∈ DerB′ (7.3)
in a similar way to that of the push forward and pull back of differentiable maps between
manifolds. However unlike in commutative geometry the pullback map is not in general a d-
homomorphisms, i.e. it does not in general commute with the exterior derivative ϕ⋆d′ 6= dϕ⋆
where d : Ω⋆B 7→ Ω
⋆
B and d
′ : Ω⋆B′ 7→ Ω
⋆
B′ .
There are some cases where they do commute. One simple case is when B′ is a subspace
of B, if ι : B′ →֒ B then dι⋆ = ι⋆d′. The set of relations on products of the basis elements
{λ′a ∈ B
′}a=1,... ,n′ making B
′ into a generalised algebra are, of course, a subset of the relations
on {λa}. However since in our definition of a generalised algebra we give the possibility of
ignoring some of these relationships we cannot say that the projection matrix from (2.9)
P ′abcd for Ω
2
B′ is simply the restriction of P
ab
cd to B
′ ⊗ B′.
7.1 Equivalent Representations
Given u ∈ GLm(C), let
U : A 7→A
U : B 7→B′
U(h) = uhu−1 (7.4)
This map is a bijective d-homomorphism, i.e. it preserves the generalised algebraic structure.
U(f + g) = U(f) + U(g) and U(fg) = U(f)U(g) (7.5)
Hence the αabr = α
′ab
r , and U may be viewed as a map for one representation to another of the
same generalised algebra. We shall call B and B′ equivalent representations. It would be
nice to have some idea if given two representations of the same generalised algebra whether
they are equivalent. This gives rise to the following maps
U⋆ : DerB 7→ DerB′
U⋆(adh) = ad(U(h)) (7.6)
U⋆ : Ω⋆B′ 7→ Ω
⋆
B
(U⋆ξ′) · (X1, . . . , Xr) =U
−1(ξ · (U⋆X1, . . . , U⋆Xp)) ∀ξ
′ ∈ ΩpB′ , X1, . . .Xp ∈ DerB(7.7)
Note the slightly different definition of U⋆. This map has the following properties
Lemma 6 If we choose the basis of B′ to be λ′a = U(λa) then λ
b = u−1†λbu† and U⋆ preserves
the co-frame U⋆(θ′a) = θa and U⋆(θ′) = θ. Furthermore if we choose the εab... to be equal so
that
θ′a1 . . . θ′ap · (e′b1 . . . e
′
bp) = θ
a1 . . . θap · (eb1 . . . ebp) (7.8)
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Then U⋆ preserves the exterior algebra and commutes with the exterior derivative:
U⋆(ξ′ζ ′) =U⋆(ξ′)U⋆(ζ ′) (7.9)
U⋆(d′ξ′) = dU⋆(ξ′) ∀ξ, ζ ′ ∈ Ω⋆B (7.10)
Proof
The preservation of the co-frame is trivial. (7.9) follows from (7.8). Now
U⋆[θ′, ξ′] =U⋆(θ′ξ′ − (−1)rξ′θ′) = U⋆(θ′)U⋆(ξ′)− (−1)rU⋆(ξ′)U⋆(θ′)
= θU⋆(ξ′)− (−1)rU⋆(ξ′)θ = [θ, U⋆(ξ′)] (7.11)
and since 〈λ′a, λ′bλ
′
c〉 = 〈λ
a, λbλc〉 then
U⋆
(
χ(fθ′
a1 . . . θ′
ap)
)
= 1
2
U⋆(f)
p∑
q=1
U⋆(〈λ′a, λ′bλ
′
c〉)U
⋆(θ′
a1 . . . θ′
aq−1θ′
b
θ′
c
θ′
aq+1 . . . θ′
ap)
= 1
2
U⋆(f)
p∑
q=1
〈λa, λbλc〉θ
a1 . . . θaq−1θbθcθaq+1 . . . θap
=χ(U⋆(fθ′
a1 . . . θ′
ap)) (7.12)
Thus from (5.5) we have (7.10).
7.2 The “Lie derivative”
As an aside we define a “derivative” L⋆f : Ω
p
B 7→ Ω
p
B for f ∈ A. It is not obvious what
roˆle this function has. (It may be analogous to the Lie derivative in normal commutative
geometry.) All that can be said about it is that it comes for free, that is we don’t have to
have any additional structure for its definition.
Let B′ = U(B). As well as U⋆ there is another map from Ω⋆B to Ω
⋆
B′ . This is given by
φ′φ−1 where φ′ : Ω⋆u 7→ Ω
⋆
B′ is given by (3.1), and φ
−1 is a A-linear right inverse of φ given by
φ−1p : Ω
p
B 7→Ω
p
u
φ−1p (fθ
a1 . . . θap) = P a1...apb1...bpfθ
b1
u . . . θ
bp
u (7.13)
Where f ∈ A, θau is given by (3.24) and
P a1...apb1...bp = θ
a1 . . . θap · (eb1 . . . ebp) (7.14)
so that
φ′pφ
−1
p θ
a1 . . . θap =P a1...apb1...bp〈λ
b1, λc1〉 . . . 〈λ
bp, λcp〉θ
′c1 . . . θ′cp (7.15)
These two maps are not equal. Given an f ∈ A, let Ut(g) = e
tfge−tf . We now take the
derivative of the map
Ω⋆B
φ−1
−→ Ω⋆u
φ′
−→ Ω⋆B′
U⋆t−→ Ω⋆B (7.16)
This is given by the “Lie” derivative
L⋆f : Ω
⋆
B 7→ Ω
⋆
B
L⋆f(ξ)= lim
t→0
1
t
(
U⋆t ◦ φ
′ ◦ φ−1(ξ)− ξ
)
(7.17)
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which from (7.15) is given by
L⋆f(gθ
a1 . . . θap)=−[f, g]θa1 . . . θap − P a1...apb1...bp
p∑
q=1
〈λbq , [f, λc]〉θ
b1 . . . θbq−1θcθbq+1 . . . θbq(7.18)
We note that
U⋆(L⋆fξ
′) =L⋆U⋆f(U
⋆ξ′) ∀f ∈ A, ξ′ ∈ Ω⋆B′ (7.19)
but that in general dL⋆f 6= L
⋆
fd
8 Examples
We give here some examples of generalised algebras which have matrix representations and
their corresponding noncommutative geometry.
8.1 Example: The Universal Algebra
Let B be given by A0 ⊂ A, the subspace of all traceless matrices so that A0 ⊕ I = A
and n = m2 − 1. Since A is a matrix algebra then all derivations of A are in DerA0 . Set
P abcd = I(m2−1)2 the (m
2 − 1)2 × (m2 − 1)2 unit matrix. In this case the map φ : Ω⋆u 7→ Ω
⋆
A0
given by (3.1) is an isomorphism. To see this we can choose {γµ}µ=0,... ,m2−1 a basis for A
by setting γ0 = 1 and γa = λa for a = 1 . . .m
2 − 1 as traceless matrices. In this basis φ1 is
given by
φ1
(
m2−1∑
µ,ν=0
ξµνγµ ⊗ γν
)
=
m2−1∑
a,b=1
ξabλadλb +
m2−1∑
b=1
ξ0bdλb (8.1)
The inverse of this map can be calculated since
−
m2−1∑
a,b=1
ξabλaλb −
m2−1∑
b=1
ξ0bλb =
m2−1∑
a=1
ξa0λa + ξ00 (8.2)
This is extended for all φp. The space of p-forms is now a free bimodule over A of rank
(m2 − 1)p, and all the co-frame basis elements θa1 . . . θap are independent. The 1-form θ is
given by θu in (3.25).
We can now view any other noncommutative geometry given by the subspace B ⊂ A0
as being a sub noncommutative geometry as stated in section 7. The maps ι : B 7→ A0 and
η : A0 7→ B induce the pullbacks ι
⋆ : Ω⋆A0 7→ Ω
⋆
B and η
⋆ : Ω⋆B 7→ Ω
⋆
A0
. By identifying Ω⋆u and
Ω⋆A0 then ι
⋆ = φB : Ω
⋆
u 7→ Ω
⋆
B, and so, of course, commutes with d. It is easy to show that
η⋆(θa) = θau given by (3.24).
We can also view [9, chapter 3] A0 as the fundamental representation of the Lie algebra
sl(m). For this we must choose the elements βrab so that (8.6) below holds.
8.2 Example: The Lie Algebra
A standard example of a generalised algebra is the case of a Lie algebra. This case has been
studied in detail [9], especially when B is a representation of su(2), which has been shown to
be a non-commutative approximation to the sphere and su(4) which is an analogue of the
Euclidianised compactified Minkowski space.
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If B is a representation of a Lie group of dimension n then
[λa, λb] = C
c
abλc ∈ B (8.3)
for a, b = 1 . . . n, where Cccd are the structure constants. This make a total of
1
2
n(n − 1)
independent equations. There are also the Casimir operators
n′∑
a=1
λ′iλ
′
i ∈ I (8.4)
for any orthogonal basis {λ′i}i=1...n′ of either B or any sub Lie algebra B
′ ⊂ B. It is usual
to ignore all these equations, and take only those given by (8.3). Thus the rank of the
generalised algebra R = 1
2
n(n − 1). Hence it is easier to replace r by the pair (c, d) with
c < d. Thus
αabcd = δ
a
c δ
b
d − δ
a
dδ
b
c
βcdef =
1
2
(δceδ
d
f − δ
c
fδ
d
e) for c < d (8.5)
so
θaθb + θbθa=0 (8.6)
We also note that h† ∈ B for all h ∈ B. Thus we can choose λa to be Hermitian, or anti-
Hermitian. We get the same results if the λa’s mutually commuted. We would then set
Cabc = 0 in (8.3).
8.3 Example: q-Deformed Algebra
A q-deformed algebra A is generated by the elements x, y ∈ A where xy = qyx. We can find
a Mm(C) representation for a q-deformed algebra if and only if q
m = 1. In order that q → 0
as m→∞ let q = e2πi/m. A representation is then given by
x =
(
0 Im−1
1 0
)
, y = diag(1, q, q2, . . . , qm−1) (8.7)
where Im−1 ∈ Mm−1(C) is the identity matrix. We see that x and y are non degenerate,
traceless matrices. Since x†x = y†y = 1 let
λ1 = x, λ2 = y, λ
1 = 1
m
x, λ2 = 1
m
y (8.8)
Explicit forms of θ1, θ2 are given in [3]. We note that tr(xayb) = 0 if either a or b is not a
multiple of m. Thus we have:
〈λa, λbλc〉 = 0, and tr(λaλb) = 0 ∀a, b, c = 1, 2 (8.9)
Equations (4.2) and (4.1) become
dθa = −[θ, θa] (8.10)
dθ = −θ2 (8.11)
The space of 2-forms Ω2B is given by (4.3)
λ1λ1θ
1θ1 + λ2λ1(qθ
1θ2 + θ2θ1) + λ2λ2θ
2θ2=0 (8.12)
Which implies that the rank of Ω1B = 2 and the rank of Ω
1
B = 1 with
θ1θ1 = θ2θ2 = 0, qθ1θ2 + θ2θ1 = 0 (8.13)
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8.4 Example: The “Fuzzy Ellipsoid”
In the previous three examples the generalised algebra and associated non commutative
geometry were already well established. Here we give a simple generalised algebra of rank 1
which has not been studied before. We have called it the “Fuzzy Ellipsoid” since it is based
on the fuzzy sphere with two of the three elements of B unchanged.
Let {J1, J2, J3} be an Mm(C) Hermitian representation of su(2) such that [Ji, Jj] =
iεijkJk. Let
B= span{λ1, λ2, λ3} (8.14)
where λ1 = −iκJ1, λ2 = −iκJ2, and
iλ3=α
11λ1λ1 + α
12λ1λ2 + α
21λ2λ1 + α
22λ2λ2 −
1
12
κ2m(m2 − 1)(α11 − α22) (8.15)
In this space we have dimA(Ω
1
B) = 3 and dimA(Ω
2
B) = 1 consisting of the span of the
element
θ1θ1
α11
=
θ1θ2
α12
=
θ2θ1
α21
=
θ2θ2
α22
(8.16)
with θaθb = 0 otherwise.
The elements tr(λaλb) and 〈λ
a, λbλc〉 can be calculated. However these are simply long
6th order multipolynomials in m and αab which don’t give any information.
9 Discussion
It would be nice to know which of the results discussed in this paper can be generalised
to infinite dimensional algebras, or alternatively to infinite dimensional representation of
generalised algebras. This is necessary for example in the q-deformed algebras when there
doesn’t exist an m ∈ Z such that qm = 1, and for any representation of the Heisenberg
algebra [p, x] = i. From the counter examples on page 7 one cannot assume that Ω1B has a
co-frame. Also since the trace of an operator is not in general defined this will cause further
problems as lemma 2 cannot be applied. We know from [3, 4] that there will still exist
restrictions on B equivalent to demanding that it is a generalised algebra.
There has been much work recently on the concept of linear connections and curvature in
noncommutative geometry [3, 4, 5, 6, 7, 10] and [9, chapter 3.5] This work has been limited
in the main to established algebras, such as Lie and q-deformed and quantum algebra. It
would be nice to extend this work for Generalised Algebras.
As stated in section 7 it would be nice to have some theorems (in line with those for Lie
algebras) that ascertain when a generalised algebra has a matrix representation, and if given
two such representation when they are equivalent.
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