Abstract. We analytically and numerically study noise-assisted quantum electron transfer (ET) in bio-complexes consisting of a single-level electron donor and an acceptor which is modeled by many electron energy levels. Interactions are included between the donor and the acceptor energy levels and with the protein environment, which is modeled by a diagonal classical noise acting on all donor and acceptor energy levels. Different regions of parameters characterizing (i) the number of the acceptor levels, (ii) the acceptor "band-width", and (iii) the amplitude of noise and its correlation time are considered. Under some conditions, we derive analytical expressions for the ET rate and efficiency, which reveal the coarse-grain features. We obtain equal occupation of all levels at large times, independently of the structure of the acceptor band. We discuss the multi-scale regime of the acceptor population, and the accompanying effect of quantum coherent oscillations, which are analogous to those observed in experiments on exciton dynamics in photosynthetic complexes. We also demonstrate that, for a relatively wide acceptor band, the efficiency of ET from donor to acceptor can be close to 100% for a broad range of noise amplitudes, for both sharp and flat redox potentials.
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Introduction
Electron transfer (ET) in photosynthetic bio-complexes, including plants, eukaryotic algae and cyanobacteria, has a large range of characteristic time-scales, from tens of femtoseconds to milliseconds and more. Primary charge separation takes place in the reaction centers (RCs) of the photosystem I (PSI) and photosystem II (PSII) on very short time-scales, of order 1 − 5ps, so quantum coherent effects are important even at room temperature. (For discussions on measurement and spectroscopic issues see, for example [1] , and references therein.) In charge separation, an electron moves from the donor to the acceptor, and this ET continues through the whole chain of the redox potential, which is different in different bio-complexes. The primary charge separation is initiated in the RCs by quanta of sunlight which are absorbed by the antennas of the light harvesting complexes (LHCs), and produce the exciton dynamics. It was recently experimentally discovered that the exciton dynamics in this type of systems involves quantum coherent effects (quantum Brownian motion) [2, 3, 4] . These results have generated significant interest in creating adequate mathematical tools for describing and modeling quantum exciton and ET processes in these systems [5, 6, 7, 8, 9] .
In real situations, the LHCs and RCs consist of many chlorophyll and other complex organic molecules which include the corresponding electron and exciton quantum states with different energy levels. So, for modeling of the electron and exciton transfer in these complexes, an extremely large Hilbert space should be used. Then, to make the corresponding models useful and predictive, different parts of the LHCs and RCs can be considered, under some conditions, as interacting clusters with particular sets of molecules, geometries, and structures of exciton and electron energy levels. This approach, to some extent, is equivalent to the well-known coarse-graining procedure, which is usually used for these purposes. (See, for example [10] , and references therein.) Then, the questions arise: How do the structures of individual clusters, the interactions between different clusters, and their interactions with noisy or thermal protein environment(s) affect the electron and exciton transfer? The simple donoracceptor (two cluster) model which we use, has allowed us to derive many useful preliminary results in these directions.
In our paper, we analytically and numerically study the ET between a single-level electron donor interacting with an acceptor, which is modeled by a finite number of electron energy levels. Our approach can be applied for both electron transfer in the RCs and exciton transfer in the LHCs. We assume that an external (classical) diagonal noise interacts with both the donor and acceptor energy levels. This approach is often used for modeling the protein environment at sufficiently high (including room) temperatures. (See, for example, [11, 12, 13, 14, 15, 16] , and references therein.) Note, that our model can be easily generalized to include (i) both multi-level donor and acceptor, (ii) complex band structures, (iii) interactions inside the bands, (iv) more than two interacting clusters, (v) thermal (instead of noisy) environment(s), and others.
Our main results include: 1) We derived analytical expressions and provided numerical simulations for the ET rates and efficiencies in different regions of parameters.
2) We showed that generally the dynamics of the acceptor population is characterized by multi-scale processes, accompanied by quantum coherent oscillations, which are analogous to those observed in experiments on exciton dynamics in photosynthetic complexes. We estimated the corresponding ET rates and the period of these oscillations.
3) We obtained the equal occupation of all levels at large times, independent of the structure of the acceptor band. 4) We demonstrated that the efficiency of population of the acceptor can be close to 100 %, in relatively short times, for both sharp and flat redox potentials.
The paper is organized as follows. In Sec. II, we consider a single-level donor interacting with a multi-level acceptor, in the absence of noise. Some general features of this system are described for this case. In Sec. III, we introduce an approach based on the master equation for the reduced density matrix, in the presence of noise. In Sec.
IV, we present analytical and numerical results for the ET rates for different regions of parameters, for a single-level donor and single-level acceptor system. In Sec. V, we extend the results to the N-level acceptor. In Appendix A, we derive the mathematical expressions needed in Sec. V. In the Conclusion, we summarize our results, and discuss possible generalizations of our approach.
Single-level donor interacting with multi-level acceptor
Consider a single level donor coupled with a N-level band of acceptor, represented by a complex of N atoms. This is shown schematically in Fig. 1 . We describe this system by the following tunneling Hamiltonian,
where E 0 is the energy level of the donor and E n is the n-th level of the acceptor-band. We assume that the interaction (tunneling coupling), V N , is the same for all levels of the acceptor, but depends on the number of levels (N) as V N = V / √ N. This dependence results from the normalization factor of the acceptor states, |n . Indeed, the interaction of the donor wave function with each acceptor wave function is proportional to (for an acceptor in the form of a chain or a ring of N atoms) ∼ L 1/2 ∼ N 1/2 , where L is the acceptor's size.
Consider the donor initially populated by an electron. Due to its coupling with the acceptor, the electron makes transitions to the acceptor's states, described by the time-dependent wave function, |Ψ(t) . The latter can be written as,
with the initial condition, |Ψ(0) = |0 . Substituting Eq. (2) into the Schrödinger equation, i∂ t |Ψ(t) = H S |Ψ(t) , we obtain,
(Here and below we choose = 1.) In order to solve these equations, we apply the Laplace transform,b(E) = ∞ 0 b(t)e iEt dt. As a result we obtain,
The r.h.s. of these equations reflects the initial condition. Substitutingb n (E) from the second equation into the first one, we obtain for the amplitude, b 0 (E),
The time-dependent amplitude, b 0 (t), is given by the inverse Laplace transform,
The probability of finding the donor occupied (survival probability) is, P 0 (t) = |b 0 (t)| 2 . Respectively, the occupation probability of the acceptor' n-th level, P n (t) = |b n (t)| 2 , is obtained through the inverse Laplace transform of the amplitude,
For the infinite acceptor' band (E 1 → −∞, E N → ∞, and N → ∞) we can replace, n → ̺ N (E n )dE n , where ̺ N (E n ) is the density of states. It can be written as, ̺ N (E n ) = ̺ N, where we assume that ̺ is independent of E n . Then we obtain,
Substituting this result into Eqs. (7) and (8), one can easily perform integration over E by closing the integration contour in the lower half-plane. As a result, |b 0 (t)| 2 = exp(−Γt), where Γ = 2πV 2 ̺. Therefore, the donor is totally depopulated in the limit of t → ∞, in agreement with the Weisskopf-Wigner approach [17, 18] . This is not the case for a finite N. In particular, when the donor' energy is far outside the acceptor band, |E 0 − E N | ≫ V , the transition probability is very small, so the donor remains almost totally populated in the limit of t → ∞. This can be easily illustrated by the example of N = 1. Evaluating the integral (8) for this case, we find for occupation of the donor,
where ǫ = E 0 − E 1 , and ω R = 1 2 √ 4V 2 + ǫ 2 is the frequency of Rabi oscillations. It follows from Eq. (10) that the occupation of donor at t → ∞ oscillates in time and is proportional to 4V 2 /ǫ 2 ≪ 1. The same occurs for any finite N. Indeed, solving Eqs. (5)-(6) by iterations (in powers of interaction), we find,
Then, performing the inverse Laplace transform, Eq. (8), we obtain for the acceptor' population, P a (t),
An example of the acceptor' population, obtained from the exact numerical solution of Eqs. (3)- (4), is shown in Fig. 2 for N = 10 and for acceptor' levels being equally distributed inside the band,
where δ a is the band-width of the acceptor. The energy of the band-center is set to zero, so that E 1 = −δ a /2, E N = δ a /2 and the donor's energy is E 0 = ǫ. The parameters used in Fig. 2 correspond to δ a = 1, V = 1, and ǫ = 10, in arbitrary units. (For instance, it is convenient to choose the energy parameters in units of ps −1 , where time is measured in ps. Then, the values of our parameters in energy units should be multiplied values by ≈ 6.58 × 10 −13 meVs, so that ǫ = 10 ps −1 ≈ 6.58meV).
One finds that the results shown in Fig. 2 confirm our estimates, Eq. (12), based on the perturbative calculations (assuming small V ), that the acceptor cannot be populated if the energy levels of the donor are outside the acceptor band. This situation can change very drastically in the presence of noise.
Density matrix approach and inclusion of noise
Let us consider the donor and acceptor interacting with an external environment that perturbs their energy levels. The total Hamiltonian can be written as,
where H S is the Hamiltonian of the donor-acceptor system, Eq. (1), and the two other terms describe the environment and its interaction with the system, correspondingly. By solving the Schrödinger equation, i∂ t |Ψ(t) = H|Ψ(t) , we can find the total wave function, |Ψ(t) . In order to determine how the environment affects the system, we take the trace of the total density matrix over all variables of the environment,
The resulting (reduced) density matrix describes the system' behavior under the influence of the environment. Now we specify the interaction term. We assume it as a product of two operators, H int = VU env , where V acts on the system and U env on the environment. One can find many examples of this interaction. For instance, the electron of the system can be coupled capacitively to a nearby fluctuator, generated by a current flowing through it (as in a single-electron transistor), or by any other mechanism [19, 20] , belonging to the environment. In biological systems, when considering exciton and electron transfer, noise is mainly caused by the protein environment [11, 12, 13, 14, 15, 16] . Then, one can write for the ET,
where U d,a is the Coulomb interaction between the electron on the donor (or on the acceptor) and the fluctuator, and c † c is the electron density operator of the fluctuator. Note, that when applying our approach to a donor-acceptor system which describes the exciton transfer in bio-complexes, instead of the Coulomb interaction, the dipole-dipole interaction is usually used. In this case, instead of the density operator, c † c, in Eq. (15), a bosonic operator of the type, ϕ = k (g k a † k + h.c.), is used (see, for example [9, 21] , and references therein), where g k is a form factor related to the protein environment, and a † k and a k are the creation and annihilation operators of the k-th mode. We assume that U d = U a , since the donor and the acceptor are at different spatial locations. This model describes telegraph noise, because c † c can have only two values: 1 or 0 for an occupied or unoccupied fluctuator. Since the effect of noise on the system is not sensitive to the particular microscopic origin of noise, we restrict our study to this model only. This allows us to investigate the effect of the environment on the system in the simplest way. The problems of telegraph noise have been considered in many publications [19, 22, 23, 24, 20, 25] . We choose the approach of Ref. [25] , which results in Bloch-type master equations, which have a very transparent physical meaning. In addition, these equations can be rigorously derived for certain microscopic models of telegraph noise [20] .
In this paper, we do not present a detailed microscopic treatment of these equations for a particular H env , but simply replace the operator c † c by a random variable, [ζ(t) + 1]/2, where ζ(t) jumps randomly from 1 to -1 (or from −1 to 1) at a rate γ + (or γ − ) [22] . This procedure is valid whenever there is no back-action from the system on the noise spectrum [20] .
Let us obtain these equations for the reduced density matrix of the system, ρ(t). First consider the case of no interaction with the environment, H int = 0. Then, the density matrix of the system, defined as ρ jj
, satisfies the following Bloch-type equations,
These equations are derived straightforwardly from Eqs. (3)- (4). In the presence of interaction, Eq. (15), the energy levels of the donor and acceptor in Eqs. (16)- (18) are replaced by E 0,n → E 0,n + 1 2 U d,a ζ(t), where the constant terms, U d,a /2, were included in the definition of the energy levels. As mentioned above, in the case of the exciton energy transfer, the operator, c † c, should be replaced by the bosonic operator, ϕ, which in our case is reduced to a random variable, ζ(t)/2, with the ensemble average, ζ(t) = 0. So, the constant terms, U d,a /2, do not appear in the renormalization of the donor and acceptor energy levels. The noise distribution is determined by the probabilities, p ± , of finding ζ(t) at the values ±1. Detailed balance then implies the relation, p − γ + = p + γ − , and therefore p ± = γ ± /(2γ), where γ = (γ + + γ − )/2 is the inverse time associated with noise (γ = 2/S(0), where S(ω) is the noise spectrum [25] ). Now it is quite natural to extend Eqs. (16)- (18) to include noise by replacing the density matrix ρ jj ′ (t), Eqs. (16)- (18), by the two-component vector, {ρ
In addition, the stochastic hopping terms, ρ
jj ′ (t), with rates, γ ± , should be included in the equation of motion. Thus, we replace Eqs. (16)- (18) by the following equations of motion, which now include noise,
and ρ
Finally, one has to average over the noise, so that,
jj ′ (t). For more detailed arguments leading to Eqs. (19)- (24) and also for their exact microscopic quantum mechanical derivation for particular noise models, see Refs. [20, 25 ].
One-level acceptor

Steady state
First, assume the acceptor is a one-level system, N = 1. We introduce the variables,
Note, that ρ 00 (t) + ρ 11 (t) = 1. In these variables, Eqs. (19)- (24) for N = 1 are,
where, γ = (γ + + γ − )/2 and η = γ + − γ − . Consider the density matrix in the asymptotic limit, ρ(t → ∞) ≡ρ and ξ(t → ∞) ≡ξ. If the density matrix reaches its steady-state in this limit, thenρ = 0. In this case, Eqs. (25)-(30) can be easily solved. Indeed, it follows from (25) that Imρ 01 = 0. Substituting this into (27), we find Imξ 01 = 0. From the real parts of Eqs. (28)- (30) we find,ξ
Taking the imaginary parts of Eqs. (27) , (30), we have,
Using Eqs. (31) one can rewrite these equations as,
It immediately follows from these equations that, Reρ 01 = Reξ 01 = 0 andρ 00 =ρ 11 = 1/2. This implies equal distribution of the donor and acceptor in the asymptotic limit for any initial conditions. This result is drastically different from the no-noise case considered in the previous section, where the population of acceptor at t → ∞ remains very small if ǫ ≫ V . In the case of noise, however, the system always reaches equal distribution in the steady-state, no matter how small the noise is. However, the corresponding transition time can be very long. Now we will evaluate the transition rates by analyzing the time-dependent Eqs. (25)-(30).
Transition time (rate)
Consider, for simplicity, η = 0. In order to solve Eqs. (25)- (30), we apply the Laplace transform,ρ(E) = ∞ 0 ρ(t) exp(iEt) dt, and correspondingly, ξ(t) →ξ(E). Then, Eqs. (25)- (30) become (see Ref. [20, 25] ),
andρ 10 (E) =ρ * 01 (−E). Equations (34)-(39) can be rewritten in matrix form as,
where the density matrix,R(E) (R(t)), is written as an 8-vector, R = {ρ 00 ,ρ 11 ,ρ 01 ,ρ 10 ,ξ 00 ,ξ 11 ,ξ 01 ,ξ 10 } ,
M is an 8 × 8 matrix corresponding to the r.h.s. part of Eqs. (34)-(39), and I is an 8 × 8 unit matrix. Solving these equations, we obtain rational expressions for the Laplace transformed density matrix elements,
where k = {1, 2, . . . , 8}, and m k is the corresponding minor determinant.
The density matrix as a function of t is finally obtained via the inverse Laplace transform, Eq. (8),
The secular and minor determinants can be represented by polynomials in powers of E. One finds for the secular determinant the following expression,
where
The integral in (43) can be calculated analytically by closing the integration contour in the lower half E-plane over the poles of denominator (E = E r ). One finds,
where E r = U (r) − iΓ (r) are the zeros of the secular determinant,
in the complex E-plane. The first pole, at U (1) = Γ (1) = 0, produces a finite occupation in the asymptotic limit. The second pole, at U (2) = 0 and Γ (2) = 2γ, produces a decay of the corresponding term with the rate, 2γ. The remaining poles are obtained from the equation,
The asymptotic transition rate, Γ 1 , is given by the pole with the smallest imaginary part, Γ 1 = min {Γ (r) }. Now we will find an approximate analytical solution of Eq. (48). Since we are looking for the pole with minimal value of the energy, we can keep only the first two terms in Eq. (48), neglecting the higher powers in E. This yields the transition rate, Γ 1 = Im[A 0 /A 1 ]. Using Eq. (45), one can write explicitly for the transition time,
The accuracy of this procedure is determined by the parameter,
which is expected to be less than one. It follows from Eq. (49), that the transition time is minimal at D 2 = ǫ 2 + 4V 2 for γ ≪ ǫ. This has a simple physical meaning: due to the influence of noise, the donor level fluctuates between E 0 ± D. This makes it partially in resonance with the acceptor' levels. As a result, the rate of the donor-acceptor transitions increases. This effect is illustrated in Fig. 3, where we show It follows from this figure, that the asymptotic limit, given by Eq. (51), describes the behavior of ρ 00 (t) quite well. As expected, the shortest transition time corresponds to, D ≃ ǫ.
Reduced master equations
Equations (25)- (27) resemble Bloch-type equations for the two-state density matrix, ρ(t), except for the last term in Eq. (27) , depending on ξ 01 (t). In fact, ξ(t) is a function of ρ(t), so that equations for ρ(t) can be written in a closed form. This can be done by resolving Eqs. (37)-(39) for the Laplace transformed amplitudes,ξ(E). Consider again, for simplicity, the case of γ + = γ − = γ. One finds,
The time-dependent amplitude, ξ 01 (t), is obtained through the inverse Laplace transform (8) of the amplitude,ξ 01 (E), by closing the integration contour over the poles in the complex E-plane. Since we are interested in the asymptotic regime (t → ∞), only the pole which is closest to zero survives. We therefore can replace E → 0 in the prefactors of the amplitudes,ρ, in Eq. (52), thus obtaining,
Substituting this result into Eq. (27), we obtain,
where,
is a renormalized donor energy, and
are the damping rates.
Equations (54)- (55) have the form of Bloch equations for spin precession in a magnetic field in the presence of the environment. This can be seen by mapping the density matrix, ρ(t), to the "polarization" vector, S(t) = {S x (t), S y (t), S z (t)}, via ρ(t) = [1 + τ · S(t)]/2, where τ x,y,z are the Pauli matrices. Thus, we define S z = 2ρ 00 − 1, S y = i(ρ 01 − ρ 10 ) and S x = ρ 01 + ρ 10 . We find,
These equations coincide with the Bloch equations, where γ 1,2 are related to the two damping times, T 1 = γ −1 1 and T 2 = (γ 1 + 2γ 2 ) −1 . Similar equations can be derived when the interaction, V (tunneling coupling) fluctuates, instead of fluctuating donor and acceptor energy levels [20, 25] . However, the redox potential, ǫ, would not be renormalized, as occurs in the case of the energylevel fluctuations, Eq. (56). This difference is essential for the electron transfer. Indeed, fluctuations of the energy levels can drive the donor and acceptor into resonance, which can greatly increase the transfer rate, Eq. (49), Fig. 3 . In contrast, in the case of fluctuating coupling (V ), resonance cannot occur, even though both of these noiseassisted processes are described by similar Bloch-type equations.
In the weak interaction limit, V ≪ D, γ, one finds that T 1 = T 2 . Then, Eqs. (54)-(55) become further simplified. Solving these equations in this limit, we find for the asymptotic transition rate,
which coincides with Eq. (49) in the same limit.
The weak interaction limit can be very useful for the multi-level case, since it greatly simplifies the treatment, without losing any physical features of the process. We show in Fig. 4 figure that the reduced Bloch-type master equations describe the asymptotic limit very well, even for V ∼ γ.
N-level acceptor
Consider Eqs. (19)- (24) . As in the previous section, we rewrite these equations in the variables, ρ = ρ (+) + ρ (−) and ξ =ρ (+) − ρ (−) . Then, these equations can be rewritten as,ρ
where ǫ n ′ n = E n ′ − E n .
Degenerate case
Consider the case when all energy levels of the acceptor coincide: ǫ nn ′ = 0 for n, n ′ = 1, . . . , N. Then, one can sum over the acceptor states, n, in Eqs. (60)- (65), thus obtaining,ρ
One finds that Eqs. (66)-(71) coincide with Eqs. (25)- (30), describing time-evolution of the density matrix, ρ(t), for the case of one-level acceptor. As follows from these equations, ρ 00 (t) + ̺ 11 (t) =const. However, in contrast with the one-level acceptor, this constant is not unity, in general, and its value depends on the initial conditions. Indeed, ̺ 11 (t) is not the occupation probability of acceptor, since it includes the off-diagonal density matrix elements. It can be easily seen by rewriting it explicitly,
Consider now the asymptotic limit, where we denote,ρ 00 = ρ 00 (t → ∞) and ̺ 11 = ̺ 11 (t → ∞). Using the same transformations as in Sec. IV A, we arrive at ρ 00 =̺ 11 , Eqs. (33). Thus, the probability of finding the donor occupied in the steadystate is,ρ
where we used the normalization condition, ρ 00 (0) + N n=1 ρ nn (0) = 1.
In contrast with the case of one-state acceptor, the off-diagonal density matrix elements (coherences) do not vanish in the steady state limit. One finds, 
This is the case of partial decoherence [25, 26] , which takes place when the quantum system possesses a symmetry, that cannot be destroyed by the environment. It follows from Eq. (75), that the steady-state distribution depends on the initial state. In particular,ρ 00 = 1/2 for the initially occupied donor, ρ 00 (0) = 0. However, from the previous study of the electron transport in a similar system [27] , one would expect equal occupation of all levels in the limit of t → ∞, for any value of the noise amplitude and level spacing. This would be drastically different from the degenerate level case. To understand this problem, we investigate the non-degenerate case in detail.
Asymptotic state
Consider now the asymptotic limit, ρ(t → ∞) =ρ, and ξ(t → ∞) =ξ, where the acceptors energy levels are not degenerate. Since in this limitρ(t) → 0 andξ(t) → 0, we can rewrite Eqs. (60)- (65) as,
Im ξ 0n + 2γ ξ 00 = 0,
where ǫ jj ′ = E j − E j ′ . For simplicity, we assume γ + = γ − = γ. Since ǫ nn ′ = 0, we obtain from Eq. (78)- (80),
Then, one finds from Eqs. (81) and (82),
Taking the real part of Eq. (85) we find,
where X n = Re ξ 0n and
. This is a system of coupled linear equations,
(See Appendix A for details.) As a result, X n = Re ξ 0n = 0, for all n. Inserting this into Eq. (85), we find that Re ρ 0n = 0. Substituting this result into Eq. (78), one finds Re ρ nn ′ = 0 for n = n ′ . Then, using Eqs. (77) and (79), we find equal occupation of all levels in the asymptotic limit of t → ∞,
This implies that for N ≫ 1, the probability of finding the acceptor occupied is close to unity. So, the efficiency of the electron (exciton) transfer can be close to 100%. It is remarkable that the above result has been derived for any value of spacing between the acceptor' levels (ǫ nn ′ ), no matter how small. However, for the case of the exact degenerate acceptor' levels, ǫ nn ′ = 0, this proof is not valid, since we cannot use Eq. (78) to obtain Re ρ nn ′ = 0 for n = n ′ . Indeed, this quantity is not zero in the degenerate case, as follows from Eq. (76). Moreover, the asymptotic distribution depends on the initial conditions, Eq. (75). One finds,ρ 00 = 1/2, for the initial condition corresponding to the occupied donor, instead of 1/(N + 1) for the non-degenerate case, no matter how small the acceptor' band-width, δ a , Eq. (13).
Thus the above result displays discontinuity of the steady-state occupation with the acceptor's bandwidth, δ a . The only possible explanation of this discontinuity can be found in an analysis of the donor-acceptor transfer dynamics. We can anticipate that the system reaches first its equal donor-acceptor occupation (1/2). Then, it is distributed inside the acceptor's states, finally approaching equal occupation for all levels, 1/(N + 1). One expects that the second transition rate would depend on the level spacing, and that decreases to zero when the acceptor's levels are degenerate. In this case, the equal distribution, 1/(N + 1), can never be reached, so that the system stays asymptotically in the equal donor-acceptor occupation (1/2). Such an explanation can resolve the discontinuity problem, and it will be confirmed by the following analysis of the transfer dynamics.
Reduced master equations
In order to determine the transition rate, we first reduce Eqs. (60)-(65) to simplified equations that involve only the density matrix, ρ(t). This is similar to the case of Sec. 5.3, for N = 1. For this reason, we will express ξ(t) in terms of ρ(t) using Eqs. (63)-(65). For simplicity, we assume η = 0, and consider the limit of V N ≪ γ, D. Then, we can neglect the term proportional to V N in Eq. (65), thus obtaining,
Substituting this result in Eq. (62), we find,
where V N = V / √ N and,
These equations are similar to the Bloch-type equations (58) for a two-state system, but now they have been extended to include a multi-level acceptor. The most pronounced feature of these equations is the renormalization of the donor-acceptor energies, ǫ 0n → ǫ ′ 0n (Eq. (92)), due to noise. This reconstruction of the redox potential is given by:
. This is analogous to the reconstruction energy in the Marcus ET rate, but for a multi-level acceptor, and a noisy (instead of thermal) environment [21, 28] . As a result, the transition rate can be greatly increased if ǫ ′ 0n ≃ 0, when the donor and acceptor are effectively in resonance.
We show in Fig It follows from Fig. 5 , that the characteristic time, τ N , needed to approach equal occupation of all states of the system is much longer for N = 10, than for N = 2, although the bandwith, δ a , is the same for both cases. This dependence on N is not trivial, and at first glance, even counter-intuitive. Indeed, if the bandwidth, δ a , of the acceptor is fixed and N increases, then the acceptor density of states increases. So, intuition tells us that the ET rate may increase. According to Fig. 5 , it indeed increases, but only for the initial stage of the acceptor' population. At later times, other factors become important. For the parameters chosen in Fig. 5 , the bandwidth, δ a is 5 times smaller than ǫ. In this case, two characteristic regimes can be expected. The first one is a relatively rapid population of the acceptor with the population close to 1/2, as for twolevel system. The ET rate for this stage is greater for N = 10 compared with N = 2. The second regime involves a re-population of the acceptor levels. This requires additional time, and is accompanied by oscillations which are clearly seen in Fig. 5 . The period of these oscillations can be estimated to be: T = 2πN/δ. So, even if the asymptotic efficiency (probability) of the acceptor' population, P a (t → ∞) = N/N + 1, increases with N increasing, the time of approaching this asymptotic regime can increase with N. Below, we analyze this dependence on both N and δ, and show that the following scaling exists: τ N ∝ (N/δ) 2 , for large N. These results are very important for engineering of this type of bio-complexes in order to achieve optimal ET rates and efficiencies. Below, we derive analytical formulas for the transition time as a function of level spacing.
Transition rates
We now evaluate the transfer rates, using Eqs. (89)-(91). We start with N = 2. Then, the Laplace transform of these equations can be written:
where δ = ǫ 12 , V 2 = V / √ 2, and ǫ ′ 01(2) , γ 01(2) are given by Eq. (92), with ǫ 01(2) = ǫ ∓ δ/2. The asymptotic transition rate, Γ 2 , is obtained from Eq. (47) by expanding the secular determinant in powers of E, Eq. (48), and keeping only the lowest power term, which dominates the asymptotic behavior. By neglecting the higher order terms proportional to δ 4 and V 2 δ 2 , we obtain for the transition time τ 2 = 1/Γ 2 ,
where τ 1 is the transition time for N = 1, Eq. (49). It follows from Eq. (99) that in the limit of δ → 0, the time required for equal occupation of all acceptor' states, Eq. (87), diverges as 1/δ 2 . This is not surprising, since this limit corresponds to the degenerate case, considered in Sec. 5.1. Then, all levels of the acceptor effectively become a single level. As a result, the acceptor is only partially occupied in the asymptotic limit. Indeed, its occupation approaches 1/2, with the corresponding occupation rate Γ 1 , Eq. (59). This implies that for δ = 0, the acceptor occupation (depletion of donor) can be described effectively by two rates. The first, Γ 1 , populates the acceptor up to an occupation of 1/2. Then, the process proceeds with the second rate, Γ 2 ≪ Γ 1 , to the asymptotic population of 2/3. Neglecting the first term in Eq. (99), we can write,
In fact, both transition rates, given by Eqs. (59) and (100), can be obtained from the same Eq. (47), by keeping the higher order terms in the expansion of the secular determinant in powers of E. As in Eq. (51), but now with two exponents, one can effectively represent the donor-acceptor transitions as, It is remarkable that the second rate, Γ 2 , is not of the Breit-Wigner type, in contrast with Γ 1 , Eq. (59). This supports the two-step dynamics of the donor-acceptor transitions. Indeed, during the first step the transferred electron does not "discern" individual levels of the acceptor. Therefore, one can anticipate that the corresponding rate, Γ 1 , is independent of the number of acceptor states (N) and has a Lorentzian-type shape as a function of the noise amplitude.
At the next step, the electron is redistributed among the acceptor' states. Since the energy spread of these states is narrow, there is no reason to expect any Lorentzian-type dependence of the second rate Γ 2 on the noise amplitude, D. It it natural to expect the second rate Γ 2 would always increase with D, as it is demonstrtaed by Eq. (100). This point could be very important, since a large noise amplitude can compensate the decrease of Γ 2 with a decrease of the level splitting.
The proposed two-step dynamics for ET suggests a natural extension of our results to any number of acceptor states, N. This can be done by replacing the bandwidth, δ a , in Eq. (100) for N = 2 by the ratio, δ/(N − 1), for any N ≥ 2, which represents the level spacing (inverse density of states). Then, the corresponding transition time for occupation of all acceptor states (N) would be τ N = 1/Γ N . The partial occupation of n < N acceptor states requires less time, of course. The transition time can be evaluated using the same expression, obtained from Eqs. (59), (99), by replacing δ a by δ a /(n − 1). Finally, the total transition time becomes,
Here the first term is a "coarse-grade" time, ∝ 1/Γ 1 , Eq. (59), when the acceptor can be considered as a single level. The maximal acceptor occupation in this case can reach only 1/2. Subsequently, the electron is redistributed among the acceptor states. The corresponding time is given by the second term in Eq, (102).
If the noise amplitude is in resonance with the redox potential, D = ǫ, the time for total occupation of the acceptor is,
It is quite remarkable that in this case the transition time does not depend on the redox potential, ǫ, and on the noise amplitude, D, but only on its spectral width, γ. Moreover, it scales with γ/V 2 . This prediction can be verified by a direct evaluation of the donor occupation, ρ 00 (t), for different values of γ, by keeping V , and under the condition, D = ǫ. The results of the calculations using the exact equations, Eqs. (60)-(65), are shown in Fig. 7 for N = 20. The red and black curves correspond to V = 1, γ = 1 and V = 0.5, γ = 0.25, so that the ratio of V 2 /γ remains the same. These curves display the same transfer time at large t, in agreement with the scaling, Eq. (103). For comparison, we display ρ 00 (t) for V = 0.5, γ = 1, which are out of the scaling (dashed-blue curve). This clearly shows a quite different transfer time. Equation (102) shows that the total depletion time of the donor τ N is proportional to 1/δ 2 a . Thus, τ N will strongly decrease with increasing bandwidth, δ a , in particular when it approaches ǫ. This is illustrated in Fig. 8 . Here too we used the exact equations Eqs. (60)-(65), for evaluation of ρ 00 (t). As one can see from Fig. 8 , an increase of the acceptor bandwidth, δ a , significantly decreases the time of population of the acceptor.
Non-equidistant acceptor' energy spectrum
As one can see from the results shown in Figs. 5, 7, and 8, the quantum coherent damping oscillations are observed during the process of the acceptor' population. These oscillations result from a repopulation of the acceptor' states during the ET process, and they are especially pronounced under the "resonant conditions": ǫ = D. For the equidistant energy spectrum of the acceptor' band, given by Eq. (13), the period of these oscillations can be estimated as: T = 2πN/δ. The question arises if these quantum coherent oscillations will be observed for non-equidistant acceptor' energy spectrum, and up to what extent the destructive quantum interference effects could suppress them.
To clarify this issue, we performed numerical simulations for the non-equidistant acceptor' energy spectrum given by,
The first term in this expression describes the equidistant energy spectrum given by Eq. (13), The second term in Eq. (104) was chosen to model the non-equidistant part of the spectrum.
In Fig. 9 , we present the results of numerical simulations of the donor population, for the non-equidistant energy spectrum of the acceptor band, Eq. (104), and for different values of the parameter, κ, which describes the displacement from non-equidistance. The value, κ = 0, corresponds to the equidistant energy spectrum (blue curve in Fig. 9 ). One can see from Fig. 9 that quantum coherent oscillations survive even for non-equidistant spectrum (κ = 0), if the non-equidistance is small enough. However, with increasing κ, these oscillations become quasi-periodic (involving many frequencies). The amplitudes of these oscillations become smaller, and the characteristic decay time decreases. These coherent quantum oscillations could be used for extracting characteristic spectroscopic parameters in natural bio-complexes and for engineering artificial bio-nano devices.
Conclusion
We studied analytically and numerically noise-assisted quantum electron transfer (ET) in bio-complexes consisting of a single-level electron donor interacting with a multilevel acceptor. All energy levels are assumed to interact with the protein environment, modeled by a diagonal classical noise. Our approach can be applied for electron transfer in the reaction centers and for exciton transfer in the light harvesting complexes. We vary the number of the acceptor levels, the acceptor bandwidth, the strength of the donor-acceptor interaction, and the noise amplitude. Under certain conditions, we derive analytical expressions for the ET rate and efficiency. We demonstrate that, for a relatively wide acceptor band, the efficiency of the ET from donor to acceptor can be close to 100% for a broad range of noise amplitudes, for both sharp and flat redox potentials. We show that generally the dynamics of the acceptor population can be characterized by multi-scale processes, which display a coarse-graining structure. We also estimate the corresponding ET rates in a multi-scale regime. For our model, we obtain equal occupation of all levels at large times, independent of the structure of the acceptor band. This implies the possibility of optimizing the efficiencies of the acceptor population by engineering the donor-acceptor complexes.
It is very remarkable that the coarse-graining dynamics for the electron transfer naturally occurs from our microscopic derivations, without any ad hoc assumptions. Thus, our approach developed in this paper can also be applied as a consistent coarsegraining procedure that describes exciton and electron transfer in large bio-complexes. Indeed, the coarse-graining procedure usually suggests that connected clusters, which include many electron energy levels, are replaced by interacting effective "donors" and "acceptors", which are characterized by electron bandwidths with finite numbers of energy levels. Then, according to our results, the ET rates and efficiencies will strongly depend on the electron bandwidths of the corresponding clusters and on the number of electron energy levels localized in these clusters. By engineering in a controlled way the bandwidths of these clusters, one can significantly increase the efficiency of the ET in bio-complexes. To do this, one must take into account the structure of energy levels and their interactions inside the individual bio-clusters; interactions between different clusters; and their interactions with local and collective environments. The quantum coherent oscillations, which we discussed, are analogous to the quantum coherent effects observed in experiments on exciton transfer in photosynthetic complexes, such as the Fenna-Matthews-Olson (FMO) bacteriochlorophyll complex, which is found in green sulphur bacteria [2] , and in photosynthetic marine algae [3] , at ambient temperature. These oscillations could be used in the spectroscopic experiments, such as dynamic fluorescence, for resolving the structures of energy spectra inside the bio-complexes. All this will require further analytical and numerical analysis, which is now in progress.
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