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The authors have characterized axiomatically the Shannon entropy (which is a 
symmetric function of its arguments) while assuming symmetry only in a very 
special case. 
1. INTRODUCTION 
Let 
/~n = l (Pl, 
= [(p,, 
P2 ..... P . ) ;P i>/O, i= l '  2 ..... n ,~p i= l  I, 
/=1 
P2 ..... p.); p~ > O, i = l, 2, .... n, ~ p/= l I , 
i=1 
n = 1, 2, 3,..., 
n = 1, 2, 3,..., 
denote respectively the sets of all finite discrete n-component probability 
distributions with non-negative and positive elements, respectively. 
C. E. Shannon (1948) defined the entropy of the probability distribution 
(Pl, P2 ..... p,)  E F, as 
H,(p~, P2,..., Pn) = - -~  P~ l°g2P/, ( i)  
i=1 
where H,: F, --* R and 0 log 2 0 ---- 0. The quantity Hn(Pl , P2 ,'", Pn) is usually 
interpreted as the average amount of information obtained when any one out 
of n mutually exclusive events with respective probabilities Pl,P2 ..... P,; 
Pi ~> 0, i = 1, 2 ..... n, ~2~'=~ P /= 1 materalizes. 
Shannon (1948) himself gave an axiomatic characterization of H, ,  
n= 1, 2 ..... Later on, D. K. Fadeev (1956) gave an axiomatic charac- 
terization of H, .  He assumed the following set of postulates: 
POSTULATE I. p b-~ H2(p, 1 -- p) is a continuous function of p, 
O<~p<~l. 
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POSTULATE II,. Hn(Pl ,p 2 ..... Pn) is a symmetric function of its 
variables (n = 2, 3, 4,...). 
POSTULATE III~. For all probability distributions (p~, P2,..., P,) @ Fn 
with Pl + P2 ~ O, 
H~(Pl, P2 ..... P,) 
= Hn-I(Pl -}- P2 ..... Pn) + (P, + P2)  H2 (__Pl , ~ ] .  
\Pl +P2 Pl +P2/ 
POSTULATE IV.  1 1 H2(i , i ) - - - - -  1. 
Fadeev showed that for all positive integers n, any sequence H.: F. ~ R of 
functions satisfying Postulates I, II. (n >/2), III. (n >i 3) and IV is of the 
form (1). 
After the appearance of Fadeev's paper, several researchers have charac- 
terized axiomatically the Shannon entropy by assuming different sets of 
weaker postulates. For all these details, see the book by Acz61 and Dar6czy 
(1975). 
In this paper, we give an axiomatic characterization of the Shannon 
entropy (1), which is a symmetric function of its arguments, by considerably 
weakening the symmetry axiom II n. 
2. A CHARACTERIZATION THEOREM 
Instead of II., we will assume the following postulate: 
POSTULATE V n. For all probability distribution (Pl, P2,..., P,) E 
r .  - l?. , 
H,(pl,...,O ..... p,) = H,(0 ..... p~ ..... p,), p ,>0,  2<~j<.n, 
jth place jth plaee 
that is, only O's can be moved around in H n. 
It is obvious that IIn implies V,. We give an example to show that the 
converse is not true. Consider F,: F,--, R defined as 
F,(pa, P2 ..... P,) = Pl if (Pl ..... p,) ~ F~*, 
=1 if (p~ ..... pn) EFn-- l '~. 
Then it is easy to check that Fn satisfies V, but not IIn. Thus V, does not 
imply that Hn is a symmetric function of its arguments. 
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It may be noted that, in V, ,  two non-zero elements of (Pl,P2 ..... P,)@ 
F,--F*, are not allowed to interchange with each other. Thus V, is 
considerably weaker than II , .  
The main result of our paper is the following theorem: 
THEOREM. Let H,: F, -~ R, n = 1, 2 ..... satisfy Postulates I, I I I, (n >/3), 
IV, V, (n >/3). Then H, is of the form (1). 
To prove our theorem, it is enough to show that Postulates III, (n >~ 3) 
and V, (n >/3) imply Postulate II n. Before we prove this fact, we give two 
lemmas. 
LEMMA l.  
H2(1, 0) = H2(0, 1) = 0. (2) 
Proof By V 3 and III 3 we have 
H2(1 ,0 )+H2(1 ,  I 1 1 1 1 =U 1 ~) = H3(- ~, ~, 0) 2(~, = H3(~,0,~) ½) + ½H2(1, O) 
H 1 1 =H3(0 ,~,½)= / (~,½)+:H2(0,1) ,  
which proves (2). (The proof is the same as the second part of the proof of 
Proposition (2.3.4) on p. 59 in the book of Acz61 and Dar6czy (1975).) 
LEMMA 2. 
Proof 
Case 1. 
For all n >1 2 and for all (Pl,  P2,..., P,) ~ F,, 
Hn(Pl, P2 . . . . .  P,) = Hn+ 1( 0, Pl ,  P2 ..... P,)" 
For n = 2, the following two cases arise: 
Pl > 0. Then by III3, (2) and V3, 
. .(p..  p.)= ..(o + + p."2 -  lo.P ) H3(0,pl,  P2). 
Case 2. Pl = 0. Then, by V 3, I I I  3 and (2), 
H3(0, P l ,  P:) = Ha(0, 0, 1) = H,(0, 1, 0) = HE(l, 0) + H2(0, 1) = 0 = 
H2(Pl, P2). 
For n/> 3, we have the following two cases: 
Case 1. Pl > 0. Then, from (2) and III, (n >~ 3), we get 
Hn(pl, p2 ..... pn)= Hn(O + pl, pz,..., pn) + PlH2 (o,P-~i ) 
: H,+ 1(0, P1 ..... P,)" 
(3) 
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Case 2. Pl = O. Let PJ'o be the first non-zero element, 2 ~ Jo ~ n, that is, 
P/o > 0 but pj = 0 for all j < Jo. Then, by V, (n >~ 3) and Case 1, 
Hn(p l ,  P2 ..... PJo ..... Pn) = Hn(p j  o ..... Pl ..... Pn) 
Joth place 
= Hn +1 (0, PJo' P2' .... Pl  ..... Pn) = Hn + l (P J0 '  0, P2 ..... P l  ..... Pn)  
(J0 + 1)th place (Jo+ 1)th place 
= g .  +1(P l ,  O, P2 ..... PJo ..... Pn) = Hn + 1( 0, P l  ..... Pn)" 
(Jo+ l)th place 
Note that in (3)Pl is allowed to be 0 too. 
Proof of the main theorem. Let n=2.  If p l=0,  then P2 :1  and 
Lemma 1 gives us H2(0, 1) = H2(I, 0). If 0 < Pl < 1, then 0 < P2 < 1. Now 
by (2), (3), III 3 and V 3, we have 
H2(Pl, P2) = H3(0, Pl, P2) = H3(Pz, P,,  0) = H2(1, 0) + H2(pz, Pl) 
= Hz(p2, PO. 
Thus 
H2(pl, P2) = Hz(P2, Pl), (Pl, P2) ~ Fz (4) 
so that H2:/"2--4 R is symmetric. 
Now we prove that H 3 is symmetric. By III 3 and the symmetry of H2, we 
have 
H3(Pl, P2, P3) = H3(P2, Pl, (5) 
Before proceeding further, we would like to point out that whatever Pl 
may be, for all n ~> 3, 
Hn(Pa ..... 0 ..... Pn) = H,(O ..... Pl ,'", P,), 2 ~ j <. n. (6) 
jth place jth place 
Indeed, if Pl = 0, then (6) is obvious. If Pl > 0, then (6) follows from V, 
(n >~ 3). 
Now, by (3), (4), (6) (for n = 4) and III 4, we have 
H3(pl, P2, P3) = H4(0, Pl, P2, P3) = H4(P3, Pl, P2, 0) 
= H4(P l ,  P3, P2, O) = H4(O, Pa, P2, P l )  = H3(P3, P2, Pl).  
CHARACTERIZING THE SHANNON ENTROPY 217 
Thus 
H3(p,, P2, P3) = H3(p3, P2, Pl). (7) 
Now 
Ha(p1, P2, P3) ~'=-) H3(P2, P, ,  P3) (7__) Ha(P3, Pl ,  P2) 
(5) 
= H3(Px, P3, P2) (7) H3(pz, P3, Pl)  (5) = = H3(p3, P2, Pl)" 
Thus 
H3(Pl, Pz, P3) = H3(pko), Pk(2), Pk(3)), 
where {k(1), k(2), k(3)} is an arbitrary permutation of {1, 2, 3}. 
A particular case of (3) is (Acz61 and Dar6czy, 1975, p. 61) 
H,(0, P2, P3 ..... p,) = H,+~(0, 0, P2, P3 ..... p,) (0, P2, P3 ..... Pn) E In.  (8) 
From IIIn, (8) and the symmetry of H a, making use of Proposition (2.3.5) 
on p. 59 in the book of Acz61 and Dar6czy (1975), the symmetry of Hn 
follows. This, indeed completes the proof of Theorem 1. However, we give 
below another proof concerning the symmetry of H~. This proof is based on 
induction on n. We assume that H: is a symmetric function of its arguments 
for some j, say j=n ,  n/> 3 and then prove that H,+ 1 is a symmetric 
function of its arguments. For this it is enough to prove that for all 
(P l ,  P2 ..... Pn+l)  E Fn+1, 
Hn + 1(Pl, P2 ,..., P~ + 1) = H~ ~_ 1(P2, Pl ..... Pn + ~), (9) 
Hn+I(Pl ,P2,  P3 ..... Pn+O=Hn+l(P3,PE,  Pl,.. . ,pn+l), (10) 
H~+I(Pl 'PE'P3 ..... Pn+I)=H~+I(PI 'P2'Pk(3)  ..... Pk(n+l)), (11) 
where {k(3), k(4) ..... k(n + 1)} is an arbitrary permutation of {3, 4 ..... n + 1}. 
If Pl = P2 -- 0, then (9) is obvious. If Pl q- P2 > 0, then (9) follows from 
III~ (n )4)  and (4). 
Again, (11) follows from IIIn (n/>4) and the induction hypothesis if 
Pl +P2 > 0. If pl +pz=0 then pl =p2=0.  In this case, (11) follows from 
(8) and the induction hypothesis as 
Hn + 1(0, 0, P3 ..... P~+I) = H~(0, P3 ..... P~+ 1) ----- H~(0, Pk(3),..., Pk(n+ 1)) 
= H n + 1(0, O, Pk(3),'", Pk(n + 1)) = Hn + 1(Px, P2, Pk(3) ..... P*(n+ X))" 
NOW we prove (10). Here four cases arise: 
Case 1. Pl = 0, P2 arbitrary, P3 = 0. Here (10) is obvious. 
643/47/3-5 
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Case 2. 
Case 3. 
Case 4. 
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Pl > 0, PE arbitrary, P3 = 0. (10) follows from V, (n ~> 4). 
Pl = 0,Pz arbitrarY, P3 > 0. Again (10) follows from V, (n/> 4). 
Pl > 0, PE arbitrary, P3 > 0. By (3), (6), (9) and III n (n >/6), 
H~+I(Pl, P2, P3, P4,'", Pn+l) 
= H.+2(O, Pl, Pz, P3, P4 ..... P.+ 1) 
=- Hn+ E(P3, Pl, Pz, O, P4 ..... P.+ I) 
= H.+ 3(0, P3, Pl, PE, O, P4 ..... Pn+ 1) 
= Hn+3(P2, P3, Pl ,  O, O, P4 ..... Pn+l) 
-'~ Hn+ 3(P3, P2, Pl ,  O, O, P4 ..... Pn+l) 
( Pa , Pz ] 
= Hn+2(P3 + P2, Pl, 0, 0, P4 ..... P.+I) + (P3 + P2) H2 P3TP2 P3 -+Pz! 
= H.+ 1(P3 + Pz + Pl, O, O, P4 ..... P.+ 1) 
+(p3+p2+pl )Hz l  P_A+__P__2 Pl ) 
\P3 + Pz + Pl ' P3 + Pz + Pl 
(- , ] (12) + (P3 + P2)H2 kP~~ ~ ~ / "  
But 
H.+ l(P3 + P2 + Pl, 0, 0, P4,..., Pn+ 1) = Hn+ 1(0, 0, P3 + P2 + Pl, P4 ..... P.+ 1) 
=H.(O, p3 + P2 + Pl,P4 ..... P.+I). 
So, by (12), 
H.+ 1(Pl, P2, P3, P4 ..... P,+I) 
= Hn-I(P3 + P2 + Pl, P4,..., P.+I) 
( P3+P2 Pl ) 
+(P3+PE+Pl )H2 P3+P2+Pl 'P3+PE+Pl  
+(p3+Pa)H2 ( ~ , P2 ) 
~P3 + P2 P3 ~ P2 
= H.+I(P3, P2, Pl, P4 ..... P.+ 1)' 
This completes the proof of Theorem 1. 
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