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Supplementary Notes: Segment Parameter Labelling
in MCMC Change Detection
Alireza Ahrabian
Abstract
This work addresses the problem of segmentation in time series data with respect to a statistical parameter of interest in
Bayesian models. It is common to assume that the parameters are distinct within each segment. As such, many Bayesian change
point detection models do not exploit the segment parameter patterns, which can improve performance. This work proposes a
Bayesian change point detection algorithm that makes use of repetition in segment parameters, by introducing segment class labels
that utilise a Dirichlet process prior.
Index Terms— Change Detection, Markov Chain Monte Carlo, Dirichlet Process, Autoregressive Models.
I. INTRODUCTION
Change detection algorithms are an important tool in the exploratory analysis of real world data. Namely, such algorithms
seek to partition time series data with respect to a statistical parameter of interest, where examples include, the mean, variance
and autoregressive model weights, to name but a few. Change point detection algorithms have found applications in fields
ranging from financial to bio-medical data analysis.
Accordingly, many approaches have been proposed to address the problem of segmenting time series data. Namely, the work
in [1] proposed an online method, based on the likelihood ratio test that both detects and estimates a change in the statistical
parameter of interest. More recently, the work in [2] proposed a computationally efficient algorithm that segments data by
minimising a cost function using dynamic programming, while [3] utilises a classification algorithm (kernel-SVM) in order
to estimate the change point locations. Bayesian approaches to time series segmentation have also proven to be useful. In
particular, by deriving the posterior distribution of the parameters interest (that includes, the number of segments, as well as,
the change point locations), one can then use suitable methodologies (for evaluating the posterior distribution) in order to both
infer as well as predict. Examples of such work includes, a fully hierarchical Bayesian model proposed in [4], that utilised a
Markov Chain Monte Carlo (MCMC) sampler in order to evaluate the posterior distribution of the target parameters. While
an exact (that is, avoiding the use MCMC sampling algorithms) segmentation algorithm was developed in [5], by evaluating
the posterior distribution using an recursive algorithm.
The change point algorithms mentioned in the previous section, assume that statistical parameters of interest from different
segments are distinct and thus independent. However, many real world processes can often be modeled by parameters generated
from a fixed number of states, where such parameters can be re-assigned more than once (parameter repetition). In particular,
hidden Markov models (HMM) and their extensions [6], assign to each data point a state label (that evolves according to
Markov chain) corresponding to a set of parameters that govern the emission probability of generating the data point. While,
mixture models [7][8] and their extensions (e.g. Dirichlet processes [7]) assume that each data point is generated from a
probability distribution; with the parameters of the distribution belong to state drawn from a discrete distribution (that captures
the clustering of the data points, with respect to the parameter of interest). However, it should be noted that such methods
assign a parameter belonging to a particular state to each time point, and not to the parameters corresponding to a given
segment.
This work is based on the method outlined in [9] that incorporates segment parameter repetition in the estimation process
of a change point detection algorithm, when estimating changes in autoregressive processes. Namely, the work proposed to
extend the Bayesian change point detection algorithm proposed in [4], by incorporating a parameter class variable that utilises
a Dirichlet process prior for identifying the number of distinct segment parameters. By including the parameter class variable,
segment parameter repetition is captured during the estimation process of the transition times (change point locations), resulting
in more robust segmentation.
II. BACKGROUND
A. MCMC Change Point Detection
In this work, we consider the change point detection algorithm proposed in [4]. That is, given a set of transition times
τK = [τ1, ..., τK ] where τ0 = 1 and τK+1 = N , that partition a data set x into K + 1 segments, where for each segment
(consisting of data points between the time indices τi+1 ≤ τ ≤ τi+1) there exists the following functional relationship between
the data points xτi+1:τi+1 and the statistical parameter φi ∈ R
D, that is
xτi+1:τi+1 = fd(xτi+1:τi+1 ,φi) + nτi+1:τi+1 (1)
2for segments indexed by i = {0, . . . ,K}, where nτi+1:τi+1 is a set of i.i.d. Gaussian noise samples with zero mean and variance
σ2i . In particular, an example of the functional relationship fd(xτi+1:τi+1 ,φi) is given by the autoregressive model of order
D − 1, that is
fd(xτi+1:τi+1 ,φi)=


1 0 0 . . . 0
1 xτi+1 0 . . . 0
...
...
...
. . .
...
1 xτi+1−1 xτi+1−2 . . . xτi+1−p+1




φ0i
...
φ0D−1


where φi = [φ
0
i , ..., φ
0
D−1]
T . Accordingly, one can define the posterior distribution for the target parameters of interest; namely,
the number of transition times K and set of transition time points τK , that is
p(K, τK |x) ∝
∫
p(x|Φ,K, τK)p(Φ,K, τK)dΦ (2)
where Φ = [φ0, ...,φK ] corresponds to the vector of segment parameters that is treated as a nuisance parameter and thus
integrated out of the posterior distribution. Finally, it should be noted that the likelihood function in the posterior distribution
(2) assumes that the parameters φi are distinct for each segment [4], that is
p(x|Φ,K, τK) =
K∏
i=0
p(xτi+1:τi+1|φi) (3)
B. Dirichlet Process Mixture Model
Consider a set of N exchangeable data points x, such that probability distribution of the data points p(x) can be represented
by a set of V class distributions, that is
p(x) =
V∑
v=1
pivf(x|θv) (4)
where piv is the mixing coefficient and θv corresponds to the class parameter/s of the probability distribution f(.). The Dirichlet
process mixture model (DPMM) [7] can be seen as the limiting case of the mixture model (MM) specified in (4). This can
be seen by first considering the re-formulation of the mixture model shown in (4), by introducing the class indicator random
variable ci for the i
th data point
xi|ci, θ ∼ f(xi|θci)
ci|pi ∼ Discrete(pi1, . . . , piV )
θv ∼ G0
pi|α ∼ Dir(α/V, . . . , α/V )
(5)
where θ = [θ1, . . . , θV ], pi = [pi1, . . . , piV ] and G0 denotes the prior distribution on the parameters θv . The probability of
selecting a given class ci is determined by the mixing coefficients pi. In particular, the the joint distribution of the class indicator
random variables is given by
p(c1, ..., cN |pi) =
V∏
v=1
pinvv (6)
where nv corresponds to the number of data points assigned to class v. The distribution of the the i
th class indicator variable
given all other class variables c−i that excludes the ci, is given by the following
p(ci = v|c−i, α) =
∫
p(ci = v, c−i|pi)p(pi|α)dpi∫
p(c−i|pi)p(pi|α)dpi
=
n−i,v + α/V
N − 1 + α
(3)
where n−i,v is the number of data points (excluding xi) assigned to class v and p(pi|α) is a symmetric Dirichlet distribution
with parameter α/V .
Taking the number of classes V →∞ and assuming that there exists a finite number of represented classes V ′, such that the
number of data points assigned to each class is greater than zero; accordingly the conditional probability in (3) for represented
classes is given by
p(ci = v|c−i, α) =
n−i,v
N − 1 + α
(4)
3That is, (4) is the probability of assigning the class variable ci to the represented class v. Furthermore, as V → ∞ there
exists an countably infinite number of classes that excludes the represented classes such that, ci 6= cl, for all l 6= i. In order to
calculate the probability of assigning ci to a new class, consider the following
∞∑
v′=1
p(ci = v
′|c−i, α) = 1
V ′∑
v′=1
p(ci = v
′|c−i, α) +
∞∑
v′=V ′+1
p(ci = v
′|c−i, α) = 1
(5)
where
∑V ′
v′=1 p(ci = v|c−i, α) corresponds to the sum of the probabilities of the represented classes (that is, there exists a
data point assigned to the class) and
∑
∞
v′=V ′+1 p(ci = v|c−i, α) the sum of the probabilities of all other classes. Accordingly
the probability of assigning ci to a new class,
1 is given by the following
p(ci 6= cl for all i 6= l|c−i) =
∞∑
v′=V ′+1
p(ci = v|c−i, α)
= 1−
V ′∑
v′=1
p(ci = v
′|c−i, α)
=
α
N − 1 + α
(6)
The conditional posterior distribution of the class variable ci, given (4) and (6), can then be determined as follows
p(ci = v|c−i, xi, θ) ∝
n−i,v
N − 1 + α
L(xi|θv) (7)
for a class where n−i,v > 0 and corresponds to the likelihood L(xi|θv). The conditional posterior probability for assigning a
data point to a new class is given by
p(ci 6= cl for all i 6= l|c−i, xi) ∝
α
N − 1 + α
∫
L(xi|θ)dG0(θ) (8)
Finally, it should be noted that the Dirichlet process mixture model can be written as follows
xi|θi ∼ f(xi|θi)
θi ∼ G
G ∼ DP(G0, α)
(9)
where G is drawn from the Dirichlet process with base measure G0.
III. PROPOSED METHOD
In this work we propose to extend the model developed in [4], by assigning a class variable ci for the parameters φi in
each segment (for i = 0, ...,K) thereby capturing the dependencies between segment parameters for improved change point
estimation. This performance improvement is achieved by concatenating data points of segments with the same class labels;
thereby providing more degrees of freedom when assessing if a change point exists. In the sections that follow, we will provide
a detailed description of the proposed method.
A. Bayesian Model
In particular, we modify the set of distinct segment parameters, Φ = [φ0, ...,φK ], by introducing the class variable ci, such
that, Φ = [φc0 , ...,φcK ]; where the parameters in each segment are effectively then being drawn from a set of class parameters,
Φ
c = [φc1, ...,φ
c
V ], where V ≤ K + 1. That is, each segment parameter can be formulated as a multivariate Gaussian mixture
model (the Gaussian assumption enables tractable posterior distributions) of the class parameters φcv
p(Φ|Φc,Σc,pi) =
V∑
v=1
pivMN (Φ|φ
c
v,Σ
c
v) (10)
1The classes that exclude the represented classes.
4where Σc = [Σc1, . . . ,Σ
c
V ] and Σ
c
v ∈ R
D×D. Accordingly, we present a change point estimation model that incorporates the
class variable ci and a Dirichlet process prior on the likelihood on the class probabilities, that is
xτi+1:τi+1 |φ
c
i , σ
2
i ∼ fj(xτi+1:τi+1 |φ
c
i , σ
2
i )
σ2i ∼ Gσ2
φi|φ
c
i ,Σ
c
i ∼MN (φi|φ
c
i ,Σ
c
i)
(φci ,Σ
c
i) ∼ G
G ∼ DP(G0, α)
xτi+1:τi+1 |τK ,φi ∼ fj(xτi+1:τi+1 |φi)
τK ,K ∼ Bin(τK ,K|λ)
(11)
for i = 0, ...,K . Furthermore, Bin(.) corresponds to a Binomial distribution, G0 is the joint prior distribution of both the class
parameter φci and the variance of the class parameter Σ
c
i , the prior distribution of the variance of the data points with the same
class label is given by Gσ2 and fj(.) corresponds to the joint Normal distribution.
The posterior distribution of the model in (11), consists of the following parameters, {τK ,K, cK , Φˆ
c, Σˆ
c
,σ2}, where
σ2 = [σ21 , . . . , σ
2
V ]. Inference of the parameters is carried out by using a Metropolis-Hastings-within-Gibbs sampling scheme.
The Gibbs moves are performed on each parameter in the set, {cK , Φˆ
c, Σˆ
c
,σ2}, while a variation of the Metropolis-
Hastings algorithm is used to obtain samples for the parameters {τK ,K}. The marginal posterior distribution of parameters
{cK , Φˆ
c, Σˆ
c
,σ2} are given by the following; namely, the marginal posterior distribution of the class parameters φcv , assuming
the conjugate prior distribution, p(φcv|λφ, δ) ∼ N (λφ, δσ
2
vID), where λφ ∈ R
D and ID) is an identity matrix of dimension
D, is given by
p(φcv|cK , τK ,K,Σ
c
v, x) ∼MN (µ
φ
v ,Σ
φ
v ) v = 1, ..., V (12)
where µφv = Σ
−1
φ
(
nvφ¯
c
v(Σ
c)−1 + λTφ δ
−1σ−2v ID
)
and Σφv = (nv(Σ
c)−1 + δ−1σ−2v ID)
−1 for φ¯
c
v =
1
nv
∑
i:ci=v
φTi where nv
corresponds to the number of segment parameters φi assigned to class v. The marginal posterior distribution (Inverse Wishart
distributed) of the class covariance matrix Σcv , given the conjugate prior distribution, p(Σ
c
v|β, ω) ∼ IW(β,Ω) where β ∈ R
and Ω ∈ RD×D , is shown by the following
p(Σcv|cK , τK ,K,φ
c
v, x) ∼ IW(α
φ
v ,B
φ
v ) v = 1, ..., V (13)
where αφv = nv + β and B
φ
v = βΩ+
∑
i:ci=v
(φi−φ
c
i)(φi−φ
c
i )
T . Furthermore, the posterior distribution of the variance σ2v
for the data points from segments with the same class label v, along with the inverse Gamma prior distribution, p(σ2v |ν, γ) ∼
IG(ν, γ), is given by (for v = 1, ..., V )
p(σ2v |cK , τK ,K, x) ∼ IW(ν + dv, γ + Y
T
v PvYv) (14)
where dv is the number of data points with label v, Yv is the concatenated vector
2 of all data points with the same segment label
v, Pv =
(
Idv − GvMvG
T
v
)
, with Mv = (G
T
v Gv + δ
−1ID)
−
1
2 . Finally, the marginal posterior distribution for the class labels ci
are given by: p(ci = v|c−i,φi,φ
c
v,Σ
c
v) for n−i,v > 0 (shown in (7)) with likelihood L(φi|φ
c
v,Σ
c
v) ∼MN (φi|φ
c
v,Σ
c
v); while
for the posterior probability for a new class p(ci 6= cl for all i 6= l|c−i,φi) is given by (8) (see [] for more details).
The conditional posterior distribution of the parameters {τK ,K} can be obtained by first considering the following
marginal posterior distribution, p(τK ,K|λ, cK ,Φ
c,σ2, x) where λ is an hyperparameter of the following prior distribution,
p(τK ,K|λ) = λ
K(1−λ)T−K−1. Having selected the appropriate conjugate priors, we can integrate out the nuisance parameters
{Φc,σ2, λ}, thereby significantly reducing the number of parameters required to specify the posterior distribution for {τK ,K}.
To this end, we first obtain the following posterior distribution (that incorporates the prior distributions of the nuisance
parameters)
p(Φc,σ2, τK ,K, λ|cK ,x) ∝ p(x|Φ
c,σ2,K, τK , cK)× p(K, τ |λ)p(λ)
V∏
v=1
p(φcv|λφ, δ)p(σ
2
v |ν, γ) (15)
where p(λ) has uniform probability over the interval [0, 1] and the likelihood function is given by
p(x|Φc,σ2,K, τK , cK) =
V∏
v=1
∏
i:ci=v
p(xτi+1:τi+1 |φ
c
v, σ
2
v)
2Furthermore, Gv is concatenation of input data points such that, Yv = Gvφ
c
v
is satisfied.
5where by combining data points from the same segment class label v, we can potentially obtain more accurate parameter
estimation owing to the increased number of number available for estimating {τK ,K}. Integration of (15) with respect to the
parameters {φcv, σ
2
v , λ} results in the following expression for the conditional posterior distribution of the parameters {τK ,K}
p(τK ,K|cK ,x) ∝
V∏
v=1
2
ν
2
Γ(ν
2
)
Γ(K + 1)Γ(N −K + 1)
(γ
2
) ν
2
× Γ
(
dv + ν
2
)
pi−
dv
2
[
γ + Y Tv PvYv
]− dv+ν
2 |Mv|
−
1
2 (16)
Finally, we note that there are some challenges from drawing samples from (16) due to the dependence on cK that we have
addressed in the next section.
B. Gibbs Sampling
A summary of the Gibbs sampling scheme for drawing samples for the parameters {τK ,K, cK , Φˆ
c, Σˆ
c
,σ2}, is provided
in Algorithm 1. Observe that the parameters {τK ,K}, are dependent on the segment class variables {cK}, and in turn, the
segment class variables are dependent on the parameters {τK ,K, Φˆ
c, Σˆ
c
,σ2}. Furthermore, the marginal posterior distributions
for both {τK ,K} and {cK} are intractable and therefore require sampling schemes; in particular, a nested Gibbs sampling
scheme was used in order to draw samples for the class variables {cK}, due to the dependence on the parameters {Φˆ
c, Σˆ
c
,σ2}
(as shown in Algorithm 1). While, A modification of the Metropolis-Hastings algorithm (having integrated out the nuisance
parameters) outlined in [4] was used in order to draw samples from the conditional posterior distribution, p(τK ,K|cK ,x); in
particular, a variation was developed that incorporates the segment labels cK .
Given the jth samples, {τK ,K}j, we first select with a certain probability, one the following:
• K → K + 1: create a new change point (birth), with probability, b
• K → K − 1: remove an existing change (death) with probability, d
• K → K: update of change point positions with probability, u
where b = d = u for 0 < K < Kmax, and b + d + u = 1 for 0 ≤ K ≤ Kmax. Furthermore, for K = 0, d = 0 and b = u,
while for K = Kmax, b = 0 and d = u.
A birth move consists of proposing a new transition time τprop, with the following proposal distribution, q(τK+1|τK) =
q(τprop|τK) = {
1
N−K−2
for τprop ∈ Sprop}, where τK+1 corresponds to the set of change points that includes both
τprop and τK , while Sprop corresponds to the set of time indices [2, N − 1] excluding the time points τK . Conversely, the
proposal distribution for removing τprop from τK+1, is given by q(τK |τK+1) = {
1
K+1
for τprop ∈ τK+1}. Accordingly,
the proposed transition time τprop is accepted with the following probability, αbirth = min{1, rbirth},
rbirth =
p(τK+1,K + 1|cK+1,x)
p(τK ,K|cK ,x)
q(τK |τK+1)q(K|K + 1)
q(τK+1|τK)q(K + 1|K)
with q(K +1|K) = b and q(K|K +1) = d, corresponding to the proposal distributions for the unit increment and decrement
(respectively) of the parameter K . It should be noted that in order to determine the acceptance ratio rbirth, we need to evaluate
p(τK+1,K + 1|cK+1,x), where there is now a dependence on cK+1. This dependence arises due to the proposed transition
time τprop, splitting the segment between the time indices {τi, τi+1} into {τi, τprop, τi+1}, as well as, splitting the segment
class variable {ci}, into two new class variables {cˆi, cˆi+1}. As we have not yet inferred the new class variables from the
conditional class posterior distributions, we assume that the two classes {cˆi, cˆi+1} are distinct (that is, cˆj 6= ck for all j 6= k
and j = 1, 2) and thus independent from all other segments, to circumvent the lack of information we have for assignment to
an existing class (please refer to Figure ).
Algorithm 1
Require:
- Select: Set input parameters (discussed in Section IV).
- Initialize: {τK ,K, cK , Φˆ
c, Σˆ
c
,σ2, V }
- Set: Niter and N
c
iter.
for loopmain = {1, . . . , Niter} do
for loopc = {1, . . . , N citer} do
- Sample p(φcv|cK , τK ,K,Σ
c
v, x) for v = 1, ..V , shown in (12).
- Sample p(Σcv|cK , τK ,K,φ
c
v, x) for v = 1, ..., V , shown in (13).
- Sample p(σ2v |cK , τK ,K, x) for v = 1, ...V , shown in (14).
- Sample class variable ci for i = 0, ...,K , using (7) and (8).
end for
- Sample p(τK ,K|cK ,x), refer to Section III.B.
end for
6. . . . . . . . . . . .
ci−1 ci ci+1
τi τi+1
ci−1
τi
cˆi
τprop
cˆi+1
τi+1
ci+1
τi+1τiτi−1
ci−1 ci ci+1. . . . . . . . .ci−2 cˆi−1 ci+1 . . .ci−2
τi−1 τi+1
Fig. 1: Detecting changes in power data with repeating patterns, using the proposed method (upper panel) and MCMC method in [4] (lower
panel).
The death move proposes to remove a transition time τprop, by choosing with uniform probability from the set τK ; where
the removal of τprop is accepted with probability αdeath = min{1, r
−1
birth}. As in the previous case (birth move), we need to
determine rbirth, however, now we need to evaluate p(τK−1,K − 1|cK−1,x). That is, the segments between the transition
times, {τi, τprop} and {τprop, τi+2} where τprop = τi+1, are combined into one segment {τi, τi+2}, along with the segment
class variables {ci, ci+1} being combined into one segment with a new class variable {cˆi}. Using the argument utilised for
the birth of a change point we assign a distinct value to the new class variable, that is, cˆi 6= cj for all j 6= i.
The update of the transitions times is carried by first removing the jth transition time index τj from τK and proposing a
new change point at some new location, for all j = {1, . . . ,K}. That is, the death move is first applied followed by a birth
move for all transition times in τK .
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