Build a local model:
Minimize Co(s) to obtain Sc;
Here xc and x+ denote the current and the next approximation to a solution, respectively, and Hc is an approximation to the Hessian of f at xc, but not necessarily the true Hessian.
Trust region algorithms form one of the major approaches designed to improve the global behavior of such local model based algorithms.
At each iteration, a typical trust-region algorithm for solving problem UNC finds a trial step by solving the following trust-region subproblem approximately: 
Merit Functions
In order to evaluate a trial step, trust-region algorithms use merit functions, which are functions related to the problem in such a way that the improvement in the merit function signifies progress toward the solution of the problem.
For unconstrained minimization, a natural choice for a merit function is the objective function itself. Let The standard way to evaluate the trial step in trust-region methods is to consider the ratio of the actual reduction to the predicted reduction.
A value lower than a small predetermined value causes the step to be rejected. Otherwise the step is accepted.
For nonlinear systems of equations, the norm of the residuals serves as a merit function. For the constrained optimization, the merit function is some expression that involves both the objective function and the constraints.
Fraction of Optimal Decrease and Fraction of Cauchy Decrease
To assureglobalconvergenceof a trust-region algorithmforproblem UNC, the trial step isrequired to satisfy a fraction of Cauchy decrease (FCD) condition.This mild conditionmeans that the trial step,so,must predictat leasta fractionof the decreasepredictedby the Cauchy step,which is the steepestdescent step for the model within the trustregion. We must have forsome fixed A strongercondition, the fraction of optimal decrease property (FOD), allowsone to prove strongerconvergenceresults.A step sc is said to satisfy FOD ifitpredictsat leasta fractionof the decreasepredictedby the optimal solutionof the trust-region subproblem, i.e., for some fixed • The constraints of the problem can be partitioned into blocks by the user in any manner suitable to an application, or in any arbitrary manner at all.
• The analysis of the methods assumes certain standard smoothness and boundedness properties, but no other assumptions are made on the structure of the problem.
• The algorithms solve at each iteration progressively smaller dimensional subproblems to arrive at the trial step.
• 
Formulations and Algorithms
In this section we consider some formulations of the bilevel problem Problem BLO:
subject to z E argmin {fl(x)} and discuss their properties, including necessary conditions for minima. Then we suggest algorithms suitable for the specific formulations.
In our discussions we assume no convexity, unless specified otherwise. We assume that all functions are at least twice continuously differentiable and that fl is bounded from below.
The formulation, which we call BLO, means that among the minima of fl we wish to find a point, for which the value of f_ is the lowest. There are three cases.
1. fa is strictly convex. There is one global minimizer of fl, and, therefore, the feasible point is the solution of the problem.
.
The set of minima of fl is a set of disjoint points. Since algorithms for continuous nonlinear optimization are guaranteed, in general, to find only local solution, this case, in effect, is identical to the first one.
3.
The set of minima of fl has a nonempty relative interior.
Since the first two cases are degenerate as bilevel problems, we shall consider only the third one from now on.
Suppose the point x. E _n solves the innermost problem of problem BLO, i.e., x. is an unconstrained minimizer of fl(x). Let f_ be the corresponding value of fl. Then our problem BLO would seem equivalent to the following problem:
However, this formulation will not have a Lagrange multiplier at the minimum because V fl (x.) = 0 and thus the first order necessary conditions will hold only if Vf2(x.) = 0 coincidentally. Therefore, the problem is ill-posed in this form. 
Approach
Vfl(x,) = 0;
V2fl(x,) is positive semidefinite.
We believe that adding the condition of positive semidefiniteness of V2f2(x,) on the null space of V2fl(x,) to the above conditions together with our constraint quMification will constitute the second order necessary optimality conditions for problem BLO.
We also believe that for general nonlinear fl and f2, if z, solves problem FOC and it is feasible for problem BLO, then it also solves problem BLO.
Thus, it is reasonable to attack problem BLO by solving problem FOC if we ensure that the solution is a minimum of fl and therefore feasible for BLO. In practice, we propose to solve problem FOC by the multilevel algorithm for equality constrained optimization introduced in Alexandrov A possible drawback of this approach is that second order information may be necessary for the for the algorithm. On the positive side, the analysis of the multilevel algorithms for constrained optimization [1] will apply to the approach after minor modifications. Both in theory and in practice, the steps would have to satisfy the mild FCD condition for the subproblem that they solve.
In addition, this formulation is easy to extend to the general multilevel optimization problem.
Approach Based on Successive

Decrease Conditions
Now that we have the first order necessary conditions for a solution of problem BLO, let us consider an approach that will require no explicit reformulation of the problem. A version that imposes a milder FCD type condition on the step is also of interest.
In practice, the algorithm would be implemented in the following way. The inner problem would be solved by a conventional trust-region approach to unconstrained minimization to produce the FOD "goal" for the quadratic model of fl about the current point. Then the outer problem would be solved in the null space of V2fl(xc) subject to the condition that the step produce the FOD condition in the model of f2.
This approach can be extended to any number of levels in a natural way. Clearly, if the objective values of all the objectives except the most important one were known at a solution to an MLO problem, then one would have a goal program. One can think of our algorithm as a way to set goals adaptively for each iteration.
We propose to use the same two merit functions as in the previous subsection.
Concluding Remarks
We proposed two approaches to solving the bilevel optimization problem, which can be easily extended to general multilevel problem with an arbitrary number of levels and with constraints.
The main difficulties of the multilevel formulations have always been the possible intractability of the feasible set for the problem and in showing the existence of search directions under reasonable assumptions. We proposed a constraint qualification which is a reasonable extension of the standard constraint qualification for constrained nonlinear optimization. This qualification has allowed us to establish first order necessary conditions for a solution of the bilevel problem. These conditions
give us hope that the algorithms will be of practical use. Our next step is thorough practical testing of the algorithms combined with further theoretical investigations.
