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Urban sprawl and air quality in European 
Cities: an empirical assessment. 
In this paper we estimate the relationship between urban sprawl and a 
measure of air quality, namely the number of days in which the PM10 
concentration exceeds safeguard limits in European Union cities. Building 
on a multidimensional representation of sprawl, the paper employs several 
indicators to account for built-up area development, population density, 
and residential discontinuity. The paper employs generalised additive 
models to disentangle the non-linear effects in the variables and the 
interaction effects of the three sprawl dimensions. A significant and robust 
effect of urban morphology emerges after controlling for socio-economic, 
demographic, and climatic factors and the geographical location of the 
city. We find that urban sprawl impacts positively on pollutant 
concentration, but the effect is highly context-specific because of threshold 
effects and interactions. 
1. Introduction 
Air pollution can seriously threaten human life. A recent estimate (Lelieveld et al., 2019) reports 800,000 people 
prematurely dying in Europe as a consequence of air pollution. According to the same research, the average European 
citizen loses two years of life due to the breathing of polluted air. In addition, the geographical concentration of deaths 
caused by the spreading of the COVID-19 pandemic has brought researchers around the world to investigate the potential 
impact of air pollution of COVID-19 related morbidity and mortality, and the results suggest that the most polluted cities 
have experienced relatively higher death rates (Coker et al, 2020; Cole et al., 2020; Conticini et al., 2020; Oygen, 2020).  
Cities are where the consequences of air pollution are most severe because air quality is the lowest due to transport 
and residential emissions (European Environment Agency, 2019) and the exposure is the highest. Cities are now home to 
more than half the world’s population, and that share is projected to increase up to 68% by 2050, with 2.5 billion people 
moving to urban areas (UN DESA, 2019).  
Traffic and especially vehicular particulate matter contribute to outdoor air pollution the most (European Environment 
Agency, 2017). Solutions to improve the quality of life in cities involve better pollution control (Dupont, 2018) through 
more accurate testing of vehicles on the road and stricter control, the limitation of vehicles in dedicated zones (Ferreira 
et al., 2015), the use of electric cars (Liu, 2014), the promotion of public and shared mobility (Santi et al., 2014), and the 
greening of cities (Guo et al., 2019). Compact urban growth has the potential to contribute to reducing air pollution by 
limiting the number and the average length of trips by car, making public transportation more viable and effective.  
However, evidence from the past decades suggests that urban sprawl in Europe was the dominant form of urban spatial 
expansion (Guastella et al., 2019). From 1950 to 2014, urban population passed from 30% to 54% and, in response to this 
rapid growth, urbanisation changed rapidly. Not only has the extent of the built-up areas increased, but changes in 
lifestyles and people’s housing preferences have led to patterns of urban development characterised by low population 
densities and a high discontinuity of residential areas. These specific conditions describe the phenomenon of urban sprawl 
(EEA-FOEN, 2016), which is considered especially harmful for the environment as it entails the conversion of greater 
portions of agricultural and natural land into artificial areas, resulting in the loss of ecological soil functions (Ewing, 
2008), changing local climatic conditions (Zhou et al., 2004), and a loss of soil biodiversity (Turbé et al., 2010) among 
the other environmental damages. Sprawling cities are expected to display a higher concentration of transport-related 
emissions (Newman & Kenworthy, 2006) due to both the longer average distance commuted in a low-density area and 




AESTIMUM   JUST ACCEPTED MANUSCRIPT 
 
sprawl makes it more difficult for the public transportation network to efficiently serve the public, thus increasing the 
costs for service provision as well as the complexity of implementation and management plans, especially for the 
commute across neighbouring municipalities. All these aspects together with income growth are expected to shift 
consumers’ preferences towards car-based commuting.  
Compact urban development also has some drawbacks. First, in compact cities, people are concentrated in the core 
where the exposure to pollutants is the highest and the higher average height of buildings impedes natural ventilation 
processes favouring the trapping of air pollutants near the ground (Martins, Miranda, & Borrego, 2012). Second, compact 
urban development leaves less space for green urban areas, threatening mental health and well-being of citizens (White, 
Alcock, Wheeler, & Depledge, 2013) and limiting the quantity and quality of the ecosystem services provided (Daniels 
et al., 2018) in the core. Additionally, the reduced presence of vegetation prevents residents from having a valuable source 
of air-cleaning and pollution reduction (Janhäll, 2015; Litschike & Kuttler, 2008).  
The literature about the relationship between air pollution and urban morphology comparing cities in cross-section 
has already documented the significant impact of urban form on air quality. Many of these studies have focused on CO2 
emissions (Bart, 2010; Cirilli & Veneri, 2014; Glaeser & Kahn, 2004; Lee & Lee, 2014; X. Liu & Sweeney, 2012; 
Sovacool & Brown, 2010) rather than on the actual concentration of pollutants. McCarty and Kaza (2015) address the 
effect of urban size and urban discontinuity in US counties in 2006, finding a negative effect on PM2.5 exceedances of 
the total urban area and a positive effect of spatial fragmentation and, for both variables, the effect shows up to be larger 
in counties located in metropolitan areas. Cárdenas Rodríguez et al. (2016) estimate a similar relationship in EU cities 
with more than 100,000 inhabitants and find that both the share of the artificial area and the number of fragments 
positively correlate with the annual mean PM10 concentration of cities. In contrast, Cho and Choi (2014) find no evidence 
in support of the hypothesis that a compact urban form helps reduce PM10 concentration after controlling for specific 
local characteristics. She et al. (2017) provide comprehensive evidence based on simple correlations of the relationship 
between the concentration of several pollutants and multiple measures of urban form in the cities of the Yangtze River 
Delta, China. Lu and Liu (2016) explore the effects of urban form on the density of NO and SO2 in China’s prefectural 
cities, finding lower densities in more compact cities.  
The PM10 concentration is generally considered as the air quality indicator that has the greatest impact on human 
health. It includes all particulate matter whose diameter is smaller than 10 µm and can, thus, be inhaled. Health effects 
due to the inhalation of such PM include respiratory and cardiovascular morbidity such as the intensification of asthma 
and respiratory symptoms as well as mortality resulting from cardiovascular and respiratory diseases and lung cancer 
(World Health Organization, 2012). PM exposure may also be responsible for a chronic inflammation status that induces 
the hyper-activation of the immune system and the life-threatening respiratory disorders caused by COVID-19 (Shi et al., 
2020). The described effects are due to exposure over both the short- and long-term to a PM10 concentration level 
exceeding certain values. For this reason, both the European Union and the World Health Organization have set threshold 
levels of PM10 concentration over which people’s exposure is risky. The former established as a safe level exposure of 
not more than 35 days/year with a daily mean concentration exceeding 50 µg/m3 whereas the WHO set as a threshold 
level an annual mean concentration of 20 µg/m3.  
The aim of this study is to analyse empirically the relationship between air pollution, measured by PM concentration, 
and urban sprawl. Following the most recent literature on sprawl conceptualisation (Arribas-Bel et al., 2011; EEA-FOEN, 
2016; Schwarz, 2010), this paper adopts a multi-dimensional definition of urban sprawl that shows three of the most 
important characteristics: the spatial expansion of the built-up area, the decline in population density, and the increase in 
the discontinuity of urban settlements. Theory suggests that less dense and more dispersed cities are more polluted due to 
the higher frequency and length of commutes, but the extent to which the indication holds for both large and small cities 
is unclear. We thus estimate a regression of PM concentration on urban sprawl measures and control and use Generalised 
Additive Models (GAMs) to allow a more flexible specification of the non-linear effects to understand how urban sprawl 
characters affect air pollution in different types of cities. One advantage of GAMs is that it is possible to model the effect 
of local specific geographical characteristics that are usually unobservable to the econometrician as a function of 
geographical coordinates. 
In addition to the annual mean concentration, we use in the econometric model the number of days in excess of PM10 
concentrations according to the safe limits set by the European Union. The extant literature suggests a positive short-term 
association between a variation in PM10 concentration and morbidity and mortality (Janssen, Fischer, Marra, Ameling, 
& Cassee, 2013; Stafoggia et al., 2015) and, to date, a no-effect threshold has not been identified, thus, any increase in 
PM10 concentration should be considered dangerous. However, comparing estimated effects across samples, the evidence 
suggests that the effect is estimated to be larger when the sample includes cities that exceeded the WHO threshold (WHO, 
2006), as in Pascal et al. (2014). Using the number of days in exceedance, we avoid possible compensation effects that 
may result by only accounting for the annual mean concentration. In addition, we are better informed about the presence 
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The results add to the existing scientific literature that advocates greater attention to urban sprawl in Europe, which 
until now has been a seemingly ignored challenge based on its adverse effects on the quality of the environment, health, 
and, ultimately, life. Most importantly, the paper provides new results on the environmental consequences of 
discontinuity, a feature that increasingly characterises the trend of sprawling cities. We show that in Europe, discontinuous 
development is especially undesirable in large cities.  
The remainder of the study is structured as follows. The next section surveys the literature about the relationship 
between urban form and air quality. Section three details the empirical approach and the data used. We present the 
empirical results in section four. Section five concludes the paper with a discussion of the results and policy implications. 
2. Linking urban form and air quality 
Numerous studies have already documented the effect that a compact city model, based on high density around the 
core, can have on air quality. The literature has approached the topic using a variety of methods from computer simulation 
(Bandeira et al., 2011; Borrego et al., 2006; Stone et al., 2007) to empirical research (Barla et al., 2011; Cirilli & Veneri, 
2014; Frank et al., 2000). The evidence from different approaches converges with the idea that more compact cities 
effectively reduce the average length commuted by car and the number of trips made, favouring walking and cycling, 
which also affects energy consumption, ultimately contributing to better air quality. The drawback of the compact city 
model is that, under certain conditions, it increases the exposure to pollutants in the places where most people live. For 
instance, higher levels of emissions are related to the congestion caused by the concentration of production (Cho & Choi, 
2014) and to the obstruction of wind transition that slows the dispersion and dilution processes that favour the recycling 
of air (Martins et al., 2012).  
The increasing availability and quality of small-scale land use data has allowed for the computing of landscape metrics, 
which have the merit of representing the spatial distribution of the urbanised area beyond the synthetic measure of density 
that was previously used to define the compact city. Shape or landscape metrics are used to track the evolution of leapfrog 
development, what sprawl studies refer to as the discontinuity (as opposed to clustering) or fragmentation of urbanised 
areas. These measures have been introduced in studies that empirically estimate the relationship between urban form and 
air quality. For instance, McCarty and Kaza (2015) use many landscape metrics ranging from total urban area to the 
number of urban patches to the mean and standard deviation of patches for the United States, finding that more fragmented 
cities (where the number of urban patches is higher) show a significantly lower air quality. They do not include a measure 
of density although they find air quality to be positively related to the total population. Landscape metrics are also used 
in Cárdenas Rodríguez et al. (2016) who compute the number of urban patches (fragments) for EU functional urban areas 
with more than 100,000 inhabitants and find a positive relationship between this measure and the average concentration 
of PM10 and other pollutants. Similarly, they find that an increase in the share of the artificial surface, in addition to its 
fragmentation, positively contributes to PM10 concentration, while there is no significant evidence concerning population 
density. Finally, Lu and Liu (2016) explore the effect of sprawl on air quality in China using different, albeit related, 
landscape metrics. 
With this paper, we want to contribute to this literature by analysing the effects of sprawl on the average and exceeding 
concentrations of PM10. In so doing, the conceptualization of urban sprawl is relevant since it accounts not only for 
morphological factors, but also for socio-economic aspects. Accordingly, economists, geographers, sociologists, and 
planners have provided different definitions and conceptualisations reflecting their different perspectives. For many, the 
simple conversion of agricultural and natural soil to urbanisation is a matter of sprawl. For others, especially economists, 
the conversion of land must be excessive to be characterised as sprawl (Brueckner, 2000; Brueckner & Fansler, 1983). In 
particular, sprawl is understood as excessive compared to land take for housing needs as determined by demographic and 
economic trends. The existing conceptualisations of sprawl often mix the physical character of sprawl with its causes and 
consequences instead of focusing solely on its physical representation (Guastella et al., 2019). What these definitions 
have in common, however, is the need to adopt a multidimensional conceptualization of sprawl. This need comes from 
the observation that sprawl is not only population density, as two areas with the same population density can show very 
different shapes of urbanisation. Galster et al. (2001) are among the first scholars to operationalize the concept of sprawl 
and recognize its multidimensionality, proposing a measurement of the concept based on eight dimensions. Frenkel and 
Ashkenazi (2008) define sprawl as the result of three main components (density, scatter and land-use composition), while 
Arribas-Bel et al. (2011) conceptualize it in terms of six main dimensions. Schwarz (2010) collected multiple indicators 
related to the shape, population, and socio-economic conditions of European cities and found that three main synthetic 
indicators (total size, density, clustering)explain almost half of the total variance and can effectively describe the variety 
of patterns of sprawl in EU cities. These dimensions are recalled in the recent report by the EEA (EEA-FOEN, 2016) that 
uses high-resolution data for 32 countries to compute a sprawl indicator obtained combining information on the built-up 
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(OECD, 2018) also depicts sprawl as multidimensional, underscoring the need to account for the spatial distribution of 
population and urbanisation to properly measure urban sprawl. The latter three dimensions of sprawl are shared by all the 
definitions provided. What has been understood as the main characteristic of sprawl is the association with a low and 
declining density at the peripheries of the cities as the density of the urbanised areas increases. Nonetheless, density alone 
is only a part of the story: to be defined as sprawl, low population density has to come in tandem with a fragmented urban 
area, where housing types, prevalent transportation modes and intended land uses are significantly different between the 
core and the peripheries of a city. Of course, for these two dimensions to exist, the spatial extension of cities needs to be 
sufficiently large.  
However, while well documented from a theoretical perspective, what is lacking in the sprawl research agenda is 
empirical evidence on such multidimensionality and on the understanding of how these diverse dimensions of sprawl 
interact and jointly contribute to pollutant concentration. In this paper, we try to fill this gap by adopting a methodology 
which allows not to establish a priori the shape these interactions should assume. Rather, the non-parametric estimation 
ensures such interactions to be determined by the model fitting.  
3. Data and empirical approach 
3.1 Description of the database 
The variable of interest in our empirical model is the city-level PM10 concentration, and the reference year for the 
analysis is 2014. The EU considers an average daily concentration of PM10 that is lower than 50 µg/m3 to be acceptable. 
Annual air pollutant concentration data are freely available at the EEA website as of 2010. The values of PM10 are 
provided at the station level on an annual basis and known to be representative of the exact location of the station, not of 
the whole city. For each city, we select only the stations that are geographically located within the borders by matching 
station coordinates with city geometries and take the mean value among stations. This variable should be taken carefully 
because the aggregation ignores whatever value of concentration in zones not covered by stations and the city-level 
aggregate may not reliably represent the true value. On average, there are 2.04 stations per cities in the database and the 
figure decreased slightly when excluding suburban stations (1.96). 57% of these monitoring stations are classified as 
“background” station and the remaining are “traffic” stations. Even though the city average may not represent well the 
real values of city-level concentration, the difference between the observed values and the real ones are also expected to 
be non-systematic and not correlated with the urban form, hence this measurement error is expected not to affect the 
estimation of the coefficients and to add to the stochastic part of the model. Among the other studies investigating the 
relationship between urban form and air quality, only Cho and Choi (2014) use station level data and avoid aggregation, 
while McCarty and Kaza (2015), Cárdenas Rodríguez et al. (2016), and She et al. (2017) aggregate monitoring station 
data at the US county, European Large Urban Zones, and Chinese cities levels, respectively.  
The definition of a city adopted in this article is that of functional urban areas (FUAs). The concept of FUAs, which 
is the result of a collaboration between the EU (Eurostat) and the OECD, responds to the growing need for a harmonised 
definition of urban areas as “functional economic units”, overcoming the limitations linked to administrative units. This 
definition includes both the core city and its main surrounding areas. The main character of a FUA is the presence of one 
or more municipalities in which more than 50% of people live in areas with a population density greater than 1500 
inhabitants per km2. These municipalities shape the core of the FUA while the periphery is made of all the municipalities 
functionally related to the core. Accordingly, FUAs have common urban features, although in some cases natural and 
agricultural areas may occupy significant shares. The choice of the FUA as the unit of analysis is dictated by the need to 
have a harmonised definition of the spatial units for which the observed phenomena, PM10 concentration and urban 
sprawl, can be measured consistently. Following an extensive literature on urban sprawl in Europe (see Arribas-Bel et al., 
2011, Guastella et al., 2019 and Schwarz, 2010 for a review), the FUA is the best spatial unit over which computing urban 
sprawl as it considers also the peripheries and suburbs, where low-density and high-discontinuity residential settlements 
concentrate. In the remainder of this article, we use the terms “city” and “FUA” interchangeably. Concerning the 
concentration of pollutants, the presence of “suburbs” stations in the EEA dataset ensures that peripheries are also 
represented in the city-level aggregate measure. 
For each station, the dataset reports the yearly annual mean PM10 concentration in µg/m3 and the number of days in 
which the daily mean concentration exceeded the EU safeguard threshold. We use this information to construct the two 
variables used in the empirical model as dependent variables. The first is the annual mean concentration  , computed as 
the simple average of the reported mean concentration at the different stations located in the ith city. The second is the 
number of days in the year in which the concentration exceeded safeguard limits  , computed as the simple average of the 
reported number of days in exceedance across the stations in the city i. Table 1 describes all the variables included in the 
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Table 1. Descriptive statistics – Means and Standard Deviations of the variables. 
Variable Description of the variable Measure Mean  SD 
 
Dependent variables 
   
YM Annual mean concentration of PM10 – EEA Air 
Quality database (average among stations) 
µg/m3 24.572 7.724 
YE Number of days in which PM10 concentration 
exceeds 50 µg/m3 – EEA Air Quality database 
(average among stations) 
n of days 24.755 27.258 
 
Independent variables 
   
Artif Total artificial area (CLC nomenclature level 1) 
– EEA Urban Atlas  
km2 260.64 339.405 
Dens Population density – population sourced from 
Eurostat Urban Audit and artificial area from 
EEA Urban Atlas 
inhabitants per km2 
of artificial area 
2082.783 846.660 
Disc Share of discontinuous urban fabric on total 
artificial area – Urban Atlas EEA 
% 0.945 0.043 
 
Control variables 
   
ArtifSh Share of artificial area on total area– EEA Urban 
Atlas  
% 0.163 0.101 
AgriSh Share of employment in the agricultural sector –
Urban Audit Eurostat 
% 0.055 0.072 
ManuSh Share of employment in the manufacturing sector 
– Urban Audit Eurostat 
% 0.252 0.086 
NCars (ln) Number of private cars registered (log) – Urban 
Audit Eurostat 
n of cars 4.209 0.969 
Altitude Altitude– EEA Air Quality database m 151.949 152.393 
Prec Annual average rainfall rate at the at the FUA 
level of original 0.5° x 0.5° grid data – NASA 
Global Land Data Assimilation System 
(GLDAS)  
kg/m^2/s 6.934 2.824 
Temp Annual average surface temperature at the FUA 
level of original 0.5° x 0.5° grid data – NASA 
Global Land Data Assimilation System 
(GLDAS) 
kelvin 11.333 2.421 
Wind Annual average near surface wind magnitude at 
the FUA level of original 0.5° x 0.5° grid data – 
NASA Global Land Data Assimilation System 
(GLDAS) 
m/s 4.649 1.151 
 
Geographical coordinates 
   
Long Longitude – GISCO – Eurostat decimal degrees  9.677 10.19387 
Lat Latitude – GISCO – Eurostat decimal degrees 47.95 6.194464 
 
Our primary independent variables are the three main dimensions of sprawl, as emerging from the literature. The first 
variable is the total artificial area (Artif), which measures the total spatial extent of the city. It includes residential and 
commercial areas, areas under construction, and green urban areas according to the definition provided by the EEA 
(Corine Land Cover database, year 2012). The second variable is population density (Dens), as measured by the total 
number of inhabitants per square kilometre of an urbanised area. The third variable is the discontinuity of residential plots 
(Disc), computed as the ratio between the percentage of discontinuous residential area and total residential area. Both 
variables are sourced from the Corine Land Cover database: the numerator corresponds to the sum of plot areas classified 
with the code “112 - discontinuous urban fabric”, and the denominator is the sum of plot areas classified with the code 
“11 – urban fabric”. 
We also include several control variables in the regression, accounting for the main sources of PM10 concentrations. 
Karagulian et al. (2015) identify vehicle traffic, combustions and agriculture, industrial activities, domestic fuel burning, 
natural sources and unspecified sources of human origin as the main sources of PM10 and PM2.5, globally. Car-
dependency, the prevalent use of cars for daily trips to work and for leisure purposes, is partly the consequence of urban 
morphology (García-Palomares, 2010). Small, dispersed and discontinuous urban environments make the provision of 
urban transportation infrastructure less viable: the small size of the city does not allow for economies of scale, and the 
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a result of a household’s behaviour, which is influenced by the socio-economic and cultural context. Including the (log 
of the) number of registered cars (NCars) in the regression allows to isolate the effects on air pollution of urban forms 
that require longer and more frequent commuting (which is less feasible using public transportation) from those caused 
by the use of automobiles that reflects preferences and socio-cultural norms. Moreover, we control for the composition 
of the economic activity in the city by including the employment shares in the agricultural (Agri_Sh) and manufacturing 
sectors (Manu_Sh). Further, we include the share of artificial area (Artif_Sh) as a measure of the degree of urbanisation, 
to which the sources of pollution are connected independently of the specific urban form (compact, dispersed, 
fragmented). The variable is an important control to isolate the effect of urban form on air quality from other causes of 
poor air quality not related to the characteristics of urban morphology. Unfortunately, some information is not available 
for selected cities that are consequently dropped from final database used for the estimation of model parameters. The 
final sample includes 348 observations. 
In addition to these controls, we consider meteorological aspects that may influence air pollution and the geographical 
position of the region. These are the average temperature measured at the surface, the precipitation rate considering liquid 
precipitation only, and the average wind speed (Giri et al., 2008; Yi et al., 2010). Higher temperatures are associated with 
higher mean concentration and a higher probability that the concentration exceeds safeguard limits. More abundant 
precipitation is expected to lower mean concentration and the probability of exceedance. The effect of wind is 
controversial. On the one hand, wind helps dissolve particulate matter in the air that otherwise remains trapped on the 
ground. On the other hand, it brings particulate matter from pollution sources to other places, including cities. The final 
effect is city-specific, depending on the wind direction and the location of the city with respect to the pollution sources. 
Hence, it is impossible to disentangle these effects when modelling the average city, as we do in this study. All the 
meteorological values are sourced from the NASA Global Land Data Assimilation System (GLDAS). The original files 
are provided in 0.5°x0.5° grid point estimates and aggregated at the city level as the average of all point estimates within 
the city’s geometry. 
We consider the altitude of the city, which is provided as part of the AirQuality EEA database, and expect it to 
negatively affect the dependent variable. It can have a negative impact on PM10 concentration because pollutants tend to 
be trapped on the ground, especially under certain meteorological conditions.  
Finally, we consider the geographical position of the city by including in the modelling framework the spatial 
coordinates (latitude and longitude) among the covariates. 
3.2 The empirical model 
To understand how urban sprawl affects air pollution we estimate different cross-city econometric models. We begin 
from the simple linear model in equation (1) in which we relate the dependent variable (Y), measured as either the mean 
concentration level (YM) or the number of days in exceedance (YE) to the three dimensions we use to measure urban 
sprawl, namely, ARTIF, DENS, and DISC. In the latter case, the log-transformation of the dependent variable is applied 
to correct the excess skewness of the distribution due to the high values on the right tails.  
 
1 2 3 'DISY ARTIF DENSC X            (1) 
In equation (1), X is a matrix with all the control variables without the geographical coordinates. According to our 
research hypothesis that air pollution is higher in larger, more discontinuous and less dense cities, we expect 
1 0  , 
2 0  , and 3 0  . 
Geographical coordinates are introduced in equation (2) through a penalised thin plate smooth function  s   to 
capture the trend surface and add smooth spatial structure from the residuals to the fit.  
 
1 2 3 ' ( , )Y ARTIF DDISC X s long latENS            (2) 
The smooth function s(long,lat), or “spatial trend” using a parallel with time series,  allows the expected value of Y at 
one point in space to be conditional on the geographical location of the observation, expressed by longitude and latitude, 
by considering their interaction (Wood, 2017). The spatial trend surface captures systematic variations of the phenomenon 
concerned over a region based on geographical locations. Differently from spatial econometrics approaches, where a 
connectivity or adjacency matrix captures the spatial dimension of the data, the observations’ longitude and latitude are 
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function reflects the fact that the outcome is not a linear function of either longitude or latitude but rather is an unknown 
function of both and their interaction and the functional form are estimated non-parametrically1.  
More specifically, the model is estimated via Penalized Iteratively Re-weighted Least Squares: an iterative algorithm 
selects the smoothing degree (and, hence, the shape of the non-linear function) weighting the explanatory power of the 
smooth terms on the one hand and the excessive complexity of the functional form on the other through the Generalised 
Cross Validation criterion. Equation (2) is a GAM and represents the core structure of the empirical approach of this 
research2. The advantage of additive over linear models is the possibility of accounting for and easily estimating non-
linear relationships. The non-linearity can be either expressed as a function of one variable, as in the case of polynomial 
functions, or as function of more variables, as in the case of interaction terms, to use a parallel with generalised linear 
models.  
To account for these complex non-linear relationships between urban sprawl and air pollution, we also introduce 
smooth functions to the sprawl variables in two different ways. In the first, we introduce the smooth functions separately. 
This approach leads to equation (3), from which we can test whether the effect of each characteristic of sprawl on air 
pollution is non linear. In the second, in equation (4), we introduce a smooth function of density alone and a smooth 
function of artificial area and discontinuity combined to test the hypothesis that the impact of discontinuity is conditional 
on the total artificial area.  
 
     1 2 3 ' ( , )Y ARTIF Ds s DISC s X s lonE g laN tS         (3) 
   12 3 ', ( , )Y ARTIF DEs DISC s X s longN atS l       (4) 
In terms of model structure, GAMs are equivalent to generalised linear models with whom they share the families of 
models and the link functions for the conditional expectations. Accordingly, the same assumptions of generalised linear 
models apply. In our case, we assume the normal distribution for both the mean concentration and the number of days in 
exceedance and, accordingly, the only assumption made for the purpose of estimation is the residuals’ normality. 
4. Main Results 
4.1 Presentation of results 
Table 2 summarises the empirical results. In the first two columns (models (a) and (b) – corresponding to equation 
(1)), we report the estimates of the linear regression of the annual mean PM10 concentration (a) and days in exceedance 
(b). Both models return the expected results concerning the effects of urban sprawl on air quality. The coefficients are 
always significant at the 5% level except for Dens in model (a) that is significant at only 10%. The spatial expansion of 
cities affects positively PM10 concentration. An increase in the total artificial area of the amount of one standard 
deviation, approximately 340 km2, corresponds to an increase in the mean concentration of 340*0.0034=1.156 µg/m3 












                                                        
1  For further details about the algebraic formulation of the smooth function refer to Hastie, T. and R. Tibshirani 
(1986,1990) and, for a general introduction, to Wood (2017, Ch 3). 
2 The mgcv R package by Simon Wood has been used for estimation. We estimated all the models with the gam function 
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Table 2. PM10 concentration determinants in EU cities, 2014 





log days in  
exceedance 
(b) 
 log days in  
exceedance 
(c) 
log days in  
exceedance 
(d) 
log days in  
exceedance 
(e) 
Intercept 43.9200*** 5.7690***  1.0780 1.9030*** 2.0167*** 
 (7.8760) (1.2000)  (0.8700) (0.5682) (0.5751) 
Artif 0.0034*** 0.0005***  0.0002***   
 (0.0009) (0.0001)  (0.0001)   
Dens -0.0010* -0.0002**  -0.0001**   
 (0.0005) (0.0001)  (0.0001)   
Disc -24.6500*** -2.6080**  0.9930   
 (7.9080) (1.2050)  (0.6308)   
ArtifSh 1.9300 1.0620  0.2439 0.2741 0.2438 
 (5.1620) (0.7885)  (0.5988) (0.6097) (0.6211) 
AgriSh 55.9200*** 5.0830***  1.6460*** 1.3796*** 0.9592** 
 (4.5520) (0.6976)  (0.4230) (0.4281) (0.4668) 
ManuSh 24.7700*** 4.1070***  0.4314 0.5957 0.3979 
 (3.8700) (0.5902)  (0.4323) (0.4417) (0.4817) 
log(NCars) 1.4100** 0.1566*  0.3065*** 0.3003*** 0.3479*** 
 (0.6160) (0.0953)  (0.0622) (0.0661) (0.0729) 
Altitude -0.0085*** -0.0015***  -0.0015*** -0.0016*** -0.0017*** 
 (0.0021) (0.0003)  (0.0003) (0.0003) (0.0004) 
Prec -0.1503 -0.0446**  0.0112 0.0119 0.0113 
 (0.1166) (0.0178)  (0.0151) (0.0150) (0.0144) 
Temp -0.1297 -0.0469**  -0.0043 -0.0069 -0.0155 
 (0.1354) (0.0206)  (0.0253) (0.0251) (0.0249) 
Wind -1.4360*** -0.2967***  -0.0637 -0.0936 -0.1224* 
 (0.3142) (0.0481)  (0.0760) (0.0751) (0.0726) 
       
    Additive terms 
s(Artif)     2.8330  
     [0.0195]  
s(Dens)     3.5120 4.7880 
     [0.0306] [0.0000] 
s(Disc)     1.3980  
     [0.3800]  
s(Artif,Disc)      2.3810 
      [0.0000] 
s(Long,Lat)    8.889 8.7820 9.1460 
    [0.000] [0.0000] [0.0000] 
       
Adj R2 0.53 0.43  0.74 0.74 0.76 
Dev Explained %    76.1 76.7 79.3 
Note to table: standard errors in parenthesis. ***, **, and * indicate significance at the 1%, 5%, and 10% levels, respectively. For the 
additive terms, the values of the F statistics are reported in the table with the relative p-value reported in square brackets. The deviance 
explained is computed following Wood (2017). 
 
As expected, the effect of density is negative. A decrease in density by the amount of its standard deviation 
(approximately 850 inhabitants per km2) is associated with an increase in the mean concentration of 850*0.001=0.85 
µg/m3 and a 850*0.0002=17% increase in the number of days in exceedance. The use of population density in empirical 
modelling is instrumental in capturing the increased demand for miles travelled caused by the longer average distance 
commuted in a low-density built environment. In addition, the average density captures the diversity in transport modes 
as public transportation services are likely provided less (or less efficiently or altogether not provided) in low-density 
areas, which encourages the use of private transportation. Longer commutes and higher car dependency as well as more 
frequent daily trips to access primary services are also expected in fragmented areas, which are favoured by the spatial 
mismatch between the location of residential plots and that of daily basic services. 
In this first specification the effect of urban discontinuity is also negative. An increase in the share of the discontinuous 
urban fabric equal to its standard deviation, approximately 4%, corresponds to a decrease in the mean concentration of 
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All the control variables’ coefficients are statistically significant in the model with the number of days as the response 
variable (b) while only precipitation and temperature coefficients are not significant in the model which explains the 
average concentration (a). Only the coefficient of the share of artificial area is not statistically significant. Overall, 
increasing shares of agriculture and manufacturing contribute to increasing air pollution in both models. Worsening air 
quality is also the result of the high use of cars as a transport vehicle. Finally, bad air quality is negatively associated with 
the city’s altitude, the average precipitation rate, the average temperature, the average wind speed in the city. 
Specifications (a) and (b) returned internally consistent results and evidence that is coherent with the existing empirical 
studies concerning the role of city size and density, confirming that urban sprawl affects the mean concentration of 
pollutants as well as the probability of having dangerously high values of concentrations in a large number of days in the 
year. Nonetheless, both the models show specification problems related to missing factors that explain air pollution. The 
issue becomes clear by reviewing the spatial distribution of the residuals, which is similar in both models. Figure 1 plots 
the value of the residuals computed based on the estimates of model (b). Cities with high levels of unexplained numbers 
of days in exceedance are geographically concentrated in Eastern Germany and Southern Poland, in Romania, and in 
Northern France and the Benelux area. Particularly high values are visible close to Germany’s border with Denmark. The 
spatial concentration of high/low values of the residuals in neighbouring cities violates the independence assumption of 
the linear model, invalidating the estimates. 
 
Figure 1: Spatial distribution of linear model residuals. 
 
Note to figure: The figure plots the city-level map of the residuals of the linear model with the log of the exceedance days as dependent 
variable. The values are presented using a colour grade scale from green (low value) to red (high values). 
 
The model in equation (2) solves this issue by introducing geographical coordinates into the model via a penalised 
smooth function, and the results of the GAM are summarised in the third column (c). The smooth function of the 
geographical coordinates represents a spatial trend that can account for the geographical concentration of the unobserved 
factors. The previous evidence concerning the role of the artificial area and density holds even after including the spatial 
trend whereas the counterintuitive result about discontinuity disappears as the coefficient here becomes correctly sloped 
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significance, except for the meteorological variables, whose coefficients becomes not statistically significant. The 
significance of the spatial trend is assessed with standard ANOVA tests in the lower part of the table. In correspondence 
with the value of s(·) the value of the F statistic of a test comparing the additive model and the same model but without 
the specific additive component is reported. In the case of the spatial trend, the test compares the model with the trend (c) 
and the model without (b), and the p-value (reported in square brackets) suggests rejecting the null hypothesis that the 
geographical position of the city does not affect its pollutant exceedance.  
The estimated value of the spatial trend is presented in Figure 2: the figure shows, for each pair of coordinates, the 
component effect of each of the smooth term model, which adds up to the overall prediction. In the case of geographical 
coordinates, the figure appears as a set of level curves, each level representing the value of the smooth term: the higher 
the value of the smooth term (the trend), the higher is the level of the curve. We used a band with graded colours from 
green (low) to red (high) to indicate the estimated contribution of the geographical position to air pollution. The spatial 
trend well captures the spatial concentration of high levels of pollution in northern Italy, Germany, and Poland, which 
also extends to Romania. As a result of the improved capacity of this specification to explain the variation in air pollution 
levels, the R2 of the model increases compared to the previous models from 0.43 to 0.74, which is a substantial increase, 
considering that the gain is obtained by adding only two variables . 
 
Figure 2. Location and air pollution – plot of the smooth function of geographical coordinates from the estimates in model 
(c) in Table 2. 
 
Note to figure: The figure plots the expected values of days in exceedance conditional on the geographical position of the city, as 





AESTIMUM   JUST ACCEPTED MANUSCRIPT 
 
In model (d), we extend the use of penalised smooth functions to the urban sprawl variables using the specification in 
equation (3). The coefficient estimates of the linear part of the deterministic component of the model; hence, the control 
variables and the meteorological variables are consistent with the results of the other models, from which they retain sign 
and significance. Instead, the additive part offers significant insights into the relationship between urban sprawl and air 
pollution that has not been previously captured. First, there is no evidence of the effect of discontinuity on air pollution, 
as it is not possible to reject the null hypothesis that the smooth function of discontinuity can be excluded from the model 
according to the F statistic (p-value = 0.38). Second, it is confirmed that both the spatial size of the city and the average 
density have an impact on PM10 concentration; however, their effect is largely non-linear. This last evidence emerges 
from the plot of the smooth function against the value of the respective covariates. Again, the plot shows the component 
effect of each of the smooth term in the model, which adds up to the overall prediction. In the horizontal axis the value 
of the variable is reported, in the vertical axis the value of the component, which is the part of the linear predictor ascribed 
to the related variable. These plots are presented in Figure 3, for the artificial area, and in Figure 4, for the density. The 
solid line in the plot represents the value of the predictor component and the shaded areas its confidence interval. To 
facilitate the comparison with the linear model, we also include a dotted line representing the value of the component in 
the case of the linear predictor, β1ARTIF and β3DENS respectively, where 1̂  and 3̂  are taken from table 2, model c. 
 
Figure 3. Effects of city size on air pollution – plot of the smooth function of artificial area from the estimates in model 
(d) in Table 2. 
 
Note to figure: The figure plots the expected values of days in exceedance conditional on the population density (Dens) for each 
possible density value present in the sample. 
 
In Figure 3, the relationship looks very similar to a polynomial function of the fourth degree. Nonetheless, excluding 
the three largest cities (with artificial area greater than 1500 km2), the function looks like an inverted U. In the cities 
below the approximate threshold of 800 km2, for example, Torino, Odense, Antwerpen, Nantes, Hannover, Ostrava, 
Glasgow, or Helsinki, a spatial expansion will result in increased air pollution. Beyond that threshold, instead, further 
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in the provision of public services, which contribute substantially to reducing PM10 concentration. In small cities, the 
provision of public transportation services is not economically viable because the scale of the city and the potential 
demand do not justify an expansion of the network to allow full provision of service. Thus, an expansion of the city likely 
translates into longer and more frequent car-based trips. In contrast, in large cities, the economies of scale make the 
provision of public transportation affordable; the larger the scale, the more efficient this provision is, allowing car-based 
trips to be limited and air pollution to be contained. 
 
Figure 4. Effects of population density on air pollution – plot of the smooth function of population density from the 
estimates in model (d) in Table 2. 
 
Note to figure: The figure plots the expected values of days in exceedance conditional on the population density (Dens) for each 
possible density value present in the sample. 
 
In Figure 4, the relationship appears to be only slightly non-linear. The negative effect of density on air pollution is 
confirmed; however, this effect is found to decrease marginally in cities with a density that is higher than approximately 
2.5 thousand inhabitants per square kilometre.  
Finally, in model (e), we search for a combined effect of artificial area and discontinuity following the specification 
in equation (4). The control and meteorological variables exhibit consistent coefficient signs and significance values. 
Additionally, the effect of density on urban air pollution is confirmed in terms of statistical significance (p<0.001), and 
the plot of the smooth function appears to be very similar to that presented in Figure 4. In contrast, evidence about the 
combined effect of artificial area and discontinuity add new information on how PM10 concentration is influenced by 
discontinuous urban development in small and large cities. The figure plots all the possible combinations of artificial area 
(in the horizontal axis) and discontinuity (in the vertical axis) and associates a colour graded from green (low impact on 
air pollution) to red (high impact) to represent the estimated effect.  
Figure 5. Effects of combinations of total size and share of discontinuous settlements on air pollution – plot of the smooth 
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Note to figure: The figure plots the expected values of days in exceedance conditional on the levels of artificial area (Artif) and 
settlement discontinuity (Disc) for each possible combination of Artif and Disc present in the sample. The values are presented using 
a colour grade scale from green (low value) to red (high values). 
 
The largest effect on air pollution is generated by the combination of high artificial area and high discontinuity, the 
upper right part of Figure 5. Indeed, as emphasised by Dupont (2007), peri-urban planning is non-neutral from a political 
perspective. Polluting and heavy industries usually tend to be relocated in the peripheries of large cities so as to reduce 
pollution in the city centre. In contrast, discontinuity does not contribute to worsening air pollution in small cities 
(Artif<500 Km2) as the estimated effect on air quality remains low (the green area in the left part of the figure) 
independently on the level of discontinuity.  
4.2 Discussion 
The empirical results presented are consistent with the findings of previous empirical analysis about the relationship 
between air quality and urban form. As anticipated in the introduction, most of the literature focused on CO2 emissions 
rather than air pollution to understand the impact of urban form and, hence, the results of the empirical analysis are not 
directly comparable. Nonetheless, we found interesting parallels.  
A significant impact of artificial area on air quality is found in Bart (2010), Cirilli and Veneri (2014), McCarty and 
Kaza (2015), and Cárdenas Rodríguez et al. (2016). Such evidence suggests that air pollution, either measured as CO2 
emission or pollutant concentration, linearly increases with the size of cities. We find a similar result as well, with a linear 
coefficient associated to artificial area positive and statistically significant in both the regressions of mean concentration 
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inverse U patterns: urban area growth impacts positively air pollution in small (Km2<800) cities, then the impact turns 
negative in medium size cities (1500>Km2>800) to become positive again in large metropolitan areas (Km2>1500). 
Concerning density, all the existing studies converge to the same result: air pollution increases when the density of a 
city decreases. Cirilli and Veneri report a negative coefficient for density in the CO2 emission per passenger regression. 
McCarty and Kaza (2015) find the geographical concentration of high density counties to affect negatively the 
exceedances, in particular Ozone exceedances. Cárdenas Rodríguez et al. (2016), in contrast, find a positive association 
between density and SO2 concentration and a lack of explanatory power of density in the regression of PM and NO2. The 
result may look in contrast to other existing evidence. It is worth noting, however, that coal fired power stations rather 
than traffic is the main source of NO2, and the link with density may reflect the location of power plants in the proximity 
of urban areas in specific regions of Europe where coal is a relevant source of energy production, like Poland. Compared 
to the existing literature, our result confirms that that higher densities are associated to lower concentrations of pollutants 
and, hence, a better air quality. Oppositely to the case of total urbanised area, we do not find strong evidence of non-
linearity in the effect of density (other than those captured by the log-transformation of the dependent variable). 
The most interesting result concerns the fragmentation of urbanised area, also defined as spatial discontinuity of 
urbanisation. McCarty and Kaza (2015) use several indicators of spatial discontinuity and find that exceedances increase 
with the increase in the number of patches, the decrease in the mean urban patch size, and the increase of its standard 
deviation. When the analysis focuses on PM, however, only the number of patches shows a significant relationship with 
air quality. The effect of the number of fragments is also found positive in Cárdenas Rodríguez et al. (2016), even though 
weakly significant (0.05<p<0.1) in the analysis of PM. In our study, the estimated coefficient on fragmentation is 
statistically significant but negative. It turns insignificant when the spatial trend is added to the model and becomes 
significant again when considered alongside total urbanised area. The overall effect is positive for large urban areas only, 
accordingly, meaning than an increase in discontinuity (equivalent to an increase in the number of patches or fragments 
in the other studies) has a positive effect on the number of exceedances. 
In summary, the evidence suggests that the spatial expansion of cities per se is not the cause of the deteriorating air 
quality, at least in medium size cities. Density has a clear effect but most of the problems related to the urban form involve 
primarily large cities and metropolitan areas, at least when the spatial expansion comes in tandem with an increase in 
discontinuity and generates leapfrog urban development. Based on these evidences, we confirm that the development of 
new suburban employment clusters within the boundaries of metropolitan areas as an important factor inducing the spatial 
expansion of cities Felstenstein (2002). This has important consequences in terms of air pollution: a first effect is certainly 
given by emissions generated by additional industrial activities, which is confirmed in our results by the positive effect 
brought about by the share of manufacturing. Further, new suburban employment clusters allegedly attract workers to 
reside in their proximity which, in their turn, demand for the presence of retail and entertainment in the vicinity, thus 
resulting in higher land conversion (Herzog and Schlottman 1991; Malecki and Bradbury 1992) and domestic fuel 
consumption. 
5. Conclusion 
The extent to which integrated transport and planning policies can effectively mitigate the pollution of air remains an 
open question for policymakers and especially urban planners. Intuitively, more compact urban forms that require a lower 
dependency on private transportation should benefit air quality. The existing research has focused on the effect of compact 
urban form to investigate this link, and the results demonstrate that a lower PM10 concentration can be associated with a 
more compact urban structure. Despite this clear evidence, urban structures continue to evolve in the direction of low-
density urban development on the peripheries that are also increasingly becoming characterised by a spatial discontinuity 
of the built-up area, especially residential settlements. 
In this paper, we document the overall negative effects of urban sprawl, considered in its multiple dimensions of low-
density and high-discontinuity urban development on the annual average PM10 concentration and the number of days in 
which PM10 concentration exceeds the safeguard threshold for citizens in EU cities. The empirical analysis contributes 
to the existing literature about urban sprawl and air quality considering the different characteristics of urban sprawl and 
their interaction. The evidence shows that these negative effects come from both low-density urbanisation and high spatial 
discontinuity; however, the latter effect is evidenced only in highly urbanised contexts, likely large cities. The results of 
the paper are robust to the inclusion of controls for city-specific characteristics, climatic conditions and unobservable 
characteristics related to the geographical location of the city. 
For many years, urban sprawl has remained an ignored challenge. Emotional sentiments in favour of or against the 
spatial expansion of built-up areas and the sealing of soil have mainly driven the debate about urban sprawl, which has 
additionally been fuelled by disagreements about measures of sprawl. As a result, the discussion about the potential 
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urban growth and its possible alternative. Most of the recent streams of research on urban sprawl shed light on the multiple 
dimensions of urban sprawl. Low-density but also a high discontinuity of residential settlements led by changing 
household preferences and the diffusion of cars are shaping the urban form of modern cities, especially the largest ones. 
Documenting the environmental damage coming from the combination of these factors should raise awareness of the 
consequences of the current trends in urban development in Europe and prevent urban sprawl from continuing to be an 
ignored challenge. At the same time, the evidence in this paper relates pollution concentration to some specific characters 
of urban sprawl, indicating that the effect is highly context- and location-specific and caution is needed when translating 
this evidence into a policy message. 
While air quality remains one of the many indicators of the quality of the urban environment and, consequently, of 
citizen’s health that can be affected by urban sprawl, it is a critical one, and more research and evidence is needed to 
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