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I NT R'O DUCT I 0 N 
Originally this project was to have been a feasibility study of the 
use of computers in the I ibrary. It soon became clear that the logical 
place in the I ibrary at which to start making use of the computer was the 
catalogue. Once the catalogue was in machine readable form it would be 
possible to work backwards to the bookorderlng and acquisitions system and 
forwards to the circulation and book issue system. .. 
One of the big advantages in using the computer to produce the catalogue 
would be the elimination of the 11ski lied drudgery 11 of fi ltng. Thus vast 
quantities of data would need to be sorted. And thus the scope of this 
project was narrowed down from a general feasibility study, firstly to a 
study of a particular section of the I ibrary and secondly to one particularly 
important aspect of that section - that of sorting with the aid of the 
computer. 
I have examined many, but by no means alI~ computer sorting techniques, 
programmed- them in FORTRAN as efficiently as I was able, and compared·. 
their performances on the IBM 1130 computer of the University of Cape Town. 
I have confined myself to internal sorts, i.e. sorts that take place in 
core. 
This thesis stops short of applying the best of these techriiques to 
the I ibrary. intend however to do so, and to work back to the original 
scope of my thesis. 
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CHAPTER 
SECTION 1 BASIC SELECTION SORT 
Procedure 
There arec:two I ists to be considered: 
I: the input list 
0: the output I ist. 
Examine the input list, searching for the minimum item. When this 
"pass" is complete, place the minimum item at the first cell in the output 
list. After this transfer, we wish to look for the next smallest item 
in the Input list. The minimum item Is stilI in this list and will turn 
up durIng the second I I st examinatIon. To eliminate this difficulty we 
replace the minimum item with some marker {an impossible value or maximum 
number). Note that this implies that, during the pass, we must have in 
temporary storage both the minimum Item so far and its position In the 
input list. 
During the second scan of the list the minimum item Is absent, its 
place being occupied by the marker. The minimum selected on this pass 
Is hence the next-to-minimum of the original input list. It Is placed 
tn the second eel I of the output list and the place It occupied in the 
Input list is overwritten with the marker. 
The third scan produces the third item for the output list. 
Continue until the number of Items In the output list equals the 
number in the input list. 
2. 
Comment 
This is highly inefficient. 
<a> It occupies a lot of space. Space has to be provided for both 
the input I ist, I, and the output list, 0. 
{b) A aompZete review of the input I ist is required each time an 
item is selected. 
(c) There is a need for a marker to be inserted after each item is 
selected. 
SECTION 2 SELECTION AND EXCHANGE SORT 
Procedure 
There is only one I ist to be considered. The Input I ist, on com-
pletlon of the sort, is the ordered I 1st, ready for output. 
As in the basic selection sort we scan the I 1st to find its minimum. 
Instead of placing this item in a new list, we exchange It with the 
first item in the I ist, i.e. we place the minimum item in the first cell 
and the contents of the first eel I into the eel I where the minimum 
occurred. 
We now consider the sublist formed by excluding the first element. 
Scanning this subl ist to find its minimum produces the next-to-minimum 
. I tern s i nee the m i.n i mum has been removed. 
list with the second eel 11 s contents. 
Exchange the minimum of the sub-
3. 
In general, after operations on an input list with n items, we 
have an unordered subl ist which contains n-i items. Its complement 
contains ordered items. At each stage we find the minimum of the sub-
1 ist and exchange it with the top item of the subl ist. 
Comment 
In comparison with the Selection Sort, this technique halves both 
the storage space needed for data and the number of comparisons required. 
SECTION 3 COUNTING SORT 
Procedure 
There are four I ists to be considered:-
I: the original input list. 
L: an unsorted I ist which is made up as each item from I is 
examined. 
C: the set of counters which ranks each item in L. 
S: the sorted output I ist. 
(I and L are the same, and are only considered sep~rataJy for explanation 
in the program there is ohly one I ist of unsorted data.) 
The procedure is to bring in successive items from I and place them 
ln L. When an item is brought over from I to L it is compared with 
alI previous items in L. A new counter records the rank of the item, 
and the other counters are adjusted to indicate their new rank taking into 
account the item just added. 
4. 
Example 
Refer to figure 1. 
Clear alI counters in C. ( It is convenient in FORTRAN to set them 
a I I to 1.) 
Bring the first item in I to L1. (The subscript denotes the 
position in the vector L.) 
{figure 1(a)). 
No counting or examination is done 
The next item is brought into L2• As this Is done, alI eel Is above 
L2 are reviewed. There is only one such eel I, L1• 
We now need a rule for adjusting the counters as we examine the con-
tents of L. 
Rule:- If the latest item examined is larger than the earl ler item, add 
1 to the counter corresponding to the latest item. 
If the latest item examined is smal fer than the earlier item, add 1 
to the counter corresponding to the earlier item. 
Briefly, in any comparison add one to the counter corresponding to 
the larger item. 
So if L1 is greater than L2, add 1 to C1; if L2 is greater 
than L1, add 1 to c2. (figure 1(b)). 
Enter the next item at L3. Compare L3 with L1 and L2, and 
adjust the counters c,, c2 ( f i g u re 1 (c) ) and c3 according the rule 
Carry on unti I the I ist I is exhausted (figure l(d) and (e)). 
above. 
Fi na II y to make the sorted output I i st, transfer each item to the position 
indicated by the counter. 
(figure 1(f)). 5. 
F I G U R E 
,(a) 
I 
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3 c I 
I 3 9 2 
4 
8 
(b) 
L 
c 
C' 3 9 
1 1 + 1 
2 
(c) 
l 
c 
3 C' 
9 1 + 1 
2 2+1 2 
3 1 
1 
(d) 
L 
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3 C' 9 2 
2 3+1 2 
4 1 4 
1 1 + 1+ 1 
3 
(e) 
L 
c 
3 C' 
9 2 
2 4+1 2 
4 1 5 
8 3 1 I 
·I 3 1+1+1+1 
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(f) 
l 
c 
3 s 
9 2 
2 5 2 
4 1 3 
8 3 4 
4 8 
9 
6. 
C H A P T E R 2 
SECTION 1 INSERTION SORTING 
Basic Insertion Sort 
In the various insertion sorts items are dealt with one by one and 
inserted into an ordered partial I ist in the position where they belong. 
When a new item arrives~ we are sure that alI items so far have been 
placed in order. 
In the basic insertion sort we look at the ordered partial I ist and 
search item by Item from the bottom of the I ist to find where the new item 
belongs. CThe "bottom11 of the I ist is the end which has the lower sort 
keys). This place wi I I be occupied unless the item is greater than any 
item in the partial I ist and goes at the top. Move the item occupying the 
place where the new item belongs and alI subsequent items one place up the 
I ist to make room for the insertion of the new item. 
The parti a I list has grown by one, but is sti II In order. 
\. 
Comment 
The total number of comparisons required using this kind of I !near 
search technique is excessive. For a I i st of n items It can be shown 
(see Appendix 1) that the expected number of comparisons Is 
! <n2-n>. · The position of the item to be inserted can be found more 
efficiently using a binary search technique. 
7. 
SECTION 2 IMPROVEMENT TO INSERTION SORTING-- THE BINARY SEARCH 
We are given an ordered I ist L and an item a to be inserted. 
Binary search prescribes that we split the I ist in two by finding the 
middle (11 fence: 1 ) item, compare a with the fence item and determine in 
which section a belongs. 
We next take that half and find its fence item. \~e compare th i s 
Item with a to determine in which qua.rter of the original I ist a 
should be inserted. 
We continue in this way, comparing a with the fence Items at closer 
and closer intervals, narrowing down the search unti I we find a fence item 
exactly equal to a, or unti I we find between which two items a· lies. 
This second alternative occurs when we find that a is larger than one 
fence item, but smaller than the next, and the fences are one item apart 
in the original I ist. 
Comment 
The number of comparisons is now approximately log2 n! (Appendix 1). 
For a I i st of 1 000 i terns this means rough I y 8 500 compar·i sons as 
opposed to about 250 000 comparisons with the linear search. 
SECTION 3 SECOND lf'v1PROVEMENT TO INSERTION SORTING- THE UP/DOWN SHIFT 
If the new item belongs to the first (bottom) half of the list, then 
Instead of moving all larger items one position up the I ist, move all 
smaller items one positio8 down the I ist. 
B. 
The decision to move up or down depends only on the first fence item. 
This technique halves the expected number of shifts required to Insert 
the new item. 
The first item is place·d In the middle position of the output I ist 
so that there is room to move both up and down. 
9. 
C H A P T E R 3 
SECTION 1 QUADRATIC SELECTION 
Procedure 
Given a I ist L, the procedure is outlined as follows. 
(1) Divide the I ist L Into subl ists il. 
(2) Find the smallest element of il for each i, and enter it into cell 
Li of the auxi I iary 1 ist L1 • 
(3) Find the smallest element of L', Lk say, and store It for output. 
(4) Ref! I I Lk with the next-to-minimum item from kl. 
(5) Repeat (3) and (4) until the number of items in the output I ist equals 
the number of items In L. 
The optimal number of sub I ists, N, Is given by 
N = /r1 1 f N2 = n 
where n is the number of items. 
Proof 
Suppose n is a perfect square. 
Put N2 = n. 
Suppose that k is the number of items in each sublist, and that ~ is 
the number of subl ists. 
Then k~ = n 
~ = n/k 
The number of comparisons, C, needed for operations (3) and (4) are 
given by 
10. 
c = (k-1) + (,Q,-1) 
k~ 1 + n/k-1 
ac 1-n/k2 ak= 
Setting this equal to zero to find the minimum number of comparisons yields 
k2 = n. 
Hence k "' lr1 "' N and a I so Q = N. 
If n is not a perfect square, take N to be the Integer whose 
square 1s either nearest n or is the first square greater than n. 
Adjust the number of items allocated to each sub! 1st so that their lengths 
are as nearly equal as possible. 
At step (4), to replenish eel I Lk we review kl, but we do not 
wish to choose the item chosen earlier. This is avoided by replacing 
an item chosen from a subl ist by some maximum item denoted by z. Event-
ual ly some of the subl ists wi I I contain only z's. As soon as this 
occurs, v-1e fi II the cell in the auxi I iary I ist corresponding to the ex-
hausted subl ist with z. 
Vie now restate step (4) in more deta i I. 
After the new item has been selected from L' for the sorted list 
(i) review the subl ist from which the item was drawn to find the 
minimum, 
(i i) place the minimum in the eel I of L1 corresponding to that 
subl ist. 
(iii) Since the eel I in the sublist from which th~ item was withdrawn 
sti I I contains that item, we overwrite that Item with z. 
11. 
Example 
Figure 2 depicts a quadratic selection sort for a list L of nine 
items. Figure 2(a) shows the subdivision of L Into sub! ists 
the formation of the auxiliary I ist 
element for output. 
L' , and the selection of the first 
Figure 2(b) shows the items chosen for the auxiliary I 1st at the 
first stage replaced by maximum sort key Zp the refi II lng of the 
auxiliary I ist and the output of the second item. 
Figure 2(C) shows the sort at the stage when the first subl 1st Is 
exhausted and a z ·is entered in L'. After the 6 is stored in the 
output I ist, the minimum item in 1L is a z which is brought Into L1 • 
Figure 2(d) shows a stage near the end of the sort when alI the 
subl lsts are exhausted. 
Comment 
In this sort each of the items of a subl ist is reviewed each time the 
corresponding auxi I iary I ist Item Js chosen for output. This happens for 
each rtem of the subl ist. Each sub I 1st review amounts to a selection 
sort, a highly inefficient sorting technique. 

13. 
SECTION 2 QUADRATIC SELECTION WITH PRESORT 
IntroductIon 
The quadratic selection sort can be vastly improved by arranging each 
subl ist with a more efficient sort and then applying a modified quadratic 
sort procedure to the sorted subl ist. 
Suppose each sublist il is presorted by some technique. To fi II 
the auxi I iary list L1 simply take the bottom {smallest) item from each 
subl ist and place it in the corresponding eel I in L' , I.e. move 
to L! for each i. 
I 
During the sort proper when we select the smallest item in the current 
auxiliary I ist Lk, say, we go back to subl ist kl and take the next 
element and place it in Lk. This implies that we need a set of subl ist 
counters, one for each subl ist, which point to the next candidate for 
promotion to the auxi I lary I ist for each subl ist. 
Procedure 
(1) Divide L into N sublists il. These sub I i sts are ordered by 
one of the techniques discussed earlier. 
(2) The smallest item of each subl ist is entered Into the corresponding 
location in the auxi I iary I ist L'. Since the subl ists are ordered, the 
first item wi I I be the smallest. 
(3) Set the sub I ist counters, c1 = l, ... ,N, equal to 2. These 
counters wil I be used to point to the next item to be taken to the auxiliary 
I ist from the ordered subl ists. 
14. 
(4) Select the smallest item from the auxi I iary I ist and place it in the 
output I i st. Suppose 
(5) The counter ck 
L' k is selected. 
points to the next 
fered to L' I i.e. move kl 
ck 
to Lk. 
item in sub I i st kl to be 
This is done provided the 
I ist is not exhausted. If the subl ist is exhausted enter a maximum 
number z into L' at position k. 
trans-
sub-
(6) Increment Ck by 1, so that it contains the position of the next 
item for subl ist kl. 
(7) Repeat (4)~ (5) and (6) until the number of. Items in the output list 
equals the number of items in L. 
15. 
C H A P T E R 4 
TOURNAMENT SORT 
Philosophy 
The name is derived from the fact that in this sort Items are matched 
against each other pairwise, the nwinners" going through to the next round, 
getting paired off again, and so forth. 
The winner of the final pair is the first item for the sorted list. 
We then review the I ist again - It is however not necessary to review 
the entire ·1 i st - to t i nd the next "w i nner 1'; the second i tern for the 
output I I st. 
Procedure 
The procedure is best i I lustrated by considering a simple example. 
List L in figure 3(a) contains sixteen numbers to be sorted. Sublists 
L1 to L4 contain the winners of the matched pairs In each round. The 
2 ·occupying the first cell in L1 Is the winner (the minimum) of the 
comparison between the first pair of items In L, the 2 and the 6. 
The eventual overal I winner is the which came from the sixth pair in L. 
We now replace the where it appears in L by a maximum item z 
and adjust our I ists by reconsider1ng only the subl 1st eel Is which contained 
the ultimate winner. The alterations to the I ists are under! ined In 
f i g u re 3 ( b ) • Note that only four comparisons had to be made; it was not 
necessary to redo the entire table. 
16. 
F I G U R E 3 
(a) L L1 L2 L3 L 4 
--
.2 2 6 
3 2 
9 3 
11 2 
16 . 11 
13 4 
4 4 
5 
8 5 
1 
15 
7 7 12 
14 7 
10 10 
(b) L L1 L2 L3 L4 
2 2 6 
3 2 
9 3 
11 2 
16 11 
13 4 
4 4 
5 2 
8 5 5 
z 
f5 15 
7 
5 
12 7 
14 7 
10 10 
17. 
Now replace the 2 in L. by z and go up its I ine making adjust-
ments. When both items in a pair in any I ist or sub! ist have been trans-
ferred to the output I i st, a z is passed through to the next round. 
Difficulties 
A problem arises when the number of items is not a power of two. 
This can be overcome by adopting the following pol icy for the original 
I ist and a II sub! ists:-
( i ) If the number of items is even, pair off the items. 
( i i ) If the number of items is odd, add a maximum Item z to the end 
of the I ist arid pair off. 
Figure 4 II lustrates how this pol icy is implemented In a list of ten 
items. L can be paired off as it stands, but L1 and L2 require the 
addition of a z. L3 contains only two items. 
The advantages gained by this pol icy become evident at a later stage 
when we string out the subl ists into a single I ist. 
To replace the winning item with a z requires a knowledge of Its 
original position. This problem is solved by storing the locations of the 
winning items rather than the items themselves. In figure 5 the eel Is of 
the I ist L are numbered - the sub I ists refer back to the main I lst. 
For convenience the maximum item z is cal led item 1, and the I ist 
proper starts in the second position. 
Figure 5 contains alI the information of figure 4. But In addition 
there is no need to search through L to find the minimum - we go directly 
to the seventh item, the 10, and replace it with z. 
18. 
F I G U R E 4 
L L1 L2 L3 L4 
-
71 
93 71 
39 39 
84 39 
41 10 
10 
10 
67 10 
105 67 
10 
53 
27 27 27 
z 27 
z 
F I G U R E 5 
L L1 L2 L3 L4 
1 z 
2 71 
3 93 2 
4 39 4 
5 84 4 
6 41 7 
7 10 7 
8 67 7 
9 105 8 
7 
10 53 
11 27 11 11 
11 
19. 
F I G U R E 6 
L I z z 
2 71 71 
3 93 93 
4 39 39 
5 84 84 
6 41 4l ] 7 10 
8 67 67 
9 105 105 
10 53 53 
11 27 27 
L1 12 2 2 
13 4 4 
14 7 ~J 15 8 
16 11 11 
17 1 1 
L2 
[ 18 4 : J 19 7 
20 11 11 
21' 1 1 
. 3 
[ 22 7 
1T] 
L 
23 11 
L4 [ 24 7 11 
F I G U R E 7 
T 
1 12 
2 18 
3 22 
4 24 
20. 
After replacing the 10 with a z, a new difficulty arises. Do we 
compare the seventh item with the sixth or with the eighth? The rule to 
fo I I ow here 1 a I I owing for the z in ce I I 1, Is:-
( i ) If the item number is even, compare it with the next item. 
( i i ) If the number is odd, compare with the previous item. 
If I i sts Ll L2 L3 and L4 are strung out as In figure 6 it wi II 
be seen that each subl ist starts at an even-numbered eel I and this rule 
works for these sub I ists as wei I. 
The mode of storage in figure 6 is the one adopted for storage of the 
subl ists in the computer. However this introduces a further problem. 
The second column bf figure 6 Is easy to fi I I. The procedure is to con-
pare items 2 and 3, and place the eel I number of the smaller at the 
first even-numbered eel I after the end of the I 1st, in this case, eel I 12. 
The smaller of items 4 and 5 is placed at cell 13, and so on. ~1ake 
sure that each I ist starts on an even-numbered eel I, even if the previous 
I 1st finished at an even number. <L 1 Is complete at position 16- enter 
a at cell 17 and start L2 at 18. At this eel I enter the smaller 
of the items eel Is 12 and 13 point to, i.e. the smaller of the second 
and fourth Items. The 39 Is the smaller, hence a 4 is entered at 
ce I I 18.) 
In I ist L of the third column of figure 6 the minimum Item of the 
original I ist, the seventh, has been replaced by a z. Following the rule 
above, we compare the seventh item with the sixth. The difficulty is to 
know where to place the winner of this comparison. To solve this problem 
it proves essential to store one more I ist 1 a tableT In which T. pol nts I 
21. 
to the beginning of I ist Li. This table, for the example In figure 6P 
is given in figure 7. 
The rule for determining where In the next I ist the winner of the pair 
currently under consld~ration Is to be entered is now simple. 
If the overal I winner, the item transferred to the output I ist, was 
item n, the position in L1 for the winner of the first comparison is 
given by 
where 
and the square brackets denote drop the fractional part. 
where 
The place in subsequent I ists is given by 
* T. + n. I I 
* n. I 
n* t:i-1] 
In the situation in figure 6 where the seventh item was the winner, 
the position in L1 is given by 
12 + [;] - 1 = 12 + 2 = 14 
In the subsequent I ists the positions are given by 
L2: 18 + [~] 18 + 19 
L3: 22 + [~] 22 + 0 "' 22 
L4: 24 + [%1 24 
22. 
C H A P T E R 5 
NATURAL TWO-\"'AY MERGE 
I ntrod uct ion 
The sorting techniques considered so far have alI commenced with a 
single I ist of unordered data. By contrast, to merge lmpl ies the exist-
ence of more than one I i st. If the data is in one I i st, It w iII be 
necessary as preparation for this merge to split it into two parts accord-
ing to some rule. The simplest techniques would be to assign alternate 
Items to alternate lists, or simply to split the original I 1st at Its 
midpoint .. 
Merging can best be explained by an example. In figure 8 we commence 
with I ists A and B. These I ists consist of a number of ordered sub-
1 2A" 3A •••• , 1 2 3 lists, A, , , B, B, B, ..• 
We merge together the first subl ists from each I ist, 1A and 1B to 
1 2 2 form a single ordered subl ist which we cal I C. A and B are merged 
and cal led 1o. Carry on merging corresponding sublists from A and B, 
placing the resulting longer strings alternatively in C and D. 
I ists 
2c and 
A and B are exhausted, 
2 
1 1 C and D are merged to form 
form F and so on. Clearly the subl ists are getting fewer 
and eventually there is only one ordered I ist. 
There is no need to know where each sublist begins. This is particu-
larly valuable at the commencement of the sort, as it enables us to make 
use of any inherent ordering of the data. Hence the description 11 natural" 
In the. name of this sorting technique. 
23. 
F I G U R E 8 
A 8 c 0 E F 
-
1A 
u 
,. 
r ! 1c 1 10 3 1E 1 1 F 11 B 2 6 2 17 
8 4 9 3 21 
10 5 15 4 
2A 6 12 7 19 5 
28 - 8 20 6 16 u 19 10 22 7 20 12 20 /21 8 13 9 22 38 11 2c 10 \ 111 [17 27 17 12 30 . l27 13 42 30 15 
4A 19 35 
48 
42 20 21 3c I .. 22 2E 
24. 
Detailed Procedure 
In figure 8, we look a~ the first items of I ists A and 8 (the 
11 input" I i sts) and choose the sam I I er - a from 8 - and transfer it 
We now compare the 2 from A with the 4 
from B. Again we choose the sma I I or, the 2. We are now In a position 
+o formulate our basic rule of approach. 
RULE 
Compare the top items in each list; choose the analler as the item 
to be tr~~sferred; replace it with the next item from the input Zist 
fl"Om which it was taken. 
ThJs rule vmrks in the example in the figure unti I we choose the 12 
·(rom 1 The rule then tells to compare the -13 from 1A with the B. us 
3 from 28. f-bwever the 3 is to be ignored as it comes from 
.., 
L..B. 
~'e take the 13 from 1A as the next item for output. Lists 1A and 
1s are now exhausted and we start using rule I again on the first elements 
The 3 is the smaller of these two items and it is 
placed in the second output list, D, where it becomes the first element 
of subl ist 1o. 
Two further- ru I es are needed to determine the choice and pI acIng of 
items when either or both subl ists become exhausted. These rules are 
contained below in the sections outlining the procedure for dealing with 
the conditions known as single and doublo stepdown. 
After each comparison and transfer, the I ists are In one of three 
C"Jndltions. 
25. 
NO STEP DOWN 
\IJhen the items from both I ists are larger than or equal to the last 
item transferred~ we have a no stepdown aondition. 
\~e choose the lesser as the item to be transferred as described in 
rule I. 
I I SINGLE STEP DOWN 
When one of the pair of ordered sub! ists has been exhausted, the next 
item is smaller than the previous item on that sub! ist. 
A single stepdowa aondition occurs when the next item on one list is 
smaUer than the last item transferred and the next item on the other I ist 
is larger than the last item transferred. 
This condition arose in figure 8 when we compared 16 from 2A with 
15 from 2B and placed 15 in 1 D. This reveals 11 in the next 
ce I I in B. ~le have the condition for single stepdown since 11 < 15 
and 16 > 15. 
RULE II 
Choose the larger item for output as Zong as the single stepdOUJn 
condition prevails. 
I I I DOUBLE STEP DOWN 
In the example~ figure 8, 22 is eventually placed into 1 ' D. \IJe 
then find a 17 in A, and we have a 11 from B. Both 11 and 17 
are smaller than 22, the last item transferred. A daub Ze stepdoum 
condition has occurred. 
26. 
This condition occurs when the next item on both I ists ls smaller 
than the last item transferred. 
RULE ! II 
When doubZe stepdoura occurs., start a new ordered subZist in the other 
output Zist. Carry on as for no stepdown. 
In figure 8~ rule I I I ensures that the ordered subllsts are placed 
alternatively in output lists and D. 
There is one more eventua I i ty. 
ROLLOUT 
Since the lists may contain an unequal number of sub! ists and since 
these are matched off in pairs during the merge~ one of the lists may 
become exhausted before the other. In this case the remaining Items on 
the unexhausted I i st are transferred to the output I i sts. Each ordered 
subl ist is assigned to the output lists alternatively. 
28. 
It is the pol icy of this I ibrary to sort each day's issues using the 
accession number as sort key. 
We assume that the accession numbers were glvan to the books sequenti-
ally - they wl I I be four-digit numbers. 
Suppose further that each book has an equal chance of being issued on 
a given day. (This assumption is unlikely to be val ld since newer books 
tend to be issued more frequently.) Statistically we are assuming that 
the sort keys are uniformly distributed random integers on the interval 
[1 10 ooo] 
Now under these circumstances, it seems reasonable to estimate that the 
book with accassion number 5318 should occupy roughly 53rd place in 
the final sort of the day 1 s 100 issues. 
Suppose the 53rd place is, at this stage, sti I I unoccupied. We 
immediately place this racord here, and deal with the next. 
Suppose 5327 crops up later on - as is not impossible. This should 
also occupy roughly 53rd place. But this place is already occupied with 
a record which has lower sort key. We therefore check if the 54th place 
is occupied - if not, we place the incoming record here - if it Is, we have 
to perform further rearrangements to fit In the new record. 
The various situations which can arise, and the procedures adopted 
to carry out the rearrangements arG described in detai I In the next section. 
In this example, the algorithm to convert the sort key into an Haddress 11 
is clearly to divide by 100 and drop the fraction. Intuitively, this 
takes into account the rectangular distribution of the so~t keys. 
29. 
The address calculation algorithm is discussed in detai I in Chapter 7. 
SECT I ON H/0 DESCRIPTION OF REARRANGE!vlENTS 
Once the item has been transformed by the address calculation algorithm, 
there are five possible situations. For convenience we make use of the 
algorithm in the example above to explain these five 6ases. Case deals 
with the simple and highly desirable situation when the calculated address 
points to an empty eel I. Cases 2 to 5 handle the various situations when 
the calculated address is occupied. When this happens it is necessary to 
move either the item at this address, or the incoming item. If adjacent 
cells are also occupied this wi II necessitate moving several items, as well 
as tests to determine how many items need to be moved and in which direct-
ion those moves should take place. 
CASE 1 CELL EMPTY 
The incoming so i-t key is 1940. This number is mapped to address 19. 
The state of the output I ist at this stage is given in figure 9 
column s1. 
F I G U R E 9 
s1 s,.., L 
16 
17 1752 1752 
18 1890 1890 
New. item 19 1940 
= 1940 20 
21 2188 2188 
22 
The calculated address is empty. Place the incoming item at this 
position, giving s2. 
30. 
In a strict sense a eel I in core Is never nempty" - It must contain 
something. Before the sort commences the output I ist Is initialized to 
some value which cannot occur In the I ist to be sorted. To test if an 
address is empty Is to test if the eel I contains this chosen value. 
CASE 2 - CELL FULL - ROOM AT THE TOP 
Figure 10 i I lustrates this case. The Incoming sort key Is 1988. 
Again this is mapped to address 19. But this address Is already occupied 
by an item with key less than that of the incoming item. But the next 
ce I I i s empty. Therefore place 1988 at address 20. 
F I G U R E 10 
s1 s2 
16 
17 1752 1752 
New Item 18 1890 1890 
::: 1988 19 1940 1940 
20 1988 
21 2189 2189 
22 
In general, there may be a number of occupied eel Is between the occupied 
calculated eel I and the next empty eel I, but for CASE 2, alI of these 
eel Is must contain items with sort keys less than that of the Incoming 
item. 
CASE 3 - CELL FULL - ROOM AT THE BOTTOM 
The incoming item has sort key 2703. In figure 11 the calculated 
address, 27 1 is occupled·by an item with key greater than that of the 
incoming item. Therefore the incoming item belongs at a lower address. 
But the eel Is 26 and 25 are both occupied by Items with keys greater 
31 • 
than that of the incoming item. Cel I 24 is vacant. So 2703 goes in 
here. 
F I G U R E 11 
s· 1 s2 
22 2219 2219 
23 
New item 24 2703 
= 2703 25 2730 2730 
26 2754 2754 
27 2781 2781 
28 
29 2953 2953 
CASE 4 - SQUEEZE THE I TEfv1 IN ABOVE 
Consider the situation in figure 12. Fit In 3571. 
F I G U R E 12 
s, s2 s3 
33 3308 3308 3308 
34 3351 3351 3351 
New item 35 3473 3473 3473 
= 3571 36 3550 3550 3550 
37 3685 (3685) 3571 
38 3891 3685 3685 
39 3891 3891 
40 4068 4068 4068 
Address 35 is occupied. Clearly the item must be placed between 
addresses 36 and 37, which are both already occupied. The nearest 
empty eel I higher than the calculated address is eel I 39. 
The procedure is therefore to move the contents of eel Is 37 and 38 
to eel Is 38 and 39 respectively, as in s 2, and to shift the incoming 
item into eel I 37, s3. 
32. 
CASE 5 - SQUEEZE THE I TE~1 IN BELOW 
In this case, illustrated in figure 13~ the incoming item, 2137, is 
mapped to an address, 21, which is already occupied by an Item with a 
higher key. Several lower addres~es are also occupied - some with items 
having keys greater than that of the new item, some with lower keys. 
(i) Find where the item belongs. 
(i J) Find the next vacant eel I with lower address. 
(ill) Starting by shifting one item into this vacant eel I, move back 
by one space the items up to and including the eel I where the 
Incoming item belongs (S2>. 
(iv) Now insert the incoming item into its proper position (S3>. 
F I ,., U R E 13 l:> 
s, s2 s3 
16 1752 1752 
17 1752 1890 1890 
New item 18 1890 1940 1940 
= 2137 19 1940 1988 1988 
20 1988 ( 1988) 2137 
21 2189 2189 2189 
22 
33. 
F I G U R E 14 
Array LIST contains data to 
2. be sorted. Array SA is sort ~--~ ~----3 T __ ~ area, preset to -1 M = K = N = 0 
KOUNT .::::·'"-'=0"'-----''").11 SA(ADR) 
.~LIST(N) 
13 *>O 
, ... I~JiADR-1] 
SA(ADR+1)=SA(ADR) 
\S 
1 KmmT-:K:otiNT--=] 
.__ ____ ~, 
Calculate address 
CALL ADRES(LIST(N),ADR) 
~0 
"· 
KOUNT= 
KOUNT-1 
[ SA(ADR-1 )=SA(ADR)l_ 
~3 I . 
( KOmfT=K9UNT-1}· 
34. 
SECTION 3 FLOW CHART 
The flow chart for the address sort is given in figure 14. At { 1) 
we Initialize the sort area, in this case setting all cells Tn this array 
to -1. At (3) we cal I a subroutine which calculates the address, 
ADR, for the item currently under consideration, LISTCN). 
The desirable properties of this subroutine are discussed in the 
next chapter. Suffice it to say now, the. better the subroutine, the better 
the sort. We check (4) to determine if the calculated address is empty. 
C \'Je assume that -1 cannot be a sort key. ) If it is empty, we place the 
item at this address (5). If the calculated eel I Is occupied, we set a 
counter, KOUNT, (6) for I ater use. Next we compare the item with the 
contents of the calculated address to find out whether the new item should 
be placed below or above the calculated eel I. We consider the cases 
where the comparison (7) yields greater than- i.e. we wil I be dealing 
with cases 2 and 4. Cases 3 and 5 are dealt with siml larly 
( 16 to 23) . 
At (8) and (9) we increment the calculated address by one and 
check if this address is occupied. 
If it is empty we go to (12) and start moving items, if necessary. 
If it is occupied, we check its contents against the inccming item· (10). 
If this Item is greater than the contents we potentially have C~se 2· ,
no items need to be moved and we return to (8). If the Incoming item 
is less than the contents at the present address, we have Case 4 which 
requires movement of items. \>Je use the counter to determine how many 
35. 
Items need to be moved. 
the counter. 
Each time we go around this loop we add one to 
Eventually we find an empty cell (9). We test the counter (12). 
If the counter Is zero, no items need to be moved (Case 2) and we place the 
Item at the eel I the address is currently pointing to at (5). If the 
counter Is not zero~ the loop (12 to 15) moves the proper number of items 
up one position in the output area. 
When these moves have been completed, we cont!nue to (5) as before. 
If there are more Items, (24), we calculate the address of the next Item 
(2) and (3). 
36. 
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SECTION 1 THE ADDRESS CALCULATION ALGOR I THrv1 
Introduction 
The development of effective algorithms to map sort keys into addresses 
Is crucial to the success of this sorting technique. The only algorithm 
we have considered so far is a simple one to deal with data sampled from 
a rectangular distribution. There are of course many other sort key 
distributions ranging from those which are nearly rectangular, through 
those v-1hich are normal~ through skew distributions to those which merely 
have empirical forms- alphabetic sorts on bibliographic data in a I ibrary 
catalogue are an example of this last kind. The statistical distribution 
of the sort keys is one of two main considerations over which we have I ittle 
or no contra I • 
The second consideration, dictated to us by computer I imitations~ is 
that of core space avai I able for use as working storage. As wil I become 
clear when we deal with ful I ness ratios the sort becomes more efficient 
when there are a great deal more eel Is avai I able for the output array than 
there are Items to be sorted. 
In mathematical terms, we are given a population universe, Q, con-
taining alI the sort keys which may possibly occur. 
sort, denoted by L, is a finite subset of Q. 
The sample we are to 
We are looking for a mapping, w, which maps Q into the output 
list s. i.e. 
37. 
w: Q -+ s 
S is a finite. subset of the integers taking the form 
{1,2, ... ,n} where n is the number of cells avail-
able as working storage for the sort. 
We consider fully the imp I !cations of the relationship between the 
population univers.e, r~, and the sample to be sorted, L, i.e. the 
distribution, in a statistical sense, of L in rl, in Section 2 of 
this chapter. 
Fullness Ratio 
~~e introduce now the concept of fullness ratio. The fu I I ness rat! o 
R is defined as R = ..!2!_ ILl where the vertical I ines denote the card ina I·-
ities of the sets s and L. 
In practical computer terms, this means the ratio between the number 
of items to be sorted, and the core avai I able for the working storage of 
the output I i st. 
In the example we considered earlier the fullness ratio was 1. 
This wil I be very inefficient because towards the end of the sort the 
nearest empty eel I to a calculated address may be a considerable distance 
away. 
If the number of locations in the output I ist is at least twice that 
of the number of items to be sorted then, given a good address calculation 
algorithm, this sorting technique is very efficient. 
If on the other hand there are not many more output locations than 
38. 
input items, the sort becomes progressively more inefficient. This in-
efficiency arises wh8n the address calculated for an incoming item points 
to a location which is alnJady occupied, forcing us to go through 
Cas0s 2 - 5. These cases are however unavo i dab I e. It w were a one-
to-one transformation there wou I d be no co I I is ions, but the working area 
would need as many locations as Q has elements- and Q wll I frequently 
be a continuum. 
With a fu! !ness ratio of, for example, two, half the eel Is In the sort 
area wll I stilI be unoccupied when the last item has been dealt with. The 
noxt stage is then to e I i m i nate these empty ce I Is by co I I ect i ng up the 
occupied eel Is. Generally speaking it is possible to use the sort area 
itself for this process, as is shown in blocks (25 to 29) of figure 14. 
SECTION 2 PROPERTIES OF THE ALGOR I THtv1 
Property 
The address calculation formula must be a non-decreasing function. 
I'm algorithm that maps sort key 3,08 to address 90, 5,74 to 65 
and 7,30 to 138 is clearly not going to work! 
Property 2 
There may be no ambiguities. A single sort key may not be mapped 
to different addresses at different stages during the sort. 
This precludes the possibi I ity of 11 improving 11 the formula as one goes 
along. It is not possible to incorporate some technique to spread Items 
in a section of the sort area which is turning out to be "overcrowded 11 • 
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This emphasizes the importance of having a shrewd idea of the distribution 
of the sort key before commencing, 
To minimise the number of col I isions, it is clear that each element 
of the output !1st must have an equDI probabi I lty of occurring. If 
addresses in a short section of the output array keep cropping up whl le 
others are virtually unused, we clearly have a very unsatl~factory algorithm. 
This situ<:;tion v1ould ariso if W<::J used the address formula of tho example 
In the introduction on normally d.istributed data with a moan of 5 000 and 
standard deviation of 250. We would then expect the addresses between 
42 and 57 to be used repeatedly whl lethe rest would be very rarely 
calculated. 
To satisfy this property of equal probabi I ities for each address we 
are looking for a transformation that wi I I map the distribution our data 
is sampled from into a rectangular- distribution on [0 , n] If/here n is 
the number of eel Is avai labia for the output I ist. 
Fortunately, this transformation is easy to find. If f(x) is a 
density function then the distribution function F(x) = Jx f(t)dt has 
-co 
he rectangular distribution on the int0rval [o. 1]. 
Proof 
Consider the random variable X with density function f(x) and 
distribution function F(x) as defined above. Let Y be the random 
variable such that 
Y F(X) 
Then the distribution function of Y, 
H(y) P{Y < y} 
= P{FCX) < y} y > 
H(y) P{F(X) < y} 
Therefore h ( y) dH( y) = I d dy dy 
d dy 
d 
jdy 
P{X < F-1(y)} 
F (F·-l ( y) ) = y 
= 0 for 
y "' 
0 = 0 
y 0 _::_ y < 1 
0 y < 0 
for 0 _::_y < 1 
y > 
0 2-Y < 1 
y < 0 
By following this with a scalar transformation, wo can get a uniform 
. distribution on any interval we desire. 
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Consider the random variable X with distribution function F(x). 
Then for data sampled from this distribution 
[n F<x>] + 1 
wl I I be an address calculation algorithm satisfying properties (1)~ (2) 
and (3). Tho squaro brackets denote "tako the integral part" and n is 
the number of eel Is In the output away. 
Proof 
( 1 ) an d ( 2 ) a re t r i v i a I • (3) Suppose x
1 
is the lth item in the 
be the calculated address for this item, array to be sorted. Let 
Let k be an Integer < k < n. 
Then P{a. < k} 
I 
P{[n F<xi)l + 1 .s._k} 
P{[n F<x.)] < k-1} 
I 
= P{ n F<x.) < k"J. I , 
P{F(~<.) < k/n} 
I 
k/n 
since F(X) has the uniform distribution on [o, 1}. 
Similarly P{a. < k-1} = (k-1 )/n. 
1-
Hence P{a. = k} = P{a. < k}- P{a.< k-1} 
I I 1-
This Is lndopandent of k. 
Property 4 
k/n ·· (k-1 )/n 
41. 
1/n. 
An efficient address calculation formula must be speed! ly computable. 
it must be fast- a formula that involves lengthy calculations of compl 1-
. catad integrals is going to be time consuming. 
Unless the distribution function has a simple closed form, properties 
(3) and (4) are in conflict. A balance must be struck between a 
precise formula which gives a perfect transformation to the rectangular 
distribution and the practical considerations of computer time. A usefu I 
compromise is to provide a table of values of the Integral and to Inter-
pol ate I inearly -a table of 100 values o~ fewer is generally adequate. 
In fact, since the data itself is never quite perfect the number of 
col llsions with some good approximation to the algorithm Is not likely 
to be many more than the number which the perfect algorithm would give. 
The time manipulating theso extra col I islcns would be smal I compared with 
42. 
the time spent calculating a marginally better .address for every item • 
. Two Finer Points 
1) A Special Difficu~ 
Difficulties arise at the ends of the sort table. 
In the example in the introduction, towards the end of the sort we may 
have the situation shown ln figure 15. 
F G U R E 15 
1 108 
2 283 
3 345 
4 371 
5 
The next item to be sorted has k(:Jy 332. Then the calculated address is 
3, which is occupied by a cell of higher koy. 332 should be a II ocated 
to address 2 and the contents of cells and 2 be shifted to make 
room for it. Tho contents of cell gets shifted out of the sort area -
disastrous for 3 FORTRAN D I r\·1ENS I ON statement. 
This difficulty is avoided by providing a safety zone of "padding" 
space at either end of the sort area. 
Five percent of the sort area~ two and a half percsnt at either end-
is sufficient safety if the algorithm is used for the distribution it was 
dEJS i gned for. If the Programmer fears, for example, that the sort he 
has \'lritten for normal data v1ill be used to sort data from a lognormal 
distribution he would be wise to loavo a larger margin of safety! 
With a safety zone of p eel Is at either end of the n eel Is In the 
sort array the address calculation formula becomes 
[ ( n-2p ) F ~ (X ) ] + p 
43. 
where F*(x) is either tho distribution function itself, or some approxi-
mation to it. 
2). Record or Record Index 
In the sort area only the record index need be stored. 
In the earlier example if the twenty first record had sort key 5318, 
a 21 would be placed at address 53, assuming col I 53 Is sti I I un-
occupied. Any subsequent comparisons with this item which may be necessary 
due to coli isions an~ made by comparing items with the sort key of the 
twenty first recbrd and not with the Dctual contents of the fifty thlrd 
address. 
This has two advantages 
( i) It saves space. Only the record index, and not the whole record is 
stored. 
(ii) It is not necessary to move the whole record when col I islons occur-
only move the record Index. 
An extra Instruction is needed before each comparison to look up the 
sort key of the record index. 
44. 
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SOME PRACTICi\L ADDRESS C?.LCULATION ALGORITHMS 
- -
Address formulae are considered here f.Jr the fcllo;.ving types of data. 
(i) Rec-t-angular 
( i i ) ~Jo rma I 
(iii) Exponential 
(iv) A general formula for data with a central tendency, whether 
skew or not. 
Theso i I lustrate the principles Involved ln developing algorithms. 
The rectangular and exponential distribution havo slmpl~ distribution 
functions whi 1st the normal distribution shows the table-based approach. 
(i) The Rectangular Distribution 
on 
For the rectangular distribution/the interval [A,B] the distribution 
function F(x) Is given by 
x-t1 
F(x) = B-A 
Making use of the formu I a 
a. 
I 
[<n-2p)F(xi>J + p 
derived earlier, we have 
a. 
I [ (n~2p) (xi-/\)] B-A - + p 
[
(n·-2p,. )x.1J + 
__ (o __ (n-2~)~) 
B--r\ r B-M 
* * n x. + p I 
* * n and p are constants det•a.rm i ned before the commencement of the sort. 
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The algorithm is simply a I inear transformation of the sort key. 
With NSTAR and PST/\R predetermined constants the FORTRAN coqing 
for this algorithm reduces to the single statement 
IADRS = NSTAR * X(I) + PSTAR 
(il) The Normal Distribution 
For this distribution the precise address calculation formula is 
[ !xi 2 - 1 2 -1 2 ] ai = (n-2p) -oo (2ncr ) 2 exp(-(2cr ) (t-u) )d~ + p 
There are no ambiguities, it Is non-decreasing and each address in the 
range [p, n-p] has an equal chance of occurring. However it does not 
meet the requirements of speedy calculation! To overcome this difficulty 
we approximate by providing a table of values of the normal Integral and 
by interpolating linearly. 
The amount of cere necessary for a satisfactory table together with 
the coding to perform the look-up operation is far less than the cere re-
quired for a numerical integration subroutine. (The Scientific Sub-
routine Package Program QATR, integration of a function by trapezoidal 
rule, require~ 386 words of core on the IBf-1 1130.) 
The table shown in figure 16, has proved itself in practice. It con-
sists of 61 points giving the area under the N(O, 1) curve to the left 
of points at intervals of , 1 between -3 and 3. 
Figure 17 illustrates the use of this table. Suppose we have 000 
records with sort 'Keys from N(12, 16). Suppose n = 3 000 and we 
decide to let . p = 250. 
1 
I 
' 
' 
) 
) 
I 
COLUMN 1 
-3.0. o .. oooo 
-2 .. 9 0.0019 
-2.8 0.0026 
-2.7 0.0035 
-2.6 0 .. 0047 
-2.5 0.0062 
-2.4 0.0082 
-2.3 -0.0107 
-2.2 0.0139 
-2.1 0.0179 
-2.0 0.0227 
-1.9 0 .. 0287 
-1.8 0.0359 
-1.7 0.0446 
-1 .. 6 0.0548 
-1.5 0.0668 
-1.4 0 .. 0808 
-1.3 0.0968. 
-1.2 0.1151 
-1.1 0.1357 
-1.0 0.1587 
-0.9 0.1841 I 
-o .. a 0.2119 
-0.7 0.2420 
-0.6 0.2743 
-0.5 0.3085 
-0.4 0.3446 
-0.3 0.3821 
---0.2 0.4207 
-0.1 0.4602 
o.o 0.5000 
46. 
F I G U R E 16 
COLUMN 2 COLUtv1N 1 COLUMN 2 
1 250 0.1. 0.5398 32 1599 
2 254 0.2 0.5793 33 1698 
3 256 0.3 0.6179 34 1794 
4 258 0.4 0.6554 35 1888 
5 261 0.5 0.6915 36 1978 
6 265 0.6 0.7257 37 2064 
7 270 0.7 0.7580 38 2144 
8 276 0.8 0.7881 39 2220 
9 284 0.9 0.8159 40 2289 
10 294 1.0 0.8413 41 2353 
11 306 1.1 0.8643 42 2410 
12 321 1.2 0.8849 43 2462 
13 339 1.3 0.9032 44 2507 
14 361 1.4 0.9192 45 2547 
15 387 1.5 0.9332 46 2.582 
16 417 1.6 0.9452 47 2612 
17 452 1.7 0.9554 48 2638 
18 492 1.8 0.9641 49 2660 
19 537 1.9 0.9713 50 2678 
20 589 2 .. 0 0.9773 51 2693 
21 646 2.1 0.9821 52 2705 
22 710 2·2 0.9861 53 2715 
23 779 2.3 0.9893 54 2723 
24 855 2 .. 4 0.9918 55 2729 
25 935 2.5 0.9938 56 2734 
26 1021 2.6 0.9953 57 2738 
27 1111 2.7 0.9965 58 2741 
28 1205 2.8 0.9974 59 2743 
29 1301 2.9 0.9981 60 2745 
30 1400 3.0 1.0000 61 2750 
31 1500 
\. 
47. 
F I G U R E 17 
x.-J.l I * I F<xi ),F<x. ) X. -- X. , X. eEl a. I a I 1 1 2 1 I 2 I I I 
- ·-
01 1 --2 975 i -3 0 ···2 9 0,0000 0,0019 0,0005 0,0005 251 
, I ' ·' 
' 
-2 9501-~ 0 -2 9 I0,2 0,0000 0 .• 0019 0,0010 I 0,0010 252 ' . ' 
6' 1 -1,475 -1,5 -1,4 0,0663 OP0808 0,0035 I Ot0703 425 I 
I 6,2 -1,450 -1,5 -1 ,4 0,0668 0,0808 0,0070 0,0738 434 I 
12, 1 0,025 0,0 0, 1 0,5000 0,5398 0,0099 l 0)5099 n524 
12 2 
I 
0,050 0,0 0 > 1 0,5000 0,5398 0,0199 0,5199 1549 . , 
I 
Tho first co I urnn gives the sort key, the socond the sort key· trans·· 
formed to NCO, 1). The third column shows which values in column 1 
of figure 17 to look up. Column four shows tho results of this operation. 
Column five shows the I !near interpolation according to the formula 
e.= 10(F(x. )- F(x. ))(x.--x 1. ). I 12 1 1 I 1 
Column six gives the approximation to 
the integra I : 
* F (x.) = F(x. ) + e. I ll I 
In the seventh column is the final address calculated by the formula 
a. [<n·-2p) F*(x)] + p 
I 
-· * , 1J 500 F (x)J + 250 
The sort keys have been chosen to i I lustrate how more space is made 
avai !able around the mean. 
The probabi I ity that the transfonnod point I ies outside the range of 
48. 
the table, i.e.outsid(~ of [-3, 3] is about 0,0024 (one point in 350). 
Points I ike 24,27 -16~ 19 and others more than three standard deviations 
from the mean are given integral values of 1,0 and 0,0 respectively 
and their addresses are calculatad from these values. 
On the computer the actui3l techniqu.-3 used is not to convert sort keys 
to N(O , 1) but to convert th(Jn to N(31 ; 100). 
The integral part of the transformed item is then the first of the 
two consecutive table values needed, and the fractional part is the pro-
portion of the difference of these two table values needed for the I !near 
interpolation. 
If the integral part is less than one it is not equal to one and the 
fractional part is set to zero. If the integral part is greater than 
sixty It is set equal to sixty and tho fractional part is set to 1PO. 
As the size of the sort area, n, and the amount of padding, p, 
are predetermined, they can be incorporated into the table. Such a table 
with n = 2 500 and p = 250, is shown in column 2 of figure 16. 
The FORTRAN statements needed to calculate the uddress of normally 
distributed data is shown in figure 18. 
the item to N(31 , 100). 
The first instruction converts 
Then follows a check to prevent the looking up of values that I le 
beyond.the table. 
Finally the interpolation is performed, using the table in column 2 
of figure 16, into which the size of the sort area and the padding space 
49. 
has been incorporated. 
If the mean and variance are unknown, they are estimated by evaluating 
the sample mean and variancE) b<:-;fore commencing the sort. 
F I G U R E 18 
SSDEV 10 ./SDEV 
NOR01 = (X(J) - AMEAt~) 
* 
SSDEV + 31.0 
I NT = IFIX (i'JOR01) 
FRAC = NOR01 - INT 
IF (INT) 18 , 18 
' 
19 
18 INT = 1 
19 IF <INT - 60) 20 20 1 21 
21 INT = 60 
20 IADRS = TABLE(INT) + FRAC*(TABLE(INT + 1)- TABLE (INT)) 
(iii) The Exponential Distribution 
The exponentiel distribution. 
f (x) = -llx ;>..e X > 0 
0 X < 0 
has the particularly simple distribution function 
1 - e->..x 
So a suitable algorithm would be 
a. 
I 
[ -llx· J ( n-2 p ) ( 1 -e 1 ) + p 
-- n·p- [<n·-2p) (e-X.xi >] 
-~iv) A general formula for data with a central tendency, whether symmetric 
or skew 
This is a very powerful address generating formula. It effectively 
handles data with a wide variety of distributions. It is most efficient 
when the sort keys are norma I or neiJr-norma I. It is, however, sufficiently 
50. 
robust to deal with even rectangularly distributed sort keys without break-
ing down. 
There are three passes through the data, the first and second determin-
ing parameters used in the final pass which calculates the addresses. 
The first pass determines the mean of the sort keys. The second pass 
yields two parameters which are estimates of the dispersion to the left 
and right of the mean. 
these 
where 
and 
and 
where 
and 
2 
SQ, 
If we have 
parameters 
n sort keys Xp x2' ••• ,xn 
are given by 
2 1/n .Q, s = JL 
x <x) = Q, 
En - 2 (X • -X) X Q. (X • ) i = 1 I I 
for x < x 
0 for x > x 
n 
n.ll. E. 1 X n (X. ) Y, I= x, I 
2 n - 2 s == 1 In E. 1 ( x. -x ) x ( x . ) r r 1= 1 r 1 
-Xr(x) = 0 for X < X 
-for x > x 
n 
nr = Ei=1 xr<xi) 
-
n then and mean X = E1=1 X. I. 
and s2 are used for the normalization of the sort keys, according 
r 
to formula 
where 
X. - X 
I 
I s*<x.) 
I 
t- ) s (x. = 
I 
X. < X 
I 
X. > X 
I 
The third pass through the data performs this n·onnal izatlon and 
51. 
calculates the addresses from the same table as is used for the sorting 
of normally distributed data. 
Thus, the addresses are calculated as if the data to the left of the 
mean had been sampled from a normal distribution with mean x and variance 
2 
sQ,' and the data to the right of the mean is treated as if it came from 
- 2 N<x,sr). 
The final program in Appendix II contains a FORTRAN I I sting of this 
algorithm. 
Figure 19 gives an indication of how this technique fits data derived 
from a number of situations. In these graphs the dotted I ine represents 
the empirical distribution of the data. The solid I ine is the distribu-
tion function by which the address sort approximates the empirical distri-
bution. The graphs are at I plotted from three 11 left deviationsn (sQ.) 
be I ow the mean to three 11 right deviations" above 1 t. They have been 
scaled so that the horizontal axes are of equal length. 
In figure 19(a) the data are 500 sort keys generated by the 
scientific subroutine GAUSS, which produces normally distributed random 
numbers with a given mean and deviation. 
In figure 19(b) the data are the appreciations since the beginning of 
1970 to March 1971 of 738 share prices on the Johannesburg Stock Exchange. 
(Appreciation = 100 Move/Last Effective Price.) 
Figure 19(c) shows how the technique deals with data with a lognormal 
distribution. 
52. 
In figure 19(d} the data ate the volume density of shares traded on 
the Johannesb-urg Stock Exchange during a week. 
(Volume density= 100 Volume traded/Total volume issued.} 
Although the fit in graphs (c) and (d) is rather poor, the increase 
in sorting time is very smal I. 
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A P P E N D I X 
Figure 20 gives a comparison of the various sorting techniques describ-
ed earlier. Brief derivations of cora requirements and the theoretical 
number of comparisons for each technique follow. 
The sod time given in the final column was the time taken to sort 
000 random integers. These were generated by the scientific subroutine 
RANDU. The programs were timed by instructing the computer to print a 
I ine of asterisks immediately preceding and following the actual sort 
instructions. 
1. SELECTION 
Core is required for both input and output I ists. 
N-1 comparison needed for each item, giving a total of N(N-1) 
comparisons. 
2. SELECTION AND EXCHANGE 
Only one array in core is required. 
When the list is of length n, n-1 comparisons are needed to find 
the next item. Hence tota I number of. comparisons is 
~~:~ n = t N(N-1) 
3. COUNTING 
Core is required for the input and output I ists and the counters. 
Comparisons derived as in 2. 
54, 
4. BASIC INSERTION 
Only one array in core is required. As the sort proceeds this I lst 
is split into an ordered and unordered sublist. 
When the ordered sub I ist has length n, the expected number of com-
parisons Is n/2. Hence total number of comparisons Is 
t E~:~n ; ~N(N-1) 
5, BINARY INSERTION 
Core requirements as in 4. 
When the ordered sublist has length n we expect 
[log2n] + 1 
comparisons to locate the position for new item. 
Hence total number of comparisons is approximately 
E~;l log 2n ; log2N! 
6. BINARY INSERTION WITH UP/00\~N SHIFT 
Core required for original I ist. Output I ist requires 2N eel Is 
of core since first item is place and centre of list. 
Comparisons are as for 5, but number of shifts is halved. 
7. QUADRATIC SELECTION 
N +IN cells needed for sublists and auxiliary list. 
N eel Is needed for output I ist. (lt\i-1> comparisons needed to 
select item from each sublist for auxi I iary I ist. Hence lt\i( IN-,. 1 ) com-
parisons are needed to form auxiliary I ist. To output the first item 
55. 
requires a further IN-1 'comparisons. For each of the remaining N-1 
items 2(/N-1) comparisons are needed. The overa I I tota I is 
CN-1 )(2/N-1) 
8. TOURNAMENT 
N eel Is of core required for input list and for output 1 ist • 
. N/2k+ 1 eel Is are needed for kth subl ist. Hence total eel Is for sub-
I ists 
N/2 + N/4 + .•• + 2 
~ N<t + ~ + ••• ) 
= N 
Thus total core requirements are approximately 3N. 
I 
Number of comparisons to fill the sublists is N. For each of the 
remaining N~1 items 2( [1og2NJ +1) comparisons are made. 
Total number of comparisons is 
N + 2<N-1 )( [log2N} +l) 
9. NATURAL TWO-WAY MERGE 
Since lt is impossible to predetermine which list wil I eventually 
contain alI the tiems, it is necessary that each of the four I ists has 
N eel Is at located to it. 
For each item during each pass, three comparisons are required. At 
worst, if the data are in reverse order, l1og2NI +l passes wll I be 
required. 
56. 
Hence n(.jmber of comparisons w iII be I ess tt.;:.n 
10. ADDRESS C/4.LCULATION 
Core is re~u1red for the input I ist and for the sort area. With 
ful !ness ratio R1 the total core requirements are thus 
<N+1)R 
The probability of a collision when there are n occupied eel Is in 
the sort area is n/RN, 
The expected number of col I isions is ~hus CRN>- 1 EN-l n = (N-1)/2R 
n=1 
and N = 1 000 this yields 167 col I isions. 
For each item there is one comparison to test if the calculated 
address is occupied. For each col I is ion there are at least three extra 
comparisons. Hence the total number of comparisons.wi I I exceed 
N + 3<N-1)/2R 
For values of R greater than about 2,5 we can expect that the total 
number of comparisons wi I I not be much larger since the probability of 
adjacent eel Is being occupied is smal I. 
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F I G U R E 20 
SORTING CORE REQU I REMHJTS COtv1PAR I SONS TIME. 
TECHNIQUE FORMULA ~J = 1000 FORMULA ~N = 1000 N = 1000 
min:secs. 
SELECTION 2N 2000 N2--N 999000 5:43 
SELECTION AND 
t<N2-N) EXCHANGE N 1000 499500 2:54 
COUNTING 3N 3000 t<N2-N> 499500 4:16 
BASIC INSERTION N 1000 k<N2-N> 249750 4:17 
BINARY INSERTION N 1000 log2<N;) 8500 2:49 
BINARY INSERTION 
i'J I TH UP /DOWN 3N 3000 I og2 ( N!) 8500 1 :31 SHIFT 
· QUADRATIC 
SELECTION 2N+IN 1035 CN-1) (2/N-1) 65000 :37 
-
TOURNN~ENT 3N 3000 N+2N( [1og2N}+1> 19000 :27 
NF\TURAL TV/0 4N 4000 less than 
'vJAY MERGE 3N( [1og2N]+1) 27000 :27 
ADDRESS ( R+ 1 ) N ( R+ 1) 1000 qreater than 1500 :07 for R:::3 
N+3<N-1 )/2R - : 13 for R=l 
-
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APPENDIX II 
A I isting of the. FORTRAN coding for each of the sorting techniques 
described earlier (with the exception of Quadratic Selection with Presort) 
follows. 
Comment cards describe each section of the programs - if these are 
read in conjunction with the detailed descriptions, it should be possible 
to follow the coding. 
These programs have been carefully tested. The timings given in 
Appendix were obtained from them when a thousand items of data were 
sorted. 
The final I isting is that of the currently most advanced version of 
the Address Sort. It is written as a subroutine and returns to the 
main I ine program th~ ranking of the data to be sorted. 
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L.G. UNDEf~HILL *** SELECT ION SORT VERSION 4 
INTEGER INPUTClOOOl,OUTPT(lOOOl 
DEFINE FILE 2 (lOOO,l,UrKRECl 
DATA IPRNT/5/ 
101 FORMAl(' ******************************************************') 
100 FORMAT llX,12110) 
WRITE(IPRNTrl01) 
N = 1000 
C*****READ LIST TO BE SORTED 
READ (2'll INPUT 
C*****.N PASSES THROUGH DATA 
00 2 Jz1eN 
C*****SET MIN TO FIRST ITEM ON LIST 
C*****SET LEAST TO POINT TO THIS ITEM 
MIN INPUTCll 
LEAST = 1 
C*****TO C***l DETERMINES MINIMUM ITEM ON LIST AND ITS LOCATION 
00 4 K=2,N 
IF ( INPUT(Kl - MIN) 
3 LEAST = K 
MIN = INPUTCIO 
4 CONTINUE 
C***l 
C*****TO C***2 STORES MINIMUM ITEM ANO REPLACES IT BY MAXIMUM INTEGER 
C***** 1130 CAN HANDLt 
OUTPTCJl = MIN 
2 INPUT(LEAST)=32767 
C***2 
WRITE ( IPRNT, lOll 
WRITE( I PRNT, 100) 
CALL EXIT 
END 
fEATURES SUPPORTED 
ONE WORD INTEGERS 
IOCS 
CORE REQUIREMENTS FOR 
COMMON 0 VARIABLES 
END OF COMPILATION 
II XEQ 
>G<FILES(2,RNDMOI 
\ 
OUTPT 
2018 PROGRAM 168 
LES 
LES 
LES 
LES 
LES 
LES 
LES 
LES 
LES 
LES 
LES 
LES 
LES 
LES 
LES 
LES 
LES 
LES 
us 
LES 
LES 
LES 
LE S 
LES 
LES 
LES 
u:s 
LES 
LES 
LES 
LES 
LES 
LES 
LES 
LES 
LES 
LES 
LES 
LES 
LES 
LES 
LES 
LES 
LES 
u:s 
LES 
ss 
ss 
ss 
ss 
ss 
ss 
ss 
ss 
ss 
ss 
ss 
ss 
ss 
ss 
ss 
ss 
ss 
ss 
ss 
ss 
ss 
ss 
ss 
ss 
ss 
ss 
ss 
ss 
ss 
ss 
ss 
ss 
ss 
ss 
ss 
ss 
ss 
ss 
ss 
ss 
ss 
ss 
ss 
ss 
ss 
ss 
LES SS 
LES SS 
, .. 
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L.G. UNDERHILL ~~* SELECTION AND EXCHANGE SORT VERSION 2 *** 
INTEGER INOUT(lOOOJ 
DATA IPRNT/5/ 
DEFINE F!LE2 llOOO,l,U,KRECl 
100 FORMAT llX,l2Il0l 
101 FORMAT(' ***************************************~**************'! 
N 1000 
READI2'l) CINOUTCI), I= l,N) 
WRITEIIPRNTolOll 
C***** N-1 PASSES THROUGH DATA CON CN-llTH PASS FINAL PAIR OF ITEMS 
C*****OROEREDl 
DO J = 2,N 
Jl J-1 
C*****SET 
C*****SET 
MIN 
LEAST 
MIN TO FIRST ITEM 
LEAST TO POINT TO 
INOUT (Jll 
OF UNSORTED SUBLIST 
THIS ITEM 
J1 
C*****TO C***l DETERMINES MINIMUM ITEM AND ITS LOCATION IN SUBLIST 
DO 4 K J,N 
IF CINOUTIKl-MI~l 3, 4, 4 
3 MIN = INOUTCK) 
LEAST=K 
4 CONTINUE 
C***l 
C*~***TO C***2 EXCHANGES MINIMUM ITEM WITH FIRST ITEM OF SUBLIST 
C*****SORTED SUBLIST GROWS BY ONE ITEM, UNSORTED SUBLIST\SHRINKS ONE 
C*****ITEM 
!SAVE INOUT(Jll 
INOUTCJll INOUTILEASTl 
1 INOUTILEASTl=ISAVE 
WRITf(IPRNT,lOll 
WRITE(IPRN:,lOOl INOUT 
CALL EXIT 
END 
FEATURES SUPPORTED 
ONE WORD INTEGERS 
IOCS 
CORE REQUIREMENTS FOR 
COMMON 0 VARIABLES 
END OF COMPILATION 
II XEQ 1 
1020 PROGRAM 200 
LGU SES 
LGU SES 
LGU SES 
LGU Sf:' S 
LGU SES 
LGU Sf:'S 
LGU SE S 
LGU SES 
LGU SES 
LGU SES 
LGU SES 
LGU SES 
LGU SES 
LGU SES 
LGU SES 
LGU SES 
LGU SES 
LGU SES 
LGU SES 
LGU SES 
LGU SES 
LGU SES 
LGU SES 
LGU SES 
LGU SES 
LGU SES 
LGU SES 
LGU SE S 
u;u SES 
LGU SES 
LGU sE s 
LGU SES 
LGU SES 
LGU SES 
LGU SES 
LGU SE S 
LGU SES 
LGU SES 
LGU SES 
LGU SES 
LGU SES 
LGU SES 
LGU ·ses 
LGU St:S 
LGU 5[5 
LGU SES 
LGU SES 
LGU SE S 
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L.G. UNDERHILL *** SORTING BY COUNTING VERSION 3 
INTEGER ISORT!lOOOl 
INTEGER LIST(lOOOl,KOUNTI1000l 
DATA KOUNT,IPRNT I 1000*1,5/ 
DEFINE FILE l(lOOO,l,U,KRECl 
101 FORMAT(' ******************************************************') 
100 FORMAT ClX,l2IlOl 
REAlHl'll LIST 
WRITE (1PRNT~l01l 
N - 1000 
C*****ALL COUNTERS IN ARRAY KOUNT PRESET TO ONE BY DATA STATEMENT 
C***** N-l PASSES !FIRST PASS DEALS WITH TWO ITEMS) 
DO 5 I=2,N 
C*****THESE INSTRUCTIONS SAVE THE COMPUTER REFERENCING THE SAME 
C*****OIM~NSIONED ITEM REPElTEDLV A TIME CONSUMING OPERATION ON 
C*****THE IBM 1130 
USTI = LISTIIl 
KOUNI = KOUNTIIl 
C*****TO C***l COMPARES I TH ITEM OF LIST WITH ALL PREVIOUS ITEMS AND 
C~****INCREMENTS COUNTERS IN KOUNT ACCORDING TO THE RULE ADD ONE 
C*****TO THE COUNTER CORRESPONDING TO THE LARGER ITEM 
Il=I-1 
DO 2 J=l,Il 
lF(LISTI-LISTIJll 1, 3t 3 
3 KOUNI =KOUNI+i 
GO TO 2 
1 KOUNT!Jl=KOUNTIJl+1 
2 CONTINUE 
5 KOUNT(Il = KOUNI 
C*****TO C***2 USES FINAL VALUES OF THE COUNTERS TO ORDER THE LIST 
DO 4 J=ltN 
KNT J = KOUNT! J l 
4 ISORT(KNTJl = LlSTCJl 
WRITE (I PRNT, 1011 
WRITE !IPRNT,lOOl !SORT 
Ct.LL EXIT 
END 
FEATURES SUPPORTED 
ONE WORD INTEGERS 
roes 
CORE REQUIREMENTS FOR 
COMMON 0 VARIAtlLES 
END OF COMPILATION 
3020 PROGRAM 210 
LGU cs 
LGU cs 
LGU ts 
LGU cs 
LGU cs 
LGU cs 
LGU cs 
LGU r.s 
LGU cs 
LGU cs 
LGU cs 
LGU cs 
LGU cs 
LGU cs 
LGU cs 
LG 1J cs 
LGJ cs 
LGU cs 
LGU cs 
LGU cs 
LGU cs 
LGU cs 
LGU cs 
LGU cs 
LGU cs 
LGU cs 
LGU cs 
LGU cs 
LGU cs 
LGU cs 
LGU cs 
LGU cs 
LGU cs 
LGU c.s 
LGU cs 
LGU cs 
LGU cs 
LGU cs 
LGlJ cs 
LGU cs 
LGU cs 
LGU cs 
LGU cs 
LGU cs 
LGU cs 
LGU cs 
LGU cs 
LGU cs 
LGU cs 
*'~<* 
/ 
,. 
' 
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L.G. UNDERHILL *** ~ASIC !NSERTION SORT *** 
INTEGER LIST!lOOO), SHIFT 
DEFINE FILE l ClOOO,l,U,KRECl 
DATA IPRNT 151 
100 FORMAT (' •,12110) 
101 FORMAT(' ******************************************************') 
READ Cl'll LIST 
WRITE (IPRNT,lOll 
DO 5 J=2,1000 
SHIFT = 0 
L!STJ = LIST!Jl 
Jl :J-1 
DO 1 K=l,Jl 
C*****WHILE SHIFT IS ZERO WE ARE STILL SEARCHING FOR POSITION OF NEW 
C*****ITEM. IF SHIFT IS NON ZERO WE ARE IN SHIFTING PHASE. 
IFISHIFTl 4t 3, 4 
C*****iF NEW ITEM IS LARGER, EXAMINE NEXT ITEM 
C*****IF NEW ITEM IS SMALLER, START SHIFTING 
3 IFCLISTJ - LIST!Kll 2, lr 1 
C***** M MARKS POSITION AT WHICH NEW ITEM IS TO BE INSERTED 
2 M=K 
SHIFT = 1 
C*****GO TO BOTTOM OF SORTED SUBLIST, START SHIFTING THERE AND WORK 
C*****BACKWARDS TO POSITION MARKER M 
4 MJK =M+J-K 
LISTCMJK)=LISTCMJK-ll 
1 CONTINUE 
C*****IF AT THIS STAGE 
C*****CORRECT POSITION 
IF !SHIFT) 
SHIFT IS STILL ZERO, NEW ITEM IS ALREADY IN 
6 LIST!Ml = LISTJ 
5 CONTINUE 
WRITE ClPRNTr10ll. 
WRITECIPRNTrlOOl LIST 
CAll EXIT 
END 
FEATURES SUPPORTED 
ONE WORD INTEGERS 
IOCS 
CORE REQUIREMENTS FOR 
COMMON 0 VARIABLES 
END OF COMPILATION 
II XEQ 1 
*FILESC1 1 RNOMOl 
6, s. 6 
' \ 
1020 PROGRAM 192 
****************************************************** 
*******************~********************************** 
LGU IS 
LGU IS 
LGU IS 
LGU IS 
LGU IS 
LGU IS 
LGU IS 
LGU IS 
LGU IS 
LGU IS 
LGU IS 
LGU IS 
LGU IS 
LGU IS 
LGU IS 
LGU IS 
LGU lS 
LGU rs 
LGU IS 
LGU IS 
LGU IS 
LGU IS 
LGU IS 
LGU IS 
LGU IS 
LGU IS 
LGU l s 
LGU IS 
LGU rs 
LGU IS 
LGU IS 
LGU IS 
LGU IS 
LGU IS 
LGU IS 
LGU IS 
LGU IS 
LGU IS 
LGU IS 
LGU IS 
LGU IS 
LGU IS 
LGU IS 
LGU IS 
LGU IS 
100 
101 
L.G. UNDERHILL *** BINARY INSERTION SORT *** 
INTEGER LISTClOOO),P,SAVE LGU 
DEFINE FILE lClOOO,l,U,KRECl LGU 
DATA IPRNT/5/ LGU 
FORMAT(' ',12110) LGU 
FORMAT(' *******************************************************')LGU 
WRITE!IPRNT,lOll LGU 
N = 1000 LGU 
C*****READ ITEMS TO BE SORTED 
READil'll(LlSTIJl ,J=l,Nl 
LGU 
LGU 
LGU 
C-----THESE COMMENT DESCRIBE THE PROCEDURE BETWEEN C*****2 AND C*****3 
C***** L IS HALVED IN EACH LOOP BETWEEN C*****2 AND C*****3 
C***** K POINTS TO CELL IN THE SORTED SUBLIST WITH WHICH NEW ITEM IS 
C$****BEING COMPARED 
C*****THUS l*P (WHERE P IS +1 OR -ll IS THE FACTOR WHICH MUST 
C*****BE ADDED TO K SO THAT IT POINTS TO WHERE THE NEXT COMPARISON 
C*****WILL TAKE PLACE 
LGU 
LGU 
LGU 
LGU 
LGU 
LGU 
LGU 
LGU 
LGU 
LGU 
LGU 
LGU 
LGU 
+1 IF NEW ITEM HAS GREATER SORT KEY THAN 
-1 IF NEW ITEM HAS SMALLER SORT KEY THAN 
LISTIKl HAVE EQUAL KEYS, SET P TO +1 
C~**** P IS SET TO 
C***** P IS SET TO 
C~****IF NEW ITEM AND 
C*****LEAVE INNER LOOP 
liST(K) LGU 
llSTIKl LGU 
AND LGU 
LGU 
LGU 
C*****WHEN L ~ECOMES EQUAL TO 1 WE HAVE DETERMINED BETWEEN WHICH LGU 
C*****PAIR OF ITEMS ON SORTED SUBLIST NEW ITEM IS TO BE INSERTED AND LGU 
C*****WE LEAVE INNER LOOP LGU 
LGU 
LGU 
C*****l LGU 
LGU 
DO l J=2,N LGU 
LGU 
C***** K , P AND L ARE SET TO 0 t +1 AND J RESPECTIVELY AT THE LGU 
C*****BEGINNING OF EACH OUTER LOOP IC*****l TO C*****4l LGU 
K 0 LGU 
P=l LGU 
L = J LGU 
LGU 
C***** SAVE CONTAINS THE NEW ITEM TO BE INSERTED LGU 
SAVE liSTIJl LGU 
LGU 
LGU 
C*****2 LGU 
3 l=ll+ll/2 
K=K+L*P 
IF (Kl 
12 IF (K-Jl 
14 IF lliST!Kl-SAVEl 
5 P=l 
GO TO 4 
7 P=-1 
4 IF ( L-1) 
5t 
l4t 
5, 
-· 
2, 
5,12 
7, 7 
6, 7 
2, 3 
LGU 
LGU 
LGU 
LGU 
LGU 
LGU 
LGU 
LGU 
LGU 
LGU 
63. 
fiiS 
f:liS 
BIS 
BIS 
tiTS 
BIS 
lHS 
BIS 
f:liS 
B!S 
f:liS 
diS 
BIS 
l)J s 
B!S 
HS 
BIS 
BIS 
BIS 
BIS 
ars 
BIS 
BIS 
(:l[ s 
f:liS 
BIS 
lH S 
BIS 
BIS 
BIS 
oiS 
BIS 
BIS 
BIS 
BIS 
a r s · 
t:liS 
BIS 
BIS 
BIS 
BIS 
BIS 
BIS 
BIS 
BIS 
BIS 
RIS 
BIS 
BIS 
BIS 
BIS 
OIS 
BIS 
I:H S 
BIS 
tHS 
diS 
BIS 
L.G. UNDERHILL *** BINARY INSERTION SORT 
6 P=l 
C~*~**THIS FOR~ULA CALCULATES THE NUMBER OF ITEMS THAT REQUIRE SHIFTING 
C*****IT IS A FUNCTION OF J THE CURRENT LENGTH OF THE SUBLIST, THE 
C~**~*POSITION K AT WHICH THE LAST COMPARISON OCCURRED AND P WHICH 
C*****MAKES THE ADJUSTMENT FOR PLACING THE NEW ITEM ABOVE DR BELOW 
CU*** L1 S T( K l 
2 MOVES=J-K-CP+l)/2 
C*****TREAT SPECIAL CASE WHEN NUM!:IER OF MOVES IS ZERO SEPARATELY 
C*****DTHERWISE START SHIFTING AT TOP Of SORTED SUBLIST AND FINALLY 
C*****MOVE THE NEW ITEM STORED IN SAVE INTO ITS CORRECT POSITION 
IF !MOVES) 
9 llSTIJl=SAVE 
GO TO 1 
10 DO 8 M=l,MOVES 
JM= J-M 
B LISTIJM+ll=LISTIJMl 
KP=K+CP+ll/2 
LISTIKPl=SAVE 
1 CONTINUE 
9, 9,10 
WRITECIPRNT,lOll 
WRITECIPRNT,lOOl ILISTIJl,J=l,Nl 
CALL EXIT 
END 
FEATURES SUPPORTED 
ONE WORD INTEGERS 
IOCS 
CORE REQUIREMENTS FOR 
COMMON 0 VARIABLES 
END OF COMPILATION 
II XEQ 1 
*FILESI1,RND~l0l 
1024 PROGRAM 310 
******************************************************* 
******************************************************* 
11 35 43 73 75 
353 355 385 403 435 
729 74 7 771 779 849 
1051 10~9 1131 1145 1169 
1353 1403 1497 1505 1539 
1811 1819 1849 1851 ' 1859 
91 131 
4tl3 523 
899 923 
1171 1225 
1547 1 705 
188~ 2059 
64. 
*** 
LGU BIS 
LGU B!S 
LGU BIS 
LGU BIS 
LGU BIS 
LGU BIS 
LGU BIS 
LGU BIS 
LGU BIS 
LGU BIS 
LGU BIS 
LGU BIS 
LGU BIS 
LGU BIS 
LGU BIS 
LGU BIS 
LGU BIS 
LGU BIS 
LGU BIS 
LGU BIS 
LGU lliS 
LGU iHS 
LGU BIS 
LGU BIS 
LGU BIS 
LGU BIS 
LGU BIS 
LGU BIS 
LGU BIS 
LGU BIS 
LGU BIS 
LGU biS 
LGU BIS 
LGU !:liS 
LGU BIS 
LGU BIS 
i 
LGU BIS 
LGU BIS 
lR7 195 
-
?63 579 ---
'153 961 
12 2 7 1241 
1 707 1745 
2129 2131 
65. 
L.G. UNDERHILL * BINARY INSERTION SORT WITH RETARD/ADVANCE * 
INTEGER LIST(lOOOl,SORT(2000l,llP,P LES 
DEFINE FILE l(lOOOrlrU,KRECl LES 
DATA IPRNT/5/ LES 
100 
i01 
FORMAT(• 8 gl2!10) LES 
FORMAT!' *******************************************************'lLES 
WRI~E(IPRNT 1 10ll LES 
N = 1000 LE: S 
READ(l 0 1) I LISTIJ), J = l,N) LES 
LES 
C*****PLACE FIRST ITEM OF ARRAY TO BE SORTED AT MIDDLE OF ARRAY 
SORTil000l=LlST1ll 
SORT LE S 
LES 
LES 
C***** ITOP 
ITOP 
lBOT 
AND I BOT 
1000 
MARK THE LIMITS OF SORTED SUBLIST IN ARRAY 
= 
= 1000 
DO 1 J=2,N 
LISTJ =LIST!Jl 
C***** K , p AND L ARE AS BINARY INSERTION SORT 
K=IBOT - 1 
P=l 
ZIP = 1 
!TEST = 1 
L=J 
4 IF IL-l) 
3 L = (L+U/2 
K=K+l*P 
IF !K - IBOTl 
17 IF IK- ITOPl 
18 IF ISORT(Kl-LISTJ) 
5 P=1 
GO TO 12 
7 p;-1. 
12 IF I ITESTl 
11 ITEST = 0 
2, 2' 3 
5,17,17 
18, 18, 7 
5' 6 t 7 
4, 4,11 ' \ 
C$**** ZIP DETERMINES WHETHER WE 
C*****AFTER THE FIRST COMPARISON 
C*****VALUE Of P 
RETARD OR ADVANCE 
ZIP '= P 
GO TO 4 
6 P=l 
ZIP IS SET EQUAL TO THE CURRENT 
C*****ADJUSTS LIMITS OT SORTED ARRAY 
2 !BOT = IBOT-11-ZIPl/2 
!TOP '= ITOP+Il+ZIPl/2 
C*****COMPUTES NUMBER OF SHIFTS UP OR DOWN REQUIRED 
MOVES= 11-ZIPl*IK-IBOT-11-Pl/2)/2 
1 + (llP+1l*I·ITOP-K-(P+ll/2l/2 
SORTLES 
LES 
LES 
LES 
u:s 
LES 
LES 
LES 
LES 
LES 
LES 
LES 
LES 
LES 
LES 
us 
LES 
LES 
LES 
lfS 
LES 
LE S 
LES 
LES 
LES 
LES 
LES 
LES 
LES 
LES 
LES 
LES 
LES 
LES 
LES 
LES 
LES 
LES 
LES 
lf: s 
LES 
C*****TREAT SPECIAL CASE OF NO MOVES liTEM GOES AT LIMITS> SEPARATELY LES 
LES 
LES 
LES 
LES 
IF (MOVES) 9, 9,10 
C*****TREAT SHIFTS UP OR DOWN SEPARATELY 
10 IF !ZIP) 14 1 15,15. 
BIRA 
BIRA 
BIRA 
BIRA 
BlRA 
BIRA 
BIRA 
BIRA 
BIRA 
BIRA 
BIRA 
URA 
BIRA 
BIRA 
BIRA 
8IRA 
8IRA 
BIRA 
BIRA 
BIRA 
8IRA 
BIRA 
BIRA 
BIRA 
BIRA 
B!RA 
BIRA 
BIRA 
BIRA 
BIRA 
BIRA 
BIRA 
BIRA 
BIRA 
BIRA 
BIRA 
BIRA 
BIRA 
BIRA 
BIRA 
B!RA 
BIRA 
BIRA 
BIRA 
BIRA 
BIRA 
BIRA 
BIRA 
B!RA 
BIRA 
BIRA 
BIRA 
BIRA 
BIRA 
BIRA 
BIRA 
BIRA 
BIRA 
T 
66. 
L~G. UNUERH[LL * BINARY INSERTION SORT WITH RETARD/ADVANCE * 
14 DO 16 M=l,MOVES U:S BIRA 
MBOT IBOT+M LES BIRA 
16 SORTIMBOT-ll = SORTCMBOTl LES BI RA 
GO TO 9 LES BIRA 
15 DO 8 M=1 1 MOVES LES BIRA 
MTOP ITOP-M us B IRA 
8 SORTIMTOP+ll SORT(MTOPl LES !:liRA 
LES BlRA 
C*****COMPUTES POSITION AT WHICH NEW ITEM MUST BE INSERTEU LES BIRA 
9 KP K+(P+ZIPI/2 LES BIRA 
1 SORT!KP) LIST J LES B!RA 
LES BIRA 
WRITEIIPRNTtlOll LES BIRA 
WRITEIIPRNT,lOOI I SORT(J l t J=IBOT,ITOPI LES BIRA 
CALL EXIT LES BIRA 
END LES BIRA 
FEATURES SUPPORTED 
ONE WORD INTEGERS 
IOCS 
CORE REQUIREMENTS FOR 
COMMON 0 VARIABLES 3038 PROGRAM 448 
END OF COMPILATION 
II XEQ 1 Lf:S BIRA 
*FILESI1,RNDM0) LES BIRA 
******************************************************* 
******************************************************* 
ll 35 43 73 75 91 131 187 195 
353 355 385 403 435 1 483 523 563 579 
729 747 771 779 849 . 899 923 953 961 
1051 1099 1131 1145 1169 1171 1225 1227 1241 
1353 1403 1497 1505 1539 154 7 170':> 1707 1745 
1811 1819 1849 1851 1859 1889 2059 2129 2131 
2169 2227 2235 2315 2355 2419 2441 2505 2515 
2579 2625 2633 2659 2673 2675 2713 2731 2.753 
281"1 2827 2841 2921 2961 2971 3025 3041 3083 
3185 3225 3257 3313 3315 3339 3347 3353 3425 
3491 3497 3571 3601 3713 3 737 3 "l4 7 3 ·r5 5 3785 
3899 3913 3931 3961 4003 4017 4019 4033 4099 
4273 4305 4361 4529 4539 4571 4577 4585 4603 
4779 4899 4947 4961 4963 4985 5001 '>065 501.}1 
5289 5331 5393 5425 5475 5561 S625 5633 ':>681 
5811 5889 5931 5937 5939 5979 6001 6003 6019 
6203 6259 6345 6363 6441 6473 6515 6529 6545 
6665 6683 6777 6779 6787 6803 6825 6851 6899 
6993 7105 7147 7155 7185 7267 7273 7305 73"15 
7563 7571 7603 . 7625 7731 7763 7 771 7779 7801 
7889 7931 7979 8041 R059 8075 80fl9 8131 8147 
8217 8233 8251 8331 833 7 8339 8353 8355 B4ll 
8601 8603 8611 8617 870, 8729 8731 8793 8843 
8937 8977 8979 9049 9099 9113 9121 922, 9241 
9345 9347 935':> 9395 9411 9457 9501 9523 9,61 
9601 9611 9643 9699 9747 9763 978, 9795 9817 
67. 
L.G. UNDERHILL ** QUADRATIC SELECTION WITHOUT PRESORT VERSION 3 ** 
INTEGER LISTI33,32l 1 SORTI1000l,PLACE,AUX,ITMINI33l LES QS 
DEFINE FILE 11l000,1,U,KRECl LES OS 
DATA PLACE/1/,IMP/0/,IPRNT/5/ LES QS 
DATA HAX/32767/ LES QS 
100 FORMAT(' ',12I10l LES QS 
101 FORMAT!' *******************************************************')LES QS 
C***** ITEMS TOTAL NUMBER OF ELEMENTS TO BE SORTED LES QS 
ITEMS = 1000 LES QS 
ITEMS 800 LES OS 
WRITE ~IPRNT,101l LES QS 
u:s OS 
LES QS 
C*****DETERMINE NUMBER OF ITEMS IN EACH SUBLIST 
C*****SUBLISTS HAVE ~P TO TWO ELEMENTS LESS THAN THE 
C*****THE NEXT INTEGER OF THE SQUARE ROOT OF ITEMS 
C***** ITMIN(J) NUMBER OF ITEMS IN J TH SUBLIST 
LISTS= IFIXI SQRTtFLOATIITEMSll+1.00000ll 
IF liLISTS-11**2-ITEMSl 19,18,16 
18 LIST~ = LISTS-1 
LOVER = 0 
GO TO 10 
19 LOVER = LISTS**2-ITEMS 
IF !LOVER-LISTS) 10,10,11 
11 IMP l 
10 LIMP = LISTS-IMP 
NOVER = LOVER-IMP*LISTS 
DO 1 J=l,LISTS 
1 ITMIN!Jl = LIMP 
IF INOVERl 16,21,20 
20 LIMP LIMP-1 
DO 2 J=1 1 NOVER 
DO 2 J=l,NOVER 
2 ITMIN!Jl = LIMP 
C*****FORM SUBLISTS 
21 READ 11'1ltSORT!Jl,J=l,ITEMSl 
IMP 1 
DO 23 J=1,LISTS 
ITEMJ=ITMIN(J) 
DO 22 K=l,ITEMJ 
LIST(J,KI=SORTIIMP) 
22 IMP = IMP+1 
23 CONTINUE 
ROUNDING OFFTO 
t*****FORM AUXILIARY LIST - FIND MINIMAL ELEMENT IN EACH SUBLIST 
AUX LISTS+l 
ITMINIAUXJ = LISTS 
DO 5 K=1,LISTS 
GO TO 3 
8 LISTIAUX,Kl = MIN 
5 LISTIK,LEASTl=MAX 
UoS QS 
LES QS 
U:S QS 
LES QS 
L:S QS 
LES QS 
l[S QS 
LES QS 
LES QS 
LES QS 
u:s QS 
LES QS. 
LES QS 
U:S OS 
US QS 
LES QS 
LES QS 
LES OS 
LGU QS 
US QS 
LES QS 
LGU QS 
l[S QS 
LES QS 
LGU QS 
LES QS 
LES QS 
LES QS 
LE:S QS 
LES QS 
U:S QS 
LES QS 
LES QS 
LES QS 
LES QS 
LES QS 
LES QS 
LES QS 
US QS 
U:S QS 
LES QS 
U:S QS 
LES QS 
LES QS 
LES QS 
LES OS 
68. 
L.G. UNDERHill ** QUADRATIC SELECTION WITHOUT PRESORT VERSION 3 ** 
C$****FIND MINIMUM Of AUXILIARY LIST FOR OUTPUT 
!KP 1 
15 PLACE 2 
K AUX 
GO TO 3 
9 IF (MIN-MAX) 
17 SORT!IHPI =MIN 
ft.•,p = IMP+l 
17,16,16 
C~****REPLACE ITEM CHOSEN FROM AUXILIARY LIST WITH SMALLEST ITEM FROM 
C*****CORRESPONDING SUBLIST 
K LEAST 
PLACE = 3 
GO TO 3 
12 LIST!AUX,KI = MIN 
LIST(K,LEASTI = MAX 
GO TO 15 
C*****ROUTINE TO fiND SMALLEST ITEM 
3 LEAST ,. l 
MIN a LIST(K,ll 
ITEMK = ITMIN(K) 
DO 4 J=2 ,ITEMK 
IF ILIST(K,JI-MINI 
6 LEAST J 
MIN = LIST(K,JI 
4 CONTINUE 
GO TO (8,9,12), PLACE 
16 WRITEIIPRNT,lOll 
WRITE!IPRNT,lOOI SORT 
CALL EXIT 
END 
FEATURES SUPPORTED 
ONE WORD INTEGERS 
IOCS 
CORE REQUIREMENTS FOR 
STRAIGHT SELECTION 
6, 4, 4 
\ 
COMMON 0 VARIABLES 2120 PROGRAM 510 
END OF COMPILATION 
II XEQ 
*FILESiloRNDMO,lCECl 
LES QS 
LES QS 
LES QS 
LES QS 
LES QS 
LES QS 
LES QS 
LES OS 
LES OS 
u:s QS 
LES QS 
LES OS 
LES QS 
LES QS 
LES QS 
LES QS 
LES QS 
LES QS 
LES QS 
LES QS 
LES QS 
LES QS 
LES QS 
U:S OS 
U:S QS 
LES OS 
LES QS 
LES OS 
LES QS 
LES QS 
LES QS 
U:S OS 
LES QS 
u:s QS 
LES QS 
LES QS 
LES QS 
LES QS 
LES QS 
LES QS 
LES OS 
LES OS 
LES QS 
. lE S QS 
LES QS 
lt S QS 
69. 
L.G. UNDERHILL *** TOURNAMENT SORT *** 
INTEGER LIST!25001 1 SORTI1000) 1 TABLEI15) LGU 
DATA IPRNT,M,MAX /5 1 2,32767/ LGU 
DEFINE FILE l(l000,1 1 U1 KRECI LGU 
100 
iOl 
FORMAT( I I ,12110) LGU 
FORMAT(' ******************************************************* 1 lLGU 
WRITE CIPRNT,l01) LGU 
C---~-THESE COMMENTS ARE A GENERAL DESCRIPTION OF THE PROGRAM 
C-----BETWEEN C*****l AND C*****2 
LGU 
LGU 
LGU 
LGU 
LGU 
LGU 
LGU 
LGU 
C***** TABLEIM) STORES THE LOCATION OF THE START OF THE 
C*****IT IS ALWAYS EVEN 
M TH SUBLIST LGU 
C***t"* J 
C*****IN 
POINTS TO POSITION WHERE CURRENT COMPARISON IS TAKING PLACE 
(M-llTH SUBLIST 
C***** JDASH POINTS TO POSITION IN 
C*****THIS COMPARISON IS STORED 
M TH SUBLIST WHERE THE WINNER OF 
C***** J INCREASES IN STEPS OF TWO. IT IS ALWAYS AN EVEN NUMBER. 
C*****ALWAYS POINTS TO THE FIRST OF THE TWO ITEMS BEING COMPARED 
C***** JDASH IS INCREMENTED BY ONE 
IT 
LGU 
LGU 
LGU 
LGU 
LGU 
LGU 
LGU 
LGU 
LGU 
LGU 
LGU 
LGU 
LGU 
C*****WHEN J BECOMES EQUAL TO TABLE(MI THE (M-11 TH SUBLIST IS LGu 
CC****EXHAUSTEO, THE M TH SUBL!ST IS COMPLETE, AND THE FIRST LGU 
C*****EVEN-NUMBERED CELL AFTER JDAS~ BECOMES TABLEIM+ll LGU 
LGU 
C*****NOTE THAT THE M TH SUBLIST IS APPROXIMATELY HALF THE LENGTH OF LGU 
C~****THE (M-ll TH SUBLIST LGU 
LGU 
C*****NOTE THAT IN ALL SUBLISTS !OTHER THAN THE FIRST) THE ADDRESSES LGU 
C*****ARE STORED, AND NOT THE KEYS THEMSELVES LGU 
LGU 
C*****FIRST ITEM SET GREATER THAN MAXI~UM POSSIHLE SORT KEY LGU 
LISTill =MAX LGU 
LGU 
N = 1000 LGU 
Nl N+l LGU 
REAO(l 1 ll (LISTIJl,J=2rNll LGU 
J=2 I LGU 
C$****INITIAL SETTING OF JDASH TO FIRST EVEN NUMBER AFTER N 
LIST(N+2l MAX 
JDASH = 2*11N+3l/2l 
C*****l 
LGU 
LGU 
LGU 
LGU 
LGU 
LGU 
LGU 
LGU 
7 TABLE!M) = JDASH LGU 
LGU 
C*****SINCE FIRST SUBLIST CONTAINS KEYS IT IS TREATED SEPARATELY LGU 
20 IF IM-2l 8, 8, 9 LGU 
8 KO = J LGU 
rs 
TS 
TS 
TS 
TS 
TS 
TS 
TS 
r: 
TS 
TS 
TS 
TS 
TS 
TS 
TS 
TS 
TS 
TS 
TS 
TS 
TS 
TS 
TS 
rs 
TS 
TS 
TS 
TS 
TS 
TS 
TS 
.TS 
TS 
TS 
TS 
TS 
TS 
TS 
TS 
TS 
TS 
TS 
TS 
TS 
TS 
TS 
TS 
TS 
rs 
TS 
TS 
TS 
TS 
TS 
rs 
TS 
TS 
Kl = J·n 
GO TO 10 
9 KO = LIST(Jl 
K 1 = LIST ( J+ l) 
L.G. UNDERHILL 
10 IF {LISTIKO)-LIST(Kl)) lt lr 2 
l LIST(JDASH) = KO 
GO TO 3 
2 LIST!JDASHl :Kl 
3 J=J~2 
JDASH = JDASH + l 
IF (J-TABLEIM)) 20 t 5 t 5 
*** TOURNAf1ENT SORT 
C*****THE SUBLISTS ARE COMPLETED WHEN THIS CONDITION IS MET 
5 iF (JDASH-J-1) 6,6,4 
*** 
CO****IF JDASH IS ODD THESE INSTRUCTIONS MAKE LISTIJDASHl REFE~ENCE 
C***** LIST!ll , AND CONVERT JDASH TO THE NEXT EVEN NUMBER 
C*****IF JDASH IS EVEN THESE INSTRUCTIONS HAVE NO EFFECT 
4 LIST(JOASHI = l 
JDASH = 2*((JdASH+ll/2) 
M=M+l 
GO TO 7 
C*****2 
6 JDASH = JOASH - 1 
DO 11 K=l ,N 
C*****OUTPUT THE WINNING ITEM AND REPLACE IT WITH MAXIMUM SORT KEY 
KO LISTIJDASH) 
SORT!Kl = LIST(KO) 
LISTIKO) = MAX 
C***~*FIND POSITION ·THIS ITEM OCCUPIED IN SECOND SUBLIST 
MM = 2 
Kl (K0-2)/2 
JOASH = TABLEIMMl+Kl 
IF IK0-2*Kl-2) 
13 KO =K0-2 
12ol2rl3 
C*****REPLACE IT IN SECOND SUBLIST WITH ITEM IT WAS ORIGINALLY 
C*****COMPARED WITH 
12 LISTIJDASHl = KO+l 
C*****FIND POSITION WHICH MUST BE ADJUSTED IN THIRD AND SUBSEQUENT 
C*****SUBLISTS 
14 MM = MM+l 
70. 
--
-
LGU TS 
LGU TS 
LGU TS 
LGU TS 
LGU TS 
LGU TS 
LGU TS 
LGU TS 
LGU TS 
LGU TS 
LGU TS 
LGU TS 
LGU TS 
LGU TS 
LGU TS 
LGU TS 
LGU TS 
LGU TS 
LGU TS 
LGU TS 
LGU TS 
LGU TS 
LGU TS 
LGU TS 
LGU TS 
LGU TS 
LGU TS 
LGU TS 
LGU TS 
LGU TS 
LGU TS 
LGU TS 
LGU TS 
LGU. TS 
LGU TS 
· LGU TS 
LGU TS 
LGU TS 
·LGU TS 
LGU TS 
LGU TS 
LGU TS 
LGU TS 
LGU TS 
LGU TS 
LGU TS 
LGU TS 
LGU TS 
LGU rs 
LGU rs 
LGU TS 
LGU TS 
LCU TS 
LGU lS 
LGU TS 
LGU TS 
LGU TS 
L.G. UNDeRHILL 
*** 
TOURNAMENT SORT >I<** 
IF(M-MM+ll 
C***** KO 
C***** K1 
GIVES POSITION IN 
GIVES POSITION IN 
11.11.15 LGU 
LGU 
!MM-11 TH SUBLIST RELATIVE TO TABLE(MM-l)LGU 
M TH SUBLIST RELATIVE TO TABLE(MMl LGU 
LGU 
15 KO 
K1 
IF 
l7 KO 
=Kl 
= K0/2 
(K0-2*K1l 
= KO-l 
16,16,17 
C***** JDASH NOW GIVES 'POSITION IN 
C*****START OF LIST 
16 JOASH = TABLE(MM-ll+KO 
C~**** J AND Jl REFER TO LOCATIONS 
C*****KEYS THEMSELVES ARE STORED 
J = LISTCJDASHl 
Jl LIST!JDASH+1l 
(MM-ll TH SUBLIST RELATIVE TO 
IN FIRSr SUBLIST WHERE THE SORT 
LGU 
LGU 
LGU 
LGU 
LGU 
LGU 
LGU 
LGU 
LGU 
LGU 
LGU 
LGU 
LGU 
LGU 
C***** JDASH NOW GIVES POSITION IN MM TH SUBLIST RELATIVE TO START LGU 
C*****OF LIST LGU 
JOASH = TABLE!MMl + Kl LGU 
LGU 
C*****COMPARISON TO St:E WHICH ITEM GOES FORWARD TO MM TH SUBLIST LGU 
IF !LIST(JI-LIST(J1ll 18,18,19 LGU 
18 L!STCJDASHl = J LGU 
GO TO 14 LGU 
19 LIST!JDASHl = J1 LGU 
GO TO 14 LGU 
ll CONTINUE 
WRITE I!PRNT 1 10ll 
WRITE !IPRNTrlOOl SORT 
CALL EXIT 
END 
FEATURES SUPPORTED 
ONE WORD INTEGERS 
IOCS 
CORE REQUIREMENTS FOR 
COMMON 0 VARIABLES 
END OF COMPILATION 
*fllES!1,RNDMO) 
3540 PROGRAM 516 
******************************************************* **'****************************~*********************** 
11 35 43 73 75 
353 355 385 403 435 
729 747 771 779 84~ 
1051 109~ 1131 114~ 1169 
1353 1403 1497 1505 1539 
1Bll 1819 1849 18~1 l85q 
2169 2227 2235 2315 2355 
257~ 2625 2633 2659 2673 
\ 
91 
483 
!l99 
1171 
1547 
1889 
2419 
2675 
131 
523 
92 3 
1225 
l 705 
2 05•J 
2441 
2 71> 
LGU 
LGU 
LGU 
LGU 
LGU 
LGU 
LGU 
LGlJ 
TS 
TS 
TS 
TS 
TS 
TS 
rs 
TS 
TS 
rs 
·rs 
r:; 
TS 
TS 
TS 
TS 
TS 
TS 
TS 
TS 
TS 
TS 
rs 
TS 
TS 
TS 
TS 
TS 
TS 
TS 
TS 
TS 
TS 
TS 
TS 
TS 
TS 
187 
':>63 
953 
122 7 
1707 
2129 
2505 
2 7 -~ 1 
71. 
1'15 
579 
961 
1241 
1745 
2131 
2515 
2753 
72. 
L.G. UNDERHill 
*** 
NATURAL TWO-WAY MERGE *** 
INTEGER LIST(4,1001) ,OUTltOUT2 LGU N2WM 
DATA ISTAR /32767/ LGU NZWM 
DATA ITE /500/ LGU N2WM 
DATA NIP,OUTl,OUT2/3 1 1 1 2/ 1 IPRNT /5/ LGU N2WM 
DEFINE FILE l(lOOO,l,U 1 KRECl LGU N2WM 
100 FORMAT (' •,121101 LGU N2WM 
101 FORMAT(' *******************************************************'lLGU N2WM 
WRITE (IPRNT 1 10ll LGU NZWM 
C~~***SPREADS DATA OVER TWO LISTS 
READ!l'l) ((LIST(I,J),J=l;ITE) ,1=1,2) 
C***~*PLACES END OF FILE MARK AT END OF LISTS 
ITE = ITE + 1 
DO 20 I=lt2 
20 LIST(I,ITEI = ISTAR 
C***** lA AND IB MARK POSITIONS IN THE LISTS OUT1 AND OUT2 FROM 
C*****WH!CH DATA IS BEING TAKEN 
18 lA = l 
16= 1 
to**** IX MARKS THE POSITION IN THE LIST INTO WHICH DATA IS CURRENTLY 
C*¢***8ElNG PLACED 
IX = 1 
C***** IY MARKS POSITION IN ALTERNATE OUTPUT LIST 
IY = l 
I P = l 
IE = 1 
C***** NIP TELLS WHICH PAIR OF LISTS ARE CURRENTLY IN USE FOR OUTPUT 
IN NIP 
C*****NO STEPDOWN TESTS WHICH ITEM SHOULD BE OUTPUTTED 
4 IF (LISTCOUTlriAl-LIST(OUT2,IBJ) 
1 LIST (IN 1 IXl LIST(OUT1;IAl 
IA = IA + l 
IX = IX + 1 
C*****TESTS FOR END Of LIST AND ROLLOUT · 
IF (LIST(OUTlriAl-ISTARl 
C*****TESTS FOR SINGLE STEPDOWN 
2 IF (LlST(OUTl,IAl - LISTCOUT1 1 IA-lll 
3 LISTCIN,IXl = LIST!OUT2,1ul 
IB = 18 + l 
IX = IX + 1 
lF (llSTCOUT2,IBl - ISTARl 
5 IF (LIST(OUT2,IBl- LISTCOUT2,IB-lll 
1. 3, 3 
2 ,10, 2 
11, 4, 4 
5,12, 5 
13, 4, 4 
LGU N2WM 
LGU NZWM 
LGU N2Wt~ 
LGU N2WM 
LGU N2wM 
LGU N2WM 
LGU NZI-IM 
LGU NZWM 
LGU NZWM 
LGU NZI.JM 
LGU NZHM 
LGU N2\.JM 
LGU N2WM 
LGU N2WM 
LGU N2WM 
LGU N211M 
LGU NZWM 
LGU N2WM 
LGU N2\.JM 
LGU N2WM 
LGU NZWM 
LGU NZWM 
LGU N2WM 
LGU Nzwr~ 
LGU NZWM 
LGU NZWM 
LGU NZWM 
LGU N2WM 
LGU NZWM 
LGU NZWM 
LG·u NZWM 
LGU NZWM 
LGU NZWM 
LGU NZWM 
LGU N2WM 
LGU N2WM 
LGU NZWM 
LGU NZ\-IM 
LGU N2WM 
LGU NZWM 
LGU N2W•~ 
LGU N2WM 
LGU "l2WM 
LGU NZWM 
LGU N2WM 
LGU N?.WM 
LGU N2WM 
LGU N2WI'. 
LGU ~12WI-1 
L.G. U"lllERHlll 
13 LtSTCIN,!Xl = LISTCOUTl,lAl 
!A = lA + 1 
IX = IX + 1 
~·· 
IF (LISTCOUT1,1AJ - LISTCOUT1,IA-1)) 
6 IF ILIST(OUT1,IAJ - !STAR) 
10 iE = 2 
GO TO 15 
11 LIST(IN,IXJ = l~ST(OUTZ,IBl 
IB IB + l 
IX = IX + l 
C*****TESTS FOR DOUBLE STEPOOWN 
IF !LISTIOUTZ,IBl- LISTCOUT2,IB-lll 
7 IF (li$HOUT2,1Bl - ISTAR) 
12 IE = 3 
GO. TIJ 16 
C*****CHANGE TO OTHER OUTPUT LIST 
14 IN = IN + IP 
IP = -IP 
!SAVE= IX 
I X = I Y 
IY = !SAVE 
NAfURAL TWO-WAY MERGE 
14, 6, 6 
13,10.13 
14. 7, 7 
lltl2tll 
C***** IE = 1 UNTIL AN END OF FILE MARK ENCOUNTERED 
C***** IE = 2 ROLLOUT FROM LIST OUT2 
C***** IE = 3 ROLLOUT FROM LIST DUTl 
GO TO (4,8,9), IE 
C*****RDLLOUT FROM LIST OUT2 
8 LIST{IN,IXJ = LIST(OUTZ,IBl 
IB = IB + 1 
IX= IX + 1 
C*****TEST FOR END OF LIST OUT2 
IF ILIST(OUT2 1 1Bl - ISTARJ 15,17,15 
C*****ASSIGN SORTED STRINGS TO ALTERNATE OUTPUT LISTS 
15 IF (LISTIOUT2,IBJ - LISTIOUT2,IB-lll 14, 8,8 
9 LISTIIN,IXl = LISTCOUTl,lAl 
IA = IA + 1 . 
IX = IX + l 
IF CLISTIOUT1,IAI - ISTARl 
16 IF (LISTCOUTl,IAl -LISTIOUTl,IA-lll 
C*****PLACE END OF FILE MARKERS ON OUTPUT LISTS 
17 LIST(IN,IXI = !STAR 
IN IN + IP 
Ll Sf ( IN, I Y l = IS TAR 
C*****SWOP INPUT LISTS FOR OUTPUT LISTS 
16,17,16 
14, 9, 9, 
73. 
*** 
LG~ N2WM 
LGU N2r1M 
LGU N2WM 
LGU N2WM 
LGU NZWM 
LGU N2WM 
LGU N2WM 
LGU NZWM 
LGU N2WM 
LGU N2WM 
LGU N2WM 
LGU N2WM 
LGU N2WM 
LGU N. WM 
LGU N2WM 
LGU N21-IM 
LGU N2WM 
.LGU NZWM 
LGU NZWM 
LGU NZWM 
LGU N2\oiM 
LC,U N2riM 
LGU N2WM 
LGU NZWM 
LGU N2WM 
LGU N2WM 
LGU N2WM 
LGU NZWM 
LGU N2WM 
LGU N2W~1 
LGU N2WM 
LGU N2':-JM 
LGU N2WM 
LGU N2WM 
LGU NZWM 
LGU N2WM 
LGU N2WM 
LGU NZWM 
LGU N2WM 
LGU N2WM 
LGU NZWM 
· LGU NZ~IM 
LGU N2WM 
LGU NZWM 
LGU N2WM 
LGU N2WM 
LGU N2WM 
LGU N2h'M 
LGU NZWM 
LGU N2vJM 
LGU NZWM 
LGU N2WM 
LGU ~~ZWM 
LGU N2WM 
LGU N2WM 
LGU NZWM 
LGU N2W~1 
LGU N2WM 
LGU N2WM 
74. 
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I SAVE = OUTl LGU N2WM 
OUTl = NIP LGU N2WM 
NIP = I SAVE LGU N2WM 
OUT2 = OUTl + 1 LGU N2WM 
LGU N2WM 
C;.****TEST IF ALL ITEMS ARE ON ONE OUTPUT LIST LGU N2WM 
IF !IX- 2*ITE + 11 18,19,19 LGU N2WM 
LGU N2WM 
LGU N2WM 
19 WRITE !IPRNT,10ll LGU N2riM 
WRITE (I PRNT ,100 l ILIST(OUTl,Kl,K=l,1000l LGU N2WM. 
CALL EXIT LGU N2WM 
END LGU N2WM 
FEATURES SUPPORTED 
ONE WORD INTEGERS 
IOCS 
CORE REQUIREMENTS FOR 
COMMON 0 VARIABLES 4032 PROGRAM 738 
END OF COMPILATION 
II XEQ 1 LGU N2WM 
*FILES( l,RNDMOl. LGU N2WM 
******************************************************* 
******************************************************* 
11 35 43 73 75 91 131 187 195 
353 355 385 403 435 483 523 563 57<J 
729 747 771 779 849 899 923 953 961 
1051 1099 1131 1145 1169 1 1171 1225 1227 1241 
1353 1403 1497 1505 1539 '154 7 1705 1707 1745 
1811 1fl19 1849 1851 . 1859 1889 2059 2129 2131 
2169 2227 2235 2315 2355 2419 2441 2505 2515. 
2579 2625 2633 2659 2673 2675 2713 2731 2753 
2817 2327 2841 2921 2961 2971 3025 304~ 3083 
3185 3225 3257 3313 3315 3339 3347 3353 3425 
3491 3497 3571 3601 3713 3737 3 74 7. 3755 3785 
3899 3913 3931 3961 4003 4017 4019 4033 40'J9 
4273 4305 4361 4529 4539 4571 4577 4585 4603 
4779 4899 4947 '•961 4963 4985 5001 5065 5091 
5289 5331 5393 5425 5475 5561 5625 5633 5681 
5811 5889 5931 5937 5939 5979 6001 6003 601-J 
6203 6259 6345 6363 6441 6473 6513 6529 6545 
6665 6683 6777 6779 6 787 6803 6825 61:l51 6899 
6993 7105 714 7 7155 7185 7267 7273 7305 7395 
7563 7571 7603 7625 7731 7763 7771 7779 7801 
7889 7931 7979 8041 8059 8075 80fl9 8131 8147 
8217 8233 8251 8331 833 7 8339 8353 8355 o41l 
8601 8603 8611 8617 8705 8729 8731 8793 H843 
8937 8977 8979 9049 9099 9113 9121 9225 9241 
9345 9347 9355 9395 9411 9457 9507 9523 9561 
9601 9611 9643 9699 9747 9763 9785 9795 981 T 
9865 9867 9889 9987 10025 10049 10083 10107 10123 
10379 10409 10417 10483 10555 10577 10579 10603 10635 
10673 10691 10739 10769 10891 10897 10929 10963 10977 
L.G. UNDERHILL 
iNTEGER LISTilOOOl 
INTEGER AORES, PLACE!3200l 
DEFINE FILE 2(1000,1 ~U,KRECl 
*** 
DATA PLACE/3200*-l/, IPRNT/5/ ,K/0/ 
ADDRESS SORT *** 
101 FORMAf(G ******************************************************') 
102 FORMAT (1X,l2110l 
WRIH:IIPRNT,lOll 
READ (2'11 LIST 
DC l J =1,1000 
C*****ADDRESS CALCULATION ALGORITHM 
ADRES = 3000.*LISTCJ)/32767. + 100 
ITEM = LISTIJ) 
C*****ARRAY PLACE IS INITIALISED TO -1 
C*****TESTS TO SEE IF PLACECAORESl IS OCCUPIED 
IF IPLACE!ADRESl+l) 2, lr 2 
C*****REFfR TO DESCRIPTION AND FLOWCHART 
2 KOUNT=O 
IF (PLACE(ADRESl-ITEMl 4, 4, 3 
4 ADRES=ADRES+l 
IF !PLACE!ADRESl+ll 5, 6, 5 
5 lF IPLACEIADRESl-ITEMl 4, 4, 8 
8 KOUNT=KOUNT+l 
GO TO 4 
6 IF ( KOUNT l 1, 1, 9 
9 ADRES=ADRES-1 
PLACEIADRES+ll=PLACE(ADRESl 
KOUNT=KOUNT-1 
GO TO 6 
3 ADRES=ADRES-1 
IF !PLACECADRESl+ll 1lrl2r11 
11 IF (PLACE(AORESl-ITEMl 7, 3, 3 
7 KOUNT=KOUNT+1. 
GO TO 3 
12 IF IKOUNTl 1, 1,10 
10 AORE:S=ADRES+l 
PLACECADRES-1l=PLACE!ADRESl 
KOUNT=KOUNT-1 
GO TO 12 
1 PLACEIADRESl=ITEH 
DO 13 J = 1,3200 
IF CPLACF.!Jll 
14 K=K+l 
PLACE(Kl=PLACE!J) 
13 CONTINUE 
WRITE!IPRNT,lOll 
WRITE:CIPRNT,l02l 
CALL EXIT 
END 
FEATURES SUPPORTED 
ONE WORD INTEGERS 
IOCS 
COR2 ReQUIREMENTS FOR 
COM~ON 0 VAR!AdlcS 
13,13,14 
(PLACE{J),J=l,lOOO) 
4220 PROGRAM 368 
75. 
LES AOSl 
Lf:S ADS! 
L[S ADSl 
us AOSi 
LES ADSl 
LE S AlJSl 
u:s AOS1 
LES ADSl 
U::S ADSl 
u:s ADSl 
LES ADSl 
LES AUSl 
u:s AOSi. 
l(S ADSl 
LiS AOSl 
U:S ADSl 
LES ADS! 
LES ADSl 
LES AOSl 
LES AOSl 
LES AD$1 
LES ADSl 
LES AOSl 
LES ADSl 
LES ADSl 
LES ADSl 
LES AOSl 
u:s ADSl 
LES ADSl 
LES ADSl 
LES AU S l 
LES ADSl 
LES ADSl 
LES ADSl 
U:S ADSl 
LES AOSl 
LES AOSl 
LES ADSl 
u:s ADSl 
L[S ADS! 
LES ADSl 
·us ADSl 
u:s ADSl 
LES AOSl 
LES ADSl 
LES AOSl 
LC:S ADSl 
LES AOS1 
LES AOSl 
u:s AOSl 
LCS AlJS1 
LES AOSl 
us AOSl 
76. 
L.G. UNDERHILL * ADDRESS SORT FOR DATA WITH CENTRAL TENDENCY * 
SUBROUTINE ADSORCTA8LE,N,A,Rl 
C*****ARRAY TABLE CONTAINS VALUES RELATED TO NORMAL DISTRIBUTION 
C***** N NUMBER OF ITEMS 
C*****ARRAY A CONTAINS ITEMS TO BE SOR7EO 
t*****ARRAY R RETURNS RANKING$ OF ITEMS IN ARRAY A 
INTEGER SAVE,RilOOOl,TABLEC6ll,ADRES,PLACE(3000l 1 TABZP 
HEAL LDEV,LLOEV, MEAN, NOROl, ITEM, A(lOOOl 
EQUIVALENCE (AMEAN,NOROll,CSAVE,ADRESl 
C-----SECTION ONE - PRELIMINARY CALCULATIONS 
C*****INITIALISE ARRAY PLACE TO ZERO 
00 45 J=l,3000 
45 PLACECJl=O 
C*****CALCULATE MEAN OF DATA TO BE SORTED 
MEAN = 
DO 7l 
7l MEAN = 
MEAN = 
o.o . 
I = 1, N 
MEAN+ ACI) 
MEAN/FLOAT(Nl 
C*****CALCULATE APPROXIMATION TO DEVIATIONS TO LEFT ANO RIGHT OF THE 
C**"'**MEAN 
LDEV = 0. 
RDEV = 0. 
DO 72 I = l ,N 
ITEM ACil 
IF CITEMl 78,72,78 
78 AMEAN ITEM - MEAN 
IF CAMEANl 73,72,74 
73 LDEV=LDEV+AMEAN*AMEAN 
GOTO 72 
74 RDEV=RDEV+AMEAN*AMEAN 
72 CONTINUE 
RRDEV SQRTIFLOATC50*Nl/RDEVJ 
LLDEV SQRTCFLOATC50*Nl/LDEVl 
I 
I 
LEl 
LEl 
LEL 
u:z 
LEl 
LEZ 
LEl 
Ll:l 
LEl 
LEZ 
Ltz 
LEZ 
u:z 
Lt:Z 
LEl 
Ul 
LEl 
LEL 
LEZ 
liZ 
lt:l 
U:L 
LEl 
LEZ 
LEZ 
LEL 
Lt:Z 
LU 
LEZ 
LEZ 
LU 
LEl 
L[l 
u:z 
LEZ 
Ltz 
LEl 
LEZ 
LEl 
LEZ 
LEZ 
C-----SECTION TWO - ADDRESS CALCULATION AND DISTRIBUTION OF ITEM 
C-----IN ARRAYS PLACE AND R ' 
NUMBERSLtl 
U:l 
NORTS 0 
NONEG 0 
00 ill J=l,N 
ITEM A I J l 
IF liTEM) 41,42,43 
li::Z 
Ltl 
LEZ 
u: l 
LEZ 
LEl 
LEZ 
C*****COUNT NUMBER OF NEGATIVE ITEMS. DEAL WITH ZERO'S SEPARATELY LEZ 
C*****BY ENTERING THEIR ITEM NUMBERS IN ARRAY R Ll:l 
lf:l 
41 NONEG NONEG + 1 U: Z 
GO TO 43 Lil 
42 NOR TS NORTS + ltZ 
RINORTSl J U:L 
ADSR 
AOSR 
AOSR 
ADSR 
ADSR 
AOSR 
ADSR 
ADSR 
ADSR 
AOSR 
ADSR 
AOSR 
AOSR 
ADSR 
AOSR 
AOSR 
AOSR 
ADSR 
ADSR 
AOSR 
ADSR 
ADSR 
ADSR 
AOSR 
AOSR 
AOSR 
AOSR 
ADSR 
AOSR 
AOSR 
ADSR 
AOSR 
AOSR 
ADSR 
AOSR 
AOSR 
Al!S.R 
ADSR 
ADSR 
ADSR 
AOSR 
AOSR 
AOSR 
AOSR 
ADSR 
AOSR 
ADSR 
ADSR 
ADSR 
AIJSR 
ADSR 
AOSR 
ADSR 
AOSR 
AOSR 
ACSR 
A0$1{ 
77. 
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GO TO 111 
C*****DETERMINE WHETHER ITEM LIES TO LEFT 0~ RIGHT OF MEAN 
43 NOROl ITEM-MEAN 
IF INOROll 75,76,76 
C*****NORMALIZE ITEM 
75 NOROl NOR01 * LLDEV + 31. 
GO TO 77 
76 NOROl NOR01 * RROEV + 31. 
C~****DETERMINE WHICH VALUE IN ARRAY TABLE TO LOOKUP. NOROl BECOMES 
G*****FRACTIONAL REMAINDER FOR INTERPOLATION PURPOSES. 
77 I ZAP 
NOROl 
IFIXINOROll 
NOROl - IZAP 
C*****CHECK THA~ THIS VALUE LIES BETWEEN 1 AND 60. ADJUST REMAINDER. 
IF IIZAPI 
18 IZAP = 1 
NOROl O. 
19 IF IIZAP- 601 
21 IZAP = 60 
NOROl = 1 
18,18,19 
20,20,21 
C*****CALCULATE ADDRESS. ADDRESS LIES BETWEEN TABLEIIlAPl AND 
C*****TABLEIIZAP+ll 
20 TABZP = TABLEIIZAP) 
ADRES TABZP+IFIXINOROl*FLOATITABLEilZAP+ll-TABZPll 
C*****TEST !F THIS ADDRESS VALUE IS OCCUPIED. IF EMPTY ENTER ITEM 
C~****NUMBER HERE. IF OCCUPIEO MOVE ITEM NUMBERS SO THAT NEW ITEM 
C*****NUMBER IS SQUEEZED IN AT THE RIGHT PLACE 
IF IPLACE!ADRESIJ 2o l, 2 
2 KOUNT=O 
l = PLACE(ADRESI 
IF IA(LJ - ITEM) 4o4o3 
4 ADRES=ADRES+l 
IF (PLACE!ADRESll 5, 6, 5 
5 L = PLACE!ADRESl 
IF (Aill - ITEM) 4,4,8 
8 KOUNT=KOUNT+l 
GO TO 4 
6 IF ( KOUNT l lo 1r 9 
9 ADRES=ADRES-1 
PLACEIADRES+ll=PLACEIADRESl 
KOUNT=KOUNT-1 
GO TO 6 
3 ADRES=ADRES-1 
IF IPLACEIADRESll llr12rll 
ll l = PlACEIADRESl 
IF (A(ll- ITEMl 7,3,3 
·1 KOUNT=KOUNT+l 
LEZ ADSR 
LEZ AOSR 
LEZ ADSR 
LEZ ADSR 
LEZ ADSR 
LEZ AOSR 
LEZ ADSR 
LEZ ADSR 
u:z ADSR 
LEZ AOSR 
LEZ ADSR 
LEZ ADSR 
u:z ADSR 
LEZ AOSR 
LEZ ADSR 
LEZ ADSR 
LEZ ADSR 
LEZ ADSR 
LEZ ADSR 
LEZ ADSR 
LEZ ADSR 
LEZ ADSR 
LEZ AOSR 
LEZ ADSR 
LEZ AOSR 
LEZ ADSR 
LEZ ADSR 
LEZ ADSR 
LEZ ADSR 
LEZ ADSR 
LEZ J\DSR 
LEl IIDSR 
LEZ AOSR 
LEZ ADSR 
LEZ AOSR 
u:z ADSR 
LEZ AOSR 
LEZ AOSR 
U:l AOSR 
LEZ ADSR 
LEZ ADSR 
LEZ AOSR 
u:z ADSR 
LEZ ADSR 
LEZ ADSR 
LEZ ADSR 
LEZ ADSR 
LEZ ADSR 
LU ADSR 
Lf:l ADSR 
LEZ ADSR 
Ltz ADSR 
LEZ ADSR 
LEZ ADSR 
LEZ AOSR 
LEZ ADSR 
LEZ ADSR 
LEZ ADSR 
'78. 
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GO TO 3 
12 IF IKOUNTl 1, 1,10 
10 AORES=AORES+l 
PLACEIAORES-ll=PLACEIADRES) 
KOUNT=KOUNT-1 
GO TO 12 
1 PLACE!AORESl = J 
111 CONTINUE 
. 
C-----SECTION THREE - CALCULATE RANKINGS 
LEZ 
LEZ 
lEZ 
LEZ 
LEZ 
LEZ 
LEZ 
LEZ 
LEZ 
LEZ 
. C*****FORM AN ARRAY IN R WITH ITEM NUMBERS IN CORRECT ORDER AND WITH NO 
C*****UNOCCUPIEO CELLS IN BETWEEN 
LEZ 
LEZ 
LEZ 
J=O 
IF (NONEGl 
37 IF lNORTSl 
38 KK NORTS+l 
K = NONEG + KK 
37,46,37 
38,30,38 
lt::Z 
LEZ 
LEZ 
LEZ 
UZ 
LEZ 
LEZ 
CO****SHIFT ITEM NUMBERS OF ZERO VALUED ITEMS IN ARRAY R SO THAT 
C*****IS ROOM FOR THE ITEM NUMBERS OF NEGATIVE VALUED ITEMS 
THERELEl 
LEZ 
LEZ 
LEZ 
LEZ 
DO 47 l=l,NORTS 
K K-1 
KK = KK-1 
47 RIKl R(KK) 
CO**O*HOVE INTO ARRAY R ITEM NUMBERS OF NON-ZERO ITEMS ON 
C*****OF SECTION CONTAINING THE ITEM NUMBERS OF ZERO ITEMS 
30 Nl NONEG 
K=O 
16 J=J+l 
IF CPLACEIJ)) 
14 K=K+l 
RCKl PLACE(J) 
l3 IF CK-Nil 
22 IF INI -Nl 
46 NI N 
K NONEG + NORTS 
GO TO l3 
44 IZAP = l 
16,16,14 
16,22.22 
46,44,46 
C*****SHIFT THIS ARRAY TO PLACE 
DO 48 J=l,N 
48 PLACEIJl=R(J) 
C*****THIS SECTION PERFORMS RANKING 
PLACEIN+ll = N+l 
tdN+ll .'lE38 
M PLACEill 
DO 40 K = ltN 
L 
M 
M 
PLACEIK+ll 
I 
\ 
.LEZ 
LEL 
EITHER SIDE U:Z 
liZ 
LEZ 
LEZ 
LEZ 
LEZ 
LEZ 
LEZ 
LEZ 
LEZ 
LEZ 
LEZ 
LEZ 
LEZ 
LEl 
LEZ 
LEZ 
LEZ 
LEZ 
LEZ 
LEZ 
LEZ 
LEZ 
LEl 
LEl 
LEZ 
LEZ 
ltZ 
LEZ 
C*****TE~T IF NEXT ItEM IS BIGGER. IF IT IS, CALCULATE RANKING. IF IT LEZ 
ADSR 
ADSR 
ADSR 
ADSR 
ADSR 
ADSR 
AOSR 
AOSR 
AOSR 
ADSR 
AOSR 
AOSR. 
AOSR 
ADSR 
ADSR 
ADSR 
ADSR 
ADSR 
AOSR 
AOSR 
ADSR 
ADSP. 
ADSR 
AOSR. 
ADSk 
AOSR 
AOSR 
AOSR 
ADSR 
ADSR 
ADSR 
ADSR 
ADSR 
ADSR 
AOSR 
ADSR 
AOSR 
AOSR 
ADSR 
ADSR 
AlJSR 
ADSR 
AOSR 
ADSR 
ADSR . 
ADSR 
AOSR 
ADSR 
ADSR 
ADSR 
ADSR 
ADSR 
ADSR 
ADSR 
ADSR 
AOSR 
ADSR 
./ 
79. 
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C*****IS NOT, WAIT UNTIL ONE IS AND CALCULATE AVERAGE RANKING 
IF IAILl-AIHl ) 
34 GO TO 135 0 40), IZAP 
35 !ZAP "' 2 
SAVE . "' K 
GO TO 40 
33.GO TO 13l,32), IZAP 
31 lPOSN = PLACEIK) 
R !lPOSNl = K 
GO TO 40 
32 IZAP 
AMEAN 
DO 39 
IPOSN 
1 
"' ISAVE+Kl*.5 
L=SAVE,K 
PLACE ILl 
A MEAN 39 RIIPOSN)"' 
40 CONTif\!UE 
RETURN 
END 
FEATURES SU?PORTED 
ONE WORD INTEGERS 
CORE REQUIREMENTS FOR ADSOR 
COMMON 0 VARIABLES 3036 PROGRAM 898 
END OF COMPILATION 
LEZ ADSR 
LEZ ADSR 
LEZ ADSR 
LEZ ADSR 
LEZ ADSR 
LEZ AD~R 
LEZ AOSR 
LEZ AOSR 
LEZ AOSR 
LEZ AOSR 
LEZ AOSR 
LEZ ADSR 
LEZ ADSR 
LEZ ADSR 
LEZ AOSR 
LEZ ADSR 
LEZ AOSR 
LEZ ADSR 
LEZ ADSR 
80. 
B I B L I 0 G R A P H Y 
The publications which proved most useful to this project in its 
narrowest sense~ that of computer sorting~ are I isted. Many other books 
and journal articles dealing with problems in I ibrary computerlsation 
were studied. It would be inappropriate to list them here. 
BORK, A. fvl. Using the IBM 1130. Addison Wes I ey, 1968. 
FLORES, I . Computer Sorting. Prentice Ha I I , 1969. 
FLORES, I. Computer Organization. Prentice Hal I, 1969. 
HUGHES, J.K. Programming the IBM 1130. John Wiley and Sons, 1969. 
INTERNATIONAL BUSINESS MACHINES. 1730 Scientific Subroutine Package = 
FPogrammers Manual. 
