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In this paper we will give an improved estimate in the vector valued
corona theorem for the unit disk. Our proof will be split into two parts:
first, we will resurrect the operator corona theorem from the 1970s, and
then we will use a Hilbert space argument, based on a version of Wolff’s
ideas. Since we use Hilbert space methods, the Riesz representation
theorem replaces the usual “¯-techniques.
In 1962 Carleson determined when a finitely generated ideal in H.(D) is
actually all of H.(D), by giving a function theory condition on the
generators. Namely, I(f1, ..., fm)=H.(D) if and only if there exists an
e > 0, so that ;mi=1 |fi(z)|2 \ e2 for all z ¥ D. Actually, more was shown, as
a bound for the size of solutions was given. More precisely, if {fi}
m
i=1 …
H.(D) such that 1 \;mi=1 |fi(z)|2 \ e2 for all z ¥ D, then there exists a
B(e, m) <. and there exist {gi}mi=1 …H.(D) with ;mi=1 fi gi=1 and
;m1 |gi(z)|2 [ B(e, m) for all z ¥ D.
This paper [5] spawned numerous investigations in many directions, but
we will mention only those most closely related to our work. For the scalar
case above, Hormander introduced “¯-methods, culminating in Wolff’s
surprising proof of the corona theorem. (See [8].) Rosenblum [14] and,
independently, Tolokonnikov [17] removed the dependency on m. This
was fine-tuned by Uchiyama [20] to yield the estimate (for e small)
B(e) [
C
e2
ln
1
e2
, C a universal constant.
For the operator version of the corona problem on the unit disk,
Fuhrmann and later Vasyunin (see [7, 13]) considered F ¥ B(H2(D)(.),
H2(D)(n)) with S (n)F=FS(.). Here S denotes the unilateral shift and n is
finite. So F can be viewed as an n×. matrix with analytic Toeplitz opera-
tors for entries. Vasyunin showed that the hypothesis I \ F(z) F(z)* \ e2I
for all z ¥ D and e > 0, enables one to get an estimate for the solution to
F(z) G(z)=I of the form
G(z) G(z)* [ C(n, e)2 I for all z ¥ D,
where C(n, e) [ C`n (1/e2n) ln(1/e2n) and C is a universal constant. More
precisely, if the best theoretical bound for n=1, C(1, e)=B(e) % 1/e2, is
proven, the estimate of Vasyunin would be C(n, e) [ C`n (1/e2n) (for
small e). Later an important result of Treil [18] showed that C(n, e) q. as
n q.. Thus the existence of a lower bound for F(z) F(z)* does not
guarantee the existence of a G(z) with F(z) G(z)=I, when n=.. For
these references and further information see Nikolskii [13] and the article
by Sz.-Nagy, [21, p. 152–154]. Our estimate will remove the ‘‘`n’’ and,
also, replace e2n by en+1 and thus give an improvement of Vasyunin’s
estimate. However, for the case n=1, it just reproduces the estimate of
Uchiyama.
We will consider operators in B(H2(D)(m), H2(D)(n)), where m and n are
finite and n < m. Since our estimates will be independent of m, the case
m=. will follow from a routine argument (see Nikolskii [13, p. 295]). In
part of our argument, we will be factoring certain projections. This is where
the finiteness of m is used.
The following notation will be employed: F will stand for the multipli-
cation operator acting from L2(“D) (m) into L2(“D)(n) by (Fu
¯
)(e it)=
[fij(e it)]
n, m
i, j=1 u¯
(e it) a.e. t ¥ [−p, p], where fij ¥H.(D) for all i=1, ..., n
and j=1, ..., m. For z ¥ Da , F(z) will denote the n×m matrix [fij(z)]n, mi, j=1,
giving a linear transformation in B(Cm, Cn). TF will denote the analytic
Toeplitz operator matrix, gotten by restricting F to H2(D)m.
Our estimates are based on the following two theorems. Let
{fij}
n, m
i, j=1 …H.(D) and let F=[Mfij] ¥ B(L
2(“D)(m), L2(“D) (n)).
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Theorem A. If
I \ F(z) F(z)* \ e2I for all z ¥ D,
then
TFT
g
F \ 12C 5 1
en+1
ln
1
e2n
62−2 I.
[Here C=2`e+2`2 e and 0 < e2 < 1e.]
Theorem B. If
TFT
g
F \ d2I,
then there exists
{gij}
m, n
i, j=1 …H.(D),
so that
TFTG=I and ||TG || [
1
d
.
Note that
||TG ||=sup
z ¥ D
||G(z)||B(Cm, Cn),
so Theorems A and B together constitute the vector valued corona theorem
with the improved bound. The conclusion of Theorem B is the desired
‘‘corona theorem’’ conclusion, but the hypothesis for Theorem B is an
operator theory one, as contrasted with the pointwise function theoretic
assumption in Theorem A. For this reason, Theorem B is referred to as an
‘‘operator corona’’ theorem. Various versions of operator corona theorems
were proved in the 1970s. See Arveson [2], Sz.-Nagy and Foias [16], and
Schubert [15]. More recent versions include Katsoulis et al. [12], Helton
[9], Ball and Trent [4], and Agler and McCarthy [1]. An expository
account of the control theory approach in the latter two papers is given in
Trent [19]. Thus we will not include a proof of Theorem B in this paper.
However, we will make two comments. First, the exact constant occurs in
Theorem B, so finding the optimal estimates in the corona theorem resides
in the proof of Theorem A. Second, if the scalar corona problem is
similarly posed over, say the bidisk, then for a finite set {fj}
m
j=1 of bounded
analytic functions on D×D, Theorem A holds for a constant depending on
m and e. See Lin [11] and Li [10]. Therefore the corona problem for the
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bidisk reduces to the question of whether Theorem B, an operator corona
theorem, holds for H2(D×D). For further comments on this see Trent
[19] and Ball et al. [3].
Our proof of Theorem A will require the standard Littlewood–Paley type
lemma.
Lemma 1. Let f be C (2) in a neighborhood of Da . Then
f(0)=Fp
−p
f(e it) ds−
1
4p
F
D
Df(z) ln
1
|z|2
dm(z).
The proof of Lemma 1 follows from Green’s theorem. See, for example,
Garnett [8]. Note the special case that f(z)=p0(z) q(z), where p0 and q
are analytic polynomials and p0(0)=0. Then the above equality says that
Op0, qP“D=F
D
p −0(z) q
−(z) ln
1
|z|2
dm(z)
p
.
To just check the Littlewood–Paley inner product result, consider terms
of the form znz¯m, n and m nonnegative integers, and n+m \ 1. If n ] m we
clearly get 0 on both sides. If n=m \ 1 we need only check that
1=F
D
n2 |z|2n−2 ln
1
|z|2
dm(z)
p
.
This is easily verified, using polar coordinates.
We require Lemma 1, which replaces the Hardy space inner product on
“D with an essentially equivalent inner product on D, to utilize the
necessary condition that e2I [ F(z) F(z)* for all z ¥ D.
Also, we use the standard observation that if Theorem A is proven for
{fij}
n, m
i, j=1 analytic on D and across “D and satisfying the hypothesis, then a
compactness argument (for our purposes in the weak operator topology)
gives the general case. Again details of this (but with a Mordell type
compactness argument) may be found in Nikolskii [13].
To derive a conclusion like AA* \ d2I, where A ¥ B(K,H), we need the
following well-known lemma.
Lemma 2. Let A ¥ B(K,H), where K and H are Hilbert spaces.
Suppose that for all h in a dense subset of H, there exists a uh ¥K with
Auh=h and ||uh ||K [ 1d ||h||H. Then
AA* \ d2IH.
(The converse holds, but we do not use it.)
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Proof. By completeness of H and K, we may assume that for every
h ¥H, there exists a uh ¥K with Auh=h and ||uh ||K [ 1d ||h||H. Thus the
range of A is closed, so the range of A* is closed and Ker A*={0}. Since
the smallest solution to Ax=h, vh, belongs to (Ker A) +=ran A*=ran A*,
we have vh=A*q for some q in H and ||A*q||K=||vh ||K [ ||uh ||K [ 1d ||h||H.
Now since AA* is one-to-one and onto, thus invertible, we have AA*q=h
and q=(AA*)−1 h. Thus ||A*(AA*)−1 h||K [ 1d ||h||H so O(AA*)
−1 h, hPH [
(1/d2)Oh, hP or (AA*)−1 [ (1/d2) I. Thus
IH=(AA*)
1
2 (AA*)−1(AA*)
1
2 [
1
d2
AA* and we’re done.
L
Notice that if A ¥ B(H) and AA* \ d2I with d > 0, then Pran Ag=
A*(AA*)−1A and PKer A=IH−A*(AA*)−1A. Here PN denotes the orthogonal
projection onto N, where N is a closed subspace of H.
With these preliminaries, the proof of Theorem A proceeds as follows:
Assume that {fij}
n, m
i, j=1 are analytic functions in a neighborhood of Da and
that F(z)=[fij(z)] satisfies I \ F(z) F(z)* \ e2I for all z ¥ Da . To reach
our conclusion we use Lemma 2. Let h
¯
¥H2(“D) (m) be an m-vector of
analytic polynomials. We must find a u
¯ h
¥H2(“D) (n) with Fu
¯ h
=h
¯
and
||u
¯ h
|| [ (C/en+1) ln(1/e2n), with C=2[2`e+2`2 e].
Now all solutions of Fx
¯
=h
¯
in L2(“D)(m) have the form
x
¯
=F*(FF*)−1 h
¯
−PKer Fk¯
for k
¯
¥ L2(“D) (m).
To get u
¯ h
¥H2(“D) (n), we must find k
¯
¥ L2(“D)m so that
OF*(FF*)−1 h
¯
−PKer Fk¯
, p
¯
¯0P=0 for all p
¯
0 ¥H20(D)(n)
or
OF*(FF*)−1h
¯
, p
¯
¯0P=Ok¯
, PKer Fp
¯
¯0P for all p
¯
0 ¥H20(D)(n) (1)
Obviously,
||x
¯
|| [
1
e
||h
¯
||+||k
¯
||.
For the existence and norm estimate of a k
¯
¥ L2(“D)(m) satisfying (1), we
apply the Riesz representation theorem. By considering the linear
functional which sends PKer Fp¯0 - Op
¯
¯0, F*(FF*)−1 hP, we require that
|OF*(FF*)−1 h
¯
, p
¯
¯0P| [
C
en+1
ln
1
e2n
||h
¯
|| ||PKer Fp
¯
¯0 || (2)
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for all p
¯
0 ¥H20(“D) (n) and C=2`e+2`2 e. The remainder of the proof
consists in establishing (2).
We will need three lemmas.
Lemma 3. For z ¥ Da , PKer F(z)=Q(z) Q(z)*/det(F(z) F(z)*), where Q(z)
¥ B(C (
m
n+1), Cm) and the entries of Q(z) are analytic functions in D.
Proof. Fix any z ¥ Da . Let f
¯
i=(fi, 1(z), ..., fi, m(z)) for i=1, ..., n. Let
{e
¯ j
}mj=1 denote the standard orthonormal basis for C
m, so f
¯
i=;mj=1 fi, j
(z) e
¯ j
. Also {u
¯ j
}m−nj=1 will denote any orthonormal basis for C
mı span{f
¯
¯
i}
n
i=1.
Note that our hypothesis that F(z) F(z)* \ e2I and m \ n shows that then
{f
¯
¯
i}
n
i=1 are linearly independent.
We will be using elementary computations with forms. See [6]. For
1 [ k [ m ,Pk will denote the set of increasing k-tuples of {1, 2, ..., m}. Then
for l ¥Pk with l=(l1, ..., lk), l1 < l2 < · · · < lk, and lj ¥ {1, 2, ..., m},
e
¯ l
=e
¯ l1
N e
¯ l2
N · · · N e
¯ lk
.
It is not hard to see that {e
¯ l
}l ¥Pk can be identified with the standard
orthonormal basis for C (
m
n ) in a natural way.
Define Q(z)* ¥ B(Cn, C (
m
n+1)), formally by
(Q(z))* (w
¯
)=w
¯
Nf
¯
¯
1 N · · · Nf
¯
¯
n.
By our hypothesis m \ n. If m=n, then Q(z)*=0. Of course, in this case
Ker F(z)={0}. Clearly, as a function of z ¥ D, Q(z)* is conjugate analytic.
Denote the form f
¯
¯
1 N · · · Nf
¯
¯
n byFb and denote Q(z) by Q.
Now for w
¯
¥ C (
m
n+1),
Q(w
¯
)=C
m−n
j=1
OQ(w
¯
), ujP u¯ j
=C
m−n
j=1
Ow
¯
, Q*(u
¯ j
)P u
¯ j
=C
m−n
j=1
Ow
¯
, uj NFbP u¯ j.
Also, Q*(f
¯
¯
j)=f
¯
¯
j Nf
¯
¯
1 N · · · Nf
¯
¯
n=0 for j=1, ..., n (see [6, p. 202]), so
Q*F(z)*=0 and F(z) Q=0. Thus ran Q …Ker F(z).
We claim that ran Q=Ker F(z). Let y
¯
¥Ker F(z)ı ran Q. Then y
¯
¥
(ran Q) +=Ker Q*, so0=Q*y
¯
=y
¯
Nf
¯
¯
1 N · · · Nf
¯
¯
n andthusy
¯
¥ sp{f
¯
¯
1, ..., f
¯
¯
n}.
See [6, p. 218]. Hence y
¯
=;nj=1 ajf
¯
¯
j and y
¯
¥Ker F(z). So, if a
¯
=(a1, ..., an),
then 0=F(z) y
¯
=F(z) F(z)* a
¯
. But F(z) F(z)* is invertible, so a
¯
=0
b
and
y
¯
=0
b
.
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We must show that
QQ*
det(F(z) F(z)*)
=PKer F(z).
Since ran Q=Ker F(z), we need only show that Q/`det(F(z) F(z)*) is a
partial isometry. That is Q*QQ*=det(F(z) F(z)*) Q*.
For w
¯
¥ Cn,
Q*QQ*(w
¯
)=Q*Q(w
¯
NFb)
=Q(w
¯
NFb)NFb
=5C
p
Ow
¯
NFb, u
¯ p
NFbP u
¯ p
6NFb.
Recall that {u
¯ p
}m−np=1 is an orthonormal basis for C
mı ran F(z)*. Let w
¯
=u
¯ j
,
then since Ou
¯ j
NFb, u
¯ p
NFbP=djp det(F(z) F(z)*) we’re done. This last
observation follows, since if A is an m×n matrix with m \ n and a
¯ 1
, ..., a
¯ nare the columns of A, then a
¯ 1
N · · · Na
¯ n
=;K ¥ pn det(EKA) e¯K. Here EKAis n×n and EK is the identity on {ej}j ¥K.
Thus
Oa
¯ 1
N · · · Na
¯ n
, b
¯ 1
N · · · Nb
¯ n
P= C
K ¥ pn
det(EKA) det(EKB)
= C
K ¥ pn
det(EKA) det(B*EK)
= C
K ¥ pn
det(B*EKA)
=det(B*A).
Again, details can be found in [6]. L
We will need two additional lemmas. The first of these can be viewed as
an extension of the Littlewood–Paley lemma, Lemma 1, and seems to be
due to Uchiyama. See Nikolskii [13]. We include the proof for
convenience.
Lemma 4. Assume a ¥ C2(Da), a \ 0 and Da \ 0. Then for p an analytic
polynomial, we have
F
D
Da |p|2 ln
1
|z|2
dm
4p
[ e ||a||. F
“D
|p|2 ds.
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Proof. A computation gives us that for t > 0
D(e ta |p|2)=te ta Da |p|2+4e ta |taz p+p −|2
\ t Da |p|2.
Thus by Lemma 1,
F
D
Da |p|2 ln
1
|z|2
dm
4
(z) [
1
t
F
D
D(e ta |p|2) ln
1
|z|2
dm
4
(z)
=
p
t
F
“D
e ta |p|2 ds
[
p
t
e t ||a||. F
“D
|p|2 ds.
Letting t=1/||a||. completes the proof. L
We will apply the previous lemma to suitable choices for a(z). Recall
that
I \ F(z) F(z)* \ e2I for all z ¥ Da .
Lemma 5.
(a) D[tr(F(z) F(z)*)−1 ]=4 tr[(F(z) F(z)*)−1 F(z) F −(z)*
×(F(z) F(z)*)−1
×F −(z) F(z)* (F(z) F(z)*)−1]
−4 tr[(F(z) F(z)*)−1 F −(z) PKer F(z)
×F −(z)* (F(z) F(z)*)−1]
(b) D 5ln 1det(F(z) F(z)*)
e2n
26=4 tr[(F(z) F(z)*)−1 F −(z) PKer F(z)F −(z)*]
(c) D[(det(F(z) F(z)*))−1]=4[(det(F(z) F(z)*))−1
×|tr((F(z) F(z)*)−1 F(z) F −(z)*)|2]
−4[(det(F(z) F(z)*))−1
×tr[(F(z) F(z)*)−1 F −(z) PKer f(z)F −(z)*]].
Proof. Using the resolvent identity, it is easy to see that for z ¥ D,
“z[(F(z) F(z)*)−1 ]=−(F(z) F(z)*)−1 F −(z) F(z)* (F(z) F(z)*)−1
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and similarly for “z. Now let W be a simply connected region containing
[e2, 1] and with “W a simple smooth Jordan curve traced counterclockwise.
Let g be analytic in a neighborhood of Wa . By the Riesz functional calculus
and the above derivative equation, we get that
“z tr[g(F(z) F(z)*)]=tr[g −(F(z) F(z)*) F −(z) F(z)*].
Applying this to g(z)=Log z, −p < Arg z < p, we get
“z tr[ln(F(z) F(z)*)]=tr[(F(z) F(z)*)−1 F −(z) F(z)*].
Using the product rule (which is easily established for our case) yields
D tr[ln(F(z) F(z)*)]
=4 tr[−(F(z) F(z)*)−1 F(z) F −(z)* (F(z) F(z)*)−1 F −(z) F(z)*]
+4 tr[(F(z) F(z)*)−1 F −(z) F −(z)*]
=4 tr[−(F(z) F(z)*)−1 F −(z) F(z)* (F(z) F(z)*)−1 F(z) F −(z)*]
+tr[(F(z) F(z)*)−1 F −(z) F −(z)*]
=4 tr[(F(z) F(z)*)−1 F −(z)[I−F(z)* (F(z) F(z)*)−1 F(z)] F −(z)*]
=4 tr[(F(z) F(z)*)−1 F −(z) PKer F(z)F −(z)*].
Now since
ln 5det(F(z) F(z)*)
e2n
6=ln 5det 5F(z) F(z)*
e2
66=tr 5ln 5F(z) F(z)*
e2
66 ,
(b) follows.
From above
“z ln 5det 1F(z) F(z)*
e2
26=tr[(F(z) F(z)*)−1 F(z) F −(z)*].
But
“z ln 5det(F(z) F(z)*)
e2n
6=“z det(F(z) F(z)*)
det(F(z) F(z)*)
.
Thus
“z det(F(z) F(z)*)=det(F(z) F(z)*) tr[(F(z) F(z)*)−1 F(z) F −(z)*].
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So
D[(det(F(z) F(z)*))−1 ]=4“z[−(det(F(z) F(z)*))−2 det(F(z) F(z)*)
×tr[(F(z) F(z)*)−1 F(z) F −(z)*]]
=4“z[−(det(F(z) F(z)*))−1
×tr[(F(z) F(z)*)−1 F(z) F −(z)*]]
=4[(det(F(z) F(z)*))−2 det(F(z) F(z)*)
× |tr[(F(z) F(z)*)−1 F(z) F −(z)*]|2]
−4[(det(F(z) F(z)*))−1
×tr[(F(z) F(z)*)−1 F −(z) PKer F(z)F −(z)*]]
and (c) holds.
For (a),
D tr[(F(z) F(z)*)−1 ]
=4“z[tr[−(F(z) F(z)*)−1 F(z) F −(z)* (F(z) F(z)*)−1]]
=4 tr[(F(z) F(z)*)−1 F −(z) F(z)* (F(z) F(z)*)−1
×F(z) F −(z)* (F(z) F(z)*)−1]
+4 tr[−(F(z) F(z)*)−1 F −(z) F −(z)* (F(z) F(z)*)−1]
+4 tr[(F(z) F(z)*)−1 F(z) F −(z)* (F(z) F(z)*)−1
×F −(z) F(z)* (F(z) F(z)*)−1]
=−4 tr[(F(z) F(z)*)−1 F −(z) PKer F(z)F −(z)* (F(z) F(z)*)−1]
+4 tr[(F(z) F(z)*)−1 F(z) F −(z)* (F(z) F(z)*)−1
×F −(z) F(z)* (F(z) F(z)*)−1].
This completes the proof. L
The remainder of our argument for Theorem A consists of establishing
(2). That is, for h
¯
¥H2(“D) (m) with analytic polynomial entries and for any
p
¯
0 ¥H20(“D)(n) with analytic polynomial entries that vanish at 0, we claim
that for C=(2`e+2`2 e)
|OF*(FF*)−1 h
¯
, p
¯
¯0P| [
C
en+1
ln 1 1
e2n
2 ||h
¯
|| ||PKer Fp
¯
¯0 ||. (2)
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By Lemma 3,
||PKer Fp
¯
¯0 ||2=OPKer Fp
¯
¯0, p
¯
¯0P
=F
“D
7 Q(e it) Q(e it)*
det(F(e it) F(e it)*)
p
¯
0(e it), p
¯
0(e it)8
C
n
ds(t)
\ F
“D
||Q*(e it) p
¯
0(e it)||2 ds(t).
Denote Q*(z) p
¯
0(z) by k¯ 0
(z). Note that k
¯
¯
0 has entries that vanish at 0
and are co-analytic in a neighborhood of Da . Thus it suffices to show that
|OF*(FF*)−1 h
¯
, p
¯
¯0P| [
C
en+1
ln 1 1
e2n
2 ||h
¯
|| ||k
¯ 0
||. (3)
By Lemma 1, the lefthand side of (3) becomes
OF*(FF*)−1 h
¯
, p
¯
¯0P=
1
4p
F
D
D[OF(z)* (F(z) F(z)*)−1 h
¯
(z), p
¯
0(z)P]
× ln
1
|z|2
dm(z)
=
1
p
F
D
“z[O(I−F(z)* (F(z) F(z)*)−1 F(z)) F −(z)*
×(F(z) F(z)*)−1) h
¯
(z), p
¯
0(z)P] ln
1
|z|2
dm(z)
=
1
p
F
D
“zOPKer F(z)F −(z)* (F(z) F(z)*)−1 h¯
(z), p
¯
0(z)P
× ln
1
|z|2
dm(z).
Let dA denote dmp . This last term becomes, by Lemma 3,
F
D
“z 7Q*(z) F −(z)* (F(z) F(z)*)−1det(F(z) F(z)*) h¯ (z), k¯ 0(z)8 ln 1|z|2 dA(z). (4)
Computing the “z-derivative, we get that (4) is equal to the sum of the
following four terms:
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(i)=F
D
7Q*(z) F −(z)* (F(z) F(z)*)−1
det(F(z) F(z)*)
h
¯
(z), k
¯
−
0(z)8 ln 1|z|2 dA(z),
(ii)=F
D
7Q*(z) F −(z)* (F(z) F(z)*)−1
det(F(z) F(z)*)
h
¯
−(z), k
¯ 0
(z)8 ln 1
|z|2
dA(z),
(iii)=−F
D
7
Q*(z) F −(z)*
1 (F(z) F(z)*)−1 F −(z) F(z)*
×(F(z) F(z)*)−1
2
det(F(z) F(z)*)
h
¯
(z), k
¯ 0
(z)
8
× ln
1
|z|2
dA(z),
and, suppressing the z in the inner product,
(iv)=−F
D
7Q*F −*(FF*)−1 5 det(FF*)
(det(FF*))2
tr[(FF*)−1 F −F*]6 h
¯
, k
¯ 0
8
× ln
1
|z|2
dA(z).
Note that the calculation of “z(det(F(z) F(z)*)) is done in the proof of
Lemma 5. We will be using the fact that for A ¥ B(H) and x
¯
¥H, then
||Ax
¯
||2 [ ||A||2 ||x
¯
||2=||A*A|| ||x
¯
||2 [ tr(A*A) ||x
¯
||2.
In addition, we use the fact that if A \ 0 and if 0 [ P [ cI, then
tr(PAP)=tr A
1
2P2A
1
2 [ tr c2A=c2 tr A.
By Cauchy–Schwartz in both the inner product and the measure and
then by Lemma 1, we get, suppressing the z in a portion of the next line,
(i) [ 5F
D
tr 5(FF*)−1 F − QQ*
(det(FF*))2
F −*(FF*)−1 6
×||h
¯
(z)||2 ln
1
|z|2
dA(z)6 12 ||k
¯ 0
||
[ 5F
D
tr 5(F(z) F(z)*)−1 F −(z) PkerF(z)
det(F(z) F(z)*)
F −(z)* (F(z) F(z)*)−1 6
×||h
¯
(z)||2 ln
1
|z|2
dA(z)6 12 ||k
¯ 0
||.
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So
(i) [ 5 1
e2n
1
e2
F
D
tr[(F(z) F(z)*)−1 F −(z) PKer F(z)F −(z)*]
× ||h
¯
(z)||2 ln
1
|z|2
dA(z)6 12 ||k
¯ 0
||.
Appealing to Lemmas 4 and 5 with a(z)=ln(det(F(z) F(z)*)/e2n),
we get
(i) [ 5 e
e2n+2
ln 1 1
e2n
26 12 ||h
¯
|| ||k
¯ 0
||
[`e 1
en+1
ln 1 1
e2n
2 ||h
¯
|| ||k
¯ 0
||.
An entirely analogous argument applies to (ii).
For (iii), we use two Cauchy–Schwartz estimates and Lemmas 4 and 5
with a(z) as before and with b(z)=tr((F(z) F(z)*)−1)+(1/e2) a(z). Then
||a||. [ ln(1/e2n) and ||b||. [ n/e2+(1/e2) ln(1/e2n). We have
1
4 Da=tr[(F(z) F(z)*)
−1 F −(z) PKer F(z)F −(z)*]
and
1
4
Db \
1 tr[(F(z) F(z)*)−1 F(z) F −(z)* (F(z) F(z)*)−1
×F −(z) F(z)* (F(z) F(z)*)−1]
2
det(F(z) F(z)*)
in Da .
So
|(iii)| [ 5F
D
||Q*(z) F −(z)* (F(z) F(z)*)−
1
2||2
det(F(z) F(z)*)
||h
¯
(z)||2 ln
1
|z|2
dA(z)6 12
×5F
D
||(F(z) F(z)*)−
1
2 F −(z) F(z)* (F(z) F(z)*)−1 ||2
det(F(z) F(z)*)
× ||k
¯ 0
(z)||2 ln
1
|z|2
dA(z)6 12
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[ 5F
D
tr[(F(z) F(z)*)−1 F −(z) PKer F(z)F −(z)*] ||h¯
(z)||2 ln
1
|z|2
dA(z)6 12
×
r
F
D
1 tr[(F(z) F(z)*)−1 F(z) F −(z)* (F(z) F(z)*)−1
×F −(z) F(z)* (F(z) F(z)*)−1]
2
det(F(z) F(z)*)
× ||k
¯ 0
(z)||2 ln
1
|z|2
dA(z)
s 12
[ 5e 1 ln 1
e2n
26 12 5 e
e2
1 n
e2
+
1
e2n
ln
1
e2n
26 12.
If 0 < e2 < 1e , then ln(1/e
2) > 1. So n/e2 [ (1/e2n) ln(1/e2n).
Then
(iii) [ e`2 1
en+1
ln 1 1
e2n
2 .
To handle (iv), we again begin with two applications of Cauchy–
Schwartz. Use Lemmas 4 and 5 with a(z) as before and with c(z)=
(det(F(z) F(z)*))−1+(1/e2n) ln [det(F(z) F(z)*)/e2n].
Then
||c||. [
1
e2n
+
1
e2n
ln 1 1
e2n
2 [ 2
e2n
ln 1 1
e2n
2
and
1
4
Dc \
|tr[(F(z) F(z)*)−1 F −(z) F(z)*]|2
det(F(z) F(z)*)
on Da .
We compute that
(iv) [ 5F
D
||(F(z) F(z)*)−
1
2 F −(z) Q(z)||2
det(F(z) F(z)*)
||k
¯ 0
(z)||2 ln
1
|z|2
dA(z)6 12
×5F
D
||(F(z) F(z)*)−
1
2||2
|tr[(F(z) F(z)*)−1 F −(z) F(z)*]|2
det(F(z) F(z)*)
× ||h
¯
(z)||2 ln
1
|z|2
dA(z)6 12
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[ 5e 1 ln 1
e2n
26 12 5 1
e2
e
2
e2n
ln 1 1
e2n
26 12 ||h
¯
|| ||k
¯ 0
||
[ e`2 1
en+1
ln 1 1
e2n
2 ||h
¯
|| ||k
¯ 0
||.
Finally, combining the four estimates, we deduce that whenever 0 <
e2 < 1e and e
2I [ F(z) F(z)* [ I for all z ¥ D, then
|OF*(FF*)−1 h
¯
, p
¯
¯0P| [ (2`e+2`2 e)
1
en+1
ln 1 1
e2n
2 ||h
¯
|| ||k
¯ 0
||.
Therefore
TFTFg \ 12 52`e+2`2 e6 1
en+1
ln 1 1
e2n
22−2I.
We have completed the proof of Theorem A. L
Combining Theorems A and B, under the above hypothesis on F(z) we
get estimates for analytic solutions, G(z), of F(z) G(z)=I for all z ¥ D of
the form
sup
z ¥ D
||G(z)||B(Cm, Cn) [ 2[2`e+2`2 e]
1
en+1
ln 1 1
e2n
2 .
We end this paper with two remarks:
(a) In a future paper, we apply similar techniques to obtain an
improvement in the current bounds in Theorem A for the polydisk and
remove the dependency on m.
(b) If we were just interested in a proof of the vector-valued corona
theorem without worrying about best bounds, the computational Lemmas
4 and 5 could be omitted. Then we would get a direct Hilbert space proof
of the vector-valued corona theorem.
Also, we note that if F is 1×m, then Lemma 3 has a simple direct proof.
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