We investigate the large order aspects of the δ-expansion under the estimation procession of the critical quantities. As illustrative examples, we revisit the one-dimensional Ising model for the analytic study and the two-dimensional square Ising model in the high-temperature phase for the numerical experiment to large orders. In both models, the proposed fundamental base on which the estimation protocol should be constructed is investigated in details and confirmed to be valid. In the square lattice model, we present a new protocol for the estimation of critical exponents and temperature.
I. INTRODUCTION
Over an year ago, we studied an Ising model on a cubic lattice [1] by use of the δ expansion [2] . The study is based upon the high temperature expansion and the resulting series rewritten in the inverse of a mass squared M is transformed by the δ-expansion which played a crucial role in the estimation of critical quantities. However the foundamentals of the estimation protocol, which will be explicitly stated in the next section, have not been thoroughly investigated so far. This paper deals with the issue in enough depth via the study of Ising models at one-and two-dimensions where the models are solved and high temperature expansion is available to very large orders. Another purpose of this paper is to improve the estimation protocol of critical quantities employed in Ref. [1] . We will give a renewed procedure and confirm it works better in the low dimensional models, where the estimation of ν, γ/2ν and β c will be presented on the square lattice. The new protocol would be applicable to high dimensional models and even field theoretic models. Before the application to these more interesting models, it needs a detailed test on well understood models.
The Ising model we consider is a pure one without applied forces, specified by the action βH = −β <i,j> s i s j , s where β denotes the inverse temperature and < i, j > means the pair of nearest neighbor sites. It is well known that a one-dimensional model is in the one phase and the square lattice model undergoes a second order phase transition at β c = log(1 + √ 2)/2. One often discusses critical behaviors of thermodynamic quantities in terms of τ = 1 − β/β c [3] where β c stands for the critical temperature. In the high temperature region, in contrast, thermodynamic quantities are expanded in β. As the temperature approaches from a hot region to the vicinity of the critical point, the effective parameter changes from β to τ . We feel that this exchange in the basic descriptive parameter is somewhat strange. There exists, however, a sole parameter * yamada.hirofumi@it-chiba.ac.jp effective in the high-temperature phase. We note that the second order transition is activated by the divergence of the correlation length. The physics is controlled by correlation length ξ. The critical point is specified as the point where ξ is divergent and this means that, irrespective of specific value of β c which is of non-universal, the critical point is universally specified by the point of ξ = ∞ or the massless point M = 0 where M should be understood as suitably related to ξ. If one describes the system in M , even the temperature is a function of M (one can obtain β(M ) by the inversion of M (β)) and the critical temperature is given by the limit
(1.2) thermodynamic quantity Ω(M ) induces a dilatation transform as follows: Consider the large mass expansion truncated at order N , Ω N (M ) = N n=0 a n /M n . Then, truncate the expansion in δ in 1/M n = 1/((1 − δ)/t) n such that the sum of the expansion order of δ and the order of M −1 is less than or equal to N but not over N . This specific truncation rule yields M −n = ((1 − δ)/t) −n ∼ t n (1 + nδ + · · · + N ! (n − 1)!(N − n + 1)! δ N −n ). (2.1)
Then, taking the limit δ → 1 which means formally the infinite rate dilatation, we obtain
where C N,n denotes the binomial coefficient C N,n a n t n . By the expansion of (2.5) in α, it follows, for example at order α 1 ,
By comparison of both sides of (2.5) at order α k , one has
Further, if one sets α = n + ǫ with infinitesimal ǫ, expansion in ǫ provides a similar formula for M n times logarithms.
Assuming the power-like behavior of thermodynamic function Ω(M ) in the scaling region, let us explain the effect of δ-expansion. Series here is 1/M expansion truncated at order N . Then, our task is to obtain the critical information of the supposed behavior
Here, 0 < λ 1 < λ 2 < · · · and lim M→0 Ω(M ) = Ω 0 . There are other types of critical behaviors such that
These are typical in the study of phase transition as these two represent the divergences of thermodynamic functions. Let us explain one of the advantages in the δ-expansion, taking the scaling form (2.8) as an example. The construction via δ-expansion gives
Note that order N of large mass expansion is included in the coefficients in (2.9). The first term is most important and the rest acts as the corrections to the first one. In the limit N → ∞, respective terms of the corrections tend to vanish since
This represents the scaling of the amplitude c 1 C N,−λn at large enough order. Thus, as N → ∞, 11) and the nth-order correction tends to zero for fixed t. This is quite convenient for the estimation of Ω 0 . The above result (2.11) suggests us that for Ω N (M ) where N denotes the order of large M expansion,
in some region I of t. As mentioned in the previous section, this manifests a major characteristic property of δ expansion and plays a foundamental role in estimating the critical quantities. Though formal reasoning supports (2.12), if we inspect the terms in the large mass expansion, we find C N,n t n → (N t) n /n! which diverges to infinity as N → ∞ even when t is small. Though previous work [1] provided confirmed results on the point, the study is limited to 25th order and it is as yet nontrivial whether the fundamental result (2.12) remains valid to large enough orders. We shall deeply investigate the point in two solvable models in the following sections.
III. ONE DIMENSIONAL ISING MODEL
In the one-dimensional Ising model, it is well known that the exact correlation length ξ is given by ξ −1 = − log(tanh β). Then, the mass squared M defined by the zero momentum limit of correlation function is obtained by M = 2(cosh ξ −1 −1). We note that M and ξ do not obey the relation M = ξ −2 but satisfy
and inversion gives
where
The function β(x) has a branch point at x = −1/4, and the large mass expansion,
is valid within the convergence region −1/4 < x < 1/4. Here we have introduced the notation β > , which stands for the inverse temperature at small x. At large x, we make a division such as log(1+4x) = log(4x)+log(1+1/4x) and obtain the expansion, 4) where the notation β < means the expansion of β near the critical point and R denotes the regular part given by
Since β shows logarithmic divergence in the M → 0 limit, β c = ∞. We call the behavior (3.4) a critical behavior. From (2.7), we find
n . We then havē
The above integral representation shows that the region wherē β N > remains valid in the N → ∞ limit is |1 − 4t| < 1 (0 < t < 1/2). Note that the center of the region I = (0, 1/2) is t = 1/4. This indicates that the correct expansion should be inside region I and not at t = 0 on the boundary of I. From (3.7), we obtain the expansion around the center t = 1/4:
From the comparison of (3.4) and (3.8), we find
Thus we cannot use (log(4N t) + γ E ) (0 < t < 1/2). Thus, we are convinced that the divergence of the coefficient in the N → ∞ reflects that the point t = 0 is just on the boundary of the convergence region I = (0, 1/2).
The N → ∞ limit ofβ N > diverges for any t ∈ I, and this is due to the presence of the logarithmic singularity in the original function as M → 0. This case shows a variant of (2.12) in the case of a logarithmically divergent limit. We are able to capture the behavior of the logarithmic divergence inβ N > via numerical analysis. See Fig. 1 whereβ N > is depicted at N = 10. By study of the derivative β (1) , we find further evidence of logarithmic behavior and the coefficient of the log, 1/4: We find directly from (3.7) by the differentiation with respect to d/d log t, 10) and the exact validity of (2.12) is stated as
For convenience, we show the plots ofβ
N > (t) at N = 10, 45, and 100 in Fig. 2 . In accord with (3.10), the functions imply the step-like function, which is almost flat over the region I = (0, 1/2). At finite N , the unique stationary point is always realized at t = 1/4 and gives an exact value of lim N →∞β N > , which agrees with the coefficient of log t. It is also instructive to note that the higher order derivatives satisfyβ 
IV. TWO DIMENSIONAL ISING MODEL

A. High and low temperature expansions
In a one-dimensional Ising model, the scaling behavior is simple and allows exact analysis. In the two-dimensional model, a complexity related to the critical behaviors appears. Most of our investigation is based on the exact solution, and the model serves as a good testing ground for understanding large order aspects of δ expansion.
The exact result on which our study based is a relation between the correlation length and inverse temperature [5] ,
where ξ stands for the correlation length extracted in the large separation limit of a two-point function along one of the two axes. From above, we obtain a well-known result:
In addition we have
where τ = 1 − β/β c , and we find
The mass squared M corresponding to ξ is given by the transformation M = 2(cosh ξ −1 − 1) [6] . From the straightforward expansion
we obtain 6) and arrive at
where R denotes the regular part. As well-known, the twodimensional model has no confluent singularity, and the structure of the expansion is rather simple. In our analysis, we do not intend to use the above simplicity. We just assume the powerlike expansion
The large mass expansion of β is obtained to an arbitrary large order from (4.1). To the first several orders it reads
We briefly comment on the analytic extension of original β N > (x) on the complex x-plane using Padé approximates: The poles and zeros line up side by side on the negative real axis. The pole of the largest absolute value extends toward −∞, and the pole of the smallest absolute value seems to be converging to −1/8. From conventional knowledge, this kind of set of poles and zeros indicates the cut. The implied convergence radius of 1/M expansion is 1/8 and this agrees with the simple study of the coefficient ratio.
B. Effective region of δ-expansion
In the one-dimensional model, the convergence region of original 1/M expansion is |x| < 1/4 and the δ-expanded counterpart reads |t−1/4| < 1/4. It is as if the region of convergence is shifted right by 1/4. If t is negative and small in the absolute value,β N diverges in the N → ∞ limit. This may sound strange, since the series in powers of x is effective around x = 0 and then the expansion in t would ordinarily include the origin within the convergence circle.
Before proceeding to estimate critical quantities in the twodimensional model, we would like to elucidate the point in the square lattice. From (4.10), we obtain
11) We first show in Fig. 3 the plots ofβ N > at various orders. As seen in the upper graph (a),β N > shows slow convergence to β c . This is due to the presence of the corrections, especially the leading one ∼ t −1/2 . Actually, the simultaneous plot ofβ N > and β c −Ā 1 t −1/2 (A 1 = 1/4 and (2.5) are used) at N = 25 shown in Fig. 3 (b) reveals that the two graphs are in excellent agreement. Thus, we find thatβ N > precisely approximatesβ N < in its simplest form and, as long as C N,−1/2 → 0 in the N → ∞ limit,β N > → β c in the region I = (0, 1/4). Figure 4 shows the plots of (1 + 2d/d log t)β N > at various orders. The coefficient 2 multiplied to d/d log t is chosen from the asymptotic form of β near the critical point β < (x) ∼ β c + const×x 1/2 (see (4.7)), i. e., the inverse of the critical exponent 1/2 is used. The value makes the leading correction, the term const × x 1/2 , be canceled between β and β (1) = dβ/d log x. Thus the correction is highly suppressed in the combination. As a result, (1 + 2d/d log t)β N > shows a clear convergence trend over the whole region of I = (0, 1/4). We can say that the region supporting (2.12) thus indeed exists for the functions of interest. Explicitly, the region is confirmed to be I = (0, 1/4) approximately. The point is, as in a one-dimensional model, that the origin t = 0 seems to be excluded from this region. To confirm it in a more conclusive, we compute exp(β N > ) at large orders N = 300 and 301 over the region (−0.3, 0.3). The result is plotted in Fig. 5 . The effective region whereβ N > takes a finite value is limited between t ∼ 0 and ∼ 0.25. In other regions, we findβ N > → ±∞.
The above feature is investigated from another angle by using Padé approximants. Sinceβ N > and the derivatives converge respectively to β c and zero, the diagonal approximants denoted as [n/n] (N = 2n) are the most appropriate choice in the Padé table. Figures. 6 (a)-(b) show the poles and zeros of the [n/n] element ofβ N > andβ (1) N > at N = 24, 50 and 300. From Fig.  6 , we find, in spite of coefficients ofβ N (t) andβ N (t) being dependent on the order, that both shapes of distributed poles and zeros seem to converge to circular ones, though the one for poles is chipped. The shape of the pole set is apparently recognized as the circle even at rather low orders and the convergence is not slow. In contrast, the shape of the zero set changes very slowly forβ N > though the reason behind it is not clear to us.
At N = 300 forβ N > , the points at the left end of pole sets have the coordinate −0.1265831 ± 0.0015247 i, and the points at the right chipped end have 0.0551246 ± 0.1133955 i. As for β N > . From these results and those at lower orders, it is strongly suggested that in the infinite order the both sets of poles forβ N > andβ (1) N > are dense and form the chipped circle with the radius 1/8, the center being at the origin and upper end points having deflection angle π/3. Both zeropoint sets in the N → ∞ limit form dense sets of the circle with radius 1/8 and center at t = 1/8. Then, if a t-series obtained by the δ-expansion would be a series expanded around t = 0, it must be effective "inside" of the chipped pole-circle and not effective for Re[t] > 1/8. But it is not actually the case as manifest in Fig. 5 . Thus, we conclude that effective region of δ-expansion is shown by the zero-circle, not by the pole-circle. The origin t = 0 is actually at the boundary of the effective region and this is in accord with the fact that the coefficient of t k diverges as N → ∞; that is, the δ-expansion does not provide expansion around t = 0.
From the argument so far, though it is hard to analytically proves the convergence in the large N limit, we can say that there exists enough evidence of (2.12), stated in this case as
Similarly, we conclude that
and hence for arbitrary L and parameters ρ ℓ ,
(4.14)
An example of the above kind of combinations isβ N > + 2β
considered before corresponding L = 1 and ρ 1 = 2. The speed of convergence as N grows depends on the value of ρ ℓ . From (4.7), we find that the suitable set is (ρ 1 = 1/2ν, ρ 2 = 1/2ν + 1, · · ·) but the spectrum of the true exponents is the target itself in our study and not allowed to be used as an input. In the next section we discuss how to use (4.14) for the estimation of critical temperature and exponents.
C. Estimation of ν and βc Figure 3 (b) clearly exhibits thatβ N > recovers the scaling behavior. This provides us the possibility of estimating critical quantities fromβ N > effective at small t. In this subsection, we explicitly carry out estimations of critical quantities β c and ν. In fact, β c estimation is able to carry through with the protocol presented in Ref. [1] . Though we shall revise the protocol later, we first present the protocol and the result below.
We start with the scaling form written in x,
where R denotes the analytic part (see (4.8) ). Consider the simplest ansatz to the first correction β < = β c −A 1 x −p1 +R. From the argument on the δ-expansion of regular series presented in the one-dimensional model, we neglect D N [R] and employe the simple ansatz,
The terms have exponents 0, −p 1 and the above ansatz satisfies second order
, and then provides after the integration over log t
The inverse critical temperature appears as the integration constant. Then, we assume the basic result of δ-expansion which states
Note thatβ N > effective at small t is used in the place ofβ N < . Now, see Fig. 7 whereβ N > and its derivatives are plotted at N = 25. We confirm from Fig. 3(a) and Fig. 7 that approximate scaling behaviors forβ andβ (1) can be observed in the region t ∈ I = (0.2, 0.23). N> has just begun to be observed, other derivatives exhibit scaling after the last bumps. This allows us, at 25th order, to use a three-parameter ansatz. A four-or more multiparameter ansatz needs higher order terms above 25th.
. The decreasing trend of the first derivative is clearly exhibited inβ
25> ) Then, we make use of the approximate case of (4.18) without the N → ∞ limit; that is, we identify the value of
β N > at a stationary point t = t * in the plateau (see the plots in Fig. 4) . The result can be written as
Then, the task remaining is to find most reliable or optimal set of t and p 1 , which is expected to be close to 1/2ν. For this purpose, the extension of the principle of minimum sensitivity (PMS) due to Stevenson [7] was used. It suggests that the optimal set of p 1 and t is determined by the following simultaneous equations
Here the symbol ∼ means the left-hand side must be vanishing or a local minimum in the absolute value. Some comments would be in order: In general, the solution of (4.20) and (4.21) is not unique at a given order, and among those solutions, the best one must be selected somehow. Let us explain this issue by focusing on typical order cases, N = 9, 10, 11. From (4.20), we obtain p 1 as a function of a stationary point t as p −1 t * = 0.11477. At N = 10 there is one more solution depicted by the black blob. The peak between the two zeros shows the turning point to the scaling and therefore the blob point is plausible to be selected as the optimal one, giving t * = 0.173574. Similarly at N = 11, the local minimum represented by blob point corresponds to the optimal one and t * = 0.16404. Then we obtain the optimal estimation of p 1 by p 1 (t * ) = p * 1 and the estimation of β c is given by (4.19). We use the term "proper solution" for those depicted by the filled blobs at N = 10 and 11. Just from these orders, the proper approximation sets in. At N = 9, the set (t * , p * 1 ) is optimal but not proper. We can also carry out multi-parameter or Kth order LDE analysis from
Extending the PMS idea, we require thatβ N > satisfies at some t that
The first K condition allows a solution p 1 , p 2 , · · ·, p K as functions of t which specifies the estimation point. Then, the last condition (4.25) gives the optimal or proper solution for t = t * , and the substitution gives the estimate p * i = p i (t * ). Estimation of β c can then be done with (4.23).
In general, as many terms are included into the ansatz, the accuracy of estimate is increased, though the onset of proper estimation is delayed to higher orders. See fthe numerical results summarized in Table I . An approximate assessment at which orderβ N > begins to show that scaling is found from the plot TABLE I. K-parameter estimation results of βc = 0.44068679 · · · (K = 1, 2, 3, 4, 5). At K = 1, a proper estimate appears from the 8th for even orders and the 11th for odd orders. At K = 2, a proper estimate appears from the 14th for even orders and the 17th for odd orders. At K = 3, a proper estimate appears from the 22nd for even orders and the 25th for odd orders. The estimate before the appearance of a proper one is labeled by an asterisk. of the function and its derivatives. For instance, at N = 25, we notice that, though the seventh-order derivative which enters the job at a three-parameter ansatz shows rough scaling, all the derivatives can be said to be exhibiting the scaling behaviors. It is also notable that from the plot one can guess the value of proper solution t * . On these grounds, one may expect that the three parameter ansatz is available at N = 25. More precisely, we consider that reliable estimation begins with the emergence of the proper stationary point. And, at a given order of large M expansion, the best approximation of β c is obtained in an ansatz with K parameters where K denotes the maximal number of parameters providing a proper solution t * . This is the summary of the protocol used in Ref. [1] .
The estimate of an exponent p i by p * i accepts slightly less accuracy. For instance at N = 25, a three-parameter ansatz meets just proper case and yields p * 1 = 0.5007(ν = 0.9986), p 2 = 1.6537. At N = 50, a proper six-parameter ansatz yields p * 1 = 0.5000006(ν = 0.9999989), p 2 = 1.5011444, and p 3 = 2.565879. The value of p 2 at 50th order proves that the next order term is M 3/2 and not M 1 , which is contained in R (see (4.8) ). The value of p 3 at N = 50 indicates the next-to-the-next order is M 5/2 . All of these results are in accord with (2.6), (4.9), and (4.10).
In the previous protocol, critical exponents are estimated in the relation with β c . Here we try to estimate the leading exponent p 1 in the manner independent of β c estimation. The point is simple. It just suffices to differentiate β(t) by log t to remove β c and then construct a quantity which converges to p 1 in the M → ∞ limit. We will demonstrate that the ratio of the derivatives f β = β (2) /β (1) is convenient for the aim and the estimation accuracy will be improved. One remark is in order here. In working β(x), we assumed that the regular part R is negligible and the numerical results on the exponents p 2 and p 3 at high orders support that it is the case. However, in f β , a regular part plays a role of effective corrections as we can see below: Writing β (ℓ)
, we find
The first part implies the expansion result comes solely from non-analytic part of β(x), while the last part involves R. We find that R dependent part has expansions in the fractional powers of
x. On the other hand, actually, the first part is a regular series, and the δ-expansion would make it be negligible except for the first term −p 1 . Thus R plays a major role in f β . Neglecting higher order corrections, f β satisfies 
The estimation details are same as those in the estimation of β c . The only thing worth mentioning is that the series off βN > becomes somewhat less-qualified compared to the series ofβ itself. This depletion is reflected in the derivatives off βN > , which is depicted in Fig. 9 . For the 1-LDE case, a proper sequence appears at eighth order for even orders and 11th for odd orders. For the 2-LDE sequence, a proper estimate begins from 16th for even orders and 19th for odd orders. For the 3-LDE sequence, we have 26th and 29th orders, and for the 4-LDE sequence, 36th and 39th orders. The result of the estimate is summarized in Table II and depicted in Fig. 10 . In Table II and Fig. 10 , the results of the p 1 estimate by the previous protocol in the 2-LDE ansatz are also plotted. As a 
Derivatives off βN> at N = 25. The seventh-order derivative shows behavior far from scaling and the sixth-order derivative is just about setting in the scaling. The thick gray line indicates
typical case, compare 2-LDE results with the improved 2-LDE (including q 2 and q 1 ) results. We see from Table II that the improved 2-LDE results are superior to the original 2-and 3-LDE results when those are available at a given order. The only drawback in the former is the delay of the emergence of the proper sequence. The correction exponents can be also estimated: At N = 50, a proper five-parameter ansatz is available and yields q 2 = 0.500002, q 3 = 1.502126, and q 4 = 2.594018. This result serves as evidence that q 2 = 1/2, q 3 = 3/2, and q 4 = 5/2. Note that the integer power is not detected. By using the p 1 -estimate obtained in this manner, the improved estimate of β c becomes possible as we can see below:
The new protocol tells that, at a given order, one should use the ansatz ofβ N < (t) with maximal number of parameters, say K. Then we bias β c estimation viaβ N > (t) with K-LDE by the substitution of p * 1 obtained in the K ν -LDE estimation via f β , where the order K ν stands for the available maximal order of LDE. For instance, at 25th order a three-parameter ansatz is available (see Table I ). Then, we can use K ν = 2 proper estimate of p 1 via f β . On the other hand, at 26th order, we deal with the same threeparameter ansatz with K ν = 3 proper estimate of p 1 . At each orders, we substitute p 1 obtained in respective orders into the set of conditions (4.24) -(4.25). Since the p 1 exponent is thus fixed, one can discard one condition. The last condition (4.25) involves the highest derivatives among them and suitable to be discarded. In this way, we redo the estimation of β c , and the results are summarized in Table III and Fig. 11 .
At 25th order, for example, the naive estimation gives β c = 0.4406558 in 3-LDE. In the improved estimation, we have β c = 0.4406940 in 3-LDE. The improved result is more accurate than the naive one. The accuracy improvement occurs to all orders we have examined to 50th order. We conclude that the new formula improves the accuracy of the β c estimate.
D. Estimation of γ/ν
The exact and closed expression of the magnetic susceptibility defined by
is not obtained yet. However, its mathematical structure has been vigorously investigated for some years. References [8] [9] [10] provide good guidance. It is now known that the behaviors of χ near the transition point read [9] ,
+ log s(e 11 s + e 12 s 3 + · · ·) + (log s) 2 (e 21 s 4 + · · ·)
where s = (1/ sinh 2β − sinh 2β)/2 and C χ = 1.41536651474451003415569965497895925122365318, then gives the behavior of χ described in x,
Compared with the critical behavior of β(x), χ shows more complicated structure. The spectrum of exponents comes in two families of 7/8 − n/2 (n = 0, 1, 2, 3, · · ·) and 0 − n/2 (n = 0, 1, 2, 3, · · ·). In addition the later family allows logarithms which are considered as the remnant of the exponents with double, triple, etc degeneracies. The similar but more complicated structure is observed in the ratio function f χ = (log χ)
(1) = χ (1) /χ. Though f χ is more complicated than χ, its leading term is just a constant γ/2ν and convenient for its estimation.
We therefore work with f χ . First of all, we do not make use of the detailed result (4.36), since our purpose here is to assess the power of our approach to estimate the χ-exponent γ under simple assumptions. We start in a robust manner with the supposed power-like behavior with analytic back ground,
where R χ = d 0 +d 1 τ + · · ·. Then, we have
where p 1 = 1/2ν and r 2 = γ/(2ν). The LDE to be satisfied bȳ f χ< to the first K expansion reads
(4.39) Integration over t and the replacementf χN < →f χN > then gives
The behaviors off Fig. 12 . From the plots, we can understand roughly at which region of t, the estimation should be carried out in a given order. At N = 25 for example, all off (ℓ) χN > from ℓ = 0 ∼ 5 show approximate scaling around t ∼ 0.15 and t * would be close to that. It would be interesting to see whether the δ-expansion plays an expected role in this case, i. e., whetherf χN > recovers the true complicated critical behavior. We have numerically studied both functionsf χN > andf χN < at several N and confirmed it is the case. For instance, Fig. 13 shows the plots of those at N = 25. The two functions are almost degenerate over a region of t ranging from ∼ 0.15 to ∼ 0.21. The agreement between them is confirmed also for the first and second derivatives at N = 25.
In Ref. [11] , an unbiased estimation of γ via large mass expansion was done. However, we must say that the result is not as good in the accuracy. Here we note that the estimation of β c was improved under the bias of ν estimated order by order via f β . This would apply to the γ estimation since the leading correction comes in x −p1 . We therefore employ the same procedure: We substitute p 1 = p * 1 estimated in the previous subsection into the left-hand-side of (4.40) and extended PMS conditions that follow from (4.28) to (4.30) under the replacementf βN > →f χN > in them. The result of γ/2ν estimation to 50th order is shown in Table IV and Fig. 14 . It is apparent that the use of p * 1 has made the accuracy better. Here we notice that the used value of p * 1 is the one obtained in the 1-LDE for f β . The k-LDE with larger k by which p * 1 is supplied does not bring about any net improvement on γ/2ν.
Our biased protocol may be said to be working basically well up to the moderate orders. However, a complicated phenomenon occurs at higher orders. For instance, a "second" proper solution appears about N = 68 and 157, respectively, in three-and four-parameter ansatze. The region where the second proper solution lives is separated from the region of first proper solution by the pole of the relevant functions. After the appearance of the second proper solution, the latter region gradually shrinks and the new region develops. Thus, we come to be aware that the new solution must be kept as the true proper solution, and the old one should be called a pseudo proper solution. As for one-and two-parameter ansatze, the second proper solution if it exists does not appear up to N = 500, which is the maximum order we have studied. However, a seemingly irregular phenomenon still occurs at higher orders. For instance, using the exact value p 1 = 1/2ν = 1/2, we found that χN > at quite large orders. We emphasize that the discrepancy between the two functions is in fact small. Indeed, the peak values are of the order 10 −5 , and the discrepancy is also of the same order. The speed of approaching zero of [1 + 2
χN > is extremely slow. This slow convergence to zero is a signal that this anomalous behavior originates from the logarithmic terms.
The sequences of one-and two-parameter ansatze seem to imply slightly smaller value of convergence limit (see Fig. 17 ). However, we have checked that over N ∼ 400, the estimate shows a slow increasing trend with small oscillation. The reason of the appearance of an increasing trend even in the peak of the logarithmic effect is not seen in [1 + 2
χN > is that the coefficients of the logarithmic terms decrease as N increases (see (2.10)).
The same phenomenon does not occur in ν and β c estimations up to N = 500. This would be becauseβ(t) andf β (t) near β c are of the power-like structure.
V. CONCLUDING REMARKS
In the one-dimensional Ising model, the basic result (2.12) is analytically proved. In the square model, numerical work to large orders confirmed that (2.12) is valid. Based upon (2.12), we performed the estimation of ν, γ, and β c and demonstrated that the new protocol works better than the previous one [1] . Also important is the confirmation of the convergence region of the δ-expanded large M expansion. The existence is proved in one-dimension and verified numerically in the square model. We emphasize in both cases that the convergence region is of the type (0, t 0 ), and the origin t = 0 is excluded.
The presented approach has a characteristic property that one can estimate critical exponents directly from the hightemperature expansion, with no bias from the critical temperature. Under the new protocol, we understand that ν can be estimated first and then, γ and β c in the bias of estimated ν. It is logically natural that universal quantities are directly estimated by the large M expansion. The exponent ν has a special role in our approach because any typical thermodynamic quantity scales as ∼ τ γ (1 + const × τ + · · ·) and the first correction has the extra power 1/2ν due to the relation τ ∼ M 1/2ν near the critical point.
In the traditional method such as DLog Padé [12, 14] and differential approximants methods [13, 14] , β c is involved in the estimation equations. Many estimation data are supplied in a given order and the statistical processing of those data is employed and the average becomes accurate compared to the raw data themselves. In our method, in contrast, we have essentially a unique estimate. Thus, there is no room for the statistical processing of the data. The accuracy is not superior to those in the traditional approaches, but the logic is alternative and would be interesting since a direct path to the exponent is opened.
