[1] The objective of this paper is to implement an original method for spatial and multivariate data, combining a method of three-way array analysis (STATIS) with geostatistical tools. The variables of interest are the monthly amounts of rainfall in the Nordeste region of Brazil, recorded from 1937 to 1975. The principle of the technique is the calculation of a linear combination of the initial variables, containing a large part of the initial variability and taking into account the spatial dependencies. It is a promising method that is able to analyze triple variability: spatial, seasonal, and interannual. In our case, the first component obtained discriminates a group of rain gauges, corresponding approximately to the Agreste, from all the others. The monthly variables of July and August strongly influence this separation. Furthermore, an annual study brings out the stability of the spatial structure of components calculated for each year.
Introduction
[2] Many situations such as rainfall measurement involve multivariate data and include a spatial or temporal feature: individuals and/or variables are then linked by a relationship of spatial and/or temporal proximity and cannot be considered as independent. In the case of spatial and multivariate data, the aim of statisticians is usually to produce maps of the phenomenon. In the multivariate context, one mean is to produce a separate map per variable, for instance using an estimation by cokrigeage (by a linear estimator that minimizes the estimation variance) [Wackernagel, 1998 ], but the interpretation of numerous maps can be delicate. Another technique involves reducing the dimension of the multivariate space by means of the calculation of a small number of new variables that reflect the spatial and multivariate phenomenon.
[3] The purpose of this paper is to implement an original method for spatial and multivariate data, in order to describe the variability of rainfall in the Nordeste region of Brazil, which is a vast zone that represents 20% of Brazil's surface area. In this region, rainfall is characterized by pronounced spatial and temporal variability, resulting from complex climatic phenomena. More precisely, we focus on the part of the Nordeste region called the drought polygon. It covers 950,000 square kilometers and is characterized by a mean annual rainfall between 400 and 800 mm [da Cunha, 1902] . Two physiographic zones are distinguishable in this region: the ''Sertão'', a semi-arid zone where rainfall is low and irregular, with alternately torrential rains and strong droughts, and the ''Agreste'', a transitional zone between the Sertão and a narrow and humid coastal strip with a tropical humid climate, which does not belong to the drought polygon [Cadier, 1993 [Cadier, , 1996 . Annual precipitation variability is unusually high at these latitudes. Hence it is important to characterize the stable features in the rainfall structure using a space-time analysis approach.
[4] The study is based on a set of monthly rainfall records over several years in different meteorological stations. The context is a multivariate, spatial, and temporal situation on a monthly scale.
[5] All calculations are made with S-Plus 1 6.0 [Venables and Ripley, 1999; Mathsoft, 2000] . Calculations of variograms and kriging are made using the specialized add-on module S+SpatialStats [Kaluzny et al., 1997] . Graphs and programs that are not included in this paper are available from the authors on request.
Data Description and First Analyses

Climatic Context
[6] Since da Cunha [1902] several authors have dealt with Nordeste rainfall, identified as a decisive factor for the development and even the survival of this region. The climatic mechanisms are complex [Nimer, 1973; Kouski and Moura, 1981] but the majority of authors describe the substantial irregularity in occurrence and duration of the dry events, attempting to establish links with global climate indicators such as El Niño-Southern Oscillation (ENSO), Atlantic Ocean oscillations and Sea Surface Temperature Anomalies (SSTA), Intertropical Convergence Zone (ICTZ), or Polar air incursion occurrences, with the final objective to try to find explanations for these anomalies and, if possible, to predict them [Hastenrath, 1990; Hastenrath and Greischar, 1993; Folland et al, 2001; Chaves and Cavalcanti, 2001; Pezzi and Cavalcanti, 2001 ]. These researches are presently supported by Climatic Research programs led in Brazil by INPE/ CPTEC.
[7] However, few of the above-mentioned authors have tried to delimit zones according to the pluviometric regimes. Chu [1983] separates the Northern Nordeste and the Southern Nordeste, more influenced by the Southern Hemisphere's atmospheric circulation. In a similar approach, Uvo et al. [1998] propose a more detailed zoning (but varying every month) of the influence of climatic indicators.
[8] As far as we know, none of these authors mentions and characterizes the well-known physiographic zone of Agreste with the pluviometric criteria proposed by Cadier [1993] and by the present work. Frankenberg and Rheker [1988] use this zonation in their multivariate analysis of rainfall.
Data
[9] The data consist of monthly rainfall records at 82 stations in the Nordeste region over the period from 1937 to 1975. Data were not recorded for all consecutive years and the maximum gap is 5 years between 1957 and 1963. Stations are represented in Figure 1 , where they are mentioned by their three letter abbreviation, listed in the work of Cadier [1993, appendix 3] .
[10] For each year we have 12 monthly variables Pj ( j = 1. . .12), which are the total amounts of rainfall during the month j.
[11] The data set ( Figure 2 ) is sorted into q = 29 matrices X k (k = 1. . .q) of dimension 82 Â 12, whose lines are the n = 82 stations (i = 1. . .n) and whose columns are the p = 12 variables ( j = 1. . .p) described previously. Each matrix corresponds to a year of observation. D is the diagonal matrix giving the weight of each station. For our study, this matrix is set to D = (1/n)Id n . (Id n being the n Â n identity matrix). All the variables are then centered and reduced according to D.
[12] Histograms of the variables, all years combined or not, show a heavily skewed distribution due to the large number of low values in comparison with high values. We decided not to make any transformation, because neither PCA nor kriging predictions require any assumption of normality to function, even if this can result in an unstruc- Figure 1 . Map of the 82 stations of the Nordeste region retained for our analysis. Stations are mentioned by their three letter abbreviations, listed in the work of Cadier [1993] . Longitudes and latitudes are in decimal degrees. XXX* means that the station belongs to the Agreste region and XXX°m eans that the station belongs to the southwest of the Sertão.
tured variogram, with relatively high values for every lag class, even for the short lags near the origin. In our case, the variograms obtained in our further analysis are satisfactory.
[13] A short analysis of temporal stationarity was done on the annual amounts of rainfall per station. The procedures used [Lee and Heghinian, 1977; Pettitt, 1979; Hubert et al., 1989] [Mardia et al., 1979] is a very widely used method of multivariate data analysis that makes it possible to transform a set of correlated variables into uncorrelated quantities, extracting a maximal amount of variance from the data. It is used by many authors in a hydrological context; see for example Domroes et al. [1998] in the case of precipitation variables. However, this method does not take into account the locations of the individuals.
[15] Local factor analyses are derivatives of this method that introduce a neighborhood matrix between samples [Meot et al., 1993; Chessel and Sabatier, 1994; Sabatier, 1998 ]. They are based on the definition of a linear combination of the variables that maximizes the local variance, calculated by means of the neighborhood matrix.
[16] An alternative, called factorial kriging, stems from multivariate geostatistics [Wackernagel, 1998; Arnaud et al., 2001; Goovaerts et al., 1993] : it is a generalization of factor analysis in a spatial framework that incorporates the idea of continuity of spatial links. The resulting factors are not correlated spatially and each of them is related to a definite spatial structure.
[17] The STATIS method, for the French expression ''Structuration des Tableaux à Trois Indices de la Statistique'' [Lavit, 1988; Lavit et al., 1994; Meyners et al., 1998 ], provides a means to deal with three-way arrays. It can then be used when several data arrays have been measured at different points in time in order to deal with the temporal feature, but without taking into account the notion of temporal proximity. It is based on the calculation of a ''consensus matrix,'' that is a synthesis of all the matrices. Many other generalizations of standard multivariate analysis such as principal component analysis (PCA) or canonical correlation Analysis (CA) have been proposed to study three or more sets of variables, i.e., a multi-way table. Most of these methods determine the dimension (or rank) of the model step by step, using linear combinations of each set of variables and optimizing one criterion [Carroll, 1968; Gower, 1975; Escofier and Pagès, 1984] . STATIS is the only simple method that takes into account the study of an interstructure and that introduces the idea of a consensus matrix.
[18] In our case, where data consist of variables measured at different stations over different years, we introduce here an original methodology associating the STATIS method and the geostatistical kriging method. This idea was initiated by Cornillon and Sabatier [1999] . In this methodology the principal components obtained by the STATIS method are slightly modified to fit the theoretical variogram that was chosen to model them, making it possible to improve these components by taking into account spatial dependencies at the same time as their calculation.
STATIS Method
[19] We expose here the theory of STATIS as described by Lavit [1988] . It focuses on the study of the n Â n Escoufier matrix W k of scalar products between stations, associated with each matrix X k , k = 1. . .q:
(where superscript t implies a transposed matrix), by means of the Hilbert-Schmidt scalar product between the Escoufier matrices:
where tr stands for the trace of a matrix. All the scalar products between the W k are the entries of the q Â q matrix S:
The main idea is the calculation of a n Â n ''consensus matrix'' which summarizes the initial ones. It is a weighted average of the initial normed Escoufier matrices:
The coefficients a k are sought to maximize kW c k HS 2 = (W c jW c ) HS : they are the terms of the vector a defined as:
where m 1 is the eigenvector of S associated with the largest eigenvalue l 1 . The meaning of the consensus matrix is Figure 2 . The three-way data array.
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checked by the representation of the ''interstructure'', by associating each matrix W k with a point in Euclidian space, whose coordinates on the axis i are the components of the vector ffiffiffiffi l i p m i . This makes it possible to appreciate the similarity between all the arrays, to show if there is actually a common structure, represented by the consensus matrix.
[21] The STATIS method makes it possible to turn a three-way array into a two-way consensus array, which enables the application of a PCA, i.e., the diagonalization of W c . It can be shown that this diagonalization is equivalent to the PCA of the n Â pq matrix Y, defined by the juxtaposition of the initial matrices X k multiplied by the annual coefficients ffiffiffiffiffi a k p . The Escoufier matrix (equation (1)) corresponding to Y is W c . This PCA makes it possible to obtain a consensus Euclidian representation of the individuals.
Spatialized Component Method (SCM)
[22] Once the consensus matrix is calculated the same context as that of Cornillon and Sabatier [1999] is reproduced, which allows us to use their methodology.
[23] We consider the n Â pq matrix Y whose corresponding Escoufier matrix is W c . Y j , the j th column of Y, then corresponds to the initial j th variable of X k weighted by ffiffiffiffiffi a k p , and is a regionalized variable, realization of the random function Y j (x). Hence we have a pq-valued spatial process {Y(x) = Y 1 (x). . .Y pq (x), x 2 R 2 } defined over points locations x within the spatial domain R 2 .
[24] The main idea of the SCM consists in reducing the dimension of the variable space, by calculating a linear and one-dimensional component that contains a maximum amount of the variance of the data, and that takes into account the spatial dependence between stations. This is done by simultaneously estimating the best component and its fitted variogram so that the residual sum of squares between its theoretical and its experimental variogram is minimized. To simplify, we use the term of variogram instead of the appropriate one semi-variogram [Matheron, 1969] .
[25] Our goal is to find a linear combination c(x) of these pq variables, whose variogram is as close as possible to the theoretical variogram chosen to fit it, such as:
[26] We therefore must find the parameters u (vector of coefficients for the component c(x)) and q (vector of the coefficients of the theoretical variogram g (q, h)) that minimize the objective function:
under the constraint:
[27] In the previous equation,ĝ u ðhÞ is the experimental variogram, computed as half the average squared difference between the components of data pairs [Goovaerts, 2000] :ĝ
where N(h) is the number of pairs of data locations a vector h apart. The vectors h are determined empirically by adjusting the azimuth tolerance and the number and the length of the lags, so that each point of the variogram is estimated by a sufficient number of points.
[28] The technique used is iterative and is composed of two steps. In a first step, the starting point is chosen to be the first component c 1 = Yu 1 of the PCA of Y. A theoretical variogram g(q, h) is then fitted, that is the reference variogram used afterwards.
[29] We then try, in a second step, to bring the reference variogram as close as possible to the experimental variogram stemming from the component, by conjointly modifying the coefficients of the theoretical variogram and those of the component.
[30] The SCM looks like the method of Bailey and Krzanowski [2000] , but in the context of PCA instead of the context of factor analysis. The difference between the two techniques is that PCA is merely a transformation of data that gives components that are empirically determined aggregates of the variables without presumed theory, whereas factor analysis supposes that the data comes from a well-defined distributional model and gives factors that are theoretically the underlying variables that cause the covariation between observed variables [Mardia et al., 1979] .
[31] We wrote a minimization algorithm using the S-Plus 1 function nlminb. The S-Plus 1 function, which is minimized by nlminb, integrates the constraint (7):
[32] This is in fact the objective function (6) calculated at the normed vector u. The nlminb minimization is included in a loop that stops when the criterion is reached. The criterion concerns the relative variations between the steps (n) and (n À 1) of the objective function j 2 and of the parameters of minimization u and q: where superscript (n) implies the object evaluated at step (n), and j 2 (n) (u (n) , q (n) ) is noted j 2 (n) to simplify the expression. The parameter e is set after several attempts to 10 À10 .
Results
STATIS Method
[33] We perform the STATIS method on the 29 matrices described above. Plotting of the first Euclidian plane of the interstructure (Figure 3) shows a quite good similarity between the annual matrices, the first axis representing 99.05% of the total variance (this percentage being calculated by means of the eigenvalues l of S). Hence all the years seem sufficiently homogeneous to consider that they can be represented in a satisfactory way by a consensus matrix, even if some years (1946, 1950, 1951, 1963, 1969) can nonetheless be distinguished from the others, as they are quite isolated from the main group of years. This means that they have a slightly different structure.
[34] We can then interpret the diagonalization of Y. We consider only the first two components c 1 and c 2 which explain 50.16% of the total variance (a level of variance that is usual in this method), with the corresponding plane represented in Figure 4 . The first component accounts for 28.38% of the variability and discriminates the stations corresponding approximately to the Agreste, which have negative coordinates, from all the others, characterized by positive coordinates. The second component accounts for 21.78% of the variability and discriminates the southwest stations from the northeast ones. The third component accounts for only 6.29% of the variability, and since we found no relevant interpretation, we decided not to study it.
[35] Interpretation of the correlation circle is rather difficult due to the large number of variables (12 Â 29). We then choose to divide it by plotting one circle by type of variable, thus representing the correlations between axes and the considered variable over all years. Figure 5 shows the circles for three characteristic months: January, August, and November.
[36] The first axis seems to be strongly and negatively correlated with the monthly variables of months 7 (July: for 72% of the years the correlation is higher then 0.8 in absolute value) and 8 (August: 89%). It contrasts the stations of the Nordeste region, characterized by rainy months in July and August, with the other stations where these months are drier. The second axis is harder to interpret, because the correlations are not as stable with the years. It seems to be correlated with the variables P11 (November: for 58% of the years the correlation is higher then 0.8 in absolute value) and P12 (December: 41%) for many of the years. This means that there is a gradient of precipitation for the months November and December, from the southwest (high values) to the northeast (low values). In Figure 5 , the isolated position of the year 1951 for November means that in November 1951 the gradient Agreste/ Sertão was much larger than during the other years because of low rainfall in the Sertão, and that the gradient southwest/ northeast was lower because of low rainfall in the southwest.
[37] The results of the STATIS method therefore show that in spite of the pronounced annual variability of precipitation in the considered region, some structure can be extracted so that we can work on an ''average array'' that summarizes all the years, without losing too much information.
[38] It is then possible to see in more detail why each initial matrix is different from the consensus matrix, by showing, in the consensus Euclidian representation, the coordinates of each individual of each year on c 1 and c 2 .
For instance, such a representation (not presented here) shows that for 1969, the coordinates on c 1 of most stations in the Agreste are far lower than the corresponding consensus coordinates (difference higher than 0.5 in absolute value). This explains the difference in structure pointed out in Figure 3 . The amount of rain in August for this year for these stations was indeed low in comparison with the same stations for the other years. [39] Other records of daily rainfall had previously been used by Cadier [1993] who made a pluviometric zonation of daily rain events of short duration by fitting different laws of probability quantiles. Comparing the obtained zones and the results of the PCA of the consensus matrix shows that the stations contrasted by the first axis correspond exactly to three zones contrasted by Cadier [1993] . It then shows that our results with monthly variables are coherent with analysis of a different nature, using only daily variables. Therefore the STATIS method makes it possible to objectively find results using monthly variables. Moreover, the second component establishes a zonation that goes further than a simple distinction Agreste/ Sertão.
[40] Thus the first components characterize different levels of variability and reveal a spatial zonation, even if no spatial information has been introduced. It therefore seems appropriate to take into account the spatial dependencies in the analysis in order to see what improvements would be made. This zonation will be made more precisely using kriging techniques.
Variogram Study
[41] The spatial structure of the first components resulting from the PCA of the consensus matrix is studied by calculating the corresponding experimental variograms. Directional variograms are estimated for the first two components (see Figure 6 ; only the first component is represented to simplify). Both first and second components present a zonal anisotropy, as in some directions the variogram is higher than in others, and has no sill, corresponding only to an intrinsically stationary random function.
[42] In the case of the first principal component that will be presented here, Figure 6 shows that the direction of main variability is the direction 135°, perpendicular to the direction of the lowest variogram, 45°. Angles are measured relative to the horizontal direction.
[43] It is therefore fitted by a nested variogram, defined as the sum of an isotropic structure, depending only on the distance jhj between stations, and of an anisotropic structure, depending on the direction of the vector h in relation to the direction of zonality, here 135° [Journel and Huijbregts, 1978] . For both structures, we choose a power variogram. We add a nugget effect of 0.03.
[ and where h 135 is the coordinate of the vector h along the direction 135°, a 45 and a 135 are, respectively, the sills in the directions 45°and 135°, and b 45 and b 135 are the ranges in the directions 45°and 135°(0 < b < 2). For b ! 2, Àg(h) is no longer a conditional positive definite function [Journel and Huijbregts, 1978] .
[45] All coefficients are fitted by nonlinear least squares regression (function nls of S-Plus 1 ): q = (0.041 1.642 0.125 1.491) (see the corresponding fitted variogram in Figure 6 ).
[46] We perform a cross-validation as described by Wackernagel [1998] . It consists in an estimation of each measure point by means of the fitted model, using the (n À 1) other points. The distribution of cross-validation errors looks like a normal distribution, with mean 0 and standard deviation 1, and the absolute cross-validation errors are all below the threshold of 1.96 except for 2 stations: Araruna (ARA) and Nossa Senhora das Dores (NSD). Both are stations of the Agreste. This can be explained for ARA by the relatively isolated location of this station, and for NSD by its extreme value, as it corresponds to the maximum for c 1 .
[47] The corresponding map is obtained by ordinary kriging [Wackernagel, 1998 ], represented in Figure 7 . As the module S+SpatialStats 1 cannot compute kriging predictions with nested variograms, we wrote a new S-Plus 1 program in order to take this aspect into account, using the method of resolution of kriging systems given by Cressie [1993] .
[48] The link between the STATIS method and ordinary kriging produces a map for the component that accounts for most of the variance from the data. Other maps (not included) for the other components have been made in the same way to describe the main rainfall features.
Application of SCM
[49] In order to avoid complexities associated with the anisotropy, we choose to work with an omnidirectional variogram and so to use as the reference variogram the theoretical variogram g(q, h) determined without taking anisotropy into account. We choose a power-variogram without nugget effect:
with q = (ab), a and b being fitted by nls minimization: q 0 = (0.115 1.777). The initial objective is j 1 (u 1 , q 0 ) = 0.046.
[50] The ''isotropic'' model (equation (11)) is a little worse in terms of cross-validation, because with the criterion used before, six stations instead of two in the anisotropic case (equation (10)) can be distinguished from the others, all of them belonging to the Agreste and therefore having high values for c 1 . For our purposes, we consider that this isotropic model is satisfactory. The corresponding map is represented in Figure 8 .
[51] The optimization program stops after 9 iterations when q f = (0.108 1.771) and j 1 (u f , q f ) = 0.038. It corresponds to a decrease of 17.7% in the objective function. u f is the final vector u making it possible to calculate c f : c f = Yu f (equation (5)). The variation of the vector u is measured by the linear correlation coefficient between u 1 and u f (cor(u 1 , u f ) = 0.965) and between c 1 and c f (cor(c 1 , c f ) = 0.999). It has therefore deviated little from the PCA results.
[52] The corresponding map is represented in Figure 9 . It is quite similar to the initial one (Figure 8 ). The advantage is that this map has been calculated using a variogram model that is much better than the models used before.
Return to the Annual Matrices
[53] We decide to return to the initial annual matrices in order to see if the component calculated by means of the consensus matrix is spatially consistent with the components that could have been extracted from each year. On a single graph (Figure 10) , we plot the experimental omnidirectional variograms of the first component resulting from the Principal Component Analysis of each initial matrix (each one corresponding to a year). All of them are quite similar. This means that there is some stability in the spatial structure. This should be compared with the plotting of the experimental variograms of the columns of Y (not shown here, but similar to Figure 10 ), after a correction to scale them to the same variance as c f , grouped together by month: the variograms corresponding to months 5 (May) to 9 (September) are rather homogeneous, unlike those of the other months. Moreover, the annual variograms corresponding to these months are quite similar to the consensus variogram of the first component. As the first component of each year and of the consensus matrix are mainly correlated with these monthly variables, and particularly to months 7 (July) and 8 (August), the observed homogeneity can be accounted for. PCA homogenized the spatial structure of the variables.
Conclusions
[54] The use of the STATIS method in our context made it possible to synthesize a large number of variables, leading to components that characterize the climatic regime. These synthetic components characterize spatial zonations in an objective way, using monthly variables. The first one was transformed in order to obtain a component rich in terms of explicative variance and with a well-determined spatial structure.
[55] The SCM presented here differs from that of Bailey and Krzanowski [2000] in that they do not specify using an initial point for their optimization. The initial point and the reference variogram used in our study corresponding to the first component of a PCA, we obtain a component with a variance close to the variance of this first component. Moreover, we introduce the notion of time, involving a three-way array. Of course, the method requires further improvements in order to study the convergence behavior of our algorithm, to establish links between this method and others such as factorial kriging, and to include the calculation of other components in order to describe a larger part of the variability.
[56] In spite of the zonal anisotropy discussed above, applying this method forced us to simplify our problem, since this anisotropy required a nested model that could not be easily handled by our method. It would then be of interest to incorporate this feature, in order to improve the final map.
[57] This paper shows then that using only monthly amounts of rainfall, irregularly located in the Nordeste region and low in number, it is possible to characterize a spatial, seasonal and annual variability. Spatial variability was brought out by geographical zoning that makes it possible to choose a small number of stations to represent a large part of the main pluviometric regimes. We were able to identify and characterize the pluviometric regimes of the Sertão, the Agreste and the southwestern zone. Then months could be grouped by season to characterize seasonal variations. We were able to identify the more relevant months to bring out spatial variability. Finally, plotting the interstructure made it possible to distinguish years that have a different spatial and seasonal structure in a region where water resources are very irregular and often dramatically insufficient.
[58] We thus have an original method that is able to analyze triple variability: spatial, seasonal and interannual. The results are coherent with what is already known, but at the same time reveal new aspects: it makes it possible to draw maps, to study more precisely correlations and interannual variations. They are also coherent with other attempts, not published here, using other types of variables such as the number of rainy days or the length of rainy sequences. It is a promising method that is to be used on variables other than pluviometric variables such as, for example, Ocean SST. The components obtained could be used in a further step to establish correlation links with the explicative variables from the Atlantic or Pacific Ocean.
