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Abstract. In this article a modification of a grammar systems theoretic construc-
tion, the so-called network of parallel language processors, is proposed to describe
the behaviour of peer-to-peer (P2P) systems. In our model, the language processors
form teams, send and receive information through collective and individual filters.
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The paper deals with the dynamics of string collections. The connection between
the growth function of a developmental system and the growth function of networks
of parallel multiset string processors with teams of collective and individual filtering
is also established.
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1 INTRODUCTION
Nowadays the Internet is witnessing a revolution hailed as peer-to-peer networking.
For a detailed introduction to P2P computing, see [7, 15, 23].
In this paper we are going to study the peer-to-peer communication in a formal
language theoretic framework, called networks of parallel multiset string processors
with teams of collective and individual filtering.
The base of our model is the so-called network of parallel language processors
(see e.g. [4, 5, 6, 10]), which consists of several language identifying devices or compo-
nents associated with the nodes of a virtual graph. The language processors operate
on strings, or more precisely, on sets or multisets of strings, by performing rewriting
and communication steps alternatively. A system of network of parallel language
processors functions by changing its states. At any step, the state of the network is
described by the sets or multisets of strings present at the components. During the
rewriting step, some strings present at some component are rewritten according to
the rewriting rule set and rewriting mode of the component. During the communi-
cation step, some strings, or copies of some strings present at some component and
satisfying some context condition are communicated to other components via input
and output filters. Networks of language processors are intent on capturing some
aspects of multi-agent systems: the language processors correspond to the agents
and the string collections to the behaviour of the system.
In our model a peer is represented by a multiset string processor, situated at
a given node of the network. Like peers in a P2P system, multiset string processors
also possess identical functionalities. They form teams, the active components of
which can correspond to peer groups. Both multiset string processors and teams
have unique IDs. Each multiset string processor may belong to different teams si-
multaneously, as peers do in a P2P network. They operate on multisets of strings
corresponding to advertisements or messages, by performing rewriting or communi-
cation steps alternatively. The rewriting step may either be the publication or the
update of an advertisement, or the compilation or the modification of a message.
The choice of parallel rewriting rules is motivated by the fact that the entire ad-
vertisement or message can be modified at a given time step. The lifetime of an
advertisement or a message might be expressed by a disjoint alphabet and added
to the string representing it, but it has no impact on the mathematical results es-
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tablished in this paper, and consequently, it is omitted. It may also be assumed
that the various advertisement types are described by some letters in the strings
representing them. The communication step corresponds to the application for or
the provision of the advertisements or the dispatch or the receipt of a message
in the P2P network. Some advertisements or messages can be provided or ac-
cessed only by peers within the given peer group, others by all of the peers. In
the first case, the individual, in the second, the collective filtering mechanism is
performed.
The formal language theoretic construction introduced in this paper is a simpli-
fied abstract model of P2P networks, but it contains the most significant properties
of such systems. Clearly, more sophisticated features could be added, which might
cast a new light on some additional aspects of P2P networking. The aim of this
paper is twofold. First, it gives a formal language theoretic model to describe P2P
systems. Secondly, it characterizes the dynamics of information in the network and
discusses some related state-of-the-art issues.
2 P2P NETWORK: FORMAL DEFINITIONS
The reader is assumed to be familiar with the basics of formal language theory, for
further details consult [10, 24, 25]. For the sake of legibility, only the most important
notions used throughout this article are revised.
For an alphabet V , we denote by V ∗ the free monoid generated by V under the
operation of concatenation. The elements of V ∗ are called strings. λ denotes the
empty string, |x| the length, alph(x) the alphabet of x ∈ V ∗ and |x|V ′ the number
of occurrences of letters of a subset V ′ of V in x ∈ V ∗. The cardinality of a finite
set S is denoted by #(S), the set of natural numbers by N and N0 = N ∪ {0}.
Let U denote the set (the universe) of objects. A multiset is a pair M = (V, f),
where V is an arbitrary (not necessarily finite) set of objects of U and f : U → N0
is a mapping assigning the multiplicity to each object such that if a /∈ V then
f(a) = 0. The support of M = (V, f) is defined by supp(M) = {a ∈ V |f(a) ≥ 1}.
M is a finite multiset in case supp(M) is finite. The set of all finite multisets over
the set V is denoted by V ◦. The number of objects in a finite multiset M = (V, f),
or in other words, the cardinality of M is defined by card(M) =
∑
a∈V f(a). For
instance, a multiset with elements a, a, a, b, b, c is denoted by {{a, a, a, b, b, c}}. It is
claimed that a ∈ M = (V, f), if a ∈ supp(M), and M1 = (V1, f1) ⊆ M2 = (V2, f2),
if supp(M1) ⊆ supp(M2) and for all a ∈ V1, f1(a) ≤ f2(a). The union of two
multisets is defined by (M1 ∪M2) = (V1 ∪ V2, f ′), where for all a ∈ V1 ∪ V2, f ′(a) =
f1(a) + f2(a), the difference by (M1 −M2) = (V1, f ′′), where f ′′(a) = f1(a)− f2(a)
for all a ∈ V1, and the intersection by (M1 ∩ M2) = (V1 ∩ V2, f ′′′), where for all
a ∈ V1 ∩ V2, f ′′′(a) = min(f1(a), f2(a)) and min(x, y) is the minimum of x, y ∈ N.
M is an empty multiset, denoted by ǫ, provided that supp(M) = ∅. A multiset M
over the finite set of objects V can be represented as a string ω over the alphabet
V with |w|a = f(a), a ∈ V and λ representing the empty multiset ǫ. In the sequel,
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the finite multiset of objects with the word ω over V representing M is identified
by M = (V, f), hence ω ∈ V ◦ is written.
A 0L system (an interactionless Lindenmayer system) is a triplet G = (V, ω, P ),
where V is an alphabet, ω ∈ V ∗\{λ} is the axiom and P is a finite set of context-free
rewriting rules over V such that for each a ∈ V there is a rule a → x in P (we say
that P is complete). For z1, z2 ∈ V
∗ we write z1 =⇒ z2 (with respect to G, if it is
necessary, and we denote it by =⇒G), if z1 = a1a2 . . . ar, z2 = x1x2 . . . xr, for ai → xi
in P , 1 ≤ i ≤ r.
If for each a ∈ V there is exactly one production of the form a → x, x ∈ V ∗,
then we speak of a deterministic 0L, or a D0L system. If the axiom is replaced by
a finite language, then we have an 0L (D0L) system with a finite number of axioms,
or in other words, a F0L (FD0L) system.
The families of languages generated by 0L,D0L, F0L and FD0L systems are
denoted by 0L, D0L, F0L and FD0L, respectively.
Since the production set P of a D0L system G = (V, ω, P ), defines a homomor-
phism h : V → V ∗, thus G = (V, ω, h) is often used instead of the first notation.
By a word sequence of a D0L system G = (V, ω, h), the following sequence is
meant: h0(ω) = ω, h(ω), h2(ω), h3(ω), . . . . The function f : N0 → N0 defined by
f(t) = |ht(ω)|, t ≥ 0 is called the growth function of G, and the sequence |ht(ω)| for
t = 0, 1, 2, . . . is said to be its growth sequence.
By a context condition ̺ over V ∗, where V is an alphabet, we mean a computable
mapping ̺ : V ∗ → {true, false}. We say that ̺ is of type
reg, or it is a regular context condition over V ∗, given by a regular language L ⊆ V ∗,
if ̺(ω) = true for any ω ∈ V ∗, where ω ∈ L, otherwise ̺(ω) = false.
rc, or it is of random context condition over V ∗, given by a pair (Q,R), where
Q,R ⊆ V , if ̺(ω) = true for any ω ∈ V ∗ which contains each element of Q, but
no element of R and ̺(ω) = false otherwise. By definition, Q and R can be
empty sets, in this case we omit the corresponding context check. Q is called
the permitting and R the forbidding context condition.
In the sequel, we introduce the notion of network of parallel multiset string
processors with teams of collective and individual filtering and define the way in
which such a system works.
Definition 1. A network of parallel multiset string processors with teams of collec-
tive and individual filtering (a TciNMPF0L system) of degree n, n ≥ 1, is a construct
Γ = (V, (t1,Θ1,Ξ1), . . . , (tn,Θn,Ξn)),
where
• V is an alphabet (the alphabet of the system),
• ti = {ci,1, . . . , ci,ri}, 1 ≤ i ≤ n, ri ≥ 1, is a team component, the i
th team,
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• Θi = {θi1, . . . , θipi}, Ξi = {ξi1, . . . , ξiqi}, 1 ≤ i ≤ n, pi, qi ≥ 1, where θij , ξik,
1 ≤ j ≤ pi, 1 ≤ k ≤ qi, are context conditions over V ∗, called an exit filter and
an entrance filter, respectively, recommended by the ith team,
• ci,j = (Pi,j, Fi,j,Ψi,j,Υi,j), 1 ≤ i ≤ n, 1 ≤ j ≤ ri, called the j
th component of
the ith team of the network, or in other words, the (i, j)th component of the
network, where
– Pi,j is a finite set of 0L rules over V , the production set of the (i, j)
th com-
ponent, 1 ≤ i ≤ n, 1 ≤ j ≤ ri,
– Fi,j ∈ V ◦ is a non-empty finite multiset of strings, the multiset of axioms of
the (i, j)th component, 1 ≤ i ≤ n, 1 ≤ j ≤ ri, and
– Ψi,j = {ψi,j
1
, . . . , ψi,jsi,j }, Υi,j = {υi,j1, . . . , υi,joi,j }, 1 ≤ i ≤ n, 1 ≤ j ≤ ri,
where ψi,jk , υi,jl , 1 ≤ k ≤ si,j , 1 ≤ l ≤ oi,j , si,j , oi,j ≥ 1 are context conditions
over V ∗, called an exit filter and an entrance filter, respectively, recommended
by the (i, j)th component.
A component or a multiset string processor corresponds to a peer in a P2P
system, while a team contains the possible candidates that may join a peer group.
Observe that the components residing in the nodes of the virtual graph are not
assumed to be fully connected, as in the case of wireless networks. Consequently,
the static neighbourhood relation applied in [5] is left out.
An element of Fi,j ∈ V ◦, 1 ≤ i ≤ n, 1 ≤ j ≤ ri, ri ≥ 1, may either correspond to
an advertisement or a message. Whether the underlying string is an advertisement
or a message might be expressed by a disjoint alphabet, but it has no impact on
the mathematical results established in the paper; thus it is omitted. Using the
terminology of networks of language processors, the component, in fact, is a multiset
string processor. The choice of a multiset string processor is motivated by the fact
that in P2P networks multiple instances of an advertisement or a message may exist
on the members of a peer group, and each receiver of an advertisement or a message
takes away its own copy.
In case of an advertisement, the filters θij , ξik, 1 ≤ i ≤ n, 1 ≤ j ≤ pi, 1 ≤
k ≤ qi, pi, qi ≥ 1, limit access to the advertisement which may be available to
every multiset string processor (collective filtering of information), whilst the filters
ψi,jk , υi,jl, 1 ≤ i ≤ n, 1 ≤ j ≤ ri, 1 ≤ k ≤ si,j , 1 ≤ l ≤ oi,j , ri, si,j, oi,j ≥ 1, to those
that are available only to the components of the given team (individual filtering of
information).
In case of a message, the filters θij, ξik, 1 ≤ i ≤ n, 1 ≤ j ≤ pi, 1 ≤ k ≤ qi,
pi, qi ≥ 1, are the pipe endpoints referred to as the output pipe (the sending end)
and as the input pipe (the receiving end) at the collective information filtering level,
whereas the filters ψi,jk , υi,jl , 1 ≤ i ≤ n, 1 ≤ j ≤ ri, 1 ≤ k ≤ si,j , 1 ≤ l ≤ oi,j ,
ri, si,j , oi,j ≥ 1, are the pipe endpoints referred to as the output pipe (the sending
end) and as the input pipe (the receiving end) at the individual information filtering
level, respectively.
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According to the type of the filters and the type of the productions sets we
distinguish different classes of TciNMP systems. We denote by TcXiYNMPZ the
class of TciNMP systems with (X)-type collective and (Y )-type individual filter,
where X, Y ∈ {reg, rc} and Z ∈ {0L,D0L, F0L, . . .}.
The TciNMPF0L system functions by changing its states.
Definition 2. By a state (or a configuration) of a TciNMPF0L system Γ = (V,
(t1,Θ1,Ξ1), . . . , (tn,Θn,Ξn)), n ≥ 1, we mean a tuple s = (M1,1, . . . ,M1,r1, . . . ,Mn,1,
. . . ,Mn,rn), where Mi,j ∈ V
◦, 1 ≤ i ≤ n, 1 ≤ j ≤ ri, ri ≥ 1, is called the state of
the (i, j)th component and represents the multiset of strings which are present at
component (i, j) at that moment. s0 = (F1,1, . . . , F1,r1, . . . , Fn,1, . . . , Fn,rn) is said to
be the initial state of the system.
Definition 3 (Configuration transmission). Let Γ = (V, (t1,Θ1,Ξ1), . . . , (tn,Θn,
Ξn)), n ≥ 1 be a TciNMPF0L system. Let s1 = (M1,1, . . . ,M1,r1, . . . ,Mn,1, . . . ,
Mn,rn), s2 = (M
′
1,1, . . . ,M
′
1,r1
, . . . ,M ′n,1, . . . ,M
′
n,rn
) be two states of Γ. We say that
1. s2 is derived from s1 by a rewriting step in Γ, written as
(M1,1, . . . ,M1,r1, . . . ,Mn,1, . . . ,Mn,rn) ⇒ (M
′
1,1, . . . ,M
′
1,r1




if Mi,j = {{αi,j
1
, . . . , αi,jgi,j }},M
′
i,j = {{βi,j1 , . . . , βi,jgi,j }}, where αi,jk , βi,jk ∈
V ∗, αi,jk ⇒ βi,jk in Pi,j , 1 ≤ k ≤ gi,j , gi,j ≥ 1, 1 ≤ i ≤ n, 1 ≤ j ≤ ri.
2. s2 is derived from s1 by a communication step in Γ, written as
(M1,1, . . . ,M1,r1, . . . ,Mn,1, . . . ,Mn,rn) ⊢ (M
′
1,1, . . . ,M
′
1,r1




if for every 1 ≤ i ≤ n, 1 ≤ j ≤ ri, ri ≥ 1, one of the following conditions holds:
(a) M ′i,j = Mi,j ∪ {{γ|γ ∈ Mk,l, θkx(γ) = true, ξiy(γ) = true, 1 ≤ k ≤ n, 1 ≤ l ≤
rk, 1 ≤ x ≤ pk, 1 ≤ y ≤ qi, rk, pk, qi ≥ 1, (k, l) 6= (i, j)}}, or
(b) M ′i,j = Mi,j ∪ {{γ|γ ∈ Mi,k, ψi,ku(γ) = true, υi,jv(γ) = true, 1 ≤ k ≤ ri, 1 ≤
u ≤ si,k, 1 ≤ v ≤ oi,j , ri, si,k, oi,j ≥ 1, j 6= k}}, or
(c) M ′i,j = Mi,j ∪ {{γ|γ ∈ Mk,l, θkx(γ) = true, ξiy(γ) = true, 1 ≤ k ≤ n, 1 ≤
l ≤ rk, 1 ≤ x ≤ pk, 1 ≤ y ≤ qi, rk, pk, qi ≥ 1, (k, l) 6= (i, j)}} ∪ {{γ|γ ∈
Mi,k, ψi,ku(γ) = true, υi,jv(γ) = true, 1 ≤ k ≤ ri, 1 ≤ u ≤ si,k, 1 ≤ v ≤
oi,j , ri, si,k, oi,j ≥ 1, j 6= k}}.
If the underlying string is an advertisement, then Condition 1 of Definition 3
corresponds to the publication or the update of the advertisement. Should the
string be a message, then Condition 1 refers to the compilation or the modification
of the message. Parallel rewriting rules have been selected to be applied, since
the entire advertisement or message can be modified at a given time step. The
choice of a multiset is motivated by the fact that initially multiple instances of an
advertisement or a message may exist on a peer, and every rewriting step may create
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some identical strings, which correspond either to advertisements or to messages,
the contents of which are the same.
Conditions 2a, 2b, 2c of Definition 3 are called the collective, the individual and
the simultaneous collective and individual filtering mechanism, respectively.
In Condition 2, if the string to be communicated is an advertisement, then
a component can apply either for an advertisement that may be available to arbi-
trary member of an arbitrary team (Condition 2a), for an advertisement that may
be available only to the members of the team the given component belongs to (Con-
dition 2b), or for both of the previous two types of advertisements (Condition 2c),
in case some context conditions are met. Should the string to be communicated be
a message, it might be transferred either via the pipe that connects two components
belonging to arbitrary teams (Condition 2a) via the pipe that connects two mem-
bers of the team the given component belongs to (Condition 2b), or via both of the
previous two types of pipes (Condition 2c), provided that some context conditions
are fulfilled. In case of a message, the satisfiability of the given context condition
means that the component which is intent on sending/receiving the message is able
to send/receive it.
A sequence of subsequent states determines computation in Γ.
Let Γ = (V, (t1,Θ1,Ξ1), . . . , (tn,Θn,Ξn)), n ≥ 1, be a TciNMPF0L system. By
computation C in Γ we mean a sequence of states s0, s1, . . . , where sk ⇒ sk+1, if
k = 2j + 1, j ≥ 0, and sk ⊢ sk+1, if k = 2j, j ≥ 1.
2.1 Information Dynamics
In the following we show that by using the previous formalism, the dynamics of
information in P2P networks can be characterized in some particular cases.
Definition 4. Let Γ = (V, (t1,Θ1,Ξ1), . . . , (tn,Θn,Ξn)), n ≥ 1, be aTcrcircNMPFD0L
system and let (M
(t)
1,1, . . . ,M
(t)
1,r1
, . . . ,M
(t)
n,1, . . . ,M
(t)
n,rn) be the state of Γ at step t
during the computation in Γ, where t ≥ 0, ri ≥ 1, 1 ≤ i ≤ n. Assume that for
all t = 2k′ + 1, k′ ≥ 0, M
(t+1)
i,j ∈ V
◦ is obtained from M
(t)
i,j ∈ V
◦, 1 ≤ i ≤ n, 1 ≤ j ≤
ri, ri ≥ 1, by the application of the same condition y, y ∈ {2a, 2b, 2c} of Definition 3.






i,j |, for t ≥ 0 is
called the growth function of Γ.
2. The function mi,j(t) : N0 → N0 defined by mi,j(t) = |M
(t)
i,j |, for t ≥ 0 is called
the growth function of Γ at node (i, j), 1 ≤ i ≤ n, 1 ≤ j ≤ ri, ri ≥ 1.
3. (Communication functions.)
(a) The function f c(i,j)(k,l)(t) : N0 → N0 defined by f
c
(i,j)(k,l)(t) = |{{γ ∈ M
(t)
i,j |
θix(γ) = true, ξky(γ) = true, 1 ≤ k ≤ n, 1 ≤ l ≤ rk, 1 ≤ x ≤ pi, 1 ≤
y ≤ qk, pi, qk, rk ≥ 1, (k, l) 6= (i, j)}}| for t = 2k′, k′ ≥ 0, is called the
communication function of Γ from node (i, j) to node (k, l) using collective
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filtering (including the simultaneous collective and individual filtering, as
well).
(b) The function f i(i,j)(i,k)(t) : N0 → N0 defined by f
i
(i,j)(i,k)(t) = |{{γ ∈ M
(t)
i,j |
ψi,ju(γ) = true, υi,kv(γ) = true, 1 ≤ k ≤ ri, 1 ≤ u ≤ si,j , 1 ≤ v ≤ oi,k, si,j,
oi,k, ri ≥ 1, j 6= k}}| for t = 2k′, k′ ≥ 0, is called the communication function
of Γ from node (i, j) to node (i, k) using individual filtering (including the
simultaneous collective and individual filtering as well).
The growth function of Γ describes the increase in the number of pieces of
information in the network, the growth function of Γ at node (i, j) the increase in
the number of pieces of information at node (i, j), and the communication function
of Γ from node (i, j) to node (k, l) ((i, k)) using collective (individual) filtering the
increase in the number of pieces of information during the communication between
node (i, j) and node (k, l) ((i, k)) using collective (individual) filtering at a given
time step, respectively.
We demonstrate that the change of the rewritten and the communicated string
collections using random context filters can be described by development systems.
Theorem 1. Let Γ = (V, (t1,Θ1,Ξ1), . . . , (tn,Θn,Ξn)), n ≥ 1, be a TcrcircNMPFD0L
system and let (M
(t)
1,1, . . . ,M
(t)
1,r1
, . . . ,M
(t)
n,1, . . . ,M
(t)
n,rn) be the state of Γ at step t
during the computation in Γ, where t ≥ 0, ri ≥ 1, 1 ≤ i ≤ n. Assume that for
all t = 2k′ + 1, k′ ≥ 0, M (t+1)i,j ∈ V
◦ is obtained from M
(t)
i,j ∈ V
◦, 1 ≤ i ≤ n, 1 ≤ j ≤
ri, ri ≥ 1, by the application of the same condition y, y ∈ {2a, 2b, 2c} of Definition 3.
Then a D0L system H = (Σ, ω, h) can be constructed such that
1. m(t) = f(t), where m(t) is the growth function of Γ and f(t) is the growth
function of H,
2. mi,j(t) = |h̄i,j(ht(ω))| for some erasing homomorphism h̄i,j : Σ → Σ, where
mi,j(t) is the growth function of Γ at node (i, j).
3. (Communication functions.)
(a) f c(i,j)(k,l)(t) = |h̄(i,j)(k,l)(h
t(ω))| for some erasing homomorphism h̄(i,j)(k,l) :
Σ → Σ, where f c(i,j)(k,l) is the communication function of Γ from node (i, j)
to node (k, l), t = 2k′, k′ ≥ 0, 1 ≤ i, k ≤ n, 1 ≤ j ≤ ri, 1 ≤ l ≤ rk, ri, rk ≥
1, (k, l) 6= (i, j), using collective filtering.
(b) f i(i,j)(i,k)(t) = |h̄(i,j)(i,k)(h
t(ω))| for some erasing homomorphism h̄(i,j)(i,k) :
Σ → Σ, where f i(i,j)(i,k) is the communication function of Γ from node (i, j)
to node (i, k), t = 2k′, k′ ≥ 0, 1 ≤ i ≤ n, 1 ≤ j, k ≤ ri, ri ≥ 1, j 6= k, using
individual filtering.
Proof.
1. Due to the fact that D0L systems define homomorphism and the number of
strings with a fixed minimal alphabet at a node is known, the number of strings
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with the same minimal alphabet at this node can be calculated after performing
a rewriting step. The application of context conditions check the presence and/or
absence of some symbols in the string. Since the (minimal) alphabet of the
string is known, it is decidable whether the given string satisfies the underlying
context condition, and consequently any multiset of string present at some stage
of computation in Γ can be represented by a multiset of symbols identifying the
different alphabets in a unique manner.
It can be shown that at any computation step (both the rewriting and the
communication step) in Γ, the multiset of these symbols equals the multiset of
letters of a word of a D0L system H, which generates only words that represent
the states (string collections) of Γ in the above-described manner.
To prove the statement, we construct a D0L system H = (Σ, ω, h).
Let the homomorphisms hi,1, . . . , hi,ri be defined by the production set Pi,1, . . . ,
Pi,ri, 1 ≤ i ≤ n, ri ≥ 1, of Γ and let the context conditions θix, ξiy, and
ψi,ju, υi,jv , 1 ≤ i ≤ n, 1 ≤ j ≤ ri, 1 ≤ x ≤ pi, 1 ≤ y ≤ qi, 1 ≤ u ≤ si,j , 1 ≤
v ≤ oi,j , ri, pi, qi, si,j, oi,j ≥ 1 be expressed explicitly by the notations (Qix, Rix),
(Qiy, Riy) and (Qi,ju , Ri,ju), (Qi,jv , Ri,jv), respectively, where Qix, Qiy, Qi,ju, Qi,jv
are the corresponding sets of permitting and Rix, Riy, Ri,ju , Ri,jv , 1 ≤ i ≤ n, 1 ≤
j ≤ ri, 1 ≤ x ≤ pi, 1 ≤ y ≤ qi, 1 ≤ u ≤ si,j , 1 ≤ v ≤ oi,j , ri, pi, qi, si,j, oi,j ≥ 1 are
the corresponding sets of forbidding symbols, respectively.
Let {V1, . . . V2m} be the set of subsets of V , where m = card(V ) and let Σ =
{ai,jw , bi,jw |1 ≤ i ≤ n, 1 ≤ j ≤ ri, ri ≥ 1, 1 ≤ w ≤ 2
m}.
For the sake of legibility, instead of defining the homomorphism h of H, the
corresponding production set P is presented.
For every i, j, w, 1 ≤ i ≤ n, 1 ≤ j ≤ ri, ri ≥ 1, 1 ≤ w ≤ 2m, the construction of
the rules of P is as follows:
(a) ai,jw → bi,jz , if alph(hi,j(Vw)) = Vz, where 1 ≤ z ≤ 2
m.
(b) bi,jw → ai,jwad1,k1w . . . ads′ ,ks′wai,e1w . . . ai,esw , 1 ≤ dl ≤ n, 1 ≤ kl ≤ rdl , 1 ≤ l ≤
s′, 1 ≤ el′′ ≤ ri, 1 ≤ l′′ ≤ s, rdl , s
′, ri, s ≥ 1, where
(i) (dl, kl) 6= (dl′ , kl′), if l 6= l′ (pairwise different), and {(d1, k1), . . . , (ds′ , ks′)}
is the maximal subset of {(1, 1) . . . , (1, r1), . . . , (n, 1) . . . , (n, rn)}−{(i, j)}
such that for every (dl, kl) there are x and y, 1 ≤ x ≤ pi, 1 ≤ y ≤ qdl , 1 ≤
dl ≤ n, 1 ≤ kl ≤ rdl , 1 ≤ l ≤ s
′, pi, qdl, rdl, s
′ ≥ 1, for which it holds that
Qix ⊆ Vw, Rix ∩ Vw = ∅ and Qdly ⊆ Vw, Rdly ∩ Vw = ∅, and components
ci,j, cdl,kl use collective filtering (including the simultaneous collective and
individual filtering, as well), and
(ii) e1, . . . , es, s ≥ 1 are pairwise different numbers, and {e1, . . . , es} is the
maximal subset of {1, . . . , ri}−{j} such that for every el′′ there are u and
v, 1 ≤ u ≤ si,j , 1 ≤ v ≤ oi,el′′ , 1 ≤ el′′ ≤ ri, 1 ≤ l
′′ ≤ s, si,j, oi,el′′ , ri, s ≥ 1,
for which it holds that Qi,ju ⊆ Vw, Ri,ju∩Vw = ∅ and Qi,el′′ v ⊆ Vw, Ri,el′′v∩
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Vw = ∅, and components ci,j , ci,el′′ use individual filtering (including the
simultaneous collective and individual filtering as well).
Should there be no (dl, kl), no e1, . . . , es, or no (dl, kl) and e1, . . . , es, 1 ≤
dl ≤ n, 1 ≤ kl ≤ rdl, 1 ≤ l ≤ s
′, s, s′ ≥ 1, with the above properties,
then P has production of the form bi,jw → ai,jwai,e1w . . . ai,esw , bi,jw →
ai,jwad1,k1w . . . ads′ ,ks′w , or bi,jw → ai,jw , respectively, where 1 ≤ dl ≤ n, 1 ≤
kl ≤ rdl, 1 ≤ l ≤ s
′, 1 ≤ el′′ ≤ ri, 1 ≤ l′′ ≤ s, , rdl, s
′, ri, s ≥ 1.
Let Fi,j = {{vi,j
1
, . . . , vi,jmi,j }}, where mi,j = card(Fi,j), 1 ≤ i ≤ n, 1 ≤ j ≤
ri, ri ≥ 1. Let
g(Fi,j) =
{
g(vi,j1) . . . g(vi,jmi,j ), if Fi,j 6= ∅,
λ, otherwise,
where g(vi,jw) = ai,jz , alph(vi,jw) = Vz, 1 ≤ z ≤ 2
m.
Let ω = g(F1,1) . . . g(F1,r1) . . . g(Fn,1) . . . g(Fn,rn).
We show that the growth function of H equals the population growth function
of Γ. Obviously, symbol ai,jk , 1 ≤ i ≤ n, 1 ≤ j ≤ ri, ri ≥ 1, in ω corresponds to
a word in Fi,j with alphabet Vk, and vice versa. Consequently, the length of ω
equals the number of axioms of Γ.
In fact, productions given by condition 1a describe a rewriting step in Γ: a word
of alphabet Vz is derived by means of Pi,j from a word of alphabet Vw. The
productions are applied in parallel manner, thus all strings are represented after
a rewriting step at node (i, j), 1 ≤ i ≤ n, 1 ≤ j ≤ ri, ri ≥ 1.
Productions given by condition 1b, on the other hand, describe the commu-
nication step. If a word of alphabet Vw at node (i, j), 1 ≤ i ≤ n, 1 ≤ j ≤
ri, ri ≥ 1, can be communicated both to nodes (d1, k1), . . . , (ds′, ks′), and to
nodes (i, e1), . . . , (i, es), 1 ≤ el′′ ≤ ri, 1 ≤ l′′ ≤ s, 1 ≤ dl ≤ n, 1 ≤ kl ≤ rdl, 1 ≤
l ≤ s′, ri, s, rdl, s
′ ≥ 1, components ci,j, cdl,kl use the collective (including the si-
multaneous collective and individual) and ci,j , ci,el′′ the individual (including the
simultaneous collective and individual) filtering method, then a new word, or in
other words, a copy of the string over Vw will appear at those nodes, otherwise
the underlying word will remain at the given node.
Provided that ωt is the t
th member of the D0L sequence of H, the length of ωt
equals the total number of strings present at the nodes at step t during a com-
putation in Γ. Thus m(t) = f(t) holds.
2. By choosing h̄i,j : Σ → Σ as h̄i,j(ai,jw) = ai,jw , h̄i,j(bi,jw) = bi,jw , 1 ≤ i ≤
n, 1 ≤ j ≤ ri, ri ≥ 1, 1 ≤ w ≤ 2
m and h̄i,j(ak,lw) = λ, h̄i,j(bk,lw) = λ,
1 ≤ k ≤ n, 1 ≤ l ≤ rk, rk ≥ 1, (k, l) 6= (i, j), 1 ≤ w ≤ 2m, the result is ob-
tained immediately.
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3. By choosing
(a) h̄(i,j)(k,l) : Σ → Σ as h̄(i,j)(k,l)(ak′,l′w) = λ, h̄(i,j)(k,l)(bi,jz) = ak,lz , if bi,jz →
ai,jzαak,lzβ, α, β ∈ Σ
∗, and λ otherwise, 1 ≤ i, k, k′ ≤ n, 1 ≤ j ≤ ri, 1 ≤ l ≤
rk, 1 ≤ l
′ ≤ rk′ , ri, rk, rk′ ≥ 1, (i, j) 6= (k, l), 1 ≤ w, z ≤ 2
m, and
(b) h̄(i,j)(i,k) : Σ → Σ as h̄(i,j)(i,k)(ak′,l′w) = λ, h̄(i,j)(i,k)(bi,jz) = ai,kz , if bi,jz →
ai,jzαai,kzβ, α, β ∈ Σ
∗, and λ otherwise, 1 ≤ i, k′ ≤ n, 1 ≤ j, k ≤ ri, 1 ≤ l′ ≤
rk′ , ri, rk′ ≥ 1, k 6= j, 1 ≤ w, z ≤ 2m,
the statements follow. 
Theorem 1 describes how to construct a communication graph by means of com-
munication functions, since the sequence of communication functions with respect
to a given time step defines a sequence of communication graphs.
By the theory of D0L systems (see [24] for details), we obtain the following
corollaries:
Corollary 1. Let Γ = (V, (t1,Θ1,Ξ1), . . . , (tn,Θn,Ξn)), n ≥ 1, be a TcrcircNMPFD0L
system and let (M
(t)
1,1, . . . ,M
(t)
1,r1
, . . . ,M
(t)
n,1, . . . ,M
(t)
n,rn) be the state of Γ at step t
during the computation in Γ, where t ≥ 0, ri ≥ 1, 1 ≤ i ≤ n. Assume that for
all t = 2k′ + 1, k′ ≥ 0, M
(t+1)
i,j ∈ V
◦ is obtained from M
(t)
i,j ∈ V
◦, 1 ≤ i ≤ n, 1 ≤ j ≤
ri, ri ≥ 1, by the application of the same condition y, y ∈ {2a, 2b, 2c} of Definition 3.
Then the growth function of a TcrcircNMPFD0L is either exponential or polynomially
bounded, which is decidable.
Corollary 2. Let Γ = (V, (t1,Θ1,Ξ1), . . . , (tn,Θn,Ξn)), n ≥ 1, be a TcrcircNMPFD0L
system and let (M
(t)
1,1, . . . ,M
(t)
1,r1
, . . . ,M
(t)
n,1, . . . ,M
(t)
n,rn) be the state of Γ at step t
during the computation in Γ, where t ≥ 0, ri ≥ 1, 1 ≤ i ≤ n. Assume that for
all t = 2k′ + 1, k′ ≥ 0, M (t+1)i,j ∈ V
◦ is obtained from M
(t)
i,j ∈ V
◦, 1 ≤ i ≤ n, 1 ≤ j ≤
ri, ri ≥ 1, by the application of the same condition y, y ∈ {2a, 2b, 2c} of Definition 3.
Suppose that H = (Σ, ω, h) is the D0L system for which the Conditions 1, 2 and 3
of Theorem 1 hold. Let ω = ω0, ω1, ω2, . . . , be the word sequence generated by
the D0L system H. Then the sets Σi = alph(ωi), i ≥ 0 form an almost periodic
sequence, i.e., there are numbers p > 0 and q ≥ 0, such that Σi = Σi+p holds for
every i ≥ q. If a letter a ∈ Σ occurs in some Σi, then it occurs also in some Σj, with
j ≤ #(Σ)− 1.
According to Corollary 2, it can be claimed that after some time the function of
these P2P networks results in the saturation of information.
Corollary 3. Let Γz = (Vz, (t1z ,Θ1z ,Ξ1z), . . . , (tnz ,Θnz ,Ξnz)), n ≥ 1, z = 1, 2, be
a TcrcircNMPFD0L system and let (M
(t)
1,1z
, . . . ,M
(t)
1,r1z
, . . . ,M
(t)
n,1z
, . . . ,M
(t)
n,rnz) be the
state of Γz at step t during the computation in Γz, where t ≥ 0, riz ≥ 1, 1 ≤ i ≤ n.
Assume that for all t = 2k′+1, k′ ≥ 0,M
(t+1)
i,j ∈ V
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i ≤ n, 1 ≤ j ≤ ri, ri ≥ 1, by the application of the same condition y, y ∈ {2a, 2b, 2c}
of Definition 3. Then the sequence and language equivalence problems are decidable
for the D0L systems Hz = (Σz, ωz, hz), z = 1, 2, constructed for Γz, z = 1, 2, and
satisfy the conditions 1, 2 and 3 of Theorem 1.
Corollary 3 implies that in practice it is decidable for two P2P networks whether
they function in the same manner concerning the dynamics of information.
Using analogous considerations to those of Theorem 1 we obtain the following
statement:
Theorem 2. Let Γ = (V, (t1,Θ1,Ξ1), . . . , (tn,Θn,Ξn)), n ≥ 1 be a TcrcircNMPFD0L
system and let (M
(t)
1,1, . . . ,M
(t)
1,r1
, . . . ,M
(t)
n,1, . . . ,M
(t)
n,rn) be the state of Γ at step t
during the computation in Γ, where t ≥ 0, ri ≥ 1, 1 ≤ i ≤ n. Then an 0L system
H = (Σ, ω, h) can be constructed such that for any t ≥ 0 and ω generated by H at
step t, |ω| is equal to the number of words in Γ in a configuration obtained at 2tth
steps of computation, and vice versa.
Proof. The reader can easily verify by the proof of Theorem 1 that the population
growth of the network can be described by an 0L system, since the proof of condition
1b of Theorem 1 can be modified so that there are more than one applicable rules
for the same letter. 
3 DISCUSSION
Peer-to-peer (P2P) networking is a rapidly growing domain of computer science
but with only a few theoretical considerations. Thus theoretical foundations are
justifiable by all means. To the best of our knowledge, this paper is the first work
aiming at extending the language theoretic approach to P2P networking.
The aim of this paper is to adopt a different formal approach on the issues of
information dynamics in P2P networks. Demonstration via simulations and expe-
rimental evaluation (see, for instance [8, 12, 17, 27]) of the theoretical aspects are
outside the scope of this work, though our mathematical results may open up new
directions in the development of applications that we review in the next subsections.
3.1 Related Works
In the sequel, we are going to give an overview of the state-of-the-art research in the
field of P2P computing, focusing mainly on potential further generalizations of the
formal model used for the description of P2P networks.
A relevant concept in P2P networks is self-organization. De Meer and Koppen
claim that self-organization includes complexity, feedback, emergence, criticality,
heterarchy, stigmergy or perturbation in the context of P2P networks (see [23],
Chapter 15), whereas Aberer et al. (see [23], Chapter 10) assert that it resides in
the distribution of control, the locality of processing and the emergence of global
structures from local interactions.
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In our formal language theoretic model self-organization can be viewed as the
emergence of the intensive interaction of a multiset string processor with its dynamic
environment, i.e. a collection of separated sub-environments, each belonging to an
other multiset string processor.
Web service technology provides functionality over the Internet that can be
accessed through well-defined interfaces (see [23], Chapter 14). Hillenbrand and
Müller propose some design goals that have been adopted to either technology and
might prove beneficial in the other. Nonetheless the combination of P2P and web
service technology poses some serious issues such as security to be overcome.
Through a well-defined input filter system we can enforce access control and
restrict availability to resources to guarantee security and defend the network against
undesirable effects in our mathematical model.
It is demonstrated that P2P networks bear a close resemblance to the ubiqui-
tous computing world (see [23], Chapter 27) with regard to ad hoc communication,
feasibility of wireless network structure, rapid information flow, collaboration and
resource sharing. Thus it can be deduced that the mathematical model delineated
in this article surpasses the formalization of P2P networks.
Distributed information retrieval is of prime importance in P2P networks [19].
To this end, we introduce some kind of hierarchy into the network. We maintain
the list of faulty and faultless peers. We apply the constraints of the grammar to
detect faulty messages. Local satisfaction of these constraints guarantees the global
testing of the system. Testing is restricted to testing of a peer and peers engage
in communication with the given peer, thus combinatorial tests can be avoided.
Unlike [19], we do not assume strong cooperation among all the peers herein.
Kant et al. [16] propose a taxonomy for the classification of P2P technologies.
The taxonomy reveals several research issues to be explored, such as friendliness,
security and access control. The formal language theoretic construction introduced
in our paper is a simplified abstract model of a P2P system, but it can be extended
so as to incorporate some security and access control related topics. The concept
of friendliness in a hostile environment can be realized through the introduction of
apprentice peers aiding the peers to determine with whom it is worth communicating.
In [17] Kant and Iyer study the evolution of P2P communities in terms of the
path of the response, reachability, abandonment or retry of a query and the hybrid
nature of the P2P architecture. In our model, the path of the reply can be deter-
mined through the communication functions. The various communication functions
describe the reachablility of the peers and their contribution to the community, i.e.
the satisfaction of the demands of other peers, concerning the requested informa-
tion, either at the collective, individual or both levels. The communication functions
guarantee that it is possible to realize load balancing in the model, i.e. the support
of intelligent redistribution based on the access frequency and the location of the
content [17]. As a consequence, a minority of nodes providing the queriers with
information may be prevented from becoming hot-spots [17]. The abandonment or
the retry of a query may exhaust the resources of the information provider, which
can pose some security requirements in P2P networks to be dealt with. These secu-
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rity considerations can be fulfilled in some ways. The utilization of the apprentice
peers is one method not only to overcome the security concerns, but also to avoid
combinatorial explosion. The hybrid architecture may be described in our mathe-
matical model provided that we impose some restrictions on the direction of the
communication.
P2P systems are vulnerable to attrition attacks including denial-of-service at-
tacks. Giuli et al. [8] elaborate a defensive framework against malicious adversaries
in the form of filters. In our work, it is also the filter system that protects the
network against perpetrators. The peers are equipped with one-step buffers, called
apprentice peers. The apprentice peer maintains the list of the friends, which it
dynamically updates at each time step. Owing to the constraints imposed on the
grammars, it is not needed to have the votes of a quorum as in [8], through local
satisfaction of the constraints of the grammar malicious peers can be detected, and
as a result, combinatorial tests can be avoided.
3.2 Main Achievements and Further Considerations
In this paper we have equipped the networks of parallel multiset string processors
with teams of collective filtering introduced in [5] with the individual filtering mecha-
nism. The individual filtering mechanism makes it possible for peers to use a hybrid
filtering method, since the collective and individual filters can be of different types
(for instance, the access to the resources of a P2P system depends on whether the
collective or the individual filtering mechanism is employed).
Another generalization of the model described in [5] is that there is no need to
apply a static neighbourhood relation, a multiset string processor is allowed to com-
municate with another in case certain conditions are satisfied, and as a consequence
the relationship between two multiset string processors varies dynamically, as in
the case of wireless networks. Context conditions are given in the form of filters.
Should the communicated string be a message, then the output filter (either at the
level of the multiset string processor or at that of the team the given multiset string
processor belongs to) can be regarded as the output pipe, and the input filter as the
input pipe. In this way, pipes can be realized in the networks of parallel multiset
string processors with teams of collective and individual filtering.
Both the output and the input pipe can be only in two states, namely they can
be off or on. Should an output pipe of a given multiset string processor be off (which
corresponds to the fact that the underlying context condition is not satisfied), then
the multiset string processor is not able to send a message. If an input pipe of the
multiset string processor is on (which corresponds to the fact that the underlying
context condition is satisfied), then it is able to send the previously compiled message
with a time limit. Any message may be accepted on behalf of the receiver within that
time limit. The satisfiability of the time limit can be guaranteed by the application
of context conditions encoding it (the use of a disjoint alphabet to describe the
time limit has no influence on the mathematical results demonstrated in this paper,
therefore it is omitted).
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In theory, a well-defined input filter system can protect the network against
overloading and faults stemming from the function of the system. In P2P systems
different types of faults can occur. Information dispatched to other peers may be
erroneous, lacking, or present in an undesirable amount. An additional problem may
arise in case the required information does not arrive in due course. Faults emerging
during the function of the network may substantially influence how such a system
works. The faults may superpose each other regardless of how high percentage of
the nodes of the network function in a correct manner. It is essential to maintain
the filters in the appropriate state in order to protect the system against undesirable
effects. It can be assumed that each peer has some tool to determine whether the
message received from a given peer is defective or not, which should enable the peer
to decrease the frequency of the communication with the malicious peer or terminate
the process immediately. The question may arise how it can be realized.
One possibility is that a peer sends message to itself, which contains the list of
faulty peers or its complement, the list of friends.
Another potential is that the peers are equipped with one-step buffers. For
the sake of future generalizations, the peers will be called master peers, whereas
the one-step buffers apprentice peers. The apprentice peer maintains the list of
the faulty or faultless peers, which it sends to its master peer at each time step.
Afterwards, the master peer can control its inputs and outputs subject to the list,
rewritten according to the actual information received from other members of the
P2P network. The introduction of a buffer does not have an influence on the results
of Theorem 1, because it can be regarded as a special multiset string processor,
whose rewritings are identical ones, hence the solution is viable. Indeed a general
multiset string processor is capable of doing more and this is why the master and
the apprentice peer are distinguished. In effect, more than one apprentice peer may
belong to a master peer, and as a consequence, a hierarchy of processors might be
constructed. These concepts are elaborated below.
The maintenance of the list of peers is motivated by Internet crawler experiments
(see e.g. [21]), where the list of good URLs corresponds to the list of friends of the
underlying Internet crawler, with whom it is worth ’communicating’. If the crawler
happens to receive faulty (insignificant or obsolete) information from an URL then
its list of friends is updated. The maintenance of such lists has proven to be very
efficient [22] in scale-free small world networks (see e.g. [2] and references therein).
Evolving structures seem to generate scale-free small world structure.
There are several approaches in the literature [1, 3, 9, 18, 26, 29] that help peers
decide which members of a P2P system send them a faulty message. Collaboration
may be facilitated by the selection of trustworthy partners. Obviously, the identi-
fication and the exclusion of malicious and egoistic peers, and the rehabilitation of
reliable ones, contribute enormously to the efficiency of the network.
Another application of the apprentice peer is that it introduces memory into the
system and enables feedback. In neural network parlance [11] let the experienced
input at time t be denoted by xe(t). For input xe(t) the system produces the
output y(t). The output may serve some goals and in general the system may
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have expectations of future inputs. If the expectations are not fulfilled then the
system may generate correcting outputs. This type of functioning is enabled by the
apprentice peer. The master peer may derive the output as well as its desired next
input xd(t + 1) in reply to the input xe(t) at time t. The output can be sent to
other peers, whilst the desired next input xd(t + 1) to the apprentice, which sends
it back at the next time instant. Thus, at the next time step, the master will have
access both to the next experienced input xe(t+ 1) and the desired input xd(t+ 1),
and it can derive correcting outputs provided that they do not coincide. This type
of computation is called first order feedback scheme. Analogously, second order
feedback schemes can be constructed if the one-step buffer is extended to a multistep
buffer. Apprentices assist peers with their feedbacks so that error correction may
be realizable in P2P networks.
The concept of apprentice peers surpasses multistep buffers. It can be easily seen
that pipeline systems and pipelined operations fit in with our considerations [20]: the
master peer sends the input to the pipeline and the last apprentice of the hierarchy
provides the other peers awaiting the result of the computation with the output of
the pipeline.
Furthermore, it can be anticipated that the adaptive grammatical model of P2P
networks can take a crucial part in the automation of a testing process. It is widely
known that nowadays distributed hardware systems possess all characteristics of
complex systems and are difficult, sometimes impossible, to be tested. A compiler
that is able to check at a higher level the logical consistency of a software as a rule-
based system, for instance, as a language theoretic construction, does not exist.
In telecommunications [28] most software units can be viewed as reactive sys-
tems that receive stimuli from their environment and respond to them by emitting
observable output signals after their internal state has been altered. As a result,
it is a natural way to model such systems as finite state machines [10, 13, 14, 25].
Nonetheless rarely do the software units function in a way as they are expected.
Unexpected inputs might emerge in lieu, which means that in this respect they be-
have rather like stochastic machines. An essential future direction of the language
theoretic approach described in this paper is that the features of the P2P network
may be warranted by the grammar. At present, if the constraints of the grammar
are satisfied in the case of each peer then the system does not need to be tested
globally. Instead, testing can be restricted to the individual testing of the peers,
and as a result combinatorial tests can be avoided.
In conclusion, owing to the language theoretic formulation of P2P systems se-
veral advantages can be gained. In particular, the concept of apprentice peer makes
the P2P system flexible in certain aspects. In the first place, it can render the P2P
network adaptive through the maintenance of lists and make task-based dynamic
configuration possible. In the second place, apprentice peers can be used for comput-
ing correcting outputs, the tool of short term adaptation. Lastly, the introduction
of the apprentice peers enables pipelined operations in P2P networks.
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