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Improvements in High-Performance Computing (HPC) has enabled researchers to develop
more sophisticated simulations and applications which solve previously intractable problems. While
these applications are critical to scientific innovation, they continue to generate even larger quantities
of data, which only worsens the existing I/O bottleneck. To resolve this issue, researchers use various
forms of data reduction.
Currently, researchers have access to many different types of data reduction. These include
methods such as data compression, time-step selection, and data sampling. While each of these
are effective methods, data compression algorithms and data sampling methods do not leverage the
temporal aspect of the data, and time-step selection is prone to missing critical abrupt changes.
With this in mind, we develop our spatiotemporal data sampling method.
In this thesis, we develop a spatiotemporal data sampling method that leverages both the
spatial and temporal properties of simulation data. Specifically, our method compares corresponding
regions of the current time-step with that of the previous time-step to determine whether data
from the previous time-step is similar enough to reuse. Additionally, this method biases more rare
data values during the sampling process to ensure regions of interest are kept with higher fidelity.
By operating in this manner, our method improves sample budget utilization and, as a result,
post-reconstruction data quality. As the effectiveness of our method relies heavily on user input
parameters, we also provide a set of pre-processing steps to alleviate the burden on the user to
set appropriate ones. Specifically, these pre-processing steps assist users in determining an optimal
value for the number of bins, error threshold, and the number of regions. Finally, we demonstrate
the modularity of our sampling process by demonstrating how it works with any different internal
core sampling algorithm.
Upon evaluating our spatiotemporal sampling algorithm, we find it is capable of achieving
ii
higher post-reconstruction quality than Biswas et al.’s non-reuse importance-based sampling method.
Specifically, we find our method achieves a 31.3% higher post-reconstruction quality while only
introducing a 37% degradation in throughput, on average. When assessing our pre-processing steps,
we find they are efficient at assisting users in determining an optimal value for the number of bins,
error threshold, and the number of regions. Finally, we illustrate the modularity of our sampling
method by showing how one would swap the core sampling algorithm. From our evaluation, we find
our spatiotemporal sampling method is an effective choice for sampling simulation data.
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High-performance computing (HPC) systems are capable of performing complex calcula-
tions and processing data at high speeds, with today’s systems capable of performing 442,010 tril-
lion floating-point operations per second [1]. Researchers from a plethora of disciplines use this
tremendous computational power to solve previously intractable complex problems. Some examples
of these problems include studying the universe’s evolution, climate change, storms, artificial intel-
ligence, and medical research. Virtually all scientific research fields have the ability to leverage the
capabilities of HPC systems.
As the capabilities of HPC systems advance, so does the amount of data HPC applications
produce. From 2008 to 2018, Cappello et al. found that the computational power of HPC systems
has increased by 114× [8]. Researchers leverage this extra computational power to run more complex
scientific simulations. For instance, the Coupled Model Intercomparison Project Phase 5 (CMIP5)
[34] is an international project that consists of research centers around the world running the same
set of simulations to study climate and other problems. One such simulation is the Community
Earth System Model [14] (CESM) which simulates various climate events around the world.
While these complex simulations are necessary, they also produce an increasing amount
of data, making processing and storing the data more challenging. This issue is easily seen when
using the CESM simulation. First, Baker et al. detail how a single modern high-resolution CESM
simulation can generate one half a terabyte of data per simulation year [4]. Additionally, Mickelson
et al. found that the CESM simulation generated 2.5 PB of data over the course of 18 months, but
an additional 18 months was needed to post-process and publish only 6.6% of the data [25]. The
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extensive time required to post-process the data is partly due to the strenuous process of storing
and loading these large quantities of data. Performing I/O operations on large datasets is difficult
due to disparities in HPC system capabilities. While Cappello et al. found the computational power
increased 114× over the ten years, they also found the I/O bandwidth only improved 10.4× over the
same period [8]. Due to the lack of I/O capabilities, working with large quantities of data creates a
bottleneck in the overall HPC workflow.
Previous works have aimed to alleviate this bottleneck by reducing the overall volume of data
before transferring it. While traditional data reduction methods, such as data deduplication [24]
and lossless compression, do reduce data with no loss in precision, they suffer from limited reduction
ratios on scientific floating-point data. Such methods achieve limited ratios due to the high entropy
in the IEEE 754 floating-point mantissa bits that most HPC applications use. This limitation is an
issue for the even larger data files that will occur in the next phase of CMIP (CMIP6) [11]. These
files will require better levels of reduction to improve the scientific workflow and ensure the data is
processed data published more efficiently.
To mitigate issues with the high entropy mantissa bits, researchers use lossy compression.
Lossy compression is capable of achieving higher compression ratios by introducing controlled error
into the data [9, 20, 21] and has also been shown to increase I/O bandwidth [8]. However, these
algorithms introduce a uniform amount of reduction across the entire data, which is not always
the result researchers desire. In many cases, data has areas of interest that researchers wish to
keep with higher fidelity. Data sampling is another data reduction method that achieves higher
levels of reduction by saving a sparse subset of the data and discarding the rest. By using data
sampling, researchers are able to preserve areas of their data with full precision, while less important
background data has a higher tolerance to distortion. While leading data sampling approaches have
been shown to retain higher data quality within regions of interest than lossy compression algorithms,
these approaches are capable of being pushed further.
The research presented in this thesis contributes to the area of data sampling within scientific
floating-point simulation data by integrating both spatial and temporal aspects of the input data.
First, we propose the concept of spatiotemporal sampling and how it works in general. Then, we
investigate the effect algorithmic configurations have on this method and apply existing concepts to
yield an optimal input configuration. Lastly, we compare the effectiveness of our sampling method
to existing methods.
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The remainder of this thesis is organized as follows. Chapter 2 is a discussion of related
work in data reduction motivation and schemes. Chapter 3 provides the background knowledge
explicitly related to reduction schemes leveraged in our sampling method. Chapter 4 explains how
we specifically use those schemes to form our spatiotemporal sampling method its configuration
parameters. Chapter 5 presents the architecture needed and experimental setup, including input
parameters and datasets. Chapter 6 presents the final results of our data reduction scheme in terms
of throughput and post-reconstruction quality. Finally, we give our conclusions and suggestions for




As complex HPC applications continue to generate even larger datasets, the I/O bottleneck
found on HPC systems is complicated further. Researchers often leverage various forms of data
reduction to alleviate this issue, including data compression, time-step selection, and data sampling.
2.1 Data Compression
Data compression algorithms are a data reduction technique that encode the input data to
represent it using fewer bits. Such algorithms are divided into two categories: lossless and lossy com-
pression. Lossless algorithms compress data using Huffman or arithmetic coding techniques while
ensuring they can decompress the data without introducing any error. However, when encoding sci-
entific floating-point data, these algorithms suffer from limited compression ratios of up to 2×. This
limitation is due to the high entropy found in the binary representation of floating-point data [31].
This is unacceptable for scientific simulations like the Community Earth Simulation Model (CESM)
that need a reduction of 10× or higher [4].
Conversely, lossy compression algorithms are capable of achieving much higher compression
ratios by approximating parts of the data. Leading lossy compression algorithms, SZ [9, 32, 20]
and ZFP [21], operate through data transformations, truncations, curve fitting models, or some
combination of these techniques, allowing them to manage the high entropy found in scientific
floating-point data. While this approach achieves higher compression ratios and throughputs, it
does so at the cost of data fidelity. With this in mind, these algorithms control the error they
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introduce through a user-specified error bound, ensuring they only introduce an acceptable amount
of data distortion. Overall, these algorithms are capable of achieving high compression ratios while
introducing a limited amount of error [33].
Be that as it may, lossy compression is not always an ideal solution. In many cases, domain
scientists consider certain regions more valuable than others, such as the eye of hurricane simula-
tions [19] or the dark matter halos in cosmological simulations [18]. While researchers would want
to save these regions with full precision, to the best of our knowledge, no generic lossy compression
algorithm exists that applies different levels of compression to different regions of the dataset. Fur-
thermore, many scientific simulations change slowly over time, yet current leading lossy compression
algorithms, SZ [9, 32, 20] and ZFP [21], do not leverage the temporal aspect of data at all.
2.2 Time-Step Selection
Another popular data reduction technique researchers use is time-step selection. Most sci-
entific simulations have some temporal property that evolves over increments of time (time-steps)
throughout the lifetime of the simulation. During these time-steps, the simulation records necessary
information and checkpoints in case the simulation needs to be restarted. However, as simulations
are becoming even more complex, it is becoming less tractable to record all time-steps of a simu-
lation. For instance, the Hardware/Hybrid Accelerated Cosmology Code (HACC) [13] consists of
625 time-steps corresponding to moments in time from 5 million years back to the current day.
Each time-step consists of 524,288 particles, yielding up to 220 TB of data per snapshot and 22
PB over the entire simulation [26, 35]. The sheer size of time-series simulation data makes post-hoc
visualization and analysis of multiple time-steps overwhelming.
To alleviate this issue, researchers save only a select subset of time-steps that are represen-
tative of the simulation as a whole and can be used to reconstruct the time-steps that they did not
save. For example, assume we choose to store time-step tk. Following this, researchers then need to
decide if the next chronological time-step, tk+1, is unique enough to be stored as well or is similar
enough to be estimated by tk. After comparing the two, if they are similar enough, researchers do
not need to use storage to save tk+1, as tk is a sufficient representation. Overall, time-step selection
is a process that reduces the number of time-steps the user has to save, reconstruct, visualize and
analyze.
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Currently, there are many different approaches to time-step selection. First, the most basic
form of time-step selection is to remove time-steps periodically then reconstruct this data using
interpolation post-hoc. While this approach has a low overhead, it suffers from low quality as time-
varying datasets change in complex patterns and at unknown frequencies. Next, another approach
to time-step selection is to utilize user input to manually specify areas of interest to visualize smaller
portions of the time series [30, 22, 3, 2] or by visualizing the hierarchical state transition relation-
ships [12]. However, these visual inspection processes can become labor-intensive and relatively
slow. Thus, for today’s large-scale HPC datasets, automatic selection techniques are more preferred.
Such techniques include choosing the most representative time-steps to save based on time-variant
features [2], utilizing importance curves [37] or utilizing information theory [39].
While these various time-step selection approaches work well with slow uniformly changing
data, there is a significant loss of information when they are used with data that changes more
sporadically over time. By only saving a subset of time-steps, any abrupt changes in the simula-
tion could be missed. Therefore, to ensure important events are not lost, we must preserve some
information from each time-step.
2.3 Data Sampling
One last data reduction technique researchers use is data sampling. Data sampling algo-
rithms use statistics to select a representative subset of data values to store rather than all the
data. This process enables data scientists and analysts to study, transport, and store a smaller
quantity of data more quickly. However, when sampling data, it is essential to consider the sample
size being taken in relation to the error that sample size introduces. While a larger sample size may
be unnecessary and include redundant information, too small of a sample size may lose too much
information.
Currently, various existing sampling methods exist, with each one having different strengths
and weaknesses. First, systematic sampling creates a sample by extracting a data value at a specific
repeated interval [23]. Next, simple random sampling randomly selects a subset such that it is an
unbiased representation of the dataset. Every item in the dataset has an equal probability of being
selected in the sample; thus, no bias is introduced. It is a fundamental method that researchers
often use as a component of more complicated algorithms. No prior knowledge of the data is needed
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before one uses random sampling, and there is no restriction on sample size. Likewise, stratified
sampling divides data into subsets, then randomly collects samples from each group [38, 36].
While the previous sampling methods maintain the original data distribution, mean, and
other statistical properties, they do not consider a data point’s value nor importance to the user.
As we mentioned previously, some datasets consist of features that researchers wish to preserve at
a higher level than other parts of the dataset. In this case, users will want to bias samples in these
areas. Biasing samples based on the importance of their value or location enhances the overall
visualization and analysis process by ensuring the preservation of regions of interest.
Importance-based sampling operates on the notion that certain data points are inherently
more important to the user based on value, location, or other metrics. Nouanesengsy et al. developed
a basic adaptive sampling approach that uses a user-defined importance function to determine the
region of interest [27]. However, for generic sampling algorithms, this importance function should
be constructed without prior knowledge of the dataset. Biswas et al. operate under the assumption
that rare data values are more valuable to the user and should be sampled at a higher rate than
other data points [6]. Specifically, their method constructs a histogram of the dataset, then assigns
each histogram bin an importance factor such that it gives fuller bins a lower priority and emptier
bins a higher priority. Their method uses this importance factor when determining whether or not
to keep the data point in the sample set, giving a bias to more rare values.
While previous works show importance-based sampling methods achieve higher levels of
quality than compression in regions of interest, they still lack in critical areas. Specifically, these
methods do not fully utilize their sampling budget by disregarding any temporal aspects within the
data.
2.4 Summary of Our Contributions
Currently, there are many different data reduction methods researchers are able to choose
from. However, each of them lacks in critical areas that limit their capabilities. First, while current
industry-standard generic lossy compression algorithms and importance-based sampling methods
are both powerful, neither leverage any available temporal aspects of the data they are reducing.
Likewise, while time-step selection approaches do leverage the temporal aspect of simulation data,
they are prone to missing critical turning points in the simulation as they keep only a subset of
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time-steps. This illustrates the gap between spatial and temporal data reduction.
The research we detail in this thesis aims to bridge this gap by combining the two ideas into
a single sampling process. Specifically, our work integrates both the spatial and temporal aspects
of the input data to improve the usage of the available sampling budget. Using this approach, we
demonstrate how leveraging spatial and temporal redundancies within the data results in higher




3.1 Simple Random Sampling
With all forms of data sampling, a sampling ratio, also known as sampling rate, is the explicit
parameter to specify the number of samples taken from the original data. This parameter is driven
mainly by the user’s storage constraint. It is calculated as the ratio between the desired output size
compared to the total original data size per time-step. Simple random sampling gives each data
point an equal probability of being included in the sample, limited by the sample ratio. This method
works well with data of unknown distributions as all samples are unbiased and maintain statistical
quantities such as mean and standard deviation. For each element in the dataset, a random number
ξ is generated and compared to the user-specified sample ratio α, where ξ, α ∈ [0, 1]. If ξ < α, the
point is included in the data sample.
Listing 3.1: Simple Random Sampling Algorithm
INPUT: n : o r i g i n a l data s e t to be sampled
INPUT: α : user−s p e c i f i e d sampling percentage
OUTPUT: samples : array o f sample va lues
// Take samples randomly
for i in range (0 , s izeof (n ) ) :
f loat ξ = random ( ) ; // between 0 and 1
i f ( ξ < α ) : samples . push back (n [ i ] ) ;
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3.2 Importance-Based Sampling
Importance-based sampling assumes that rare data values are more important to the user.
Thus, a bias is given to data points of rare values, while more frequent values are less likely to be
a part of the sample. Biswas et al. present an importance-based sampling method that assigns an
importance factor to each data point such that the resulting samples over-represents the rare data
values without completely ignoring more common values [6]. The importance factor is calculated
using a histogram of the data values within a single time-step such that data points that fall into
less full bins have a higher probability of being included in the sample. Once the importance factors
are calculated, a random number ξ is generated and compared to the importance factor IF (i) per
data point i, where ξ, IF (x) ∈ [0, 1]. The point is included in the data sample if ξ < IF (i). The
resulting sample set meets the user-specified sample ratio while maintaining high data fidelity in
more important regions.
Listing 3.2: Importance-Based Sampling Algorithm
INPUT: n : o r i g i n a l data s e t to be sampled
INPUT: α : user−s p e c i f i e d sampling percentage
OUTPUT: IF : Importance Factor per bin
OUTPUT: samples : array o f sample va lues
max per bin = α / bins ; // Calcu late maximum number of samples per histogram bin
f r e qu en c i e s = so r t (build histogram(n) ) ; // Build and Sort Histogram of Values
while ( i < bins ) : // Calcu late Importance Factor per Bin
i f ( f r e qu en c i e s [ i ] < max per bin ) : // Keep a l l o f these items
IF [ i ] = f r e qu en c i e s [ i ] ;
i++;
else : // Can ’ t keep a l l items in bin
for j in range (0 , b ins ) :
IF [ j ] = max per bin ;
break ;
// Normalize Importance Factors
for i in range (0 , b ins ) :
IF [ i ] = IF [ i ] / f r e qu en c i e s [ i ] ;
// Take samples randomly
for i in range (0 , s izeof (n ) ) :
f loat ξ = random ( ) ; // between 0 and 1
i f ( ξ < IF [ i ] ) : samples . push back (n [ i ] ) ;
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3.3 Temporal Selection
Time-step selection is the process of analyzing the difference between sequential, chronolog-
ical time-steps to determine which steps provide a representative overview of the entire data series.
For example, assuming the previous time-step (tk−1) was previously selected, we need to decide if
the current time-step (tk) is different enough to justify the cost of storing it in addition. If tk, is
similar enough to tk−1, we do not need to select it as tk−1 is a sufficient representation.
3.4 Data Reconstruction
There are various existing methods for reconstructing the data back to full resolution based
on a collection of samples. Interpolation is a process of approximating the value of a non-given data
point given the values of a discrete set of the known surrounding data points. In our workflow, we
use our group of samples to interpolate the intermediate values not included in the sample, then
compare this full-resolution data with the original dataset to see how well a sample we saved. One
of the most common and simplest interpolation methods is a piecewise constant interpolation, also
known as nearest-neighbor interpolation. This method assigns the non-given data the value of the
nearest sampled point. This process can be fast as it does not consider any of the other neighboring
points, but this causes the resulting data to have blocky artifacts.
Linear interpolation is a method that uses the curve fitting of linear polynomials to estimate
the value of non-given data using the surrounding samples. This method usually produces a higher
quality reconstructed data than nearest neighbors, but at a computational cost. Using a Delaunay
triangulation with linear interpolation is a fast method that divides the domain into triangles,
defined by the three vertices chosen from the sample, that form a plane surface [10]. We use a linear
interpolation-based reconstruction for our experiments using a Delaunay triangulation reconstruct,
as it is a balanced trade-off between quality and speed. In general, the higher-order the interpolation,
the better the quality but the slower the process.
3.5 Data Quality
After reconstructing a time-step from the gathered data samples, we assess the quality of the
resulting data. Assessing quality based on the visual representation can be too subjective. Thus, we
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use the peak signal-to-noise ratio (PSNR) to represent the quality between the reconstructed data
and the original data. PSNR is the ratio between the original and reconstructed data, measured in
decibels (dB). The higher the PSNR, the better quality the reconstructed data is. PSNR is based on
the mean-square error (MSE), the cumulative squared error between the original and reconstructed
data values. We describe MSE as Equation 3.1, where n is the number of data points in the dataset,
Yi is the original value and Ŷi is the reconstructed value. Equation 3.2 details PSNR, where max val






(Yi − Ŷi)2 (3.1)







Within most HPC scientific simulations, larger areas transform slowly over time, with
smaller regions changing more drastically, such that there is a visual difference between the two.
For instance, Figure 4.1 visualizes three time-steps of a simulation of the 2003 Hurricane Isabel,
specifically the pressure variable [15]. We divide each time-step into smaller sub-regions. In this
dataset, each time-step’s defined region of interest is the hurricane eye, as weather forecasters and
meteorologists study it to determine when the hurricane is gaining strength and when it is necessary
to take precautions.
Our goal per time-step is to preserve data fidelity in the region of interest as much as possible,
at the cost of some precision in other areas of the dataset. To do so, we use the importance-based
method by Biswas et al. [6] (see Chapter 3.2) as it has been shown to yield higher accuracy in regions
of interest than other methods.
Over time, some regions of the dataset, like region A, change drastically as time progresses.
In general, this area of frequent change corresponds to the region of interest. As such, we want
to save this region with higher accuracy. However, the unchanging regions, like region C, are
background information and therefore are most likely not as important to the domain scientists.
The unchanging regions are less important than the areas of frequent change, so we tolerate more
error in them. Lastly, regions like B are some mix in between, where there is little change over time.





















Figure 4.1: Hurricane Isabel divided into regions
For regions like C that are consistent over time, the idea of temporal selection can be applied
in this region, as the data in region C in time-step 11 is a sufficient representation of the data in
the corresponding region in time-step 12. However, time-step selection would not be a good fit for
region A since data changes quickly over time; we want distinct information from every time-step
in this region to ensure we save a sufficient amount of information.
Such is the motivation for our spatiotemporal sampling method. Not only is it essential to
select samples based on their relative location and value within one time-step, but also to acknowl-
edge and leverage redundancies over time. Doing so enables our sampling method to provide higher
post-reconstruction quality than other current data sampling algorithms.
Given a data series with multiple time-steps divided into a certain number of sub-regions,
we compare each corresponding region to its chronological neighbor. From that comparison, we
determine if it is different enough to be incorporated into the temporal selection or similar enough
to be represented by the previously selected data. To accomplish this, we first need to quantify what
it means for two regions to be similar or different enough.
4.1.1 Histogram-Based Reuse
The first way we determine if two regions are similar is to compare the distribution of
data values in each. Histograms are lightweight in terms of storage and add little computational
overhead. Thus, they are a valuable way to compare two regions quickly. We first construct a
histogram of the data values within each region in two chronologically neighboring time-steps, 11
and 12, from Figure 4.1. Next, we use histogram intersection (see Equation 4.1) to determine if the
two distributions are similar enough to utilize the data from time-step 11 for time-step 12 as well.
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Figure 4.2: Hurricane Isabel histogram intersection
Here, pi is the number of elements in the ith bin of the histogram of the previous time step, and qi
is the number of elements in the corresponding ith bin of the current time step histogram, and n is
the total number of bins. We normalize the intersection by dividing by qi, such that the results are





We only choose to reuse previous information in a region for our implementation if 100%
of the previous and current histograms for that region intersect. This means that the histograms of
the two regions are identical; thus the data distribution of that region has not changed between the
two time-steps. Figure 4.2 shows the amount of intersection per region between time-steps 11 and
12. The areas marked with 1.0 mean the histograms are 100% intersected. Thus, the data in those
regions will not take new samples from time-step 12 and instead refer to the data in time-step 11.
4.1.2 Error-Based Reuse
Our second method for determining similarity uses the error between the two temporally
corresponding regions. This method allows the user to set an error tolerance based on each region’s
root mean square error of each region, as described in Equation 4.2, where pi is a value in the previous
time-step and qi is the corresponding value in the current time-step. When the root mean squared
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Figure 4.3: Hurricane Isabel root mean square error
error is less than the specified tolerance, regions are considered similar enough to be represented by
previous information. If the error of a region is greater than the threshold, it cannot be represented





For example, Figure 4.3 shows the error per region between time-steps 11 and 12. If the
user threshold was 28.0, then regions less than that tolerance would not be saved in the sample, as
the information in 11 is representative of that in 12 for that region.
4.1.3 Similarity Metric Comparison
We leave the selection of similarity metrics to the user, as each has advantages and disadvan-
tages. Thus, the best metric heavily relies on the dataset and user constraints. First, we analyze the
speed of the two methods. It is relatively fast to build and calculate the intersection of histograms.
Therefore, two time-steps of Hurricane Isabel with 200 regions can be compared in 14 MB/s. The
calculation of error takes longer, running in 13 MB/s for the same data. The difference in speed
between the two processes grows as the number of regions increases.
Second, we analyze the amount of storage it takes to calculate similarity. Histograms are a
lightweight solution when using a relatively small number of bins. To compare each region of the
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current time-step with the previous one, we only need to have access to the region histograms. Thus
the amount of storage needed in bytes is calculated as Equation 4.3, based on the number of data
values per time-step (n), the number of regions (r), and the number of bins (b).
n+ (r ∗ b ∗ size(int)) (4.3)
When using the error-based method, we need to have access to all samples taken from the
previous time-step to calculate the error. Thus, as the sample ratio increases, so does the number
of samples taken and the number of computations needed to calculate the root mean squared error.
The amount of storage needed to calculate similarity with the error-based metric is calculated as
Equation 4.4, based on the number of data values per time-step (n) and the sample ratio (s). Thus,
depending on the sample ratio, the error-based method may introduce more storage overhead than
the histogram-based method.
n+ (n ∗ s) (4.4)
Lastly, we address the quality of each method. While histograms are a lightweight and
fast solution, they lack spatial awareness. The distribution of the values within a region might
remain the same but might have changed in location within the region. Thus if we deem two regions
similar based only on identical value distributions, we may introduce too much error, yielding a
lower quality. The error-based method for quantifying similarity is based on the user’s specified
error tolerance, making it easier to bound the amount of error and, in general, yielding a higher
quality post-reconstruction.
The main attribute to the difference in quality can be seen in the differences between Fig-
ures 4.2 and 4.3 where we analyze which and how many regions are considered similar per method.
When using histograms to determine similarity, we find 24% of regions eligible for reuse between
the 10th and 11th and 22% between the 11th and 12th. However, the error-based method is more
rigorous, as it only reuses 10% to 14% of regions from time-steps 10 to 11 and 11 to 12, respectively.
The amount of storage required to store the samples of time-step 11 is shown in Figure 4.4, where
the error-based method reused fewer regions; thus, it takes more storage to save more samples than
the histogram-based method. Since this finer similarity metric reuses fewer regions, as it is bound to






















Figure 4.4: Hurricane Isabel reduced data sizes
B of Figure 4.1 as it was labeled a region of medium levels of change over time. The histogram-
based method determined to reuse this region, as the histograms between time-steps 10 and 11 were
identical. However, the error-based method found that those two regions had a root mean square
error of 45.2, greater than the specified error tolerance of 28.0. Thus, if the histogram-based method
were used, it would allow in more error than the user wanted even though it is faster.
Regardless of similarity metric, some amount of regions are specified for reuse in each time-
step. Since data sampling works by saving a specified amount of samples, as given by sample ratio,
we want to fill the sampling budget as best as possible. The non-reuse method will fill the sample
budget nearly completely. However, since the histogram-based and error-based reuse methods reuse
some data from the previous time-step instead of taking new samples from the current time-step
in some regions, they do not use the entire budget. This trend is seen in Figure 4.4, where both
reuse methods only fill about 70% of the allocated budget. Since our method is centered around the
notion that the user sets the sample ratio to meet the storage allocated, we aim to meet this space




Our sampling scheme has several input parameters designed to give the user the most
flexibility with our algorithm. However, this freedom may become a burden to the user if specific
details about the data are unknown. For example, we need to know the number of bins to use,
error threshold, and sub-region dimensions before the sampling process. If the user randomly selects
a less than optimal value for one of these parameters, the data quality can significantly be lower
than expected. Thus, we provide the user with a dynamic parameter assistance tool to aid in the
parameter setting process.
4.2.1 Determining Number of Bins
Our sampling method gives a sampling bias to data points whose values are rarer. We
determine the rarity of each value based on the sorted histogram of each time-step. We also leverage
smaller histograms per region when using the histogram-based method to determine when to reuse
previous information. This heavy reliance on histogramming means that we need to determine an
optimal number of histogram bins early on in the process to ensure consistency throughout the
data reduction process. Having a consistent number of bins is critical for the histogram-based reuse
method, as if we are using histogram intersection to determine reuse, we need to ensure that the bin
ranges are the same such that we have a fair comparison.
When selecting the number of bins for our histograms, we could use a random arbitrary
number or estimation. However, we could not ensure that this yields an optimal sample. When
using the sampling method provided by Biswas et al. to gather samples, the number of bins is
important to set wisely, as, with too few bins, rare important values may be placed into the same
bin as less important values. Likewise, the histogram will be too finely distributed with too many
bins, and the overall algorithm will be slowed down. Moreover, the number of bins affects the amount
of histogram intersection with the histogram-based reuse method. In general, with fewer histogram
bins, it is easier to have each bin intersect as there are fewer ways to distribute the data. With
more bins, the data is more distinctly identified and categorized; thus, it is more challenging to have
an identical histogram as it is less tolerable to minor variations in the data values. This trend is
shown in Figure 4.5, where we analyze the amount of histogram intersection in regions A, B, and C
between time-steps 11 and 12 of Figure 4.1. In general, as the number of bins increases, the amount
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Figure 4.5: Hurricane Isabel distribution intersection
of intersection decreases. This trend is more dramatic in regions of entropy, like region A. This
trend is essential to understand and leverage as, with too many bins and too few intersections, our
histogram-based reuse method is left un-optimized and rarely utilizes previous data. On the other
hand, fewer bins yield more intersection, which will hyper-inflate the number of regions determined
similar, resulting in excess error.
To assist users in determining an optimal number of histogram bins, we run a pre-processing
step using existing algorithms and the first time-step. To set a consistent bin width, we need to
know the entire possible range of the data values. Since we aim to set the bin ranges once and use
them consistently, we must ensure that we account for all possible values. We use this range as
the minimum and maximum edges in the histogram. Next, we need to determine the bin width or
the total number of bins to yield an optimal distribution. Sturges’ rule was the original proposed
method for estimating an optimal number of bins and is widely recommended. It calculates the
number of bins (K) as Equation 4.5, where n is the number of data points to histogram. While this
algorithm is generally the default, it tends to over smooth the histogram with large datasets and
is only optimal for gaussian data. Therefore, we use Doane’s rule, a modification to Sturges’ that
works better with non-normal datasets [16]. Doane attempts to account for the skew of the data.
The algorithm for this is shown in Listing 4.1.
K = 1 + log2(n) (4.5)
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Listing 4.1: Doane’s Rule Algorithm
INPUT: n : o r i g i n a l data s e t to be sampled
INPUT: data range : range o f data va lues over the e n t i r e s e r i e s
INPUT: mean : mean o f data va lues over the e n t i r e s e r i e s
INPUT: s tdev : standard dev i a t i on o f data va lues over the e n t i r e s e r i e s
OUTPUT: numBins : number o f b ins recommended
sg1 = sq r t ( 6 . 0 ∗ (n . s i z e ( ) − 2) / ( ( n . s i z e ( ) + 1 . 0 ) ∗ (n . s i z e ( ) + 3 ) ) ) ;
i f ( stdev > 0 . 0 ) :
temp = n − mean ;
temp = temp / stdev ;
temp = pow(temp , 3 ) ;
sum temp = std : : accumulate ( temp . begin ( ) , temp . end ( ) , 0 . 0 ) ;
mean temp = sum temp / temp . s i z e ( ) ;
binWidth = data range / ( 1 . 0 + log2 (n . s i z e ( ) ) + log2 ( 1 . 0 + abs (mean temp ) / sg1 ) ) ;
numBins = data range / binWidth ;
return numBins ;
Secondly, we use Scott’s rule, as it is more statistically rooted by taking data size and
variability into account. It also works well with large datasets, which is when our data reduction
scheme is needed most. In this method, the bin width is proportional to the standard deviation of
the data, which is not very robust to outliers. The algorithm for this is shown in Listing 4.2.
Listing 4.2: Scott’s Rule Algorithm
INPUT: n : o r i g i n a l data s e t to be sampled
INPUT: data range : range o f data va lues over the e n t i r e s e r i e s
INPUT: mean : mean o f data va lues over the e n t i r e s e r i e s
INPUT: s tdev : standard dev i a t i on o f data va lues over the e n t i r e s e r i e s
OUTPUT: numBins : number o f b ins recommended
binWidth = pow ( ( 2 4 . 0 ∗ sq r t ( p i ) / s izeof (n ) ) , ( 1 . 0 / 3 . 0 ) ) ∗ stdev ;
numBins = data range / binWidth ;
return numBins ;
In our pre-processing step, we use both Doane’s and Scott’s rules to provide the user with a
range of bins to consider. Instead of simply presenting these recommendations to the user, we also
collect a small number of samples with these bins and reconstruct the data to estimate the resulting
data quality. Based on this estimation, our algorithm selects the number of bins corresponding to the
highest quality. Thus, the overall overhead of this pre-process depends on the time it takes to sample,
















































Figure 4.6: Consistent vs. varying number of bins
which number of bins is better, we use an OpenMP accelerated CPU version of nearest neighbors
reconstruction. This method is faster but yields lower quality than other reconstruction methods.
This is an acceptable trade-off, as we only need to know the quality trend and not necessarily the
exact expected quality.
When using the histogram-based reuse method, it is crucial to maintain the same bin width,
to ensure a fair comparison. However, when using the non-reuse or error-reuse method, we could
update the number of bins for each time-step. Our experiments in Figure 4.6 find no improvement
in configuring the number of bins once at the beginning or re-configuring at each time-step. This is
true for our experiments, as our sampling algorithm is designed to work with datasets that progress
smoothly over time. Thus, using the number of bins optimal for the first time-step yields the same
quality as if we were to recompute the optimal number of bins for each time-step independently.
4.2.2 Determining Error Threshold
When using the error-based reuse method, we use the root mean square error to determine
if two temporally corresponding regions are similar. Regions are considered similar if their error
is less than the user-specified error threshold, designed to limit the amount of error allowed when
reusing data. However, the user may not know what threshold would yield the best result. With
a threshold too loose, too much data from the previous time-step would be reused, even if it is not
a sufficient representation of the updated values of the current time-step. However, very little data
will be reused if the threshold is too strict, leaving our algorithm un-optimized. It will add an extra
temporal overhead of checking for similarity but finding nothing similar enough to leverage, yielding
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the same quality as the non-reuse methods.
As a generic standard to determining the error threshold, we calculate the difference to
each corresponding data value between the first two time-steps of the series. After calculating the
difference between these steps, we sort the differences from least to greatest. Lastly, we calculate the
third quartile of this list and present this as our proposed error threshold. This process is detailed
in Listing 4.3.
We have found that using the third quartile of the sorted list of errors is the best generic
error threshold, as it generally yields one of the highest quality, post-reconstruction. This method
works well, as the user does not need to know any prior information on their dataset.
Listing 4.3: Generic Error Threshold Algorithm
INPUT: n0 : time−s tep 0 o f o r i g i n a l datase t
INPUT: n1 : time−s tep 1 o f o r i g i n a l datase t
OUTPUT: e r r o r t h r e s h o l d : e r r o r th r e sho ld recommended
vector<f loat> e r r o r ( s izeof (n ) ) ;
for i in range (0 , s izeof ( n0 ) ) :
e r r o r [ i ] = abs ( n0 [ i ] − n1 [ i ] ) ;
s o r t ( e r r o r . begin ( ) , e r r o r . end ( ) ) ;
e r r o r t h r e s h o l d = e r r o r [ int ( s izeof ( n0 ) ∗ 0 . 7 5 ) ] ; // 75 th pe r c en t i l e AKA 3rd qua r t i l e
4.2.3 Determining Region Dimensions
It is critical to set an appropriate region size to yield an optimal performance of our spa-
tiotemporal sampling method, as a region size too small or too large affects both overall quality
and throughput. For example, Figure 4.7 shows the hurricane dataset divided into differently sized
regions. If we used a region size too large, it would be more difficult to consider two temporally
corresponding regions similar, as there is more data inside.
The more regions we divide the dataset into, the lower the amount of data within them,
making the data values very localized. This raises the probability that this small amount of data
points has not changed over time, potentially yielding more reuse and generally a higher quality
sample. However, the more regions, the more similarity comparisons are needed, which slows down
the overall process. Thus, we need some balance between a small and large region size.
To assist the user in determining an optimal number of regions for their dataset and con-
straints, we run a pre-processing step to estimate the throughput and amount of regions reused per
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Figure 4.7: Hurricane Isabel regions
number of regions. We provide a line plot to the user to visualize the trade-off between the two
metrics. In general, as the number of regions increases, the quality increases, but the throughput
decreases. Thus, the optimal number of regions depends on what is more important to the situa-
tion: quality or throughput. Given this trade-off plot, one can choose the number of regions that
are best for their constraints. While an exhaustive study of testing every possible region dimension
would yield a more specific plot, doing so would introduce a costly overhead that outweighs the
pre-processing benefits. Thus, we only test a distributed subset of 10 region sizes, as it adequately
represents the overall trend while adding little overhead.
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4.3 Sampling Process
In this section, we detail the specific steps that comprise our spatiotemporal sampling algo-
rithm. This sequence of processes runs for all time-steps in the series. Note that steps 1, 2, 3, 6, and
7 are leveraged from the importance-based method of Biswas et al. [6]; we refer to this process as
the non-reuse method. We use the non-reuse method for the first time-step as there is no previous
data to utilize.
4.3.1 Step 1: Data Histogram Creation
Regardless of reuse, the first step is to construct a histogram of all the data values in the
current time-step. The bin range of this histogram is based on the maximum and minimum values
of the current time-step.
4.3.2 Step 2: Data Histogram Sorting
The next step is to sort the histogram bins from least to greatest. This resulting list of bins
is then used to develop the acceptance function that biases the values that fall into bins with the
lowest amount.
4.3.3 Step 3: Acceptance Function Development
Using the sorted histogram, we develop an acceptance function that sets the acceptance rate
for each bin. If a data point’s value falls into that bin range, it is compared to the corresponding bin
acceptance rate. Using the user-specified sample ratio, we determine the target number of samples
per bin, which, ideally, is evenly distributed. Thus the maximum target number of samples per bin
equals the sample ratio divided by the number of bins. We then iterate over the sorted histogram
to determine if the number of points in the bin is more than the target maximum. If so, we update
the bin value to equal the target maximum. If there are fewer data points than the maximum, we
do not update. If a bin does not reach the maximum, the unused storage is redistributed among
the remaining bins. Once every bin has been processed, we divide them by the original histogram
entry, creating an acceptance rate between 0.0 and 1.0. This ensures that the rare values have an
acceptance probability closer to 1.0, therefore more likely to be a part of the sample, and common
values have an acceptance probability closer to 0.0. This process is detailed in Listing 4.4.
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Listing 4.4: Importance-Function Algorithm
INPUT: n : o r i g i n a l data s e t to be sampled
INPUT: α : user−s p e c i f i e d sampling percentage
INPUT: numBins : number o f histogram bins
OUTPUT: IF : Importance Factor per bin
max = α / numBins ; // Calcu late maximum number of samples per histogram bin
// Build and Sort Histogram of Values
f r e qu en c i e s = build histogram(n) ;
f r e qu en c i e s = so r t ( f r e qu en c i e s ) ;
// Calcu late Importance Factor per Bin
while ( i < numBins ) :
items in bin = f r e qu en c i e s [ i ] ;
i f (items in bin < max ) :
// Keep a l l o f these items
IF [ i ] = items in bin ;
i++;
else :
// Can ’ t keep a l l items in bin
for j in range ( i , numBins ) :
IF [ j ] = max ;
break ;
// Normalize Importance Factors
for i in range (0 , numBins ) :
IF [ i ] = IF [ i ] / f r e qu en c i e s [ i ] ;
4.3.4 Step 4: Region Histogram Construction
If we use the histogram-based reuse method, we need to construct a histogram per region
of the current time-step. While these smaller histograms use the same number of bins as the full
data histogram, the bin range is set to the minimum and maximum values one expects throughout
the simulation’s lifetime. Since these histograms are used to compare multiple time-steps, we need
to ensure the bin widths stay constant for all samples. Thus, we need to use the lifetime extrema
rather than for the current time-step alone.
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4.3.5 Step 5: Region Comparison and Reuse
When using the histogram-based or error-based reuse method, we must compare each re-
gion to its temporally corresponding counterpart. With the histogram-based method, we calculate
histogram intersection for each region with the current and previous time-steps. If they are found to
be identical, they are marked for reuse. With the error-based method, we calculate the root mean
square error per region. If a region has an error less than the user-specified tolerance, it is marked
for reuse. If previous information is unavailable or has been reused in the previous iteration, we skip
the region. This helps us to avoid a domino effect upon time for reconstruction.
4.3.6 Step 6: Random Number Generation and Sample Selection
In this step, we determine which data points will be included in the sample. First, we create
a mask of zeros equal to the size of the dataset to signify which points will be a part of the sample
set and which will be left out. Then, for each data point, we determine which bin the value would
fall into in the global histogram and the corresponding acceptance rate for that bin. Next, each data
point is assigned a random number, generated between 0.0 and 1.0. If this random number is less
than the acceptance rate, we update the corresponding mask location to a 1 to signify that it is to
be kept in the sample.
4.3.7 Step 7: Gathering Sample Data
Once all of the data has been processed, we need to use the previously created mask to
collect all of the data locations and values for the chosen samples and append them to the final list
of samples.
4.3.8 Step 8: Additional Random Sampling
Both the histogram-based and error-based methods use less storage space by reusing infor-
mation in certain regions of the previous time-step instead of taking new samples for the entirety
of the current time-step. Figure 4.4 shows that the non-reuse method will nearly exactly fill the
user-specified sample ratio, while the reuse methods do not. Since our method is centralized around
the concept of a sample ratio, we aim to collect a number of samples as close as possible. Thus, we
use simple random sampling to fill the remainder of the sample budget. We only take more samples
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from the regions that did not reuse this time-step to further improve the quality in those areas of
significant change.
4.4 Summary
Our goal is to reduce the overall size of a data series by taking spatial samples of each
time-step, and leveraging temporal similarities to reuse samples between time-steps. Figure 4.4
shows that regardless of how temporal similarities are quantified, by reusing data from previous
time-steps we have the storage capacity to take additional samples to fill the user-specified sample
ratio. In general, more samples yield higher reconstructed quality. Thus, we expect improvements




With our spatiotemporal sampling method designed and implemented, we move to evaluate
both our preprocessing steps and the effectiveness of our sampling method. In all of our experiments,
we conduct our trials using Clemson’s Palmetto Cluster [28]. Specifically, we use an R740 model 40
core Intel Xeon CPU with 372 GB of memory when running all trials. We evaluate our sampling
method using three real-world High-Performance Computing datasets and three sampling ratios:
0.5%, 1%, and 2%. Table 5.1 describes the details of each data set and the input parameters we use
for sampling (as described in Section 4.2).
5.0.1 ExaAM
The Exascale Additive Manufacturing Project uses exascale simulations to design Additive
Manufacturing components [5, 17]. This research was supported by the Exascale Computing Project
(17-SC-20-SC), a collaborative effort of the U.S.Department of Energy Office of Science and the
National Nuclear Security Administration. It consists of 108 time-steps of spatial resolution 20 ×
200 × 50. We experiment with this data set primarily to show the difference in results when using
a smaller data set that has more time-steps. Figure 5.1 shows time-step 64, with the highlighted
region of interest, the hottest portion of the visual.
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5.0.2 Isabel
The Hurricane Isabel Data models the 2003 hurricane in the western Atlantic region [15].
This data was produced by the Weather Research and Forecast model, courtesy of NCAR, and
the U.S. National Science Foundation. For our experiments, we sample the pressure variable, as it
provides a distinct representation of the region of interest for this data, the hurricane eye, as seen
in Figure 5.2. This dataset consists of 48 time-steps of resolution 500× 500× 100.
5.0.3 Impact
The Deep Water Impact Ensemble dataset [29] is the collection of simulations run at Los
Alamos National Laboratory to study Asteroid Generated Tsunami. These simulations help study
the impact of an asteroid in deep ocean water to learn the limit of dangerous asteroids. We sample the
water volume variable, V02, as it clearly visualizes the resulting water splash, the region of interest
of this dataset. The data values range from 0.0 to 1.0, where 1.0 is pure water and <1.0 is asteroid
debris mixed with water. For our experiments, we use 100 time-steps of resolution 300× 300× 300,
as presented in Figure 5.3.
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DATASET VARIABLE DIMENSIONS DATA SIZE STEPS SUB-REGION BINS ERROR
ExaAM - 20× 200× 50 0.8 MB 108 10× 40× 10 633 0.0
Isabel Pressure 500× 500× 100 95 MB 48 25× 25× 25 27 28.0
Impact V02 300× 300× 300 108 MB 130 50× 50× 50 27 0.0
Table 5.1: Datasets and configurations used in experimental evaluations.





















Figure 5.1: ExaAM dataset




























Figure 5.2: Hurricane Isabel pressure dataset






























Figure 5.3: Asteroid Impact V02 dataset
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Chapter 6
Evaluating Our Sampling Method
We first analyze the effectiveness of our proposed pre-processing steps to determine the
number of bins, error threshold, and the number of regions for each dataset. Using those parame-
ters, we sample each dataset with various methods and analyze the throughput of each. Next, we
reconstruct from the samples and calculate the average data accuracy with the original data. Lastly,
we explore changing the sampling algorithm used within our reuse method and analyze how doing
so affects throughput and quality.
6.1 Configuring Parameters
6.1.1 Number of Bins
Our first pre-processing step is to determine what number of bins to use with the histograms
when sampling the data. This step uses Doane’s rule and Scott’s rule to provide two possible optimal
numbers of bins for the dataset, based on the first time-step. Using the two proposed numbers of
bins, we estimate the quality of the reconstructed dataset if we were to construct with that many
bins. Then we either use Doane’s or Scott’s proposal, based on which provided the highest quality
post-reconstruction dataset. The number of bins our pre-processing step selects per dataset are
listed in Table 5.1.
Figure 6.1 shows an experiment varying the number of histogram bins and the resulting



























































First Time-Step Average of First Ten Time-Steps
(c) Impact.
Figure 6.1: Average quality, varying number of bins
highest qualities across datasets. Since this process determines an optimal number of bins based
only on the first time-step, it is possible that it does not yield the most optimal overall time-steps.
This is why we also provide the average quality of the first ten time-steps if we were to sample
with that number of bins. This shows that the proposed number of bins still provides one of the
highest qualities, even as the data series progresses, as our sampling algorithm is designed to utilize
temporal similarities; Thus, it works best with datasets that change smoothly over time. Overall,
while our method does not guarantee to propose the most optimal number of bins, it does provide
a more near-optimal option than if the user were to set at random. For example, Figure 6.1a shows
that with the ExaAM dataset, a user could randomly choose to use ten bins for their experiments,
resulting in a PSNR of 42 dB. However, using our pre-processing step, 633 bins are used, yielding a
1.43× improvement in quality.
Even though this pre-processing step improves the overall quality of the reconstructed data,
it is only as effective as its throughput. We run the data reduction process to avoid the I/O
bottleneck, so the overall data sampling algorithm is useless if it itself becomes the new bottleneck.
We find that with a sample ratio of 1%, this specific pre-processing step introduces an average 0.2%
temporal overhead of the sampling process for the entire data series. The majority (≥93%) of this
process is spent in the reconstruction and quality analysis phase. However, we find this to be an
acceptable temporal trade-off, as assisting the user in determining the number of bins helps yield


























































First Time-Step Average of First 10 Time-Steps
(c) Impact.
Figure 6.2: Average quality, varying error threshold.
6.1.2 Error Threshold
Next, we run our pre-processing step to estimate an optimal error threshold per dataset.
This process calculates the sorted error distribution between the first two time-steps and takes the
third quartile as the threshold. We run experiments with varying error thresholds and resulting
post-reconstruction quality to prove the validity of this process. As shown in Figure 6.2, using the
third quartile of error as the threshold results in one of the highest qualities across datasets. The
trend holds as we continue to use it over the next ten time-steps.
We use the error threshold recommended by this pre-processing step for each dataset, as
listed in Table 5.1. The ExaAM and Impact datasets both have a recommended threshold of 0.0
because they change very smoothly over time, causing the difference between the first two time-steps
to be very small. Even with this stringent error threshold, there are still enough similarities between
regions to consider samples reusable.
With a sample ratio of 1%, this pre-processing step introduces an average 0.03% temporal
overhead to the entire sampling process, varying slightly as data size and number of time-steps
varies. While the error threshold has a smaller effect on quality than the other input parameters,
we still find this pre-processing step a good trade-off between the possible quality achieved and the
low temporal overhead.
6.1.3 Number of Regions
Lastly, we use a pre-processing step to determine the number of regions to divide each time-
step into. In this process, we compare the average percentage of regions reused from time-step tk−1





























































































Blocks Reused Percent Bandwidth (GB/s)
(c) Asteroid Impact.
Figure 6.3: Evaluation of region size
algorithm utilizes more samples from tk−1 when we have each time-step divided into more small
regions than with fewer large regions. The more regions we have, the smaller the region dimensions
are, meaning the data within each region is very precise. This allows our algorithm to reuse more
regions as the probability of fewer data points changing over time is lower than if we had to consider
a region of more data points. Reusing more regions allows us to have access to more samples
overall, which generally correlates to a higher post-reconstruction quality. Thus, if the user wants
the highest qualities possible, the more regions they should specify. Consequently, having more
regions means that more similarity computations have to be performed, drastically slowing down
the overall sampling process. This trade-off is presented in Figure 6.3. In general, the more regions,
the higher the percentage of regions reused, but the lower the throughput. We present a version of
these plots to the user with their input dataset for them to choose a number of regions to focus on
higher post-reconstruction quality, higher throughput, or some trade-off of both.
With a sample ratio of 1%, the average overhead introduced is ≤3% of the entire sampling
process. Similar to the previous two pre-processes, we deem this overhead as an acceptable trade-off
as it provides a more precise understanding of the quality-throughput trade-off of our algorithm.
It also aids the user in choosing a configuration that will meet their standards. In the following
experiments, we choose a middle-ground number, as described in Table 5.1, to have a more general
amount of previous time-step utilization with an acceptable bandwidth trade-off.
6.2 Overall Spatiotemporal Sampling
In this section, we evaluate the overall throughput and quality of our spatiotemporal sam-
pling algorithm as compared to existing algorithms. We first analyze the resulting quality of each
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sampling method: the non-reuse sampling, histogram-based reuse sampling, and error-based reuse
sampling. After using linear interpolation to reconstruct the dataset from each group of samples
for every time-step in each data series, we calculate the peak signal-to-noise ratio (PSNR) between
each reconstructed time-step and the original data (Equation 3.2). PSNR is based on the range
of the data values and the cumulative squared error between the original and reconstructed values
(the mean-square error). With this metric, a higher PSNR represents better quality. For our ex-
periments, we use the input parameters as configured in Section 4.2 and listed in Table 5.1. We
test with extremely small sampling ratios, with 0.5% equating to a 100 : 1 compression ratio, as our
sampling method is designed to maintain data fidelity with a large amount of reduction. Figure 6.4
shows the resulting quality from our experiments with varying sample ratios. Regardless of sample
ratio and dataset, we find that our spatiotemporal reuse methods consistently achieve higher levels
of quality than the original non-reuse sampling method. Our method is designed to never yield a
quality that is less than the original sampling method, as even with the worst case where no regions
are determined fit for reuse, the base algorithm is still used. This means that even in the case where
no regions are ever reused, the lowest quality our algorithm will ever achieve is equivalent to the
highest quality the base algorithm can achieve.
When comparing our two methods of reuse, histogram-based and error-based, we find that
they yield similar levels of quality, with error-based yielding slightly higher on average. This is
heavily due to the fact that the error-based method reuses regions based on the specified error
tolerance; therefore, it lets in less error on average than the histogram-based method. Datasets like
ExaAM consist of a central region of interest with a lot of static background data. While these static
data distributions may also correlate to low levels of error, we find that the histogram similarity
metric reuses more regions of data than the error based method, as shown in Figure 6.5a. For this
particular dataset, reusing the regions specified by the histogram metric resulted in higher quality
than the error metric.
Datasets like Hurricane Isabel consist of a region of interest, but the rest of the data is
not static. The hurricane eye is the region of interest, as it has the levels of lowest pressure, but
the surrounding areas also have fluctuating pressure over time. Thus, there is a lower correlation
between finding similar histograms and low error across time. Figure 6.5b shows that the error
based method reused more regions, however it kept the data within the error tolerance. Thus, the













































(c) Average Overall Asteroid
Figure 6.4: Average PSNR over varying sample rates.
Lastly, we analyze the resulting quality for the asteroid impact dataset. We find the most
improvement over the non-reuse method with this dataset. However, the overall PSNR for this
dataset is lower than the averages of the previous two datasets. This is an artifact from the core
sampling algorithm. Our spatiotemporal method improves the base group of samples, but the
resulting quality is heavily limited by the performance of the base. This trend is further explored in
Section 6.3.
We also include error bars of the standard deviation between the quality of each time-step,
per data series. Our spatiotemporal reuse methods have degrees of high variation partially due to
the non-reuse method used to gather samples. Since the base algorithm introduces a high variance
in quality between time-steps, our reuse method reflects this variance. If we change the base method
of choosing samples before reusing, the variance can be lowered, as further explained in Section 6.3.
The second factor that introduces variance in quality is the number of regions that are reused per
time-step. As the data series fluctuates, some neighboring time-steps may be very similar to each
other, yielding high levels of reuse and higher quality. However, there may be parts of the series
where the dataset is no longer smooth, and the simulation changes rapidly, yielding lower levels of
similarity across neighboring time-steps and lower quality for those time-steps.
Next, we analyze the average throughput of each sampling method. Overall, our spatiotem-
poral sampling method is generally bounded by the minimum throughput of the base method of
gathering samples. This trend is shown in Figure 6.6, as we detail the throughput (MB/s) of each
sampling algorithm. Since we add the process of checking similarity between time-steps, the fastest
our algorithm can be is the slowest the base method is. This trend is further explored in Section 6.3.















































(c) Average Overall Asteroid
Figure 6.5: Average percentage of regions reused over varying sample rates.
When a region is reused, we do not take new samples for that data; we reuse the samples from the
previous time-step. Therefore, we do not have to run the costly sampling algorithm to take new
samples. If the number of reused regions is high, then the overall throughput is increased. This
trend is found in Figure 6.5a in correlation to the resulting throughputs in Figure 6.6a with the
histogram-based reuse method. This trend is also partially seen with the Impact dataset. How-
ever, with the Isabel dataset, the histogram-based method reuses fewer regions, so the histogram
similarity overhead is not offset.
When analyzing the difference in throughput between the histogram-reuse and error-reuse
methods, we find that overall, the error-based reuse method is the slowest. This is primarily due
to step 5 (Region Comparison and Reuse). This step is slower for the error similarity metric than
the histogram metric, as seen in Figure 6.7. The main slowdowns of our spatiotemporal sampling
method, regardless of similarity metric, are found in steps 5 (Region Comparison and Reuse) and
7 (Gathering Sample Data) as shown in Figure 6.7 and described in Section 4.3. Step 5 can be
trivially parallelized, as each region can be compared to its corresponding chronological neighbor
independently of all of the other regions. Doing so would result in no effect on quality, but a
significant increase in throughput. Step 7 can also be parallelized, where each sample is gathered
from the selection specified in the previous step. Each sample value and location in the global array
index can be gathered independently, concurrently.
6.3 Core Sampling Algorithm Exchange
The novelty of our spatiotemporal sampling method is that it takes some samples from the
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(c) Error Reuse.
Figure 6.7: Average bandwidth of sampling sub-processes.
other regions, capitalizing on similarities between chronological neighbors. The process by which we
gather these samples, however, is independent of our sampling method. We refer to this base method
as the “Core Sampling Algorithm” (CSA). Our spatiotemporal sampling method uses the CSA when
gathering samples for the first time-step and in regions that do not reuse previous samples.
Since our method works independently of CSA, we have the ability to change the CSA to any
existing sampling algorithm. Thus giving our method the ability to maintain relevance as the data
reduction field grows. To show the variance and usefulness of this ability, we use our histogram-based
and error-based reuse methods with three different CSAs: Simple Random, Importance-Based [7],
and Multi-Criteria Importance-Based Sampling [6]. Simple random sampling selects a data point
into the sample by pure randomness. Importance-Based sampling uses the distribution of data
values to give a bias to more unique data values. Multi-Criteria Importance-Based sampling uses
the distribution of values and local gradient to give a bias based on rare value and abrupt change.
The differences in the locations of samples with a 0.5% sample ratio can be seen in Figure 6.8.
Simple random sampling produces a uniformly distributed sample set, while the importance-based
methods bias the rare values in the region of interest. The multi-criteria sampling method yields the
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(a) Random Samples (b) Importance-Based Samples (c) Multi-Criteria Samples
Figure 6.8: ExaAM samples gathered by different sampling algorithms
most samples in the region of interest, as it gives a bias to data points that have both rare values
and abrupt changes in gradients. The location of samples heavily affects the post-reconstruction
quality. Since the regions of interest have the most variance, they need more samples to ensure
a higher level of quality. However, fewer data points outside of this region need to be saved, as
they can be sufficiently represented by a fewer number and still maintain relatively high quality.
Thus, in general, the more samples taken in the region of interest, the higher the overall average
post-reconstruction quality. This trend is seen in Figure 6.9a, in relation to Figure 6.8, where the
multi-criteria method has the most samples in the region of interest and, in turn, has the highest
average quality. We use signal-to-noise ratio (Equation 6.1) for this evaluation to be consistent with
their previous results. We also include the error bars as the standard deviation of the difference in
quality between each time-step. The amount of variance seen in these error bars is dependent on
the CSA used. The non-reuse version of multi-criteria sampling has a lower variance than the other
methods; thus, our spatiotemporal reuse methods also have lower variance.




Even though the multi-criteria algorithm yields the highest quality, it is not necessarily the
best overall algorithm. In general, more sophisticated algorithms yield a better sample, but at the
cost of more data assessment. Thus, the better the quality of samples, the lower the throughput.
This trade-off is presented in Figure 6.9b, whereas the sampling process becomes more rigorous, the
slower the overall algorithm.
6.4 Summary
In this section, we have shown that we enable higher performance by using our configuring













































Figure 6.9: ExaAM evaluation of varying core sampling algorithms
threshold, and region size heavily affect both the quality and throughput of each sampling method.
By introducing the slight temporal overhead of the steps to configure the input parameters, both
quality and throughput can be closer to what the user wants for their situation. Overall, our
spatiotemporal sampling algorithm yields higher quality than other sampling methods at the same
reduction rate. However, it does so at the cost of some loss in throughput. Lastly, we show that
our algorithm can be applied to any existing and future sampling methods, allowing our method to
stay relevant as the field of data sampling grows.
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Chapter 7
Conclusions and Future Work
7.1 Conclusions and Contributions
The improvements in High-Performance computation power yield larger, more detailed sim-
ulations and datasets. Since the storage size and transfer speeds have not improved at the same rate,
there is a bottleneck in the overall scientific simulation pipeline. To avoid this bottleneck, others
have studied, analyzed, and presented various forms of reducing the data before writing to memory.
Existing work has previously studied the process of reducing the size of data by leveraging spatial
or temporal redundancies within the data series. However, few works combine both aspects of the
data to utilize the most redundancy possible. This research aimed to identify and leverage spatial
and temporal redundancies within a data series to yield higher post-reconstruction quality at the
same rate of reduction. We show that by reusing samples from neighboring time-steps in certain
regions, we achieve improvement in quality both in the overall dataset and within the regions of
interest. We study how various configurations of our spatiotemporal sampling algorithm, including
the similarity metric, number of bins, error threshold, and region size, can affect the overall results.
Based on the criticalness of these parameters, we also design and provide a set of pre-processing
steps to aid the user in selecting an optimal input configuration to yield the levels of quality and/or
throughput they desire. We also study the ability to interchange the base sampling algorithm that
our method uses to gather samples such that any existing or future algorithm can be enhanced by
appending our spatiotemporal reuse method.
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7.2 Theoretical Implications
The major contribution of this research was to provide a data reduction algorithm that
improves the post-reconstruction quality of existing data sampling methods. We accomplish this
by introducing a temporal reuse aspect that can be applied to any other form of data sampling.
The process of analyzing time-steps to find temporal redundancies by use of histograms or error can
enhance any sampling algorithm. Specifically, we find our method achieves a 31.3% higher post-
reconstruction quality while only introducing a 37% degradation in throughput, on average. Thus,
as future sampling algorithms become faster or achieve higher qualities, our spatiotemporal method
can continue to be applied, allowing us to maintain relevance as the field grows. By creating a data
reduction method that is very customizable to specific constraints, we are able to greatly reduce
the size of large datasets while maintaining higher levels of quality than the initial base sampling
algorithm used. This improves the overall field of data sampling and makes any algorithm more
efficient in terms of quality. Thus, our spatiotemporal sampling method is important in solving the
issue of reducing the size of data to avoid the I/O and storage bottlenecks without loss of data
fidelity.
7.3 Future Work
An area for future work includes further investigations of other aspects of the data to
leverage. Currently, our method finds redundancies in the data values relative to their spatial and
temporal locations. We utilize these redundancies to further reduce the size of data. However,
other possible aspects of the data series that can be exploited, including inter-variable relationships.
For example, there is a strong correlation between the variables in the Hurricane Isabel dataset,
specifically within the region of interest. In the hurricane eye, the pressure is the lowest, and the
wind speeds are low. We can use the correlation between these variables to reuse more information,
like the locations of samples, to introduce more reduction.
Our method currently leverages two forms of existing data reduction schemes: data sampling
and temporal selection. It reduces data by gathering a selection of samples that represent each time-
step. This list of sample values is a highly lossily compressible list of floats and their locations are a
list of highly losslessly compressible integers. Thus, instead of competing with other forms of data
reduction, we can leverage compression to further reduce the size of the data while maintaining the
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same level of data quality.
Another suggestion for future work has a focus on the reconstruction portion of the overall
process. In this work, we use generic linear interpolation to convert the samples to full resolution.
Even though this process yields higher quality than other methods, like nearest neighbors, it suffers
from lower throughputs. As this is an equally important part of the process as the reduction step, it
needs to have a more in-depth study. Creating a reconstruction algorithm specific to our sampling
process may yield a resulting quality equivalent to or higher than currently available and may also
address the throughput constraints.
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