In this paper we propose a Neural Net-PMRS hybrid for forecasting time-series data. The neural network model uses the traditional MLP architecture and backpropagation method of training. Rather than using the last n lags for prediction, the input to the network is determined by the output of the PMRS (Pattern Modelling and Recognition System). PMRS matches current patterns in the time-series with historic data and generates input for the neural network that consists of both current and historic information. The results of the hybrid model are compared with those of neural networks and PMRS on their own. In general, there is no outright winner on all performance measures, however, the hybrid model is a better choice for certain types of data, or on certain error measures.
Hybrid Forecasting System
The science of forecasting relies heavily on the models used for forecasting, quantity and quality of data, and the ability to pick the right models for a given data. A number of past publications on pattern matching have argued the need for using historic information through pattern matching for forecasting. A number of these pattern matching techniques, such as our previous PMRS model, have been very successful on a range of economic and financial data. The main philosophy behind these pattern matching techniques is to identify the best matching past trends to current ones and use the knowledge of how the time series behaved in the past in those situations to make predictions for the future. A range of nearest neighbour strategies can be adopted for this matching such as the fuzzy Single Nearest Neighbour (SNN) approach.
Neural networks do not normally use historic matches for forecasting. Instead, their inputs are taken as recent lags [2] . However, their ability to formulate a non-linear relationship between inputs and output has a considerable advantage for producing accurate forecasts [3] .
In this paper we combine the pattern matching ability with the determination of nonlinear relationship between inputs and output by generating a hybrid model for forecasting. The hybrid model uses the PMRS model [6, 7] for determining historic matches used as inputs to a neural network model. The results are shown on a range of scientific time series data and financial market data. We first describe our PMRS and neural network models on a stand-alone basis, and then their combination.
PMRS component
If we choose to represent a time-series as y = {y 1 , y 2 , ... y n }, then the current state of size one of the time-series is represented by its current value y n . One simple method of prediction can be based on identifying the closest neighbour of y n in the past data, say y j , and predicting y n+1 on the basis of y j+1 . Calculating an average prediction based on more than one nearest neighbour can modify this approach. The definition of the current state of a time-series can be extended to include more than one value, e.g. the current state s c of size two may be defined as {y n-1 , y n }. For such a current state, the prediction will depend on the past state s p {y j-1 , y j } and next series value y + p given by y j+1 , provided that we establish that the state {y j-1 , y j } is the nearest neighbour of the state {y n-1 , y n } using some similarity measurement. In this paper, we also refer to states as patterns. In theory, we can have a current state of any size but in practice only matching current states of optimal size to past states of the same size yields accurate forecasts since too small or too large neighbourhoods do not generalise well. The optimal state size must be determined experimentally on the basis of achieving minimal errors on standard measures through an iterative procedure.
We can formalise the prediction procedure as follows:
where ÿ is the prediction for the next time step, s c is the current state, s p is the nearest past state, y + p is the series value following past state s p , k is the state size and c is the matching constraint. Here ÿ is a real value, s c or s p can be represented as a set of real values, k is a constant representing the number of values in each state, i.e. size of the set, and c is a constraint which is user defined for the matching process. We define c as the condition of matching operation that series direction change for each member in s c and s p is the same.
In order to illustrate the matching process for series prediction further, consider the time series as a vector y = {y 1 , y 2 , ... y n } where n is the total number of points in the series. Often, we also represent such a series as a function of time, e.g. y n = y t , y n-1 = y t-1 , and so on. A segment in the series is defined as a difference vector δ = (δ 1 , δ 2 , ... δ n-1 ) where δ i = y i+1 -y i , ∀i, 1≤i≤n-1. A pattern contains one or more segments and it can be visualised as a string of segments ρ = (δ i , δ i+1 , ... δ h ) for given values of i and h, 1≤i,h≤n-1, provided that h>i. In order to define any pattern mathematically, we choose to tag the time series y with a vector of change in direction. For this purpose, a value y i is tagged with a 0 if y i+1 < y i , and as a 1 if y i+1 ≥ y i . Formally, a pattern in the time-series is represented as ρ = (b i , b i+1 , ... b h ) where b is a binary value.
The complete time-series is tagged as (b 1 , ...b n-1 ). For a total of k segments in a pattern, it is tagged with a string of k b values. For a pattern of size k, the total number of binary patterns (shapes) possible is 2 k . The technique of matching structural primitives is based on the premise that the past repeats itself. It has been noted in previous studies that the dynamic behaviour of time-series can be efficiently predicted by using local approximation. For this purpose, a map between current states and the nearest neighbour past states can be generated for forecasting. Pattern matching in the context of time-series forecasting refers to the process of matching current state of the time series with its past states. Consider the tagged time series (b 1 , b i , ... b n-1 ). Suppose that we are at time n (y n ) trying to predict y n+1 . A pattern of size k is first formulated from the last k tag values in the series, ρ' = (b n-k , ... b n-1 ). The size k of the structural primitive (pattern) used for matching has a direct effect on the prediction accuracy. Thus the pattern size k must be optimised for obtaining the best results. For this k is increased in every trial by one unit till it reaches a predefined maximum allowed for the experiment and the error measures are noted; the value of k that gives the least error is finally selected. The aim of a pattern matching algorithm is to find the closest match of ρ' in the historical data (estimation period) and use this for predicting y n+1 . The magnitude and direction of prediction depend on the match found. The success in correctly predicting series depends directly on the pattern matching algorithm.
The first step is to select a state/pattern of minimal size (k=2). A nearest neighbour of this pattern is determined from historical data on the basis of smallest offset ∇. There are two cases for prediction: either we predict high or we predict low. The prediction ÿ n+1 is scaled on the basis of the similarity of the match found. We use a number of widely applied error measures for estimating the accuracy of the forecast and selecting optimal k size for minimal error. The forecasting process is repeated with a given test data for states/patterns of size greater than two and a model with smallest k giving minimal error is selected. In our experiments k is iterated between 2≤k≤5.
Neural Network component
In this paper we use the standard MLP architecture with backpropagation mode of learning. In order to enable consistency between the Neural Network model and the PMRS model, the Neural Network inputs are the 6 most recent lags of the time
, when the value to be predicted is the actual Y t ). This mimics the PMRS approach of pattern matching of up to 5 historic differences (δ values) which therefore uses the information contained in the most recent 6 lags. (In other circumstances the 6 lags chosen would be those with the highest partial autocorrelation function value when correlated with the actual [5]).
In our study, neural networks have two hidden layers with 5 sigmoidal nodes in each and the networks are fully connected.
The learning rate was set at 0.05 with a momentum of 0.5. The Neural Networks training was stopped when the combined RMSE on the test and training set had fallen by less than 0.025% of their value 5 epochs ago. The inclusion of the validation error prevents over-fitting, however by summing the two errors (as opposed to strictly using the test error on its own), a slight trade-off is permitted between the errors while pushing through local minima. In addition this stopping operator was only used after at least 1000 epochs had passed during training.
Neural Net-PMRS
Neural Networks with PMRS generated inputs have the same stopping regime as the standard neural network described above with only topological difference in the form of number of inputs. Two hybrid models were trained. The first was training on the matched deltas δ found by the PMRS algorithm, the predicted delta and the lags used to find them, i.e. a PMRS model fitting two historic deltas would use 3 lags. A single asterisk in Table 2 denotes this model (NNPMRS*). The second model used the matched deltas δ found by the PMRS algorithm, the predicted delta and the most recent lag (this model is denoted by a double asterisk in Table 2 -NNPMRS**).
Experimental Details
Each data set was partitioned into consecutive segments of 75% (training data) 15% (test data) and 10% (validation data). The Neural Network model weights are adjusted using the Backpropagation algorithm on the training set and stopped (using the stopping method described later) using the root mean square errors on the training set and test set. In the case of PMRS, four different PMRS models with pattern sizes of 2,3,4,and 5 were fitted to the training set and compared on the test set data. The best performing PMRS model on the test set was then chosen for use on the validation set and as the input to the NN-PMRS model. The 'best performing' model was judged as the PMRS lagged model which had the highest number of 'best' error statistics out of the six statistics used: R 2 , Percentage direction success, Root Mean Square Error (RMSE), Geometric Mean Relative Absolute Error (GMRAE), Mean Average Percentage Error (MAPE) and Percentage better than random walk (BRW). When two PMRS models performed equally well using this criteria, two NN-PMRS models were fitted.
As the PMRS model needs a store of historical data before it can make predictions (and therefore be of use as an input to a non-linear system such as a Neural Network), the data split is slightly different for the NN-PMRS models. The end 10% of the data is again set aside as an 'unseen' validation set, and of the remaining 90% data, the first 40% is used as the estimation data for the PMRS model to be fitted to. The remaining 50% is split such that the neural network is fitted to the next 40% and tested on the following 10%. This results in a 40/40/10/10 split as opposed to the 75/15/10 split used in the other models.
Results
The results for the performance of the two hybrid models, PMRS and Neural networks is shown in Table 2 on a range of error measures recommended by Armstrong and Collopy [1] . It is evident that no single model performs the best on all error measures. In this table, we have picked the best performing PMRS models on the basis of how it performs on test data. For PMRS, we vary the parameter k (pattern size for matching) between 2 and 5 and select those models that perform the best on most number of error measures. In some cases, more than one model is chosen as the best performer as two models can perform equally well on different error measures. Out of the two hybrid models, we find that NNPMRS* model consistently outperforms the second model and therefore we use this as our base hybrid model for comparison with other methods. It is difficult to visualise an overall winner on each measure. In order to interpret results we simplify this process in Figure 1 . We find that on most time-series, the hybrid model is the best for generating the lowest GMRAE error and is significantly good on generating high direction rate success. It outperforms the two other models on all error measures in a small proportion of cases, and there is no generic trend to comment on. From these experiments it is abundantly clear that the hybrid model has a considerable future in the forecasting domain. Some of the improvement in results is small, however any improvement is of considerable importance in financial domains, where the capital involved can be extremely large.
Conclusions
In this paper we have proposed a novel method of combing pattern matching techniques with neural networks. This hybrid strategy has the advantage that it becomes possible to use historic information efficiently, which is not possible in traditional neural network models. In general, the hybrid model is a better choice in situations where the model selection process relies heavily on low error on GMRAE and high direction success. On other error measures, the hybrid model does not, in the majority of time series, outperform the PMRS and neural net stand-alone models. Our understanding is that the hybrid strategy is of considerable use in a range of prediction domains and it is only through empirical analysis, we can interpret its advantages. The results are on the performance of the chosen PMRS model, NN model and the two fitted NN models using PMRS inputs on the test set. Results in bold indicate the best result for that error term. 0  30  60  90  120  151  181  211  241  271  302  332  362  392  423  453  483  513  543  574  604  634  664  695  725  755  785  815  846  876  906  936  966  997 
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