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Abstract
Porous media are highly prevalent in nature and span a wide range of systems including
biological tissues, chemical catalysts or rocks in oil reservoirs. Imaging of the structure
of the constituent pores is therefore highly desirable for life sciences and technological
applications. This thesis presents the new development and application of a nuclear mag-
netic resonance (NMR) technique to acquire high resolution images of closed pores. The
technique is a further development of diffusive-diffraction Pulsed Gradient Spin Echo
(PGSE) NMR, which has been shown to image the pore auto-correlation function aver-
aged over all pores. Until recently it was conventional wisdom that diffusive-diffraction
PGSE NMR can only measure the magnitude of the form factor, due to its similarity to
diffraction techniques such as x-ray and neutron scattering. In diffraction applications
the loss of phase information is commonly referred to as the “phase problem”, which
prevents the reconstruction of images of the pore space by inverse Fourier transform.
My work is based on a recently suggested modification of the diffusive-diffraction PGSE
NMR method, which creates a hybrid between Magnetic Resonance Imaging (MRI)
and PGSE NMR. Therefore, we call this approach Magnetic Resonance Pore Imaging
(MRPI). We provide experimental confirmation that MRPI does indeed measure the
diffractive signal including its phase and thus the “phase problem” is lifted. We suggest
a two-dimensional version of MRPI and obtain two-dimensional average pore images of
cylindrical and triangular pores with an unprecedented resolution as compared to state
of the art MRI. Utilizing a laser machined phantom sample we present images of micro-
scopic pores with triangular shape even in the presence of wall relaxation effects. We
therefore show that MRPI is able to reconstruct the pore shape without any prior knowl-
edge or assumption about the porous system under study. Furthermore, we demonstrate
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that the MRPI approach integrates seamlessly with known MRI concepts. For instance
we introduce “MRPI mapping” which acquires the MRPI signal for each pixel in an MRI
image. This enables one to resolve pore sizes and shapes spatially, thus expanding the
application of MRPI to samples with heterogeneous distributions of pores.
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1 Introduction
Porous materials consist of a solid or semisolid matrix containing void spaces which
are filled with fluids (Dullien (1992)). Hence, one may consider wood, concrete and
biological cells as everyday porous materials. The capacity of the pore space to load or
capture fluids together with the ability of the pore walls to interact with these fluids
makes porous media important for many applications like catalysis, oil exploration and
medical diagnosis.
In porous media research one regularly studies porous structures at the micrometer
scale and below. For most non-invasive imaging techniques such as Magnetic Resonance
Imaging (MRI) and x-ray tomography this length scale is either inaccessible due to fun-
damental resolution limitations (Mansfield and Morris (1982)) or due to the deposition
of high radiation doses (Als-Nielsen and McMorrow (2011)). Thus, the most direct
structure determination is provided by diffraction techniques such as x-ray scattering
(Als-Nielsen and McMorrow (2011)) and neutron scattering (Svergun et al. (1987)). It
has been shown that Pulsed Gradient Spin Echo (PGSE) NMR can also be understood
as such a diffraction technique (Callaghan et al. (1991)).
These techniques are able to obtain properties of the form factor, a function which con-
cisely describes the material in the Fourier space. However, using diffraction techniques
only the modulus of the form factor is measured, which prevents one from obtaining
images by a simple inversion of acquired data. This problem is commonly known as
the "phase problem" and refers to the fact that a diffractogram only contains amplitude
information, but no phase information (Als-Nielsen and McMorrow (2011), Callaghan
et al. (1991)).
Recent advances of PGSE NMR based methods have been shown to lift this severe
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2limitation. A general approach suggested by Laun et al. (2011) predicts that a modifica-
tion of a single PGSE-NMR experiment is sufficient to acquire form factors for arbitrary
geometries. Shemesh et al. (2012) introduced a synergistic approach using two double
PGSE (d-PGSE) experiments. It enables one to obtain the full form factor, although
it remains limited to certain pore symmetries (Kiselev and Novikov (2013)). This ap-
proach was later extended theoretically by Kuder and Laun (2012) to arbitrary pore
geometries, although in practice this approach would have limitations related to poor
signal-to-noise.
This PhD work presents innovative approaches to resolve the considerable experi-
mental challenges of the method of Laun et al. (2011). These innovations led to the
first experimental results on cylindrical micro-capillaries and the suggestion of the name
Magnetic Resonance Pore Imaging (MRPI) (Hertel et al. (2013)). Independently, Kuder
et al. (2013) showed that the MRPI approach is working for millimeter sized triangular
capillaries utilizing hyper-polarized xenon gas and therefore showed the practicability of
the method for arbitrary pore geometries. However, the proof of feasibility of MRPI on
the micrometer scale for non-point symmetric pore shapes remained an open challenge.
This challenge was met as a part of this PhD work by developing a fabrication method for
triangular micro-capillaries. Using this phantom sample, Hertel et al. (2015b) obtained
images of hemi-equilateral triangular pores using their MRPI approach. Furthermore,
Hertel et al. (2015a) suggested the MRPI mapping experiment and experimentally con-
firmed it as a promising extension of MRPI towards practical applications. This tech-
nique allows one to map the MRPI signal onto MRI images as published by Hertel et al.
(2015a) for 1d-MRI images and by Hertel et al. (2015b) for 2d-MRI images. The follow-
ing chapters show the implementation of these innovations on a commercially available
micro-imaging NMR system and applications to selected porous materials.
Chapter 1 introduces the theory of porous materials, the theory of self-diffusion
of molecules as well as the principles of imaging and diffraction techniques. A deep
understanding of these diverse scientific fields is necessary for the discussion of the
MRPI technique.
Chapter 2 presents the necessary theory of NMR and diffusive-diffraction PGSE
3NMR from which MRPI emerges as a modification. Despite being a modification of
PGSE NMR, MRPI provides new information which requires additional theoretical in-
sight which will be discussed. Moreover, the effects of blurring and edge enhancement
are introduced and and the specific effects on the MRPI images are highlighted in this
chapter. In addition, sec. 2.3 describes the dynamics of the nuclear magnetization in
inhomogeneous magnetic fields, which are common in porous media. Since our approach
to implement MRPI is based on a train of rf-pulses, the understanding of these dynamics
becomes necessary to overcome experimental artifacts. Moreover, this section introduces
an advanced rf-pulse phase cycling scheme called Phase Incremented Echo Train Acqui-
sition (PIETA) which may be required if many rf-pulses are applied. In sec. 2.4 a
mathematical tool is introduced to simulate NMR diffusion experiments in closed pore
systems. This so called Multiple Correlation Function (MCF) technique is a matrix
based technique that provides more accurate results than Monte Carlo simulations in a
fraction of the computing time.
Chapter 3 contains a detailed description of the applied methods as well as the sample
preparation techniques. The original MRPI pulse sequence as introduced by Laun et al.
(2011) poses several experimental challenges which may prevent its application to porous
materials in practice. Thus, we developed an adapted MRPI pulse sequence, which
applies non-standard approaches to both hardware and software implementation as well
as for the sample preparation. In sec. 3.1 the modified MRPI pulse sequence design
is described including several experimental artifacts and their prevention. Additionally,
the concepts of 2d-MRPI and MRPI mapping are introduced which are an extension of
the originally proposed method of Laun et al. (2011).
Chapter 4 shows the experimental results of applying the MRPI pulse sequence to
model porous samples and the comparison of the experimental data to theory and sim-
ulations. Section 4.1 presents procedures and experiments for a thorough calibration
of the experimental setup. Following calibration, the MRPI pulse sequence was ap-
plied to custom built model porous samples. Section 4.2 focuses on the experimental
results of MRPI on cylindrical micro-capillaries while sec. 4.3 focuses on triangular
micro-capillaries. In sec. 4.4 the MRPI mapping pulse sequence is applied to a sample
4containing cylindrical capillaries of two different sizes. These results and their potential
in the context of porous media research are discussed in chap. 5.
1.1 Porous materials
Porous materials consist of a solid or semisolid matrix containing void spaces which are
filled with fluids (Dullien (1992)). The spaces free of solid are called “pores” which
contain the pore fluid such as air, water, hydrocarbons etc. or a mixture of fluids
(Dullien (1992)). Figure 1.1 shows the pores and the solid matrix on the example
of activated carbon, a porous solid used for adsorption and purification applications
(Ruthven (1984)). The structure of the pores including their shape, connectivity and
Figure 1.1: Electron microscope image of active carbon as an example of a porous material.
The separation between pore space containing the pore fluid and the solid matrix is indicated.
Reproduced with permission from Kalies (2009).
their size is crucial for understanding their interaction with the pore fluid (Ruthven
(1984)). This interaction determines the performance of porous media in natural systems
and technological applications including the ability to transport fluids through the pore
space and the capacity of the pores to store fluids. According to the International Union
of Pure and Applied Chemistry (IUPAC) (Rouquerol et al. (1994)) porous media are
classified according to the width of their pores. In case of cylindrical pores this is the
diameter and in case of slit pores it is the distance between the pore walls. The different
categories recommended by IUPAC are
• micro-pores: d < 2 nm
5• meso-pores: 2 nm ≤ d ≤ 50 nm
• macro-pores: d > 50 nm
In recent literature the name nano-pores is used regularly and refers to pores of sizes
in between 1 nm ≤ d ≤ 10 nm. The relevant materials considered in this thesis are
macro-porous with pore widths d > 1µm.
1.2 Molecular self-diffusion
In this work, diffusing molecules will be the “agents” exploring the pore space and will
enable the imaging of the pore shape by tracking their displacements using a novel NMR
method. Diffusion is the random translational motion of particles from one part of the
sample to another (Crank (1975)). It was first mathematically described by Fick (1855).
Ficks laws assume concentration gradients of physically or chemically discernible parti-
cles and the resulting transport of matter by which thermal equilibrium is established.
Self-diffusion on the other hand is the diffusion of particles in the absence of any
such concentration gradient. It can still be described by Ficks laws if one considers
particles which are "labeled", but are otherwise equal to each other concerning all physical
parameters. It describes the random motion of particles due to interactions which arise
through the collisions with other particles in the sample. It was first experimentally
observed by the botanist Robert Brown in 1827 and is therefore often called Brownian
motion.
The function describing the motion of the particles is called the propagator P (r, r0, t),
which is the probability density to find a particle at position r after time t, when it
initially started at position r0 at t = 0 (Neuman (1974)). Ficks second law also known
as the diffusion equation is given by
∂P (r, r0, t)
∂t
= D∇2P (r, r0, t) , (1.1)
where D is the self-diffusion coefficient and ∇2 = ∇ ·∇ is the Laplace operator. Strictly,
eq. 1.1 only holds under the assumption of an isotropic self-diffusion process, in which
6case D reduces to a scalar. A more general expression can be found in Callaghan (2011).
One may solve eq. 1.1 for P (r, r0, t) when assuming that all particles initially start in
one point given by the initial condition P (r, r0, t = 0) = δ(r − r0), and by specifying
the appropriate boundary conditions for the system under study. In case of an infinitely
extended medium the function P (r, r0, t) is a Gaussian given by
P (r, r0, t) =
1√
(4piDt)3
exp
{
−(r − r0)
2
4Dt
}
, (1.2)
which is the fundamental solution of the diffusion equation (eq. 1.1).
Often the solution of a physical problem requires the knowledge of the diffusion behav-
ior expected for a randomly chosen particle. This behavior is contained in the average
propagator P (R, t), which is obtained by integrating the propagator P (r, r0, t) over all
starting positions r0 and including the probability density p(r0) to start at each of these
positions. Introducing the displacement vector R = r − r0 one obtains
P (R, t) =
∫
V
P (r0 +R, r0, t)p(r0) dr0 . (1.3)
The average propagator is the probability density to find a randomly chosen particle
displaced by the vector R after time t. For the case of an isotropic, infinitely extended
medium the propagator P (r, r0, t) is given by eq. 1.1 and the probability density p(r0)
is constant. Thus, the average propagator is equally given by a Gaussian centered at
the origin given by
P (R, t) = 1√
(4piDt)3
exp
{
−R(t)
2
4Dt
}
. (1.4)
Hence, the mean displacement is zero as required by the random nature of the process.
However, the second moment given by
〈R2(t)〉 =
∫
V
R2P (R, t) dr (1.5)
is non-zero. By inserting the average propagator for free diffusion as given by eq. 1.4
7into eq. 1.5 one arrives at Einsteins relation for the mean-squared displacement in three
dimensions
〈R2(t)〉 = 6Dt . (1.6)
In case of restrictions to the motion of the particles such as pore walls the propagator
P (r, r0, t) has to be re-evaluated. Since the particles may be reflected at the boundary,
this process is often called reflected Brownian motion (Grebenkov (2006)). The boundary
condition is given by
0 = Dn∇P + ρP |s , (1.7)
where n denotes the unit vector which is normal to the surface S and ρ describes the
probability of a particle to be absorbed or transmitted through this surface.
When the absorption probability ρ is zero, the boundary is assumed to be perfectly
reflecting. This case is also called the Neumann boundary condition. On the other hand
the Robin or Fourier boundary condition, where ρ is finite, describe situations where
particles get absorbed or transmitted through the boundary (Grebenkov (2008)). For
example, a glass surface may be a perfectly reflecting boundary to water molecules and
would therefore require the Neumann boundary condition, while a biological cell mem-
brane may partially transmit water molecules and is described by the Fourier boundary
condition. Note that the case of infinite absorption is known as Dirichlet boundary
condition, but it will not be explored further here.
One ansatz to solve the diffusion equation eq. 1.1 is to expand the propagator P (r, r0, t)
as a sum of the eigenfunctions un(r) of the confining domain given by
P (r, r0, t) =
∞∑
n=0
u∗n(r0)un(r) exp {−Dλnt} , (1.8)
where λn are the eigenvalues (Crank (1975)). Through the eigenfunctions of the domain,
the functions P (r, r0, t) and P (R, t) contain information about the confining pore struc-
ture. Especially, the average propagator P (R, t) is important for NMR diffusion studies,
8since it can be shown that the PGSE NMR signal amplitude is directly related to this
function (Kärger and Heink (1983)). Moreover, an expansion similar to eq. 1.8 is used in
sec. 2.4 for the nuclear magnetization to lay the basis of the simulation technique used
to model the MRPI signal amplitude.
1.3 Imaging versus diffraction techniques
The MRPI method presented in this thesis can be seen as an imaging method in disguise,
a property which will be discussed in sec. 2.2.3 (Laun et al. (2012)). At the same time
it is a modification of the diffraction technique called diffusive-diffraction PGSE NMR.
Hence, it may be important to understand the difference between imaging techniques
and diffraction techniques in general.
Suppose that an object has a specific structural density ρ0(r). This quantity can
assume values such as photon absorber density in light microscopy and X-ray tomography
or the density of proton spins in MRI. In imaging one aims to reconstruct ρ0(r) as close
as possible to the original distribution. However, the size of the pores in many porous
media is beyond the resolution limit of conventional imaging techniques and one may
have to resort to diffraction techniques.
Consider the case of a pore filled with fluid. In case the fluid is homogeneous the
function ρ0(r) is equal to the pore shape. If one performs an inverse Fourier transform
of this pore shape one obtains the form factor of the pore given by (Callaghan (2011))
S0(k) =
∫
V
ρ0(r) exp{i 2pik · r} dr . (1.9)
Note that in MRI studies as described in sec. 2.1.5.2 the vector k will be proportional
to the time t and thus the inverse Fourier transform has been used here. Real space
coordinates r are in units of meter [m] while the reciprocal space is its inverse and is
given by k = (2pi)−1eˆk/λ, where λ is the wavelength and ek is the unit vector in the
direction of k. Therefore, k is often called a wave vector and assumes values in units
of [rad−1m−1]. The form factor S0(k) is in general a complex function and it would be
9desirable to measure this function directly.
Using imaging techniques such as MRI one measures the full reciprocal space or k-
space "signal" S0(k) and one can obtain the real space structural density ρ0(r) by Fourier
transform (Callaghan (2011))
ρ0(r) =
∫
Vk
S0(k) exp{− i 2pik · r}dk . (1.10)
The difference between imaging techniques and diffraction techniques lies in the ability
of the former to measure the amplitude and the phase of the signal S0(k) and of the
latter to measure only its intensity. The intensity is given by the absolute square of the
signal |S0(k)|2. The shortcoming of diffraction techniques to measure only intensities is
commonly known as the "phase problem" and prevents one from obtaining ρ0(r) directly
by Fourier transform (Svergun et al. (1987)). Upon Fourier transform of |S0(k)|2 one
obtains the pore density auto-correlation function
F{|S0(k)|2} = ρ∗0(R) =
∫
V
ρ0(r +R)ρ0(r)dr , (1.11)
which contains less information about the pore structure than ρ0(r) itself. For brevity
we denote the pore auto-correlation function with ρ∗0(R) in this work.
As will be shown in sec. 2.2.2 the signal amplitude of PGSE NMR is the Fourier
transform of the average propagator P (R, t) which was introduced in the previous section
(eq. 1.3). Interestingly, the average propagator converges to the pore density auto-
correlation function when the diffusion time is infinite P (R, t→∞) = ρ∗0(R).
As an illustrative example for the difference of imaging and diffraction techniques in
general, consider a rectangular pore shape with a pore density function in one dimension
given by
ρ0(z) =

1
L
for − L/2 ≤ z ≤ L/2
0 elsewhere .
(1.12)
S0(k) for the rectangle which resembles a sinc function is shown in fig. 1.2 (a). With
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imaging techniques one obtains the form factor S0(k) including its phase which is either
0 or pi (negative as well as positive real part) for the rectangular shape. From the
knowledge of S0(k) one can obtain the profile of the rectangular pore ρ0(z) directly by
inverse Fourier transform as as shown in fig. 1.2 (b). When ρ0(r) is measured in 2d
it represents the 2d image of the pore. In diffraction studies however, one measures
k
S
0
(k
)
−L2 0 L2
z
1
L
ρ
0
(z
)
⇐⇒
a) b)
Figure 1.2: Form factor S0(k) for a rectangular pore as obtained by imaging methods such as
MRI (a). Upon Fourier transform of S0(k) one obtains the pore density ρ0(z) projected on the
direction of k, which represents a 1d image of the cross section of the pore (b).
the absolute square of the form factor |S0(k)|2 which lacks the phase information as
shown in fig. 1.3 (a). The result upon Fourier transform yields the one dimensional
auto-correlation function for the rectangular pore given by (Callaghan (2011))
F{|S0(k)|2} = ρ∗0(Z) =

L+Z
L2 for − L ≤ Z ≤ 0
L−Z
L2 for 0 < Z ≤ L ,
(1.13)
which has a triangular shape as shown in fig. 1.3 (b). The pore density auto-correlation
function ρ∗0(Z) still allows to extract information about the pore space such as its size,
but the pore shape is obscured and one cannot obtain a 2d image of the pore without
further knowledge or assumptions.
The most commonly known example of diffraction phenomena is the double slit ex-
periment also known as the Youngs interference experiment. In this experiment one
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Figure 1.3: Absolute square of the form factor |S0(k)|2 for a rectangular pore as obtained by
diffraction methods such as x-ray scattering and diffusive-diffraction PGSE NMR (a). Upon
Fourier transform of |S0(k)|2 one obtains the pore density auto-correlation function ρ∗0(Z)
projected on the direction of k. One may extract the size of the pore, but the pore shape
is obscured. To reconstruct the pore image, one would need a priori assumptions about the
underlying pore shape (b).
considers coherent light incident on a two slit system and observes the light intensity on
a distant screen. A screen for visible light can only measure either light or dark regions
and thus it is an energy-sensitive detector. The observed pattern is characterized by
maxima and minima of the observed light intensity depending on the angle between the
k-vector and the slit system and thus the observed pattern describes the well known
oscillations between bright and dark stripes which resemble |S0(k)|2 of the slit system.
In this work we present experimental proof of a further development of a diffraction
method which allows us to measure the full complex form factor S0(k) and is therefore
akin to an imaging technique. This advance allows one to obtain 2d images of the
average pore in the sample.

2 Theory and description of NMR
diffusion techniques
2.1 NMR theory
2.1.1 Nuclear magnetization and rotating frame of reference
In 1946 Felix Bloch in his famous paper “Nuclear Induction”(Bloch (1946)) laid out the
basis for the technique that is today known as Nuclear Magnetic Resonance (NMR).
Based on the work of Rabi et al. (1938), he found that magnetic moments of nuclei
result in a nuclear polarization upon establishment of equilibrium in a static magnetic
field. If this polarization is subject to radio frequency (rf) radiation at right angles to
the constant field, it is forced to precess around the static field with decreasing latitude.
This results in a component of nuclear polarization perpendicular to both the rf-field
and the static field. This perpendicular component can induce an observable voltage in
a coil.
The NMR technique relies on the presence of nuclei with a net nuclear spin. Spin is
a property of particles arising from their intrinsic angular momentum and is associated
with a magnetic moment µ. In nuclei with unpaired nuclear spins there is a net nuclear
spin characterized by the integer or half-integer number I (Abragam (1961)). The
magnetic moment associated with these nuclei is given by µ = γ~I, where γ denotes the
gyro-magnetic ratio and ~ is Plancks constant divided by 2pi.
If an external magnetic field B0 is applied along the z-axis in the laboratory frame of
reference the potential energy Hlab due to the Zeeman-interaction (Abragam (1961)) is
13
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given by
Hlab = −γ~B0m m = I, I − 1, ...,−I . (2.1)
m denotes the projection of the net nuclear spin I onto the direction of the applied
magnetic field. For spin-12 -systems such as
1H and 13C, m can only attain the two
discrete values m = ±12 . In thermal equilibrium there is an excess occupation of the
lower energy state m = +12 (Abragam (1961)), which is the state with spins pointing
in the same direction as the magnetic field B0. Since spin is leading to a magnetic
moment, the occupation excess in the lower energy level leads to an excess of magnetic
moments oriented along the applied magnetic field B0 and hence to a macroscopic
nuclear magnetization M0 of the sample given by
M0 =
(∑
µ+ 12
+
∑
µ− 12
)
ez . (2.2)
One can show with the help of Boltzmanns law (Slichter (1996)) that the population
excess between spins-1/2 aligned with the outer field (N+) and opposing the outer field
(N-) in thermal equilibrium is given by
N+ −N-
N+ +N-
= 1− exp {−∆E/kBTK}1 + exp {−∆E/kBTK} ≈
∆E
2kTK
, (2.3)
where ∆E is the energy difference between the two states m = ±1/2. In eq. 2.3 the high
temperature approximation kBTK  ∆E and subsequent Taylor expansion truncated up
to first order exp(X) ≈ 1 +X was used. For commonly used high-field superconducting
magnets (9.4 Tesla) this population difference for 1H nuclei and room temperature T =
298 K is on the order of 10−5, meaning only ten in a million spins contribute to the signal.
Note that the equilibrium magnetization M0 is given by multiplying the population
excess eq. 2.3 with the total number of nuclear spins N times their magnetic moment
µ = γ~/2 yielding the Curie Law for I = 1/2 spins
M0 = N
γ2~2B0
4kBTK
. (2.4)
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Each individual spin rotates about the direction of the applied magnetic fieldB0. Since
the macroscopic magnetizationM is the sum of the individual spins, it is also precessing
around B0. Its precession angular frequency is called Larmor frequency which is given
by
ω0 = γB0 . (2.5)
It corresponds to the frequency of an electromagnetic wave, which can induce transitions
between the possible orientations of the nuclear spins in the external magnetic field.
If one follows the convention that the magnetic field is applied in z-direction then
the observable signal is proportional to the x-y-component of the magnetization Mx,y
(Callaghan (1991)). Therefore, one has to disturb the spin system from its thermal
equilibrium and rotate the magnetization into the x-y-plane. This can be achieved by
applying an on-resonant (ωrf = ω0) radio-frequency-pulse (rf-pulse) perpendicular to the
polarizing magnetic field (Bloch (1946)).
In order to allow for a coupling of the rf-pulse to the magnetization M0, one has
to generate a rotating magnetic field B1 precessing in the same direction and with the
same angular frequency ω0 as the magnetization M0. From an engineering perspective
it is possible to apply a linearly polarized oscillating magnetic field transverse to the
B0 field. This can be achieved by applying an alternating current to an rf-coil with
its axis aligned transverse to the B0 field as shown in fig. 2.1. The applied oscillating
magnetic field with amplitude 2B1 cosωt can be represented by two counter-rotating
circularly polarized fields with amplitude B1. The part which is rotating in direction
of the magnetization will couple to M0 and rotate it into the x, y-plane when the on-
resonance condition ωrf = ω0 is fulfilled. The counter rotating component can be ignored
if the condition B1 << B0 is satisfied (Callaghan (1991)).
After excitation one may utilize the rotating frame of reference as a useful tool to
solve for the dynamics of the magnetization. In the laboratory frame of reference the
Hamiltonian of non-interacting spins is given by adding a term arising from the B1
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Figure 2.1: Application of an oscillating magnetic field through a solenoid perpendicular to the
B0 field. The linearly polarized field with amplitude 2B1 can be represented as two counter-
rotating circularly polarized fields of amplitude B1. Adapted from Callaghan (1991).
magnetic field to eq. 2.1 and is given by
Hlab = −γB0Iz − 2γB1 cosωtIx . (2.6)
Since Hlab is time dependent it is hard to solve for the dynamics of the system directly.
However, one may perform a coordinate transformation to a rotating frame of reference
x′, y′, z′, rotating at angular frequency ω (Rabi et al. (1954)). The precession around
B0 is reduced by the precession frequency of the rotating frame ω. To account for
this reduced influence of B0 in the rotating frame of reference one has to subtract the
field strength ω/γ from the laboratory reference frame Hamiltonian Hlab. Thus, the
Hamiltonian in the rotating frame of reference is given by
Hrot = −γ(B0 − ω/γ)Iz − γB1Ix . (2.7)
On resonance (ω = ω0) the only magnetic field present in the rotating frame of reference
is the rf-pulse magnetic field B1. The magnetic field B1 couples to the magnetization
M and rotates it about the direction of B1 with the angular frequency ω1 = γB1 as
shown in fig. 2.2. The rotation angle depends on the length of application of the rf-pulse.
Two rotation angles ω1t are particularly often encountered in NMR experiments. First,
the rotation of the magnetization into the x-y-plane, which corresponds to an angle of
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Figure 2.2: Apparent magnetic field B1 in the rotating frame of reference and its influence on
the magnetization M . If the rf-magnetic field B1 is applied on-resonance ωrf = ω0 it rotates
the magnetization into the x, y-plane. The angular frequency of rotation of the magnetization
is ω1 and the direction of rotation is about the direction of B1. Adapted from Callaghan
(1991).
ω1t = 90◦ and second the inversion of the magnetization corresponding to a rotation
about ω1t = 180◦.
2.1.2 Relaxation
Relaxation describes the tendency of a non-equilibrium spin system e.g. magnetization
that is rotated in to the x-y plane to return to thermal equilibrium M0 along the z-
direction. There are three major relaxation time constants affecting the magnetization
after excitation (Bloembergen et al. (1948)). There is the spin-lattice relaxation char-
acterized by the time constant T1, the spin-spin relaxation or T2-relaxation and there
is loss of coherence of the magnetization components called T ∗2 -relaxation. In general it
holds that T1 ≥ T2 ≥ T ∗2 for reasons that will be examined below.
Any Rotation of the magnetization corresponds to an energetic excitation of the spin
system, upon which the system tends to re-establish thermal equilibrium. This process
involves the exchange of the potential energy of the spins with the surrounding thermal
reservoir (or lattice). Thus, once the vector of magnetization M is rotated out of
equilibrium it starts to re-align with the z-direction (Bloch (1946)). The time constant
for this process is T1 and it can be described by the differential equation
dMz
dt = −
(Mz −M0)
T1
, (2.8)
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for which one obtains upon integration
Mz(t) = Mz(0) exp
{−t
T1
}
+M0
(
1− exp
{−t
T1
})
. (2.9)
Therefore, T1 relaxation describes the rate at which thermal equilibrium is re-established
and gives an upper bound of experimental time of approximately 5T1. After this time
all elements of an NMR experiment including the acquisition have to be completed.
The interactions responsible for T2 relaxation only involve the transverse components
of the magnetization Mx,y. This so called spin-spin relaxation describes random jumps
in the phases of spins caused by interactions in between spins as well as spin-lattice
interactions. The random phase jumps lead to a decoherence of the transverse magneti-
zation Mx,y and to an irreversible loss of observable magnetization (Bloembergen et al.
(1948)). The differential equation for this process is given by (Bloch (1946))
dMx,y
dt = −
Mx,y
T2
(2.10)
which upon integration yields
Mx,y(t) = Mx,y(0) exp
{−t
T2
}
. (2.11)
Note that T2 relaxation does not involve any spin flips and hence the components of
the magnetization that have undergone phase jumps still reside in the x, y-plane. Thus,
these components are still subject to T1 relaxation although they do not contribute to
the measurable magnetization Mx,y. Hence, one may find that in NMR it holds that
T1 ≥ T2.
T ∗2 relaxation on the other hand is caused by inhomogeneities of the polarizing mag-
netic field B0. Such inhomogeneities may arise both from the design of the magnet
system as well as from the sample itself. In this case the magnetic field B0 has to be re-
placed by a local magnetic field Bloc0 , which is varying across the sample. One may divide
the sample into volume elements located at ri, where the nuclear spins in each volume
element give rise to a magnetization density vector mi(ri). The total magnetization of
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the sample is given by
M =
∑
i
mi(ri) . (2.12)
Due to the spatial dependence of the magnetic field strength Bloc0 one may find different
Larmor frequencies in different volume elements of the sample. This leads to a suc-
cessive build up of phase differences in between the magnetization density vectors mi.
Thus the magnetization M , which is the vector sum (Eq. 2.12) of the magnetization
density vectorsmi is decaying due to this coherence loss. Consider for example the Free
Induction Decay (FID) NMR experiment, which consists of a 90◦-rf-pulse followed by
the acquisition of the induced voltage in the rf-coil. Figure 2.3 (a) shows the magnetiza-
tion Mx’,y’ just after the 90◦ rf-pulse in the rotating frame of reference x′, y′. Figure 2.3
Figure 2.3: Schematic representation of the transverse magnetization just after a 90◦ rf-pulse
in the rotating frame of reference x′, y′ (a). Transverse magnetization densities m1,m2,m3
dephasing through magnetic field inhomogeneities. The observable magnetization Mx’,y’ is
given by vector addition of the magnetization density vectors from different parts of the sample
(b). Induced voltage U(t) of the transverse magnetization in the laboratory reference frame
decaying with the relaxation rate 1/T ∗2 (c).
(b) shows schematically three magnetization density vectors m1,m2,m3 from different
parts of the sample which are dephasing due to the locally different Larmor frequencies.
The total magnetization Mx’,y’ is the vector addition of these magnetization vectors and
thus after time t its amplitude is reduced with respect to that in fig. 2.3 (a). Figure 2.3
(c) shows the decay of the induced voltage U(t) in the laboratory reference frame in
the rf-coil which decays proportional to exp{−1/T ∗2 }. Note that all three relaxation
processes, T1, T2 and T ∗2 relaxation, start to influence the magnetization just after the
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excitation pulse. However, the dephasing due to magnetic field inhomogeneities T ∗2
usually dominates (Bloembergen et al. (1948)). Thus if the time constants T1 and T2
shall be measured one may have to refocus the dephased magnetization using a train
of refocusing rf-pulses (Carr and Purcell (1954)), which will be introduced in the next
sections.
2.1.3 Spin-echo pulse sequence
The spin-echo pulse sequence was first proposed by Hahn (1950) and is now a basic
building block of NMR experiments. Figure 2.4 shows the rf-pulse scheme of the spin-
echo experiment which consists of a leading 90◦ rf-pulse followed by a refocusing 180◦
rf-pulse after a time period τ . If this rf-pulse sequence is applied in an inhomogeneous
-
t
90◦x 180◦−x
Echo
tE
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τ
ff -
τ
Figure 2.4: Spin-echo pulse sequence consisting of a leading 90◦ rf-pulse which rotates the
magnetization into the x, y-plane. It is followed by a 180◦ rf-pulse after time τ , which rotates
the magnetization by 180◦. At time tE = 2τ the acquired phase due to free precession in the
inhomogeneous magnetic field is refocused, which leads to a spin-echo formation.
magnetic field a spin-echo forms at time tE = 2τ . The spin echo can be understood
by following the dephasing and rephasing of the magnetization density vectors mi from
different volume elements in the sample. Figure 2.5 shows schematically the dynamics
of three exemplary magnetization density vectors in the rotating frame of reference.
After the 90◦ excitation rf-pulse the magnetization M is rotated in the x′, y′-plane as
shown in fig. 2.5 (a). Figure 2.5 (b) shows the magnetization after excitation where the
individual magnetization vectors from different volume elements start to dephase due to
their different Larmor frequencies. Thus, the observable magnetization decays with the
relaxation rate 1/T ∗2 and one would be able to record an FID. Figure 2.5 (c) shows the
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Figure 2.5: Scheme of the dynamics of the magnetization in the spin-echo experiment in the
rotating frame of reference. The magnetization is rotated in the x′, y′-plane with a 90◦ rf-
pulse (a). After excitation the magnetization vectors start to dephase due to different Larmor
frequencies in different volume elements of the sample (b). The magnetization is rotated by
180◦ by the second rf-pulse and starts to refocus (c). When the same time τ has elapsed as
between the 90◦ and 180◦ rf-pulses the magnetization is re-focused and a spin-echo appears
(d).
magnetization vectors just after application of the 180◦ rf-pulse. The rotation by 180◦
inverts the acquired phase differences of each magnetization density vector mi. Since
the local Larmor frequencies do not change the acquired phase differences are starting to
disappear. This leads to the refocusing of the magnetization at time 2τ after excitation as
shown in fig. 2.5 (d). Note that the magnitude of the spin-echo is reduced in comparison
to the FID through T1, T2 relaxation and self-diffusion of the spin-bearing particles in
the in-homogeneous magnetic field (not shown). The spin-echo rf-pulse sequence is such
a vital ingredient in NMR experiments since it extends the available time for studying
the magnetization to 5T2 instead of the much shorter time 5T ∗2 . The relaxation rate
1/T2 may be measured by repeatedly refocusing the magnetization as will be discussed
in the next section.
2.1.4 CPMG pulse sequence
The Carr-Purcell-Meiboom-Gill (CPMG) pulse sequence as shown in fig. 2.6 (top) was
introduced by Carr and Purcell (1954) and Meiboom and Gill (1958). It consists of a
leading 90◦ rf-pulse followed by a train of 180◦ rf-pulses each separated by twice the
initial 90◦-180◦ rf-pulse separation (2τ). Spin-echos form half way between the 180◦
rf-pulses and decay with the transverse relaxation rate 1/T2 (bottom). The acquisition
of a train of spin-echos and the knowledge of the rf-pulse separation 2τ can therefore
be utilized to measure the relaxation rate 1/T2. However, in the presence of magnetic
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Figure 2.6: The CPMG rf-pulse sequence consisting of a leading 90◦ rf-pulse followed by a
train of 180◦ rf-pulses each separated by twice the initial 90◦-180◦ rf-pulse separation 2τ (top).
Spin-echos form half way between the 180◦ rf-pulses and decay with the transverse relaxation
rate 1/T2 (bottom).
field inhomogeneities this decay rate may be obscured by additional dephasing due to
self-diffusion of the spin bearing molecules in a internal magnetic field gradient g (a
spatially dependent magnetic field as will be discussed in detail in sec. 2.1.5). Carr and
Purcell (1954) derived the effective transverse relaxation rate given by
1
T eff2
= 1
T2
+ 13D(γgτ)
2 , (2.13)
where g be the magnitude of the magnetic field gradient and D is the self-diffusion
coefficient. The second term in eq. 2.13 can be minimized by reducing the rf-pulse
separation τ . Additionally, one may measure the relaxation rate 1/T2 by performing a
series of CPMG experiments with different times τ and extrapolating the τ -dependent
relaxation rate 1/T eff2 to τ = 0.
In addition to relaxation rate measurements, the CPMG rf-pulse sequence can be
incorporated into other NMR experiments to exploit its special properties regarding
magnetic field gradients (Callaghan and Stepisnik (1995)) and its influence on the phase
coherence of the nuclear spin ensemble (Jenista et al. (2009), Álvarez et al. (2013)). In
this work the CPMG rf-pulse sequence will be utilized as a building block of the MRPI
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pulse sequence as will be shown in sec. 3.1.1.
2.1.5 Magnetic field gradients
Magnetic field gradients are vital ingredients of MRI experiments (Bernstein et al.
(2004)) and for NMR studies of translational motion (Callaghan (2011)). In this work
they are utilized both for imaging and for the encoding of the self-diffusion process of
spin bearing molecules. Magnetic field gradients can either be purposefully applied by
specially built coils (Hidalgo-Tobon (2010)), or they are inherent in the experimental
setup e.g. due to an inhomogeneous polarizing magnetic field B0 (Hürlimann (1998)).
Let the polarizing magnetic field point in z-direction B0 = (0, 0, B0). A magnetic field
gradient G is given by
G = (Gx, Gy, Gz) =
(
∂Bz
∂x
,
∂Bz
∂y
,
∂Bz
∂z
)
. (2.14)
According to eq. 2.14 the magnetic field gradient G may change the strength of the
polarizing magnetic field B0, but not its direction. It has to be noted that transverse
components which are not accounted for in eq. 2.14 are generated with every gradient
since the magnetic field has to satisfy Maxwells equation ∇ ·B = 0. However, these
so called concomitant fields are negligible under the condition that |G · r|  B0 (Bern-
stein et al. (1998)). This condition is usually satisfied for the gradient amplitudes and
magnetic field strengths used in MRI and PGSE NMR applications (Bernstein et al.
(1998)) although concomitant fields may be influential in low field systems (Volegov
et al. (2005)).
If a magnetic field gradient is applied for a short time period t it is called a pulsed
gradient. A pulsed gradient G(t) may be generated using a Maxwell coil design as shown
in fig, 2.7 (Callaghan (2011)). In a Maxwell coil the loops are wound in such a way that
the current i(t) in one loop is flowing in the opposite direction as compared to the
opposing loop. In the center of the gradient coil the generated magnetic fields cancel,
while away from the center they enhance or subtract from the polarizing magnetic field.
Pulsed gradients allow for a flexible design of PGSE NMR and MRI pulse sequences since
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Figure 2.7: Scheme of a Maxwell coil generating a magnetic field gradient G(t). The two loops
are wound such that the current i(t) in one loop is flowing in opposite direction as compared to
the other loop. The lengths of the arrows along the axis of the coil indicate the local magnetic
field strengths. The strength of the resulting magnetic field gradient G(t) depends on the
current i(t) in the coil.
they can be applied for a well defined time period and their strength may be varied by
the current amplitude i(t) in the gradient coil.
2.1.5.1 Effective magnetic field gradients
The effect of the magnetic field gradients on the spin system can be reversed by appli-
cation of a 180◦ rf-pulse. However, it may be tedious to account for both the rf-pulse
scheme and the magnetic field gradient scheme in case of many rf-pulses. Therefore,
Mansfield and Pykett (1978) and Karlicek and Lowe (1980) introduced the concept of
“effective” magnetic field gradients G∗(t) which allows to study the effect of magnetic
field gradients on the spin system without having to account for rf-pulses.
As an example, consider the spin echo sequence as applied in a constant magnetic field
gradient G as shown in fig. 2.8 . In the laboratory frame of reference the magnetic field
gradient G(t) stays constant with amplitude G throughout the experiment. However,
the effective gradient G∗(t) as seen by the spin system changes sign when the 180◦ rf-
pulse is applied, since the effect of the gradient G on the spin system is inverted. The
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Figure 2.8: Spin echo pulse sequence under the influence of a constant gradientG. The effective
magnetic field gradient G∗(t) represents the temporal gradient scheme as seen by the spin
system.
effective gradient G∗(t) is then given by
G(t)→ G∗(t) =

−G for 0 ≤ t ≤ τ
G for τ < t .
(2.15)
In case of many 180◦ rf-pulses one may start at the echo time tE and work backwards,
inverting the sign of the gradient G(t) each time a 180◦ rf-pulse is encountered. The
concept of effective gradients can be applied to static background gradients as well as
pulsed gradients.
In order to obtain a spin echo at time tE the total phase difference acquired during
the gradient scheme has to be deleted. This requirement leads to the so called echo
condition given by
tE∫
0
G∗(t) = 0 . (2.16)
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2.1.5.2 k-space
Given the magnetic field gradient G the magnetic field at position r within the sample
is given by B(r) = B0 +G · r. This will lead to a spatially dependent Larmor frequency
during application of the gradient given by
ω(r) = γB0 + γG · r . (2.17)
This dependence of the Larmor frequency on the position r within the sample is the
physical principle underlying the usefulness of magnetic field gradients, since one usually
measures the frequencies and the associated phase shifts in MRI applications.
Consider a volume element dV at position r in the sample. The signal as detected by
the rf-coil arising from this volume element is given by (Callaghan (1991))
dS(G, t) = ρ(r)dV exp{iω(r)t} (2.18)
= ρ(r)dV exp{i γB0 + γG · rt} , (2.19)
where ρ(r) is the local spin density of the sample. In phase sensitive NMR detection
the radio-frequency signal is mixed with a reference oscillation and the resulting signal
is oscillating with the difference of both frequencies. If this mixing frequency is equal to
γB0 the obtained signal is oscillating with γG · r. Thus, one may neglect the γB0 term
in eq. 2.18. The integrated signal amplitude is given by
S(G, t) =
∫
V
ρ(r) exp{i γG · rt}dr , (2.20)
where dr represents the volume integration. This relation is similar to the Fourier
relationship already found in sec. 1.3 and which is given by Eq. 1.9. Mansfield and
Pykett (1978) introduced the concept of k-space by defining the reciprocal vector k
according to
k = (2pi)−1γGt . (2.21)
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This definition shows that k-space may be traversed by advancing either in time t or
by changing the gradient amplitude. The direction of this traverse is determined by
the direction of the gradient G. Substituting k in eq. 2.20 one obtains the Fourier
relationship and its inverse given by
S(k) =
∫
V
ρ(r) exp{i 2pik · r}dr (2.22)
ρ(r) =
∫
Vk
S(k) exp{− i 2pik · r}dk , (2.23)
where Vk denotes the volume of k-space. Note that this Fourier pair is similar to eq. 1.9
and eq. 1.10, the difference being that the subscript zero was dropped, since here the spin
density does not represent that of a single pore, but can be any distribution related to
the shape and spin density of the sample. Furthermore, since the signal will be sampled
at discrete time steps, the Fourier transform of S(k) will not return the original function
ρ(r), but a discrete representation.
2.1.5.3 q-space
The concept of q-space is employed if two compensating pulsed gradients are applied
(Callaghan (1991)). If such a gradient pair is used in conjunction with a spin echo pulse
sequence (sec. 2.1.3) one is able to measure phase shifts related to the molecular motion
of the spin bearing molecules. This way the mean squared displacement of the molecules
can be measured, which will be discussed in detail in sec. 2.2.1.
Here, the focus lies on the conceptual difference between two compensating gradient
pulses and the phase shift arising from molecular motion (q-space) in contrast to a phase
shift due to the location of the spins (k-space). For this purpose, consider the gradient
pulses to be sufficiently narrow such that the motion during the pulses can be neglected.
This so called “narrow-pulse approximation” is equal to saying that the gradient pulse
duration δ is much smaller that the gradient pulse separation ∆, i.e. δ  ∆ (Callaghan
(1991)).
The effect of the first gradient is to imprint a phase shift of γδG · r0 on a spin located
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at position r0. Using a spin-echo sequence the 180◦ rf-pulse subsequently inverts this
phase. Suppose that the spin bearing molecule has moved to position r before the
second gradient pulse. The phase shift after the second pulse is given by γδG · (r− r0).
Let S(G, ∆) be the amplitude of the spin-echo at its center and for brevity we neglect
relaxation influences. The signal amplitude S(G, ∆) is given by the integral over all
transverse magnetizations carrying the phase term exp{i γδG · (r− r0)}. This term has
to be weighted by the probability density for a spin to start at position r0 and to move
to r. This probability density is equal to ρ(r0)P (r0, r, ∆), as discussed in sec. 1.2 where
we have replaced the probability density p(r0) by the initial spin density ρ(r0). The
total signal is given by
S(G, ∆) =
∫
V
ρ(r0)
∫
V
P (r, r′, ∆) exp{i γδG · (r − r0)}drdr0 , (2.24)
which is similar to eq. 2.20. Analogous to k-space one may define a reciprocal space
vector given by
q = (2pi)−1γδG (2.25)
and eq. 2.24 can be rewritten
S(q, ∆) =
∫
V
ρ(r0)
∫
V
P (r0, r, ∆) exp{i 2piq · (r′ − r)}drdr0 . (2.26)
This equation is similar to the scattering function which is measured in quasi-elastic neu-
tron scattering (Jobic (2000)) and dynamic light scattering (Berne and Pecora (2000)).
Most notably the technique is analog to scattering techniques in general where the gradi-
ent pulses resemble the incoming and outgoing wave-vectors with q being the scattering
wave-vector.
Furthermore, making the substitution r = r0 +R in eq. 2.26 it may be rewritten and
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one obtains the Fourier pair
S(q, ∆) =
∫
V
P (R, ∆) exp{i 2piq ·R}dR (2.27)
P (R, ∆) =
∫
Vq
S(q, ∆) exp{− i 2piq ·R}dq , (2.28)
where P (R, ∆) is the average propagator found in sec. 1.2 and Vq is the volume of
q-space. Thus, acquisition of the signal in q-space permits the imaging of P (R, ∆)
by labeling for displacements just as acquisition in k-space yields an image of ρ(r) by
labeling for positions.
This important relation is the basis of many PGSE NMR techniques measuring trans-
lational motion (Callaghan (2011)). Of special relevance for this work is the case of
restrictions to the displacement e.g. due to the walls of a pore. In this case the average
propagator may contain information about the confining domain via the expansion in
eigenfunctions of the confining domain (eq. 1.8) as will be further explored in sec. 2.2.2.
2.2 NMR diffusive-diffraction techniques
2.2.1 Pulsed Gradient Spin Echo (PGSE) NMR
The earliest NMR diffusion experiments were carried out using the spin-echo pulse se-
quence developed by Hahn (1950). As in the works of Carr and Purcell (1954) and
Douglass and McCall (1958) the required magnetic field gradient G was kept constant
during the entire time of the experiment and the spin-echo attenuation was studied by
varying the time between the 90◦ rf-pulse and the spin-echo (2τ). Woessner (1960)
showed that in the case of restrictions to the self-diffusion of the molecules the measured
self-diffusion coefficient depends on the time τ and thus the method of varying this time
was prone to misinterpretation. In the same work Woessner (1960) proposed to keep
the time 2τ constant and instead vary the gradient strength G by changing the elec-
tric current through the gradient coil system. Employing this concept Woessner (1963)
could show experimentally that a time-dependent apparent self-diffusion coefficient as
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measured by NMR Dapp can be defined. Dapp is influenced by boundaries such as pore
walls which are limiting the mean-square displacement of the diffusing molecules and
thus Dapp may vary considerably from the bulk self-diffusion coefficient D. However, this
method introduced new problems such as the change in the selectivity of the rf-pulses
with gradient strength G. Therefore, Stejskal and Tanner (1965) introduced the use of
time dependent pulsed field gradients which are switched on for a short time period δ in
between the rf-pulses. The pulsed gradient spin echo (PGSE) NMR sequence shown in
fig. 2.9 not only overcame the problem of rf-pulse selectivity, but also introduced a well
defined observation time ∆, which extends from the start of the first gradient pulse to
the start of the second gradient pulse assuming δ is short compared to ∆. As discussed
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Figure 2.9: The pulsed gradient spin echo sequence as proposed by Stejskal and Tanner (1965).
The time period between the two first rf-pulses is denoted by τ and a spin echo forms at time
2τ (a). Two magnetic field gradient pulses of variable amplitude G and duration δ are applied
in between the rf pulses with a time separation ∆ separating their leading edges (b). The
effective gradient pulses as seen by the spin system appear with opposite polarity due to the
phase inversion by the 180◦ rf pulse (c). The normalized spin echo amplitude E is primarily
sensitive to the mean squared displacement due to self-diffusion during the observation time
∆.
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in sec. 2.1.5.2, during application of a magnetic field gradient pulse of amplitude G the
magnetic field B(r) depends on the spatial coordinate r. If one defines the direction of
B0 to be the z-direction and the magnetic field gradient is applied along B0 then the
magnetic field is given by adapting eq. 2.17 to yield
B(z, t) = B0 +Gz(t)z . (2.29)
At different positions z in the sample the spins rotate with angular frequencies ω0(z)
according to the Larmor equation
ω0(z) = γB0 + γGzz . (2.30)
This space dependent angular frequency is only present during the gradient pulse appli-
cation time δ. After this time δ there is a space dependent phase shift of the nuclear
spins along the z-axis. Since the 180◦ rf-pulse inverts the effect of the magnetic field
gradient on the accumulated magnetization phase, the effective gradient is given for the
PGSE NMR sequence by
G∗(t) =

−G(t) for t ≤ τ
+G(t) for t > τ .
(2.31)
The time dependence of G∗(t) is shown in fig. 2.9 (c). This allows to refocus the spins
with a second pulsed field gradient if the spins with the respective phases remained at
their places. If the second gradient has the same amplitude G and duration δ, the space
dependent phase shift is deleted and the maximum magnetization is refocused in a spin
echo at time tE = 2τ .
If on the other hand, a molecule changed its z-position due to self-diffusion during the
observation time ∆, it carries its spin and hence the phase shift with it. Self-diffusion
then leads to a redistribution of the phase shifts in space and thus to an incomplete
refocusing through the second gradient pulse. The spin echo amplitude is therefore
primarily sensitive to the mean squared displacement 〈z2〉 = 2D∆ of the spin-bearing
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particles during the observation time ∆.
PGSE NMR diffusion experiments are performed by varying the gradient strength
G and recording the resulting spin echo amplitude S(G,∆). For an experiment with
all times fixed but only the gradient strength varied, relaxation leads to a constant
attenuation factor which cancels when normalizing to E(G,∆) = S(G,∆)/S(0, ∆). In
the PGSE NMR diffusion literature as reviewed by Stallmach and Galvosas (2007) the
influence of the gradient duration and amplitude is often summed up in one factor,
commonly referred to as b-value. The expression for the normalized spin echo amplitude
can then be expressed as
E(b) = exp {−bD} . (2.32)
The influence of gradients on the spin echo amplitude can be calculated with the double
time integral of the effective pulsed field gradients G∗(t)
b = γ2
t∫
0
dt′
 t
′∫
0
dt′′G∗(t′′)

2
. (2.33)
Evaluation of the integrals in eq. 2.33 for a pair of rectangular gradient pulses as schemat-
ically shown for G∗(t) in fig. 2.9 yields (Stejskal and Tanner (1965))
E(G,∆) = exp
{
−Dγ2δ2
(
∆− 13δ
)
G2
}
. (2.34)
Using this pulse sequence, Stejskal (1965) studied diffusion in restricted systems and a
multitude of studies followed (Kärger et al. (1988)). NMR diffusion experiments offer
insight into the micro-structure of a sample below the resolution limit of NMR micro-
imaging techniques. The vast literature on the influence of reflecting boundaries such as
pores on NMR diffusion experiments has recently been reviewed by Grebenkov (2007).
One particularly striking result was obtained by Callaghan et al. (1991), for the case
that the observation time ∆ is increased such that D∆  L2, where L is the size of a
restriction such as a closed pore radius. In this case the normalized signal dependence
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on the gradient amplitude resembles a diffractogram of the pore space, which allowed
to obtain detailed information about porous media structures as discussed in the next
section.
2.2.2 Diffusive-diffraction PGSE NMR
Cory and Garroway (1990) showed on the example of water diffusing in yeast cells
that compartmentalization of a sample can be detected with PGSE NMR diffusion
studies. This was soon followed by the theoretical prediction (Callaghan (1990)) and
later experimental proof of diffusive-diffraction PGSE NMR by Callaghan et al. (1991).
The name diffusive-diffraction PGSE NMR was chosen, because the technique shows
close resemblance to light, x-ray and neutron scattering experiments (Mansfield and
Grannell (1975), Cotts (1991), Barrall et al. (1992)). Analogous to diffraction tech-
niques, in diffusive-diffraction PGSE NMR one defines the wave vector q = (2pi)−1γGδ
(see sec. 2.1.5.3), which resembles the change between the incoming and outgoing waves
in scattering experiments.
To derive the governing expressions of diffusive-diffraction PGSE NMR one may con-
sider the case of a single closed pore. Figure 2.10 shows schematically the pore spin
density ρ0(r) of a closed pore with circular cross section of radius L. ρ0(r) is assumed to
be equal to one inside the pore and zero outside. In the previous section in eq. 2.34 the
Figure 2.10: Sketch of the pore spin density of an isolated closed pore. If the pore is filled
with a homogeneous fluid the density is constant within the pore and zero outside.
normalized spin-echo amplitude E(G,∆) was given for the case of unrestricted Gaussian
self-diffusion. In case of restrictions to the molecular self-diffusion one has to evaluate
34
a more general expression given by the ensemble average of the phase Φ that the spins
acquire during the NMR diffusion experiment (Douglass and McCall (1958), Neuman
(1974))
E =
〈
exp{− iΦ}
〉
. (2.35)
The ensemble average 〈. . . 〉 has to be taken over all spins contributing to the signal
formation and can be replaced by the volume integral over the spin density function
〈. . . 〉 = 1/V ∫
V
. . . ρ0(r) dr. In this analysis the phase Φ contains contributions due to
the Brownian motion of the spin bearing molecules in a spatially and temporally varying
magnetic field B(r, t). Similar to the previous analysis in sec. 2.2.1, the static polarizing
magnetic field B0 can be superimposed by a pulsed field gradient G∗(t) (Stejskal and
Tanner (1965)), such that the magnetic field at time t at position r(t) is given by
B(r, t) = B0 +G∗(t) · r(t). Suppose that the gradient pulse pattern is of total duration
T and the rephasing- or echo-condition
T∫
0
G∗(t) dt = 0 is fulfilled.
A spin following a path described by the random variable r(t) acquires a phase
Φδ = γ
δ∫
0
G∗(t) · r(t) dt during the time interval δ under the influence of a magnetic field
gradient of amplitude G∗(t). Assuming a constant gradient G during this time interval
this relation can be rewritten as
Φδ = 2piq · 1
δ
δ∫
0
r(t) dt . (2.36)
Diffusive-diffractive PGSE NMR consists of two magnetic field gradient pulses of dura-
tion δ with opposite polarity separated by the time ∆ as shown for the effective gradient
pattern G∗(t) in fig. 2.9. Equation 2.36 can be modified to resemble the situation of
the diffusive-diffractive PGSE NMR experiment by integrating over the whole time T of
the experiment. Since the magnetic field gradient is only non-zero during the two short
pulses of duration δ one arrives at
Φ∆,δ = 2piq ·
1
δ
∆+δ∫
∆
r1(t) dt− 1
δ
δ∫
0
r0(t) dt
 . (2.37)
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Here, r1(t) and r0(t) are the positions of a spin during the two gradient pulses. Generally,
r1(t) and r0(t) are random variables since the spins undergo Brownian motion in the
pore space. Equation 2.37 can be significantly simplified in the limit of the narrow
pulse approximation. As mentioned in sec. 2.1.5.3, this approximation assumes that the
pulsed field gradient is short such that δ → 0 while the area Gδ is kept constant. In
this case the time integrals can be replaced by the instantaneous positions at the times
of the gradient pulses r0(0) and r1(∆) leading to
Φ∆,δ→0 = 2piq · [r1(∆)− r0(0)] . (2.38)
This expression has to be inserted into eq. 2.35 and in order to obtain the NMR signal
amplitude one has to average over the ensemble of spins
E∆(q) = 〈exp{− i 2piq · [r1(∆)− r0(0)]}〉 . (2.39)
If the gradient separation time is infinitely large ∆→∞ such that
D∆ L2 , (2.40)
the starting r0(0) and final positions r1(∆) lose their correlation due to their multiple
reflections at the pore walls. Thus, on average the molecules have to traverse the pore
space multiple times during the observation time ∆. If this condition is fulfilled, the
ensemble average can be calculated for each exponential separately leading to
E∞(q) =
〈
exp{− i 2piq · r1}
〉〈
exp{i 2piq · r0}
〉
(2.41)
=
∫
V
ρ0(r) exp{− i 2piq · r1}dr
∫
V
ρ0(r) exp{i 2piq · r0}dr .
Using the definition of the form factor S0(q) =
∫
V
ρ0(r) e− i 2piq · r dr given by eq. 1.9 one
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obtains
E∞(q) = S0(q)S∗0(q) (2.42)
= |S0(q)|2 ,
Thus, this experiment yields the absolute square of the form factor. Figure 2.11 shows
the simulated PGSE NMR signal E(q) on the example of cylindrical pores for the ra-
tios D∆/L2 = 0.2 (squares), D∆/L2 = 0.5 (triangles), D∆/L2 = 1.0 (circles) and
D∆/L2 = 2.0 (diamonds). With increasing ratio the signal converges to the absolute
square of the form factor of the cylindrical pore |S0|2 = |J1(2piqL)/(piqL)|2 (solid line).
Note that only positive values can be measured just as it is common for diffraction
techniques and the phase information is lost as discussed in sec. 1.3. For the case of a
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Figure 2.11: PGSE NMR signal amplitude E(q) for D∆/L2 = 0.2 (squares), D∆/L2 = 0.5
(triangles), D∆/L2 = 1.0 (circles) and D∆/L2 = 2.0 (diamonds) of a cylindrical pore and the
absolute square of the form factor |S0|2 (solid line).
collection of pores consider a matrix of N isolated pores as shown in fig. 2.12 (Callaghan
(2011)). Let the center of the pore i be at position r0i and the local pore density be
denoted ρ0i. One may define a local pore coordinate as rp = r − r0i. when adapting
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Figure 2.12: Sketch of a matrix of identical cylindrical pores. Shown is the transverse cross-
section of the pore system.
eq. 2.41 for the case of N pores one obtains for the spin echo signal (Callaghan (2011))
E∞(q) =
1
N
N∑
i=1
∫
V
ρ0i(r − r0i)e− i 2piq · rdr
∫
V
ρ0i(r′ − r0i)ei 2piq · r′dr′ (2.43)
= 1
N
N∑
i=1
∫
V
ρ0i(rp)e− i 2piq · (r0i+rp)drp
∫
V
ρ0i(r′p)ei 2piq · (r0i+r
′
p)dr′p (2.44)
= 1
N
N∑
i=1
∫
V
ρ0i(rp)e− i 2piq · (rp)drp
∫
V
ρ0i(r′p)ei 2piq · (r
′
p)dr′p (2.45)
= 1
N
N∑
i=1
S0i(q)S∗0i(q) (2.46)
= |S0(q)|2 (2.47)
Thus, the signal E(q) will be the average squared form factor of the pore system
E∞(q) = |S0(q)|2 and its Fourier transform yields the average pore density auto-
correlation function ρ∗(R) (compare fig. 1.3)
ρ∗(R) = F{|S0(q)|2} =
∫
V
ρ0(rp)ρ0(rp +R) drp . (2.48)
This function does not directly return the average pore shape, but contains enough
information to extract characteristic length scales of the pores (Callaghan (2011)).
The advantage of diffusive-diffraction PGSE NMR is that it averages the signal of the
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whole sample to yield the spin-echo amplitude. MRI also uses the signal of the whole
sample, but it is distributed into voxels of the final image. Thus, diffusive-diffraction
PGSE NMR overcomes the signal-to-noise limitation of MRI. However, the spatial dis-
tribution of the pore sizes is lost and is replaced by the averaged convolution of all the
pore structures present in the sample.
2.2.3 Magnetic Resonance Pore Imaging (MRPI)
Magnetic Resonance Pore Imaging was first proposed by Laun et al. (2011) who showed
that by a simple modification of the diffusive-diffraction PGSE NMR experiment one
may obtain the full complex form factor S0(q) of closed pores. This approach promised
to answer a long standing question whether it is possible to obtain the pore shape directly
by NMR diffusion experiments as posed by Grebenkov (2007) and Shemesh et al. (2012)
for example.
In the MRPI experiment the initial narrow gradient pulse in the diffusive-diffractive
PGSE NMR experiment (fig. 2.13 (a)) is replaced by a long gradient pulse of duration
δL with reduced amplitude GL as shown in fig. 2.13 (b). The second gradient pulse is
intense with amplitude GN and narrow with duration δN, while the spin-echo condition
GLδL = GNδN has to be full-filled for each gradient step. One has to solve for the
ensemble average of the acquired phase as discussed for diffusive diffraction PGSE NMR
and given by eq. 2.35. Assuming the short gradient pulse is applied instantaneously
δN → 0 such that δL → T one obtains (Laun et al. (2011))
ΦT = 2piq ·
 1
T
T∫
0
r(t)dt− r(T )
 , (2.49)
where r(T ) is the position of the spin at the time of the narrow gradient T . Furthermore,
any time integral over the position of a random walker can be replaced by the center
of mass of its trajectory (Mitra and Halperin (1995)). The crucial point of the MRPI
experiment is that in the limit of infinitely long times T →∞ (DT  L2) each diffusing
molecule will have been at every point inside the pore with equal probability. In this
long time limit, the center of mass of each trajectory converges to the center of mass of
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Figure 2.13: Effective gradient schemes of diffusive-diffraction PGSE NMR with two narrow
gradients of duration δ and with “observation time” ∆ (a). MRPI where one of the narrow
gradients is extended in duration to δL with reduced amplitude GL, which is balanced by a
narrow and intense gradient pulse of duration δN (Laun et al. (2011)). The time T is defined
as the total duration of the gradient pulse scheme (b).
the pore space rcm (Laun et al. (2011))
lim
T→∞
1
T
T∫
0
r(t)dt = rcm . (2.50)
Figure 2.14 shows schematically the mean position of the trajectories r1,2 of two exem-
plary molecules labeled 1, 2. The molecules start at two distinct positions inside the
pore space as shown in fig.2.14 (a). As the molecules diffuse in the pore space they are
reflected at the pore walls (fig.2.14 (b)) and one may define the mean position of their
trajectories as ri = 1/t
∫
t
ridt′. After the time T and when the condition DT  L2 is
met, the mean positions converge to the center of mass position rcm of the pore (fig.2.14
(c)). Equation 2.49 and eq. 2.50 can be inserted into eq. 2.35 leaving the ensemble
average to be evaluated. For sufficiently long times T the final position r(T ) will be
uncorrelated to the prior particle positions and one can separate the evaluation of the
ensemble average
E∞(q) = 〈exp{i 2piq · rcm}〉 〈exp{− i 2piq · r(T )}〉 . (2.51)
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1
2
Figure 2.14: The molecules 1, 2 start at two distinct positions inside the pore space (a). As
the molecules diffuse in the pore space they are reflected at the pore walls and one may define
the mean position r1,2 (b). After the time T and when the condition DT  L2 is met, the
mean positions converge to the center of mass position rcm of the pore (c)).
The left term yields a complex number and the right term returns the form factor of the
pore space
E∞(q) =
1
V
exp{i 2piq · rcm}S0(q) . (2.52)
The complex prefactor in eq. 2.52 will be the same for all pores of the same shape and
can therefore be neglected. The corresponding expression for the pore system can be
obtained by averaging over all pores following the same concept as for diffusive-diffraction
PGSE NMR in the previous section. Thus, the spin echo signal is given by
E∞(q) = S0(q). (2.53)
By stepping the gradient amplitudes one acquires the average form factor in the direction
of the applied gradients. Thus, this experiment is akin to MRI phase imaging, but with
a resolution no more limited by signal-to-noise as it is for MRI.
Note that the required convergence time T may be longer for MRPI as compared to
diffusive-diffraction PGSE NMR due to the stronger requirement of convergence to the
center of mass of the pore space rcm as compared to the loss of correlation of the starting
r0(0) and final position r1(∆). Therefore, depending on the self-diffusion coefficient of
the pore fluid D and the characteristic pore length L, the required duration of the long
gradient pulse may require several hundreds of milliseconds.
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2.2.3.1 MRPI resolution
Signal-to-noise is not the limiting factor for resolution in MRPI, since the signal of the
average pore image is arising from the whole sample. This assumption holds for samples
which exhibit sufficient NMR signal to be imaged using MRI, but no further subdivision
of the voxels in the MRI image is possible to resolve the underlying micro-structure.
Another limiting factor for the achievable resolution of MRI and MRPI is the achievable
gradient strength by the gradient hardware. The narrow gradient in MRPI acts similar
to MRI phase encoding gradients and one may apply similar concepts to derive the
resolution of the technique. To make sure that q-space is not under sampled, phase
increments due to increments of q-vectors need to be below 2pi over the field of view
(FOV ). Thus, the phase increment ∆Φ has to obey the inequality
∆Φ ≤ 2pi . (2.54)
The increment in phase spread over the FOV using a phase encoding gradient pulse is
given by
∆Φ = γδ∆G FOV , (2.55)
where ∆G is the increment of the gradient strength as shown in fig. 2.15. Inserting
-
?
6
Gmax ?
6
∆G
Figure 2.15: Scheme of gradient strength increment ∆G and the maximum gradient strength
Gmax.
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eq. 2.55 into eq. 2.54 and re-arranging for the field of view yields
FOV = 2pi
γ∆Gδ =
1
∆q . (2.56)
Using bipolar gradient pulses as shown in fig. 2.15 the increment in gradient strength is
given by
∆G = 2Gmax
NG
, (2.57)
where NG is the number of gradient steps. Inserting eq. 2.57 into eq. 2.56 yields
FOV = NGpi
γGmaxδ
. (2.58)
The number of points in real space is equal to the number of points in q-space. Thus,
the resolution of the final image is given by the FOV divided by the number of gradient
steps
∆z = FOV
NG
= pi
γGmaxδ
. (2.59)
Substituting the definition of q into eq. 2.59 one obtains
∆z = 12qmax
. (2.60)
Note that the factor of two is present due to the use of bipolar gradients and the ex-
tra information gained by scanning q-space symmetrically. According to eq. 2.60, the
resolution of MRPI is determined by the highest gradient intensity applicable by the
gradient hardware.
Furthermore, Eq. 2.60 is valid for the MRPI pulse sequence in the case of infinitely long
δL and infinitesimally short δN. Deviations from this limit will lead to artifacts having
to be accounted for in the image analysis (Laun et al. (2012)) as will be discussed in the
next sections.
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2.2.3.2 Blurring
If the long gradient is not long enough, such that the limit DδL  L2 is violated, the
phase spread of the spins in the pore space cannot be approximated as a delta function
anymore. Instead the phase distribution function will have a Gaussian shape which will
lead to blurring of the final MRPI image. The width of this distribution can be calculated
using the Gaussian phase approximation (Neuman (1974), Robertson (1966), Laun et al.
(2012)) or it can be simulated by Monte Carlo simulation (Toumelin et al. (2007)) and
other matrix based techniques as suggested by Callaghan (1997) and Grebenkov (2007).
Based on the Gaussian phase approximation, one may show that the probability den-
sity p(xcm) of finding a molecule with a path having a center of mass position at xcm is
given by (Mitra and Halperin (1995))
p(xcm) =
(
2piσ2x
)−1/2
exp
{
−x
2
cm
2σ2x
}
. (2.61)
The standard deviation is given by
σx =
√
〈x2cm〉 = L2
√
2ξ-1If
δLD
, (2.62)
where δL is the duration of the long gradient in the MRPI sequence as shown in fig. 2.13
(b). Further, ξ-1 is a geometry dependent factor, which is 1/120 for parallel planes and
7/96 for cylindrical pores (Grebenkov (2007)) and If is given by If =
∫
dtf(t)2, where
f(t) is the temporal gradient profile. Evaluation of p(xcm) allows us to visualize the
distribution of the center of mass positions of Brownian trajectories during application
of the long gradient δL. Note that the function p(xcm) given by eq. 2.61 corresponds to
the phase distribution function after the long gradient and allows to estimate the effect
of blurring resulting from a finite duration δL on the pore image.
Figure 2.16 (a) shows the function p(xcm) for three times δL = (200, 500, 1000 ms)
for parallel planes with a separation of L = 20µm and for H2O with a self-diffusion
coefficient of D = 2.0 × 10−9m2s−1 as obtained by evaluating eq. 2.61. The effect on
the pore image is shown in fig. 2.16 (b) as would be obtained if the narrow gradient was
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instantaneous δN → 0. The profiles were calculated by convoluting the function p(xcm)
with the pore density function ρ0(x) which is constant in between the parallel planes
and zero outside. Laun et al. (2012) give an estimate based on Eq. 2.62 for the duration
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Figure 2.16: Center of mass distribution function p(xcm) for gradient duration δL = 10 ms
(dashed), δL = 50 ms (dotted) and δL = 100 ms (solid) (a). Expected 1d-MRPI image if the
narrow gradient was applied instantaneously δN → 0 for δL = 200 ms (dashed), δL = 500 ms
(dotted) and δL = 1000 ms (solid) (b).
of δL such that the width of this phase spread σx is smaller than the pixel size ∆x
δL ≥ 1000∆x2/(6D) . (2.63)
2.2.3.3 Edge enhancement
Another image artifact has to be accounted for if the narrow gradient has a finite width
δN. During that time the molecules may diffuse a distance comparable to the pixel
size of the MRPI image. Molecules which are starting near the wall at the beginning
of the gradient pulse are likely to be reflected and directed towards the center of the
pore. Thus, there will be a region of depleted signal close to the wall. Moreover, due
to conservation of the total signal there will be a region of increased intensity shifted
towards the center of the pore image. This effect is well known from diffusive-diffraction
PGSE NMR (Mitra and Halperin (1995)) and NMRmicroscopy (Pütz et al. (1991, 1992),
Callaghan et al. (1993), De Swiet (1995)) and has been called edge-enhancement. An
empirical formula for the shape of p(xb) has been found by Mitra and Halperin (1995)
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which is well suited to approximate the shift of the signal maximum towards the pore
center in case of reflecting pore walls and restricted diffusion.
The effect of a finite refocusing gradient pulse for smooth surfaces and for a locally
flat surface is given by Mitra and Halperin (1995)
P (xb) = exp
{
−aDδN
x2b
}1 + b exp
−c
(
xb√
DδN
+ xs,0
)2
 (2.64)
with a = 0.1181, b = 7.703, c = 0.6361 and xs,0 = 1.206.
Figure 2.17 shows the edge enhancement effect for three times δN = (1, 10, 20 ms) on
the slab domain. The position of the signal maximum xmax can be obtained from eq. 2.64
by analyzing the maxima of the function and is given by
xmax = 0.5926
√
DδN . (2.65)
Note that this position will be shifted further towards the center of the pore in case
Figure 2.17: Edge enhancement for the parallel plane geometry for the short gradient duration
δN = 1 ms (solid), δN = 10 ms (dotted) and δN = 20 ms (dashed).
significant blurring due to the finite duration of the long gradient is present. This effect
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may be rationalized when considering that the edge enhanced image has to be convoluted
with the Gaussian function (eq. 2.64). Since the edge enhanced image in fig. 2.17 has
approximately constant intensity inside the pore and zero outside, the convolution with
a Gaussian will shift the peaks further towards the pore center.
2.3 Inhomogeneous magnetic fields in porous media
Magnetic fields in porous materials may be inhomogeneous due to magnetic susceptibility
differences ∆χ(r) in different parts of the sample. These susceptibility differences may
arise between the solid matrix and the pore fluid as well as due to a distribution of
materials and material densities in the solid matrix. NMR experiments are sensitive
to the resulting distribution of magnetic field strengths due to the dependence of the
Larmor frequency on the magnetic field ∆ω0(r) = γ∆χ(r)B0. Especially, for wide
distributions of these internal magnetic field strengths as they are common in porous
materials it is important to account for their influence on the NMR experiment.
2.3.1 Coherence pathways of spin-1/2 nuclei
This section presents a formalism developed by Hürlimann (2001) for the calculation of
the dynamics of the magnetization of spin-1/2 nuclei in inhomogeneous magnetic fields.
This formalism will be used to derive and explain the phase cycling schemes of NMR
rf-pulse sequences in sec. 2.3.3 as well as to explain the results of the MRPI PIETA
experiments in sec. 4.2.2.2.
Suppose an experiment is conducted in a spatially varying magnetic field B0(z) along
the z-axis. Let ∆ω0(z) be the offset of the Larmor frequency relative to the rf-frequency
ωrf, which represents the frequency of the rf-pulses and the rotating frame of reference.
ωrf is chosen according to the gyro-magnetic ratio γ of the observed nucleus (in this case
1H) and the polarizing magnetic field B0 without the sample. The local offset frequency
in the rotating frame of reference is given by
∆ω0(z) = ωrf − γ |B0(z)| . (2.66)
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Let B1 be the strength of the circularly polarized magnetic field of the rf-pulse and let
ϕ be its phase. Thus, ω1 is a measure for the strength of the rf-pulse and one may write
γB1(t) = ω1 cos(ωrft+ ϕ) (2.67)
During application of an rf-pulse and in the presence of the local offset frequency ∆ω0(z)
the nutation frequency Ω of the magnetization is given by Ω =
√
ω21 +∆ω20. Figure 2.18
shows the local effective magnetic field Beff about which the magnetization is rotating
in the rotating frame of reference. The direction of the nutation Ω is given by the unit
vector nˆ according to
nˆ = ω1
Ω
[cosϕxˆ+ sinϕyˆ] + ∆ω0
Ω
zˆ . (2.68)
One may perform a coordinate transformation to the complex circular basis (Hürlimann
Figure 2.18: Precession of the magnetization vector about the effective magnetic field
Beff = Ω/γ in the rotating frame of reference. Given a local in-homogeneity of the po-
larizing magnetic field ∆B0 = ∆ω/γ and the rf-pulse strength B1 the direction of Beff can be
found by vector addition of the two magnetic fields.
(2001)) where the magnetization vector is given by the following transformation
M =

M+
M-
M0
 =

Mx + iMy
Mx − iMy
Mz
 . (2.69)
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This transformation allows to follow the magnetization components according to their
coherence, i.e. their acquisition of phase over time. Furthermore, this transformation
offers the advantage that the phase evolution of the magnetization components under free
precession is diagonalized and is given by the matrix multiplication M (t) = F (t)M (0)
which is given component wise by

M+(t)
M-(t)
M0(t)
 =

ei∆ω0t 0 0
0 e− i∆ω0t 0
0 0 1


M+(0)
M-(0)
M0(0)
 . (2.70)
The rotation of the magnetizationM during application of an rf-pulse can be described
by a 3×3 matrix Λ(nˆ, θ), which can be applied from the left to the magnetization vector
M(tp) = Λ(nˆ, θ)M (t = 0) . (2.71)
Applying the rf-pulse for a period tp will rotate the magnetization vector by an angle
θ = Ωtp about the direction nˆ.
The matrix Λ(nˆ, θ) mixes the elements of the magnetization vector M+, M- and M0
due to non-zero off-diagonal elements of Λ(nˆ, θ). The elements of Λ are labeled by
indices l,m with values +, − and 0. Rewriting eq. 2.71 in matrix notation one obtains

M+(tp)
M-(tp)
M0(tp)
 =

Λ++ Λ+- Λ+0
Λ-+ Λ- - Λ- 0
Λ0+ Λ0 - Λ0 0


M+(0)
M-(0)
M0(0)
 . (2.72)
For example, the matrix element Λ0+ determines how much magnetization is transferred
from the component along the z-direction (M0) into the component M+.
The matrix elements Λl,m depend on the rf-pulse duration tp, the rf-pulse phase ϕ as
well as the local offset frequency ∆ω0(z) and the rf-field strength ω1. The indices l,m
indicate which elements of the vector M are mixed. Two exemplary elements are given
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by
Λ0,+ =
1
2
ω1
Ω
{
∆ω0
Ω
[1− cos(Ωtp)]− i sin(Ωtp)
}
e− iϕ , (2.73)
Λ+,- =
1
2
(
ω1
Ω
)2
[1− cos(Ωtp)] e+ i 2ϕ . (2.74)
The expressions for all 9 elements of Λ(nˆ, θ) are provided by Hürlimann (2001). The
dependence of the matrix elements on the rf-pulse phase according to Λl,m ∝ ei(l−m)ϕ can
be used to separate different coherence pathways by phase cycling, as will be described
in sec 2.3.3.
Consider a pulse sequence of N rf-pulses, which involves the mixing of the magne-
tization components by each rf-pulse as well as the acquisition of phase according to
eq. 2.70 in between the rf-pulses. After each rf-pulse the components +1,−1, 0 are
mixed and one can decompose the final signal into coherence pathways given by the
vector p = (p1, p2, ..., pN), where each element pk can assume the values +1,−1 or 0.
For spin-1/2 nuclei in the absence of any long range couplings the maximum change in
coherence |∆pk| = |m− l| is max(|∆pk|) = +2.
For example consider the spin-echo rf-pulse sequence discussed in sec. 2.1.3. The
magnetization at time t = 2τ neglecting the influence of diffusion and relaxation is given
by the ordered matrix product
M (2τ) = F (τ)Λ(180◦)F (τ)Λ(90◦)M(0) , (2.75)
where F (τ) is the free precession matrix and Λ(90◦) and Λ(180◦) denote the rf-pulse
rotation matrices. One may notice that the free-precession matrix F (τ) enters twice,
one for each time period τ . However, the effect of the free precession matrices on the
final phase of the magnetization is opposite to each other caused by the transfer of
magnetization from M+ to M-. Selecting the direct pathway pdirect = (0,+1,−1) one
may write component wise
M0,+1,−1(2τ) = e− i ∆ω0τΛ+- ei ∆ω0τΛ0+M0 . (2.76)
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The effect of free precession cancels at the center of the spin-echo at time t = 2τ .
Hence, the signal contribution of one specific coherence pathway p in case of N rf-
pulses and for one offset frequency ∆ω0(z) is given by
Mp1,p2,...,pN =
(
N∏
k=1
Λpk,pk-1
)
exp
{
i ∆ω0(z)
N∑
k=1
pktk
}
. (2.77)
The total magnetizationM (N) observed after N rf-pulses arising from one position z in
the sample is given by the sum over all coherence pathways
M (N) =
∑
p1,p2,...,pN-1
[
Mp1,p2,...,pN-1,+1
(
xˆ− i yˆ
2
)
+Mp1,p2,...,pN-1,−1
(
xˆ+ i yˆ
2
)
+Mp1,p2,...,pN-1,0zˆ
]
, (2.78)
which one can rewrite given that M−p1,−p2,...,−pN = M∗p1,p2,...,pN and the final expression
is given as
M (N) =
∑
p1,p2,...,pN-1
[Re{Mp1,p2,...,pN-1,+1}xˆ (2.79)
+Im{Mp1,p2,...,pN-1,+1}yˆ + Re{Mp1,p2,...,pN-1,0}zˆ] . (2.80)
Note that in order to obtain the NMR signal one has to sum the magnetization M (N)
for all offset frequencies ∆ω0(z).
The number of coherence pathways p grows with the number of rf-pulses with 3N .
However, only a subset of coherence pathways contributes significantly to the magne-
tization M (N). In strongly in-homogeneous magnetic fields one may find the selection
rule
∆ω0
N∑
k=1
pktk = 0 , (2.81)
which can be found considering that at the time of the echo formation the total accumu-
lated phase due to free precession has to be zero. This point will be further explained in
sec. 2.3.3.1 on the example of the spin-echo pulse sequence as introduced in sec. 2.1.3.
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The above presented formalism can be utilized to calculate the NMR signal in inhomo-
geneous fields and to estimate the most significantly contributing coherence pathways.
2.3.2 Influence of relaxation and self-diffusion on coherence
pathways
As has been shown in sec. 2.1.2 transverse magnetizationM+,M- (pk = ±1) is subject to
the transverse relaxation rate 1/T2. Similarly, during periods when the magnetization
is stored in the z-direction (pk = 0) the magnetization decays with relaxation rate 1/T1.
These relaxation processes can be accounted for by incorporating eq. 2.9 and eq. 2.11 into
eq. 2.77 and accounting for the respective time intervals tk during which the relaxation
processes occur. The expression for each coherence pathway is given by
exp
{
−
N∑
k=1
(
p2k/T2 + (1− p2k)/T1
)
tk
}
. (2.82)
Note that the coherence loss with time constant T ∗2 is caused by inhomogeneous mag-
netic fields and is already accounted for in the free precession matrices. The relaxation
rate 1/T ∗2 can be extracted by studying the time dependence of the NMR signal when
integrating over all offset frequencies ∆ω0(z).
Another influence is the self-diffusion in magnetic field inhomogeneity. A spin bearing
molecule undergoes Brownian motion and is gaining a phase Φ depending on its path
in the inhomogeneous magnetic field ∆B0(z) = γ∆ω0(z). This accumulation of phase
during any time interval tk depends on the coherence of the spin packet pk. According
to Hürlimann (2001) the expression for a coherence transfer pathway p = (p1, p2 . . . pN)
is given by
〈
exp
{
i
N∑
k=1
pkφk
}〉
φ1,...,φN
= exp
{
−γ2g2D
[
N∑
k=1
1
3p
2
kt
3
k +
N∑
k=1
pktk
k∑
l=1
pltlTl
+
N∑
k=1
pktk(tk + Tk)
N∑
l=k+1
pltl
 , (2.83)
where Tl is the sum of of all the durations of free precession from the first instance
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a non-zero coherence is created up to the beginning of the l-th pulse. The expression
for the magnetization Mp1,p2,...,pN given by eq. 2.77 given a specific coherence pathway
p = (p1, p2 . . . pN) has to be multiplied by the terms for relaxation (eq. 2.82) and self-
diffusion (eq. 2.83) and is given by
Mp1,p2,...,pN =
(
N∏
k=1
Λpk,pk-1
)
exp
{
i∆ω0
N∑
k=1
pktk
}
× exp
{
−
N∑
k=1
(
p2k
T2
+ 1− p
2
k
T1
)
tk
}
×
〈
exp
{
i
N∑
k=1
pkφk
}〉
φ1,...,φN
.
(2.84)
The magnetization M (N) can be found by summing over all contributing coherence
pathways p according to eq. 2.79. These terms have been used to study CPMG rf-pulse
sequences in inhomogeneous fields and to estimate the influence on the measured T2 and
D values by Song (2002).
2.3.3 Phase cycles for the selection of desired coherence pathways
In this thesis a novel rf-pulse sequence will be introduced in sec. 3.1.1 for which a
special phase cycle was constructed. The procedure applied is outlined below. In NMR
experiments one is usually interested in one specific coherence pathway p = (p1, p2 . . . pN)
or a specific subset of all possible pathways. Therefore, one has to separate this set of
pathways from all other pathways that contribute to the signal and fulfill the selection
rule (eq. 2.81). One possibility is to utilize the dependence of the rf-pulse matrices Λ on
the rf-pulse phase ϕ as shown in eq. 2.74. Bodenhausen et al. (1984) and Bain (1984)
introduced a procedure to construct a phase cycling scheme which is now widely applied.
This procedure allows the selection of a specific coherence pathway by changing the rf-
pulse phase scheme from scan to scan, i.e. by repeating the NMR experiment with
a changed rf-pulse phase scheme several times and adding the resulting signals. Let
∆pi = pi − pi-1 denote the coherence transfer difference induced by the i-th rf-pulse,
then the rf-pulse phase enters the expression eq. 2.84 for the magnetization due to the
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dependence of the elements of Λ on the rf-pulse phase as
exp{− i∆piϕ} . (2.85)
For the transitions of the 1H spins in spin-echo experiments one has the following pos-
sible values for the coherence transfer difference ∆pi ∈ {−2,−1, 0,+1,+2}. For the
construction of the phase cycle, one has to list all possible changes in ∆pi for a particu-
lar rf-pulse i and mark the desired transfer pathway. For example let the set of possible
transitions under the influence of the i-th rf-pulse be given by
∆pi : {−2,−1, (0), (1), 2} , (2.86)
where the underlined value is the desired transition and the transitions in brackets shall
be eliminated. Let the other transitions be of negligible influence on the final signal
such that they can be ignored. If ∆pi shall be chosen out of a range of K possibilities
the number of steps Ni in the i-th rf-pulse phase has to be at least equal to K. In the
example above there are three considered coherence transfer values K = 3 and therefore
the minimum number of phase steps is min(Ni) = 3. Note that Ni is equal to the number
of scans Nscan that have to be utilized, since the rf-pulse phase is only changed from scan
to scan.
The corresponding rf-pulse phase ϕi has to be set to the following values
ϕi =
ki2pi
Ni
, (2.87)
with ki = 0, 1, . . . Ni − 1. The above analysis has to be repeated for each rf-pulse in the
sequence. The goal of phase cycling is that the signal for the desired transfer pathway
always adds up while the undesired ones are cancelled after all scans are completed. The
most common way to achieve this is to shift the rf-receiver reference phase ϕrec from
scan to scan according to the equation
ϕrec = −
N∑
i=1
∆piϕi , (2.88)
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where ∆pi is the desired coherence transfer difference of the i-th rf-pulse and ϕi is its
phase for one particular scan. This way the desired coherence transfer pathway will
always be recorded with the same phase in the receiver, while the undesired pathways
will cycle in phase and average to zero upon addition.
2.3.3.1 Phase cycle of the spin-echo sequence
As an example for the application of the procedure of Bodenhausen et al. (1984) and Bain
(1984) consider the spin-echo pulse sequence as discussed in sec. 2.1.3. All possibilities
for the coherence pathway vector p = (p0, p1, p2) are given by combining all possible
values pk ∈ {−1, 0,+1} for each time period tk. However, assuming thermal equilibrium
at the start of the experiment all pathways start with z-magnetization (p0 = 0). The
possibilities for p are given in the first column of tab. 2.1.
Table 2.1: Possible coherence pathway vectors p of the spin-echo pulse sequence (left). After
retaining only the measurable coherences with p2 = −1 (assuming perfect quadrature detec-
tion) there are only three contributing coherence pathways (center). After phase cycling one
may filter the direct pathway pdirect = (0,+1,−1).
p p (p2 = −1) pdirect
0,+1,+1
0,+1, 0
0,+1,−1 0,+1,−1 0,+1,−1
0, 0,+1
0, 0, 0
0, 0,−1 0, 0,−1
0,−1,+1
0,−1, 0
0,−1,−1 0,−1,−1
Assuming perfect quadrature detection, only the pathways ending in p2 = −1 con-
tribute to the signal, see tab. 2.1 (center). Further information about quadrature detec-
tion and why only the coherence p2 = −1 can be measured can be found in Callaghan
(2011). The aim of phase cycling in this case is to filter for the direct coherence pathway
pdirect = (0,+1,−1). Focusing on the 180◦ rf-pulse the contributing pathway transitions
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are
∆p2 : {−2, (−1), (0)} . (2.89)
where the underlined value is the desired transition and the transitions in brackets have
to be eliminated. As discussed in the previous section, the phase increment is given by
∆ϕ2 = k22pi/3, where k2 = 0, 1, 2. The phase of the signal due to the second rf-pulse
and the receiver phase is given by
exp{− i(∆p2ϕ2 + ϕrec} = exp
{
− i
(
∆p2k22pi/3−
N∑
i=1
∆piϕi
)}
, (2.90)
where ϕrec in the right term was replaced by eq. 2.88.
First, consider the desired pathway pdirect = (0,+1,−1) with ∆p2 = −2. For the first
scan with k2 = 0 one obtains the phase factor
exp{− i 0} = 1 (2.91)
the second step with k2 = 1 is giving
exp{− i(2pi/3 + 4pi/3} = exp{− i 2pi} = 1 (2.92)
and the third step with k2 = 2 yields
exp{− i(4pi/3 + 8pi/3} = exp{− i 4pi} = 1 . (2.93)
Upon addition of the signal arising from all three scans one obtains an amplitude equal
to three times the value as obtained by a single scan.
Once the receiver phase ϕrec has been determined for all scans one may proceed to
analyze the phases of the signal of the undesired pathways. Note that the sum in eq. 2.90
is not re-evaluated. For the pathway with ∆p2 = 0 one obtains for the first scan (k2 = 0)
exp{− i(0)} = 1 , (2.94)
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for the second scan (k2 = 1)
exp{− i(4pi/3)} (2.95)
and for the third scan (k2 = 2) one obtains
exp{− i(8pi/3)} . (2.96)
The sum of the last two exponentials yields −1 and thus adding the first scan yields zero.
Hence, this pathway is eliminated after addition of the three scans. Similar expressions
can be found for the pathway with ∆p2 = −1. Thus, the number of scans for the phase
cycle of the spin-echo pulse sequence is Nscan = 3.
Historically, the phases for rf-pulses had to be multiples of pi/2 and thus the phase
cycle was expanded to Nscan = 4 phase steps, see tab. 2.2. In case of imperfections in the
Table 2.2: Phase cycle of the spin-echo pulse sequence with Nscan = 4 steps. The rf-pulse
phases ϕ1, ϕ2, ϕrec correspond to the first and second rf-pulse and the reference phase during
acquisition as shown in fig. 2.4.
Pulse phases Acquisition
ϕ1 ϕ2 ϕrec
0 0 3pi/2
0 pi/2 pi/2
0 pi 3pi/2
0 3pi/2 pi/2
quadrature detection as they might occur in some analog detector systems, the number
of phase steps Nscan = 4 has the advantage of eliminating the additional coherence
pathways with p2 = +1.
2.3.3.2 Phase cycle of the CPMG sequence
Figure 2.19 shows the CPMG pulse sequence including the coherence levels of spin-
1/2 nuclei. The brackets indicate the section of the rf-pulse sequence that is repeated
multiple times to create a train of 180◦ rf-pulses. The number of coherence pathways
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Figure 2.19: Carr-Purcell-Meiboom-Gill (CPMG) rf-pulse sequence. The leading 90◦ rf-pulse
is creating coherence of the spin system (transverse magnetization M+ and M−). A train
of 180◦ rf-pulses follows each separated by twice the initial 90◦-180◦ rf-pulse separation (2τ).
The curly brackets enclose the segment that is repeated n/2 times to yield a CPMG rf-pulse
sequence with n spin echos. The three levels of coherence pk ∈ {−1, 0+1} are shown below. The
direct pathway pdirect = (−1,+1,−1,+1, . . . ) and its conjugate p˜direct = (+1,−1,+1,−1, . . . )
are indicated by a solid and a dotted line, respectively.
grows with 3n, where n is the number of rf-pulses and the number of spin-echos. Typical
CPMG experiments involve such a large number of rf-pulses n that the construction
of a complete phase cycle becomes impracticable. In practice, a reduced phase cycle
is commonly applied, which accounts for the most important imperfections in CPMG
experiments. This phase cycle consists of Nscan = 2 steps, which are listed in tab. 2.3.
In practice one often employs a 4-step phase cycle, which also accounts for imperfect
Table 2.3: Phase cycle of the CPMG pulse sequence with Nscan = 2 steps (Meiboom and
Gill (1958)). The rf-pulse phases ϕ1, ϕ2, ϕ3, ϕrec correspond to the rf-pulses and the reference
phase during acquisition as shown in fig. 2.19. Shifting the phase of the 90◦ rf-pulse ϕ1 and
the reference phase ϕrec corrects for quadrature detection errors and eliminates magnetization
that is excited by the 180◦ rf-pulses.
Pulse phases Acquisition
ϕ1 ϕ2 ϕ3 ϕrec
0 pi/2 pi/2 pi/2
pi 3pi/2 3pi/2 3pi/2
quadrature detection. However, even the 4-step phase cycle might not be enough to
filter the most destructive coherence pathways and more elaborate phase schemes such
as discussed in the next section may have to used.
58
2.3.4 Phase Incremented Echo Train Acquisition (PIETA)
Baltisberger et al. (2012) introduced a new phase cycling scheme that allows to un-
ambiguously extract desired coherence pathways from Echo Train Acquisition (ETA)
experiments. ETA is a general expression for a train of spin echos due to a train of rf-
pulses, which can be appended to an NMR experiment or may represent a stand-alone
experiment like CPMG. This approach is called Phase Incremented Echo Train Acquisi-
tion (PIETA), because the phase of every other refocusing pulse ϕP is incremented as a
single variable from scan to scan. PIETA applied to the CPMG pulse sequence is shown
in fig. 2.20. In conventional CPMG experiments one acquires the signal in the dimen-
Figure 2.20: PIETA phase scheme as applied to the CPMG pulse sequence, where every other
180◦ rf-pulse is phase incremented in ϕP. The phase of the 90◦ rf-pulse and every even 180◦
rf-pulse stays fixed.
sions of echo count n and the time t after the last refocusing pulse, which yields the
signal E(n, t). PIETA adds another dimension to CPMG experiments in the direction
of the phase increments ϕP and thus the signal is given by the matrix E(n, t, ϕP). The
signal can be reduced back to two dimensions by applying a Fourier transform of the
signal with respect to the phase ϕP
E(n, t,∆P ) =
∫
E(n, t, ϕP) exp{− i ∆PϕP}dϕP , (2.97)
which can be seen as a Fourier transform with respect to the phase ϕP with ∆P being its
conjugate space. This Fourier transform is followed by extracting cross-sections through
the ∆P and echo count n dimension according to the desired pathway equation ∆P (n).
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Thus, PIETA de-aliases coherence pathways according to their total change of coherence
∆P , which is induced by the rf-pulses which are phase cycled with ϕP.
The desired pathway in the CPMG experiment is the direct pathway
pdirect = (0,+1,−1, . . . ,+1,−1). The corresponding coherence transfer change vector is
given by ∆pdirect = (+1,−2,+2,−2, . . . ,+2,−2). Since the coherence transfer change
vector of the direct coherence pathway ∆pdirect contains the collection of the highest
values (±2) for a spin-1/2 system, the cumulative change in coherence ∆P is highest
among all pathways. It is therefore unique for this pathway and it may be extracted
without any interference from other pathways.
Consider for example the case of two segments in fig. 2.20 and thus in total four 180◦
rf-pulses and n = 4 spin-echos. Following eq. 2.85, the first 180◦ rf-pulse adds a phase
factor of
exp{− i ∆p2ϕP} . (2.98)
where ∆p2 is the second entry in the coherence transfer vector. Thus, for the direct
pathway this value is ∆p2 = −2. The second 180◦ rf-pulse adds a phase factor that is
constant from scan to scan and can thus be neglected in this analysis. The third 180◦
rf-pulse however adds another phase factor of ϕ4 = −ϕP∆p4. For the direct pathway the
coherence transfer of this pulse is again ∆p4 = −2. Thus defining ∆P = −(∆p1 + ∆p4),
where the − sign was introduced, since the second and fourth 180◦ rf-pulse inverted the
total acquired phase up to their occurrence. The total phase at the time of the n = 4
spin-echo is then given by
ϕtot = ∆PϕP = 4ϕP . (2.99)
Since eq. 2.97 can be seen as a Fourier transform, the signal is decomposed in its “fre-
quency” components ∆P and the direct pathway will yield a signal at ∆P (n = 4) = 4.
Note that if one measures an odd number of spin-echos e.g. n = 3, the analysis
changes slightly. Since one always measures coherences ending inM-1 the direct pathway
is given by pdirect = (0,−1,+1, . . . ,+1,−1) and the coherence transfer vector is given
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by ∆pdirect = (−1,+2,−2, . . . ,+2,−2). Thus the total change in coherence is given by
∆P = ∆p2 + ∆p4 since the total phase has not yet been inverted by the fourth rf-pulse.
Thus, the total phase acquired for the third (n = 3) spin-echo is given by
ϕtot = ∆PϕP = −4ϕP (2.100)
and thus this spin-echo yields a signal at the “frequency” component ∆P (n = 3) = −4.
One may generalize the above consideration to n spin echos, which leads to the desired
pathway equation for the case of the direct coherence pathway given by
∆P (n) =

2M for even n
−2M for odd n .
(2.101)
whereM is the number of segments with pairs of 180◦ rf-pulses. Figure 2.21 (left) shows
the signal at the center of the spin-echo E(n, t = τ,∆P ) after Fourier transformation for
well adjusted rf-pulse durations. The direct pathway is represented by the two diago-
nals with values ∆P = (−2, 2,−4, 4,−6, 6 . . . ). Since the rf-pulses are well adjusted, all
other pathways receive negligible intensity. Figure 2.21 (right) shows the same experi-
ment repeated with the duration of the 180◦ rf-pulses deliberately misset to the duration
of 90◦ rf-pulses. The undesired coherence pathways with |∆P | < |∆Pdirect| receive much
more intensity. However, it is still possible to extract just the signal corresponding to
the direct pathway along the diagonals although with a much smaller signal amplitude.
The number of phase increments has to be chosen such that the Nyquist-Shannon cri-
terion (Shannon (1949)) is fulfilled. In case of PIETA the sample frequency 1/∆ϕP is
determined by ∆ϕP = 2pi/Nscan and has to be at least double the frequency which shall
be detected, which is given by ∆P (n).
In case of the CPMG PIETA experiment the highest frequency is given by |∆P (n)| = 2M
and thus Nscan = 4M . Since each segment is comprised of two echoes the number of
phase increments in dependence on the echo count is given by
Nscan = 2n . (2.102)
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Figure 2.21: Cumulative coherence transfer ∆P versus spin-echo count n. The signal at the
spin-echo center E(n, t = τ,∆P ) is shown for a well adjusted 180◦ rf-pulse duration (left). In
the second experiment the rf-pulse duration was misset to the duration of 90◦ rf-pulses (right).
Reprinted from Baltisberger et al. (2012).
Thus, PIETA may increase the experimental time when many spin-echos are measured,
however also the signal-to-noise is improved and it provides additional information. In
this thesis PIETA is applied to recover distorted spin-echo amplitudes for CPMG based
experiments and it will be utilized to gain a deeper understanding of CPMG NMR
relaxation measurements in general.
2.4 Multiple Correlation Function technique
The Multiple Correlation Function (MCF) technique was specially developed to solve
PGSE NMR problems in closed pore systems. In this thesis it was chosen to simulate
the MRPI signal amplitude due to the accuracy and speed of computation of MCF
as well as the possibility to study arbitrary temporal gradient patterns with relative
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ease. Grebenkov (2007) introduced this matrix based simulation technique with which
he reproduced many results from the PGSE NMR diffusion literature. The derivation of
the MCF technique given here is mainly based on the review by Grebenkov (2007), an
educational contribution written by Grebenkov (2008) and the recent review by Laun
et al. (2012).
The macroscopic equation governing the complex valued magnetization density
m(r, t) = mx(r, t) + imy(r, t) was first introduced by Bloch (1946) and then modified
by Torrey (1956) to include the effect of diffusion. This equation is known as the Bloch-
Torrey equation and is given by
∂
∂t
m(r, t) = D∆m(r, t)− i γB(r, t)m(r, t) . (2.103)
The first term describes the evolution due to diffusion with diffusion coefficient D. The
second term describes the magnetic field encoding due to the magnetic field B(r, t),
which can be expressed as the superposition given by
B(r, t) = B0 + f(t)βG˜(r) . (2.104)
Note that this expression is similar to eq. 2.17, but has to be modified to separate
the time dependence f(t) of the gradient from its maximum intensity β and its spatial
dependence G˜(r). The static polarizing magnetic field B0 leads to a common phase
factor for all magnetization densities m(r, t) in the sample and can thus be dropped
in the analysis. In the dimensionless function f(t) the application of a 180◦ rf-pulse is
taken into account by inverting the function f(t) for t < t180◦ . The re-phasing condition
(eq. 2.16) is re-formulated to
T∫
0
dtf(t) = 0 . (2.105)
Both functions f(t) and G˜(r) are dimensionless and are normalized to one and f(t) is
piece wise smooth on [0, T ], while G˜(r) is a smooth function on the domain of the pore
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space Ωp. Given these re-definitions the Bloch-Torrey equation is given by
(
∂
∂t
−D∆+ i γβf(t)G˜(r)
)
m(r, t) = 0 . (2.106)
2.4.0.1 Neumann boundary condition
As has been discussed in sec. 1.2 the diffusing molecules may experience different degrees
of permeability at the pore walls. The Neumann boundary condition describes the case
of no surface relaxation or zero permeability through the boundary of the confining
domain Ωp and is given by
∂
∂n
m(r, t) = 0 ∀r ∈ ∂Ωp . (2.107)
where ∂/∂n denotes the derivative perpendicular to the boundary ∂Ωp. One ansatz
for solving eq. 2.106 is to expand the magnetization density m(r, t) in the basis of
eigenfunctions um(r) of the Laplace operator
m(r, t) =
∞∑
m
cm(t)um(r) , (2.108)
with integer index m = 0, 1, 2, . . . . Note that eq. 2.108 is similar to the expansion of the
propagator in eigenfunctions of the confining domain given by eq. 1.8. The Neumann
boundary condition has to be applied to the eigenfunctions um(r) and eigenvalues λm
following the relations
∆um(r) +
λm
L2
um(r) = 0 (r ∈ Ωp) , (2.109)
∂
∂n
um(r) = 0 (r ∈ ∂Ωp) . (2.110)
To find the coefficients cm(t) one substitutes eq. 2.108 into the Bloch Torrey equation
eq. 2.103, multiplies with the complex conjugate of the eigenfunctions u∗m(r) and inte-
64
grates over Ωp. The resulting set of ordinary differential equations is given by
d
dtcm(t) +
Dλm
L2
cm(t) + i γβL
∞∑
m′=0
Bm,m′cm′(t) = 0 , (2.111)
where L is the characteristic dimension of the confining domain e.g. the radius of a
cylinder and B is an infinite dimensional matrix given by
Bm,m′ =
∫
Ωp
dr u∗m(r)G˜(r)um′(r) . (2.112)
The set of differential equations given by eq. 2.111 can be rewritten by seeing the coeffi-
cients cm(t) as components of an infinite dimensional vector C(t). The set of differential
equations in matrix representation can be written as
T
d
dtC(t) = −(pΛ + i qGB)C(t) (2.113)
with the solution
C(t) = exp {−(pΛ + i qGB)t/T}C(0) . (2.114)
Here, the diagonal matrix of dimensionless eigenvalues was defined as
Λm,m′ = δm,m′λm . (2.115)
Two new dimensionless quantities were introduced, the reduced self-diffusion coefficient
p = DT
L2
(2.116)
and the generalized gradient intensity
qG = γβTL . (2.117)
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We followed the notation used by Laun et al. (2012) and denote the generalized gradient
intensity as qG to discern it from the gradient wave vector q = (2pi)−1γGδ.
The NMR signal E can be obtained by integrating m(r, t) eq. 2.108 over the domain
Ωp. Assuming that the detection coil has a homogeneous detection profile one arrives at
E =
∫
Ωp
m(r, t)dr =
∞∑
m=0
cm(t)
∫
Ωp
um(r)dr (2.118)
= V
∞∑
m=0
cm(t)cm(0) (2.119)
Substituting the solution eq. 2.114 already found for the vector C(t) one arrives at
E = VC∗(0) exp {−(pΛ + i qGB)t/T}C(0) (2.120)
= U ∗ exp {−(pΛ + i qGB)t/T}U , (2.121)
where a new vector U = V 1/2C(0) has been introduced. At t = 0 the magnetization
density is uniform which is equivalent to assuming that there is no relaxation prior to
the onset of the gradient and thus one has
m(r, t = 0) = 1
V
, (2.122)
where V is the volume of the confining domain Ωp. The initial condition given by
eq. 2.122 implies that
cm(0) = V −1/2δm,0 . (2.123)
Therefore, C(0) has only one entry in case of the Neumann boundary condition and the
expression eq. 2.120 is equivalent to taking the first diagonal element according to
E = [exp {−(pΛ + i qGB)t/T}]0,0 . (2.124)
In case the temporal profile deviates from f(t) = 1, one can subdivide the interval
[0, T ] into a number of sub-intervals K of duration τ = T/K. f(t) is equal to f(kτ)
66
on the kth sub-interval by approximating the temporal profile as piece wise constant on
these sub-intervals. The signal is then found by evaluating the ordered matrix product
E ≈
[
K∏
k=1
exp {−(pΛ + i qGf(kτ)B)τ/T}
]
0,0
. (2.125)
One has to compute the matrices B and Λ for the chosen domain Ωp and spatial pro-
file G˜(r) only once. Then the time dependence f(t) (the usual experimental varia-
tion) of the magnetic field can be approximated by eq. 2.125 and its influence on the
NMR signal E can be studied (Grebenkov (2008)). The MCF approach will be es-
pecially useful for the MRPI pulse sequence discussed in sec. 3.1.1 since it contains
many intervals with gradient pulses. Note that the matrix B has been computed
for constant gradients for the slab, cylinder and sphere domain and can be found in
Grebenkov (2007). The matrices B for various triangular domains are given by Laun
et al. (2012). Furthermore, one may find implementations into Matlab R©and Python
code on “http://www.nitrc.org/projects/mcftool”. A general overview over geometrical
properties of Laplacian eigenfunctions is given by Grebenkov and Nguyen (2013).
2.4.0.2 Fourier boundary condition
In the case of a finite surface relaxation ρ the boundary condition eq. 2.107 has to be
rewritten as
∂
∂n
um(r) +
h
L
um(r) = 0 on ∂Ωp , (2.126)
where the dimensionless surface relaxivity
h = Lρ/D (2.127)
has been defined. In order to account for the effect of surface relaxation the signal
attenuation has to be normalized with the signal without gradient
E = U
∗ exp{−(pΛ + i qGB)t/T}U
U∗ exp{−pΛt/T}U (2.128)
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However, the drawback of this solution is that the eigenfunctions and eigenvalues have
to be re-evaluated for each value of h.
An alternative approach was suggested by Grebenkov (2008) which introduced an ex-
tra term in the Bloch-Torrey equation. The term κB˜(r) is proportional to a generalized
relaxation rate κ = ph and a spatial distribution of relaxation centers B˜(r). In this case
the exponential evaluated for the signal eq. 2.124 contains an extra term proportional
to κB˜ with
B˜m,m′ =
∫
Ωp
dr u∗m(r)B˜(r)um’(r) . (2.129)
Since this expression is similar to eq. 2.112 one may proceed to implement surface re-
laxation B˜(r) using similar expressions as for a spatial dependence of the magnetic
field G˜(r). The case of uniform surface relaxation is implemented by letting the spatial
distribution B˜(r) be localized near the boundary ∂Ωp. In case of a vanishingly small
thickness of B˜(r) on ∂Ωp the volume integral in eq. 2.129 reduces to the boundary
integral
B˜sm,m′ =
∫
∂Ωp
dr u∗m(r)B˜(r)um’(r) . (2.130)
The signal for arbitrary temporal gradient profiles f(t) is then approximated as
E ≈
[
K∏
k=1
exp
{
−(pΛ + i qGf(kτ)B + phB˜s)τ/T
}]
0,0
. (2.131)
This approach has the advantage that one has to compute the boundary integral eq. 2.130
only once and one can scale the surface relaxivity through the parameter h. The Fourier
boundary may be useful for studying semi-permeable pores such as biological cells as well
as porous structures with significant surface relaxation such as porous rocks in oilfields.

3 Experimental
3.1 MRPI pulse sequence design
As discussed in sec. 2.2.3, in order to achieve the limiting condition DδL  L2 the
duration of the long gradient δL may need to be on the order of several 100 ms or
more. During this time δL the magnetization has to reside in the transverse plane and is
therefore subject to particular experimental conditions and limitations. Thus, the MRPI
pulse sequence as shown in fig. 2.13 (b) may have to be adapted to utilize and extend
the available time most efficiently. Furthermore, MRPI utilizes two gradient pulses
with different durations (δL and δN) as well as amplitudes (GL and GN), which have
to be matched to fulfill the echo condition eq. 2.16. This requirement poses additional
challenges for the application of the gradient pulses as will be discussed in detail in
sec. 3.2.2 and sec. 3.2.3.
The limitations as imposed by the instruments and the sample can be categorized as
follows
• Internal gradients: Self-diffusion of spin bearing molecules in an internal gradient
leads to an additional coherence loss and thus increases the effective transverse
relaxation rate 1/T eff2 (Robertson (1966)).
• Gradient non-linearities and offsets: The set gradient strength by the controlling
software may not be equal to the actual gradient strength delivered by the system.
One of the causes can be the heating of the sensing resistor in the current con-
trolled amplifier. Furthermore, any voltage offset may render bipolar gradients non
symmetric. Both effects can lead to mismatches and a distorted echo formation as
well as additional spin echo attenuation (Price (1998)).
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• Eddy currents: The rapidly changing magnetic fields due to the switching of gra-
dient pulses may induce eddy currents in the surfaces of conducting materials
surrounding the gradient coils. Their effect scales with the slew rate dI/dt of the
gradient pulses and the final gradient strength. Eddy currents, in turn, generate
magnetic fields affecting the nuclear magnetization, which may appear as gradient
mismatches and may lead to additional spin echo attenuation (Price (1998)).
• Concomitant fields: According to Maxwells equations any magnetic field gradient
has to be accompanied by an additional gradient field perpendicular to the applied
gradient field (see sec. 2.1.5). If uncompensated concomitant fields may also lead
to echo distortions and additional spin echo attenuation (Norris and Hutchison
(1990), Bernstein et al. (1998)).
• Lab main power: One main source of noise is the residual hum of the direct current
(DC) power supply of the gradient amplifier, which is generated by rectifying the
alternating current (AC) of the lab main power (Galvosas et al. (2001)). In this
thesis this source of noise was converted into a reproducible mismatch by triggering
the pulse sequence to the phase of the lab main AC power source as described in
Galvosas et al. (2001). The resulting mismatch was subsequently corrected with
the help of read gradients.
One may note that in diffusive-diffractive PGSE NMR some of the above stated effects
may have none or a much reduced effect due to the symmetry in the gradient pulse pat-
tern. According to Norris and Hutchison (1990) and Bernstein et al. (1998) concomitant
fields will be equally strong if two identical, but opposite gradient pulses are applied
and thus their effect is compensated. However, in MRPI one has to apply two gradients
of very different durations and amplitudes and thus novel approaches to pulse sequence
design were applied.
3.1.1 1d-MRPI
In this work, one key innovation to reduce the influence of experimental artifacts is
to employ a CPMG like pulse sequence (discussed in sec. 2.1.4). Karlicek and Lowe
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(1980) showed that CPMG based PGSE NMR experiments may minimize the influence
of internal gradients on the transverse relaxation rate 1/T eff2 . As an illustrative example,
fig. 3.1 (a) shows a pulsed gradient (black) in the presence of an internal gradient, which
distorts the amplitude of the applied gradient (grey). In fig. 3.1 (b) the pulsed gradient
-
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Figure 3.1: Internal gradient compensation utilizing a CPMG like rf-pulse sequence. Pulsed
gradient with amplitude G (black) in the presence of an internal gradient, which distorts
the amplitude of the applied gradient with amplitude g (grey) (a). The pulsed gradient is
interspersed by 180◦ rf-pulses and is purposefully applied with alternating polarity in the
laboratory reference frame (black). The internal gradient retains its direction in the laboratory
reference frame (grey) (b). Effective pulsed gradient G∗(t) (black) and the effective internal
gradient (grey) (c). Adapted from Laun et al. (2012).
is interspersed by 180◦ rf-pulses, which allows the application of the pulsed gradient
in both directions in the laboratory reference frame (black). In contrast, the internal
gradient retains its direction in the laboratory reference frame (grey). Figure 3.1 (c)
shows the effective pulsed gradient (black) and the effective internal gradient (grey).
The cumulative effect of the internal gradient is compensated with each second gradient
pulse. Additionally, it is vital to reduce the rf-pulse separation to reduce the effective
transverse relaxation rate 1/T eff2 given by eq. 2.13. The second term in eq. 2.13 describes
the influence of the self-diffusion of spin bearing molecules in the internal gradient g,
which can be minimized by the variation of τ and its extrapolation to zero (Karlicek
and Lowe (1980), Kärger et al. (1988)). In doing so, one may utilize a longer time for
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the application of a long gradient, which is crucial for the MRPI technique to fulfill the
condition DδL  L2.
Figure 3.2 (a) shows the CPMG like rf-pulse sequence as utilized in this work. The
rf-pulse phases ϕi are adapted for the special requirements of the MRPI approach as
will be discussed in sec. 3.1.1.1. In order to apply the CPMG concept to MRPI the long
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Figure 3.2: 1d-MRPI pulse sequence with a CPMG like rf-pulse scheme (a). The long gradient
is replaced by NL gradient pieces with gradient amplitude GL and the narrow gradient was
split into two intense gradient pulses with gradient amplitude GN. The gradients are shown
relative to each other as applied in the laboratory reference frame (G(t)) (b). The effective
gradient pulse scheme G∗(t) shows that the gradient pulses GL add up and are balanced by
the two gradient pulses GN (c). In practice the gradient pulses are ramped in order to reduce
eddy currents (not shown).
gradientGL was split into a succession of short gradient pulses of duration δ
′ , which were
applied centered between the 180◦ rf-pulses (fig. 3.2 (b)). Similarly, the narrow gradient
pulse GN was split into two intense gradient pulses each of duration δ
′ . It is important
to note that in the laboratory reference frame the gradients were applied in alternating
polarity, such that their effect on the spin system is cumulative. The effective gradient
pulse scheme G∗(t) as seen by the spin system is schematically shown in fig. 3.2 (c). The
effective pulsed gradient G∗(t) consists of NL gradient pieces of strength GL which are
balanced by two narrow gradients with gradient strength GN. In this work we employed
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two narrow gradients as well as an even number NL of long gradient pieces to ensure that
internal gradients and offsets are canceled with each second gradient pulse. Additionally,
all gradients were ramped to reduce eddy currents and to ensure a controlled gradient
pulse shape (not shown in fig. 3.2).
Furthermore, we introduced read gradients GR in the interval between the leading
90◦ and the first 180◦ rf-pulse and during acquisition, see fig. 3.2 (b) and (c). The
acquisition of the spin echo in the presence of the read gradient allows to monitor
the echo position in the time domain (Callaghan (1990)). This approach is vital to
detect gradient mismatches. Suppose for example that one narrow gradient is applied
with amplitude difference ∆GN. The magnetization will thus acquire a phase difference
∆Φ = γ∆GNδ′. In the presence of the read gradient GR this additional phase ∆Φ will
be rephased at a different time than expected for the spin echo without the gradient
mismatch (Galvosas et al. (2001), Hrovat and Wade (1980)). This time difference ∆t is
given by the condition that the phase difference ∆Φ is compensated thus giving
γGR∆t = γ∆GNδ′ ⇒ ∆t = ∆GNδ
′
GR
. (3.1)
Furthermore, the read gradient allows the separation of the wanted signal (the direct
coherence pathway p = (0,+1,−1,+1,−1, . . . ,+1,−1)) from unwanted coherence path-
ways as will be discussed in the next section.
3.1.1.1 Elimination of unwanted coherence pathways
The introduction of many rf-pulses can give rise to unwanted spin echoes due to addi-
tional coherence pathways (Hürlimann (2001)), especially if the rf-pulses are applied in
inhomogeneous fields as they are common in porous materials (see sec. 2.3.1). Unwanted
coherence pathways can either be filtered using phase cycling as discussed in sec. 2.3.3
or using gradient pulses which was first proposed by Bax et al. (1980).
Filtering using gradient pulses is based on the selection rule given by eq. 2.81. Accord-
ing to this selection rule, the acquired phase due to inhomogeneities including gradient
pulses has to be rephased to allow for a spin-echo to occur. The gradient schemes of
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PGSE NMR experiments are usually designed to dephase and rephase a selected coher-
ence pathway e.g. the direct pathway pdirect. In this case, other pathways which miss
or invert part of the gradient pulses may be dephased and cannot contribute to the
spin-echo anymore.
The MRPI pulse sequence utilizes a distinct gradient pattern which limits the num-
ber of contributing coherence pathways if the gradient amplitudes are sufficiently high.
For example, take a coherence pathway that misses one of the long gradient pieces of
amplitude GL such as p = (0,+1, 0,+1,−1, . . . ,+1,−1), where the magnetization is
stored in z-direction during the time interval t2. The additional phase of this particular
coherence pathway will be ∆Φ = γGLδ′. Thus, it will not contribute to the spin echo
at the nominal echo time, if the gradient intensity GLδ′ is sufficiently high. Note that
for the smallest gradient steps GLδ′ might not be large enough to dephase all destruc-
tive coherences and one may observe spin-echo amplitude distortions for low gradient
amplitudes GL (see sec. 4.1.2).
Nonetheless, there are remaining coherence pathways which are completely unaffected
by the pulsed gradients of the MRPI pulse sequence. One example is the stimulated echo
pathway p = (0,+1, 0, . . . , 0,−1), where p2 = +1 and pN = −1 correspond to the time
intervals when the read gradients are applied. This pathway is stored by the first 180◦
rf-pulse in the z-direction until it is transformed into detectable signal by the last 180◦ rf-
pulse, where both rf-pulses partially act as 90◦ pulses. Figure 3.3 (left) shows the time
domain signal arising from this stimulated coherence pathway with increasing pulsed
gradients. The time domain signal was acquired under the influence of the read gradient
GR. Note that signal arising from the direct coherence pathway pdirect is attenuated
below the noise level due to diffusive attenuation and is therefore absent in the data
shown. The spin-echo tops at the nominal echo time (here t = 0) are indicated by
red dots. As discussed above, the amplitude of this pathway does not change although
the gradient amplitudes are increased. Figure 3.3 (right) shows the signal of the same
experiment, but with the last 180◦ rf-pulse cycled in phase ϕ4 according to the method
described in sec. 2.3.3. The stimulated pathway signal is eliminated successfully. Note
that residual signals arising from other pathways are still present.
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Figure 3.3: Time domain signal of the stimulated echo pathway p = (0,+1, 0, . . . , 0,−1), which
constant in amplitude when the pulsed gradient strengths are increased (left). Applying phase
cycling to the last 180◦ rf-pulse eliminates the signal from this pathway (right). The spin-echo
signal of the direct coherence pathway is attenuated below the noise level and is therefor absent
in both data sets.
Other unwanted signals were detected in the time domain as shown in fig. 3.3 and
the rf-pulses involved in the generation of these coherence pathways were identified by
changing the duration of selected 180◦ rf-pulses. As discussed in sec. 2.3.1 the intensity
of each pathway depends on the rotation angle generated by the rf-pulses. If the duration
of the involved rf-pulse is changed, one may observe a change in the amplitude of the
corresponding spin-echo in the time domain.
The phase cycle as shown in tab. 3.1 compensates for the most destructive coherence
pathways in our experimental setup. One may notice that it is distinctly different
from the CPMG phase cycle as proposed by Meiboom and Gill (1958) and shown in
tab. 2.3. The phase cycle proposed here is more akin to the alternating phase cycle
as originally proposed by Carr and Purcell (1954), which is due to the unique gradient
scheme as utilized with MRPI. The number of phase steps was restricted to 4 steps to
keep experiment time within acceptable limits, especially if the pulse sequence is used
for multi-dimensional MRPI experiments as will be discussed in sec. 3.1.2 and sec. 3.1.3.
Note that especially for low gradient amplitudes this phase cycle is not sufficient to
cancel all unwanted coherence pathways. More elaborate phase schemes such as the
PIETA approach discussed in sec. 2.3.4 may have to be applied in this case.
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Table 3.1: Phase cycle for the CPMG based MRPI pulse sequence. The number of phase steps
was kept at 4 steps to keep experiment time within acceptable limits for multi-dimensional
MRPI experiments. Unwanted coherences were identified by analyzing the time domain signal
and eliminating echoes arising from unwanted coherence transfer pathways. The rf-phases ϕi
correspond to the rf-pulses according to fig. 3.2 (a).
Pulse phases
ϕ1 ϕ2 ϕ3 ϕ4 Rec. phase
x x −x y −x
x y −y x x
x −x x −y −x
x −y y −x x
3.1.2 2d-MRPI
It is delightful to recognize that the MRPI pulse sequence is in fact an imaging pulse
sequence in disguise (Laun et al. (2012)). In doing so, it becomes apparent that the
narrow gradient GN acts similar to the imaging gradient in purely phase encoded MRI.
In MRPI the gradient GN imprints a phase proportional to the distance of the spins
to the centre of mass of the pores very similar to phase encoded MRI where the phase
gradient imprints a phase proportional to the distance of the spins, however in this case
to the center of the gradient system.
This similarity can be exploited to sample q space in whichever experimentally pre-
ferred manner. In this work, we applied two approaches known from imaging tech-
niques. These are the 2d-Fourier transform approach discussed in the next section and
the Radon-transform approach as will be discussed in sec. 3.1.2.2
3.1.2.1 2d-Fourier transform approach
Based on the similarity of MRPI to phase encoded MRI, a two-dimensional MRPI ap-
proach was proposed by Hertel et al. (2013) in which two gradient pulse patterns are
stepped independently to sample q-space point-by-point on a Cartesian grid. The ef-
fective gradient scheme of the two-dimensional version of the MRPI pulse sequence is
shown in fig. 3.4. In practice the CPMG based MRPI pulse sequence with alternating
Gx and Gy (as shown in fig. 3.2) was employed. Similar to the expression found for
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Figure 3.4: 2d-MRPI pulse scheme. Gradients Gx and Gy are stepped independently. In
practice the gradient pattern and rf-pulse pattern were replaced with the MRPI pulse pattern
(using alternating gradients) shown in fig. 3.2. It was omitted here for clarity.
k-space and given by eq. 2.22, the 2d q-space signal S0(qx, qy) is the inverse 2d-Fourier
transform of the 2d spin density of the pore space given by
S0(qx, qy) =
∞∫
−∞
∞∫
−∞
ρ0(x, y) exp{i 2pi(qxx+ qyy)}dxdy . (3.2)
From this it is possible to obtain the average pore image directly by 2d-Fourier transform
of the 2d q-space data given by
ρ0(x, y) =
∞∫
−∞
∞∫
−∞
S0(qx, qy) exp{− i 2pi(qxx+ qyy)}dqxdqy . (3.3)
Note that with the pulse sequence shown in fig. 3.4 q-space is sampled on a discrete
Cartesian grid. Therefore, the Fourier transform pair given by eq. 3.2 and eq. 3.3 have
to be replaced by the discrete Fourier transform.
3.1.2.2 Radon transform approach
The Radon transform approach may provide an advantage if a set of 1d-MRPI profiles
is measured first and the 2d-pore image is subsequently reconstructed. This might
be necessary in cases where the sample condition has to be monitored frequently in
between the acquisition of 1d-profiles, e.g. to check if any evaporation of the pore fluid
has occurred.
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The Radon transform of a function ρ(r, θ) is given by
P (r, θ) = R{ρ(r, θ)} =
∞∫
−∞
ρ(r cos θ + s sin θ, r sin θ − s cos θ)ds , (3.4)
where P (r, θ) is a set of real space projections of the function ρ(x, y) onto the direction
(cos θ, sin θ). The integration proceeds along lines s perpendicular to (r cos θ, r sin θ).
Figure 3.5 shows the Radon transform P (r, θ) of a 2d-function ρ(x, y) (resembling a
Figure 3.5: Radon transform P (r, θ) (dashed profile) of a two dimensional function ρ(x, y) for
two angles θ1 (left) and θ2 (right).
square) for two exemplary angles θ1,2. The integration in eq. 3.4 proceeds along the line
s. Thus, the profile P (r, θ) appears as a triangle when plotting the integrated intensity
for all r in case of θ1. While for the second angle θ2 a square profile is obtained. The
q-space signal is given by the inverse Fourier transform of the profiles P (r, θ) given by
S(q) =
∞∫
−∞
P (r, θ) exp{i 2piqr}dr , (3.5)
where q = |q| = (q2x + q2y)1/2. If the Radon transform P (r, θ) is acquired for sufficiently
many angles θ, the function ρ(x, y) can be reconstructed by applying an inverse Radon
transform also called filtered back-projection. The filtered back-projection is a mathe-
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matical operation given by
ρ0(x, y) =
pi∫
0
∞∫
−∞
S(q) exp{− i 2piqr} |q| dqdθ (3.6)
=
pi∫
0

∞∫
−∞
 ∞∫
−∞
P (r, θ) exp{i 2piqr}dr
 |q| exp{− i 2piqr}dq
 dθ . (3.7)
Thus, using this approach one may acquire radial q-space profiles S(q) at different
angles θ to the sample. The resulting q-space profiles have to be individually Fourier
transformed to yield a set of real space profiles P (r, θ) (projections along the gradient
direction) of the sample. Subsequently, a filtered back-projection may be applied to the
magnitude data of the real space profiles to obtain the 2d-image.
3.1.3 MRPI mapping
Measuring the spatial distribution of pore sizes is of great relevance in technological
applications and for medical diagnosis. One particularly compelling example of the
integration of MRPI within the MRI toolbox is the MRPI mapping experiment. It
is similar to chemical shift imaging introduced by Mansfield (1984), however here the
MRPI q-space information is mapped onto MRI images instead of the chemical shift.
Figure 3.6 shows the effective gradient pattern of the 1d-MRPI pulse sequence G∗(t),
where the read gradient G∗R(t) is utilized simultaneously for MRI frequency encoding.
A 1d-Fourier transform of the spin-echo for each step in the MRPI gradient strength
yields the 1d-profile of the sample with the MRPI q-space data mapped onto each pixel
of the 1d-profile.
Figure 3.7 shows the effective gradient pulse pattern of the MRPI 2d-mapping experi-
ment. A conventional 2d-MRI pulse sequence typically employs both frequency encoding
gradients G∗R(t) and phase encoding gradients G∗P(t) (Bernstein et al. (2004)). In the
actual experiment the effective gradient G∗(t) is replaced by the CPMG based MRPI
alternating gradient pattern as shown in fig. 3.2. In MRPI mapping the read gradient
GR in the beginning and end of the MRPI pulse sequence is not only used for estab-
lishing a well defined echo condition, but for frequency encoding in read direction as
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Figure 3.6: MRPI 1d-mapping pulse sequence for acquisition of the spatial distribution of pore
shapes and sizes mapped onto 1d-MRI images. The read gradient G∗R(t) is utilized for MRI
frequency encoding for each step in the MRPI gradient strength G∗(t). Effective gradients of
the MRPI part G∗(t) are stepped (steps are not shown).
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Figure 3.7: MRPI 2d-mapping pulse sequence for acquisition of the spatial distribution of pore
shapes and sizes mapped onto MRI images. Effective gradients of the MRPI part G∗(t) are
stepped for each step in the phase gradient G∗P(t). The read gradient G∗R(t) yields the second
dimension of the MRI image.
well. Additionally, a phase gradient GP is stepped independently to provide the phase
encoding of the MRI image. Thus, the experiment proceeds by sampling q-space for
each step in the phase gradient GP. A two-dimensional MRI image is acquired and the
1d-MRPI signal is encoded in the third dimension.
3.2 Challenges imposed by NMR hardware limitations
3.2.1 NMR hardware used
The experiments for this thesis were performed on a Bruker Avance 400 spectrometer
operating at a proton resonance frequency of 400 MHz. Imaging capabilities needed for
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the generation of the gradient pulses were provided by a Bruker micro-imaging system.
This system consisted of a Bruker Micro 2.5 imaging probe, which provides gradients
in all three Cartesian directions with gradient strengths of 24.2 mTm−1A−1. The in-
ductance of the gradient coils was Lcoil ≤ 100µH and the resistance was R ≤ 400 mΩ.
Three Bruker GREAT 60 gradient amplifiers were utilized each having a maximum cur-
rent output of 60 A at a DAC resolution of 16 bit. At the maximum current output
of ±60 A the gradient system provided gradient strengths up to Gmax = ±1.45 Tm−1.
The minimum gradient pulse rise times, due to the maximum voltage of the gradient
amplifier of Umax = ±100 V, were between 50µs and 150µs depending on the gradient
coil inductance.
The utilized rf-coil had a birdcage coil design and allowed for a maximum outer di-
ameter of the sample of OD = 1 cm. Typical rf-pulse durations were t90◦ = 12.5µs and
t180◦ = 25µs when utilizing 1H as the NMR active nuclei in a distilled H2O sample.
3.2.2 Resolution limit of the gradient amplifier
In contrast to conventional PGSE NMR experiments, the MRPI pulse sequence contains
a long weak gradient GL. Due to the typical duration of the long gradient δL which
may be on the order of several 100 ms, there may be gradient mismatches due to the
finite DAC resolution of the gradient amplifier. Figure 3.8 shows on the example of
the unaltered MRPI pulse sequence how a small gradient uncertainty ∆Gmin may cause
a large shift in the spin-echo position ∆t when acquired during application of a read
gradient GR. With the digital resolution of the DAC of the amplifier of 16 bit there
-
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Figure 3.8: Spin echo shift due to gradient mismatch caused by the finite resolution of the
gradient amplifier.
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are effectively 215 current steps (1 bit is reserved to determine the polarity). Thus the
minimal gradient step is given by ∆Gmin = 1.45 Tm−1/215 = 4.4 × 10−5 Tm−1. In case
the gradient amplitude of the long gradient is missed by half a bit this value ∆Gmin
has to be multiplied by the ratio δL/δN to reflect the gradient mismatch. At a ratio of
δL/δN = 100 − 1000 this value lies in the tenths of milli tesla regime and can lead to
serious additional spin echo attenuation (Kärger et al. (1988), Price (1998)) in absence of
a read gradient or a large time shift ∆t when a read gradient is applied. For this reason,
we implemented a program to determine the long gradient amplitude GL first with
amplitudes matching to the actual values as output by the DAC and with a precision up
to the digital step. Subsequently, the narrow gradient amplitude GN was automatically
calculated from this information.
Note that it may be more convenient to set the narrow gradient strength first to de-
termine the resolution and the field of view of the MRPI experiment. The described
procedure above therefore represents an additional step, which was automatically per-
formed by the pulse program.
3.2.3 Further experimental precautions
Ramping of the gradient pulses may be crucial for the CPMG based MRPI pulse se-
quence, since a large number of weak gradient pulses are utilized which are balanced by
two intense gradient pulses. In case of the presence of eddy currents or other gradient
amplitude distortions their effect will be multiplied by the overall number of gradient
pulses.
Figure 3.9 (a) shows a pulsed field gradient shape as it may look like if no ramping
of the current output is applied. The gradient amplitude may be distorted in the time
intervals of the rising and falling edges of the gradient shape. The exponential rise and
fall of the gradient amplitude is determined by the inductance of the gradient coils Lcoil
and the finite voltage range Umax of the gradient amplifier. Furthermore, eddy currents
may be induced during switching of the gradients which scale with the slew rate dI/dt
(Price (1998)). Eddy currents may lead to additional artifacts if they extend until the
application of an rf-pulse, since they may change the selectivity of the rf-pulses (Price
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Figure 3.9: Pulsed field gradient shape if no ramping of the gradient amplitude is applied.
Eddy currents and noise from the main power supply may occur (a). The desired pulsed field
gradient shape may be obtained by ramping the current in the gradient coil during a time
interval tramp (b).
(1998)). In contrast, fig. 3.9 (b) shows a shaped gradient when the gradient shape is
controlled by ramping the current during a time tramp. This way the desired gradient
shape can be obtained. In this work we ramped the current by digital stepping with 10
steps and a total ramp time of tramp = 0.1 ms. Hence, the voltage drop U across the
gradient coils as given by U = IR + LcoildI/dt at a maximum current of I = 60 A does
not exceed U = ±84 V and is therefore well below the maximum voltage range of the
gradient amplifier of Umax = ±100 V. In order to prevent residual eddy currents during
application of the rf-pulses a minimum separation time of 0.25 ms after each gradient
pulse was implemented in the pulse program.
3.3 Samples
This section presents the utilized samples for calibration of the MRPI pulse sequence
as well as the phantom samples used for proving the general applicability of MRPI.
The phantom samples were custom made to provide well defined porous systems. The
triangular capillaries presented in sec. 3.3.3 were produced in collaboration with the
Photon Factory at Auckland University.
3.3.1 Calibration samples
The MRPI pulse sequences presented in the previous sections were newly developed and
all pulse programs were written as part of this thesis. Therefore, it was crucial to apply
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these sequences first to well known calibration samples. Two different calibration samples
were utilized which contained liquids of known self-diffusion coefficients. Sample CAL1
consisted of a cylindrical sample tube of inner diameter ID = 0.8 cm filled with distilled
H2O. However, a second sample (CAL2) was needed for the case of calibrating the pulse
sequence up to the highest gradient strengths available. For this purpose, a substance
with low self-diffusion coefficient was needed. We chose poly-dimethyl-siloxane (PDMS)
with a molecular weight of Mw = 36000 gmol−1 in a sample tube of inner diameter of
ID = 0.8 cm. Manufacturer information about the polydispersity of the PDMS sample
was not available, but preliminary PGSE NMR self-diffusion measurements suggest a
bimodal distribution of chain lengths.
3.3.2 Cylindrical glass capillaries as phantom samples
Cylindrical glass capillaries with inner diameters in the micro-metre range were utilized
in a number of recent studies involving PGSE NMR and NMR methods to extract pore
sizes and other parameters. Examples of recent contributions utilizing such samples
include Bar-Shir et al. (2008), Shemesh et al. (2009), Benjamini and Nevo (2013), Álvarez
et al. (2013) and Shemesh et al. (2012). This model porous system is ideally suited to
study the influence of the various parameters of the MRPI pulse sequence, since the
domain is straightforward to simulate and the inner glass surface leads to a negligible
wall relaxation.
The capillaries utilized in this study were commercially available cylindrical glass
capillaries (Polymicro Inc.) with an inner capillary radius of L = 10 ± 1µm. These
particular capillaries consist of a silica core coated with polyimide. Figure 3.10 (left)
shows schematically an extruded silica capillary. The outer diameter of the capillaries
including the coating was OD = 360µm. The polyimide coating is giving the capillaries
some flexibility and allows them to be wound on spools for distribution. Hence, one has
to cut the several metre long capillary into pieces of the desired length using a sharp
knife. For this study a total of 470 capillaries were cut with a length of 5 cm each.
Subsequently, the capillaries were submerged in distilled H2O for filling by capillary
forces. The bath was heated to the boiling point in order to remove residual gas trapped
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Figure 3.10: Sketch of the cylindrical micro-capillaries used to assemble the NMR phantom
(left). The final sample, which consisted of 470 fused silica capillaries stacked in a glass cylinder
(middle). Photo of the final sample CYL1 (right).
in the capillaries. After removal of the capillaries from the water bath, excess water
in the inter capillary spaces was removed by blotch-drying. Figure 3.10 (right) shows
the final capillary stack, which was designed by packing all capillaries in a glass sample
tube.
A second sample containing two different capillary diameters was prepared for the
MRPI mapping experiments as discussed in sec. 4.4. A sketch of the transverse cross-
section through the sample is shown in fig. 3.11. Note that the sketch is not to scale
and many more capillaries were present in the sample. This sample was prepared by
creating two compartments by inserting a polymer sheet in the middle of the glass sample
tube. Both compartments were filled with capillaries of cylindrical shape, however their
Figure 3.11: Sketch of the capillary sample CYL2 with two compartments of different capillary
radii (not to scale).
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radii for the two compartments differed and were L1 = 10 ± 1µm and L2 = 5 ± 1µm
respectively. The final sample with two compartments appeared the same from the
outside as the sample with only one size of capillaries and thus no photo is shown of
the assembly. The sample containing capillaries of only one type with L = 10± 1µm is
called CYL1 in this work. The sample containing two capillary sizes of L1 = 10± 1µm
and L2 = 5± 1µm is called CYL2.
Upon drying the filled stacks were imaged using an MRI imaging (Bruker Paravision
5.0) sequence to check for correct filling and to exclude the possibility of any water
presence in the inter-capillary spaces. The pulse sequence used was Flash with a max-
imum resolution of 26µm × 26µm. Figure 3.12 shows an image of the spin density as
observed using a 2 mm thick slice perpendicular to the symmetry axis of the cylinders.
The filled capillaries appear as white dots. Indicated is the distance between nearest
Figure 3.12: MRI image of the filled capillaries. Paravision Flash pulse sequence with a reso-
lution of 26µm × 26µm. Axial 2 mm thick slice in the middle of the filled capillaries. Filled
capillaries appear as white dots.
neighbouring capillary centers, which is 0.36 mm in agreement with the diameter of each
capillary including the silicate core and the polymer coating. Note that the image shown
in fig. 3.12 has been acquired with the highest resolution obtainable for MRI images with
our gradient system. No MRI image of the sample CYL2 has been included here, since
the MRI images of the samples CYL1 and CYL2 were not discernible. The fact that
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the capillaries appear only as white dots without any information about their shape
shows once more the necessity for alternative techniques such as MRPI to obtain higher
resolution images.
3.3.3 Hemi-equilateral triangular capillaries as phantom samples
The form factor of point symmetric pore shapes such as a cylinder is a real function
and the imaginary part is zero. However, the concept of MRPI promised to return also
non-zero imaginary parts with arbitrary phases between the real and imaginary part.
Thus, a non-pointsymmetric pore system was needed to prove the general applicability
of the MRPI technique. Therefore, one major challenge of this work was to produce a
suitable phantom sample with non-pointsymmetric pore shapes on the micro-metre scale.
For this work, we chose a hemi-equilateral triangular shape, since its MCF parameters
necessary for MRPI simulations have recently been calculated by Laun et al. (2012).
The requirements for the final sample are high since the pore shape dimensions have
to be of high precision to prevent washing out of the average pore image. Additionally,
all capillaries have to be prepared with the same orientation such that the average pore
image resembles the underlying pore shape.
3.3.3.1 Principle of excimer laser dragging
The required set of capillaries (sample TRI) was created in collaboration with the Photon
Factory at the University of Auckland. The method used was microgroove pattern
machining by excimer laser dragging. Figure 3.13 shows schematically the process of
excimer laser dragging as published by Hocheng and Wang (2008). The excimer laser
is guided perpendicular onto the mask containing the desired pattern. When the laser
impinges on the triangular mask, the laser beam will go through the transparent portion
of the mask onto the work piece surface and ablate the work piece. The pattern may
be machined with macroscopic dimensions into the mask and it will be de-magnified by
the projection lens to the desired dimension of the pattern on the work piece.
The laser ablates material from the work piece with an ablation depth proportional
to the exposure time and the fluence F of the laser. As schematically shown in fig. 3.14,
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Figure 3.13: Scheme of microgroove pattern machining by excimer laser dragging. Adapted
from Hocheng and Wang (2008).
Figure 3.14: Scheme of the height of the mask and the depth of the groove. Adapted from
Hocheng and Wang (2008)
the depth of the groove d(x) in the work piece is therefore proportional to the height of
the mask pattern in the scanning direction h(x) and it is inversely proportional to the
movement velocity v. Thus, the depth is given by
d(x) ∝ h(x)F
v
. (3.8)
Additionally, the width of the grooves in the work piece L will be given by the width of
the mask pattern W divided by the de-magnification factor.
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3.3.3.2 Production of triangular capillary arrays
The triangular mask was machined into chrome on quartz using a 800 nm 110fs pulsed
laser (Coherent R© Legend elite). The extensions of the mask were W = 400µm and
hmax = 1200µm. Using this mask, a 248 nm nanosecond pulsed laser (Coherent R© Xan-
tos XS) was utilized at a fluence of F = 3 Jcm−2 to machine hemi-equilateral triangular
channels into sheets of amorphous poly-carbonate (Makrofol R©). The quartz mask was
mounted at 20× de-magnification to yield a characteristic width of the channels of
L = 20µm. The length of the channels in dragging direction was l = 5 cm. Figure 3.15
shows schematically a part of an array of closed capillaries with a channel separation of
80µm, while the insert in fig. 3.15 shows schematically the dimensions of the channel
cross section. Closed hemi-equilateral channels were created by bonding a flat poly-
Figure 3.15: Sketch of hemi-equilateral triangular pores and their alignment into an ordered
array. The characteristic width of L = 20µm is indicated for one channel cross-section (top).
The channels were machined into amorphous polycarbonate sheets. The separation between
channels was 80µm. Closed hemi-equilateral channels were created by bonding a flat polycar-
bonate sheet on top of the array (indicated as dotted line).
carbonate sheet on top of the array (indicated as dotted line in fig. 3.15). Bonding
of two polycarbonate sheets was performed by exposing the surface of the sheets to
Dichloromethane (DCM) following a procedure published by Ogonczyk et al. (2010).
After machining the channels, a blank polycarbonate sheet was exposed to DCM vapour
for three minutes. For this purpose, the sheet rested on a glass microscope slide above
a covered petri dish filled with DCM. The exposed surface of the sheet was applied to
90
Figure 3.16: Optical microscope image of the channel cross-section for two exemplary trian-
gular capillaries. The flat poly-carbonate sheet de-laminated during cutting of the stack (dark
grey region) and the channels appear to be open (left). The schematic drawing shows the
different regions of the polycarbonate and the de-laminated region (right). The intact samples
used for our MRPI experiments contained only closed channels as verified by MRI images of
the sample cross section of samples filled with water.
the featured side of a machined sheet to bond in the flat regions of the machined sheet.
This way the machined channels were capped by the flat surface creating sets of closed
capillaries. The edges of the flat polycarbonate sheet which is closing the channels are
indicated as dashed lines in fig. 3.15. Following this procedure we produced chips with
two rows of channels and each row containing 40 channels. Thus, each chip contained
80 microchannels.
Figure 3.16 shows an optical microscope image of the cross-section of two exemplary
channels. For this image the stack had to be cut with a sharp knife, which led to a de-
lamination of the flat sheet and thus the channels appear to be open (dark grey region in
fig. 3.16). Filling with distilled water was carried out by submersion of the whole chips
into a water bath. Subsequently, vacuum was applied over the water phase to remove
residual air in the channels by degassing. After sufficient degassing had occurred the
vacuum was removed to allow the filling of the capillaries with distilled water. In order
to maximize signal-to-noise for the NMR experiments, a total of 4 of these filled chips
were stacked in a sample tube of diameter d = 1 cm. A sketch of the stack can be seen
in fig. 3.17.
The final sample contained a total of 320 micro-channels, since each chip contained 2
rows of channels with 40 channels per row. The aforementioned sample was characterized
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Figure 3.17: Sketch of the final stack of polycarbonate chips. Each chip contained two rows
of triangular channels. In total 4 chips were stacked leading to a final length of the assembly
of l = 50 mm and a height of h = 8 mm.
using standard MRI images as shown in fig. 3.18 to ensure that signal was only coming
from inside the pores and that the pores were isolated from each other. One may
Figure 3.18: MRI image of the filled triangular capillaries. 4 chips are present in the sample
with 2 layers of channels each. However, only 6 layers (white lines) can be observed in the
MRI image. The white dots are the filled channels. Close examination shows that the white
dots are separated with regions free of signal, indicating that the channels are isolated from
each other.
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notice that there are 6 white lines which can be discerned in fig. 3.18, although 8 lines
are expected (4 chips with 2 layers of channels each). The absence of these two lines
indicates that the channels may have been closed during gluing. Close examination
shows that the white dots are separated with regions free of signal, indicating that the
channels are isolated from each other.
4 Results and discussion
4.1 Free diffusion
4.1.1 Calibration
In order to test whether the given NMR setup is suitable to apply long weak gradi-
ents, which are refocused by short intense gradients we measured the unrestricted self-
diffusion of sample CYL1 whose self-diffusion coefficient is known from the literature.
Self-diffusion coefficients of distilled water for different temperatures are given with a
high precision by Mills (1973), Holz and Weingärtner (1991), Holz et al. (2000) and
Tofts et al. (2000) and are thus well suited to calibrate PGSE NMR experiments. The
calibration procedure relies on the exponential dependence of the spin-echo amplitude E
on the self-diffusion coefficient D and the b-value as described in sec. 2.2.1. The b-value
contains all experimental parameters and is given by the double time integral eq. 2.33.
Thus, if the b-value is known for a specific pulse sequence, the fit of the spin-echo at-
tenuation E(b) has to yield a self-diffusion coefficient which agrees with the literature
value if the experimental setup is working as expected. The b-value for the PGSE NMR
pulse sequence with two narrow gradient pulses with ∆  δ such that ∆ ≈ T is given
by bPGSE = (γGδ)2T .
In the case of the unaltered long-narrow PGSE NMR pulse scheme (as shown in
fig. 2.13 (b)) a weaker signal decay is expected than for the diffusive-diffraction PGSE
NMR pulse sequence with two narrow gradients. The b-value for long-narrow PGSE
NMR as found by evaluating eq. 2.33 in the limit T  δ is given by bLN = (γGδ)2T/3
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and thus one has
bLN =
bPGSE
3 . (4.1)
Hence, the spin-echo attenuation of the unaltered long-narrow PGSE NMR experiment
is smaller by a factor of three as compared to a PGSE NMR experiment with the same
gradient scheme duration T and for a given gradient amplitude G. Figure 4.1 shows a
comparison for the spin echo attenuation of the unaltered long-narrow PGSE NMR pulse
sequence (squares) and the diffusive-diffractive PGSE NMR pulse sequence (circles) with
the sample CAL1 at a temperature of 293 K. In both cases a spin-echo rf-pulse scheme
(see sec. 2.1.3) was utilized consisting of a leading 90◦ and a refocusing 180◦ rf-pulse.
The gradient parameters were δ = 2 ms, ∆ = 50ms for the diffusive-diffraction PGSE
NMR experiment and δL = 50 ms, δN = 2 ms for the unaltered long-narrow PGSE NMR
experiment. The echo time for both pulse sequences was tE = 2τ = 100 ms. The self-
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Figure 4.1: Comparison of spin-echo attenuation of the unaltered MRPI experiment (squares)
versus the diffusive-diffraction PGSE NMR experiment (circles) for sample CAL1. The slopes
of the fits for the MRPI experiment (dashed line) and the diffusive-diffraction PGSE NMR
experiment (solid line) yield a ratio of 0.34 close to the expected value of 0.33.
diffusivities were fitted for both data sets and yielded DLN = 2.1± 0.1× 10−9m2s−1 via
fit against bLN (dotted line in fig. 4.1) and DPGSE = 2.0±0.1×10−9m2s−1 via fit against
bPGSE (solid line in fig. 4.1). Thus, the results verify the validity of eq. 4.1 since the two
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self-diffusivities agree with each other within experimental uncertainties.
4.1.2 1d-MRPI calibration
In case the MRPI pulse sequence is applied to measure self-diffusion in an unrestricted
sample exhibiting Gaussian diffusion, one may find the b-value by evaluating eq. 2.33.
The corresponding b-value for the 1d-MRPI pulse sequence based on CPMG applying
T∫
0
G∗(t)dt = 0 and with two narrow gradient pulses is given by
b=(γGN2δ
′)2
3
[
δ
′(NL+2)+δs
(
2N2L+3NL+1
2NL
+34
)]
, (4.2)
where the parameters GN, δ′ and NL are defined in fig. 3.2. The duration δs is the
separation between the gradient pulses, i.e. the time from the end of one gradient pulse
until the leading edge of the next gradient pulse. Equation 4.2 reduces to eq. 4.1 in the
limit of δs → 0 and δ′(NL + 2) = T . The effect of the gradient pulse ramps is partially
accounted for by adding one ramp time to the gradient pulse duration δ′ .
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Figure 4.2: Experimental data obtained by applying the 1d-MRPI pulse sequence to measure
free diffusion of H2O in sample tube (dots). The fit of the data with eq. 4.2 yields a self-diffusion
coefficient of D = 2.2± 0.2× 10−9m2s−1 (solid line).
Figure 4.2 shows the result when applying the 1d-MRPI pulse sequence to measure
unrestricted self-diffusion in sample CAL1 at a temperature of TK = 293 K. The param-
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eters of the MRPI pulse sequence were NL = 40, δ
′ = 2 ms, 2τ = 2.5 ms, δs = 0.5 ms
and GmaxN = 0.175 Tm−1. A fit of the experimental data yields a self-diffusion coeffi-
cient of D = 2.2± 0.2× 10−9m2s−1 within experimental error of the literature value of
D = 2.0× 10−9m2s−1 (Holz and Weingärtner (1991)).
The larger value obtained for the self-diffusion coefficient may be caused by not taking
into account the extra term in the b-value arising from the gradient ramp times, a
correction term well known in PGSE NMR diffusion experiments and published by Price
and Kuchel (1991). In this work we chose to ignore this term, since we were foremost
concerned with obtaining a Gaussian attenuation for the case of free diffusion as well
as a stable spin-echo in the time domain with each pulsed gradient step. The spin echo
attenuation shows a depression for the spin-echo amplitude of the first four data points.
This phenomenon is more pronounced when more 180◦ rf-pulses are utilized. It can
be explained by destructive coherence pathways that are created by imperfect rf-pulses
as discussed in sec. 3.1.1.1. These destructive coherences are dephased by the gradient
pulses once they are applied at sufficiently high gradient strengths. These points have
been excluded from the fit. In sec. 4.2.2.2 it is attempted to recover these points using
the PIETA approach.
4.1.3 2d-MRPI calibration
MRPI experiments may require utilization of the maximum gradient strength available
with the gradient system. In this case, the high self-diffusion coefficient of H2O of sample
CAL1 would lead to a too strong attenuation of the spin-echo signal. Thus, a substance
with low self-diffusion coefficient was necessary to achieve sufficient signal-to-noise even
for highest gradient strengths GN. The sample CAL2 contains highly viscous PDMS
and is therefore ideally suited. Figure 4.3 shows a surface plot of the magnitude of the
spin echo maxima obtained when applying the 2d-MRPI pulse sequence to the sample
CAL2. The parameters used were NL = 36, δ
′ = 4.6 ms, δs = 0.9 ms, GmaxN = 1.45 Tm−1
and TK = 293 K. The observed spin-echo attenuation E(q) exhibits rotational symme-
try around the axis (qx, qy) = (0, 0) as expected for isotropic Gaussian self-diffusion.
Figure 4.4 shows the spin-echo attenuation along the one-dimensional contour at qx = 0.
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Figure 4.3: 2d-MRPI applied to PDMS. Shown is the spin echo maximum E(q) obtained by
sampling q-space on a Cartesian grid.
The fit to eq. 4.2 yields the self-diffusion coefficient of D = 1.0± 0.1× 10−12m2s−1 which
lies in the expected range according to Appel and Fleischer (1993) and is consistent with
a diffusion measurement utilizing a PGSE NMR stimulated echo pulse sequence. The
first point in fig 4.4 is depressed due to destructive coherence pathways and was therefore
disregarded in the analysis. Note that the second and third point may be attributed
to a second faster diffusing component which may arise from molecules with shorter
chain lengths. However, the second component can be attributed to PDMS molecules
with comparable chain lengths as found in Appel and Fleischer (1993). In addition to
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Figure 4.4: Spin-echo attenuation as obtained by extracting the one-dimensional contour
at qx = 0 from the data shown in fig. 4.3. The solid line shows the fit of the data to
Eq. 4.2 disregarding the first three data points, which yields a self-diffusion coefficient of
D = 1.0± 0.1× 10−12m2s−1.
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the 2d-MRPI experiment, a 1d-MRPI experiment was performed as well to observe the
spin-echo signal in the time domain up to the highest gradient strengths. The parame-
ters used were NL = 50, δ
′ = 4.1 ms, δs = 0.9 ms, GmaxN = 1.45 Tm−1 and TK = 293 K.
Figure 4.5 shows the spin-echo signal in the time domain. The echo centers which are
used to extract E(q) are marked by red dots. The first spin-echo amplitude is depressed
due to destructive coherence pathways as discussed in the previous section.
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Figure 4.5: Spin-echo signal in the time domain as obtained by applying the 1d-MRPI pulse
sequence to the sample CAL2. Echo centers are marked by red dots.
The spin-echo positions and spin-echo shapes in the time domain are stable for all
gradient amplitudes as required for a well calibrated experimental setup. This way we
ensured that there are no gradient mismatches and other spurious experimental artifacts.
4.2 Cylindrical capillaries
4.2.1 Diffusive-diffraction PGSE NMR results
Prior to the MRPI experiments it was checked whether the diffusive-diffraction PGSE
NMR method can be successfully applied to the sample CYL1. Therefore, the PGSE
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NMR pulse sequence shown in fig. 2.9 was applied with the gradient direction perpen-
dicular to the cylinder axis. For cylindrical pores the form factor expressed in terms of
the wave vector q is given by
S0(q) =
J1(2piqL)
piqL
(4.3)
where J1 denotes the cylindrical Bessel function of first order. Three experiments were
performed each with a gradient duration of δ = 4 ms and the gradient amplitude was
ramped from zero to a maximum value ofGmax = 1.16 Tm−1 in 64 steps. Figure 4.6 shows
the experimental data for three observation times ∆1 = 20 ms (green dots), ∆2 = 40 ms
(yellow stars) and ∆3 = 100 ms (red triangles). One may observe the convergence of the
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Figure 4.6: Diffusive-diffraction PGSE NMR data obtained by measuring restricted diffusion
in the cylindrical capillaries of sample CYL1. Three observation times∆ were used, ∆1 = 20 ms
(green dots), ∆2 = 40 ms (yellow stars) and ∆3 = 100 ms (red triangles).
signal E(q) to the average square of the form factor |S0(q)|2 with increasing observation
time ∆. With a self-diffusion coefficient of D = 2.0×10−9m2s−1 and a nominal radius of
the capillaries of L = 10µm, one obtains the ratios D∆1/L2 = 0.4, D∆2/L2 = 0.8 and
D∆3/L
2 = 2.0 consistent with the expected convergence according to Callaghan (1995).
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The pore density projected onto the radial direction r for cylindrical pores is given by
ρ0(r) = 2
√
L2 − r2 . (4.4)
As discussed in sec. 2.2.2, the diffusive-diffraction PGSE NMR technique shares the
“phase problem” of diffraction techniques and therefore it only returns the pore density
auto-correlation function ρ∗0(R) upon Fourier transform of the q-space data. ρ∗0(R) is
plotted in fig. 4.7 (black) for the cylinders used in the experiments above. It was obtained
by inserting eq. 4.4 into eq. 1.11 and numerically evaluating the integral. The Fourier
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Figure 4.7: Pore density auto-correlation function ρ∗0(R) for the cylindrical domain with radius
L = 10µm (black). Fourier transform of the diffusive-diffraction PGSE NMR data with the
observation time ∆3 = 100 ms (red triangles).
transform of the experimental data for the observation time ∆3 = 100 ms is shown in
fig. 4.7 (red triangles). One may notice the extension of ρ∗0(R) from −2L = −20µm
to 2L = 20µm. Additionally, one may compare the pore auto-correlation function as
shown in fig. 4.7 and for the parallel plane as plotted in fig. 1.3. A comparison between
the two domains shows that the underlying pore density is obscured which prevents
direct conclusions about the pore shape just by analyzing the Fourier transformed data.
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Moreover, the experimental data and theory agree within uncertainty, thus proving a
well adjusted experimental setup and showing that the sample CYL1 is well suited for
the following MRPI experiments.
4.2.2 1d-MRPI results
After successful calibration, we applied the 1d-MRPI pulse sequence as shown in fig. 3.2
to the sample CYL1 perpendicular to the capillary axis. The capillaries were aligned
with the main magnetic field B0. The following set of parameters was used NL = 36,
δ′ = 3.045 ms (accounts for the ramping time), 2τ = 5.56 ms and the read gradient
was applied for δread = 2.12 ms with 2% of the maximum gradient amplitude. The two
narrow gradients GN were ramped up to a maximum of Gmax = 1.45 Tm−1 and a total
of 64 gradient steps were utilized for the MRPI gradient scheme.
Multiplying the number of long gradient intervals with their time separation 2τ yields
an approximate time of the gradient pulse scheme of T = 200 ms. This time is an
important parameter to estimate whether the condition DT/L2  1 is fulfilled. At a
sample temperature of TK = 293 K one obtains a ratio of DT/L2 = 4. As discussed in
sec. 2.2.3, a higher ratio DT/L2 may be advantageous to observe the average form factor.
Thus, for this proof of concept experiment we chose to increase this ratio by heating the
sample to a temperature of TK = 313 K, which increases the self-diffusion coefficient to
D = 3.2×10−9m2s−1 according to Holz et al. (2000). Thus, for the experiment presented
in this section the ratio is given by
DT
L2
= 6.4 . (4.5)
Figure 4.8 shows the real (+) and imaginary part (×) of the MRPI spin-echo amplitude
E(q) versus the applied q-values. The solid line in fig. 4.8 shows the simulation based
on the MCF technique, when setting the radius to a value of L = 10µm. The agreement
between experiment and simulation is remarkable. These experimental results proved
for the first time that the complete form factor for microscopic pores can be measured
using the MRPI approach (Hertel et al. (2013)). Most notably, the real part in fig. 4.8
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Figure 4.8: Real (+) and imaginary (×) part of the spin-echo amplitude E(q). The solid line
was obtained by MCF simulation. (Figure from S. Hertel, M.Hunter and P. Galvosas, Phys.
Rev. E, 87, 030802(R), 2013 “Copyright 2013 by the American Physical Society.”).
exhibits both positive and negative values, while the imaginary part is close to zero as
required for a sample with cylindrical symmetry. Thus, the “phase problem”, which is
limiting the information obtainable from diffraction techniques in general is lifted using
MRPI. Moreover, comparing fig. 4.8 and the results obtained using diffusive-diffraction
PGSE NMR (see fig. 4.6), one may observe a much higher signal-to-noise for the MRPI
experiment. This is a consequence of measuring S0(q) in MRPI as compared to |S0(q)|2
in diffusive-diffraction PGSE NMR. Note that the first three data points in fig. 4.8 are
depressed similar to the observations made in the calibration experiments in sec. 4.1.2.
However, the amplitudes of these data points may be recovered using the PIETA ap-
proach as will be shown in sec. 4.2.2.2.
One may obtain an apparent radius Lapp of the pores by comparing the measured
data shown in fig. 4.8 to the form factor given by eq. 4.3. For this purpose, one may
read off the zero crossings of the real part of the signal E(q) and relate the q-value to
the radius using the relation αi = 2piqL, where αi is the i-th zero of the cylindrical
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Table 4.1: The first three zeros of J1(x) and the zeros of the NMR signal E(q) obtained
from the MRPI and diffusive-diffraction PGSE-NMR data together with the derived apparent
capillary radius L.
Zeros of J1(x) MRPI PGSE-NMR
x = 2piLq q(µm−1) Lapp(µm) q(µm−1) Lapp(µm)
First 3.8317 0.075 8.1 0.066 9.2
Second 7.0156 0.146 7.7 0.117 9.5
Third 10.1735 0.197 8.2 0.170 9.5
Bessel function J1. Table 4.1 shows a comparison of the first three zeros for the MRPI
data shown in fig. 4.8 and the diffusive-diffraction PGSE NMR data shown in fig. 4.6.
The zeros of the MRPI data are shifted towards higher q values compared to the zeros
of the diffusive diffraction PGSE-NMR experiments. Thus, the pores appear smaller
in the MRPI experiments than the actual radius L = 10µm of the capillaries. This
difference may be explained by the edge enhancement effect discussed in sec. 2.2.3.3.
Edge enhancement is caused by the shift of the center of masses of Brownian motions
away from the capillary boundary. This leads to an apparent shrinkage of the pores,
which scales with the duration of the refocusing gradient pulse. The diffusive-diffraction
PGSE NMR experiments were carried out with narrower gradient pulses of δ = 4 ms.
This compares to an effective duration of the narrow gradient consisting of two gradient
pulses in the MRPI experiment of δN,eff = 8.1 ms. The narrower pulse in the diffusive-
diffraction PGSE NMR experiments allows the centre of mass to be closer to the pore
wall which consistently yields a larger radius (last column in tab. 4.1).
Further, evidence of this effect can be obtained by performing the Fourier transform
of the experimental MRPI data. Figure 4.9 (red) shows the real part of the Fourier
transform of the MRPI q-space data. For comparison the pore density projection of a
cylindrical pore which is given by eq. 4.4 is plotted in fig. 4.9 (black). Figure 4.9 shows
that the pore density projection can be measured with MRPI, while for conventional
diffusive-diffraction PGSE NMR the observed function returns the much broader pore
density correlation function as shown in fig. 4.7. One may observe that the measured
pore density projected onto the gradient direction (fig. 4.9 (red)) appears narrower than
the theoretical pore density ρ0(r) given by eq. 4.4 and shown in fig. 4.9 (black). This
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Figure 4.9: 1d projection of the pore density as obtained by Fourier transform of the q-space
data shown in fig. 4.8 (red). Pore density of a cylindrical pore according to eq. 4.4 (black).
observation is consistent with the analysis of the apparent radius Lapp using the zero
crossings shown in tab. 4.1. Furthermore, there are two points with enhanced signal
amplitude on the top of the experimental pore density, which is due to the effect of
edge enhancement (sec. 2.2.3.3). However, the correct pore dimensions can be extracted
when taking into account these effects as will be discussed in the following sections.
4.2.2.1 MRPI convergence to the form factor
It was already noted with the first theoretical simulations by Laun et al. (2012) that the
MRPI pulse sequence may need considerably more time for convergence than diffusive-
diffractive PGSE NMR. However, it was not yet clear which ratios DT/L2 would be
needed to allow structure determination. Figure 4.10 shows the convergence of the
signal E(q) to the form factor S0(q) for a series of experiments with increasing ratio
DT/L2.
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Figure 4.10: Real part of the normalized spin-echo amplitude E(q) versus wave vector q for
increasing ratio DT/L2. The total time of the gradient pattern T of the MRPI experiment was
increased by increasing the number of long gradient pulses NL and keeping all other parameters
fixed. The shown experimental data corresponds to DT/L2 = 1.1 (diamonds), DT/L2 = 2.1
(squares), DT/L2 = 3.0 (triangles) and DT/L2 = 5.8 (circles). MCF simulation for each
experiment is shown as black lines.
The total time of the gradient pattern T of the MRPI experiment was increased by
increasing the number of long gradient pulses NL while keeping all other parameters
fixed. The MRPI parameters were 2τ = 4.725 ms, δ′ = 4 ms and Gmax = 0.58 Tm−1.
In contrast to the experiments shown in sec. 4.2.2, here the sample was not heated,
but was kept at a temperature of TK = 293 K leading to a self-diffusion coefficient of
D = 2.0 × 10−9m2s−1. The number of long gradient pulses was varied and the values
NL = {10, 20, 30, 50} were applied, leading to ratios of DT/L2 = {1.1, 2.1, 3.0, 5.8}. In
fig. 4.10 the spin-echo amplitude E(q) contains the first negative lobe of the form factor
even for moderate durations T of the MRPI gradient pattern. At room temperature the
parameters NL = 20 and thus T = 103 ms were sufficient to extract useful information
about the pore structure. Observation of the second lobe and therefore more detailed
information about the structure requires more long gradient pulses e.g. NL = 50 and
thus DT/L2 = 5.8 for the parameters used in this work.
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4.2.2.2 MRPI - PIETA phase cycle
As discussed in sec. 3.1.1.1 at low gradient strengths additional coherence pathways may
influence the signal. In order to recover the correct signal intensity the PIETA rf-pulse
phase scheme discussed in sec. 2.3.4 was applied to the 1d-MRPI rf-pulse scheme. For
this purpose the rf-pulse phases Φ2 and Φ4 (as assigned in fig. 3.1.1) were incremented
from 0 to 2pi. The number of long gradient pulses was set to NL = 30 and thus the
measured spin echo corresponds to the spin echo number n = 32. According to eq. 2.102
the number of phase steps was set to Nscan = 2n = 64 and the direct coherence pathway
was expected at ∆P = 32 as discussed in sec. 2.3.4. The other rf-pulse phases were
kept constant at Φ1 = Φrec = 0 and Φ3 = pi/2, respectively. The resulting data set
had dimensions of 512 × 16 × 64, where 512 points were acquired in the time domain,
q was incremented in 16 steps and 64 phase steps were acquired. A subsequent Fourier
transform in the phase direction allowed to extract the direct coherence pathway.
Figure 4.11 shows the total change in coherence ∆P for each step in q. The form
factor can be obtained by selecting the direct pathway with ∆P = 32. Furthermore,
Figure 4.11: Coherence transfer pathway map obtained by applying MRPI including the
PIETA phase cycling scheme to the sample CYL1. Real part of the coherence pathways
with total coherence change ∆P for the center of the spin echo. The desired pathway is the
direct coherence pathway with ∆P = 32.
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one may identify destructive coherence pathways with enough intensity to significantly
impact on the spin echo amplitude. Such pathways are the ones close to ∆P = 0,
which are stimulated echo pathways with many intervals where the magnetization is
stored in the z-direction (pk = 0). Secondly, coherence pathways close to the direct
pathway with ∆P = 32 and ∆P = −32 also appear with significant intensity. These
pathways are characterized by a small number of time intervals where the magnetization
is stored in z-direction. Note that with higher gradient strength and thus higher q-values,
the destructive coherence pathways are dephased and only the direct pathway contains
significant intensity.
Figure 4.12 (b) shows the complex form factor as obtained by selecting the spin-
echo center of the direct coherence pathway for each step in q-space. As predicted,
the points for low gradient strength were recovered. Moreover, when comparing the
signal amplitude for low q values between fig. 4.12 (a) and (b) one may notice that the
imaginary part (squares) is closer to zero in fig. 4.12 (b) as required by the cylindrical
pore shape.
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Figure 4.12: Real (triangles) and imaginary part (squares) of the q-space profile of sample
CYL1 as obtained by the 1d-MRPI pulse sequence. This figure is identical to fig. 4.8, which
is reprinted here for better comparison. The spin echo amplitude is distorted at low gradient
strengths due to destructive coherence pathways (a). The PIETA rf-pulse phase scheme allows
to extract the direct pathway and to recover the points at low gradient strengths (b). The
solid line was obtained by MCF simulation (a) and (b).
Note that the experiment time increases by a factor of 16 when comparing with the
4 step phase cycle. Therefore, this phase scheme is not feasible for multi-dimensional
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MRPI applications. However, by analyzing the coherence pathway spectrum contribut-
ing to the echos, one is in principle able to identify the most important spurious coherence
pathways. Based on this information one can design shorter phase schemes to eliminate
them, depending on the particular conditions of the experiment (Hertel and Galvosas
(2015)).
4.2.3 2d-MRPI results
While 1d-profiles of the pores may be suited to determine the characteristic length of the
underlying pore structure, it may be desired to obtain the actual pore shape. The pore
shape as well as its size may be directly obtained by applying the 2d-MRPI approach as
discussed in sec. 3.1.2.1. Thus, the 2d-approach may be considered as generally superior
to the 1d-MRPI experiment, however, the additional information gained comes at the
expense of experimental time.
We have applied a two-dimensional MRPI experiment following the 2d-Fourier trans-
form approach discussed in sec. 3.1.2.1 to the sample CYL1. The parameters of the
MRPI gradient pattern were NL = 36, δ′ = 3.045 ms (includes the ramping time),
2τ = 5.56 ms and the sample was heated to a temperature of TK = 313 K. The gradi-
ents were stepped independently to traverse q-space in a 32× 32 matrix as discussed in
sec. 3.1.2.1.
The result as shown in fig. 4.13 (a) is the real part of the two-dimensional form factor
which inherits its point symmetry from the object it is describing – the water confined
by the capillary walls.
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Figure 4.13: Real part of the two-dimensional form factor as acquired with MRPI from water in
a bundle of capillaries (a) and the corresponding averaged pore image obtained by a subsequent
2d Fourier transform of these data (b). (Figures from S. Hertel, M.Hunter and P. Galvosas,
Phys. Rev. E, 87, 030802(R), 2013 “Copyright 2013 by the American Physical Society.”)
As for the one-dimensional form factor shown in fig. 4.8, the imaginary part of the
acquired signal (not shown) is close to zero in the two-dimensional data set. It is most
intriguing to see in fig. 4.13 (b) that a simple two-dimensional Fourier transform re-
constructs the actual pore shape, averaged over all pores. Remarkably, the nominal
resolution of this image is 1.3µm/pixel, however it was achieved with moderate gradi-
ents provided by a standard micro-imaging system.
Figure 4.14 (dots) shows the cross section through the pore image shown in fig. 4.13
(b) at y = 0. The solid line in fig. 4.14 shows the data as obtained by MCF simulation.
Simulation and experiment agree remarkably well, since the MCF simulation was carried
out using the CPMG based gradient scheme of the MRPI pulse sequence shown in
fig. 3.2. Thus, the effects of blurring (sec. 2.2.3.2) and edge enhancement (sec. 2.2.3.3)
are accounted for. One may estimate the peak of the edge enhancement with eq. 2.65
assuming a locally flat surface. With an effective duration of the narrow gradient of
2δ′ = 6.09 ms this peak is expected at xmax = 3.1µm. However, comparison with
fig. 4.14 shows that the peaks are shifted further towards the center of the pore due to
the finite duration of the long gradient as discussed in sec. 2.2.3.3.
Note that the pore density obtained by extracting a cross section through the 2d-pore
image is different from the pore density projection obtained by the 1d-MRPI experiment
shown in fig. 4.9. Using the 2d-approach one may extract the one-dimensional pore
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Figure 4.14: One-dimensional cross section through the 2d-MRPI image at y = 0 (dots) and
MCF simulation (solid line). The combined effect of blurring and edge-enhancement for the
given experimental parameters are captured by the MCF simulation.
density, which resembles the local spin density and can be described by the convolution
of eq. 2.61 and eq. 2.64. In contrast, the 1d-MRPI approach measures the pore spin
density projected onto the gradient direction, which is given by eq. 4.4. Furthermore,
the resolution in fig. 4.14 is twice that of fig. 4.9 due to the use of bipolar gradients
which allows to scan q-space symmetrically in the 2d-MRPI experiment, while only one
side of q-space was sampled in the 1d-MRPI experiments.
4.3 Triangular capillaries
MRPI experiments on the hemi-equilateral triangular capillary sample TRI pose sev-
eral additional challenges. The solid pore matrix consists of amorphous poly-carbonate,
which is partially permeable for H2O molecules. Thus, there is exchange of molecules
between the capillary space and the solid matrix during the MRPI experiment. More-
over, there is a certain amount of surface relaxation at the polycarbonate-H2O interface.
Both processes have similar effects on the MRPI signal and can be regarded as a finite
absorption probability of the diffusing H2O molecules at capillary boundaries. The ex-
perimental determination of the rate constants of both processes is possible, but time
consuming and might warrant a study of its own.
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However, the presence of surface absorption has two additional consequences for the
MRPI experiments. First, it impacts on the transverse relaxation time constant T2,
which will be shortened as compared to bulk H2O. Thus, the time available for the
application of the long gradient GL will be shortened. Utilizing the CPMG rf-pulse
sequence discussed in sec. 2.1.4 this time constant was determined to be T2 = 600 ms.
Second, the water molecules may leave the pore space much more efficiently than in
the glass capillaries utilized in the previous sections. Thus, over the time it takes to
acquire a 2d-MRPI data set on a Cartesian grid (Fourier transform approach discussed
in sec. 3.1.2.1.) the triangular capillaries may not be homogeneously filled by H2O
anymore. Therefore, the Radon transform approach as discussed in sec. 3.1.2.2 provides
an advantage over the 2d-Fourier transform approach. By allowing to acquire a set of
1d q-space profiles, the acquisition may be interrupted to check the sample condition
by acquiring MRI images. Furthermore, individual q-space profiles may be compared
to simulations and can be repeated if any inconsistency was detected. The following
section will discuss MCF simulations of the 2d average pore images obtained using the
Radon transform approach.
4.3.1 Multiple Correlation Function simulations
MCF simulations allow to efficiently study the influence of the parameters of the MRPI
pulse sequence such as the effective durations of the long and short gradient pulses on
the acquired pore images. The work presented in this thesis shows the first experiments
of MRPI utilizing microscopic triangular pores. To our knowledge, no prior experimental
experience existed about the optimal range of parameters and the expected quality of
the average pore images. Therefore, the following simulations were carried out before
performing the experiments to find a set of optimal parameters for the MRPI pulse
sequence given experimental constrains such as T2 = 600 ms. Further experimental
constraints were the self-diffusion coefficient of H2O at a temperature of TK = 293 K
of D = 2.0 × 10−9m2s−1, the maximal gradient strength of Gmax = 1.45 Tm−1 and the
minimal separation time between gradient pulses and rf-pulses of 0.25 ms. Note the
necessity for the minimum delay of 0.25 ms was discussed in sec. 3.2.3.
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First, the influence of the effective duration of the narrow gradient pulse GN was inves-
tigated. Other parameters were set to similar values as utilized for the sample CYL1, as
described in the previous sections. The initial parameters were 2τ = 6 ms, δ′ = 5.5 ms,
NL = 36 and the number of angular q-space profiles (discussed in sec. 3.1.2.2) was
Nθ = 18. Figure 4.15 shows the obtained pore images for the the number of narrow
gradients NN = 2 (a), NN = 4 (b), NN = 6 (c), NN = 8 (d). With increasing effective
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Figure 4.15: MCF simulated pore images of the hemi-equilateral triangular domain. Number
of narrow gradients was varied to NN = 2 (a), NN = 4 (b), NN = 6 (c), NN = 8 (d).
duration of the narrow gradient pulse the edge enhancement effect is expected to shift
intensity towards the center of the pore space. As can be seen this effect is severe for the
images fig. 4.15 b), c) and d) and the pore shape is lost. In contrast, the image fig. 4.15
a) shows the hemi-equilateral triangular shape.
Subsequently, the influence of the effective duration of the long gradient GL was
studied by varying the number of long gradient segments NL while keeping all other
parameters fixed. Especially, the number of narrow gradient segments was kept at
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NN = 2. Figure 4.16 shows the obtained pore images for the the number of long gradients
NL = 36 (a), NL = 26 (b), NL = 16 (c) and NL = 6 (d).
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Figure 4.16: MCF simulated pore images of the hemi-equilateral triangular domain. Number
of long gradients NL = 36 (a), NL = 26 (b), NL = 16 (c) and NL = 6 (d).
Figure 4.16 (a) shows the sharpest hemi-equilateral pore shape due to the largest
effective duration of the long gradient. With decreasing effective duration of the long
gradient pulse the pore images get blurred. Especially, in fig. 4.16 (c) and (d) the effective
duration is too short and leads to severe burring. However, fig. 4.16 (b) with NL = 26
still shows the triangular shape with well defined edges. In experiments less rf-pulses
and a shorter effective duration is desirable due to decreasing experimental artifacts.
Thus, the number of long gradient segments was set to NL = 26 for the experiments
discussed in the following sections.
Utilizing the optimized parameters found by the simulations above, the influence of
the number of radial q-space profiles Nθ was studied. The aim was to identify the least
number of profiles, since experiment time is directly proportional to this number. All
114
other parameters were fixed and were 2τ = 6 ms, δ′ = 5.5 ms, Gmax = 1.45 Tm−1. The
number of short gradient segments was set to NN = 2 and the number of long gradient
segments was set to NL = 26. Figure 4.17 shows the obtained pore images for the
number of radial profiles Nθ = 9 (a), Nθ = 18 (b), Nθ = 36 (c), Nθ = 54 (d). With
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Figure 4.17: MCF simulated pore images of the hemi-equilateral triangular domain. Number
of angular profiles acquired in q-space was varied to Nθ = 9 (a), Nθ = 18 (b), Nθ = 36 (c),
Nθ = 54 (d).
increasing number of profiles the pore images become sharper and less artifacts due to
the reconstruction are present. Figure 4.17 (a) would not be acceptable for experiments.
However, all other images are acceptable and clearly show the triangular domain. Thus,
the least acceptable number of profiles in this simulation were Nθ = 18.
4.3.2 1d-MRPI results
Following the preliminary MCF simulations discussed in the previous section, a 1d-MRPI
experiment was performed on the triangular capillary sample TRI. The optimized set
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of parameters were 2τ = 6 ms, NL = 26 and δ
′ = 5.5 ms leading to T = 168 ms and
an effective narrow gradient duration of 2δ′ = 11 ms. Subsequently, a one-dimensional
MRPI experiment was carried out along the direction indicated by the direction q in
the insert of fig. 4.18. Figure 4.18 shows the real part (squares) and imaginary part
(triangles) of the q-space data as obtained from the center of the spin-echos for each
gradient step. The solid and dashed line show the real and imaginary part as obtained by
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Figure 4.18: Comparison of experiment and simulation of the q-space profile as obtained when
applying a one-dimensional MRPI experiment to the stack of hemi-equilateral triangular cap-
illaries. The phase behavior of the real and imaginary parts of the signal are qualitatively in
agreement. The deviations can be explained by irregularities in the capillary shape and the
noise level inherent in the experimental data.
MCF simulation. Parameters of the MCF simulation were identical to the experimental
parameters, however the gradient pulses were approximated to be rectangular, while
their duration included one ramp time. Simulation and experiment agree qualitatively.
Differences can be explained by residual irregularities in the capillary geometry due
to the manufacturing process and the inherent noise in experimental data. It has to
be considered that MRPI measures the average pore shape of all pores present in the
sample. Therefore, any irregularities in the pore shape including rounded edges, slightly
different sizes and any mismatch between the orientation of the triangular pores will be
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measured using MRPI. When considering the light microscope image shown in fig. 3.16,
one may notice that such irregularities are present in the sample used in this work.
However, experiment and simulation show the correct phase behavior, which includes
values different from 0◦ and 180◦. Thus, fig. 4.18 shows for the first time the mea-
surement of the complex one dimensional form factor of a triangular domain on the
micro-metre scale. These results show that the MRPI approach may be applied to ar-
bitrary geometries of pores and thus resolves the “phase problem” for non-symmetric
pores exhibiting form factors with arbitrary phases between the real and imaginary part.
Figure 4.19 shows the comparison between experiment (red dots) and simulation (black
line) of the real space profiles as obtained by taking the magnitude of the Fourier trans-
form of the q-space data. In contrast to the profiles obtained for the cylindrical pores
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Figure 4.19: Comparison of the experimental one-dimensional profile of the hemi-equilateral
triangular domain (red dots) and the MCF simulation (solid line). The profiles were obtained
by taking the magnitude of the Fourier transform of the q-space data. The magnitude of the
data is shown here, since it is also used for for the 2d inverse Radon transform as shown in
sec. 4.3.3.
shown in fig. 4.9, the profiles shown here are non-symmetric. Thus, the reconstruction of
the underlying non-symmetric pore shape becomes possible as will be shown in the next
section. The nominal resolution of this experiment was ∆x = 0.8µm, which however will
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be reduced by blurring and edge enhancement as shown for the cylindrical capillaries in
sec. 4.2.3. Furthermore, one may notice deviations between experiment and simulation,
which have been discussed for the q-space data in fig. 4.18 and are therefore present in
the Fourier transform shown in fig. 4.19.
4.3.3 2d-MRPI results
The back-projection/Radon transform approach was chosen to perform 2d-MRPI ex-
periments on the sample TRI as discussed in sec. 4.3. Due to the absorption of H2O
molecules at the polycarbonate-H2O interface it was ensured that the pores remained
filled throughout the set of experiments by MRI images as exemplary shown in fig. 3.18.
Experimental parameters as suggested by the MCF simulations discussed in sec. 4.3.1
were NL = 26, NN = 2, 2τ = 6 ms, δ′ = 5.5 ms and the gradients were stepped from
Gmin = −1.45 Tm−1 to Gmax = 1.45 Tm−1 in 64 steps. The one-dimensional MRPI pulse
sequence was applied in Nθ = 18 directions.
Each of the 18 acquired q-space profiles was Fourier transformed and subsequently a
back-projection algorithm was applied to yield the two-dimensional image. Figure 4.20
(a) shows the expected image for triangular capillaries where surface relaxation has
been neglected. The image clearly shows the triangular shape of the underlying pore
structure. Note that fig. 4.20 (a) is identical to fig. 4.17 (b) except for the rotation of
the image, which was adjusted to reflect the orientation of the sample in the gradient
system. Figure 4.20 (b) shows the experimental MRPI image. As a guide to the eye
the expected triangular shape is indicated. The hemi-equilateral pore shape is recovered
although with additional blurring due to the finite surface relaxation. Another major
source of blurring may be heterogeneities in the pore shapes as can be seen from the
light microscope image in fig. 3.16. Despite these deviations, fig. 4.20 (b) shows the
elongated shape of the hemi-equilateral triangular pores. Moreover, both the simulated
image and the experimental image show rounded edges in the images due to the blurring
and edge enhancement.
We therefore proved for the first time the applicability of MRPI for non-point sym-
metric pore shapes. Furthermore, the presence of finite surface permeability and surface
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Figure 4.20: Image simulated with MCF technique (a) and experimental image obtained by
Radon transform of the one-dimensional Fourier transformed q-space profiles (b).
relaxation did not pose any insurmountable barrier to the application of MRPI. In fact
the presence of these effects in the polycarbonate sample may be regarded as a starting
point for a systematic study of the effect of surface relaxivity and surface permeability
and the required MRPI parameters. This may aid the method development for the
further application of the method to natural porous media.
4.4 MRPI mapping
4.4.1 MRPI 1d-mapping
The MRPI mapping pulse sequence as shown in fig. 3.6 was applied to the capillary
sample CYL2 with two compartments. A plot of the MRPI mapping data is shown in
fig. 4.21 (Hertel et al. (2015a)). The horizontal dimension shows the one-dimensional
spin density of the sample in x-direction, which was obtained by Fourier transform of
the spin-echo signal in the time domain for each step in the MRPI gradients. The
one-dimensional profile of the capillary stack with an extension of ca. ID = 8 mm is
visible for each step in q. The two compartments can be distinguished by a higher signal
intensity for the side with the larger capillaries. It is worth noting that the higher signal
intensity is solely caused by the larger volume of H2O present in the large capillaries
rather than a higher number of capillaries per pixel. The vertical dimension shows the
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Figure 4.21: Plot of the results of the one-dimensional MRPI mapping experiment. Here, the
Fourier transform of the spin echo in x-direction is plotted along the horizontal axis versus
the MRPI q space encoding on the vertical axis (bottom). The one-dimensional profile of the
capillary stack with an extension of ca. ID = 8 mm is visible for each step in q (bottom).
Exemplary for two pixels the MRPI signal is extracted along the vertical dotted lines. One
sees a shift of the zero crossings to higher q-values as is expected for the smaller pores (top).
The inserts show the 1d-profiles of the pores obtained by Fourier transform of the q space
profiles (top). Color scales are signal intensities in arbitrary units. Reprinted from Hertel
et al. (2015a).
q space data. Profiles along the q direction are plotted for two exemplary pixels on the
top of fig. 4.21. The form factors for the large and small capillaries are recovered as
it is apparent by the shift of the zero-crossings to higher q-values for the side with the
smaller pores. The inserts in fig. 4.21 (top) show the 1d-profiles of the pores obtained
by Fourier transform of the q space profiles.
The experiments presented in this section were performed with the orientation of the
sample in the gradient system, such that the compartment separation is perpendicular
to the direction of the gradient GR. Therefore, the two compartments were clearly
separated in the 1d image. However, if the sample would have been rotated, one would
measure a bi-modal distribution of pore sizes for each pixel where the two compartments
overlap. In this case the analysis of the pore size distribution would be more complex.
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Moreover, the spatial distribution of pore sizes in the direction perpendicular to GR
is not obtainable using this approach. Therefore, the one-dimensional MRPI mapping
experiment may provide a rapid measurement of the distribution of pore sizes, but the
2d-MRPI mapping experiment may provide further and more complete information.
4.4.2 MRPI 2d-mapping
The 2d-MRPI mapping pulse sequence as shown in fig. 3.7 was applied to the sample
CYL2. Figure 4.22 (a) shows the two-dimensional MRI image of the cross-section of
sample CYL2. This image was obtained by 2d-Fourier transform of the MRI encoded
image for the first step in the MRPI gradient sequence (q = 0). For higher values of
q the capillary stack would still be visible, however with much reduced signal-to-noise
due to signal attenuation. The two-dimensional matrix consisted of 512 points in the
the time domain under influence of the read gradient GR and 8 steps of the phase
domain encoded by the phase gradient GP. The width of the circular profile in the
MRI image agrees with the actual inner diameter of the sample tube of ID = 8 mm.
Figure 4.22 (c) shows a sketch of the transverse cross-section through the sample. Note
that the sketch is not to scale and many more capillaries were contained in the sample
tube. In the sketch, the direction x indicates in which direction the read gradient GR
was applied. The two compartments of capillary diameters can be distinguished by an
increased signal intensity for the side with the larger capillaries. The MRPI signal was
Fourier transformed for two exemplary pixels. The arrows indicate the location of the
MRI pixels from which the pore images were extracted. Clearly, the dimensions of the
large (fig. 4.22 (b)) and small capillaries (fig. 4.22 (d)) were recovered.
It is intriguing to see that the signal-to-noise of the profiles is on the order of 10
although only a few capillaries are present in each MRI voxel. This is a consequence of
the increased signal-to-noise of MRPI as compared to diffusive-diffractive PGSE NMR,
since S0(q) is measured instead of |S0(q)|2. This may render MRPI more robust and
versatile for combinations with MRI in mapping experiments.
In principle one may perform 4-dimensional (2d× 2d) experiments where for each pixel
of the MRI image a full 2-dimensional MRPI image is acquired. The resulting data set
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Figure 4.22: Mapping of average pore images on the MRI image. Shown are the two imaging
dimensions x and y. The MRPI encoding was applied in the third dimension (not shown).
The Fourier transform of the MRPI q-space profile is shown for two exemplary pixels (arrows).
The profile widths yield the right pore diameters of L1 = 20µm (b) and L2 = 10µm (d). The
sketch shows the cross-section through the whole sample and the two compartments filled with
two sizes of cylindrical capillaries (c).
would be a 4-dimensional matrix. The 2d-Fourier transform of the MRI k-space data
at zero MRPI gradient (q = 0) yields the MRI image. Another 2d-Fourier transform
of the q-space data yields the average pore image for each voxel in the MRI image.
However, the cylindrical symmetry of the underlying pore structure would not yield any
additional information for the sample used in this study and a 3d approach is sufficient
in this case. Thus, one is able to map the average pore shapes as well as sizes present
within a given voxel onto MRI images, which allows to combine the resolution of MRPI
with the spatial information of MRI.

5 Conclusions
In this thesis, it has been experimentally shown that the MRPI approach lifts fundamen-
tal limitations of diffusive-diffraction PGSE NMR. By creating a hybrid between MRI
and PGSE NMR we could show that it is possible to obtain full structural information
about model porous materials. Since MRPI measures the phase of the NMR signal,
it allows the direct Fourier inversion of the experimental data to obtain average pore
images. In this thesis one key innovation was the adaptation of a CPMG based design
for the MRPI pulse sequence. This allowed us to extend the long gradient of the MRPI
pulse sequence to fulfill the condition that the molecules on average traverse the pore
space multiple times during its application.
The first proof of the applicability of MRPI was achieved with a stack of cylindrical
capillaries with a common radius of L = 10µm. The acquired q-space profiles contained
the negative lobes of the cylindrical form factor, while diffusive-diffraction PGSE NMR
only measures positive values. Moreover, the signal-to-noise with MRPI is improved
by up to an order of magnitude as compared to diffusive-diffraction PGSE NMR, since
S0(q) is measured instead of |S0(q)|2.
Investigations about the required convergence times revealed that MRPI may need
considerably more time for the convergence to the form factor, than diffusive-diffraction
PGSE NMR needs to converge to the absolute square of the form factor. While for
diffusive-diffraction PGSE NMR tens of milliseconds may be sufficient, MRPI may re-
quire a minimum of one hundred millisecond to extract useful information about the
pore space. However, if the condition for convergence is met for MRPI one is rewarded
by the greater information content of the average form factor.
Further considerations on the limits and applicability of the method are discussed in
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Laun et al. (2012). It depends on several experimental factors such as pore diameter,
the mobility of the probe molecules or available gradient strength. Generally one needs
to satisfy that molecules diffuse several times across the pore while maintaining a small
diffusive displacement during the narrow gradient. Despite these challenges, further
development of the method and the careful choice of the pore space fluid (from gases to
viscous hydrocarbons) may allow to apply MRPI broadly.
We introduced the possibility to traverse q-space on a Cartesian grid and thus to
extend the method to 2d-MRPI. Once the q-space data is acquired, we could show
that a simple 2d-Fourier transform yields the average pore image of the sample under
study. For the cylindrical capillaries we acquired 2d pore images with an unprecedented
resolution of 1.3µm. The 2d approach allows to image the pore shape directly without
any prior assumptions. It is therefore generally superior to the 1d approach, which may
require the comparison of the profiles with theory to allow conclusions about the shape.
Furthermore, we could show that the MCF simulation technique can be adapted to the
CPMG based gradient scheme of the MRPI pulse sequence. A comparison with a cross
section of the experimental 2d pore image shows that the effects of blurring and edge
enhancement are correctly captured using this simulation technique.
Another challenge for establishing MRPI was the application to non-symmetric pore
shapes. Therefore, a fabrication method had to be found to produce capillaries of tri-
angular shape on the micrometer scale. We met this challenge in cooperation with the
Photon Factory of Auckland University. A stack of hemi-equilateral triangular capil-
laries with a characteristic width of L = 20µm was created by laser micro-machining.
Utilizing these samples we could show that MRPI enables the measurement of the signal
with arbitrary phase which is different from 0 and 180◦. Since these samples exhibit a
finite absorption probability of the water molecules on the pore boundaries we applied
the back projection approach to acquire 2d average pore images. This approach allows
to check the sample condition in between the acquisition of 1d q-space profiles and there-
fore it could be ensured that the capillaries stayed filled during the experiments. The 2d
pore images show the hemi-equilateral triangular pore shape and provide experimental
proof that MRPI can be applied to pores with arbitrary symmetry.
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Natural porous materials may contain distributions of pore sizes and shapes. In this
thesis, we introduced the MRPI mapping experiment, which allows to measure the MRPI
signal inside an individual voxel of an MRI image. This way the spatial information of
the MRI image which extends over the whole sample can be combined with the local
microscopic information obtained with the MRPI approach. The proof of concept was
shown on a sample containing two compartments filled with cylindrical capillaries of
different sizes. By combining a 2d-MRI pulse sequence and the MRPI pulse sequence we
could measure the profile of the cylindrical pores in individual voxels, which correctly
returned the bi-modal distribution of pore sizes. While methods for the mapping of local
pore sizes have been introduced (Komlosh et al. (2011), Shemesh et al. (2013)), MRPI
mapping provides the local averaged pore shape as the more fundamental characteriza-
tion of the porous system.
5.1 Future work
One interesting application of MRPI would be the imaging of biological porous media
such as yeast cells, nerve bundles or cancer cells. Some preliminary considerations
suggest that such experiments may pose additional experimental challenges, although
if successful they would be very rewarding. For example, cell walls may be partially
permeable to water molecules and thus the condition of diffusing several times across
the pore space may not be met. However, this challenge may be overcome by utilizing the
nuclear magnetization of other molecules such as N -acetylaspartic acid (NAA) (Laun
et al. (2012)). NAA can only be found in the soma of neurons, but not outside of
the neurons and may therefore be an ideal candidate for MRPI studies. If successful
these studies could open new avenues to study biological processes and to gain a deeper
understanding of various diseases. Other promising applications could be the study of
the epithelial cell structure of plants and the imaging of rock fissures in oil bearing
reservoirs.
Moreover, it was shown that MRPI integrates seamlessly with proven concepts of MRI.
Therefore, one may expect to find advantages and established approaches of MRI to
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work for MRPI as well. This may include efficient ways to sample q-space by employing
advanced schemes such as sparse or spiral sampling as known from conventional MRI.
This may reduce the required time to acquire average pore images, which would be
necessary for applications like medical screening.
Another possibility is to utilize additional information which can be encoded in the
NMR signal. For example, one may design pulse sequences with segments where the
magnetization is stored in z-direction to create contrast relying on longitudinal relax-
ation times T1. A second example, would be the utilization of chemical shift information
for highlighting parts of the pore images with different magnetic susceptibilities. Fur-
thermore, although the method is most promising for closed pore systems it maybe
applicable for connected pore spaces in selected cases (Callaghan (2011).
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