This paper shows that the normalized maximum likelihood (NML) code-length calculated in [1] is an upper bound on the NML code-length strictly calculated for the Gaussian Mixture Model. We call an upper bound on the NML code-length as uNML (upper bound on NML). When we use this uNML code-length, we have to change the scale of data sequence to satisfy the restricted domain. However, in the point of model selection, we find the fact that the model selection algorithm is essentially universal regardless of scale conversion of data in Gaussian Mixture Models, and the experimental results of paper [1] can be used as it is.
Problem Setting
In this paper, we consider the problem of model selection in which we aims to calculate the number of clusters for Gaussian Mixture Model. Let us use the given sequence x n = (x 1 , · · · , x n ), x i = (x i1 , · · · , x im ) (i = 1, · · · , n). Here, we use the Gaussian Model Class: N (µ, Σ), µ ∈ R m , Σ ∈ R m×m , and calculate NML code-length for Gaussian Model. The Gaussian distribution for data sequence x n is defined as follows:
We define the NML distribution f NML relative to a model class M = { f (X n ; θ) : θ ∈ Θ} by f NML (x n ; M) def = f (x n ;μ(x n ),Σ(x n )) ∫ Y f (y n ;μ(y n ),Σ(y n ))dy n .
Here Y is the restricted domain for x n . By using this restrict, we can calculate the NML code-length without divergence. The NML code-length for Gaussian Mixture Model is defined as below with latent variable z n :
Here θ = (π, µ, Σ) is the set of parameters, We consider problem of model selection for Gaussian Mixture Model with using (2) as a criterion.
Influence of scale conversion of data on model selection
When we use the NML code-length defined by (2), we have to change the scale of data sequence to safisfy the restricted domain Y (e.g. to multiply 1/α, etc.). In this section, we show that the model selection algorithm is essentially universal regardless of scale conversion of data. Let us consider the NML code-length for Gaussian Mixture Model as L NML (x n , z n ; Y, M(K)), and we can get the definition of code-length as (2) . The term influenced by the scale of the data is the first term of the formula (2) . Here, in order to evaluate the influence of the first term from the scale conversion of the data, we use the dataset x n α (= x n /α) which we calculate by multiplting x n by 1/α. We consider model selection when each data x n or x n α is used, and evaluate the difference between them. Since it is important for model selection to evaluate the difference between M(K 1 ) and M(K 2 ), we focus on the difference in the first term of equation (2) .
where we define
and each h k , h k represents the number of data which belong to k under the model class M(K 1 ), M(K 2 ). This shows us that the difference of code-length is not effected by scale conversion of data, and it is possible for us to process the data so as to satisfy the restriction and use it for model selection without changing the result. Here, in this paper, we define the restricted domain with maximum likelihood estimator (MLE) of parameterμ,λ = (λ 1 , · · · ,λ m ), where eachλ j is j-th eigen values ofΣ. These MLEs are changed by scale conversion of data as follows:
Here the data sequence x n denotes data assigned to a cluster. This shows that the MLEs of parameters can be converted into arbitorary size by scale conversion of data.
1st Change Point of [1]
We use the Shtarkov's minmax regret with restricted domain as follows:
3.2 2nd Change Point for [1] Using the restricted domain (9), we can calculate an upper bound on NML code-length as follows:
Here equation (11) equals to code-length calculated in [1] , and represents an upper bound on NML codelength. From this fact, we can use the uNML (11) for model selection with the data which satisfy the restricted domain (9). Here, we can define an upper bound on NML (uNML) code-length as follows:
In calculating uNML code-length for Gaussian Mixture Models, we can use this definition of normalization term in the same way as [1] .
Points to be aware of when handling this code length
Using this uNML code-length, we have to change the scale of data sequence to safisfy the restricted domain (9). From the discussion in section 2, in computation, we can use it for model selection without scale conversion of data. In the experiments of paper [1] , as we can scale artificial dataset to safisfy the restricted domain (9), the experimental results of paper [1] can be used as it is.
Summary of modified [1]
Here, the following text quotes the sentence of the paper [1] and it is modified to describe the calculation of an upper bound on NML code-length.
Let an observed data sequence be x n = (x 1 , · · · , x n ) where
We use a class of Gaussian distributions: N (µ, Σ), where µ ∈ R m is a mean vector, Σ ∈ R m×m is a covariance matrix, and m is the dimension of x i . A probability density function of x n for the Gaussian distribution is given by
and the NML distribution based on the Gaussian distribution is defined as follows:
whereμ(x n ) andΣ(x n ) are the MLEs of µ and Σ respectively:
For given constants R, 1 , 2 , we set a restricted domain as follows:
whereλ j (y n ) ( j = 1, · · · , m) are eigen values ofΣ(y n ). This restriction makes the calculation of an upper bound on normalization term C(M, n) easier, as shown below. First, by substituting MLEμ(x n ),Σ(x n ) into the formula (12), the numerator of Eq. (12) can be expressed as follows:
Next, we calculate the denominator of formula (12). Using the fact thatμ(x n ) andΣ(x n ) are sufficient statistics, we can calculate the normalization term as an integral with respect toμ,Σ. As MLEs are sufficient statistics, f (x n ; µ, Σ) is decomposed as follows:
where
Here we define the function f (x n |μ(x n ),Σ(x n )) = δ(μ(x n ) =μ,Σ(x n ) =Σ). We fix valuesμ(x n ) =μ,Σ(x n ) =Σ, and let
Letting the normalization term of formula (12) be C(M, n), we can calculate an upper bound on it by integrating g(λ) with respect toμ,Σ over the restricted domain as follows:
where the formula (18) owes to [2] , and we define B(m, R, ) by
B(m, R, ) does not depend on a number of data n. Since (19) is finite, an upper bound on normalization term C(M, n) does not diverge. Here, we can define an upper bound on NML (uNML) code-length as follows:
Correction of NML for Generalized logistic distribution
Here, the following text quotes the sentence of the paper [1] and it is modified to describe the correction of NML for generalized logistic distribution.
In the paper [1] , we use the generalized logistic distribution as an example of exponential family. The density function of x n for a generalized logistic distribution with a parameter θ is defined as
The MLE of θ is analytically obtained asθ(x n ) = n/( n i=1 log(1 + e −x i )). Thus the joint density of x n is written as
where n/θ(x n ) is distributed according to the Gamma distribution with a shape parameter n and a scale parameter 1/θ. Here, we correct the function g(θ(x n ); θ) and the result of NML code-length changes. First, the function g(θ(x n ); θ) is written as:
.
Fixθ(x n ) =θ. Then we have g(θ;θ) = n n e n (n − 1)! · 1 θ .
Then the normalization term: C(M) is calculated by taking an integral of g(θ;θ) with respect toθ. Here we use hyper-parameters θ min , θ max to restrict the domain for the integral to be taken as follows:
Y (θ min , θ max ) = y n |θ min ≤θ(y n ) ≤ θ max .
Then we have
g(θ;θ)dθ = n n e n (n − 1)! ∫ θ max θ min 1 θ dθ = n n e n (n − 1)! · log θ max θ min .
Hence we obtain an approximation of the normalization term C(M) for generalized logistic distributions in an analytical way.
