This note represents a first attempt to provide a definition and characterisation of negative imaginary systems for not necessarily rational transfer functions via a sign condition expressed in the entire domain of analyticity, along the same lines of the classic definition of positive real systems. Under the standing assumption of symmetric transfer function, we then derive a necessary and sufficient condition that characterises negative imaginary transfer functions in terms of a matrix sign condition restricted to the imaginary axis, once again following the same line of argument of the standard positive real case. Using this definition, even transfer functions with a pole at the origin with double multiplicity, as well as with a possibly negative relative degree, can be negative imaginary.
Introduction
Positive real linear systems constitute an important cornerstone of passivity theory. The notion of positive real system was first introduced in electrical network analysis to indicate dissipative m-port networks. In the single-input singleoutput case, positive real systems can be realised with electrical circuits involving only resistors, capacitors and inductors. In the multiple-input multiple-output case, m-port electrical networks can be realised using also transformers and gyrators, in addition to the above-mentioned electrical components. The most interesting case is by far the one of the so-called reciprocal m-ports, which can be realised by resistors, capacitors, inductors and transformers, i.e., without the need for gyrator elements. The interesting feature of reciprocal m-port electrical networks is the fact that the corresponding impedance, admittance and scattering matrices are always symmetric. Furthermore, in practice gyrators can only be realised by using active electrical elements. We refer to [1, 3] and the references cited therein. Email addresses: augusto@dei.unipd.it (Augusto Ferrante), L.Ntogramatzidis@curtin.edu.au (Lorenzo Ntogramatzidis).
The usual approach in establishing a positive real theory is to first introduce the classic definition of positive real function as a (not necessarily rational) complex matrix of functions which is analytic in the right half complex plane and which satisfies, in the domain of analyticity, a certain inequality. For rational functions, the second step usually consists in characterising the concept of positive realness in terms of conditions involving properties of the restriction of the matrix function to the imaginary axis. Another characterisation is given in terms of the celebrated positive real Lemma equations, a cornerstone of modern control theory that have generated an endless stream of literature. Two fairly recent papers whose reference lists points to many of the fundamental contributions and generalisations in this field are [5, 6] .
A fundamental feature of the classic positive real theory is the fact that the relative degree of rational positive real systems is either zero or plus or minus one, [3] . It was noticed in [9] that, when modelling undamped or lightly damped flexible structures with colocated position sensors and force actuators, the resulting transfer function has a relative degree which is greater than one. This consideration led to the introduction of the so-called negative imaginary systems, which impose a weaker restriction on the relative degree of the transfer function. A subsequent very promising stream of literature flourished in the last few years on the properties of negative imaginary systems, see [10, 17, 18, 16, 15, 14, 11, 12, 19] and the references cited therein.
In the first contribution on this topic [9] , a definition was proposed for negative imaginary function matrix in terms of properties of the function on the imaginary axis. In this first definition, systems with poles on the imaginary axis were excluded. This is also the way negative imaginary systems were introduced in the contribution by the same authors in IEEE Control Systems Magazine, [14] . This restriction was abandoned in [18, 16] , where a simple pole on the imaginary axis except at the origin was allowed. A further important extension of this new negative imaginary theory has subsequently been proposed in order to deal with systems with a single pole at the origin. More recently, also the case of a double pole at the origin was considered, see [7, 13] . In recent months, several efforts have been devoted to the generalisation and adaptation of this theory to different contexts and scenarios, including implicit systems in [12] . Lossless imaginary systems have been recently introduced in [17] and [19] . The reason for the success of the negative imaginary theory is that many systems that are important and useful in practice are negative imaginary. On the other hand, so far the theory appears to be incomplete as, differently from the positive real case, the definitions of negative imaginary systems have always been restricted to the case of systems with rational transfer function. This paper may be viewed as a very first attempt to propose a general definition (valid for systems having non-rational transfer function) that will hopefully lead to a general comprehensive theory in the same vein of that of positive real systems. In particular, our definition allows for the presence of delays that, on the one hand have non-rational transfer function and, on the other hand, are very often present in real applications.
Our definition is given in terms of a matrix sign condition in the entire domain of analyticity, in the same spirit of the classic positive real case. To that end, the notion of skewimaginary matrix function will be instrumental. Our effort in this direction was motivated by the results on the closed loop stability of systems having (non necessarily rational) positive real transfer function. Therefore, as pointed out by B.D.O. Anderson in [2] , it seems natural and potentially very convenient to have a general definition of negative imaginary systems that does not require rationality.
Then, in a way that once again parallels the conventional positive real approach, [1] , a necessary and sufficient condition will be introduced for the rational case that characterises a negative imaginary transfer function in terms of its behaviour on the imaginary axis. This alternative approach has the advantage of being applicable to possibly non-proper transfer functions, as well as to transfer functions with more than one pole at the origin, and even to non rational transfer functions. The price to pay is the restriction to symmetric transfer functions. Nevertheless, as aforementioned, the symmetric case is by far the most relevant and interesting in practice, as it is the one that corresponds to reciprocal m-port electrical networks. In addition, undamped or lightly damped flexible structures with colocated position sensors and force actuators are characterised by a symmetric transfer function, [14, 19] . 
Notation. Given a matrix
while if ω 0 is infinite, the residue is
We now present the definition of negative imaginary transfer function in the way it was presented in [16] , which constitutes an important extension with respect to the first one given in [9] because, as already observed, does not exclude the case of systems with poles on the imaginary axis (provided they are not at the origin). This definition was also generalised in [11] to include the case of transfer function matrices with a single pole at the origin. The following Lemma, which is given in [16] , is the analogous of the Positive Real Lemma. 
The following theorem establishes a link between the definition of negative imaginary transfer function matrix with the so-called Passivity Theory.
Theorem 2.1 A minimal realisation (A, B,C, D) is negative imaginary if and only if A has no eigenvalues at the origin, D is symmetric and the state equation is dissipative with respect to the supply function
x T u T O S S T O x u where S = −A − T C T . The corresponding storage function is P = (AY A T ) −1 ,
where Y satisfies (1).
Proof: First, recall that a reachable state realisation (A, B) is dissipative with respect to the supply function
if and only if the linear matrix inequality 
which implies that (3) holds with Q = 0 and R = 0.
(If). Let P ≥ 0 be such that (4) holds true. We show that P is invertible. We first prove that ker P is A-invariant. Let
Then, by post-multiplying (5) by v we get P A v = 0, which implies that A v ∈ ker P, i.e. ker P is A-invariant. Now we show that ker P ⊆ ker S T . Let v ∈ ker P. For any w the inequality
For the arbitrariness of w, we obtain S T v = 0. Then, v ∈ ker S T . It follows that ker P is A-invariant and is contained in nullspace of S T . Then, it is also contained in the unobservable subspace of the pair (A, S T ). Therefore, it is contained in the unobservable subspace of (A,C). However, since the realisation is minimal, such unobservable subspace is zero. Therefore, ker P = {0}, which means that P is invertible. Now we can define Y = (A T P A) −1 . It is now a matter of following the same steps of the (only if) part backwards to see that Y satisfies (1).
Remark. We have shown that the state equation of a negative imaginary system is dissipative. It is an interesting open problem to understand whether (or under what condition)
there exists a supply function such that the input-output relation of a negative imaginary system is dissipative with respect to such a function.
A general definition
In this section we propose a new definition of negative imaginary system for transfer functions which are not necessarily rational. In this definition, similarly to what happens for the classic positive real case, the sign condition holds in the entire domain of analyticity of the transfer function. We recall that in this paper we restrict our attention to symmetric matrix transfer functions. This is the most relevant situation, because it encompasses both the scalar case, and the case of a transfer function of a reciprocal m-port electrical network. As already observed, the only way to obtain a nonsymmetric transfer function of an m-port electrical network is to employ gyrators, whose physical implementation requires the use of active components but that cannot be physically implemented with arbitrary precision. Furthermore, the transfer functions from a force actuator to a corresponding collocated position sensor (for instance, a piezoelectric sensor) in a lightly damped or undamped structure is typically symmetric, see [10, 14, 19] .
As noted above, with respect to the definitions of negative imaginary transfer functions given in [9] , [11] and [16] , here we restrict our attention to the symmetric ones. On the other hand, a definition given directly in terms of a sign property of the transfer matrix function in its domain of analyticity appears to be very appealing since it goes in the direction, suggested in [2] , of an abstract foundation in the same spirit of the definition of positive real functions. In particular, in this definition, there is no need to start with rational and proper functions as in [9] , [11] and [16] or to deal with poles. Notice that this definition may immediately be applied to non-proper rational transfer functions. For example, consider G(s) = a s, where a ∈ R. Then, G(s) is analytic in Re{s} > 0 and, by defining s = σ + i ω, we get Moreover, the fact, introduced in [7] as an ad hoc extension, that a transfer function with a double pole in the origin may be negative imaginary is also a direct consequence of this general definition. For example, G(s) = 1/s 2 is easily seen to be negative imaginary. Indeed, defining s = σ + i ω, in the domain of analyticity (σ > 0) the quantity
is positive definite for all ω ≥ 0.
Finally, to the best of our knowledge, this is the first definition that allows the notion of negative imaginary system to be applicable to non-rational transfer functions. In the following example, we consider a system with a delay. Example. Let G(s) = −s (e −s T + 1), with T ∈ R + being a positive delay. We now show that G(s) is negative imaginary. Let s = σ + i ω. A direct calculation yields
Since f (σ , 0) ≡ 0, and f (σ , −ω) = − f (σ , ω), we only need to show that, when σ > 0 and ω > 0, f (σ , ω) ≥ 0. Assume by contradiction that σ ≥ 0 and ω 0 > 0 exist such that f (σ , ω 0 ) < 0. It is immediate to see that f (σ , ω 0 ), as a function of σ , is continuos with all its derivatives. Hence, there exists σ 0 such that . To get a contradiction, it is now sufficient to show that if ω 0 is such that σ 0 is finite and positive, then
, which is clearly positive for all ω 0 > 0, σ 0 > 0 and T > 0.
We now specialise the notion of negative imaginary function to real and rational transfer function matrices.
Recall that given a real rational function G(s) and a simple pole p ∈ C of G(s), we have a unique decomposition G(s) = G 1 (s) + A/(s − p), where G 1 (s) is a rational function which is analytic in an open set containing p and the (non-zero) matrix A is the residue corresponding to the pole p. If p is a double pole of G(s), we have the unique decomposition 2 , where the matrix A 1 is the residue corresponding to the pole p. In this case, by analogy, we define the (non-zero) matrix A 2 to be the quadratic residue corresponding to the pole p. If G(s) has a pole at infinity, it can be uniquely decomposed as G(s) = G 1 (s) + P(s), where G 1 (s) is a rational proper function and
A i s i is a homogeneous polynomial in s. We refer to A i as the i-th coefficient in the expansion at infinity of G(s). 
Lemma 3.1 Let G(s) be real, symmetric and rational. Then G(s) is symmetric negative imaginary if and only if (i) G(s) has no poles in
The second term of the sum in the right-hand side of (6) tends to zero as ε does. Moreover, if µ > 1, for any ϕ we can select ϑ 0 ∈ [−π/2, π/2] in such a way that ϕ − µϑ 0 = π/2, which gives sin(ϕ − µϑ 0 ) = 1. Then, for all sufficiently small ε > 0 we have:
where f (ε)
Since, M > 0 and, as already observed, lim ε→0 f (ε) = 0, (7) is a contradiction. Hence, µ cannot be larger than 1. Assume now that ω > 0 and iω is a simple pole of G(s). Then (6) still holds with µ = 1. This implies sin(ϕ − ϑ ) ≤ 0 for any ϑ ∈ (−π/2, π/2), so that ϕ = −π/2. Then for any complex vector v, the term v * iAv is real and non-negative. Equivalently, K 0 = iA is Hermitian and positive semidefinite.
Let us now prove (iv). As before, assume, by contradiction, that 0 is a pole of G(s) having multiplicity µ > 2. Then G(s) = A s µ + G 1 (s) with A = 0 and G 1 (s) such that lim s→0 s µ G 1 (s) = 0. Let ε > 0 and v be a complex vector such that v * Av = 0. Let M > 0 and ϕ ∈ [0, 2π) be such that v * Av = M exp(iϕ). Let s = ε exp(iϑ ). Then, for all 1 Notice that K 0 is the product of the imaginary unit i by the residue in ω 0 .
ϑ ∈ [0, π/2] and ε > 0 we have:
Again, the second term of the sum in the right-hand side of (8) tends to zero as ε does. Moreover, if µ > 2, for any ϕ we can select ϑ 0 ∈ [0, π/2] in such a way that that sin(ϕ − µϑ 0 ) ≥ √ 2/2. Then, for all ε > 0 sufficiently small we have:
As before, this leads to a contradiction. Thus, µ cannot be larger than 2. Assume now that 0 is a double pole of G(s). Then (8) still holds with µ = 2. This implies sin(ϕ − 2ϑ ) ≤ 0 for any ϑ ∈ (0, π/2), yielding ϕ = 0. Then, for any complex vector v, the term v * Av is real and non-negative. Equivalently, A is Hermitian and positive semidefinite. Assume now
where A 2 is Hermitian and positive semidefinite (we allow also the possibility A 2 = 0, so that also the case of a simple pole in zero is taken into account) and lim s→0 sG 1 (s) = 0. For all ε > 0 we have: 
which implies M 1 ≥ 0, so that A 1 is positive semidefinite.
The proof of (v) is very similar to the proof of (iv). As before, assume, by contradiction, that ∞ is a pole of G(s) having multiplicity µ > 2. Then G(s) = As µ + G 1 (s) with A = 0 and
and for all sufficiently large R > 0 we have:
The second term of the sum in the right-hand side of (12) tends to zero as R tends to infinity. Now the same argument employed in the proof of (iv) allows to conclude that µ cannot be larger than 2. Assume now that ∞ is a double pole of G(s). Then (12) still holds with µ = 2. This implies that sin(ϕ + 2ϑ ) ≤ 0 for any ϑ ∈ (0, π/2), which gives ϕ = π. Then for any complex vector v, the term v * Av is real and non-positive. Equivalently, A is Hermitian and negative semidefinite. Assume now G(s) = A 2 s 2 +A 1 s+G 1 (s), where A 2 is Hermitian and negative semidefinite (we allow also the possibility A 2 = 0 so that also the case of a simple pole in ∞ is taken into account) and lim s→∞ 1 s G 1 (s) = 0. For all ε > 0 we have: 
which implies M 1 ≤ 0, i.e., A 1 is negative semidefinite. Let K be the compact set formed by the curve γ together with the set that it encircles. For any ε > 0 and R > 0, K is a compact subset of the domain of analyticity Ω of G(s). For any given vector v ∈ C m and s ∈ Ω, the function v * G(s)v is analytic in the open right half plane. Thus, its imaginary part
Conversely, assume that G(s) is real symmetric and rational and that it satisfies (i) to (v)
v is a harmonic function and therefore, by the maximum principle, Im[v * G(s)v] restricted to K attains its maximum and minimum on the boundary of K, i.e., on the curve γ. Now notice that any given point in the open right half plane belongs to K for a sufficiently large R and a sufficiently small ε. Therefore, it is sufficient to show that for any v ∈ C m and κ > 0, there existR andε such that for any R >R, ε ∈ (0,ε), and
To this aim, let us first observe that:
1. For s in the intersection between γ and the real axis, since G(s) is real and symmetric, we have that with G 1 (s) proper, where the Hermitian and negative semidefinite matrices A 1 and A 2 can also vanish to encompass the cases when G(s) is proper or has a simple pole at infinity. If at least one of the two real numbers v * A 2 v and v * A 1 v is nonzero, then it is easy to see that assumption (v) implies that, for R sufficiently large,
For s in the large quarter of a circle, let G(s)
is strictly proper. Hence, for any given v, the quantity iv * [G 1 (s) − G * 1 (s)]v tends to 0 as R tends to infinity. Thus, for any κ > 0, there existsR such that for any R >R, and s = R exp( jϑ ), with ϑ ∈ [0, π/2], it is found that iv We now present a result that establishes a relationship between positive real and symmetric negative imaginary rational transfer functions. In particular, the result in Theorem 3.1 parallels [11, Lemma 1] and [13, Lemma 1] obtained for definitions of negative imaginary systems allowing for one or two poles at the origin, respectively, to the definition of symmetric negative imaginary system given in this paper. Before establishing this result, we need the following technical lemma. 
Lemma 3.2 F(s) is a real rational positive real function if and only if it may be written as
where the last inequality is due to the fact that ω 0 > 0 and G is negative imaginary. Assume now that ω 0 > 0 is such that iω 0 is a pole of G(s 
Let us consider now the case when ω 0 < 0. If iω 0 is not a pole of G(s) and F(s), we have F(iω 0 ) + F * (iω 0 ) = F(−iω 0 ) + F * (−iω 0 ) which is positive semi-definite since it is the complex conjugate of F(−iω 0 ) + F * (−iω 0 ), which we have already seen to be positive semi-definite. A similar argument can be used to show that when iω 0 is a pole of G(s) and F(s), its residue as a pole of F is the complex conjugate of the residue of the pole of F in −iω 0 , and hence is positive semi-definite.
Let us consider now the case when ω 0 = 0. Let us first assume that G(s) has no pole at the origin. In this case F(s) has no pole at the origin and F(0) = 0, so that F(0) + F * (0) = 0 ≥ 0. If G(s) has a simple pole at the origin, then F(s) has no pole at the origin. Moreover, The case of a pole at the origin is more delicate. If F(0) = 0 then G 0 (s) does not have a pole at the origin and this concludes the proof. If F(s) does not have a pole at the origin but F(0) = 0, then G 0 (s) has a simple pole at the origin and its residue is F(0) which is positive semi-definite because F is positive real. In the case when F has a simple pole at the origin we use Lemma 3.2 and decompose F(s) = (1/s)A + F 1 (s) with A symmetric and positive semidefinite and F 1 (s) positive real. Hence, F 1 (0) is positive semi-definite. Thus, G 0 (s) has a double pole at the origin, whose residue is F 1 (0) ≥ 0 and whose quadratic residue is A ≥ 0.
Remark 3.1 As aforementioned, the difference between the above result and Lemma 1 in [11] is that we allow a double pole at the origin for negative imaginary transfer functions. This is very natural for two reasons: (i) positive real functions can have a single pole at the origin (the most common example being F(s) = 1/s which is easily seen to be positive real) so that it is natural to allow a double pole at the origin for negative imaginary transfer functions. In fact, it is easily seen that F(s) = 1/s satisfies Definition 1 in [11] and is therefore positive real (and this is extremely intuitive since F(s) is the transfer function of a capacitor). Hence, in view of Lemma 1 in [11] we should have that G(s) = 1/s 2 is negative imaginary which is, again, intuitive. However, G(s) = 1/s 2 is not negative imaginary according to the Definition 2 in [11] . (ii) Since G(s) = 1/(s 2 + ε 2 ) is negative imaginary for any ε = 0, it is natural to require, by continuity, that also G(s) = 1/s 2 is negative imaginary. We observe that the above result is in line with Lemma 1 in [13] , in which the definition of negative imaginary system was extended to include systems with a double pole at the origin.
Concluding remarks
In this paper we presented a definition of symmetric negative imaginary system that hinges entirely on properties of the transfer function matrix, and not on properties of a finitedimensional realisation. Thus, with the approach presented here even non rational transfer functions -which correspond to infinite-dimensional realisations -can turn out to be negative imaginary. We have then characterised negative imaginary rational transfer functions by an algebraic condition and established a connection between negative imaginary and positive real transfer functions.
