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1
Abstract
Studied in this paper is the well-posedness of the Cauchy problem for the coupled KdV-KdV
systems 

ut + a1uxxx = c11uux + c12vvx + d11uxv + d12uvx,
vt + a2vxxx = c21uux + c22vvx + d21uxv + d22uvx,
(u, v)|
t=0
= (u0, v0)
(0.1)
posed on the periodic domain T in the following four spaces
Hs1 := H
s
0(T)×H
s
0(T), H
s
2 := H
s
0(T)×H
s(T), Hs3 := H
s(T)×Hs0(T), H
s
4 := H
s(T)×Hs(T).
It is assumed that a1a2 6= 0 and at least one of the coefficients for the quadratic terms is not 0.
For k ∈ {1, 2, 3, 4}, it is shown that for any given a1, a2, (cij) and (dij), there exists a unique
s∗k ∈ (−∞,+∞], called the critical index, such that the system (0.1) is locally analytically well-posed
in Hsk for any s > s
∗
k while the bilinear estimate, the key for the proof of the analytical well-posedness,
fails if s < s∗k.
For fixed k, viewing the above critical index s∗k as a function of the coefficients a1, a2, (cij) and
(dij), its range Ck is called the critical index set for the analytical well-posedness of (0.1) in the space
Hsk. Invoking some classical results of Diophantine approximation in number theory, we are able to
identify that
C1 =
{
− 1
2
,∞
}⋃{
α : 1
2
≤ α ≤ 1
}
and Cq =
{
− 1
2
,− 1
4
,∞
}⋃{
α : 1
2
≤ α ≤ 1
}
for q = 2, 3, 4.
This is in sharp contrast to the R case in which the critical index set C for the analytical well-posedness
of (0.1) in the space Hs(R)×Hs(R) consists of exactly four numbers: C =
{
− 13
12
,− 3
4
, 0, 3
4
}
.
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2
1 Introduction
This paper studies the Cauchy problem for the coupled KdV-KdV systems posed on the periodic domain
T = R/(2πZ) of the following general form:
(
ut
vt
)
+A1
(
uxxx
vxxx
)
+ A2
(
ux
vx
)
= A3
(
uux
vvx
)
+A4
(
uxv
uvx
)
,
(
u
v
)∣∣∣∣∣
t=0
=
(
u0
v0
)
,
(1.1)
where {Ai}1≤i≤4 are 2× 2 real constant matrices, u = u(x, t) and v = v(x, t) are real-valued functions of
the variables x ∈ T and t ∈ R. It is assumed that there exists an invertible real matrix M such that
A1 =M
(
a1 0
0 a2
)
M−1
with a1a2 6= 0. By regarding M−1
(
u
v
)
as the new unknown functions (still denoted by u and v), it
reduces to 
(
ut
vt
)
+
(
a1 0
0 a2
)(
uxxx
vxxx
)
+B
(
ux
vx
)
= C
(
uux
vvx
)
+D
(
uxv
uvx
)
,
(
u
v
)∣∣∣∣∣
t=0
=
(
u0
v0
)
,
(1.2)
or equivalently,
ut + a1uxxx + b11ux = −b12vx + c11uux + c12vvx + d11uxv + d12uvx,
vt + a2vxxx + b22vx = −b21ux + c21uux + c22vvx + d21uxv + d22uvx,
(u, v)|t=0 = (u0, v0),
(1.3)
which is called in divergence form if d11 = d12 and d21 = d22, and in non-divergence form otherwise.
Listed below are a few specializations of (1.1) appeared in the literature.
• Majda-Biello system: 
ut + uxxx = −vvx,
vt + a2vxxx = −(uv)x,
(u, v)|t=0 = (u0, v0),
(1.4)
where a2 6= 0. This system was proposed by Majda and Biello in [42] as a reduced asymptotic
model to study the nonlinear resonant interactions of long wavelength equatorial Rossby waves and
barotropic Rossby waves.
• Gear-Grimshaw system:
ut + uxxx + σ3vxxx = −uux + σ1vvx + σ2(uv)x,
ρ1vt + ρ2σ3uxxx + vxxx + σ4vx = ρ2σ2uux − vvx + ρ2σ1(uv)x,
(u, v)|t=0 = (u0, v0),
(1.5)
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where σi ∈ R(1 ≤ i ≤ 4) and ρ1, ρ2 > 0. This system is a special case of (1.1) with
A1 =
(
1 σ3
ρ2σ3
ρ1
1
ρ1
)
. (1.6)
Note that A1 in (1.6) is diagonalizable over R for any σ3 ∈ R and ρ1, ρ2 > 0. Moreover, the
eigenvalues of A1 are nonzero unless ρ2σ
2
3 = 1. So (1.5) can be reduced to the form (1.3) as long
as ρ2σ
2
3 6= 1. This system was derived by Gear-Grimshaw in [21] (also see [10] for the explanation
about the physical context) as a model to describe the strong interaction of two-dimensional, weakly
nonlinear, long, internal gravity waves propagating on neighboring pycnoclines in a stratified fluid,
where the two waves correspond to different modes.
• Hirota-Satsuma system: 
ut + a1uxxx = −6a1uux + c12vvx,
vt + vxxx = −3uvx,
(u, v)|t=0 = (u0, v0),
(1.7)
where a1 6= 0. This system was proposed by Hirota-Satsuma in [22] to describe the interaction of
two long waves with different dispersion relations.
• The coupled KdV system 
ut + vx + (uv)x +
1
6vxxx = 0,
vt + ux + vvx +
1
6uxxx = 0,
(u, v)|t=0 = (u0, v0),
(1.8)
which is a special case of a broad class of Boussinesq systems or the so-called abcd systems,
ut + vx + (uv)x + avxxx − buxxt = 0,
vt + ux + vvx + cuxxx − dvxxt = 0,
(u, v)|t=0 = (u0, v0).
(1.9)
Here the constant coefficients a, b, c, d satisfy
a+ b =
1
2
(
η2 − 1
3
)
, c+ d =
1
2
(
1− η2) ≥ 0, a+ b+ c+ d = 1
3
.
This four-parameter family of Boussinesq system was derived by Bona, Chen and Saut [8, 9] from
the two-dimensional Euler equations for free-surface flow to describe the two-way propagation of
small-amplitude, long wavelength, gravity waves on the surface of water in a canal which arise also
when modeling the propagation of long-crested waves on large lakes or the ocean.
We are mainly concerned with the well-posedness of the Cauchy problem for the system (1.3) in some
scaled Banach spaces X s(T) with index s ∈ R that has the property
X s2 (T) ⊂ X s1(T) if s1 ≤ s2.∗
∗The notation X s2 (T) ⊂ X s1(T) means not only that X s2 (T) is a subset of X s1(T), but also that the inclusion mapping
is continuous and has dense range.
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Definition 1.1. For any integer l ≥ 0, the Cauchy problem of the system (1.3) is said to be (locally)
Cl-well-posed in the space X s(T) if for any δ > 0, there is a T = T (δ) > 0 such that
(a) for any (u0, v0) ∈ X s(T) with ‖(u0, v0)‖X s(T) ≤ δ, (1.3) admits a unique solution (u, v) in the space
C([0, T ];X s(T)) satisfying the auxiliary condition
w ∈ YTs , (1.10)
where YTs is an auxiliary metric space;
(b) the corresponding solution map K from the initial data (u0, v0) to the solution (u, v):
K(u0, v0) = (u, v)
is Cl smooth from
{(u0, v0) : ‖(u0, v0)‖X s(T) ≤ δ} to C([0, T ];X s(T)) ∩ YTs .
Moreover, if the solution map K is real analytic (or uniformly continuous resp.), then the system (1.3)
is said to be (locally) analytically well-posed (or uniformly continuously well-posed resp.) in the space
X s(T).
Remark 1.2. In the literature, the well-posedness in Definition 1.1 is called conditional well-posedness
(cf. Kato [30], Bona-Sun-Zhang [11] and the references therein). If the uniqueness holds in the space
C([0, T ];X s(T)) without the auxiliary space YTs , then the well-posedness is said to be unconditional. On
the other hand, the well-posedness in Definition 1.1 is local since the lifespan T of the solution depends
on δ. If T can be specified independently of δ, then the corresponding well-posedness is said to be global.
We look for those values of s ∈ R for which the Cauchy problem is well-posed in the space X s(T). In
particular, we aim at finding a special number s∗ ∈ R, called the critical index, such that the Cauchy
problem is well-posed in the space X s(T) for any s > s∗, but ill-posed for any s < s∗.
For the single KdV equation
ut + uxxx + uux = 0, u(x, 0) = u0(x), (1.11)
the study of the well-posedness of its Cauchy problem began in the late 1960s with the work of Sjo¨berg
[51,52] and has just come to a happy end very recently with the work of Killip and Visan [37]. Many people
have made significant contributions in this study of more than fifty years (see, for instance, Bona-Smith [7],
Kato [26–29], Constatin-Saut [20], Kenig-Ponce-Vega [31–35], Bourgain [12], Christ-Colliander-Tao [16],
Colliander-Keel-Staffilani-Takaoka-Tao [17,18], Kappeler -Topalov [25], Molinet [43,44], Tao [53], Killip-
Visan [37], to name a few). Now the Cauchy problem (1.11) is known to be
i) globally C0-well-posed in both spaces Hs(R) and Hs(T) for any s ≥ −1, and ill-posed for any
s < −1;
ii) globally analytically well-posed in the space Hs(R) for any s ≥ − 34 , and ill-posed (the solution map
fails to be uniformly continuous) for any s < − 34 ;
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iii) globally analytically well-posed in the space Hsm(T)
† for any s ≥ − 12 , and ill-posed (the solution
map fails to be uniformly continuous) for any s < − 12 ;
iv) ill-posed (the solution map fails to be uniformly continuous) in the space Hs(T) for any s ∈ R.
For the coupled KdV-KdV systems (1.3) posed on R, the analytical well-posedness of its Cauchy
problem in the space Hs(R) := Hs(R) × Hs(R) has been well studied (see e.g. [1, 10, 47, 56] and the
references therein). In particular, for the Majda-Biello system (1.4), if a2 ∈ (0, 4) \ {1}, Oh [47] proved
that (1.4) is globally analytically well-posed in Hs(R) for s ≥ 0 and ill-posed in the sense that the solution
map fails to be C2 when s < 0. For the system (1.3) with B = 0, d11 = d12 and d21 = d22, Alvarez-
Carvajal [1] showed that (1.3) is locally analytically well-posed in Hs(R) for s > − 34 if a1 = −a2 6= 0.
These results reveal that the well-posedness of the systems (1.3) strongly depends on the dispersion
coefficients of the systems, in particular, on the ratio a2a1 . Recently in [56], we have been able to provide a
complete classification of the systems (1.3) with B = 0 in terms of its analytical well-posedness in Hs(R)
based on the coefficients. The key ingredients in our proofs are four different types of the bilinear estimates
in both divergence and non-divergence forms under the Fourier restriction norm. In contrast to the lone
critical index − 34 for the single KdV, the critical indexes for the coupled KdV-KdV systems are − 1312 ,
− 34 , 0 and 34 depending on the ratio α2α1 and the type of the bilinear estimates. As a result, the systems
(1.3) are classified into four classes, each of them corresponds to a unique index s∗ ∈ {− 1312 , − 34 , 0, 34}
such that any system in this class is locally analytically well-posed in Hs(R) if s > s∗ while the bilinear
estimate, the key of the proof for the analytical well-posedness, fails if s < s∗.
For a special class of (1.3) in the following form
ut + a1uxxx = d1(uv)x,
vt + a2vxxx = d2(uv)x,
(u, v)|t=0 = (u0, v0),
(1.12)
it has been shown in [56] that it is locally analytically well-posed in the space Hs(R) for any s ≥ − 1312
if a1a2 < 0. This is rather surprising since the Cauchy problem of the single KdV equation (1.11) is
ill-posed in Hs(R) for any s < −1 (see [43]).
By contrast, the study of the systems (1.3) posed on the periodic domain T is far less completed.
Here, we provide a brief summary of the previous results. For convenience of notation, LWP and GWP
stand for local well-posedness and global well-posedness.
• Majda-Biello system (1.4).
– When a2 = 1, analytical LWP of (1.4) in H
s
0(T) ×Hs0(T) for any s ≥ − 12 can be justified via
the same method for the single KdV equation as in [35]. But in order to treat more general
initial data (without the mean-zero assumption) and to study the GWP, Oh [46,47] introduced
the vector-valued Fourier restriction space, together with the I-method [17] and the trilinear
estimate [18], to establish the GWP of (1.4) in Hs(T)×Hs(T) for any s ≥ − 12 .‡
†The space Hsm(T) is the collection of all the functions in H
s(T) with mean value m, i.e.
Hsm(T) =
{
f ∈ Hs(T) :
∫
2pi
0
f(x) dx = 2pim
}
.
‡More precisely, what Oh proved is the analytically GWP of (1.4) in Hsm1 (T) × H
s
m2
(T) for any s ≥ − 1
2
and for any
m1,m2 ∈ R.
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– When a2 ∈ (0, 4]\{1}, the situation is more complicated. Oh [47] proved analytical LWP of
(1.4) in Hs0(T) × Hs(T) for any s ≥ min{1, s∗(a2)+}, where s∗(a2) is some constant only
depending on a2. The index s
∗(a2) is no less than
1
2 and equals to
1
2 for almost every a2 ∈
(0, 4]\{1}. As a result, for almost every a2 ∈ (0, 4]\{1}, (1.4) is locally analytically well-posed
in Hs0(T) × Hs(T) for s > 12 . It is worth mentioning that the regularity threshold for the
LWP is sharp in the sense that if s < min{1, s∗(a2)}, then (1.4) is not locally C3 well-posed
in Hs0(T) ×Hs(T). Based on the LWP result, Oh [46] further established a similar result for
the GWP. More specifically, for almost every a2 ∈ (0, 4)\{1}, (1.4) is globally well-posed in
Hs0(T) ×Hs(T) for s > 57 .
• Gear-Grimshaw system (1.5).
– When σ3 = 0 and ρ1 = 1, the Gear-Grimshaw system (1.5) is reduced to (1.3) with a1 =
a2 = 1. By similar argument as that for the single KdV in [35], the LWP can be justified in
Hs0(T)×Hs0(T) for any s ≥ − 12 . Consequently, (1.5) is GWP in Hs0(T)×Hs0(T) for any s ≥ 0
due to the conservation of the L2 energy (see (2.29)).
– When σ23+(ρ1−1)2 > 0 and ρ2σ23 6= 1, (1.5) can still be reduced to (1.3) but with complicated
coefficients ai, bij , cij , dij (1 ≤ i, j ≤ 2). To our knowledge, there has not been a systematic
study for this case yet.
• Hirota-Satsuma system (1.7).
– When a1 6= 0, 1, Angulo [2] claimed the LWP of (1.7) in Hs0(T) × Hs0(T) for any s ≥ 1. If
in addition c12 > 0, the GWP in H
s
0(T) × Hs0(T) for any s ≥ 1 follows directly from the
conservation of the energy (see (2.26)).
– When a1 = 1, Angulo [3] proved the LWP of (1.7) in L
2
0(T) × H10 (T). Again, if in addition
c12 > 0, the GWP in L
2
0(T)×H10 (T) can be established via the energy conservation.
The key technique used in [2, 3] is the following bilinear estimate§:
‖u∂xv‖X1
1,− 1
2
. ‖u‖X1
0, 1
2
‖v‖X1
1, 1
2
, (1.13)
where Xαs,b is the Fourier restriction space (see Definition 2.1 and Remark 2.2).
In this paper, we will systematically study the analytical well-posedness of the systems (1.3) in the
following four spaces:
I : Hsm1(T) ×Hsm2(T), II : Hsm1(T)×Hs(T), III : Hs(T) ×Hsm2(T), IV : Hs(T)×Hs(T). (1.14)
Problem A: Let Hs(T) be one of the spaces in (1.14). For given coefficients of the system (1.3), we ask
the following two questions.
(i) What values of s ∈ R is the Cauchy problem (1.3) analytically well-posed in the space Hs(T)?
§In [2, 3], (1.13) was proved by assuming the mean-zero conditions on both u and v. It should be pointed out that the
mean-zero condition on v is not needed, although it is needed on u. Actually, the mean-zero condition on v is not applicable
since the Hirota-Satsuma system (1.7) is in non-divergence form and does not preserve the mean value of v. For more
detailed discussion on the mean-zero assumptions on the bilinear estimates, see Section 4. As a result, it makes more sense
to adjust the spaces Hs
0
(T)×Hs
0
(T) and L2
0
(T)×H1
0
(T) in Angulo’s works [2, 3] to be Hs
0
(T)×Hs(T) and L2
0
(T)×H1(T)
respectively.
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(ii) Is there an s∗ such that the system (1.3) is analytically well-posed in the space Hs(T) for any s > s∗,
but ill-posed if s < s∗?
For convenience of notation, we denote
B = (bij) =
(
b11 b12
b21 b22
)
, C = (cij) =
(
c11 c12
c21 c22
)
, D = (dij) =
(
d11 d12
d21 d22
)
,
and set
Hs1 = Hs0(T)×Hs0(T), Hs2 = Hs0(T)×Hs(T), Hs3 = Hs(T)×Hs0(T), Hs4 = Hs(T)×Hs(T). (1.15)
We will answer part (i) of Problem A in Theorem 2.8–Theorem 2.11 in Section 2. Based on those theorems,
we have the following positive answer to part (ii) of Problem A (assuming B = 0 and m1 = m2 = 0).
Theorem 1.3 (Sharp analytical well-posedness). Let B = 0. Assume a1a2 6= 0 and either C or D
does not vanish in (1.3). Fix k ∈ {1, 2, 3, 4} and define Hsk as in (1.15). Then there exists a unique
s∗k ∈ (−∞,+∞] (depending on a2a1 , C and D), called the critical index, such that the system (1.3) is
locally analytically well-posed in the space Hsk for any s > s∗k, but “ill-posed” for any s < s∗k.
Here, “ill-posed” is understood as the failure of the bilinear estimate which is the key for the proof
of the analytical well-posedness. In most cases, one may show further that the solution map fails to be
smooth if s < s∗k (see e.g. [13, 16, 47]). We will investigate this issue further in a forthcoming paper [57].
On the other hand, the critical index s∗k is understood to be +∞ in the following two situations.
• First, it is inappropriate to consider Hs(T) for any s ∈ R. For example, it does not make sense
to study the Hirota-Satsuma system (1.7) in the space Hs(T) := Hs1 since the mean of v is not
preserved.
• Secondly, the biliear estimate fails in Hs(T) for any s ∈ R. For example, if we study the Majda-
Biello system (1.4) in the space Hs(T) := Hs4, then the corresponding bilinear estimate fails for any
s (see Proposition 3.10 in [47] or the proof of Proposition 5.4 in Section 5).
Under the assumption of Theorem 1.3, for any given k ∈ {1, 2, 3, 4}, the critical index s∗k can be
viewed as a function of θ = a2/a1 and the coefficient matrices C and D:
s∗k = Gk(θ, C,D).
The explicit expression of Gk can be read from Theorem 2.8 –Theorem 2.11. It is interesting to note its
strong dependence on the ratio θ. If θ < 0, then s∗k takes value of − 12 or − 14 depending on whether the
system is in divergence form (d11 = d12, d21 = d22) or not. If θ > 0, then the situation becomes much
more complicated and the Diophantine approximation will play a crucial role.
Definition 1.4. Let B = 0. Assume a1a2 6= 0 and either C or D does not vanish in (1.3). Fix
k ∈ {1, 2, 3, 4} and define Hsk as in (1.15). Then the range of the map Gk(a2a1 , C,D), denoted as Ck, is
called the critical index set of the analytical well-posedness of the systems (1.3) in the space Hsk.
The critical index set of the analytical well-posedness (or Cl-well-posedness) for the Cauchy problem
of the systems (1.3) posed on R or the single KdV equation,
ut + auxxx + bux = cuux, u(x, 0) = u0(x), ac 6= 0, (1.16)
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posed on R or T can be defined similarly (but the coefficient b in the single KdV case (1.16) is not required
to be zero).
Remark 1.5.
• The critical index set of C0-well-posedness of (1.16) in Hs(R) or Hs(T) is {−1}.
• The critical index set of the analytical well-posedness of (1.16) is {− 34} in the space Hs(R), {− 12}
in the space Hsm(T), and {∞} in the space Hs(T).
• The critical index set of the analytical well-posedness of the systems (1.3) in the space Hs(R)×Hs(R)
is {
−13
12
, −3
4
, 0,
3
4
}
.
Problem B: Can we identify the critical index sets Ck for the analytical well-posedness of the Cauchy
problem of the systems (1.3) in the space Hsk, k = 1, 2, 3, 4?
For r ≥ 14 , define
ρr =
√
12r − 3, σr = µ(ρr) and sr =
 1 if σr = 1 or σr ≥ 3,σr − 1
2
if 2 ≤ σr < 3,
(1.17)
where µ(ρr) is the irrationality exponent of ρr (see Definition 2.4). Let U be the range of sr:
U :=
{
sr :
1
4
≤ r <∞
}
.
Then it follows from Theorem 2.8–Theorem 2.11 in Section 2 that
C1 =
{− 12 ,∞} ∪ U and Cq = {− 12 ,− 14 ,∞} ∪ U , q = 2, 3, 4.
But what numbers are there in the set U? Or equivalently, what are the values of σr for r ≥ 14?
According to classical Diophantine approximation theory (see Section 2.2 for more details),
• σr = 1 and sr = 1 if ρr is a rational number;
• σr = 2 and sr = 12 if ρr is an irrational algebraic number.
So for any algebraic number ρr, the value of σr is clear and sr is either 1 or
1
2 . But if ρr is a transcendental
number, the exact value of σr = µ(ρr) is very difficult to find in general, despite of the fact that σr = 2
for almost every r ≥ 14 (with respect to Lebesgue measure).
Are there any critical indexes in U other than 1 and 12?
This question seems hard to answer by evaluating µ(ρr) directly. Nonetheless, helped by a classical result
of Jarnik [24] back to 1931 in Diophantine approximation theory, the set U is identified to be the interval
[ 12 , 1] that leads to the following positive answer to Problem B.
Theorem 1.6 (Critical index sets). The critical index sets Ck (k = 1, 2, 3, 4) in Definition 1.4 are
C1 =
{− 12 ,∞} ∪ {α : 12 ≤ α ≤ 1} and Cq = {− 12 ,− 14 ,∞} ∪ {α : 12 ≤ α ≤ 1} , q = 2, 3, 4. (1.18)
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Fix any k ∈ {1, 2, 3, 4}. The above result enables us to provide a complete classification of the systems
(1.3) (with B=0) according to the analytical well-posedness in the space Hsk.
Theorem 1.7 (Classification of the systems). Let B = 0. Assume a1a2 6= 0 and either C or D does not
vanish. Fix k ∈ {1, 2, 3, 4} and define Hsk as in (1.15). Then the systems (1.3) are completely classified
into a family of classes, each of which corresponds to a unique index s∗ ∈ Ck such that any system in this
class is locally analytically well-posed in the space Hsk if s > s∗ while the bilinear estimate, the key for
the proof of the analytical well-posedness, fails if s < s∗.
Our main results will be proven using the same approach as that developed by Bourgain [12],
Kenig-Ponce-Vega [35] and Colliander-Keel-Staffilani-Takaoka-Tao [17] in establishing the analytical well-
posedness of the Cauchy problem of (1.11) in the space Hs0(T) for s ≥ − 12 . The key ingredient in the
approach is the following bilinear estimate under the Fourier restriction space Xαs,b (see Definition 2.1
and Remark 2.2).
‖∂x(uv)‖X1
s,b−1
. ‖u‖X1
s,b
‖v‖X1
s,b
, (1.19)
where u and v have zero means, i.e. u(·, t), v(·, t) ∈ Hs0(T) for any t ∈ R.
Bourgain [12] first proved that (1.19) holds for s = 0 and b = 12 , which leads to the analytical LWP
of (1.11) in Hs0 (T) for any s ≥ 0. Later, Kenig, Ponce and Vega [35] obtained a sharp version of (1.19).
Lemma 1.8. (Kenig-Ponce-Vega [35]) The bilinear estimate (1.19) holds for any s ≥ − 12 with b = 12 ,
but fails if s < − 12 or b 6= 12 .
Using the same approach, Oh [47] studied LWP for the Majda-Biello system [42] with a2 ∈ (0, 4].
When a2 6= 1, the dispersion coefficient for u is different from that for v, so u and v live in two distinct
Fourier restriction spaces. The following two bilinear estimates are thus needed to study (1.4).
‖∂x(v2)‖X1
s,b−1
. ‖v‖Xa2
s,b
‖v‖Xa2
s,b
, (1.20)
‖∂x(uv)‖Xa2
s,b−1
. ‖u‖X1
s,b
‖v‖Xa2
s,b
. (1.21)
Let
c1 =
1
2
− 1
6
√
12
a2
− 3, c2 = 1
2
+
1
6
√
12
a2
− 3,
d1 =
−3a2 −
√
3a2(4− a2)
2(1− a2) , d2 =
−3a2 +
√
3a2(4− a2)
2(1− a2) ,
and denote
νc = max{ν(c1), ν(c2)}, νd = max{ν(d1), ν(d2)}, (1.22)
where the function ν(ρ) represents the minimal type index of ρ (see Definition 2.7). The minimal type
index ν(ρ) is closely related to the irrationality exponent µ(ρ) in Diophantine approximation (see Propo-
sition 3.3). Oh [47] proved that (1.20) holds for s ≥ min{1, 12 + 12νc+} and b = 12 , but fails for any b if
s < min{1, 12 + 12νc}. So min{1, 12 + 12νc} is the regularity threshold for (1.20). Similarly, min{1, 12 + 12νd}
is the regularity threshold for (1.21). With these bilinear estimates, Oh was able to show that, when
a2 ∈ (0, 4] \ {1}, the system is locally analytically well-posed in Hs0(T) × Hs(T) for any s > s∗, and
ill-posed for s < s∗ where
s∗ := min
{
1,max
{
1
2
+
1
2
νc,
1
2
+
1
2
νd
}}
.
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Remark 1.9. When a2 ∈ (0, 4]\{1}, d1 = 1c1 and d2 = 1c2 as pointed out by Compaan [19]. So it follows
from Proposition 3.3 and Proposition 3.4 in this paper that
νc = νd = ν(ρ 1
a2
) and s∗ = min
{
1,
1
2
+
1
2
ν
(
ρ 1
a2
)}
= s 1
a2
,
where ρ 1
a2
and s 1
a2
are as defined in (1.17).
In order to deal with the more general coupled KdV-KdV systems (1.3), four types of bilinear estimates
are needed.
Divergence form 1 (D1): ‖∂x(w1w2)‖Xα2,β2
s,b−1
. ‖w1‖Xα1,β1
s,b
‖w2‖Xα1,β1
s,b
, (1.23)
Divergence form 2 (D2): ‖∂x(w1w2)‖Xα1,β1
s,b−1
. ‖w1‖Xα1,β1
s,b
‖w2‖Xα2,β2
s,b
, (1.24)
and
Non-divergence form 1 (ND1): ‖(∂xw1)w2‖Xα1,β1
s,b−1
. ‖w1‖Xα1,β1
s,b
‖w2‖Xα2,β2
s,b
, (1.25)
Non-divergence form 2 (ND2): ‖w1(∂xw2)‖Xα1,β1
s,b−1
. ‖w1‖Xα1,β1
s,b
‖w2‖Xα2,β2
s,b
. (1.26)
where (α1, β1), (α2, β2) equals (a1, b11) or (a2, b22). (D1) will be used to deal with the square terms uux
and vvx in (1.3). (D2) is responsible for the mixed divergence term (uv)x when d11 = d12 or d21 = d22
in (1.3). (ND1) and (ND2) will be applied to treat the mixed nondivergence terms uxv and uvx when
d11 6= d12 or d21 6= d22. Strictly speaking, the right hand sides of the estimates (1.23) through (1.26)
should be considered in more genreal space Xα,βs,b,λ and the left hand sides should be in the corresponding
Zα,βs,λ space, see Definition 2.1 and (2.15). In addition, suitable mean-zero conditions need to be imposed
on w1 or w2 depending on the type of the estimates and the ratio
α2
α1
, see Lemma 4.1 through Lemma 4.4
for precise statements. But in order to illustrate the main ideas (especially the connection to Diophantine
approximation) more clearly in the current discussion, we will simply consider the forms (1.23) through
(1.26) in Xα,βs,b spaces and assume mean-zero conditions on both w1 and w2, i.e. w1(·, t), w2(·, t) ∈ Hs0(T)
for any t.
The general idea of treating these four bilinear estimates are similar, and is thus explained only for
the following divergence form,
‖∂x(w1w2)‖Xα3,β3
s,− 1
2
. ‖w1‖Xα1,β1
s, 1
2
‖w2‖Xα2,β2
s, 1
2
. (1.27)
By duality and Plancherel identity, in order to verify (1.27), it suffices to prove (see [53] or Lemma 6.1)
∫
A
|k3|〈k3〉s
3∏
i=1
|fi(ki, τi)|
〈k1〉s〈k2〉s〈L1〉 12 〈L2〉 12 〈L3〉 12
≤ C
3∏
i=1
‖fi‖L2(Z×R), ∀ {fi}1≤i≤3, (1.28)
where 〈·〉 = 1 + | · |, f1(0, ·) = f2(0, ·) = 0,
A =
{
(k1, k2, k3, τ1, τ2, τ3) ∈ Z3 × R3 :
3∑
i=1
ki =
3∑
i=1
τi = 0
}
,
and
Li = τi − φαi,βi(ki), 1 ≤ i ≤ 3,
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where φα,β(k) = αk3 − βk is as defined in (2.12). The condition f1(0, ·) = f2(0, ·) = 0 is due to the
assumption that w1(·, t), w2(·, t) ∈ Hs0(T) for any t. Thus, k1 = 0 or k2 = 0 does not contribute to the
left hand side of (1.28). In addition, k3 = 0 does not contribute neither since the term |k3| is on the
numerator. As a result, we may just assume ki ∈ Z \ {0}, which implies |ki| ≥ 1 for 1 ≤ i ≤ 3. In (1.28),
the loss of the spatial derivative in the bilinear estimate (1.27) is reflected in the term |k3|〈k3〉
s
〈k1〉s〈k2〉s
and the
gain of the time derivative is reflected in the term 〈L1〉 12 〈L2〉 12 〈L3〉 12 . How to compensate the loss of the
spatial derivative from the gain of the time derivative is the key issue. Denote
R1 =
|k3|〈k3〉s
〈k1〉s〈k2〉s and R2 = 〈L1〉
1
2 〈L2〉 12 〈L3〉 12 .
The strategy is to control R1 by taking advantage of R2. Since
∑3
i=1 ki = 0, then 〈k3〉 ≤ 〈k1〉〈k2〉.
As a result, R1 is a decreasing function in s, which means the larger s is, the more likely the bilinear
estimate will hold. So the interest lies in the search for the smallest s such that the bilinear estimate
holds. Noticing that Li contains the time variable τi, a single Li alone can barely have any contributions
to control R1. On the other hand, as
∑3
i=1 τi = 0,
3∑
i=1
Li = −
3∑
i=1
φαi,βi(ki)
is a function of variables {ki}i=1,2,3 only. For given
(
(α1, β1), (α2, β2), (α3, β3)
)
we can thus define
H(k1, k2, k3) :=
3∑
i=1
φαi,βi(ki), (1.29)
which can be used to control R1 as R2 & 〈H〉 12 . The function H measures to what extent the spatial
frequencies k1, k2 and k3 can resonate with each other, and is thus called the resonance function (see
page 856 in [53]). Unfortunately, |H | is not always large, the situation may become complicated near
the region where H vanishes. The zero set of H is called the resonance set. Usually, the worst situation
occurs near the resonance set and this trouble is called resonant interactions (see page 856 in [53]). In
order to justify (1.28), R1 should also be small near the resonance set.
Based on the above general discussion, we will analyze the specific situations in more detail in the
rest of the introduction. First, taking the classical case of (1.19) with b = 12 as an example where
(αi, βi) = (1, 0) for 1 ≤ i ≤ 3. The resonance function in this case is
H(k1, k2, k3) =
3∑
i=1
k3i = 3k1k2k3, ∀
3∑
i=1
ki = 0. (1.30)
The resonance set of H consists of three lines: ki = 0, 1 ≤ i ≤ 3. When −1 < s < 0, by writing ρ = −s,
then 0 < ρ < 1 and
R1 ∼ 〈k1〉ρ〈k2〉ρ|k3|1−ρ ∼ |k1|ρ|k2|ρ|k3|1−ρ, (1.31)
where the last relation is due to |ki| ≥ 1 for 1 ≤ i ≤ 3. As a result, R1 is also small near the resonance
set. In particular, when s = − 12 , it follows from (1.31) and (1.30) that
R1 ∼ |k1k2k3| 12 ∼ |H | 12 . R2.
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Thus, R1 is perfectly dominated by R2. Consequently, (1.19) holds for any s ≥ − 12 and this is sharp as
shown in Lemma 1.8. Inspired by this result, we will show in this paper (see Lemma 6.2) that as long as
the resonance function H satisfies
〈H(k1, k2, k3)〉 & |k1k2k3|, (1.32)
the bilinear estimate (1.27) holds for any s ≥ − 12 . Hence, the size of H is essential in the validation of
(1.27). Actually, as we will see in the following discussions, an informal criteria for telling whether the
bilinear estimate holds or not is to check if |R1| . 〈H〉 12 or not.
Next, we turn to (1.23)–(1.26) with b = 12 . Let
r := α2α1 .
According to Definition 2.3, (1.23) corresponds to the triple
(
(α1, β1), (α1, β1), (α2, β2)
)
and its resonance
function is
H1(k1, k2, k3) := φ
α1,β1(k1) + φ
α1,β1(k2) + φ
α2,β2(k3), ∀
3∑
i=1
ki = 0.
By writing k2 = −k1 − k3 and simplifying,
H1(k1, k2, k3) = (α2 − α1)k33 − 3α1k1k23 − 3α1k21k3 + (β1 − β2)k3, ∀
3∑
i=1
ki = 0. (1.33)
If k3 = 0, then H1(k1, k2, k3) = 0. If k3 6= 0, then H1 can be rewritten as
H1(k1, k2, k3) = k
3
3
[
(α2 − α1)− 3α1
(k1
k3
)
− 3α1
(k1
k3
)2]
+ (β1 − β2)k3
= −3α1k33
[1− r
3
+
(k1
k3
)
+
(k1
k3
)2]
+ (β1 − β2)k3.
Define
hr(x) = x
2 + x+
1− r
3
. (1.34)
Then
H1(k1, k2, k3) = −3α1k33 hr
(k1
k3
)
+ (β1 − β2)k3, ∀
3∑
i=1
ki = 0 with k3 6= 0. (1.35)
Similarly, for the bilinear estimates (1.24)-(1.26), their associated triple is
(
(α1, β1), (α2, β2), (α1, β1)
)
, so
the resonance function is
H2(k1, k2, k3) = φ
α1,β1(k1) + φ
α2,β2(k2) + φ
α1,β1(k3), ∀
3∑
i=1
ki = 0.
By writing k3 = −k1 − k2 and simplifying,
H2(k1, k2, k3) = (α2 − α1)k32 − 3α1k1k22 − 3α1k21k2 + (β1 − β2)k2, ∀
3∑
i=1
ki = 0. (1.36)
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If k2 = 0, then H2(k1, k2, k3) = 0. If k2 6= 0, then H2 can be rewritten as
H2(k1, k2, k3) = −3α1k32 hr
(k1
k2
)
+ (β1 − β2)k2, ∀
3∑
i=1
ki = 0 with k2 6= 0, (1.37)
where hr(x) is same as (1.34). As one can see from (1.35) and (1.37), the function hr(x) plays the essential
role. In (1.33), hr is evaluated at x =
k1
k3
, so k1 = 0 iff x = 0 and k2 = 0 iff x = −1. Similarly, in (1.36),
hr is evaluated at x =
k1
k2
, so k1 = 0 iff x = 0 and k3 = 0 iff x = −1. The following are the classification
of the roots of hr depending on the value of r.
(1) r < 14 : hr(x) does not have real roots;
(2) r = 14 : hr(x) has a unique root − 12 ;
(3) r > 14 but r 6= 1: hr(x) has two roots, neither of which equals -1 or 0;
(4) r = 1: hr(x) has two roots -1 and 0.
The ongoing illustration will be based on the above four situations. Since (1.35) and (1.37) are similar,
we will just focus on H2 in (1.37). Moreover, we assume β1 = β2 = 0 to simplify the discussion.
When r < 14 , |hr(x)| & 1 + x2, so
|H2(k1, k2, k3)| ∼
∣∣∣k32 hr(k1k2
)∣∣∣ & |k2|(k21 + k22) & |k2| 3∑
i=1
k2i , (1.38)
which implies (1.32). By the previous analysis, the bilinear estimate (1.24) of divrgence form will hold for
any s ≥ − 12 . But for the bilinear estimates (1.25) and (1.26) of non-divergence, there has some additional
difficulties. Let us compare (1.24) with (1.25). Although they have the same resonance function H2, the
terms R1 and R˜1 coming from the loss of the spatial derivative for (1.24) and (1.25) are different. More
precisely,
R1 =
|k3|〈k3〉s
〈k1〉s〈k2〉s and R˜1 =
|k1|〈k3〉s
〈k1〉s〈k2〉s . (1.39)
If s = − 12 , then
R1 ∼ 〈k1〉 12 〈k2〉 12 〈k3〉 12 and R˜1 ∼ 〈k1〉
3
2 〈k2〉 12
〈k3〉 12
.
In the region |k1| ∼ |k2| ≫ 1 and |k3| ∼ 1, it is easily seen that R˜1 is much larger than R1. Since − 12
is the critical index to control R1, there is no hope to dominate R˜1 as well. But if s = − 14 , then in the
region |k1| ∼ |k2| ≫ 1 and |k3| ∼ 1, it follows from (1.39) and (1.38) that
R˜1 =
〈k1〉 54 〈k2〉 14
〈k3〉 14
. |H2| 12 .
Thus, (1.25) holds for any s ≥ − 14 and actually the index − 14 is optimal (see Table 1).
Remark 1.10. When r < 14 , recalling the sharp results of the bilinear estimates on R (see Table 2), the
critical index for (1.24) is − 1312 which is smaller than the critical index − 34 for (1.23), (1.25) and (1.26).
The reason is due to the coherent interactions in the real line case (see [56] or page 856 in [53]).
• (1.23) has the trouble of coherent interactions while (1.24) does not, so the critical index of (1.23)
is not as small as that of (1.24);
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• (1.25) and (1.26) also have the trouble of coherent interations, but this difficulty does not appear in
the region |k1| ∼ |k2| ≫ 1, |k3| ∼ 1 where the non-divergence causes trouble. So by treating these
two regions separately, the critical indexes of (1.25) and (1.26) are still the same as that of (1.23).
However, the coherent interactions do not affect the periodic case. As a result,
• the critical index of (1.23) is as low as that of (1.24);
• the critical index of (1.25) and (1.26) is larger than that of (1.23) and (1.24) due to the non-
divergence structure.
Please compare Table 1 with Table 2 for the differences between T and R when r < 14 .
When r > 14 but r 6= 1, the roots of hr(x) are denoted as x1r and x2r, i.e.
x1r := −1
2
−
√
12r − 3
6
, x2r := −1
2
+
√
12r − 3
6
. (1.40)
Define σr and sr as in (1.17). Then it follows from Proposition 3.4 that
µ(x1r) = µ(x2r) = µ(
√
12r − 3) = σr. (1.41)
In addition, the resonance function H2 can be written as
H2(k1, k2, k3) = −3α1k32
(k1
k2
− x1r
)(k1
k2
− x2r
)
.
As a result, the resonance set consists of three lines: k2 = 0, k1 = x1rk2 and k1 = x2rk2. The most
difficult part is near the line k1 = x1rk2 or k1 = x2rk2. Without loss of generality, let us consider the
situation when k1k2 is very close to x1r. In this situation,
∣∣k1
k2
− x2r
∣∣ ≈ |x1r − x2r| which is a positive
constant. Hence,
|H2(k1, k2, k3)| ∼ |k2|3
∣∣∣x1r − k1
k2
∣∣∣. (1.42)
In addition, since r > 14 and r 6= 1, x1r is neither −1 nor 0. So |k1| ∼ |k2| ∼ |k3| when k1k2 is very close to
x1r. Consequently, it follows from (1.39) that
R1 ∼ R˜1 ∼ |k2|1−s. (1.43)
On the other hand, noticing that both k1 and k2 are integers, the estimate of
∣∣x1r − k1k2 ∣∣ reduces to the
problem of Diophantine approximation of x1r. The irrationality exponent σr of x1r will play the essential
role here.
• If x1r ∈ Q or if the irrationality exponent σr ≥ 3, then sr = 1 and there exist infinitely many
(k1, k2) such that ∣∣∣x1r − k1
k2
∣∣∣ = 0 or ∣∣∣x1r − k1
k2
∣∣∣ . 1
k32
.
So |H2(k1, k2, k3)| . 1 due to (1.42). In order to have |R1| ∼ |R˜1| . 〈H2〉 12 for large |k2|, it follows
from (1.43) that s ≥ 1 = sr.
• If 2 ≤ σr < 3, then sr = σr−12 and it follows from Lemma 3.2 that for any ǫ > 0 and for any integers
k1 and k2, ∣∣∣x1r − k1
k2
∣∣∣ & 1|k2|σr+ǫ .
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So it follows from (1.42) that |H2(k1, k2, k3)| & |k2|3−σr−ǫ. Then in order to have |R1| ∼ |R˜1| .
〈H2〉 12 , we need 1− s ≤ (3− σr − ǫ)/2, that is
s ≥ σr − 1
2
+
ǫ
2
= sr +
ǫ
2
.
The above argument explains why the critical index is sr when r ∈ (14 ,∞) \ {1}.
When r = 14 , the argument is similar to the above. The two roots of hr(x) are the same: x1r = x2r =
− 12 . So sr = σr = 1. Meanwhile,
H2(k1, k2, k3) = −3α1k32
(k1
k2
+
1
2
)2
.
So there exist infinitely many integer pair (k1, k2) such that
k1
k2
+ 12 = 0, which implies |H2(k1, k2, k3)| = 0.
In order to have |R1| ∼ |R˜1| . 〈H2〉 12 for large |k2|, it follows from (1.43) that s ≥ 1 = sr.
Remark 1.11. When r ∈ [ 14 ,∞)\ {1}, the above argument indicates that the sharp index for the bilinear
estimates (1.23)–(1.26) in the periodic case is sr, no matter r >
1
4 or r =
1
4 (see Table 1). But recalling
the sharp results of the bilinear estimates on R (see Table 2), the critical index for (1.23)–(1.26) is{
0 if r > 14 ,
3
4 if r =
1
4 .
So the critical index when r = 14 is much larger than that when r >
1
4 . The reason is again due to the
trouble of the coherent interactions which only affect the real line case but not the periodic case. The
following is a summary of how the coherent interactions affect the critical indexes of the bilinear estimate
in the real line case.
• When r ∈ (14 ,∞) \ {1}, the coherent interactions and the resonant interactions occur in different
positions, so the critical index is mainly affected by the resonant interactions whose effect is more
significant.
• But when r = 14 , the coherent interactions and the resonant interactions occur in the same place,
so the superposition of these two effects forces the critical index in this case is notably larger.
Please compare Table 1 with Table 2 for the differences between T and R when r ∈ [ 14 ,∞) \ {1}.
When r = 1, |H2(k1, k2, k3)| ∼ |k1k2k3|. The bilinear estimate (1.24) of divergence form holds for any
s ≥ − 12 since H2 satisfies (1.32). But for the bilinear estimate (1.25), the non-divergence form causes
trouble again. Recalling
R˜1 =
|k1|〈k3〉s
〈k1〉s〈k2〉s ,
so the region of k3 = 0 may still make contributions to R˜1. Actually, when k3 = 0 (or equivalently
k1 = −k2), |R˜1| ∼ |k1|1−2s and H2 vanishes. Hence, in order to have |R˜1| . 〈H2〉 12 for large |k1|, it
requires that s ≥ 12 .
Lemma 4.1 to Lemma 4.4 in Section 4 will state the bilinear estimates (1.23) through (1.26) when
b = 12 and s is within the range as shown in Table 1. Furthermore, Proposition 4.5 to Propositon 4.8,
under the assumption that β1 = β2 = 0, will demonstrate the sharpness of the indexes in Table 1. The
sharpness is in the same sense as that in Lemma 1.8. It is interesting to compare the periodic case with
the real line case in Table 1 and Table 2.
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r < 14 , r 6= 0 r ≥ 14 , r 6= 1 r = 1
(D1) s ≥ − 12 s ≥ min{1, sr+} s ≥ − 12
(D2) s ≥ − 12 s ≥ min{1, sr+} s ≥ − 12
(ND1) s ≥ − 14 s ≥ min{1, sr+} s ≥ 12
(ND2) s ≥ − 14 s ≥ min{1, sr+} s ≥ 12
Table 1: Sharp bilinear estimates on T (β1 = β2 = 0)
r < 0 0 < r < 14 r =
1
4 r >
1
4 , r 6= 1 r = 1
(D1) s > − 34 s > − 34 s ≥ 34 s ≥ 0 s > − 34
(D2) s ≥ − 1312 s > − 34 s ≥ 34 s ≥ 0 s > − 34
(ND1) s > − 34 s > − 34 s ≥ 34 s ≥ 0 s > 0
(ND2) s > − 34 s > − 34 s ≥ 34 s ≥ 0 s > 0
Table 2: Sharp bilinear estimates on R (β1 = β2 = 0)
The rest of the paper is organized as follows. Section 2 will introduce the notations, definitions and
the main results (Theorem 2.8–Theorem 2.11). In Section 3, some basic properties of the irrationality
exponent µ(ρ) defined in Definition 2.4 will be first presented. Then some linear estimates needed in
the proofs of our main results are recalled or proved as a preparation. In Section 4, the various bilinear
estimates, which are the key ingredients in establishing the main results of the paper, are presented
while their proofs are provided in Section 6 and Section 7. Section 5 is dedicated to justify Theorem
2.8–Theorem 2.11. In Section 8, some concluding remarks will be provided together with a few open
problems for further investigations. The paper ends with an appendix in which we verify the crucial L4
embedding lemma that plays an important role in the justification of the bilinear estimates in Section 6.
2 Notations, Definitions and the Main Results
2.1 Fourier restriction spaces
To study the LWP of (1.3), we adopt a similar treatment from [17] to deal with more general periodic
problem posed on Tλ = R/(2πλZ) for λ ≥ 1 and consider thus the system
(
ut
vt
)
+
(
a1 0
0 a2
)(
uxxx
vxxx
)
+B
(
ux
vx
)
= C
(
uux
vvx
)
+D
(
uxv
uvx
)
, x ∈ Tλ, t ∈ R,
(
u
v
)∣∣∣∣∣
t=0
=
(
u0
v0
)
∈ Hs(Tλ)×Hs(Tλ).
(2.1)
We use Fx, Ft and F to denote the spatial, temporal and space-time Fourier transform respectively.
However, when there is no confusion, we simply use ˆ to denote any of these three types of Fourier
transforms depending on the context. On the other hand, F−1x , F−1t and F−1 represent the inverse
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spatial, temporal and space-time Fourier transform respectively.
• The temporal Fourier transform and its inverse are defined standardly as follows. For any function
f(t) on R,
(Ftf)(τ) :=
∫
R
e−iτtf(t) dt, ∀ τ ∈ R. (2.2)
On the other hand, for any function g(τ) on R,
(F−1t g)(t) :=
1
2π
∫
R
eitτg(τ) dτ, ∀ t ∈ R. (2.3)
• The definitions of the spatial Fourier transform and its inverse are more complicated. Denote the
frequency space corresponding to Tλ by
Zλ =
{
k
∣∣∣ k = n
λ
for some n ∈ Z
}
The normalized counting measure dkλ on Zλ is defined by∫
Zλ
a(k)dkλ =
1
λ
∑
k∈Zλ
a(k). (2.4)
For any function f(x) on Tλ,
(Fxf)(k) :=
∫ 2πλ
0
e−ikxf(x) dx, ∀ k ∈ Zλ. (2.5)
On the other hand, for any functon g(k) on Zλ,
(F−1x g)(x) :=
1
2π
∫
Zλ
eixkg(k) dkλ, ∀x ∈ R. (2.6)
Consequently, the norm for the Sobolev space Hs(Tλ) is defined as
||f ||Hs(Tλ) = ||〈k〉sfˆ(k)||L2(Zλ) =
( 1
λ
∑
k∈Zλ
〈k〉2s|fˆ(k)|2
) 1
2
, (2.7)
where 〈·〉 := 1 + | · | and
Hsc (Tλ) := {f ∈ Hs(Tλ) : fˆ(0) = 2πλ c}.
In particular, Hs0(Tλ) is the homogeneous subspace of H
s(Tλ).
• Finally, the space-time Fourier transform and its inverse are defined as F = FtFx and F−1 =
F−1x F−1t . More precisely, for any function f(x, t) on Tλ × R,
(Ff)(k, τ) :=
∫
R
∫ 2πλ
0
e−i(τt+kx)f(x, t) dx dt, ∀ (k, τ) ∈ Zλ × R. (2.8)
For any function g(k, τ) on Zλ × R,
(F−1g)(x, t) := 1
4π2
∫
Zλ
∫
R
ei(xk+tτ)g(k, τ) dτ dkλ, ∀ (x, t) ∈ Tλ × R. (2.9)
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Since the targeted system (1.3) contains linear terms, we consider{
∂tw + α∂
3
xw + β∂xw = 0, x ∈ Tλ, t ∈ R,
w(0) = w0 ∈ Hs(Tλ),
(2.10)
where α 6= 0 and λ ≥ 1. The solution to (2.10) is given explicitly by
w(x, t) =
∫
Zλ
eikxeiφ
α,β(k)tŵ0(k)dk
λ := Sα,βλ (t)w0, (2.11)
with
φα,β(k) := αk3 − βk. (2.12)
For convenience, φα,0 will be written as φα.
Definition 2.1 ( [12,35]). For any α, β, s, b, λ ∈ R with α 6= 0 and λ ≥ 1, the Fourier restriction space
Xα,βs,b,λ is defined to be the completion of the Schwartz space S (Tλ × R) with respect to the norm
‖w‖Xα,β
s,b,λ
:= ‖〈k〉s〈τ − φα,β(k)〉bŵ(k, τ)‖L2(Zλ×R), (2.13)
where ŵ refers to the space-time Fourier transform of w. In addition, for any T > 0, Xα,βs,b,λ([0, T ])
denotes the restriction of Xα,βs,b,λ on the domain Tλ × [0, T ] which is a Banach space when equipped with
the usual quotient norm.
It has been pointed out in [35] that one needs to take b = 12 for the periodic KdV. However, this space
barely fails to be in C
(
Rt;H
s
x
)
. To ensure the continuity of the time flow of the solution, a smaller space
Y α,βs,λ will be used via the norm
‖w‖Y α,β
s,λ
= ‖w‖Xα,β
s, 1
2
,λ
+ ‖〈k〉sŵ(k, τ)‖L2(Zλ)L1(R). (2.14)
Since the second term ||〈k〉sŵ(k, τ)||L2(Zλ)L1(R) has already dominated the L∞t Hsx norm of w, it follows
that Y α,βs,λ ⊂ C
(
Rt;H
s
x
)
. The companion spaces Zα,βs,λ via the norm (2.15) is then introduced to control
the Y α,βs,λ norm of the integral term from the Duhamel principle (see Lemma 3.5):
‖w‖Zα,β
s,λ
= ‖w‖Xα,β
s,− 1
2
,λ
+
∥∥∥∥ 〈k〉sŵ(k, τ)〈τ − φα,β(k)〉
∥∥∥∥
L2(Zλ)L1(R)
. (2.15)
Remark 2.2. For convenience, we will drop β when it equals 0 and drop λ when it equals 1. For example,
Xαs,b,λ := X
α,0
s,b,λ, X
α,β
s,b := X
α,β
s,b,1, X
α
s,b := X
α,0
s,b,1.
Similar notation conventions also apply to Y α,βs,λ and Z
α,β
s,λ .
Throughout this paper,
R∗ := R \ {0}, Z∗ := Z \ {0}, Z∗λ := Zλ \ {0}, Q∗ := Q \ {0}.
Definition 2.3 ( [53]). Let
(
(a1, β1), (α2, β2), (α3, β3)
)
be a triple in (R∗ × R)3. Define the resonance
19
function H associated to this triple by
H(k1, k2, k3) =
3∑
i=1
φαi,βi(ki), ∀
3∑
i=1
ki = 0. (2.16)
The resonance set of H is defined to be the zero set of H, that is
{
(k1, k2, k3) ∈ R3 :
3∑
i=1
ki = 0, H(k1, k2, k3) = 0
}
.
In addition, if there exists λ ≥ 1 and δ > 0 such that
〈
H(k1, k2, k3)
〉 ≥ δ 3∏
i=1
|ki| for any {ki}3i=1 ⊂ Zλ with
3∑
i=1
ki = 0, (2.17)
then H is called significant (or δ-significant) on Zλ.
2.2 Diophantine approximation
To deal with the coupled KdV-KdV systems (1.3) on the periodic domain Tλ, one may need to
know how well the rational numbers can approximate a given real number. This phenomenon for the
coupled KdV-KdV systems posed on T was first observed by Oh [47] in the study of the Majda-Biello
system. In the number theory, this is called Diophantine approximation ¶ and there have been extensive
works on this topic, including the famous Thue-Siegel-Roth theorem (cf. [5, 6, 14, 36, 39–41, 50, 55] and
the references therein). Roughly speaking, Diophantine approximation studies how closely a real number
ρ can be approached by the rational numbers (other than itself if ρ ∈ Q). One characterization of this
approximation is via the concept called the irrationality exponent.
Definition 2.4 (see e.g. [5]). A real number ρ is said to be approximable with power µ if the inequality
0 <
∣∣∣ρ− m
n
∣∣∣ < 1|n|µ (2.18)
holds for infinitely many (m,n) ∈ Z× Z∗, and
µ(ρ) := sup{µ ∈ R : ρ is approximable with power µ} (2.19)
is called the irrationality exponent of ρ.
A real number ρ is called a Liouville number if µ(ρ) = ∞, one example of the Liouville numbers is
the Liouville’s constant ρ :=
∞∑
n=1
1
10n!
. ‖
For any rational number ρ, µ(ρ) = 1. For any irrational number ρ, µ(ρ) ≥ 2, but exact value of µ(ρ)
is difficult to find in general. However, µ(ρ) = 2 if ρ is an irrational algebraic number (the Thue-Siegel-
Roth theorem [49, 50, 55]) and µ(ρ) = 2 for almost every real number ρ with respect to the Lebesgue
measure (Khintchine Theorem [36]). On the other hand, for any σ ≥ 2, Jarnik [23,24] used the theory of
¶The interested readers are referred to S. Lang [41] and Y. Bugeaud [14] for a nice introduction to this subject.
‖ In 1844, Joseph Liouville showed that all Liouville numbers are transcendental, thus established the existence of
transcendental numbers for the first time.
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continued fractions to construct a real number ρσ such that µ(ρσ) = σ. We collect the above properties
of the irrationality exponent in the following proposition.
Proposition 2.5.
(a) If ρ ∈ Q, then µ(ρ) = 1;
(b) If ρ ∈ R \Q, then µ(ρ) ≥ 2;
(c) If ρ is an irrational algebraic number, then µ(ρ) = 2; ∗∗
(d) For almost every ρ ∈ R, µ(ρ) = 2;
(e) The function µ maps R onto {1} ∪ [2,∞] (see Jarnik [23,24]).
For any r ≥ 14 , define
(
see (1.17)
)
ρr =
√
12r − 3, σr = µ(ρr) and sr =
 1 if σr = 1 or σr ≥ 3,σr − 1
2
if 2 ≤ σr < 3.
Then the following properties of sr follow easily from Proposition 2.5.
Proposition 2.6. Let r ≥ 14 be given. Then
(a) sr = 1 if
√
12r − 3 ∈ Q;
(b) 12 ≤ sr ≤ 1 for any r ≥ 14 ;
(c) sr =
1
2 if r is an algebraic number and
√
12r − 3 /∈ Q.
(d) sr =
1
2 for almost every r ≥ 14 ;
(e) The range of sr over r ∈ [ 14 ,∞) is [ 12 , 1].
In [47], Oh introduced a slightly different definition for the irrationality exponent called the minimal
type index.
Definition 2.7 (see e.g. [4,47]). A real number ρ is said to be of type ν if there exists a positive constant
K = K(ρ, ν) such that the inequality ∣∣∣ρ− m
n
∣∣∣ ≥ K|n|2+ν (2.20)
holds for any (m,n) ∈ Z× Z∗, and
ν(ρ) := inf{ν ∈ R : ρ is of type ν} (2.21)
is called the minimal type index of ρ, where the infimum is understood as ∞ if the set {ν ∈ R :
ρ is of type ν} is empty.
The relation between the two concepts µ(ρ) and ν(ρ) is demonstrated in Proposition 3.3.
∗∗This result was obtained by K. F. Roth in 1955 [49] for which he was awarded the Fields Medal in 1958.
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2.3 Main Results
As mentioned earlier, this paper looks for the critical index s∗ such that the Cauchy problem for the
system (1.3) is locally analytically well-posed in Hs(T) for any s > s∗, but “ill-posed” for any s < s∗.
Here, Hs(T) is considered to be one of the following four types of spaces.
I : Hsm1(T) ×Hsm2(T), II : Hsm1(T)×Hs(T), III : Hs(T) ×Hsm2(T), IV : Hs(T)×Hs(T).
It turns out that the critical number s∗ not only depends on the dispersion coefficients a1, a2 and other
coefficients, but also depends on which type of the spaces that Hs(T) belongs to. The following Theorem
2.8–Theorem 2.11 are the main results we have obtained so far for this task.
First, for the well-posedness of (1.3) in the space Hsm1(T)×Hsm2(T), one has to assume d11 = d12 and
d21 = d22 since the means of u and v are preserved. Type I transformation (see Section 5.2) will thus
be conducted and generate a new coefficient matrix B˜ =
(
b˜11 b˜12
b˜21 b˜22
)
for the first-order terms (see Bλ in
(5.6)).
Theorem 2.8. Let Hs(T) = Hsm1(T) × Hsm2(T). Assume d11 = d12 := d1 and d21 = d22 := d2 in the
coupled KdV-KdV system (1.3). Let θ = a2a1 and define(
b˜11 b˜12
b˜21 b˜22
)
=
(
b11 − c11m1 − d1m2 b12 − c12m2 − d1m1
b21 − c21m1 − d2m2 b22 − c22m2 − d2m1
)
.
Then (1.3) is analytically locally well-posed in Hs(T) if one of the following conditions holds.
(a) θ < 0 and s ≥ − 12 ;
(b) θ = 1, b˜12 = b˜21 = 0 and s ≥ − 12 ;
(c) θ > 0, θ 6= 1 and s ≥ 1;
(d) 0 < θ < 14 and
{
s ≥ − 12 , if c12 = d2 = 0;
s > s 1
θ
, if c212 + d
2
2 > 0, b˜11 = b˜22;
(e) 14 ≤ θ ≤ 4, θ 6= 1, b˜11 = b˜22 and

s > sθ, if c12 = d2 = 0, c
2
21 + d
2
1 > 0;
s > s 1
θ
, if c212 + d
2
2 > 0, c21 = d1 = 0;
s > max{sθ, s 1
θ
}, if c212 + d22 > 0, c221 + d21 > 0;
(f) θ > 4 and
{
s ≥ − 12 , if c21 = d1 = 0;
s > sθ, if c
2
21 + d
2
1 > 0, b˜11 = b˜22.
Secondly, for the well-posedness in the space Hsm1(T)×Hs(T), one has to assume d11 = d12 since the
mean of u is preserved. Type II transformation (see Section 5.2) will thus be conducted and generate a
new coefficient matrix B˜ for the first-order terms (see Bλ in (5.13). On the other hand, the mean of v
is not fixed in this case, so one has to further assume c22 = d11 = d12 = 0 in order to apply the bilinear
estimates (see Section 5.3 for more explanations).
Theorem 2.9. Let Hs(T) = Hsm1(T) × Hs(T). Assume c22 = d11 = d12 = 0 in the coupled KdV-KdV
system (1.3). Let θ = a2a1 and define(
b˜11 b˜12
b˜21 b˜22
)
=
(
b11 − c11m1 b12
b21 − c21m1 b22 − d22m1
)
.
22
Then (1.3) is analytically locally well-posed in Hs(T) if one of the following conditions holds.
(a) θ < 0 and
{
s ≥ − 12 , if d21 = d22;
s ≥ − 14 , if d21 6= d22;
(b) θ = 1, b˜12 = b˜21 = 0, c12 = d21 = 0 and
{
s ≥ − 12 , if d22 = 0;
s ≥ 12 , if d22 6= 0;
(c) θ > 0, θ 6= 1 and s ≥ 1;
(d) 0 < θ < 14 and
{
s ≥ − 12 , if c12 = d21 = d22 = 0;
s > s 1
θ
, if c212 + d
2
21 + d
2
22 > 0, b˜11 = b˜22;
(e) 14 ≤ θ ≤ 4, θ 6= 1, b˜11 = b˜22 and

s > sθ, if c12 = d21 = d22 = 0, c21 6= 0;
s > s 1
θ
, if c212 + d
2
21 + d
2
22 > 0, c21 = 0;
s > max{sθ, s 1
θ
}, if c212 + d221 + d222 > 0, c21 6= 0;
(f) θ > 4 and

s ≥ − 12 , if c21 = 0, d21 = d22;
s ≥ − 14 , if c21 = 0, d21 6= d22;
s > sθ, if c21 6= 0, b˜11 = b˜22.
Similarly, for the well-posedness in the space Hs(T)×Hsm2(T), one has to assume d21 = d22 since the
mean of v is preserved. Type III transformation (see Section 5.2) will be conducted and generate a new
coefficient matrix B˜ for the first-order terms (see Bλ in (5.16)). On the other hand, the mean of u is
not fixed in this case, so one has to further assume c11 = d21 = d22 = 0 in order to apply the bilinear
estimates.
Theorem 2.10. Let Hs(T) = Hs(T) ×Hsm2(T). Assume c11 = d21 = d22 = 0 in the coupled KdV-KdV
system (1.3). Let θ = a2a1 and define(
b˜11 b˜12
b˜21 b˜22
)
=
(
b11 − d11m2 b12 − c12m2
b21 b22 − c22m2
)
.
Then (1.3) is analytically locally well-posed in Hs(T) if one of the following conditions holds.
(a) θ < 0 and
{
s ≥ − 12 , if d11 = d12;
s ≥ − 14 , if d11 6= d12;
(b) θ = 1, b˜12 = b˜21 = 0, c21 = d12 = 0 and
{
s ≥ − 12 , if d11 = 0;
s ≥ 12 , if d11 6= 0;
(c) θ > 0, θ 6= 1 and s ≥ 1;
(d) 0 < θ < 14 and

s ≥ − 12 , if c12 = 0, d11 = d12;
s ≥ − 14 , if c12 = 0, d11 6= d12;
s > s 1
θ
, if c12 6= 0, b˜11 = b˜22;
(e) 14 ≤ θ ≤ 4, θ 6= 1, b˜11 = b˜22 and

s > sθ, if c12 = 0, c
2
21 + d
2
11 + d
2
12 > 0;
s > s 1
θ
, if c12 6= 0, c21 = d11 = d12 = 0;
s > max{sθ, s 1
θ
}, if c12 6= 0, c221 + d211 + d212 > 0;
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(f) θ > 4 and
{
s ≥ − 12 , if c21 = d11 = d12 = 0;
s > sθ, if c
2
21 + d
2
11 + d
2
12 > 0, b˜11 = b˜22.
Finally, for the well-posedness in the space Hs(T)×Hs(T), Type IV transformation (see Section 5.2)
will thus be conducted and generate a new coefficient matrix B˜ for the first-order terms (see Bλ in (5.19)).
Since neither of the means of u and v is fixed in the space Hs(T) ×Hs(T), one has to further assume
c11 = c22 = d11 = d22 = 0 in order to apply the bilinear estimates (see Section 5.3 for more explanations).
Theorem 2.11. Let Hs(T) = Hs(T) × Hs(T). Assume c11 = c22 = d11 = d22 = 0 in the coupled
KdV-KdV system (1.3). Let θ = a2a1 . Then (1.3) is analytically locally well-posed in Hs(T) if one of the
following conditions holds.
(a) θ < 0 and
{
s ≥ − 12 , if d12 = d21 = 0;
s ≥ − 14 , if d212 + d221 > 0;
(b) θ > 0, θ 6= 1 and s ≥ 1;
(c) 0 < θ < 14 and

s ≥ − 12 , if c12 = d12 = d21 = 0;
s ≥ − 14 , if c12 = d21 = 0, d12 6= 0;
s > s 1
θ
, if c212 + d
2
21 > 0, b11 = b22;
(d) 14 ≤ θ ≤ 4, θ 6= 1, b11 = b22 and

s > sθ, if c12 = d21 = 0, c
2
21 + d
2
12 > 0;
s > s 1
θ
, if c212 + d
2
21 > 0, c21 = d12 = 0;
s > max{sθ, s 1
θ
}, if c212 + d221 > 0, c221 + d212 > 0;
(e) θ > 4 and

s ≥ − 12 , if c21 = d12 = d21 = 0;
s ≥ − 14 , if c21 = d12 = 0, d21 6= 0;
s > sθ, if c
2
21 + d
2
12 > 0, b11 = b22.
Remark 2.12. Most well-posedness results presented in Theorem 2.8–Theorem 2.11 are sharp in the
sense that either the solution map fails to be C3 or the bilinear estimates used in their proofs fail if
s < s∗.
Setting B = (bij) = 0 in (1.3) yields the following coupled KdV-KdV systems:
ut + a1uxxx = c11uux + c12vvx + d11uxv + d12uvx,
vt + a2vxxx = c21uux + c22vvx + d21uxv + d22uvx,
(u, v)|t=0 = (u0, v0).
(2.22)
Based on Theorem 2.8–Theorem 2.11, for any fixed k ∈ {1, 2, 3, 4}, we are able to provide a complete
classification of the systems (2.22) according to the analytical well-posedness in the space Hsk. Recall the
spaces {Hsk}1≤k≤4 and the sets {Ck}1≤k≤4 as defined in (1.15) and (1.18):
Hs1 = Hs0 (T)×Hs0(T), Hs2 = Hs0(T) ×Hs(T), Hs3 = Hs(T) ×Hs0(T), Hs4 = Hs(T)×Hs(T)
and
C1 =
{− 12 ,∞} ∪ {α : 12 ≤ α ≤ 1} , Cq = {− 12 ,− 14 ,∞} ∪ {α : 12 ≤ α ≤ 1} , q = 2, 3, 4.
We have the following result which is a combination of Theorem 1.3 and Theorem 1.6.
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Theorem 2.13. Let k ∈ {1, 2, 3, 4}. The system (2.22) can be completely classified into a family of
classes, each of them corresponds to a unique index s∗ ∈ Ck such that any system in this class is locally
analytically well-posed in the space Hsk if s > s∗ while the bilinear estimate, the key for the proof of
the analytical well-posedness, fails if s < s∗. In addition, Ck is the critical index set of the analytical
well-posedness for the systems (2.22) in the space Hsk based on Definition 1.4.
Remark 2.14. It is interesting to note that (see [56]) the critical index set of the analytical well-posedness
for systems (2.22) in the space Hs(R)×Hs(R) is{
−13
12
,−3
4
, 0,
3
4
}
.
As applications, we apply Theorem 2.8–Theorem 2.11 to a few specializations of (1.3). We start with
the Majda-Biello system (1.4) whose coefficients satisfy
a1 = 1, B =
(
0 0
0 0
)
, C =
(
0 −1
0 0
)
, D =
(
0 0
−1 −1
)
. (2.23)
Since d22 = −1 6= 0, only Theorem 2.8 and 2.9 are available. The following is a summary of the local
well-posedness of the Majda-Biello system by applying Theorem 2.8 and 2.9 (note θ = a2a1 = a2).
Theorem 2.15. The Majda-Biello system (1.4) is analytically locally well-posed in H if one of the
following conditions is satisfied.
(1) a2 < 0 or a2 > 4, H = Hs2 with s ≥ − 12 ;
(2) a2 = 1, H = Hs1 with s ≥ − 12 ;
(3) a2 ∈ (0, 4] \ {1}, H = Hs2 with s ≥ 1 or s > s 1
a2
(equivalently s ≥ min{1, s 1
a2
+}).
Thanks to the following conserved energies for (1.4), the globall well-posedness follows directly from
Theorem 2.15.
E1(u, v) =
∫
u2 + v2 dx,
E2(u, v) =
∫
u2x + a2v
2
x − uv2 dx.
(2.24)
Theorem 2.16. The Majda-Biello system (1.4) is analytically globally well-posed in H if one of the
following conditions is satisfied.
(1) a2 < 0 or a2 > 4, H = Hs2 with s ≥ 0;
(2) a2 = 1, H = Hs1 with s ≥ 0;
(3) a2 ∈ (0, 4] \ {1}, H = Hs2 with s ≥ 1.
Remark 2.17. Actually, Theorem 2.15 and 2.16 have already been proven by Oh [46,47]. Moreover, by
introducing the vector-valued Fourier restriction space, Oh [46, 47] proved stronger results when a2 = 1,
that is, the Majda-Biello system (1.4) is analytically globally well-posed in Hsm1(T) × Hsm2(T) for any
s ≥ − 12 and for any m1,m2 ∈ R. But if we only use Fourier restriction space (not of vector-valued form),
then it can be seen from Theorem 2.8 that m2 has to be zero when a2 = 1. The novelty of Theorem 2.15
is the simpler expression min{1, s 1
a2
+} for the lower bound of s when a2 ∈ (0, 4] \ {1} (see Remark 1.9).
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Next we consider the Hirota-Satsuma system (1.7) whose coefficients satisfy
a2 = 1, B =
(
0 0
0 0
)
, C =
(
−6a1 c12
0 0
)
, D =
(
0 0
0 −3
)
. (2.25)
Since d21 6= d22 and d22 6= 0, only Theorem 2.9 is available. After applying this theorem (note θ = a2a1 =
1
a1
) to the Hirota-Satsuma system, we obtain the result below.
Theorem 2.18. The Hirota-Satsuma system (1.7) is analytically locally well-posed in Hs2 if one of the
following conditions is satisfied.
(1) a1 ∈ (−∞, 14 ) \ {0} and s ≥ − 14 ;
(2) a1 = 1, c12 = 0 and s ≥ 12 ;
(3) a1 ∈ [ 14 ,∞) \ {1}, and s ≥ 1 or s > sa1 (equivalently s ≥ min{1, sa1+}).
Due to the following conserved energies for (1.7), the globall well-posedness follows directly from
Theorem 2.18.
E1(u, v) =
∫
u2 +
c12
3
v2 dx,
E2(u, v) =
∫
(1 − a1)u2x + c12v2x − 2(1− a1)u3 − c12uv2 dx.
(2.26)
Theorem 2.19. Let c12 > 0. Then the Hirota-Satsuma system (1.7) is analytically globally well-posed
in Hs2 if one of the following conditions is satisfied.
(1) a1 ∈ (−∞, 14 ) \ {0} and s ≥ 0;
(2) a1 ∈ [ 14 , 1) and s ≥ 1.
Finally, we turn to the Gear-Grimshaw system (1.5) for which we investigate the cases of σ3 = 0 and
σ3 6= 0 separately.
Case 1: σ3 = 0. In this case, the Gear-Grimshaw system (1.5) is reduced to
ut + uxxx = −uux + σ1vvx + σ2(uv)x,
ρ1vt + vxxx + σ4vx = ρ2σ2uux − vvx + ρ2σ1(uv)x,
(u, v)|t=0 = (u0, v0),
(2.27)
or equivalently 
(
ut
vt
)
+
(
1 0
0 1ρ1
)(
uxxx
vxxx
)
+B
(
ux
vx
)
= C
(
uux
vvx
)
+D
(
uxv
uvx
)
,
(u, v)|t=0 = (u0, v0),
(2.28)
where
B =
(
0 0
0 σ4ρ1
)
, C =
(
−1 σ1
ρ2σ2
ρ1
− 1ρ1
)
, D =
(
σ2 σ2
ρ2σ1
ρ1
ρ2σ1
ρ1
)
.
Since c11 = −1 6= 0 and c22 = − 1ρ1 6= 0, only Theorem 2.8 is available. After applying this theorem (note
θ = 1ρ1 ) to the Gear-Grimshaw system, we obtain the result below.
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Theorem 2.20. Let σ3 = 0. Then the Gear-Grimshaw system (1.5) is analytically locally well-posed in
Hs1 if one of the following conditions is satisfied.
(1) ρ1 < 0 or ρ1 = 1, and s ≥ − 12 ;
(2) ρ1 ∈ (0,∞) \ {1} and s ≥ 1;
(3) ρ1 ∈
(
0, 14
)
and
{
s ≥ − 12 , if σ2 = 0;
s > s 1
ρ1
, if σ2 6= 0, σ4 = 0.
(4) ρ1 ∈ [ 14 , 4] \ {1}, σ4 = 0, and

s > s 1
ρ1
, if σ1 = 0, σ2 6= 0;
s > sρ1 , if σ1 6= 0, σ2 = 0;
s > max{sρ1 , s 1
ρ1
}, if σ1 6= 0, σ2 6= 0;
(5) ρ1 > 4 and
{
s ≥ − 12 , if σ1 = 0;
s > sρ1 , if σ1 6= 0, σ4 = 0.
Then taking advantage of the following conserved energies for (1.5), the global well-posedness follows
directly from Theorem 2.20.
E1(u, v) =
∫
ρ2u
2 + ρ1v
2 dx,
E2(u, v) =
∫
ρ2u
2
x + v
2
x + 2ρ2σ3uxvx −
ρ2
3
u3 + ρ2σ2u
2v + ρ2σ1uv
2 − 1
3
v3 − σ4v2.
(2.29)
Theorem 2.21. Let σ3 = 0. Then the Gear-Grimshaw system (1.5) is analytically globally well-posed in
Hs1 if one of the following conditions is satisfied.
(1) ρ1 < 0 or ρ1 = 1, and s ≥ 0;
(2) ρ1 ∈ (0,∞) \ {1} and s ≥ 1;
(3) ρ1 ∈
(
0, 14
)
, σ2 = 0 and s ≥ 0;
(4) ρ1 > 4, σ1 = 0 and s ≥ 0.
Case 2: σ3 6= 0 and ρ2σ23 6= 1. In this case, we first write the Gear-Grimshaw system (1.5) into the
following vector form:
(
ut
vt
)
+A1
(
uxxx
vxxx
)
+A2
(
ux
vx
)
= A3
(
uux
vvx
)
+A4
(
uxv
uvx
)
, x ∈ T, t ∈ R,
(u, v)|t=0 = (u0, v0),
(2.30)
where
A1 =
(
1 σ3
ρ2σ3
ρ1
1
ρ1
)
, A2 =
(
0 0
0 σ4ρ1
)
, A3 =
(
−1 σ1
ρ2σ2
ρ1
− 1ρ1
)
, A4 =
(
σ2 σ2
ρ2σ1
ρ1
ρ2σ1
ρ1
)
.
When σ3 6= 0 and ρ2σ23 6= 1, A1 has two different nonzero eigenvalues λ1 and λ2:
λ1 =
ρ1 + 1
2ρ1
+
√
(ρ1 − 1)2 + 4ρ1ρ2σ23
2ρ1
, λ2 =
ρ1 + 1
2ρ1
−
√
(ρ1 − 1)2 + 4ρ1ρ2σ23
2ρ1
. (2.31)
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So there exists an invertible real-valued matrix M such that A1 = M
(
λ1
λ2
)
M−1. By regarding
M−1
(
u
v
)
as the new unknown functions (still denoted by u and v), (2.30) can be rewritten as

(
ut
vt
)
+
(
λ1
λ2
)(
uxxx
vxxx
)
+B
(
ux
vx
)
= C
(
uux
vvx
)
+D
(
uxv
uvx
)
,
(u, v)|t=0 = (u0, v0),
(2.32)
where the elements in B, C, D are too complicated to write out explicitly. But at least we know two
facts.
• First, the matrix D has the property that d11 = d12 and d21 = d22.
• Secondly, if σ4 = 0, then A2 =
(
0 0
0 0
)
and therefore B =
(
0 0
0 0
)
.
Thus, we can still apply Theomre 2.8 to obtain the local well-posedness. Define
θ =
λ2
λ1
. (2.33)
Then it follows from (2.31) that θ < 1. Moreover, since both ρ1 and ρ2 are positive numbers, we have
the following characterization of θ.
θ < 0⇐⇒ ρ2σ23 > 1,
0 < θ <
1
4
⇐⇒ 0 < ρ2σ23 < 1 and ρ21 +
25ρ2σ
2
3 − 17
4
ρ1 + 1 > 0,
1
4
≤ θ < 1⇐⇒ 0 < ρ2σ23 < 1 and ρ21 +
25ρ2σ
2
3 − 17
4
ρ1 + 1 ≤ 0.
(2.34)
Theorem 2.22. Let σ3 6= 0 and ρ2σ23 6= 1. Define λ1 and λ2 as in (2.31) and denote θ = λ2λ1 . Then the
Gear-Grimshaw system (1.5) is analytically locally well-posed in Hs1 if one of the following conditions is
satisfied.
(1) ρ2σ
2
3 > 1 and s ≥ − 12 ;
(2) 0 < ρ2σ
2
3 < 1 and s ≥ 1;
(3) 0 < θ < 14 , σ4 = 0 and s > s 1θ ;
(4) 14 ≤ θ < 1, σ4 = 0 and s > max{sθ, s 1θ }.
Then again due to the conserved quantities (2.29), we obtain the corresponding global well-posedness.
Theorem 2.23. Let σ3 6= 0 and ρ2σ23 6= 1. Then the Gear-Grimshaw system (1.5) is analytically globally
well-posed in Hs1 if one of the following conditions is satisfied.
(1) ρ2σ
2
3 > 1 and s ≥ 0;
(2) 0 < ρ2σ
2
3 < 1 and s ≥ 1.
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3 Preliminaries
First, we present two technical lemmas concerning the irrationality exponent function µ.
Lemma 3.1. If a real number ρ is approximable with power µ, then there exist {(mj, nj)}∞j=1 ⊂ Z× Z∗
with the following two properties.
(1) {nj}∞j=1 is an increasing positive sequence and lim
j→∞
nj =∞;
(2) For each j ≥ 1, (mj , nj) satisfies
0 <
∣∣∣ρ− mj
nj
∣∣∣ < 1
nµj
.
Proof. The conclusion follows from Definition 2.4 and the observation that for any fixed n ∈ Z∗, there
are at most finitely many m ∈ Z such that
0 <
∣∣∣ρ− m
n
∣∣∣ < 1|n|µ .
Lemma 3.2. Let ρ ∈ R \ Q and suppose µ(ρ) < ∞. Then for any ǫ > 0, there exists a constant
K = K(ρ, ǫ) > 0 such that the inequality ∣∣∣ρ− m
n
∣∣∣ ≥ K|n|µǫ (3.1)
holds for any (m,n) ∈ Z× Z∗, where µǫ = µ(ρ) + ǫ.
Proof. Since µǫ = µ(ρ) + ǫ > µ(ρ), it follows from Definition 2.4 that there exist at most finitely many
(m,n) ∈ Z× Z∗ such that
0 <
∣∣∣ρ− m
n
∣∣∣ < 1|n|µǫ .
In addition, since ρ is an irrational number,
∣∣ρ− mn ∣∣ is never zero. Therefore,∣∣∣ρ− m
n
∣∣∣ ≥ 1|n|µǫ
holds for all but finitely many (m,n) ∈ Z × Z∗. Consequently, by choosing a sufficiently small constant
K = K(ρ, ǫ), (3.1) will be valid for any (m,n) ∈ Z× Z∗.
Now we discuss the relation between the irrationality exponent µ(ρ) in Definition 2.4 and the minimal
type index ν(ρ) in Definition 2.7.
Proposition 3.3.
(a) If ρ ∈ Q, then ν(ρ) =∞ and µ(ρ) = 1;
(b) If ρ ∈ R \Q, then ν(ρ) = µ(ρ)− 2.
Proof. Part (a) is obvious, so we will only prove part (b). Let ρ ∈ R \Q. If ρ is approximable with power
µ, then it follows from Lemma 3.1 that there exists a sequence {(mj , nj)}∞j=1 ⊂ Z×Z∗ such that nj > 0,
lim
j→∞
nj =∞ and ∣∣∣ρ− mj
nj
∣∣∣ < 1
nµj
.
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As a result, for any ǫ > 0, there does not exist K = K(ρ, ǫ) such that∣∣∣ρ− mj
nj
∣∣∣ ≥ K
nµ−ǫj
holds for all j ≥ 1. In other words, ρ is not of type µ − 2 − ǫ according to Definition 2.7. Therefore,
ν(ρ) ≥ µ− 2− ǫ. Sending ǫ→ 0+ and then taking supremum with respect to µ leads to ν(ρ) ≥ µ(ρ)− 2.
Now if µ(ρ) = ∞, then it follows from ν(ρ) ≥ µ(ρ) − 2 that ν(ρ) = ∞. So in the following, we just
assume µ(ρ) < ∞ and intend to show ν(ρ) ≤ µ(ρ) − 2. According to Lemma 3.2, for any ǫ > 0, there
exists a constant K = K(ρ, ǫ) > 0 such that∣∣∣ρ− m
n
∣∣∣ ≥ K|n|µ(ρ)+ǫ
holds for any (m,n) ∈ Z×Z∗. Hence, ρ is of type µ(ρ)+ ǫ−2, which implies ν(ρ) ≤ µ(ρ)+ ǫ−2. Sending
ǫ→ 0+ yields ν(ρ) ≤ µ(ρ)− 2.
Finally, some basic invariant properties of the irrationality exponent will be proven.
Proposition 3.4.
(a) For any σ ∈ Q∗ and ρ ∈ R, µ(σρ) = µ(ρ).
(b) For any σ ∈ Q and ρ ∈ R, µ(ρ+ σ) = µ(ρ).
(c) For any ρ ∈ R∗, µ( 1ρ) = µ(ρ).
Proof. As part (a) and (b) are obvious, we will only prove part (c). First, by taking advantage of (a), we
may assume ρ > 0. Then due to symmetry, it reduces to prove
µ(ρ) ≤ µ( 1ρ).
If ρ ∈ Q, then it is trivial. So we further assume ρ is an irrational number, which implies µ( 1ρ) ≥ 2.
Then it suffices to show that if ρ is approximable with some power µ ≥ 2, then 1ρ is approximable with
the power µ− ǫ for any ǫ > 0.
Let ρ be approximable with some power µ ≥ 2 and fix ǫ > 0. It follows from Lemma 3.1 that there
exists a sequence {(mj, nj)}∞j=1 ⊂ Z× Z∗ such that nj > 0, lim
j→∞
nj =∞ and
0 <
∣∣∣ρ− mj
nj
∣∣∣ < 1
nµj
.
Since ρ > 0 and µ ≥ 2, it immediately yields that lim
j→∞
mj =∞. In addition, when j is sufficiently large,
we have 0 <
mj
nj
< 2ρ and
mj >
(
2µ−1ρµ−2
)1/ǫ
.
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Hence, for any such j,
0 <
∣∣∣1
ρ
− nj
mj
∣∣∣ = nj
ρmj
∣∣∣ρ− mj
nj
∣∣∣ < nj
ρmj
1
nµj
=
1
ρ
(mj
nj
)µ−1 1
mµj
<
1
ρ
(2ρ)µ−1
1
mµj
<
1
mµ−ǫj
.
Since the above inequality is valid for any large j, 1ρ is approximable with the power µ− ǫ.
Next, let ψ ∈ C∞0 (R) be a bump function supported on [−2, 2] and ψ = 1 on [−1, 1]. We recall
two linear estimates, one is for solutions of the free linear KdV equation (2.10), and another one is for
solutions of the forced linear KdV equation associated to (2.10) but with the right hand side F instead
of 0. Recall the notation Sα,βλ for the semigroup operator of (2.10) is defined as in (2.11).
Lemma 3.5. There exists a constant C which only depends on the bump function ψ such that for any
α, β, s, λ ∈ R with α 6= 0 and λ ≥ 1,
‖ψ(t)Sα,βλ (t)w0‖Y α,β
s,λ
≤ C‖w0‖Hs(Tλ) (3.2)
and ∥∥∥ψ(t)∫ t
0
Sα,βλ (t− t′)F (t′)dt′
∥∥∥
Y α,β
s,λ
≤ C‖F‖Zα,β
s,λ
(3.3)
Proof. The proofs are almost the same as those for Lemma 7.1 and Lemma 7.2 in [17].
The following Lemma 3.6–Lemma 3.9 are some embedding results.
Lemma 3.6. There exists a universal constant C such that for any α, β, λ ∈ R with α 6= 0 and λ ≥ 1,
and for any function g on Tλ × R,
‖g‖L4tL2x ≤ C‖g‖Xα,β
0, 1
4
,λ
. (3.4)
Lemma 3.7. There exists a universal constant C such that for any λ ≥ 1 and for any function g on
Tλ × R with supp Fxg(·, t) ⊂
[
1
λ , 2
]
for any t ∈ R,
‖g‖L2tL∞x ≤ Cλ0+
∥∥|∂x| 12 g∥∥L2(Tλ×R). (3.5)
Lemma 3.8. There exists a universal constant C such that for any α, β, λ ∈ R with α 6= 0 and λ ≥ 1,
and for any function g on Tλ × R with supp Fxg(·, t) ⊂
[
1
λ , 2
]
for any t ∈ R,
‖g‖L4tL∞x ≤ Cλ0+
∥∥|∂x| 12 g∥∥Xα,β
0, 1
4
,λ
. (3.6)
The proofs for Lemma 3.6–Lemma 3.8 are almost the same as those in ( [45], Lemma 2.3.2–Lemma 2.3.4).
Lemma 3.9. There exists a universal constant C such that for any λ, α, β ∈ R with α 6= 0 and λ ≥ 1,
and for any function g on Tλ × R,
‖g‖L4(Tλ×R) ≤ C|α|−
1
12 ‖g‖Xα,β
0, 1
3
,λ
. (3.7)
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For the constant C|α|− 112 on the right hand side of (3.7), its explicit dependence on α is not important
while its independence on λ and β is the key point here. When α = 1, β = 0 and λ = 1, Lemma 3.9 was
first proved by Bourgain in [12] for a version when the left hand side of (3.7) is localized in time. Then
Tao removed such a restriction in ( [53], Proposition 6.4). Later, a more elementary proof was provided
by Oh in his online note [48]. Actually, similar method had been applied earlier to the Schro¨dinger
equation (see e.g. [54], Proposition 2.13). But the previous results do not directly imply the general case,
in particular, it is unclear whether the constant on the right hand side of (3.7) is independent of λ and β.
So for completeness, we still give the proof of Lemma 3.9 (follow the method in Oh [48]) in the appendix.
The final result in this section concerns the estimate for the first order term in (2.1).
Lemma 3.10. Let α1 6= α2, λ ≥ 1 and s ∈ R. There exist ǫ = ǫ(α1, α2) and C = C(α1, α2) such that
for any β1 and β2 with |β1|+ |β2| < ǫ, then
‖∂xw‖Zα2,β2
s,λ
≤ C‖w‖
X
α1,β1
s, 1
2
,λ
(3.8)
for any w ∈ Xα1,β1
s, 12 ,λ
.
Proof. By definition,
‖∂xw‖Zα2,β2
s,λ
= ‖∂xw‖Xα2,β2
s,− 1
2
,λ
+
∥∥∥∥ k〈k〉sŵ(k, τ)〈τ − φα2,β2(k)〉
∥∥∥∥
L2(Zλ)L1(R)
.
We will prove first
‖∂xw‖Xα2,β2
s,− 1
2
,λ
≤ C‖w‖
X
α1,β1
s, 1
2
,λ
(3.9)
and then ∥∥∥ k〈k〉sŵ(k, τ)〈τ − φα2,β2(k)〉∥∥∥L2(Zλ)L1(R) ≤ C‖w‖Xα1,β1s, 1
2
,λ
. (3.10)
By duality and plancherel identity, in order to show (3.9), it is equivalent to prove for any g ∈ Xα2,β2
−s, 12 ,λ
,
∣∣∣∣ ∫
R
∫
Zλ
kŵ(k, τ)ĝ(k, τ) dkλdτ
∣∣∣∣ ≤ C‖w‖Xα1,β1
s, 1
2
,λ
‖g‖
X
α2,β2
−s, 1
2
,λ
.
Define f1(k, τ) = 〈k〉s〈L1〉 12 ŵ(k, τ) and f2(k, τ) = 〈k〉−s〈L2〉 12 ĝ(k, τ), where Li = τ−φαi,βi(k) for i = 1, 2.
Then it reduces to verify ∣∣∣∣ ∫
R
∫
Zλ
kf1(k, τ)f2(k, τ)
(〈L1〉〈L2〉) 12
dkλdτ
∣∣∣∣ ≤ C 2∏
i=1
‖fi‖L2(Zλ×R).
By Holder’s inequality, it suffices to prove
sup
(k,τ)∈Zλ×R
|k|
(〈L1〉〈L2〉) 12
≤ C. (3.11)
If |k| ≤ 1, then (3.11) holds for C = 1. So we can assume |k| > 1 now. Since α1 6= α2, when |β1|+ |β2| < ǫ
for a sufficiently small ǫ = ǫ(α1, α2), we have
〈L1〉〈L2〉 ≥ 〈L1 − L2〉 = |(α2 − α1)k3 − (β2 − β1)k|+ 1 ≥ |α2 − α1|
2
|k|3.
32
Thus (3.11) also holds when |k| > 1.
We now turn to prove (3.10) which reduces to∥∥∥∥ kf1(k, τ)〈L1〉 12 〈L2〉
∥∥∥∥
L2(Zλ)L1(R)
≤ C‖f1‖L2(Zλ×R),
where f1 is defined as above. By Cauchy-Schwartz inequality, it suffices to verify∥∥∥∥ kf1(k, τ)〈L1〉 12 〈L2〉 12−
∥∥∥∥
L2(Zλ×R)
≤ C‖f1‖L2(Zλ×R).
Then it is enough to show
sup
(k,τ)∈Zλ×R
|k|
〈L1〉 12 〈L2〉 12−
≤ C,
which can be verified similarly as (3.11).
Next, we will demonstrate the necessity of the condition α1 6= α2 in Lemma 3.10. Without loss of
generality, we assume λ = 1.
Proposition 3.11. Let α1 = α2 = α 6= 0. Then for any s, b, β1, β2 ∈ R, there does not exist a constant
C = C(α1, α2) such that the following linear estimate holds.
‖∂xw‖Xα,β2
s,b−1
≤ C‖w‖
X
α,β1
s,b
, ∀w ∈ Xα,β1s,b . (3.12)
Hence, (3.8) fails (by taking b = 12) for any s, β1, β2 ∈ R.
Proof. Similar to the argument in the proof of Lemma 3.10, (3.12) is equivalent to
∣∣∣∣ ∫
R
∫
Z
kf1(k, τ)f2(k, τ)
〈L1〉b〈L2〉1−b dk dτ
∣∣∣∣ ≤ C 2∏
i=1
‖fi‖L2 , ∀f1, f2 ∈ L2, (3.13)
where Li = τ − αk3 + βik for i = 1, 2. If there exist s, b, β1, β2 ∈ R such that (3.13) holds for some fixed
constant C = C(α1, α2), then there are two cases.
• Case 1: b ≥ 12 . For any N ≥ 2, define f1(k, τ) = f2(k, τ) = 1E(k, τ) with
E = {(k, τ) ∈ Z× R : k = N, |τ − αN3 + β1N | ≤ 1}.
Then for any (k, τ) ∈ E, |L1| ≤ 1 and |L2| = |L1 + (β2 − β1)k| . N . In addition, the area of E is
2 by direct calculation. As a result, the right hand side of (3.13) equals 2C while its left hand side
has the following lower bound:∣∣∣∣ ∫
R
∫
Z
kf1(k, τ)f2(k, τ)
〈L1〉b〈L2〉1−b dk dτ
∣∣∣∣ = ∣∣∣∣ ∫
E
N
〈L1〉b〈L2〉1−b dk dτ
∣∣∣∣ & Nmax{1, N1−b} ∼ min{N,N b},
which tends to infinity when N →∞. So it is impossible.
• Case 2: b < 12 . The argument is similar. We just need to replace the definition of E by
E = {(k, τ) ∈ Z× R : k = N, |τ − αN3 + β2N | ≤ 1}.
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Remark 3.12. Lemma 3.10 and Proposition 3.11 reveal a subtle role played by the dispersion coefficients
a1 and a2 of the system (1.3): if a1 6= a2, then the linear terms b12vx and b21ux in (1.3) can be treated
as small perturbations, but if a1 = a2, the linear terms b12vx and b21ux can no longer be viewed as small
perturbations, and have to be included in the linear system which may bring some challenges in studying
the well-posedness problem of the corresponding nonlinear systems.
4 Bilinear Estimates
In this section, we let sr be as defined in (1.17).
Lemma 4.1. Let λ ≥ 1 and α1, α2 ∈ R∗ with r := α2α1 . Assume one of the conditions below is satisfied.
(a) r < 14 , s ≥ − 12 and p > 0;
(b) r = 1, s ≥ − 12 , p > 0 and ŵ1(0, ·) = ŵ2(0, ·) = 0;
(c) r ∈ [ 14 ,∞) \ {1}, s ≥ 1 and p > 0;
(d) r ∈ [ 14 ,∞) \ {1}, β1 = β2,
{
s ≥ 1 and p > 0, if sr = 1,
s > sr and p > sr, if sr < 1.
There exist constants ǫ = ǫ(α1, α2) and C = C(α1, α2, s, p) such that if |β1|+ |β2| ≤ λ− 12 ǫ, then
‖∂x(w1w2)‖Zα2,β2
s,λ
≤ C λp‖w1‖Xα1,β1
s, 1
2
,λ
‖w2‖Xα1,β1
s, 1
2
,λ
(4.1)
for any w1 ∈ Xα1,β1s, 12 ,λ and w2 ∈ X
α1,β1
s, 12 ,λ
.
Lemma 4.2. Let λ ≥ 1 and α1, α2 ∈ R∗ with r := α2α1 . Assume one of the conditions below is satisfied.
(a) r < 14 , s ≥ − 12 and p > 0;
(b) r = 1, s ≥ − 12 , p > 0 and ŵ1(0, ·) = 0;
(c) r ∈ [ 14 ,∞) \ {1}, s ≥ 1 and p > 0;
(d) r ∈ [ 14 ,∞) \ {1}, β1 = β2,
{
s ≥ 1 and p > 0, if sr = 1,
s > sr and p > sr, if sr < 1.
There exist constants ǫ = ǫ(α1, α2) and C = C(α1, α2, s, p) such that if |β1|+ |β2| ≤ λ− 12 ǫ, then
‖∂x(w1w2)‖Zα1,β1
s,λ
≤ C λp‖w1‖Xα1,β1
s, 1
2
,λ
‖w2‖Xα2,β2
s, 1
2
,λ
(4.2)
for any w1 ∈ Xα1,β1s, 12 ,λ and w2 ∈ X
α2,β2
s, 12 ,λ
with ŵ2(0, ·) = 0.
Lemma 4.3. Let λ ≥ 1 and α1, α2 ∈ R∗ with r := α2α1 . Assume one of the conditions below is satisfied.
(a) r < 14 , s ≥ − 14 and p > 0;
(b) r = 1, s ≥ 12 and p > 0;
(c) r ∈ [ 14 ,∞) \ {1}, s ≥ 1 and p > 0;
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(d) r ∈ [ 14 ,∞) \ {1}, β1 = β2,
{
s ≥ 1 and p > 0, if sr = 1,
s > sr and p > sr, if sr < 1.
There exist constants ǫ = ǫ(α1, α2) and C = C(α1, α2, s, p) such that if |β1|+ |β2| ≤ λ− 12 ǫ, then
‖(∂xw1)w2‖Zα1,β1
s,λ
≤ C λp‖w1‖Xα1,β1
s, 1
2
,λ
‖w2‖Xα2,β2
s, 1
2
,λ
(4.3)
for any w1 ∈ Xα1,β1s, 12 ,λ and w2 ∈ X
α2,β2
s, 12 ,λ
with ŵ2(0, ·) = 0.
Lemma 4.4. Let λ ≥ 1 and α1, α2 ∈ R∗ with r := α2α1 . Assume one of the conditions below is satisfied.
(a) r < 14 and s ≥ − 14 and p > 0;
(b) r = 1, s ≥ 12 , p > 0 and ŵ1(0, ·) = 0;
(c) r ∈ [ 14 ,∞) \ {1}, s ≥ 1 and p > 0;
(d) r ∈ [ 14 ,∞) \ {1}, β1 = β2,
{
s ≥ 1 and p > 0, if sr = 1,
s > sr and p > sr, if sr < 1.
There exist constants ǫ = ǫ(α1, α2) and C = C(α1, α2, s, p) such that if |β1|+ |β2| ≤ λ− 12 ǫ, then
‖w1(∂xw2)‖Zα1,β1
s,λ
≤ C λp‖w1‖Xα1,β1
s, 1
2
,λ
‖w2‖Xα2,β2
s, 1
2
,λ
(4.4)
for any w1 ∈ Xα1,β1s, 12 ,λ and w2 ∈ X
α2,β2
s, 12 ,λ
.
According to the above results, when β1 = β2 and r ∈ [ 14 ,∞) \ {1}, Part (d) is a refinement of Part
(c) in Lemma 4.1-Lemma 4.4. In addition, the threshold for s in Part (d) is sharp, see Proposition
4.5–Proposition 4.8. But whether these are still valid when β1 6= β2 remains open. For the special values
of r ∈ [ 14 ,∞) \ {1} which satisfy √
12r − 3 ∈ Q+ \ {3}, (4.5)
we know sr = 1 and there are two cases.
• If β1 = β2, then the sharp regularity threshold for (4.1)–(4.4) is s ≥ 1.
• If β1 6= β2, then it will be shown in a forthcoming paper [58] that the sharp regularity threshold for
(4.1)–(4.4) is s ≥ 12 .
This is surprising since it shows that the condition β1 6= β2 may even lower the threshold of s for the
bilinear estimates.
Next, we will address the sharpness of Lemma 4.1-Lemma 4.4 under the assumption β1 = β2 = 0.
Without loss of generality, we take λ = 1.
Proposition 4.5. The bilinear estimate
‖∂x(w1w2)‖Xα2
s,b−1
≤ C‖w1‖Xα1
s,b
‖w2‖Xα1
s,b
(4.6)
fails for any b ∈ R (and hence (4.1) fails by taking b = 12) under any of the following conditions.
(a) r < 14 and s < − 12 ;
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(b) r = 1, s < − 12 and ŵ1(0, ·) = ŵ2(0, ·) = 0;
(c) r = 1, s ∈ R, but without the restriction ŵ1(0, ·) = 0 or ŵ2(0, ·) = 0;
(d) r ∈ [ 14 ,∞) \ {1} and s < sr.
Proposition 4.6. The bilinear estimate
‖∂x(w1w2)‖Xα1
s,b−1
≤ C‖w1‖Xα1
s,b
‖w2‖Xα2
s,b
, ŵ2(0, ·) = 0, (4.7)
fails for any b ∈ R (and hence (4.2) fails by taking b = 12) under any of the following conditions.
(a) r < 14 and s < − 12 ;
(b) r = 1, s < − 12 and ŵ1(0, ·) = 0;
(c) r = 1, s ∈ R, but without the restriction ŵ1(0, ·) = 0;
(d) r ∈ [ 14 ,∞) \ {1} and s < sr;
(e) r ∈ R∗, s ∈ R, but without the restriction ŵ2(0, ·) = 0 in (4.7).
Proposition 4.7. The bilinear estimate
‖(∂xw1)w2‖Xα1
s,b−1
≤ C‖w1‖Xα1
s,b
‖w2‖Xα2
s,b
, ŵ2(0, ·) = 0, (4.8)
fails for any b ∈ R (and hence (4.3) fails by taking b = 12) under any of the following conditions.
(a) r < 14 and s < − 14 ;
(b) r = 1 and s < 12 ;
(c) r ∈ [ 14 ,∞) \ {1} and s < sr;
(d) r ∈ R∗, s ∈ R, but without the restriction ŵ2(0, ·) = 0 in (4.8).
Proposition 4.8. The bilinear estimate
‖w1(∂xw2)‖Xα1
s,b−1
≤ C‖w1‖Xα1
s,b
‖w2‖Xα2
s,b
(4.9)
fails for any b ∈ R (and hence (4.4) fails by taking b = 12) under any of the following conditions.
(a) r < 14 and s < − 14 ;
(b) r = 1, s < 12 and ŵ1(0, ·) = 0;
(c) r = 1, s ∈ R, but without the restriction ŵ1(0, ·) = 0;
(d) r ∈ [ 14 ,∞) \ {1} and s < sr.
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5 Proofs of the main theorems
5.1 Main Propositions
In this subsection, we present four results on the well-posedness of the coupled KdV-KdV systems on Tλ
for λ ≥ 1:
ut + a1uxxx + b11ux = −b12vx + c11uux + c12vvx + d11uxv + d12uvx, x ∈ Tλ, t ∈ R,
vt + a2vxxx + b22vx = −b21ux + c21uux + c22vvx + d21uxv + d22uvx, x ∈ Tλ, t ∈ R,
(u, v)|t=0 = (u0, v0).
(5.1)
In the following Proposition 5.1–Proposition 5.4, we denote
θ =
a2
a1
, ‖B‖L∞ = max
1≤i,j≤2
|bij |, ‖C‖L∞ = max
1≤i,j≤2
|cij |, ‖D‖L∞ = max
1≤i,j≤2
|dij |.
Proposition 5.1. Assume d11 = d12 := d1, d21 = d22 := d2 and one of the following conditions holds.
(a) θ < 0 and s ≥ − 12 ;
(b) θ = 1, b12 = b21 = 0 and s ≥ − 12 ;
(c) θ > 0, θ 6= 1 and s ≥ 1;
(d) 0 < θ < 14 and
{
s ≥ − 12 , if c12 = d2 = 0;
s > s 1
θ
, if c212 + d
2
2 > 0, b11 = b22;
(e) 14 ≤ θ ≤ 4, θ 6= 1, b11 = b22 and

s > sθ, if c12 = d2 = 0, c
2
21 + d
2
1 > 0;
s > s 1
θ
, if c212 + d
2
2 > 0, c21 = d1 = 0;
s > max{sθ, s 1
θ
}, if c212 + d22 > 0, c221 + d21 > 0;
(f) θ > 4 and
{
s ≥ − 12 , if c21 = d1 = 0;
s > sθ, if c
2
21 + d
2
1 > 0, b11 = b22.
Let T > 0 and λ ≥ 1. Then there exists a constant ǫ = ǫ(a1, a2, s, T ) such that if (u0, v0) ∈ Hs0(Tλ) ×
Hs0(Tλ) and
λ2−‖B‖L∞ ≤ ǫ, λ1−
(‖C‖L∞ + ‖D‖L∞)(‖u0‖Hs(Tλ) + ‖v0‖Hs(Tλ)) ≤ ǫ, (5.2)
then (5.1) admits a unique solution (u, v) ∈ C([0, T ];Hs0(Tλ)×Hs0(Tλ)) satisfying the auxiliary condition
‖u‖
Y
a1,b11
s,λ
+ ‖v‖
Y
a2,b22
s,λ
< +∞.
Moreover, the solution map is real analytic in the corresponding spaces.
Proposition 5.2. Assume c22 = d11 = d12 = 0 and one of the following conditions holds.
(a) θ < 0 and
{
s ≥ − 12 , if d21 = d22;
s ≥ − 14 , if d21 6= d22;
(b) θ = 1, b12 = b21 = 0, c12 = d21 = 0 and
{
s ≥ − 12 , if d22 = 0;
s ≥ 12 , if d22 6= 0;
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(c) θ > 0, θ 6= 1, s ≥ 1;
(d) 0 < θ < 14 and
{
s ≥ − 12 , if c12 = d21 = d22 = 0;
s > s 1
θ
, if c212 + d
2
21 + d
2
22 > 0, b11 = b22;
(e) 14 ≤ θ ≤ 4, θ 6= 1, b11 = b22 and

s > sθ, if c12 = d21 = d22 = 0, c21 6= 0;
s > s 1
θ
, if c212 + d
2
21 + d
2
22 > 0, c21 = 0;
s > max{sθ, s 1
θ
}, if c212 + d221 + d222 > 0, c21 6= 0;
(f) θ > 4 and

s ≥ − 12 , if c21 = 0, d21 = d22;
s ≥ − 14 , if c21 = 0, d21 6= d22;
s > sθ, if c21 6= 0, b11 = b22.
Let T > 0 and λ ≥ 1. Then there exists a constant ǫ = ǫ(a1, a2, s, T ) such that if (u0, v0) ∈ Hs0(Tλ) ×
Hs(Tλ) and (5.2) is satisfied, then (5.1) admits a unique solution (u, v) ∈ C
(
[0, T ];Hs0(Tλ) ×Hs(Tλ)
)
satisfying the auxiliary condition
‖u‖
Y
a1,b11
s,λ
+ ‖v‖
Y
a2,b22
s,λ
< +∞.
Moreover, the solution map is real analytic in the corresponding spaces.
Proposition 5.3. Assume c11 = d21 = d22 = 0 and one of the following conditions holds.
(a) θ < 0 and
{
s ≥ − 12 , if d11 = d12;
s ≥ − 14 , if d11 6= d12;
(b) θ = 1, b12 = b21 = 0, c21 = d12 = 0 and
{
s ≥ − 12 , if d11 = 0;
s ≥ 12 , if d11 6= 0;
(c) θ > 0, θ 6= 1 and s ≥ 1;
(d) 0 < θ < 14 and

s ≥ − 12 , if c12 = 0, d11 = d12;
s ≥ − 14 , if c12 = 0, d11 6= d12;
s > s 1
θ
, if c12 6= 0, b11 = b22;
(e) 14 ≤ θ ≤ 4, θ 6= 1, b11 = b22 and

s > sθ, if c12 = 0, c
2
21 + d
2
11 + d
2
12 > 0;
s > s 1
θ
, if c12 6= 0, c21 = d11 = d12 = 0;
s > max{sθ, s 1
θ
}, if c12 6= 0, c221 + d211 + d212 > 0;
(f) θ > 4 and
{
s ≥ − 12 , if c21 = d11 = d12 = 0;
s > sθ, if c
2
21 + d
2
11 + d
2
12 > 0, b11 = b22.
Let T > 0 and λ ≥ 1. Then there exists a constant ǫ = ǫ(a1, a2, s, T ) such that if (u0, v0) ∈ Hs(Tλ) ×
Hs0(Tλ) and (5.2) is satisfied, then (5.1) admits a unique solution (u, v) ∈ C
(
[0, T ];Hs(Tλ) ×Hs0(Tλ)
)
satisfying the auxiliary condition
‖u‖
Y
a1,b11
s,λ
+ ‖v‖
Y
a2,b22
s,λ
< +∞.
Moreover, the solution map is real analytic in the corresponding spaces.
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Proposition 5.4. Assume c11 = c22 = d11 = d22 = 0 and one of the following conditions holds.
(a) θ < 0 and
{
s ≥ − 12 , if d12 = d21 = 0;
s ≥ − 14 , if d212 + d221 > 0;
(b) θ > 0, θ 6= 1 and s ≥ 1;
(c) 0 < θ < 14 and

s ≥ − 12 , if c12 = d12 = d21 = 0;
s ≥ − 14 , if c12 = d21 = 0, d12 6= 0;
s > s 1
θ
, if c212 + d
2
21 > 0, b11 = b22;
(d) 14 ≤ θ ≤ 4, θ 6= 1, b11 = b22 and

s > sθ, if c12 = d21 = 0, c
2
21 + d
2
12 > 0;
s > s 1
θ
, if c212 + d
2
21 > 0, c21 = d12 = 0;
s > max{sθ, s 1
θ
}, if c212 + d221 > 0, c221 + d212 > 0;
(e) θ > 4 and

s ≥ − 12 , if c21 = d12 = d21 = 0;
s ≥ − 14 , if c21 = d12 = 0, d21 6= 0;
s > sθ, if c
2
21 + d
2
12 > 0, b11 = b22.
Let T > 0 and λ ≥ 1. Then there exists a constant ǫ = ǫ(a1, a2, s, T ) such that if (u0, v0) ∈ Hs(Tλ) ×
Hs(Tλ) and (5.2) is satisfied, then (5.1) admits a unique solution (u, v) ∈ C
(
[0, T ];Hs(Tλ) ×Hs(Tλ)
)
satisfying the auxiliary condition
‖u‖
Y
a1,b11
s,λ
+ ‖v‖
Y
a2,b22
s,λ
< +∞.
Moreover, the solution map is real analytic in the corresponding spaces.
Remark 5.5. If s ≥ 0, then the term λ1− in (5.2) can be relaxed to be λ 32− (see Remark 5.6 for the
reason). That is, (5.2) can be relaxed as
λ2−‖B‖L∞ ≤ ǫ, λ 32−
(‖C‖L∞ + ‖D‖L∞)(‖u0‖Hs(Tλ) + ‖v0‖Hs(Tλ)) ≤ ǫ. (5.3)
5.2 Main propositions imply main theorems: transformations of four types
In this subsection, we show how to obtain Theorems 2.8-2.11 from Propositions 5.1-5.4 via the trans-
formation arguments.
First, we consider Theorem 2.8 and introduce the Type-I transformation. Let d11 = d12 := d1 and
d21 = d22 := d2 in (1.3). The system is in divergence form and it preserves both means of u(·, t) and
v(·, t). If (u0, v0) ∈ Hsm1(T) × Hsm2(T), then û(0, t) = m1 and v̂(0, t) = m2 for any t ∈ R. So it makes
sense to study the well-posedness in the space Hsm1(T) × Hsm2(T). Define the functions uλ and vλ as
follows: {
uλ(x, t) = λ−2
[
u(λ−1x, λ−3t)−m1
]
,
vλ(x, t) = λ−2
[
v(λ−1x, λ−3t)−m2
]
,
x ∈ Tλ, t ∈ R. (5.4)
Let B = (bij), C = (cij) and D = (dij). Then (1.3) is reduced to the system below.
(
uλt
vλt
)
+
(
a1 0
0 a2
)(
uλxxx
vλxxx
)
+Bλ
(
uλx
vλx
)
= C
(
uλuλx
vλvλx
)
+D
(
uλxv
λ
uλvλx
)
, x ∈ Tλ, t ∈ R,
(
uλ
vλ
)∣∣∣∣∣
t=0
=
(
uλ0
vλ0
)
,
(5.5)
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where
Bλ = λ
−2
[
B − C
(
m1 0
0 m2
)
−D
(
m2 0
0 m1
)]
= λ−2
(
b11 − c11m1 − d1m2, b12 − c12m2 − d1m1
b21 − c21m1 − d2m2, b22 − c22m2 − d2m1
) (5.6)
and {
uλ0 (x) = λ
−2[u0(λ
−1x)−m1],
vλ0 (x) = λ
−2[v0(λ
−1x)−m2],
x ∈ Tλ. (5.7)
It is easy to check that uλ0 , v
λ
0 ∈ Hs0(Tλ). On the other hand, since s ≥ − 12 and λ ≥ 1, we have{
||uλ0 ||Hs(Tλ) ≤ λ−1||u0||Hs(T),
||vλ0 ||Hs(Tλ) ≤ λ−1||v0||Hs(T).
(5.8)
It follows from (5.6) and (5.8) that as λ→∞,
λ2−||Bλ||L∞ → 0 and λ1−
(||uλ0 ||Hs(Tλ) + ||vλ0 ||Hs(Tλ))→ 0. (5.9)
As a result, for sufficiently large λ, applying Proposition 5.1 to (5.5) yields Theorem 2.8.
Remark 5.6. When s ≥ 0, we have a better decay estimate than (5.8). That is,{
‖uλ0‖Hs(Tλ) ≤ λ−
3
2 ‖u0‖Hs(T),
‖vλ0 ‖Hs(Tλ) ≤ λ−
3
2 ‖v0‖Hs(T).
(5.10)
As a result, we obtain a stronger version of (5.9):
λ2−||Bλ||L∞ → 0 and λ 32−
(||uλ0 ||Hs(Tλ) + ||vλ0 ||Hs(Tλ))→ 0. (5.11)
This explains why the assumption (5.2) can be relaxed to be (5.3) in Remark 5.5.
Next we consider Theorem 2.9 and introduce the Type-II transformation. Although it is assumed
c22 = d11 = d12 = 0 in Theorem 2.9, the Type-II transformation only requires d11 = d12. The extra
requirements c22 = d11 = d12 = 0 are imposed in order to apply the bilinear estimates. So in the following
Type-II transformation process, we only assume d11 = d12 := d1. Under this assumption, the system
preserves the mean of u(·, t). As a result, if (u0, v0) ∈ Hsm1(T)×Hs(T), then û(0, t) = m1 for any t ∈ R.
So it makes sense to study the well-posedness in the space Hsm1(T)×Hs(T). Define the functions uλ and
vλ as follows: {
uλ(x, t) = λ−2
[
u(λ−1x, λ−3t)−m1
]
,
vλ(x, t) = λ−2 v(λ−1x, λ−3t),
x ∈ Tλ, t ∈ R. (5.12)
Then (1.3) is reduced to the system (5.5) with
Bλ = λ
−2
[
B − C
(
m1 0
0 0
)
−D
(
0 0
0 m1
)]
= λ−2
(
b11 − c11m1, b12 − d1m1
b21 − c21m1 b22 − d22m1
) (5.13)
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and {
uλ0 (x) = λ
−2[u0(λ
−1x)−m1],
vλ0 (x) = λ
−2 v0(λ
−1x),
x ∈ Tλ. (5.14)
It is easy to check that uλ0 ∈ Hs0(Tλ). On the other hand, (5.9) also holds. As a result, for sufficiently
large λ, applying Proposition 5.2 to (5.5) yields Theorem 2.9.
We now turn to consider Theorem 2.10 and introduce the Type-III transformation. Again, although
it is assumed c11 = d21 = d22 = 0 in Theorem 2.10, the Type-III transformation only requires d21 = d22.
The extra requirement c11 = d21 = d22 = 0 is for the sake of the bilinear estimates. So in the following
Type-III transformation process, we only assume d21 = d22 := d2. Then the system preserves the mean
of v(·, t). As a result, if (u0, v0) ∈ Hs(T) ×Hsm2(T), then v̂(0, t) = m2 for any t ∈ R. So it makes sense
to study the well-posedness in the space Hs(T) ×Hsm2(T). Define the functions uλ and vλ as follows:{
uλ(x, t) = λ−2 u(λ−1x, λ−3t),
vλ(x, t) = λ−2
[
v(λ−1x, λ−3t)−m2
]
,
x ∈ Tλ, t ∈ R. (5.15)
Then (1.3) is reduced to the system (5.5) with
Bλ = λ
−2
[
B − C
(
0 0
0 m2
)
−D
(
m2 0
0 0
)]
= λ−2
(
b11 − d11m2, b12 − c12m2
b21 − d2m2, b22 − c22m2
) (5.16)
and {
uλ0 (x) = λ
−2 u0(λ
−1x),
vλ0 (x) = λ
−2
[
v0(λ
−1x) −m2
]
,
x ∈ Tλ. (5.17)
It is easy to check that vλ0 ∈ Hs0 (Tλ). On the other hand, (5.9) also holds. As a result, for sufficiently
large λ, applying Proposition 5.3 to (5.5) yields Theorem 2.10.
Finally, we consider Theorem 2.11 and introduce the Type-IV transformation. Again, although it
is assumed c11 = c22 = d11 = d22 = 0 in Theorem 2.11, the Type-IV transformation does not require
this. The assumption c11 = c22 = d11 = d22 = 0 is for the use of the bilinear estimates later. So in the
following Type-IV transformation process, we do not assume anything about the coefficients. Define the
functions uλ and vλ as follows:{
uλ(x, t) = λ−2 u(λ−1x, λ−3t),
vλ(x, t) = λ−2 v(λ−1x, λ−3t),
x ∈ Tλ, t ∈ R. (5.18)
Then (1.3) is reduced to the system (5.5) with
Bλ = λ
−2B (5.19)
and {
uλ0 (x) = λ
−2 u0(λ
−1x),
vλ0 (x) = λ
−2 v0(λ
−1x),
x ∈ Tλ. (5.20)
On the other hand, (5.9) also holds. As a result, for sufficiently large λ, applying Proposition 5.4 to (5.5)
yields Theorem 2.11.
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5.3 Proofs of the main propositions
Proof of Proposition 5.1. Without loss of generality, we assume T = 1. By virtue of the semigroup
operator Si = S
ai,bii
λ for i = 1, 2, the Cauchy problem (5.1) for t ∈ [0, 1] can be converted into an
equivalent system of integral equations
u(t) = ψ(t)
(
S1(t)u0 +
∫ t
0
S1(t− t′)F1(u, v)(t′) dt′
)
,
v(t) = ψ(t)
(
S2(t)v0 +
∫ t
0
S2(t− t′)F2(u, v)(t′) dt′
)
,
(5.21)
where ψ(t) is the bump function defined before Lemma 3.5, and{
F1(u, v) := −b12vx + c11uux + c12vvx + d11uxv + d12uvx,
F2(u, v) := −b21ux + c21uux + c22vvx + d21uxv + d22uvx.
(5.22)
Consider the following map
Φ(u, v) ,
(
Φ1(u, v),Φ2(u, v)
)
,
where 
Φ1(u, v) = ψ(t)
(
S1(t)u0 +
∫ t
0
S1(t− t′)F1(u, v)(t′) dt′
)
,
Φ2(u, v) = ψ(t)
(
S2(t)v0 +
∫ t
0
S2(t− t′)F2(u, v)(t′) dt′
)
.
(5.23)
Let Yi = Y
ai,bii
s,λ for i = 1, 2 as defined in (2.14), and Y = Y1 × Y2 be equipped with the norm
‖(u, v)‖Y = ‖u‖Y1 + ‖v‖Y2 .
Set
M1 = max
1≤i,j≤2
|bij |, M2 = max
1≤i,j≤2
(|cij |+ |dij |) and E0 = ‖u0‖Hs(Tλ) + ‖v0‖Hs(Tλ).
Then the assumption (5.2) is equivalent to
λ2−M1 ≤ ǫ and λ1−M2E0 ≤ ǫ. (5.24)
Claim: There exist constants ǫ0 = ǫ0(a1, a2, s) and C1 = C1(a1, a2, s) such that if λ
1
2M1 ≤ ǫ0, then
‖Φ(u, v)‖Y ≤ C1
(
E0 +M1‖(u, v)‖Y + λ1−M2‖(u, v)‖2Y
)
. (5.25)
Assume the Claim hold, let
B(u0, v0) = {(u, v) ∈ Y : ‖(u, v)‖Y ≤ C∗E0}, (5.26)
where C∗ is a constant to be determined. Let ǫ0 and C1 be the constants in the Claim. Then for any
ǫ ≤ ǫ0 and for any (u, v) ∈ B(u0, v0), it follows from (5.24) and (5.25) that
‖Φ(u, v)‖Y ≤ C1E0 + C1C∗M1E0 + C1(C∗)2λ1−M2E20 .
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Choosing
C∗ = 100C1, (5.27)
then
‖Φ(u, v)‖Y ≤ C1E0 + 100C21M1E0 + 104C31λ1−M2E20 . (5.28)
Choosing ǫ such that
0 < ǫ ≤ min
{
ǫ0,
1
100C1
,
1
104C21
}
, (5.29)
then it follows from (5.24) and (5.28) that
‖Φ(u, v)‖Y ≤ C1E0 + 100C21ǫE0 + 104C31ǫE0 ≤ 3C1E0,
which implies
Φ(u, v) ∈ B(u0, v0). (5.30)
On the other hand, by similar justification as the proof for the Claim and the argument from (5.25) to
(5.30), we can show that for any (uj , vj) ∈ B(u0, v0), j = 1, 2,
‖Φ(u1, v1)− Φ(u2, v2)‖Y ≤ 1
2
‖(u1, v1)− (u2, v2)‖Y .
Thus, Φ is a contraction mapping on B(u0, v0) if C∗ and ǫ are chosen as in (5.27) and (5.29). Its fixed
point is the desired solution of the system (5.1) on a time interval of size 1.
It remains to verify the Claim (Estimate (5.25)). To this end, it suffices to prove{
‖Φ1(u, v)‖Y1 ≤ C1‖u0‖Hs + C1M1‖v‖Y2 + C1λ1−M2‖(u, v)‖2Y ,
‖Φ2(u, v)‖Y2 ≤ C1‖v0‖Hs + C1M1‖u‖Y1 + C1λ1−M2‖(u, v)‖2Y .
(5.31)
Denote Zi = Z
ai,bii
s,λ for i = 1, 2. It follows from Lemma 3.5 that{
‖Φ1(u, v)‖Y1 . ‖u0‖Hs + ‖F1(u, v)‖Z1 ,
‖Φ2(u, v)‖Y2 . ‖v0‖Hs + ‖F2(u, v)‖Z2 .
When θ 6= 1 or θ = 1 together with b12 = b21 = 0, we can choose sufficiently small ǫ0 and take advantage
of the assumption λ
1
2M1 ≤ ǫ0 to apply Lemma 3.10 and obtain
‖b12vx‖Z1 . M1‖v‖Xa2,b22
s, 1
2
,λ
≤M1‖v‖Y2 ,
‖b21ux‖Z2 . M1‖u‖Xa1,b11
s, 1
2
,λ
≤M1‖u‖Y1.
The estimates (5.31) is thus reduced to{
‖c11uux + c12vvx + d11uxv + d12uvx‖Z1 ≤ C1λ1−M2‖(u, v)‖2Y ,
‖c21uux + c22vvx + d21uxv + d22uvx‖Z2 ≤ C1λ1−M2‖(u, v)‖2Y .
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Actually, we will prove the following stronger result.
‖c11uux + c12vvx + d11uxv + d12uvx‖Za1,b11
s,λ
≤ C1λ1−M2
(
‖u‖
X
a1,b11
s, 1
2
,λ
+ ‖v‖
X
a2,b22
s, 1
2
,λ
)2
,
‖c21uux + c22vvx + d21uxv + d22uvx‖Za2,b22
s,λ
≤ C1λ1−M2
(
‖u‖
X
a1,b11
s, 1
2
,λ
+ ‖v‖
X
a2,b22
s, 1
2
,λ
)2
,
(5.32)
or equivalently,
‖c11uux + c12vvx + d1(uv)x‖Za1,b11
s,λ
≤ C1λ1−M2
(
‖u‖
X
a1,b11
s, 1
2
,λ
+ ‖v‖
X
a2,b22
s, 1
2
,λ
)2
, (5.33)
‖c21uux + c22vvx + d2(uv)x‖Za2,b22
s,λ
≤ C1λ1−M2
(
‖u‖
X
a1,b11
s, 1
2
,λ
+ ‖v‖
X
a2,b22
s, 1
2
,λ
)2
(5.34)
as d11 = d12 = d1 and d21 = d22 = d2. Note that û(0, t) = v̂(0, t) = 0 for any t ∈ R since (u0, v0) ∈
Hs0(Tλ) ×Hs0(Tλ). Although there are many different cases in Proposition 5.1, generally speaking, they
can be handled using the common strategies as described below.
(i) The term c11uux in (5.33) will be estimated using Part (b) of Lemma 4.1 by setting (α1, β1) =
(α2, β2) = (a1, b11) and w1 = w2 = u;
(ii) The term c12vvx in (5.33) will be estimated using Lemma 4.1 by setting (α1, β1) = (a2, b22),
(α2, β2) = (a1, b11) and w1 = w2 = v;
(iii) The term d1(uv)x in (5.33) will be estimated using Lemma 4.2 by setting (α1, β1) = (a1, b11),
(α2, β2) = (a2, b22), w1 = u and w2 = v;
(iv) The term c21uux in (5.34) will be estimated using Lemma 4.1 by setting (α1, β1) = (a1, b11),
(α2, β2) = (a2, b22) and w1 = w2 = u;
(v) The term c22vvx in (5.34) will be estimated using Part (b) of Lemma 4.1 by setting (α1, β1) =
(α2, β2) = (a2, b22) and w1 = w2 = v;
(vi) The term d2(uv)x in (5.34) will be estimated using Lemma 4.2 by setting (α1, β1) = (a2, b22),
(α2, β2) = (a1, b11), w1 = v and w2 = u.
More specifically, let us explain Part (d) of Proposition 5.1 in more detail to show how to apply the above
strategies. The other parts will be left to the readers. In Part (d) of Proposition 5.1, it is assumed that
a2
a1
= θ ∈
(
0,
1
4
)
and
{
s ≥ − 12 , if c12 = d2 = 0;
s > s 1
θ
, if c212 + d
2
2 > 0, b11 = b22.
In addition, for sufficiently small ǫ0, the assumption λ
1
2M1 ≤ ǫ0 guarantees λ 12 (|β1|+ |β2|) is small enough
to apply Lemma 4.1 and Lemma 4.2.
(i) In this case, α1 = α2 = a1, r =
α2
α1
= 1. Part (b) of Lemma 4.1 is applied to obtain
‖c11uux‖Za1,b11
s,λ
≤ C1M2λ0+‖u‖2Xa1,b11
s, 1
2
,λ
for any s ≥ − 12 .
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(ii) In this case, α1 = a2 and α2 = a1, r =
α2
α1
= 1θ ∈ (4,∞). If c12 6= 0 but b11 = b22, Part (d) of
Lemma 4.1 is then applied to justify
‖c12vvx‖Za1,b11
s,λ
≤ C1M2λ1−‖v‖2Xa2,b22
s, 1
2
,λ
for any s > s 1
θ
.
(iii) In this case, α1 = a1 and α2 = a2, r =
α2
α1
= θ ∈ (0, 14). Applying Part (a) of Lemma 4.2 yields
‖d1(uv)x‖Za1,b11
s,λ
≤ C1M2λ0+‖u‖Xa1,b11
s, 1
2
,λ
‖v‖
X
a2,b22
s, 1
2
,λ
for any s ≥ − 12 .
(iv) In this case, α1 = a1 and α2 = a2, r =
α2
α1
= θ ∈ (0, 14). Applying Part (a) of Lemma 4.1 to get
‖c21uux‖Za2,b22
s,λ
≤ C1M2λ0+‖u‖Xa1,b11
s,1
2
,λ
‖u‖
X
a1,b11
s, 1
2
,λ
for any s ≥ − 12 .
(v) In this case, α1 = α2 = a2, r =
α2
α1
= 1. We can apply Part (b) of Lemma 4.1 to prove
‖c22vvx‖Za2,b22
s,λ
≤ C1M2λ0+‖v‖2Xa2,b22
s, 1
2
,λ
for any s ≥ − 12 .
(vi) In this case, α1 = a2 and α2 = a1, r =
α2
α1
= 1θ ∈ (4,∞). If d2 6= 0 but b11 = b22, Part (d) of Lemma
4.2 is applied to verify
‖d2(vu)x‖Za2,b22
s,λ
≤ C1M2λ1−‖v‖Xa2,b22
s, 1
2
,λ
‖u‖
X
a1,b11
s,1
2
,λ
for any s > s 1
θ
.
Combining all the above cases leads to (5.33) and (5.34). The proof is thus completed.
Proof of Proposition 5.2. Similar to the proof of Proposition 5.1, the essential step is to establish the
estimate (5.32). In the following, we will not only prove (5.32) but also explain the reason for imposing
the condition c22 = d11 = d12 = 0. So right now, we only assume d11 = d12 := d1. It will be clear later
that c22 and d1 have to be zero in order to use the bilinear estimates. Since d11 = d12 = d1, (5.32) is
equivalent to
‖c11uux + c12vvx + d1(uv)x‖Za1,b11
s,λ
≤ C1λ1−M2
(
‖u‖
X
a1,b11
s, 1
2
,λ
+ ‖v‖
X
a2,b22
s, 1
2
,λ
)2
, (5.35)
‖c21uux + c22vvx + d21uxv + d22uvx‖Za2,b22
s,λ
≤ C1λ1−M2
(
‖u‖
X
a1,b11
s, 1
2
,λ
+ ‖v‖
X
a2,b22
s, 1
2
,λ
)2
. (5.36)
Note that û(0, t) = 0 for any t ∈ R since (u0, v0) ∈ Hs0 (Tλ) ×Hs(Tλ). But this mean-zero condition is
not valid for v. The common strategies to handle the various cases in Proposition 5.2 are as below.
(i) The term c11uux in (5.35) will be estimated using Part (b) of Lemma 4.1 by setting (α1, β1) =
(α2, β2) = (a1, b11) and w1 = w2 = u;
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(ii) The term c12vvx in (5.35) will be estimated using Lemma 4.1 by setting (α1, β1) = (a2, b22),
(α2, β2) = (a1, b11) and w1 = w2 = v. But when θ = 1, c12 has to be zero since v̂(0, t) = 0 is
not granted;
(iii) The term d1(uv)x in (5.35) will be estimated using Lemma 4.2 by setting (α1, β1) = (a1, b11),
(α2, β2) = (a2, b22), w1 = u and w2 = v. Since the requirement ŵ2(0, t) = 0 is necessary in Lemma
4.2, we need to have v̂(0, t) = 0. However, as already mentioned before, v̂(0, t) = 0 is not granted,
so d1 has to equal 0 in any cases.
(iv) The term c21uux in (5.36) will be estimated using Lemma 4.1 by setting (α1, β1) = (a1, b11),
(α2, β2) = (a2, b22) and w1 = w2 = u;
(v) The term c22vvx in (5.36) will be estimated using Part (b) of Lemma 4.1 by setting (α1, β1) =
(α2, β2) = (a2, b22) and w1 = w2 = v. But again since v̂(0, t) = 0 may not be satisfied, c22 has to
be zero in any cases.
(vi) If d21 = d22 := d2, then d21uxv + d22uvx = d2(uv)x and this term in (5.36) will be estimated using
Lemma 4.2 by setting (α1, β1) = (a2, b22), (α2, β2) = (a1, b11), w1 = v and w2 = u. When θ = 1,
Lemma 4.2 requires ŵ1(0, t) = 0, which means v̂(0, t) = 0, so we have to set d2 = 0;
(vii) If d21 6= d22, then we need to estimate d21uxv and d22uvx separately.
• The term d21uxv in (5.36) will be estimated using Lemma 4.4 by setting (α1, β1) = (a2, b22),
(α2, β2) = (a1, b11), w1 = v and w2 = u. When θ = 1, Lemma 4.4 requires ŵ1(0, t) = 0, which
means v̂(0, t) = 0, so we have to set d21 = 0;
• The term d22uvx in (5.36) will be estimated using Lemma 4.3 by setting (α1, β1) = (a2, b22),
(α2, β2) = (a1, b11), w1 = v and w2 = u.
The proof of Proposition 5.3 is paralell to that of Proposition 5.2, therefore omitted.
Proof of Proposition 5.4. Similar to the proof of Proposition 5.1, the essential step is to establish the
estimate (5.32). Since (u0, v0) ∈ Hs(Tλ)×Hs(Tλ) in Proposition 5.4 without any mean-zero conditions,
neither û(0, t) = 0 nor v̂(0, t) = 0 holds. Then by similar argument as in the proof of Proposition 5.2, the
condition c11 = c22 = d11 = d22 = 0 has to be imposed. Under this condition, (5.32) reduces to
‖c12vvx + d12uvx‖Za1,b11
s,λ
≤ C1λ1−M2
(
‖u‖
X
a1,b11
s, 1
2
,λ
+ ‖v‖
X
a2,b22
s, 1
2
,λ
)2
, (5.37)
‖c21uux + d21uxv‖Za2,b22
s,λ
≤ C1λ1−M2
(
‖u‖
X
a1,b11
s, 1
2
,λ
+ ‖v‖
X
a2,b22
s, 1
2
,λ
)2
. (5.38)
The common strategies for all the cases in Proposition 5.2 are as below.
(i) The term c12vvx in (5.37) will be estimated using Lemma 4.1 by setting (α1, β1) = (a2, b22),
(α2, β2) = (a1, b11) and w1 = w2 = v. But when θ = 1, c12 has to be zero since v̂(0, t) = 0 is
not granted;
(ii) The term d12uvx in (5.37) will be estimated using Lemma 4.4 by setting (α1, β1) = (a1, b11),
(α2, β2) = (a2, b22), w1 = u and w2 = v. But when θ = 1, d12 has to be zero since û(0, t) = 0 may
not be satisfied;
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(iii) The term c21uux in (5.38) will be estimated using Lemma 4.1 by setting (α1, β1) = (a1, b11),
(α2, β2) = (a2, b22) and w1 = w2 = u. But when θ = 1, c21 has to be zero since û(0, t) = 0 is not
granted;
(iv) The term d21uxv in (5.38) will be estimated using Lemma 4.4 by setting (α1, β1) = (a2, b22),
(α2, β2) = (a1, b11), w1 = v and w2 = u. But when θ = 1, we need to set d21 = 0 since v̂(0, t) = 0
may not be satisfied.
Notice that when θ = 1, it is seen from the above argument that (cij) = (dij) = 0, which makes the
system (5.1) trivial. As a result, we did not include the case θ = 1 in Proposition 5.4.
6 Proofs of the bilinear estimates
The goal of this section is to prove Lemmas 4.1–4.4 presented in Section 4. The sharpness of these bilinear
estimates will be established in the next section. The proofs of Lemmas 4.1 and Lemma 4.2 are similar,
so are the proofs of Lemma 4.3 and Lemma 4.4. We thus only provide the proofs for Lemma 4.2 and
Lemma 4.4 in this section.
6.1 Auxiliary results
Let (~k, ~τ ) = (k1, k2, k3, τ1, τ2, τ3), Z
∗
λ = Zλ\{0}, R∗ = R\{0} and φi = φαi,βi for 1 ≤ i ≤ 3. For any
λ ≥ 1,
Aλ :=
{
(~k, ~τ ) ∈ Z3λ × R3 :
3∑
i=1
ki =
3∑
i=1
τi = 0
}
, (6.1)
and for given (k3, τ3) ∈ Zλ × R,
Aλ(k3, τ3) :=
{
(k1, k2, τ1, τ2) ∈ Z2λ × R2 : (~k, ~τ) ∈ Aλ
}
. (6.2)
In addition, for the convenience of notation, if (αi, βi) (i = 1, 2, 3) is given, then we may just use φi to
represent the polynomial φαi,βi as defined in (2.12).
Lemma 6.1. For given λ ≥ 1, s ∈ R and (αi, βi) ∈ R∗ × R for 1 ≤ i ≤ 3, the bilinear estimate
‖∂x(w1w2)‖Zα3,β3
s,λ
≤ Cλ0+‖w1‖Xα1,β1
s, 1
2
,λ
‖w2‖Xα2,β2
s, 1
2
,λ
, ∀ {wi}i=1,2 (6.3)
holds if and only if the following two estimates hold,
∫
Aλ
k3〈k3〉s
〈k1〉s〈k2〉s
3∏
i=1
fi(ki, τi)
〈Li〉 12
≤ Cλ0+
3∏
i=1
‖fi‖L2(Zλ×R), ∀ {fi}i=1,2,3 (6.4)
and ∥∥∥∥ 1〈L3〉
∫
Aλ(k3,τ3)
k3〈k3〉s
〈k1〉s〈k2〉s
2∏
i=1
fi(ki, τi)
〈Li〉 12
∥∥∥∥
L2
k3
L1τ3
≤ Cλ0+
2∏
i=1
‖fi‖L2(Zλ×R), ∀ {fi}i=1,2, (6.5)
where Li = τi − φαi,βi(ki).
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Proof. By definition,
‖∂x(w1w2)‖Zα3,β3
s,λ
= ‖∂x(w1w2)‖Xα3,β3
s,− 1
2
,λ
+
∥∥∥ 〈k〉s ̂∂x(w1w2)(k, τ)〈τ − φ3(k)〉
∥∥∥
L2
k
L1τ
.
Then the bilinear estimate (6.3) holds if and only if the following two estimates hold,
‖∂x(w1w2)‖Xα3,β3
s,− 1
2
,λ
≤ Cλ0+‖w1‖Xα1,β1
s, 1
2
,λ
‖w2‖Xα2,β2
s, 1
2
,λ
(6.6)
and ∥∥∥ 〈k〉s ̂∂x(w1w2)(k, τ)〈τ − φ3(k)〉
∥∥∥
L2
k
L1τ
≤ Cλ0+‖w1‖Xα1,β1
s, 1
2
,λ
‖w2‖Xα2,β2
s, 1
2
,λ
. (6.7)
As the proof of the equivalence of (6.6) and (6.4) is similar to that in the real line case, we omit the
details and refer the readers to ( [56], Lemma 5.4). We thus only need to show the equivalence of (6.7)
and (6.5). To this end, notice that
∥∥∥ 〈k〉s ̂∂x(w1w2)(k, τ)〈τ − φ3(k)〉
∥∥∥
L2
k
L1τ
=
∥∥∥∥ k〈k〉s〈τ − φ3(k)〉
∫
Zλ
∫
R
ŵ1(k1, τ1)ŵ2(k − k1, τ − τ1) dτ1 dkλ1
∥∥∥∥
L2
k
L1τ
.
Let fi(k, τ) := 〈k〉s
〈
τ − φi(k)
〉 1
2 ŵi(k, τ) for i = 1, 2. One sees that estimate (6.7) is equivalent to the
following estimate∥∥∥∥ k〈k〉s〈τ − φ3(k)〉
∫
Zλ
∫
R
f1(k1, τ1)
〈k1〉s〈τ1 − φ1(k1)〉 12
f2(k − k1, τ − τ1)
〈k − k1〉s〈τ − τ1 − φ2(k − k1)〉 12
dτ1dk
λ
1
∥∥∥∥
L2
k
L1τ
≤ Cλ0+
2∏
i=1
‖fi‖L2.
As φ3 is an odd function and (k2, τ2) = −(k3 + k1, τ3 + τ1), the above estimate is equivalent to estimate
(6.5) after the change of variable (k3, τ3) = −(k, τ).
Lemma 6.2. Let λ ≥ 1 and let H be the resonance function associated to ((α1, β1), (α2, β2), (α3, β3)) as
defined in Definition 2.3. Suppose that there exists δ > 0 such that H is δ-significant on Zλ. Then there
exists a constant C = C(α1, α2, α3, δ) such that for any functions {fi}3i=1 on Zλ × R,∫
Aλ
( 3∏
i=1
1{ki 6=0}〈ki〉
1
2
) 3∏
i=1
|fi(ki, τi)|
〈Li〉 12
≤ Cλ0+
3∏
i=1
‖fi‖L2(Zλ×R), (6.8)
and ∥∥∥∥ 1〈L3〉
∫
Aλ(k3,τ3)
( 3∏
i=1
1{ki 6=0}〈ki〉
1
2
) 2∏
i=1
|fi(ki, τi)|
〈Li〉 12
∥∥∥∥
L2
k3
(Zλ)L1τ3(R)
≤ Cλ0+
2∏
i=1
‖fi‖L2(Zλ×R), (6.9)
where Li = τi − φαi,βi(ki).
Proof. Without loss of generality, assume δ ∈ (0, 12 ). First, we prove (6.8).
Proof of (6.8). It is divided into three cases.
Case 1: |ki| ≤ 2 for i = 1, 2, 3.
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In this case,
LHS of (6.8) .
∫
Aλ
3∏
i=1
|fi(ki, τi)|
〈Li〉 12
.
Let
gi = F−1
( |fi(ki, τi)|
〈Li〉 12
)
= F−1
( |fi(ki, τi)|
〈τi − φi(ki)〉 12
)
, ∀ 1 ≤ i ≤ 3.
One has∫
Aλ
3∏
i=1
|fi(ki, τi)|
〈Li〉 12
=
∫
Aλ
3∏
i=1
Fgi(ki, τi)
=
∫
Zλ
∫
R
Fg1(k1, τ1)
(∫
Zλ
∫
R
Fg2(−k1 − k3,−τ1 − τ3)Fg1(k3, τ3) dτ3 dkλ3
)
dτ1 dk
λ
1
=
∫
Zλ
∫
R
Fg1(k1, τ1)
(Fg2 ∗ Fg3)(−k1,−τ1) dτ1 dkλ1
=
∫
Zλ
∫
R
Fg1(−k1,−τ1)F(g2g3)(k1, τ1) dτ1 dkλ1 .
Define g˜1(x, t) = g1(−x,−t) for any (x, t) ∈ Tλ × R. Then F g˜1(k1, τ1) = Fg1(−k1,−τ1). As a result,∫
Aλ
3∏
i=1
|fi(ki, τi)|
〈Li〉 12
=
∫
Zλ
∫
R
F g˜1(k1, τ1)F(g2g3)(k1, τ1) dτ1 dkλ1
= ‖g˜1g2g3‖L1(Tλ×R)
≤ ‖g1‖L2(Tλ×R)‖g2‖L4(Tλ×R)‖g3‖L4(Tλ×R).
Finally, it follows from Lemma 3.9 that
‖g1‖L2‖g2‖L4‖g3‖L4 . ‖g1‖L2‖g2‖Xα2,β2
0, 1
3
,λ
‖g3‖Xα3,β3
0, 1
3
,λ
.
3∏
i=1
‖fi‖L2(Zλ×R).
Case 2: |ki| ≥ 12 for i = 1, 2, 3.
As the resonance function H is δ-significant on Zλ, it follows from |ki| ≥ 12 and (2.17) that
3∏
i=1
〈ki〉 .
3∏
i=1
|ki| . 〈H(k1, k2, k3)〉 =
〈 3∑
i=1
φi(ki)
〉
=
〈 3∑
i=1
Li
〉
.
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Thus,
LHS of (6.8) .
∫
Aλ
〈 3∑
j=1
Lj
〉 1
2
3∏
i=1
|fi(ki, τi)|
〈Li〉 12
.
3∑
j=1
∫
Aλ
〈Lj〉 12
3∏
i=1
|fi(ki, τi)|
3∏
i=1
〈Li〉 12
. C
3∏
i=1
‖fi‖L2(Zλ×R),
where the last inequality is obtained using the similar argument as that in Case 1 and Lemma 3.9.
Since
∑3
i=1 ki = 0, the only remaining case to consider is when one of the frequencies is small and
the other two are large. By symmetry, we assume |k3| is small and |k1|, |k2| are large.
Case 3: |k3| < 12 , |k1| > 1, |k2| > 1.
First, notice that although |k3| is small, it has the lower bound |k3| ≥ 1λ since k3 ∈ Z∗λ. Thus,
LHS of (6.8) .
∫
1{ 1
λ
≤|k3|≤
1
2}
|k1k2k3| 12
|k3| 12
(〈L1〉〈L2〉〈L3〉) 12
3∏
i=1
|fi|. (6.10)
Denote MAX = max{〈L1〉, 〈L2〉, 〈L3〉}. Then it follows from (2.17) that
MAX &
〈 3∑
i=1
Li
〉
= 〈H(k1, k2, k3)〉 &
3∏
i=1
|ki|. (6.11)
• Case 3.1: 〈L1〉 = MAX or 〈L2〉 = MAX.
By symmetry, it suffices to consider 〈L1〉 = MAX, which implies |k1k2k3| . 〈L1〉. Thus, it follows
from (6.10) that
LHS of (6.8) .
∫
Aλ
|f1| |f2|〈L2〉 12
1{ 1
λ
≤|k3|≤
1
2}
|f3|
|k3| 12 〈L3〉 12
.
Analogous to Case 1, define
g1 = F−1
(|f1(k1, τ1)|), g2 = F−1( |f2(k2, τ2)|〈L2〉 12
)
, g3 = F−1
(
1{ 1
λ
≤|k3|≤
1
2}
|f3(k3, τ3)|
|k3| 12 〈L3〉 12
)
and define g˜1(x, t) = g1(−x,−t) for any (x, t) ∈ Tλ × R. Then
LHS of (6.8) ≤ ‖g˜1g2g3‖L1(Tλ×R) ≤ ‖g1‖L2tL2x‖g2‖L4tL2x‖g3‖L4tL∞x .
Finally, it follows from Lemma 3.6 and Lemma 3.8 that
LHS of (6.8) . λ0+‖g1‖L2tL2x‖g2‖Xα2,β2
0, 1
4
,λ
∥∥|∂x| 12 g3∥∥Xα3,β3
0, 1
4
,λ
. λ0+
3∏
i=1
‖fi‖L2(Zλ×R).
• Case 3.2: 〈L3〉 = MAX.
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Since |k1k2k3| . 〈L3〉 by the assumption,
LHS of (6.8) .
∫
Aλ
|f1|
〈L1〉 12
|f2|
〈L2〉 12
1{ 1
λ
≤|k3|≤
1
2}
|f3|
|k3| 12
.
Define
g1 = F−1
( |f1(k1, τ1)|
〈L1〉 12
)
, g2 = F−1
( |f2(k2, τ2)|
〈L2〉 12
)
, g3 = F−1
(
1{ 1
λ
≤|k3|≤
1
2}
|f3(k3, τ3)|
|k3| 12
)
and define g˜1(x, t) = g1(−x,−t) for any (x, t) ∈ Tλ × R. Then
LHS of (6.8) . ‖g˜1g2g3‖L1(Tλ×R) ≤ ‖g1‖L4tL2x‖g2‖L4tL2x‖g3‖L2tL∞x .
It thus follows from Lemma 3.6 and Lemma 3.7 that
LHS of (6.8) . λ0+‖g1‖Xα1,β1
0, 1
4
,λ
‖g2‖Xα2,β2
0, 1
4
,λ
∥∥|∂x| 12 g3∥∥L2(Tλ×R) . λ0+ 3∏
i=1
‖fi‖L2(Zλ×R).
Now we turn to prove (6.9).
Proof of (6.9). Again it is divided into three cases.
Case 1: |ki| ≤ 2 for i = 1, 2, 3.
LHS of (6.9) .
∥∥∥∥ 1〈L3〉
∫
Aλ(k3,τ3)
2∏
i=1
|fi(ki, τi)|
〈Li〉 12
∥∥∥∥
L2
k3
(Zλ)L1τ3 (R)
.
∥∥∥∥ 1〈L3〉 12−
∫
Aλ(k3,τ3)
2∏
i=1
|fi(ki, τi)|
〈Li〉 12
∥∥∥∥
L2
k3
(Zλ)L2τ3(R)
,
where the last inequality follows by using the Cauchy-Schwartz inequality in τ3. Then by duality and
Lemma 3.9,
LHS of (6.9) . sup
{f3:‖f3‖L2(Zλ×R)
≤1}
∫
Aλ
∏3
i=1 |fi(ki, τi)|
〈L1〉 12 〈L2〉 12 〈L3〉 12−
.
2∏
i=1
‖fi‖L2(Zλ×R).
The remaining cases are either all the k′is are large or one of k
′
is is small and the other two are large.
Thus, it can be divided into the following four cases. Case 2: |ki| ≥ 12 for i = 1, 2, 3; Case 3: |k1| < 12 ,
|k2| > 1 and |k3| > 1; Case 4: |k2| < 12 , |k1| > 1 and |k3| > 1; Case 5: |k3| < 12 , |k1| > 1 and |k2| > 1.
The proofs for these cases are similar, so we will only provide the details for Case 5.
Under the assumption of Case 5,
LHS of (6.9) .
∥∥∥∥1{ 1λ≤k3< 12}|k3| 12 〈L3〉
∫
|k1k2k3| 12 |f1f2|〈L1〉 12 〈L2〉 12
∥∥∥∥
L2
k3
(Zλ)L1τ3 (R)
. (6.12)
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Case 5.1: 〈L1〉 = MAX or 〈L2〉 = MAX.
By symmetry, it suffices to assume 〈L1〉 = MAX, which implies that |k1k2k3| . 〈L1〉. Consequently,
RHS of (6.12) .
∥∥∥∥1{ 1λ≤k3< 12}|k3| 12 〈L3〉
∫
Aλ(k3,τ3)
|f1f2|
〈L2〉 12
∥∥∥∥
L2
k3
(Zλ)L1τ3 (R)
.
By Cauchy-Schwartz inequality and duality,
RHS of (6.12) .
∥∥∥∥ 1{ 1λ≤k3< 12 }|k3| 12 〈L3〉 12−
∫
Aλ(k3,τ3)
|f1f2|
〈L2〉 12
∥∥∥∥
L2
k3
(Zλ)L2τ3(R)
= sup
{f3:‖f3‖L2≤1}
∫
Aλ
|f1| |f2|〈L2〉 12
1{ 1
λ
≤k3<
1
2}
|f3|
|k3| 12 〈L3〉 12−
Then similar to Case 3.1 in the proof of (6.8), it follows from Lemma 3.6 and Lemma 3.8 that
RHS of (6.12) . λ0+
2∏
i=1
‖fi‖L2(Zλ×R).
Case 5.2: 〈L3〉 = MAX.
– Case 5.2.1. 〈L1〉〈L2〉 & δ〈L3〉ǫ with ǫ = 1100 . Taking advantage of the property (6.11),
|k1k2k3| 12 . 〈MAX〉 12 = 〈L3〉 12 . 〈L3〉 12− ǫ6
(〈L1〉〈L2〉) 16 .
As a result, it follows from (6.12) that
RHS of (6.12) .
∥∥∥∥ 1{ 1λ≤k3< 12}〈L3〉 12+ ǫ6 |k3| 12
∫
Aλ(k3,τ3)
|f1f2|
〈L1〉 13 〈L2〉 13
∥∥∥∥
L2
k3
(Zλ)L1τ3(R)
.
Again, by Cauchy-Schwartz inequality in τ3 and duality,
RHS of (6.12) .
∥∥∥∥1{ 1λ≤k3< 12 }|k3| 12
∫
Aλ(k3,τ3)
|f1f2|
〈L1〉 13 〈L2〉 13
∥∥∥∥
L2
k3
(Zλ)L2τ3 (R)
= sup
{f3:‖f3‖L2≤1}
∫
Aλ
|f1|
〈L1〉 13
|f2|
〈L2〉 13
1{ 1
λ
≤k3<
1
2}
|f3|
|k3| 12
.
Then similar to Case 3.2 in the proof of (6.8), it follows from Lemma 3.6 and Lemma 3.7 that
RHS of (6.12) . λ0+
2∏
i=1
‖fi‖L2(Zλ×R).
– Case 5.2.2. 〈L1〉〈L2〉 ≪ δ〈L3〉ǫ with ǫ = 1100 . In this case,
〈
L3 +H(k1, k2, k3)
〉
=
〈
L3 −
3∑
i=1
Li
〉
= 〈L1 + L2〉 ≪ δ〈L3〉 1100 .
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So |H(k1, k2, k3)| ≈ |L3| and〈
L3 +H(k1, k2, k3)
〉 ≤ δ〈H(k1, k2, k3)〉 1100 .
For any k3 ∈ Z∗λ, define
Ωδ(k3) =
{
η ∈ R : ∃ k1, k2 ∈ Zλ such that
3∑
i=1
ki = 0 and
〈
η +H(k1, k2, k3)
〉 ≤ δ〈H(k1, k2, k3)〉 1100}.
(6.13)
Consequently,
τ3 − φ3(k3) = L3 ∈ Ωδ(k3).
Then it follows from (6.12) and 〈L3〉 = MAX & |k1k2k3| that
RHS of (6.12) .
∥∥∥∥1{L3∈Ωδ(k3)}1{ 1λ≤k3< 12 }〈L3〉 12 |k3| 12
∫
Aλ(k3,τ3)
|f1f2|
〈L1〉 12 〈L2〉 12
∥∥∥∥
L2
k3
(Zλ)L1τ3 (R)
.
∥∥∥∥∥
∥∥∥∥1{L3∈Ωδ(k3)}〈L3〉 12
∥∥∥∥
L2τ3
∥∥∥∥1{ 1λ≤k3< 12}|k3| 12
∫
Aλ(k3,τ3)
|f1f2|
〈L1〉 12 〈L2〉 12
∥∥∥∥
L2τ3
∥∥∥∥∥
L2
k3
. (6.14)
Next, we will estimate ∥∥∥∥1{L3∈Ωδ(k3)}〈L3〉 12
∥∥∥∥
L2τ3
.
For anyM ≥ 1 and k3 ∈ Z∗λ, define ΩδM (k3) = {η ∈ Ωδ(k3) : M/2 ≤ |η| ≤ 2M}. By the change
of variable η = τ3 − φ3(k3) = L3,∫
R
1{L3∈Ωδ(k3)}
〈L3〉 dτ3 =
∫
Ωδ(k3)
dη
〈η〉
=
∫
|η|≤λ6
dη
〈η〉 +
∑
M : dyadic,M>λ6
∫
Ωδ
M
(k3)
dη
〈η〉
. ln(1 + λ6) +
∑
M : dyadic,M>λ6
|ΩδM (k3)|
M
.
Then it follows from Lemma 6.3 that∫
R
1{L3∈Ωδ(k3)}
〈L3〉 dτ3 . λ
0+ + λ
3
2
∑
M : dyadic,M>λ6
M−
1
3 . λ0+. (6.15)
Plugging (6.15) into (6.14) and then recalling the duality, we obtain
LHS of (6.9) . λ0+
∥∥∥∥1{ 1λ≤k3< 12}|k3| 12
∫
Aλ(k3,τ3)
|f1f2|
〈L1〉 12 〈L2〉 12
∥∥∥∥
L2
k3
L2τ3
= λ0+ sup
{f3:‖f3‖L2≤1}
∫
Aλ
|f1|
〈L1〉 12
|f2|
〈L2〉 12
1{ 1
λ
≤k3<
1
2 }
|f3|
|k3| 12
.
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Finally, it follows from Lemma 3.6 and Lemma 3.7 that
LHS of (6.9) . λ0+
2∏
i=1
‖fi‖L2(Zλ×R).
Now we discuss an auxiliary result that has been used in the above proof to estimate the size of the
set ΩδM (k3).
Lemma 6.3. Let λ ≥ 1 and let H be the resonance function associated to ((α1, β1), (α2, β2), (α3, β3))
as defined in Definition 2.3. Suppose H is δ-significant on Zλ for some δ ∈ (0, 12 ), then there exists a
constant C = C(δ) such that for any M ≥ 1,
sup
k3∈Z∗λ
∣∣ΩδM (k3)∣∣ ≤ Cλ 32M 23 , (6.16)
where
ΩδM (k3) :=
{
η ∈ R :M/2 ≤ |η| ≤ 2M, ∃ k1, k2 ∈ Z∗λ such that
3∑
i=1
ki = 0 and
〈
η +H(k1, k2, k3)
〉 ≤ δ〈H(k1, k2, k3)〉 1100}.
(6.17)
Proof. Fix δ ∈ (0, 12 ), M ≥ 1 and k3 ∈ Z∗λ. If ΩδM (k3) is empty, then (6.17) automatically holds. So we
only need to consider the case when ΩδM (k3) 6= ∅. For any η ∈ ΩδM (k3), there exist k1, k2 ∈ Z∗λ such that
3∑
i=1
ki = 0 and
〈
η +H(k1, k2, k3)
〉 ≤ δ〈H(k1, k2, k3)〉 1100 .
So 〈H(k1, k2, k3)〉 ≥ δ−100 ≫ 1 and therefore,
∣∣H(k1, k2, k3)∣∣ ∼ |η| ∼M . Hence,〈
η +H(k1, k2, k3)
〉
. δM
1
100 . (6.18)
On the other hand, since H is δ-significant on Zλ, it follows from (2.17) that
|k1k2k3| . 〈H(k1, k2, k3)〉 . M.
Since ki ∈ Z∗λ for 1 ≤ i ≤ 3 and
∑3
i=1 ki = 0, then
|k1|
λ
≤ |k2|+ |k3|
λ
≤ 2|k2k3|.
As a result, k21 ≤ 2λ|k1k2k3| . λM . Thus, |k1| .
√
λM , which implies that the possible choices for k1
is at most O(λ
3
2M
1
2 ). Once k1 is fixed, it follows from (6.18) that the possible choices for η is at most
O(M
1
100 ). Consequently,
|ΩδM (k3)| . λ
3
2M
1
2M
1
100 ≤ λ 32M 23 .
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6.2 Proof of Lemma 4.2
Proof of Part (a).
As in the proof of Lemma 6.1, it suffices to prove
∫
Aλ
|k3|〈k3〉s
〈k1〉s〈k2〉s
3∏
i=1
|fi(ki, τi)|
〈Li〉 12
≤ Cλ0+
3∏
i=1
‖fi‖L2(Zλ×R), f2(0, ·) = 0,
and ∥∥∥∥ 1〈L3〉
∫
Aλ(k3,τ3)
|k3|〈k3〉s
〈k1〉s〈k2〉s
2∏
i=1
|fi(ki, τi)|
〈Li〉 12
∥∥∥∥
L2
k3
L1τ3
≤ Cλ0+
2∏
i=1
‖fi‖L2(Zλ×R), f2(0, ·) = 0,
where
L1 = τ1 − φ1(k1), L2 = τ2 − φ2(k2), L3 = τ3 − φ1(k3),
and the restriction f2(0, ·) = 0 is due to the condition ŵ2(0, ·) = 0 in (4.2). Since 〈k3〉〈k1〉〈k2〉 ≤ 1, it suffices
to consider s = − 12 and to prove∫
Aλ
|k3| 12 〈k1〉 12 〈k2〉 12
3∏
i=1
|fi(ki, τi)|
〈Li〉 12
≤ Cλ0+
3∏
i=1
‖fi‖L2(Zλ×R), f2(0, ·) = 0, (6.19)
and∥∥∥∥ 1〈L3〉
∫
Aλ(k3,τ3)
|k3| 12 〈k1〉 12 〈k2〉 12
2∏
i=1
|fi(ki, τi)|
〈Li〉 12
∥∥∥∥
L2
k3
L1τ3
≤ Cλ0+
2∏
i=1
‖fi‖L2(Zλ×R), f2(0, ·) = 0. (6.20)
The triple associated to (4.2) is
(
(α1, β1), (α2, β2), (α1, β1)
)
, thus the corresponding resonance function
is H2(k1, k2, k3) as calculated in (1.36). Since f2(0, ·) = 0, we only need to consider nonzero k2. Therefore,
H2 can be rewritten as (1.37), that is
H2(k1, k2, k3) = −3α1k32 hr
(k1
k2
)
+ (β1 − β2)k2, ∀
3∑
i=1
ki = 0 with k2 6= 0,
where hr is defined in (1.34). Since r <
1
4 , there exists δ1 = δ1(r) > 0 such that hr(x) ≥ δ1(1 + x2) for
any x ∈ R. Hence,
〈H2(k1, k2, k3)〉 ≥ 1 + 3|α1||k2|3hr
(k1
k2
)
− |(β1 − β2)k2|
≥ 1 + 3δ1|α1||k2|(k21 + k22)− |β1 − β2||k2|.
When |β1| + |β2| ≤ ǫ for some sufficiently small ǫ = ǫ(α1, α2), it is easily seen that |(β1 − β2)k2| ≤
1
2 + δ1|α1||k2|3. As a result,
〈H2(k1, k2, k3)〉 ≥ 1
2
+ 2δ1|α1||k2|(k21 + k22) ≥ δ
(
1 + |k2|
3∑
i=1
k2i
)
, ∀
3∑
i=1
ki = 0, (6.21)
where δ is some positive constant only depending on α1 and α2. Thus, H2 satisfies (2.17), or in other
words, H2 is δ-significant on Zλ.
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Based on the above argument and Lemma 6.2, it remains to consider the case when k1 = 0 for (6.19)
and (6.20). Noticing k2 = −k3 when k1 = 0, it suffices to prove∫
Aλ
1{k1=0}〈k3〉
3∏
i=1
|fi(ki, τi)|
〈Li〉 12
≤ Cλ0+
3∏
i=1
‖fi‖L2(Zλ×R), f2(0, ·) = 0, (6.22)
and ∥∥∥∥ 1〈L3〉
∫
Aλ(k3,τ3)
1{k1=0}〈k3〉
2∏
i=1
|fi(ki, τi)|
〈Li〉 12
∥∥∥∥
L2
k3
L1τ3
≤ Cλ0+
2∏
i=1
‖fi‖L2(Zλ×R), f2(0, ·) = 0. (6.23)
Applying Cauchy-Schwartz inequality in τ3 to (6.23) and then taking advantage of the duality,∥∥∥∥ 1〈L3〉
∫
Aλ(k3,τ3)
1{k1=0}〈k3〉
2∏
i=1
|fi(ki, τi)|
〈Li〉 12
∥∥∥∥
L2
k3
L1τ3
≤
∥∥∥∥ 1〈L3〉 12−
∫
Aλ(k3,τ3)
1{k1=0}〈k3〉
2∏
i=1
|fi(ki, τi)|
〈Li〉 12
∥∥∥∥
L2
k3
L2τ3
= sup
{f3: ‖f3‖L2≤1}
∫
Aλ
1{k1=0}〈k3〉
〈L1〉 12 〈L2〉 12 〈L3〉 12−
3∏
i=1
|fi(ki, τi)|.
Thus, the proofs for (6.22) and (6.23) are reduced to the justification of
∫
Aλ
1{k1=0}〈k3〉
〈L1〉 12 〈L2〉 12 〈L3〉 12−
3∏
i=1
|fi(ki, τi)| ≤ Cλ0+
3∏
i=1
‖fi‖L2(Zλ×R). (6.24)
Combining (6.21), the relation k2 = −k3 and |H2(k1, k2, k3)| =
〈 3∑
i=1
Li
〉
, we obtain
〈k3〉 . 〈H2〉 13 .
3∑
i=1
〈Li〉 13 .
Plugging this inequality into (6.24), then (6.24) can be justified via Lemma 3.9 (see similar argument in
Case 1 in the proof of (6.8)).
Proof of Part (b). As in the proof of Part (a), it suffices to prove
∫
Aλ
|k3| 12 〈k1〉 12 〈k2〉 12
3∏
i=1
|fi(ki, τi)|
〈Li〉 12
≤ Cλ0+
3∏
i=1
‖fi‖L2 , f1(0, ·) = f2(0, ·) = 0, (6.25)
and∥∥∥∥ 1〈L3〉
∫
Aλ(k3,τ3)
|k3| 12 〈k1〉 12 〈k2〉 12
2∏
i=1
|fi(ki, τi)|
〈Li〉 12
∥∥∥∥
L2
k3
L1τ3
≤ Cλ0+
2∏
i=1
‖fi‖L2, f1(0, ·) = f2(0, ·) = 0, (6.26)
where the restriction f1(0, ·) = f2(0, ·) = 0 are due to the assumption ŵ1(0, ·) = ŵ2(0, ·) = 0. Because of
56
this restriction, we can assume k1k2 6= 0, and we may also assume k3 6= 0. Since r = 1, the resonance
function H2 is given by
H2(k1, k2, k3) = 3α1k1k2k3 + (β1 − β2)k2, ∀
3∑
i=1
ki = 0.
As ki ∈ Z∗λ for any 1 ≤ i ≤ 3,
|k2| = |k1 + k3| ≤ 2λ|k1k3|,
which implies |k2|
2
2λ ≤ |k1k2k3|. Thus, when |β1|+ |β2| ≤ λ−
1
2 ǫ with 0 < ǫ ≤√|α1|,
|(β1 − β2)k2| ≤ ǫ|k2|
λ1/2
≤ 1 + |α1|
4
( k2
λ1/2
)2
≤ 1 + |α1||k1k2k3|.
Consequently,
〈H2(k1, k2, k3)〉 ≥ 1 + 3|α1||k1k2k3| − |(β1 − β2)k2| ≥ 2|α1||k1k2k3|,
which verifies (2.17) with δ = 2|α1|. In other words, H2 is δ-significant on Zλ. Therefore, Lemma 6.2
implies (6.25) and (6.26).
Proof of Part (c). By a similar argument in the proof of Part (a), it suffices to consider s = 1 and
prove the following two estimates:
∫
Aλ
|k3|〈k3〉
〈k1〉〈k2〉
3∏
i=1
|fi(ki, τi)|
〈Li〉 12
≤ Cλ0+
3∏
i=1
‖fi‖L2(Zλ×R), f2(0, ·) = 0, (6.27)
and ∥∥∥∥ 1〈L3〉
∫
Aλ(k3,τ3)
|k3|〈k3〉
〈k1〉〈k2〉
2∏
i=1
|fi(ki, τi)|
〈Li〉 12
∥∥∥∥
L2
k3
L1τ3
≤ Cλ0+
2∏
i=1
‖fi‖L2(Zλ×R), f2(0, ·) = 0. (6.28)
• Case 1: 〈k1〉 & |k3| and 〈k2〉 & |k3|. In order to justify (6.27) and (6.28), by Cauchy-Schwartz
inequality and duality (see the argument between (6.23) and (6.24)), it suffices to prove
∫ |k3|〈k3〉
〈k1〉〈k2〉〈L1〉 12 〈L2〉 12 〈L3〉 12−
3∏
i=1
|fi(ki, τi)| ≤ Cλ0+
3∏
i=1
‖fi‖L2(Zλ×R). (6.29)
Due to the assumption 〈k1〉 & |k3| and 〈k2〉 & |k3|, we have |k3|〈k3〉〈k1〉〈k2〉 . 1. Therefore,
LHS of (6.29) .
∫ ∏3
i=1 |fi(ki, τi)|
〈L1〉 12 〈L2〉 12 〈L3〉 12−
≤ C
3∏
i=1
‖fi‖L2(Zλ×R).
• Case 2: 〈k1〉 ≪ |k3|. In this case, k2 ≈ −k3 and |k2| ≈ |k3| ≫ 1. So the resonance function
H2(k1, k2, k3) satisfies
〈H2(k1, k2, k3)〉 =
〈
φ1(k1) + φ2(k2) + φ1(k3)
〉 ∼ 〈α2k32 + α1k33〉 ∼ 〈(α1 − α2)k33〉.
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Since r 6= 1 (which means α1 6= α2), the above relation implies
〈k3〉 .
〈
H2(k1, k2, k3)
〉 1
3 .
3∑
i=1
〈Li〉 13 .
Thus,
LHS of (6.29) .
∫
Aλ
∑3
i=1〈Li〉
1
3
〈L1〉 12 〈L2〉 12 〈L3〉 12−
3∏
i=1
|fi(ki, τi)| ≤ C
3∏
i=1
‖fi‖L2(Zλ×R),
where the last inequality is due to Lemma 3.9.
• Case 3: 〈k2〉 ≪ |k3|. In this case, |k1| ≈ |k3| ≫ 1. Then it follows from the explicit formula (1.36)
that
〈H2(k1, k2, k3)〉 ∼ 〈k21k2〉 & |k1k2k3|,
which verifies (2.17) for H2 in this case. Meanwhile, k2 can be assumed nonzero due to the assump-
tion f2(0, ·) = 0. Finally, noticing
|k3|〈k3〉
〈k1〉〈k2〉 ≤
3∏
i=1
〈ki〉 12 ,
then (6.27) and (6.28) follow from the same spirit as Lemma 6.2.
Proof of Part (d). First, we recall from Proposition 2.6 that sr ≥ 12 . If sr = 1, then the conclusion
follows from Part (c). So we just assume 12 ≤ sr < 1, which implies r 6= 14 due to Proposition 2.5 (a).
The case of 14 < r < 1 is analogous to the case of r > 1, so we will just consider
1
4 < r < 1 in the rest of
the proof. Fix any s > sr and p > sr.
Similar to the proof of Lemma 6.1, it suffices to prove
∫
Aλ
|k3|〈k3〉s
〈k1〉s〈k2〉s
3∏
i=1
|fi(ki, τi)|
〈Li〉 12
≤ Cλp
3∏
i=1
‖fi‖L2(Zλ×R), f2(0, ·) = 0, (6.30)
and ∥∥∥∥ 1〈L3〉
∫
Aλ(k3,τ3)
|k3|〈k3〉s
〈k1〉s〈k2〉s
2∏
i=1
|fi(ki, τi)|
〈Li〉 12
∥∥∥∥
L2
k3
L1τ3
≤ Cλp
2∏
i=1
‖fi‖L2(Zλ×R), f2(0, ·) = 0, (6.31)
where
L1 = τ1 − φ1(k1), L2 = τ2 − φ2(k2), L3 = τ3 − φ1(k3).
Again, since 〈k3〉〈k1〉〈k2〉 ≤ 1, it suffices to consider s which is sufficiently close to sr, that is s = sr+ ∈ (sr, 1).
Meanwhile, since s is sufficiently close to sr and p > sr, we can assume p = s+. Next, we will prove
(6.30) first and then briefly mention the proof for (6.31).
Proof of (6.30). Since f2(0, ·) = 0, we can assume k2 6= 0. In addition, noticing β1 = β2, so the
resonance function can be written as
H2(k1, k2, k3) = −3α1k32 hr
(k1
k2
)
, ∀
3∑
i=1
ki = 0 with k2 6= 0, (6.32)
58
where hr is defined in (1.34). When
1
4 < r < 1, it follows from (1.40) that the two roots x1r and x2r of
hr satisfy −1 < x1r < x2r < 0. Hence, there exists a constant dr ∈
(
0, 18
)
, which only depends on r, such
that (see Figure 1)
− 1 < x1r − 2dr < x1r + 2dr < x2r − 2dr < x2r + 2dr < 0. (6.33)
−1 x1r − 2dr x1r x1r + 2dr x2r − 2dr x2r x2r + 2dr 0
Figure 1: location of x1r and x2r
On the other hand, there exists a constant ǫr, which also only depends on r, such that
|hr(x)| ≥ ǫr(1 + x2) if |x− x1r| ≥ dr and |x− x2r| ≥ dr. (6.34)
In the following, we denote
MAX = max
{〈L1〉, 〈L2〉, 〈L3〉}.
Since |H2(k1, k2, k3)| = |
∑3
i=1 Li|, then 〈H2(k1, k2, k3)〉 . MAX.
Case 1. k1 = 0. Then k2 = −k3 and (6.30) reduces to∫
|k3|
3∏
i=1
|fi(ki, τi)|
〈Li〉 12
≤ Cλs+
3∏
i=1
‖fi‖L2(Zλ×R), f2(0, ·) = 0. (6.35)
Noticing in this case,
∣∣H2(k1, k2, k3)∣∣ = ∣∣α2k32 + α1k33∣∣ = |α2 − α1||k3|3. Thus,
|k3| . 〈H2〉 13 . (MAX) 13 .
3∑
i=1
〈Li〉 13 ,
which implies (6.35) by similar argument as in Case 1 in the proof of (6.8).
Case 2. k1 6= 0,
∣∣∣k1
k2
− x1r
∣∣∣ ≥ dr and ∣∣∣k1
k2
− x2r
∣∣∣ ≥ dr. In this case, it follows from (6.32) and (6.34)
that
|H2(k1, k2, k3)| ∼ |k2|3
∣∣∣hr(k1
k2
)∣∣∣ & |k2|(k21 + k22). (6.36)
In addition, k2 6= 0 implies that |k2| ≥ 1λ . Hence,
|k3|2 . k21 + k22 .
|H2|
|k2| . λ(MAX). (6.37)
Recalling
〈k3〉s
〈k1〉s〈k2〉s ≤ 1, so
LHS of (6.30) . λ
1
2
∫
(MAX)
1
2
3∏
i=1
|fi(ki, τi)|
〈Li〉 12
. λ
1
2
3∏
i=1
‖fi‖L2(Zλ×R).
This verifies (6.30) due to s > sr ≥ 12 .
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Case 3. k1 6= 0,
∣∣∣k1
k2
− x1r
∣∣∣ < dr or ∣∣∣k1
k2
− x2r
∣∣∣ < dr. Without loss of generality, it is assumed that∣∣∣k1
k2
−x1r
∣∣∣ < dr. Then it can be seen from (6.33) or Figure 1 that |k1| ∼ |k2| ∼ |k3| and ∣∣∣k1
k2
−x2r
∣∣∣ > 3dr.
Meanwhile, if |k1| . 1, then (6.30) is obviously true. So we will just assume |k1| ≫ 1. Thus, (6.30)
reduces to ∫
|k2|1−s
3∏
i=1
|fi(ki, τi)|
〈Li〉 12
≤ Cλs+
3∏
i=1
‖fi‖L2(Zλ×R). (6.38)
Denote
ǫs = 2s− 2sr, (6.39)
then ǫs > 0. On the other hand, since sr < 1, it follows from (1.17) that sr =
σr−1
2 . In addition, by
taking advantage of (1.41) and Lemma 3.2, there exists a constant K = K(r, s) such that∣∣∣x1r − k1
k2
∣∣∣ = ∣∣∣x1r − λk1
λk2
∣∣∣ ≥ K|λk2|σr+ǫs .
Combining sr =
σr−1
2 and (6.39) yields σr + ǫs = 2s+ 1. Therefore,∣∣∣x1r − k1
k2
∣∣∣ & 1|λk2|2s+1 (6.40)
and
|H2(k1, k2, k3)| ∼ |k2|3
∣∣∣k1
k2
− x1r
∣∣∣∣∣∣k1
k2
− x2r
∣∣∣ & λ−1−2s|k2|2−2s. (6.41)
The above inequality implies
|k2|1−s . λ 12+s|H2| 12 . λ 12+s(MAX) 12 . (6.42)
Hence,
LHS of (6.38) . λ
1
2+s
∫
(MAX)
1
2
3∏
i=1
|fi(ki, τi)|
〈Li〉 12
. λ
1
2+s
3∏
i=1
‖fi‖L2(Zλ×R). (6.43)
Comparing the RHS of (6.43) to that of (6.30), we have almost done except the power on λ in (6.43)
is too large. So the rest part is devoted to reduce the power on λ from 12 + s to s+. We will fulfill this
task by splitting the range of
∣∣k1
k2
− x1r
∣∣ further.
Case 3.1. k1 6= 0, drλ|k2| ≤
∣∣k1
k2
− x1r
∣∣ < dr. In this case,
|H2(k1, k2, k3)| ∼ |k2|3
∣∣∣k1
k2
− x1r
∣∣∣∣∣∣k1
k2
− x2r
∣∣∣ & k22
λ
.
Then it follows from |H2| . MAX and s > sr ≥ 12 that
|k2|1−s . (λ|H2|)
1−s
2 . λ
1
4 (MAX)
1
4 .
Hence,
LHS of (6.38) . λ
1
4
∫
(MAX)
1
4
3∏
i=1
|fi(ki, τi)|
〈Li〉 12
. Cλ
1
4
3∏
i=1
‖fi‖L2(Zλ×R) . RHS of (6.38).
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Case 3.2. k1 6= 0,
∣∣k1
k2
− x1r
∣∣ < drλ|k2| . Since (6.42) holds, then (6.38) reduces to
λ
1
2
∫
(MAX)
1
2
3∏
i=1
|fi(ki, τi)|
〈Li〉 12
≤ Cλ0+
3∏
i=1
‖fi‖L2(Zλ×R). (6.44)
• Case 3.2.1. 〈L1〉 = MAX. Then (6.44) reduces to
λ
1
2
∫
1
〈L2〉 12 〈L3〉 12
3∏
i=1
|fi(ki, τi)| ≤ Cλ0+
3∏
i=1
‖fi‖L2(Zλ×R). (6.45)
For fixed k1, it follows from
∣∣k1
k2
− x1r
∣∣ < drλ|k2| that k2 ∈ Er(k1) which is defined as follows.
Er(k1) =
{
k2 ∈ Zλ :
∣∣∣k2 − k1
x1r
∣∣∣ < dr|x1r|λ
}
. (6.46)
It is easily seen that the size |Er(k1)| is at most 2dr|x1r | . Define
g1(k1, τ1) = |f1(k1, τ1)|, g2(k2, τ2) = |f2(k2, τ2)|〈L2〉 12
, g3(k3, τ3) =
|f3(k3, τ3)|
〈L3〉 12
. (6.47)
Since (k3, τ3) = −(k1 + k2, τ1 + τ2), the LHS of (6.45) is bounded above by
λ
1
2
∫
Zλ
∫
R
g1(k1, τ1)
(∫
Zλ
1Er(k1)(k2)
[
g2(k2, ·) ∗τ g3(−k1 − k2, ·)
]
(−τ1) dkλ2
)
dτ1 dk
λ
1 .
By the change of variable (k1, τ1) → (−k1,−τ1) and the definition (2.4) for the measure dkλ2 , the
above quantity is seen to be dominated by
λ−
1
2 ‖g1‖L2
k1
L2τ1
∥∥∥ ∑
k2∈Er(−k1)
[
g2(k2, ·) ∗τ g3(k1 − k2, ·)
]
(τ1)
∥∥∥
L2
k1
L2τ1
. (6.48)
Although the size of the set Er(−k1) is bounded by the constant 2dr|x1r| , this set itself depends on
k1. As a result, we have to be careful to treat the summation in (6.48). First, in order to eliminate
the convolution in (6.48), we exchange the order of integration of k1 and τ1, and then perform the
inverse Fourier transform in the temporal variable to obtain∥∥∥ ∑
k2∈Er(−k1)
[
g2(k2, ·) ∗τ g3(k1 − k2, ·)
]
(τ1)
∥∥∥
L2
k1
L2τ1
≤
∥∥∥ ∑
k2∈Er(−k1)
∥∥F−1t g2(k2, t)F−1t g3(k1 − k2, t)∥∥L2t∥∥∥L2
k1
. (6.49)
Now we will control the summation in (6.49) by taking advantage of the fact that |Er(−k1)| ≤ 2dr|x1r| .
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Actually, for any fixed k1, ∑
k2∈Er(−k1)
∥∥F−1t g2(k2, t)F−1t g3(k1 − k2, t)∥∥L2t
≤ 2dr|x1r| supk2∈Er(−k1)
∥∥∥F−1t g2(k2, t)F−1t g3(k1 − k2, t)∥∥∥
L2t
.
∥∥∥ sup
k2∈Er(−k1)
∣∣F−1t g2(k2, t)F−1t g3(k1 − k2, t)∣∣∥∥∥
L2t
.
(6.50)
Plugging (6.50) into (6.49) and exchanging the order of t and k1,
RHS of (6.49) .
∥∥∥∥∥∥∥ sup
k2∈Er(−k1)
∣∣F−1t g2(k2, t)F−1t g3(k1 − k2, t)∣∣∥∥∥
L2
k1
∥∥∥∥
L2t
. (6.51)
Since F−1 = F−1x F−1t implies F−1t = FxF−1, then by the definition of Fx and then by Holder’s
inequality in x ∈ Tλ, we have∣∣F−1t g2(k2, t)∣∣ . ∥∥F−1g2(x, t)∥∥L1x . λ 12∥∥F−1g2(x, t)∥∥L2x . (6.52)
Claim: For any fixed t,∥∥∥ sup
k2∈Er(−k1)
∣∣F−1t g3(k1 − k2, t)∣∣∥∥∥
L2
k1
.
∥∥F−1g3(x, t)∥∥L2x . (6.53)
Assume this claim hold. Then plugging (6.52) and (6.53) into (6.51) yields
RHS of (6.49) . λ
1
2
∥∥∥∥∥F−1g2(x, t)∥∥L2x∥∥F−1g3(x, t)∥∥L2x∥∥∥L2t .
Then by Holder’s inequality and Lemma 3.6,
RHS of (6.49) . λ
1
2
∥∥F−1g2(x, t)∥∥L4tL2x∥∥F−1g3(x, t)∥∥L4tL2x
. λ
1
2 ‖F−1g2‖Xα2,β2
0, 1
4
,λ
‖F−1g3‖Xα1,β1
0, 1
4
,λ
.
Hence,
LHS of (6.45) . (6.48) . λ−
1
2 ‖g1‖L2
k1
L2τ1
· (RHS of (6.49))
. ‖g1‖L2
k1
L2τ1
‖F−1g2‖Xα2,β2
0, 1
4
,λ
‖F−1g3‖Xα1,β1
0, 1
4
,λ
.
3∏
i=1
‖fi‖L2(Zλ×R),
where the last inequality is due to (6.47).
To finish this case, it remains to justify the claim (6.53). For fixed t, F−1g3(x, t) can be regarded
as a function in x ∈ Tλ. So it reduces to show for any function ζ ∈ L2(Tλ),∥∥∥ sup
k2∈Er(−k1)
∣∣Fxζ(k1 − k2)∣∣∥∥∥
L2
k1
.
∥∥ζ∥∥
L2x
. (6.54)
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Since |Er(−k1)| is bounded above by the constant 2dr|x1r| which is independent of k1, it is not hard
to verify (6.54) and the proof is thus left to the readers.
• Case 3.2.2. 〈L2〉 = MAX. Then (6.44) reduces to
λ
1
2
∫
1
〈L1〉 12 〈L3〉 12
3∏
i=1
|fi(ki, τi)| ≤ Cλ0+
3∏
i=1
‖fi‖L2(Zλ×R). (6.55)
The proof of (6.55) is similar to that of (6.45) in Case 3.2.1. In fact, due to the assumption∣∣k1
k2
− x1r
∣∣ < drλ|k2| and the relation k1 = −k2 − k3, we have k3 ∈ E˜r(k2) which is defined as
E˜r(k2) =
{
k3 ∈ Zλ : |k3 + (1 + x1r)k2| < dr
λ
}
.
So the size of E˜r(k2) is at most 2dr. Then the rest part is analogous by regarding the role of(
k2, E˜r(k2)
)
as that of
(
k1, Er(k1)
)
in Case 3.2.1.
• Case 3.2.3. 〈L3〉 = MAX. Then (6.44) reduces to
λ
1
2
∫
1
〈L1〉 12 〈L2〉 12
3∏
i=1
|fi(ki, τi)| ≤ Cλ0+
3∏
i=1
‖fi‖L2(Zλ×R). (6.56)
The proof of (6.56) is similar to that of (6.45) in Case 3.2.1. In fact, noticing the assumption∣∣k1
k2
− x1r
∣∣ < drλ|k2| implies |k1 − x1rk2| < drλ , then it follows from the relation k2 = −k1 − k3 that
k1 ∈ ˜˜Er(k3) which is defined as
˜˜
Er(k3) =
{
k1 ∈ Zλ :
∣∣∣k1 + x1rk3
1 + x1r
∣∣∣ < dr
(1 + x1r)λ
}
.
So the size of
˜˜
Er(k3) is at most
2dr
1+x1r
. Then the rest part is analogous by regarding the role of(
k3,
˜˜
Er(k3)
)
as that of
(
k1, Er(k1)
)
in Case 3.2.1.
Proof of (6.31). We basically take advantage of two point of views to reduce the proof of (6.31) to
that of (6.30).
• First, by Cauchy-Schwartz inequality and duality, the proof of (6.31) reduces to establish
∫
Aλ(k3,τ3)
|k3|〈k3〉s
〈k1〉s〈k2〉s
∏3
i=1 |fi(ki, τi)|
〈L1〉 12 〈L2〉 12 〈L3〉 12−
≤ Cλs+
3∏
i=1
‖fi‖L2(Zλ×R), f2(0, ·) = 0. (6.57)
• Secondly, for fixed k3, if L3 is restricted to some set Ω(k3), then it follows from Holder’s inequality
in τ3 that
LHS of (6.31) .
∥∥∥∥∥
(∫
R
1{L3∈Ω(k3)}
〈L3〉 dτ3
) 1
2
∥∥∥∥ ∫
Aλ(k3,τ3)
|k3|〈k3〉s
〈k1〉s〈k2〉s
|f1f2|
〈L1〉 12 〈L2〉 12 〈L3〉 12
∥∥∥∥
L2τ3
∥∥∥∥∥
L2
k3
.
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So if we can prove ∫
R
1{L3∈Ω(k3)}
〈L3〉 dτ3 . λ
0+, (6.58)
then (6.31) will follow from (6.58), duality and (6.30).
Case 1. k1 = 0. By similar argument as in Case 1 of the proof for (6.30), (6.57) can be justified.
Case 2. k1 6= 0,
∣∣k1
k2
− x1r
∣∣ ≥ dr and ∣∣k1k2 − x2r∣∣ ≥ dr.
If 〈L1〉 = MAX, 〈L2〉 = MAX or 〈L3〉 = MAX with 〈L1〉〈L2〉 & 〈L3〉 1100 , then by similar argument
as in Case 2 of the proof for (6.30) and in Case 5.2.1 of the proof for (6.9), we can also verify (6.57).
If 〈L3〉 = MAX with 〈L1〉〈L2〉 ≪ 〈L3〉 1100 , then due to the lower bound (6.36) which implies that
|H2(k1, k2, k3)| & |k1k2k3|, (6.58) can be justified in the same way as that for (6.15) in Case 5.2.2 of the
proof for (6.9).
Case 3. k1 6= 0,
∣∣k1
k2
− x1r
∣∣ < dr or ∣∣k1k2 − x2r∣∣ < dr. Again, we just assume that ∣∣k1k2 − x1r∣∣ < dr.
• Case 3.1. k1 6= 0, drλ|k2| ≤
∣∣k1
k2
− x1r
∣∣ < dr. By similar argument as in Case 3.1 of the proof for
(6.30), (6.57) can be justified.
• Case 3.2. k1 6= 0,
∣∣k1
k2
− x1r
∣∣ < drλ|k2| . If 〈L1〉 = MAX, 〈L2〉 = MAX or 〈L3〉 = MAX with
〈L1〉〈L2〉 & 〈L3〉 1100 , then by similar argument as in Case 3.2 of the proof for (6.30) and in Case
5.2.1 of the proof for (6.9), we can also verify (6.57). So the rest case is when 〈L3〉 = MAX with
〈L1〉〈L2〉 ≪ 〈L3〉 1100 .
First, it follows from
∣∣k1
k2
−x1r
∣∣ < drλ|k2| that ∣∣k1+ x1rk31+x1r ∣∣ < dr(1+x1r)λ . So when k3 is fixed, the choice
of k1 is at most
2dr
1+x1r
. Secondly,
〈L3 +H2〉 =
〈
L3 −
3∑
i=1
Li
〉
= 〈L1 + L2〉 ≪ 〈L3〉 1100 .
As a result, |H2| ∼ |L3| and 〈L3 +H2〉 ≪ |H2| 1100 . So there exists a small constant δ > 0 such that
〈L3 +H2〉 ≤ δ |H2| 1100 . Fix this δ. For any k3 ∈ Zλ, define
Ωδ(k3) =
{
η ∈ R : ∃ k1, k2 ∈ Zλ such that
3∑
i=1
ki = 0,
∣∣∣k1 + x1rk3
1 + x1r
∣∣∣ < dr
(1 + x1r)λ
and
〈
η +H2(k1, k2, k3)
〉 ≤ δ|H2(k1, k2, k3)| 1100}.
(6.59)
Then τ3 − φ3(k3) = L3 ∈ Ωδ(k3). For any M ≥ 1, define
ΩδM (k3) = {η ∈ Ωδ(k3) :M/2 ≤ |η| ≤ 2M}.
For any η ∈ ΩδM (k3), the choices of k1, as mentioned above, is at most the finite number 2dr1+x1r . On
the other hand, it follows from〈
η +H2(k1, k2, k3)
〉 ≤ δ|H2(k1, k2, k3)| 1100
that |H2| ∼ η ∼M . So
〈
η +H2(k1, k2, k3)
〉 ≤ δM 1100 . As a result, when k1 is fixed, the choices of
η is at most O
(
M
1
100
)
. Thus, ∣∣ΩδM (k3)∣∣ . M 1100 . M 12 .
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By the change of variable η = τ3 − φ3(k3) = L3,∫
R
1{L3∈Ωδ(k3)}
〈L3〉 dτ3 =
∫
Ωδ(k3)
dη
〈η〉 =
∫
|η|≤λ6
dη
〈η〉 +
∑
M : dyadic,M>λ6
∫
ΩδM (k3)
dη
〈η〉
. ln(1 + λ6) +
∑
M : dyadic,M>λ6
|ΩδM (k3)|
M
. ln(1 + λ6) +
∑
M : dyadic,M>λ6
M−
1
2 . λ0+,
which verifies (6.58).
6.3 Proof of Lemma 4.4
Proof of Part (a). Similar to Part (a) in the proof of Lemma 4.2, it suffices to consider s = − 14 and to
prove ∫
Aλ
|k2|〈k1〉 14 〈k2〉 14
〈k3〉 14
3∏
i=1
|fi(ki, τi)|
〈Li〉 12
≤ Cλ0+
3∏
i=1
‖fi‖L2 , (6.60)
and ∥∥∥∥ 1〈L3〉
∫
Aλ(k3,τ3)
|k2|〈k1〉 14 〈k2〉 14
〈k3〉 14
2∏
i=1
|fi(ki, τi)|
〈Li〉 12
∥∥∥∥
L2
k3
L1τ3
≤ Cλ0+
2∏
i=1
‖fi‖L2, (6.61)
where
L1 = τ1 − φ1(k1), L2 = τ2 − φ2(k2), L3 = τ3 − φ1(k3).
The resonance function H2(k1, k2, k3) is given by (1.36) or (1.37). Since k2 = 0 does not contribute to
the left hand side of (6.60) or (6.61), we just assume k2 6= 0.
• Case 1: |k3| & |k1| or |k3| & |k2|.
As |k3| & |k1|+ |k2| by the assumptions,
|k2|〈k1〉 14 〈k2〉 14
〈k3〉 14
. |k3| 12 〈k1〉 12 〈k2〉 12
always holds. Hence, the proof for Part (a) of Lemma 4.2 is also applicable here.
• Case 2: |k3| ≪ |k1| and |k3| ≪ |k2|.
In this case, k1 ≈ −k2 and |k1| ≈ |k2| ≫ |k3|. If |k2| . 1, then (6.60) and (6.61) are easily verified
by Lemma 3.9. So we only need to consider the case of |k2| ≫ 1. It follows that
|H2(k1, k2, k3)| ≈ |α1k31 + α2k32 | ∼ |α2 − α1||k2|3 &
(|k2|〈k1〉 14 〈k2〉 14 )2. (6.62)
Then (6.60) can be justified similarly as in Case 2 of the proof for (6.8).
To prove (6.61), if 〈L1〉 = MAX, 〈L2〉 = MAX or 〈L3〉 = MAX with 〈L1〉〈L2〉 & 〈L3〉 1100 , then by
65
using (6.62), it is easy to establish
∫
Aλ
|k2|〈k1〉 14 〈k2〉 14
∏3
i=1 |fi(ki, τi)|
〈L1〉 12 〈L2〉 12 〈L3〉 12−
≤ Cλ0+
3∏
i=1
‖fi‖L2(Zλ×R),
which implies (6.61). If 〈L3〉 = MAX with 〈L1〉〈L2〉 ≪ 〈L3〉 1100 , then
〈L3 +H2〉 =
〈
L3 −
3∑
i=1
Li
〉
= 〈L1 + L2〉 ≪ 〈L3〉 1100 .
As a result,
|H2| ∼ |L3| and 〈L3 +H2〉 ≪ |H2| 1100 .
So there exists a small constant δ > 0 such that
|k3| ≤ δ|k1|, |k3| ≤ δ|k2|, 〈L3 +H2〉 ≤ δ|H2| 1100 .
Fix this δ. For any k3 ∈ Zλ, let
Ωδ(k3) :=
{
η ∈ R : ∃ k1, k2 ∈ Zλ such that
3∑
i=1
ki = 0, |k3| ≤ δ|k1|, |k3| ≤ δ|k2| and
〈
η +H2(k1, k2, k3)
〉 ≤ δ|H2(k1, k2, k3)| 1100}.
(6.63)
Then τ3 − φ3(k3) = L3 ∈ Ωδ(k3). For any M ≥ 1, let
ΩδM (k3) = {η ∈ Ωδ(k3) :M/2 ≤ |η| ≤ 2M}.
For any η ∈ ΩδM (k3), it follows from〈
η +H2(k1, k2, k3)
〉 ≤ δ|H2(k1, k2, k3)| 1100
that |H2| ∼ η ∼ M . So
〈
η + H2(k1, k2, k3)
〉
. M
1
100 . On the other hand, since |k3| ≤ δ|k1| and
|k3| ≤ δ|k2|, we have |k1| ≈ |k2|. Thus, it follows from (6.62) that |k1| . |H2| 13 ∼ M 13 . So the
choices of k1 is at most O(λM
1
3 ). When k1 is fixed, the choices of η is at most O(M
1
100 ). Thus,
|ΩδM (k3)| . λM
1
3M
1
100 ≤ λM 12 .
Consequently, by the change of variable η = τ3 − φ3(k3) = L3,∫
R
1{L3∈Ωδ(k3)}
〈L3〉 dτ3 =
∫
Ωδ(k3)
dη
〈η〉 =
∫
|η|≤λ6
dη
〈η〉 +
∑
M : dyadic,M>λ6
∫
Ωδ
M
(k3)
dη
〈η〉
. ln(1 + λ6) +
∑
M : dyadic,M>λ6
|ΩδM (k3)|
M
. ln(1 + λ6) + λ
∑
M : dyadic,M>λ6
M−
1
2 . λ0+.
Hence, (6.61) can be reduced to (6.60) which has been justified.
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Proof of Part (b). We only need to consider s = 12 and prove∫
Aλ
|k2|〈k3〉 12
〈k1〉 12 〈k2〉 12
3∏
i=1
|fi(ki, τi)|
〈Li〉 12
≤ Cλ0+
3∏
i=1
‖fi‖L2, f1(0, ·) = 0 (6.64)
and ∥∥∥∥ 1〈L3〉
∫
Aλ(k3,τ3)
|k2|〈k3〉 12
〈k1〉 12 〈k2〉 12
2∏
i=1
|fi(ki, τi)|
〈Li〉 12
∥∥∥∥
L2
k3
L1τ3
≤ Cλ0+
2∏
i=1
‖fi‖L2 , f1(0, ·) = 0, (6.65)
where the restriction f1(0, ·) = 0 is due to the assumption ŵ1(0, ·) = 0. Because of this restriction, we
can assume k1 6= 0. In addition, it is obvious that k2 can also be assumed nonzero.
• Case 1: |k3| ≤ 1.
By the assumption,
|k2|〈k3〉 12
〈k1〉 12 〈k2〉 12
. 1.
(6.64) and (6.65) can thus be easily verified as in the previous discussions.
• Case 2: |k3| > 1.
In this case,
|k2|〈k3〉 12
〈k1〉 12 〈k2〉 12
. |k3| 12 〈k1〉 12 〈k2〉 12 .
As a result, (6.64) and (6.65) follow from (6.25) and (6.26) which have been proved in Part (b) of
Lemma 4.2.
Proof of Part (c). It suffices to consider the case of s = 1 and prove
∫
Aλ
|k2|〈k3〉
〈k1〉〈k2〉
3∏
i=1
|fi(ki, τi)|
〈Li〉 12
≤ Cλ0+
3∏
i=1
‖fi‖L2(Zλ×R) (6.66)
and ∥∥∥∥ 1〈L3〉
∫
Aλ(k3,τ3)
|k2|〈k3〉
〈k1〉〈k2〉
2∏
i=1
|fi(ki, τi)|
〈Li〉 12
∥∥∥∥
L2
k3
L1τ3
≤ Cλ0+
2∏
i=1
‖fi‖L2(Zλ×R). (6.67)
We can assume k2 6= 0. Then there are two cases to discuss.
• Case 1: |k1| & |k3|.
Then |k2|〈k3〉〈k1〉〈k2〉 . 1. As a result, (6.66) and (6.67) can be easily verified.
• Case 2: |k1| ≪ |k3|.
In this case, |k2| ≈ |k3| and
|k2|〈k3〉
〈k1〉〈k2〉 .
|k3|〈k3〉
〈k1〉〈k2〉 .
So (6.66) and (6.67) follow from (6.27) and (6.28) which have been justified in Part (c) of Lemma
4.2.
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Proof of Part (d).
As in the the proof for Part (d) of Lemma 4.2, we only consider the case when 12 ≤ sr < 1 and
1
4 < r < 1. In addition, we assume s = sr+ ∈ (sr, 1), p = s+, and then prove the following two
inequalities. ∫
Aλ
|k2|〈k3〉s
〈k1〉s〈k2〉s
3∏
i=1
|fi(ki, τi)|
〈Li〉 12
≤ Cλs+
3∏
i=1
‖fi‖L2(Zλ×R), (6.68)
and ∥∥∥∥ 1〈L3〉
∫
Aλ(k3,τ3)
|k2|〈k3〉s
〈k1〉s〈k2〉s
2∏
i=1
|fi(ki, τi)|
〈Li〉 12
∥∥∥∥
L2
k3
L1τ3
≤ Cλs+
2∏
i=1
‖fi‖L2(Zλ×R). (6.69)
Observing the expressions on the left hand side of (6.68) and (6.69), k2 can be assumed nonzero, so the
only difference between (6.30), (6.31) and (6.68), (6.69) is the term |k3| being replaced by |k2|.
Case 1: k1 = 0.
Since |k2| = |k3|, the proof is the same as Case 1 in Part (d) of Lemma 4.2.
Case 2: k1 6= 0,
∣∣k1
k2
− x1r
∣∣ ≥ dr and ∣∣k1k2 − x2r∣∣ ≥ dr.
It follows from (6.36) that
|k2|2 . |H2||k2| . λ(MAX),
which is a parallel result to (6.37). So the rest proof is the same as Case 2 in Part (d) of Lemma 4.2.
Case 3: k1 6= 0,
∣∣k1
k2
− x1r
∣∣ < dr or ∣∣k1k2 − x2r∣∣ < dr.
By the assumptions, |k1| ∼ |k2| ∼ |k3|. Thus (6.68) and (6.69) are equivalent to (6.30) and (6.31)
which have been justified in the proof for Part (d) of Lemma 4.2.
7 Sharpness of the bilinear estimates
In this section we prove Propositions 4.5–4.8 which justify the sharpness of all the bilinear estimates
in Lemmas 4.1– 4.4 when β1 = β2 = 0. Since the proofs of Proposition 4.5 and Proposition 4.6, and
the proofs of Proposition 4.7 and Proposition 4.8 are similar, we will only prove Proposition 4.6 and
Proposition 4.8.
Throughout this section,
A :=
{
(~k, ~τ) ∈ Z3 × R3 :
3∑
i=1
ki =
3∑
i=1
τi = 0
}
.
The following lemma will be frequently used in this section.
Lemma 7.1. Let Ei ⊂ Z× R (1 ≤ i ≤ 3) be bounded regions such that E1 + E2 ⊆ −E3, i.e.,
− (k1 + k2, τ1 + τ2) ∈ E3, ∀ (ki, τi) ∈ Ei, 1 ≤ i ≤ 2. (7.1)
Then ∫
A
3∏
i=1
1Ei(ki, τi) = |E1‖E2|.
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Proof. Rewriting the left hand side as∫∫
E1
(∫∫
E2
1E3
(− (k1 + k2),−(τ1 + τ2)) dk2 dτ2) dk1 dτ1,
then the conclusion follows from (7.1).
7.1 Proof of Proposition 4.6
Similar to Lemma 6.1, (4.7) is equivalent to
∫
A
k3〈k3〉s
〈k1〉s〈k2〉s〈L1〉b〈L2〉b〈L3〉1−b
3∏
i=1
fi(ki, τi) ≤ C
3∏
i=1
‖fi‖L2(Z×R), f2(0, ·) = 0, (7.2)
where
L1 = τ1 − α1k31 , L2 = τ2 − α2k32 , L3 = τ3 − α1k33 .
The triple associated to (4.9) is
(
(α1, 0), (α2, 0), (α1, 0)
)
, so the corresponding resonance function H2 is
given by (1.36) with β1 = β2 = 0, i.e.,
H2(k1, k2, k3) = −3α1k2
[
k21 + k1k2 +
1− r
3
k22
]
. (7.3)
If k2 6= 0, then H2 can be rewritten into the following form:
H2(k1, k2, k3) = −3α1k32hr
(k1
k2
)
, ∀
3∑
i=1
ki = 0 with k2 6= 0, (7.4)
where hr is defined as in (1.34):
hr(x) = x
2 + x+
1− r
3
. (7.5)
Proof of Part (a). Assume there exist r < 14 , s < − 12 and b ∈ R such that (7.2) holds. The following
argument is in the similar spirit as that for ( [35], Theorem 1.4).
• For large N , define fi = −1Bi for 1 ≤ i ≤ 3, where
B1 = {(k1, τ1) : k1 = N, |τ1 − α1N3| ≤ 1},
B2 = {(k2, τ2) : k2 = N, |τ2 − α2N3| ≤ 1},
B3 = {(k3, τ3) : k3 = −2N, |τ3 + (α1 + α2)N3| ≤ 2}.
Then B1 +B2 ⊂ −B3. In addition, for any (ki, τi) ∈ Bi, 1 ≤ i ≤ 3,
〈L1〉 ∼ 1, 〈L2〉 ∼ 1, |H2(k1, k2, k3)| ∼ N3,
which implies 〈L3〉 ∼ N3. Then it follows from (7.2) that
N1+s
N2sN3(1−b)
∫
A
3∏
i=1
1Bi(ki, τi) . C
3∏
i=1
|Bi| 12 .
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Noticing |Bi| ∼ 1 for 1 ≤ i ≤ 3, applying Lemma 7.1 leads to N3b−s−2 . C. In other words,
3b− s− 2 ≤ 0. (7.6)
• As a similar manner, define fi = 1Bi for 1 ≤ i ≤ 3, where
B1 = {(k1, τ1) : k1 = N, |τ1 − α1N3| ≤ 1},
B3 = {(k3, τ3) : k3 = N, |τ3 − α1N3| ≤ 1},
B2 = {(k2, τ2) : k2 = −2N, |τ2 + 2α1N3| ≤ 2}.
Then B1 +B3 ⊂ −B2 and for any (ki, τi) ∈ Bi,
〈L1〉 ∼ 1, 〈L3〉 ∼ 1, |H2(k1, k2, k3)| ∼ N3,
which implies 〈L2〉 ∼ N3. So it follows from (7.2) that
N1+s
N2s+3b
∫
A
3∏
i=1
1Bi(ki, τi) ≤ C
3∏
i=1
|Bi| 12 .
Thus,
1− s− 3b ≤ 0. (7.7)
(7.6) and (7.7) together implies that s ≥ − 12 , which contradicts to the assumption s < − 12 . In addition,
when s = − 12 , b has to be exactly equal to 12 .
Proof of Part (b). Under the additional assumption ŵ1(0, ·) = 0, (4.7) is equivalent to (7.2) with
the additional restriction f1(0, ·) = 0. Noticing that both examples given in Part (a) satisfy f1(0, ·) =
f2(0, ·) = 0, so they can also be used to justify Part (b) via the same argument.
Proof of Part (c). Since r = 1 in this case, we write α1 = α2 = α. On the other hand, since the
restriction ŵ1(0, ·) is removed, then f1(0, ·) = 0 is not required and (4.7) is equivalent to∫
A
k3〈k3〉s
〈k1〉s〈k2〉s〈L1〉b〈L2〉b〈L3〉1−b
3∏
i=1
fi(ki, τi) ≤ C
3∏
i=1
‖fi‖L2(Z×R), f2(0, ·) = 0, (7.8)
where
L1 = τ1 − αk31 , L2 = τ2 − αk32 , L3 = τ3 − αk33 .
The resonance function H2 has a simpler expression: H2(k1, k2, k3) = 3αk1k2k3. Define fi = −1Bi , where
B1 = {(k1, τ1) : k1 = 0, |τ1| ≤ 1},
B2 = {(k2, τ2) : k2 = N, |τ2 − αN3| ≤ 1},
B3 = {(k3, τ3) : k3 = −N, |τ3 + αN3| ≤ 2}.
Then B1 +B2 ⊂ −B3. In addition, for any (ki, τi) ∈ Bi, 1 ≤ i ≤ 3,
〈L1〉 ∼ 1, 〈L2〉 ∼ 1, H2(k1, k2, k3) = 0,
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which implies 〈L3〉 ∼ 1. Then it follows from (7.8) that
N
∫
A
3∏
i=1
1Bi(ki, τi) . C
3∏
i=1
|Bi| 12 .
which implies N . C by Lemma 7.1. But this is impossible since N can be arbitrarily large.
Proof of Part (d). The following proof is in the similar spirit as that for ( [47], Proposition 3.9). The
proofs for the case r ∈ [ 14 , 1) and r ∈ (1,∞) are analogous. So we will just assume r ∈ [ 14 , 1).
Suppose there exist s < sr and b ∈ R such that (4.7) holds. Then (7.2) holds for some constant
C = C(α1, α2, s, b). Since r ∈ [ 14 , 1), the function hr in (7.5) has two roots
x1r = −1
2
−
√
12r − 3
6
, x2r = −1
2
+
√
12r − 3
6
.
In addition, −1 < x1r ≤ x2r < 0 and µ(x1r) = µ(x2r) = µ(
√
12r − 3) = σr . When k2 6= 0, the resonance
function H2 can be written as
H2(k1, k2, k3) = −3α1k32
(k1
k2
− x1r
)(k1
k2
− x2r
)
.
In the following, we will first show that b has to be 1/2 and then derive a contradiction to s < sr.
For large positive N , define fi = −1Bi for 1 ≤ i ≤ 3, where
B1 = {(k1, τ1) : k1 = N, |τ1 − α1N3| ≤ 1},
B2 = {(k2, τ2) : k2 = 1, |τ2 − α2| ≤ 1},
B3 = {(k3, τ3) : k3 = −N − 1, |τ3 + α1N3 + α2| ≤ 2}.
Then B1 +B2 ⊂ −B3. In addition, for any (ki, τi) ∈ Bi, 1 ≤ i ≤ 3,
〈L1〉 ∼ 1, 〈L2〉 ∼ 1, |H2(k1, k2, k3)| ∼
∣∣∣k32(k1k2 − x1r
)(k1
k2
− x2r
)∣∣∣ ∼ N2,
which implies 〈L3〉 ∼ N2. Then it follows from (7.2) that
N1+s
NsN2(1−b)
∫
A
3∏
i=1
1Bi(ki, τi) . C
3∏
i=1
|Bi| 12 .
Noticing |Bi| ∼ 1, applying Lemma 7.1 leads to b ≤ 12 .
Similarly, define fi = −1Bi for 1 ≤ i ≤ 3, where
B1 = {(k1, τ1) : k1 = N, |τ1 − α1N3| ≤ 1},
B3 = {(k3, τ3) : k3 = −N − 1, |τ3 + α1(N + 1)3| ≤ 1},
B2 = {(k2, τ2) : k2 = 1, |τ2 + α1N3 − α1(N + 1)3| ≤ 2}.
Then B1 +B3 ⊂ −B2. In addition, for any (ki, τi) ∈ Bi, 1 ≤ i ≤ 3,
〈L1〉 ∼ 1, 〈L3〉 ∼ 1, |H2(k1, k2, k3)| ∼
∣∣∣k32(k1k2 − x1r
)(k1
k2
− x2r
)∣∣∣ ∼ N2,
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which implies 〈L2〉 ∼ N2. Then it follows from (7.2) that
N1+s
NsN2b
∫
A
3∏
i=1
1Bi(ki, τi) . C
3∏
i=1
|Bi| 12 .
Noticing |Bi| ∼ 1, applying Lemma 7.1 leads to b ≥ 12 . Thus, b has to exactly 12 and (7.2) reduces to∫
A
k3〈k3〉s
〈k1〉s〈k2〉s(〈L1〉〈L2〉〈L3〉) 12
3∏
i=1
fi(ki, τi) ≤ C
3∏
i=1
‖fi‖L2(Z×R), f2(0, ·) = 0. (7.9)
Case 1.
√
12r − 3 ∈ Q.
In this case, σr = 1 and sr = 1. Since
√
12r − 3 ∈ Q, we have x1r ∈ Q. In addition, since
−1 < x1r < 0, we can assume x1r = p1q1 for some p1, q1 ∈ Z with p1 < 0, q1 > 0 and p1 + q1 > 0. For
large positive N , define fi = −1Bi for 1 ≤ i ≤ 3, where
B1 = {(k1, τ1) : k1 = p1N, |τ1 − α1(p1N)3| ≤ 1},
B2 = {(k2, τ2) : k2 = q1N, |τ2 − α2(q1N)3| ≤ 1},
B3 =
{
(k3, τ3) : k3 = −(p1 + q1)N,
∣∣τ3 + α1(p1N)3 + α2(q1N)3∣∣ ≤ 2}.
Then B1+B2 ⊂ −B3. In addition, for any (ki, τi) ∈ Bi, 1 ≤ i ≤ 3, 〈L1〉 ∼ 1, 〈L2〉 ∼ 1 and k1k2 =
p1
q1
= x1r.
As a result,
H2(k1, k2, k3) = −3α1k32
(k1
k2
− x1r
)(k1
k2
− x2r
)
= 0,
which implies 〈L3〉 = 〈H2 + L1 + L2〉 ∼ 1. Then it follows from (7.9) that
N1+s
N2s
∫
A
3∏
i=1
1Bi(ki, τi) . C
3∏
i=1
|Bi| 12 .
Noticing |Bi| ∼ 1, applying Lemma 7.1 leads to s ≥ 1, which contradicts to s < sr = 1.
Case 2.
√
12r − 3 /∈ Q.
Let ǫ0 > 0 be such that s + ǫ0 < sr. Since µ(x1r) = σr, x1r is approximable with power σr − ǫ0.
Hence, it follows from Lemma 3.1 that there exists a sequence {(mj, nj)}∞j=1 ⊂ Z×Z∗ such that nj > 0,
lim
j→∞
nj =∞ and
0 <
∣∣∣mj
nj
− x1r
∣∣∣ < 1
nσr−ǫ0j
.
When j is large enough,
mj
nj
will be very close to x1r . Since −1 < x1r < 0, it implies mj < 0, mj +nj > 0
and |mj| ∼ mj+nj ∼ nj . In addition, |mjnj −x2r| ≈ |x1r−x2r| which is a positive constant only depending
on r. As a result,∣∣H2(mj , nj,−(mj + nj))∣∣ = ∣∣∣− 3α1n3j(mjnj − x1r
)(mj
nj
− x2r
)∣∣∣ ∼ n3j ∣∣∣mjnj − x1r
∣∣∣ . n3−σr+ǫ0j .
Denote
ζr = max{ǫ0, 3− σr + ǫ0}. (7.10)
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Then no matter σr < 3 or σr ≥ 3, it always holds that〈
H2
(
mj , nj ,−(mj + nj)
)〉
= 1 +
∣∣H2(mj , nj,−(mj + nj))∣∣ . nζrj . (7.11)
For any such large j, define fi = −1Bi for 1 ≤ i ≤ 3, where
B1 = {(k1, τ1) : k1 = mj , |τ1 − α1m3j | ≤ 1},
B2 = {(k2, τ2) : k2 = nj , |τ2 − α2n3j | ≤ 1},
B3 =
{
(k3, τ3) : k3 = −(mj + nj),
∣∣τ3 + α1m3j + α2n3j ∣∣ ≤ 2}.
Then B1 + B2 ⊂ −B3. In addition, for any (ki, τi) ∈ Bi, 1 ≤ i ≤ 3, 〈L1〉 ∼ 1, 〈L2〉 ∼ 1 and k1k2 =
mj
nj
. As
a result,
〈H2(k1, k2, k3)〉 =
〈
H2
(
mj , nj ,−(mj + nj)
)〉
. nζrj ,
which implies 〈L3〉 = 〈H2 + L1 + L2〉 . nζrj . Then it follows from (7.9) that
n1+sj
n2sj n
ζr/2
j
∫
A
3∏
i=1
1Bi(ki, τi) . C
3∏
i=1
|Bi| 12 .
Noticing |Bi| ∼ 1, applying Lemma 7.1 leads to 1 + s ≤ 2s+ ζr/2 or equivalently s ≥ 1 − ζr2 . Recalling
s+ ǫ0 < sr, so
1− ζr
2
≤ s < sr − ǫ0. (7.12)
• If σr ≥ 3, then sr = 1 and ζr = ǫ0, which contradicts to (7.12).
• If 2 ≤ σr < 3, then sr = σr−12 and ζr = 3− σr + ǫ0, which also contradicts to (7.12).
Proof of Part (e). The following proof is in the similar spirit as that for ( [47], Proposition 3.10 (a)).
Without the zero mean condition on w2, (4.7) is equivalent to (7.2) without the restriction f2(0, ·) = 0.
Define fi = −1Bi , where
B1 = {(k1, τ1) : k1 = N, |τ1 − α1N3| ≤ 1},
B2 = {(k2, τ2) : k2 = 0, |τ2| ≤ 1},
B3 = {(k3, τ3) : k3 = −N, |τ3 + α1N3| ≤ 2}.
Then B1 + B2 ⊂ −B3. In addition, for any (ki, τi) ∈ Bi (1 ≤ i ≤ 3), 〈L1〉 ∼ 1, 〈L2〉 ∼ 1, and
H2(k1, k2, k3) = α1N
3 + α1(−N)3 = 0, which implies 〈L3〉 ∼ 1. Then it follows from (7.2) that N . C,
which is impossible since N can be arbitrarily large.
7.2 Proof of Proposition 4.8
Similar to Lemma 6.1, (4.9) is equivalent to
∫
A
k2〈k3〉s
〈k1〉s〈k2〉s〈L1〉b〈L2〉b〈L3〉1−b
3∏
i=1
fi(ki, τi) ≤ C
3∏
i=1
‖fi‖L2(Z×R), (7.13)
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where
L1 = τ1 − α1k31 , L2 = τ2 − α2k32 , L3 = τ3 − α1k33 .
The resonance function H2 is given by (7.3). If k2 6= 0, then H2 can be rewritten as (7.4).
Proof of Part (a). Suppose there exist r < 14 , s < − 14 and b ∈ R such that (7.13) holds.
• For large N , define fi = −1Bi for 1 ≤ i ≤ 3, where
B1 = {(k1, τ1) : k1 = N, |τ1 − α1N3| ≤ 1},
B2 = {(k2, τ2) : k2 = −N, |τ2 + α2N3| ≤ 1},
B3 = {(k3, τ3) : k3 = 0, |τ3 + (α1 − α2)N3| ≤ 2}.
Then B1 +B2 ⊂ −B3. In addition, for any (ki, τi) ∈ Bi, 1 ≤ i ≤ 3,
〈L1〉 ∼ 1, 〈L2〉 ∼ 1, |H2(k1, k2, k3)| ∼ N3,
which implies 〈L3〉 ∼ N3. Then it follows from (7.13) that
N
N2sN3(1−b)
∫
A
3∏
i=1
1Bi(ki, τi) . C
3∏
i=1
|Bi| 12 .
Noticing |Bi| ∼ 1, applying Lemma 7.1 leads to N3b−2s−2 . C. In other words,
3b− 2s− 2 ≤ 0. (7.14)
• Similarly, define fi = −1Bi for 1 ≤ i ≤ 3, where
B1 = {(k1, τ1) : k1 = N, |τ1 − α1N3| ≤ 1},
B3 = {(k3, τ3) : k3 = 0, |τ3| ≤ 1},
B2 = {(k2, τ2) : k2 = −N, |τ2 + α1N3| ≤ 2}.
Then B1 +B3 ⊂ −B2 and for any (ki, τi) ∈ Bi,
〈L1〉 ∼ 1, 〈L3〉 ∼ 1, |H2(k1, k2, k3)| ∼ N3.
As a result, 〈L2〉 ∼ N3. So (7.13) implies
N
N2s+3b
∫
A
3∏
i=1
1Bi(ki, τi) ≤ C
3∏
i=1
|Bi| 12 .
Hence,
1− 2s− 3b ≤ 0. (7.15)
(7.14) and (7.15) together yields s ≥ − 14 , which contradicts to the assumption s < − 14 . In addition, when
s = − 14 , b has to be exactly 12 .
Proof of Part (b). Under the additional assumption ŵ1(0, ·) = 0, (4.9) is equivalent to (7.13) with the
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additional restriction f1(0, ·) = 0. When r = 1, writing α1 = α2 = α, then H2(k1, k2, k3) = 3αk1k2k3.
Define fi = −1Bi for 1 ≤ i ≤ 3, where
B1 = {(k1, τ1) : k1 = N, |τ1 − αN3| ≤ 1},
B2 = {(k2, τ2) : k2 = −N, |τ2 + αN3| ≤ 1},
B3 = {(k3, τ3) : k3 = 0, |τ3| ≤ 2}.
Then B1 +B2 ⊂ −B3. In addition, for any (ki, τi) ∈ Bi, 1 ≤ i ≤ 3,
〈L1〉 ∼ 1, 〈L2〉 ∼ 1, H2(k1, k2, k3) = 0,
which implies 〈L3〉 ∼ 1. Then it follows from (7.13) that
N
N2s
∫
A
3∏
i=1
1Bi(ki, τi) . C
3∏
i=1
|Bi| 12 .
Noticing |Bi| ∼ 1, applying Lemma 7.1 leads to s ≥ 12 .
Proof of Part (c). The argument is similar to that in Part (c) of Proposition 4.6.
Proof of Part (d). The following proof is in the similar spirit as that for ( [47], Proposition 3.9).
Meanwhile, the proof is also analogous to Part (d) of Proposition 4.6, but the current case is more
complicated since it is not easy to prove b = 12 . Actually, we will instead prove b ∈
[
1
3 ,
2
3
]
. On the other
hand, the proofs for the case r ∈ [ 14 , 1) and the case r ∈ (1,∞) are analogous, so we will just assume
r ∈ [ 14 , 1).
Suppose there exist s < sr and b ∈ R such that (4.9) holds. Then (7.13) holds for some constant
C = C(α1, α2, s, b). Since r ∈ [ 14 , 1), the function hr in (7.5) has two roots
x1r = −1
2
−
√
12r − 3
6
, x2r = −1
2
+
√
12r − 3
6
.
In addition, −1 < x1r ≤ x2r < 0 and µ(x1r) = µ(x2r) = µ(
√
12r − 3) = σr . When k2 6= 0, the resonance
function H2 can be written as
H2(k1, k2, k3) = −3α1k32
(k1
k2
− x1r
)(k1
k2
− x2r
)
.
In the following, we will first show that 13 ≤ b ≤ 23 and then derive a contradiction to s < sr.
For large positive N , define fi = 1Bi for 1 ≤ i ≤ 3, where
B1 = {(k1, τ1) : k1 = 0, |τ1| ≤ 1},
B2 = {(k2, τ2) : k2 = N, |τ2 − α2N3| ≤ 1},
B3 = {(k3, τ3) : k3 = −N, |τ3 + α2N3| ≤ 2}.
Then B1 +B2 ⊂ −B3. In addition, for any (ki, τi) ∈ Bi, 1 ≤ i ≤ 3,
〈L1〉 ∼ 1, 〈L2〉 ∼ 1, |H2(k1, k2, k3)| = |α2N3 − α1N3| ∼ N3,
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which implies 〈L3〉 ∼ N3. Then it follows from (7.13) that
N1+s
NsN3(1−b)
∫
A
3∏
i=1
1Bi(ki, τi) . C
3∏
i=1
|Bi| 12 .
Noticing |Bi| ∼ 1, applying Lemma 7.1 leads to b ≤ 23 .
Similarly, define fi = 1Bi for 1 ≤ i ≤ 3, where
B1 = {(k1, τ1) : k1 = 0, |τ1| ≤ 1},
B3 = {(k3, τ3) : k3 = −N, |τ3 + α1N3| ≤ 1},
B2 = {(k2, τ2) : k2 = N, |τ2 − α1N3| ≤ 2}.
Then B1 +B3 ⊂ −B2. In addition, for any (ki, τi) ∈ Bi, 1 ≤ i ≤ 3,
〈L1〉 ∼ 1, 〈L3〉 ∼ 1, |H2(k1, k2, k3)| = |α2N3 − α1N3| ∼ N3,
which implies 〈L2〉 ∼ N3. Then it follows from (7.13) that
N1+s
NsN3b
∫
A
3∏
i=1
1Bi(ki, τi) . C
3∏
i=1
|Bi| 12 .
Noticing |Bi| ∼ 1, applying Lemma 7.1 leads to b ≥ 13 . Thus, 13 ≤ b ≤ 23 .
Case 1.
√
12r − 3 ∈ Q.
The proof for this case is the same as that for Case 1 in Part (d) of Proposition 4.6.
Case 2.
√
12r − 3 /∈ Q.
Let ǫ0 > 0 be such that s+ǫ0 < sr. Since µ(x1r) = σr, x1r is approximable with power σr−ǫ0. Then
similar to the argument for Case 2 in the proof of Proposition 4.6, there exists a sequence {(mj , nj)}∞j=1 ⊂
Z× Z∗ such that nj > 0, lim
j→∞
nj =∞ and
∣∣∣mj
nj
− x1r
∣∣∣ < 1
nσr−ǫ0j
.
In addition, when j is large enough, mj < 0, mj + nj > 0, |mj | ∼ mj + nj ∼ nj and〈
H2
(
mj , nj ,−(mj + nj)
)〉 . nζrj ,
where ζr = max{ǫ0, 3− σr + ǫ0} is defined as in (7.10).
• For any such large j, define fi = 1Bi for 1 ≤ i ≤ 3, where
B1 = {(k1, τ1) : k1 = mj , |τ1 − α1m3j | ≤ 1},
B2 = {(k2, τ2) : k2 = nj , |τ2 − α2n3j | ≤ 1},
B3 =
{
(k3, τ3) : k3 = −(mj + nj),
∣∣τ3 + α1m3j + α2n3j ∣∣ ≤ 2}.
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Then B1 +B2 ⊂ −B3. In addition, for any (ki, τi) ∈ Bi, 1 ≤ i ≤ 3, 〈L1〉 ∼ 1, 〈L2〉 ∼ 1 and
〈H2(k1, k2, k3)〉 =
〈
H2
(
mj , nj ,−(mj + nj)
)〉
. nζrj ,
which implies 〈L3〉 . nζrj . Then it follows from (7.13) that
n1+sj
n2sj n
ζr(1−b)
j
∫
A
3∏
i=1
1Bi(ki, τi) . C
3∏
i=1
|Bi| 12 .
Noticing |Bi| ∼ 1, applying Lemma 7.1 leads to
1− s− ζr(1− b) ≤ 0. (7.16)
• On the other hand, define fi = 1Bi for 1 ≤ i ≤ 3, where
B1 = {(k1, τ1) : k1 = mj , |τ1 − α1m3j | ≤ 1},
B3 =
{
(k3, τ3) : k3 = −(mj + nj),
∣∣τ3 + α1(mj + nj)3∣∣ ≤ 1},
B2 = {(k2, τ2) : k2 = nj, |τ2 + α1m3j − α1(mj + nj)3| ≤ 2}.
Then B1 + B3 ⊂ −B2. In addition, for any (ki, τi) ∈ Bi, 1 ≤ i ≤ 3, 〈L1〉 ∼ 1, 〈L3〉 ∼ 1 and
〈H2(k1, k2, k3)〉 . nζrj , which implies 〈L2〉 . nζrj . It follows from (7.13) that
n1+sj
n2sj n
ζrb
j
∫
A
3∏
i=1
1Bi(ki, τi) . C
3∏
i=1
|Bi| 12 .
Noticing |Bi| ∼ 1, applying Lemma 7.1 leads to
1− s− ζrb ≤ 0. (7.17)
Adding (7.16) and (7.17) together yields
s ≥ 1− ζr
2
,
which contradicts to s+ ǫ0 < sr as already shown in the end of the proof of Proposition 4.6.
8 Conclusions
Inspired by the recent successful completion of the study for the well-posedness of the Cauchy problem
for the KdV equation:
ut + auxxx + bux = cuux, u(x, 0) = u0(x), (8.1)
we have studied the well-poseness of the Cauchy problem for the coupled KdV-KdV systems
ut + a1uxxx + b11ux = −b12vx + c11uux + c12vvx + d11uxv + d12uvx,
vt + a2vxxx + b22vx = −b21ux + c21uux + c22vvx + d21uxv + d22uvx,
(u, v)|t=0 = (u0, v0),
(8.2)
77
posed on the whole line R or on the periodic domain T, which includes the well-known physically relevant
models such as the Majda-Biello system (1.4), the Gear-Grimshaw system (1.5), the Hirota-Satsuma
system (1.7) and the coupled KdV system (1.8). We look for all those values of s ∈ R such that the
system (8.2) is well-posed on Hs(R) × Hs(R) or Hs(T) × Hs(T). In particular, we have attempted to
find a critical index s∗ such that the system is well-posed for s > s∗ and “ill-posed” if s < s∗.
In the case of the system (8.2) posed on R, we have found in [56] four such indexes: − 1312 , − 34 ,
0 and 34 by which the systems (8.2) (with bij = 0, i, j = 1, 2) are classified into four classes, each of
them corresponds to a unique index s∗ ∈ {− 1312 , − 34 , 0, 34} such that any system in this class is locally
analytically well-posed in the space Hs(R)×Hs(R) if s > s∗ while the bilinear estimate, the key for the
proof of the analytical well-posedness, fails if s < s∗.
In this paper we have continued our study in [56] but focused on the case of the system (8.2) posed
on T. It turns out that the issue is more complicated. Recall that there are three major approaches in
studying the well-posedness problem of the single KdV equation (8.1) posed on the periodic domain T.
a) The classical PDE approach (regularization, semigroup): (8.1) is shown to be locally C0-well-posed
in the space Hs(T) for s > 32 (see [29]).
b) The inverse scattering method: (8.1) is shown to be globally C0-well-posed in the space Hs(T)
for s ≥ −1 [25, 37]. However, this approach relies on the complete integrability of the single KdV
equation.
c) The contraction mapping principle approach (also called bilinear estimate approach) in the Fourier
restriction space (Bourgain space): it shows that (8.1) is analytically well-posed in the space Hsm(T)
for any s ≥ − 12 . Note that the well-posedness established by this approach is automatically an-
alytical well-posedness (cf. [59–61]). Thus this approach cannot be applied to obtain the Cl-well-
posedness of (8.1) in the space Hs(T) for l ≥ 1 as it is known that (8.1) fails to be uniformly
continuously well-posed in the space Hs(T) for any s ∈ R.
For the coupled KdV-KdV systems (8.2), the inverse scattering method is not applicable due to the lack
of complete integrability. So the bilinear estimate approach seems to be the best method to use which
leads us to consider the analytical well-posedness instead of the continuous well-posedness. In addition,
as hinted by the single KdV case, Hsm1(T) ×Hsm2(T) seems to be the solely correct space to study the
analytical well-posedness of the coupled KdV-KdV systems (8.2). However, the thing is not that simple.
• First, in some cases, fixing both means of u(·, t) and v(·, t) is applicable but not necessary. For
example, when a2 ∈ (0, 4] \ {1} in the Majda-Biello system (1.4), the analytical well-posedness can
be established for the space Hs0 (T) ×Hs(T) in which the mean of v(·, t) is not fixed. In addition,
the critical index for the space Hs0(T) ×Hs(T) is the same as that for the space Hs0(T)×Hs0 (T).
• Secondly, fixing both means of u(·, t) and v(·, t) is not applicable if the coupled KdV-KdV system
(1.3) is in non-divergence form. For example, in the Hirota-Satsuma system (1.7), the mean of
v(·, t) is not conserved, so it does not make sense to consider the space Hs0(T) × Hs0 (T). But on
the other hand, the analytical well-posedness in the space Hs0(T) × Hs(T) can be established for
suitable s, see Theorem 2.18 for the critical index s∗.
Thus, we really have to discuss all the situations and study the analytical well-posedness of the system
(8.2) posed on T in the following four spaces separately
I : Hsm1(T)×Hsm2(T), II : Hsm1(T)×Hs(T), III : Hs(T)×Hsm2(T), IV : Hs(T)×Hs(T).
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The analytical well-posedness of the sytems (8.2) in these spaces have been thoroughly studied and the
results have been reported in Section 2 as Theorem 2.8 to Theorem 2.11. In particular, set
Hs1 = Hs0(T) ×Hs0(T), Hs2 = Hs0(T)×Hs(T), Hs3 = Hs(T)×Hs0(T), Hs4 = Hs(T)×Hs(T).
For k ∈ {1, 2, 3, 4}, for any given a1, a2 and C = (cij), D = (dij) such that a1a2 6= 0 and either C or D
does not vanish, our findings enable us to determine a critical index s∗k ∈ (−∞,∞] such that the following
system 
ut + a1uxxx = c11uux + c12vvx + d11uxv + d12uvx,
vt + a2vxxx = c21uux + c22vvx + d21uxv + d22uvx,
(u, v)|t=0 = (u0, v0),
(8.3)
is locally analytically well-posed in the space Hsk for any s > s∗k, but “ill-posed” when s < s∗k. The
collection of all these s∗k (as a1, a2, C and D are varying), denoted by Ck, is called the critical index set
of the analytical well-posedness of the systems (8.3) in the space Hsk.
For r ≥ 14 , let sr be as defined in (1.17). Denote
U =
{
sr :
1
4
≤ r <∞
}
.
Then it follows from Theorem 2.8 to Theorem 2.11 that
C1 =
{− 12 ,∞} ∪ U , and Cq = {− 12 ,− 14 ,∞} ∪ U , q = 2, 3, 4.
Helped by a classical theory of Jarnik [23,24] in Diophantine approximation (see part (e) in Proposition
2.6), we identify further that
U = {α : 12 ≤ α ≤ 1}.
In the following, we point out some differences among the well-posedness results of the single KdV
equation (8.1) on R or T and the coupled KdV-KdV systems (8.2)
(
or (8.3)
)
on R or T, and meanwhile,
make a list of open questions for further investigations.
(1) For the single KdV equation (8.1), its critical index set contains no more than one member. The
critical index set of analytical well-posedness of (8.1) is {− 34} in the space Hs(R), {− 12} in the
space Hs0 (T) (or H
s
m(T)), and {∞} in the space Hs(T). For the coupled KdV-KdV systems (8.3),
its critical index set contains more than one number. For (8.3) on R, the analytical well-posedness
critical index set is {− 1312 ,− 34 , 0, 34}, and for (8.3) on T, the analytical well-posedness critical index
set is {− 12 ,∞} ∪ [ 12 , 1] in the space Hs1, and {− 12 ,− 14 ,∞} ∪ [ 12 , 1] in the spaces Hs2, Hs3 or Hs4
respectively.
Problem 1: Consider the analytical well-posedness of the systems (8.3) in the space Hsk. Given
the coefficients a1, a2 (cij) and (dij), how to find explicitly the corresponding critical index s
∗
k ∈ Ck?
Or vice versa, given β ∈ Ck, how to find explicitly those coefficients a1, a2, (cij) and (dij) such that
the corresponding system (8.3) is analytically well-posed in the space Hsk for s > β, but “ill-posed”
for s < β?
To answer this question, one needs to find out explicitly the values for the function σr := µ(ρr),
where ρr =
√
12r − 3 for r ≥ 14 .
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– If ρr is a rational number, then σr = 1 and sr = 1.
– If ρr is a irrational algebraic number, then σr = 2 and sr =
1
2 .
So for any algebraic number ρr, the value of σr is clear and sr is either 1 or
1
2 . But if ρr is a
transcendental number, σr is difficult to find explicitly.
(2) The single KdV equation (8.1) is known to be C0-well-posed in both spaces Hs(R) and Hs(T)
if and only if s ≥ −1. Thus the critical index set for C0-well-posedness of (8.1) in either space
Hs(R) or Hs(T) is {−1}. On the other hand, (8.1) is analytically well-posed in Hs(R) if and only if
s ≥ − 34 , and analytically well-posed in Hs0(T) if and only if s ≥ − 12 , but not uniformly continuously
well-posed at all in Hs(T) for any s ∈ R. Naturally, one may wonder:
Problem 2: What are the critical index sets for the C0-well-posedness of the system (8.2) in the
space Hsk, k = 1, 2, 3, 4?
This problem is completely open. Take the Majda-Biello system as an example,{
ut + uxxx = −vvx,
vt + a2vxxx = −(uv)x,
(8.4)
and consider its well-posedness in the space Hs0 (T)×Hs(T). It is analytically well-posed for s > s∗a2 ,
and ill-posed for s < s∗a2 where
s∗a2 :=
{
s 1
a2
if a2 ∈ (0, 4] \ {1},
− 12 , if a2 ∈ (−∞, 0) ∪ (4,∞).
Question 2.1: Is there any s < s∗a2 such that (8.4) is C
0-well-posed in the space Hs0(T)×Hs(T)?
Question 2.2: If the answer to Question 2.1 is yes, can we find out the sharp index s˜a2 such that
(8.4) is C0-well-posed in the space Hs0(T) ×Hs(T) if s > s˜a2 , but ill-posed if s < s˜a2?
(3) For any k ∈ {1, 2, 3, 4}, there exists a family of systems (8.3) whose critical index in the space Hsk
is ∞, That is to say, for any s ∈ R, no well-posedness can be established using the contraction
mapping principle based on the bilinear estimates developed in this paper. Here is one example in
this family: {
ut + a1uxxx = (uv)x,
vt + a2vxxx = uxv.
(8.5)
Note that such a family does not cause problem for the systems (8.3) posed on R.
Problem 3: For given k ∈ {1, 2, 3, 4}, how to establish the well-posedness for the family of systems
(8.3) whose critical index of analytical well-posedness in the space Hsk is ∞?
It should be pointed out that the contraction mapping principle may fail to work most likely. On
the other hand, it may be possible to use Kato’s semigroup approach to show that this family of
system (8.3) is locally C0-well-posed in the space Hs4 for any s > 32 .
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(4) In Theorem 1.3, it is assumed that B = (bij) = 0 and m1 = m2 = 0. What is going to happen if
those assumptions are removed? Consider the well-posedness of the Majda-Biello system{
ut + uxxx = −vvx,
vt + a2vxxx = −(uv)x,
(8.6)
in the space Hsm1(T)×Hs(T). Let a2 ∈ (0, 4] \ {1}.
– If m1 = 0, the critical index s
∗ = s 1
a2
.
– If m1 6= 0 and a2 further satisfies √
12
a2
− 3 ∈ Q+ \ {3}, (8.7)
then it will be shown in a forthcoming paper [58] that the critical index is s∗ = 12 . However,
(8.7) implies σ 1
a2
= 1, and therefore s 1
a2
= 1. So in this special case, we have s∗ < s 1
a2
. This
reveals the fact that the value of the mean m1 do have effect on s
∗, at least when a2 is of the
special form (8.7).
Problem 4: If a2 ∈ (0, 4] \ {1} but not of the form (8.7), then what is the critical index s∗ in
the space Hsm1(T) ×Hs(T) with m1 6= 0? More generally, how to extend Theorem 1.3 to the cases
without assuming (bij) = 0 and m1 = m2 = 0?
9 Appendix
Proof of Lemma 3.9. By Plancherel identity,
‖g‖2L4(Tλ×R) = ‖g2‖L2(Tλ×R) = ‖ĝ2‖L2(Zλ×R) = ‖ĝ ∗ ĝ‖L2(Zλ×R).
Denote u(k, τ) = ĝ(k, τ) on Zλ × R. Then it suffices to prove
‖u ∗ u‖L2(Zλ×R) ≤ |α|−
1
6
∥∥〈τ − φα,β(k)〉 13u(k, τ)∥∥2
L2(Zλ×R)
. (9.1)
For any nonnegative integer n, define
En =
{
(k, τ) ∈ Zλ × R : 2n ≤ 〈τ − φα,β(k)〉 < 2n+1
}
and
un(k, τ) = 1En(k, τ)u(k, τ). (9.2)
Then u =
∞∑
n=0
un. Hence, it follows from the triangle inequality that
‖u ∗ u‖L2(Zλ×R) ≤ 2
∞∑
n=0
∞∑
p=0
‖un ∗ un+p‖L2(Zλ×R).
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By Lemma 9.1,
‖un ∗ un+p‖L2(Zλ×R) ≤ C|α|−
1
6 2
2n
3 +
p
6 ‖un‖L2(Zλ×R) ‖un+p‖L2(Zλ×R)
= C|α|− 16 2− p6 2n3 ‖un‖L2(Zλ×R) 2
n+p
3 ‖un+p‖L2(Zλ×R). (9.3)
Hence,
‖u ∗ u‖L2(Zλ×R) ≤ C|α|−
1
6
∞∑
p=0
2−
p
6
∞∑
n=0
(
2
n
3 ‖un‖L2(Zλ×R)
)(
2
n+p
3 ‖un+p‖L2(Zλ×R)
)
.
Then it follows from Cauchy’s inequality that
‖u ∗ u‖L2(Zλ×R) ≤ C|α|−
1
6
∞∑
p=0
2−
p
6
( ∞∑
n=0
2
2n
3 ‖un‖2L2(Zλ×R)
)
≤ C|α|− 16
∞∑
n=0
2
2n
3 ‖un‖2L2(Zλ×R).
(9.4)
On the other hand, due to the orthogonality of un,
∥∥〈τ − φα,β(k)〉 13 u(k, τ)∥∥2
L2(Zλ×R)
=
∞∑
n=0
∥∥〈τ − φα,β(k)〉 13un(k, τ)∥∥2L2(Zλ×R).
In addition, since un is supported on En,∥∥〈τ − φα,β(k)〉 13 un(k, τ)∥∥2L2(Zλ×R) ≥ 2 2n3 ∥∥un∥∥2L2(Zλ×R).
Therefore, ∥∥〈τ − φα,β(k)〉 13u(k, τ)∥∥2
L2(Zλ×R)
≥
∞∑
n=0
2
2n
3
∥∥un∥∥2L2(Zλ×R). (9.5)
Finally, (9.4) and (9.5) together justifies (9.1).
Now we will justify the auxiliary result which has been used in (9.3) of the above proof.
Lemma 9.1. There exists a universal constant C such that
‖u ∗ v‖L2(Zλ×R) ≤ C|α|−
1
6 2
2n
3 +
p
6 ‖u‖L2(Zλ×R) ‖v‖L2(Zλ×R) (9.6)
for any nonnegative integers n and p, for any α, β, λ ∈ R with α 6= 0 and λ ≥ 1, and for any u and v
supported on En and En+p with
En =
{
(k, τ) ∈ Zλ × R : 2n ≤ 〈τ − φα,β(k)〉 < 2n+1
}
,
En+p =
{
(k, τ) ∈ Zλ × R : 2n+p ≤ 〈τ − φα,β(k)〉 < 2n+p+1
}
,
where φα,β(k) := αk3 − βk.
Proof. Without loss of generality, we assume
‖u‖L2(Zλ×R) = ‖v‖L2(Zλ×R) = 1. (9.7)
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Define
M = |α|− 13 2n+p3 . (9.8)
Then it follows from the triangle inequality that
‖u ∗ v‖L2(Zλ×R) ≤ ‖1{|k|≥M}u ∗ v‖L2(Zλ×R) + ‖1{|k|<M}u ∗ v‖L2(Zλ×R).
Next, we will estimate these two parts separately.
For the first part,
‖1{|k|≥M}u ∗ v‖L2(Zλ×R) =
∥∥∥1{|k|≥M} ∫
R
∫
Zλ
u(k1, τ1)v(k − k1, τ − τ1) dkλ1 dτ1
∥∥∥
L2(Zλ×R)
. (9.9)
Since u and v are supported on En and En+p respectively, it follows from Ho¨lder’s inequality, (9.9) and
(9.7) that
‖1{|k|≥M}u ∗ v‖L2(Zλ×R) ≤ sup
|k|≥M, τ∈R
(∫
R
∫
Zλ
1En(k1, τ1)1En+p(k − k1, τ − τ1) dkλ1 dτ1
) 1
2
.
Interchanging the order of integration,
‖1{|k|≥M}u ∗ v‖L2(Zλ×R) ≤ sup
|k|≥M, τ∈R
(∫
Zλ
∫
R
1En(k1, τ1)1En+p(k − k1, τ − τ1) dτ1 dkλ1
) 1
2
. (9.10)
For any (k1, τ1) ∈ En and (k − k1, τ − τ1) ∈ En+p,[
τ1 − φα,β(k1)
]
+
[
τ − τ1 − φα,β(k − k1)
]
= O(2n+p).
After simplifying,
−3αk
(
k1 − k
2
)2
=
αk3
4
− βk − τ +O(2n+p).
Noticing |k| ≥M and the definition (9.8) of M ,
(
k1 − k
2
)2
= C(α, β, k, τ) +O
( 2n+p
|α|M
)
= C(α, β, k, τ) +O
(|α|− 23 2 2(n+p)3 ), (9.11)
where C(α, β, k, τ) represents a constant which only depends on α, β, k and τ . Since k1 ∈ Zλ, it follows
from (9.11) that the number of choices of k1 is O(λ|α|− 13 2n+p3 ). On the other hand, once k1 is fixed, the
range of τ1 is O(2
n) since (k1, τ1) ∈ En. Thus, (9.10) implies that
‖1{|k|≥M}u ∗ v‖L2(Zλ×R) . sup
|k|≥M, τ∈R
( 1
λ
λ|α|− 13 2n+p3 2n
) 1
2
= |α|− 16 2 2n3 +p6 . (9.12)
For the second part,
‖1{|k|<M}u ∗ v‖L2(Zλ×R) =
∥∥∥1{|k|<M} ∫
Zλ
∫
R
u(k1, τ1)v(k − k1, τ − τ1) dτ1dkλ1
∥∥∥
L2(R×Zλ)
.
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Applying Minkowski’s inequality to the right hand side of the above equality,
∥∥
1{|k|<M}u ∗ v
∥∥
L2(Zλ×R)
≤
∥∥∥1{|k|<M} ∫
Zλ
( ∫
R
|u(k1, τ1)| dτ1
)
‖v(k − k1, ·)‖L2(R) dkλ1
∥∥∥
L2(Zλ)
.
Since u is supported on En, ∫
R
|u(k1, τ1)| dτ1 . 2n2 ‖u(k1, ·)‖L2(R).
Thus,
‖1{|k|<M}u ∗ v‖L2(Zλ×R) . 2
n
2
∥∥∥1{|k|<M} ∫
Zλ
‖u(k1, ·)‖L2(R)‖v(k − k1, ·)‖L2(R) dkλ1
∥∥∥
L2(Zλ)
.
Then it follows from Holder’s inequality and (9.7) that
‖1{|k|<M}u ∗ v‖L2(Zλ×R) . 2
n
2
∥∥
1{|k|<M}
∥∥
L2(Zλ)
.
As a result,
‖1{|k|<M}u ∗ v‖L2(Zλ×R) . 2
n
2 M
1
2 = |α|− 16 2 2n3 + p6 . (9.13)
Combining (9.12) and (9.13) confirms (9.6).
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