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INTEGRABILITY OF LOCAL AND NONLOCAL
NON-COMMUTATIVE FOURTH ORDER QUINTIC NLS
EQUATIONS
SIMON J.A. MALHAM
Abstract. We prove integrability of a generalised non-commutative fourth
order quintic NLS equation. The proof is relatively succinct and rooted in
the linearisation method pioneered by Ch. Po¨ppe. It is based on solving the
corresponding linearised partial differential system to generate an evolutionary
Hankel operator for the ‘scattering data’. The time-evolutionary solution to
the non-commutative nonlinear partial differential system is then generated
by solving a linear Fredholm equation which corresponds to the Marchenko
equation. Reverse space-time and reverse time nonlocal versions, in the sense
of Ablowitz and Musslimani [1], of the fourth order quintic NLS equation
are generated contiguously by the approach adopted. The original closed-form
local fourth order quintic NLS equation itself can be found in Nijhoff et al. [30].
The results herein extend recent results in Doikou et al. [11] to the fourth order
case.
1. Introduction
We prove a generalised non-commutative fourth order quintic NLS equation is
integrable. Here ‘integrable’ means the equation can be linearised. Precisely though
briefly, given time-evolutionary solutions to the corresponding linearised equation,
we can generate corresponding solutions to the original nonlinear equation at any
given time by solving a linear integral Fredholm equation at that time. The Fred-
holm equation in question corresponds to the Marchenko equation. This approach
to finding solutions to classical integrable systems such as the sine–Gordon, Korte-
weg de Vries, modified Korteweg de Vries, the whole associated Korteweg de Vries
hierarchy and also the nonlinear Schro¨dinger equation was pioneered by Ch. Po¨ppe
in a sequence of papers, see Po¨ppe [33–35], Po¨ppe and Sattinger [36] and Bauhardt
and Po¨ppe [4]. Recently Doikou et al. [11, 12] extended Po¨ppe’s approach. First
they demonstrated for the Korteweg de Vries and nonlinear Schro¨dinger equation
only Po¨ppe’s celebrated kernel product rule is required for the approach to work,
see Doikou et al. [12]. Second they demonstrated the approach, as considered by
Bauhardt and Po¨ppe [4], is naturally non-commutative and extends to the non-
commutative NLS and non-commutative modified Korteweg de Vries equations,
see Doikou et al. [11]. They also show how the method also naturally extends to
nonlocal versions of these equations in the sense given in Ablowitz and Mussli-
mani [1], i.e. where the nonlocality consists of reverse space-time or reverse time
fields as factors in the nonlinear terms. The results herein are the natural extension
of these results in Doikou et al. [11] to the fourth order non-commutative case.
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Let us explain Po¨ppe’s approach in some more detail. Consider a nonlinear
complex matrix-valued partial differential equation for g = g(x; t) of the form:
∂tg = d(∂)g + F (g, ∂g, ∂
2g, . . .),
where ∂ = ∂x. Here we suppose d = d(∂) is a constant coefficient polynomial in
∂ while F is a precise non-commutative polynomial function of g and its partial
derivatives up to an order two less than the degree of d. Suppose the linearisation of
the partial differential equation above yields the linear partial differential equation
for the corresponding complex matrix-valued function p = p(x; t) as follows:
∂tp = d(∂)p.
This assumes we a priori subsumed any homogeneous linear terms in F into the
term d(∂)g. The quantity p = p(x; t) represents the ‘scattering data’. The first
step in Po¨ppe’s approach is to elevate the Marchenko equation to the operator
level. We construct a Hankel operator P = P (x, t) associated with the scattering
data as follows. We assume P is a Hilbert–Schmidt operator with integral kernel
given by p = p(y + z + x; t) so that for any square-integrable function φ:
(Pφ)(y;x, t) :=
∫ 0
−∞
p(y + z + x; t)φ(z) dz.
Note P = P (x, t) satisfies the operator differential equation ∂tP = d(∂)P . We
then define an associated ‘data’ operator Q = Q(x, t) by Q := P †P , where P †
is the adjoint operator to P . This precise assignment for Q does depend on the
application at hand. For the applications herein we make the choice stated, guided
by Ablowitz et al. [3]. The crucial classical ingredient is the Marchenko equation
and here, at the operator level, this has the form:
P = G(id +Q).
This is a linear Fredholm equation for the operator G = G(x, t). Hence to recap,
the three key ingredients in the first step in Po¨ppe’s approach are the: (i) Operator
differential equation for P = P (x, t); (ii) Assignment for the auxiliary data operator
Q = Q(x, t) and (iii) Linear Fredholm equation for G = G(x, t).
The second step in Po¨ppe’s approach, and the major underlying insight, is the
‘kernel product rule’, in which the Hankel property of P plays a crucial role. Sup-
pose F = F (x, t) is a Hilbert–Schmidt linear operator with kernel f(y, z;x, t). Note
we assume f depends on the parameters x and t. For example recall from above
P = P (x, t) is a Hankel operator with kernel p = p(y + z + x; t). Let us denote by
[F ] the kernel of F , i.e. [F ] = f . Now suppose F = F (x, t) and F ′ = F ′(x, t) are
Hilbert–Schmidt operators with kernels continuous in x. In addition supposeH and
H ′ are Hilbert–Schmidt Hankel operators with kernels continuously differentiable
in x. Then the fundmental theorem of calculus implies[
F∂x(HH
′)F ′
]
(y, z;x, t) = [FH ](y, 0; z)[H ′F ′](0, z;x, t).
This is the crucial ‘kernel product rule’ composing the second step in Po¨ppe’s
approach. More precisely, Po¨ppe used the ‘trace’ form of this rule evaluated at
with y = z = 0. We prefer to delay this specialisation until the final step in
the procedure. The kernel product rule is the only property we use in Doikou et
al. [11, 12] and herein.
The third and final step is to compute ∂tG− d(∂)G where from the linear Fred-
holm equation above G = PU with U := (id+Q)−1. And we then apply the kernel
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bracket operator [ · ]. The basic calculus property ∂U = −U(∂Q)U initiates the
generation of nonlinear terms. The goal is then to use only the kernel product rule
to establish a ‘closed form’ for the nonlinear terms generated. By a ‘closed form’ we
mean the terms generated represent a constant coefficient non-commutative poly-
nomial in [G], [G˜], ∂[G], ∂[G˜], ∂2[G], ∂2[G˜] and so forth. Hence for example, if
d(∂) = µ4∂
4 and µ4 is a pure imaginary constant parameter then in our main The-
orem 3.1 we show if P = P (x, t) satisfies ∂tP = d(∂)P and Q = P
†P , then [G]
satisfies the non-commutative nonlinear partial differential equation,
∂t[G]− µ4∂
4[G] = 2µ4
(
2
(
∂2[G]
)
[G]†[G] + [G]
(
∂2[G]†
)
[G] + 2[G][G]†
(
∂2[G]
)
+
(
∂[G]
)(
∂[G]†
)
[G] + 3
(
∂[G]
)
[G]†
(
∂[G]
)
+ [G]
(
∂[G]†
)(
∂[G]
)
+ 3[G][G]†[G][G]†[G]
)
.
In the above, P † is the operator adjoint to P while [G]† is the kernel function
corresponding to the complex-conjugate transpose of the kernel function [G]. In
the formulation above we have suppressed the parameter dependence of both the
kernels [G] = [G](y, z;x, t) and the kernels of the nonlinear terms—recall the kernel
product rule above. Hence for example two applications of the kernel product rule
led to the first term on the right which in full should read
4µ4
(
∂2[G](y, 0;x, t)
)
[G]†(0, 0;x, t)[G](0, z;x, t),
and so forth for the other cubic terms. Four applications of the kernel product
rule generated the quintic term whose left and right factors should have parameter
dependencies matching those of the corresponding factors in the cubic term above,
and whose three central factors should have the parameter dependence (0, 0;x, t).
By a standard convention we invoke, these dependencies are implied in the non-
commutative equation above. We now emphasize that we can set y = z = 0
throughout so all the terms have the parameter dependence (0, 0;x, t). This gen-
erates the non-commutative fourth order quintic nonlinear Schro¨dinger equation in
our title. Furthermore the solution to this equation is generated as follows. We solve
the linear partial differential equation, namely ∂tp = µ4∂
4p. This can be achieved
analytically. The solution function p generates the kernel of the Hankel operator
P = P (x, t). We set Q = P †P , this involves computing an integral whose integrand
is a known function. We can then compute the solution to the non-commutative
fourth order quintic NLS equation for [G] = [G](y, z;x, t) shown above by solving
the linear Fredholm equation P = G(id +Q) for G. Hence the quintic NLS above
is linearsiable and thus integrable in this sense.
In Doikou et al. [12] with d(∂) = µ2∂
2 and µ2 a constant pure imaginary pa-
rameter, we generated the solution to the nonlinear Schro¨dinger equation in this
way. With d(∂) = µ3∂
3 and µ3 a real parameter, and a slight modification of the
procedure above, we generated solutions to the Korteweg de Vries equation. Then
in Doikou et al. [11] we generalised this approach to the non-commutative setting
and also generated solutions to the non-commutative modified Korteweg de Vries
in this way from d(∂) = µ3∂
3. Note, with the solution procedure described above,
the specific choices of d = d(∂) indicated, generate precise non-commutative poly-
nomial functions F representing the nonlinear terms. In preceding work, Beck et
al. [5, 6] assume the kernels p = p(y, z; t) and q = q(y, z; t) associated with the op-
erators P and Q satisfy a coupled pair of linear partial differential equations. They
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show the kernel [G] = [G](y, z; t) associated with the operator G solving the linear
Fredholm equation P = G(id + Q) satisfies a Riccati partial differential equation
which can be interpreted as a nonlocal nonlinear partial differential equation. For
example Beck et al. [6] generate solutions to the following nonlocal Korteweg de
Vries equation for [G] = [G](y, z; t) using this approach:
∂t[G](y, z; t)− ∂
3
y [G](y, z; t) =
∫
R
[G](y, ξ; t)
(
∂ξ[G](ξ, z; t)
)
dξ.
The nonlocal nonlinearity is the realisation at the kernel level of a linear operator
product, and the kernel product rule is not used. All the nonlinear flows in Beck et
al. [5,6] and Doikou et al. [11,12] are shown to be Grassmannian flows. Indeed the
theory in Doikou et al. [11, Section 2.3] establishes the flow generated in our main
Theorem 3.1 is also a Grassmannian flow.
In actuality, in Doikou et al. [11] and herein we consider an inflated coupled linear
system, one which includes the linear partial differential equation ∂tP = d(∂)P
for P = P (x, t), but more generally assigns Q := P˜P where P˜ = P˜ (x, t) is a
linear operator analogous to P satisfying an associated linear partial differential
equation ∂tP˜ = d˜(∂)P˜ . Here d˜ = d˜(∂) is a constant coefficient polynomial in ∂
analogous to d(∂), of the same degree. We correspondingly assign Q˜ := PP˜ . And
finally in addition to P = G(id+Q) we now include the analogous linear Fredholm
equation P˜ = G˜(id + Q˜). See Definition 2.7 for the full inflated linear system.
The inflated system also naturally generates a Grassmannian flow; see Doikou et
al. [11]. Naturally we must assume the complex matrix-valued kernels of P and
P˜ are commensurate so that Q and Q˜ make sense. Consequently with suitable
restrictions on d˜(∂) we can choose P˜ = P † as above. Or for example, we can also
consistently choose P˜ (x, t) = PT(−x,−t) where PT is the linear operator whose
kernel is the transpose of the kernel for P . In this case G˜(x, t) = GT(−x,−t)
and we generate a non-commutative quintic equation like that above with [G]†
replaced by GT(−x,−t) everywhere. We have thus shown the corresponding reverse
space-time nonlocal non-commutative quintic equation, in the sense of Ablowitz and
Musslimani [1] is linearisable.
In addition to the series of papers by Po¨ppe mentioned above, the work herein
was also motiviated by Ablowitz et al. [3], Dyson [13] and McKean [28]. We also
mention in this context Ercolani and McKean [14] and Mumford [29, p. 3.239]. The
Marchenko equation is central not only to Po¨ppe’s approach, but also to that of
Fokas and Ablowitz [17], Nijhoff et al. [30] and the Zakharov–Shabat scheme [40,41].
Details of Fokas’ unified transform method can be found for example in Fokas and
Pelloni [18]. Hankel operators have received a lot of recent attention, see Grudsky
and Rybkin [22, 23], Grellier and Gerard [21] and Blower and Newsham [8]. Non-
local integrable systems have also received a lot of recent attention, see Ablowitz
and Musslimani [1], Fokas [16] and Grahovski, Mohammed and Susanto [20]. A
non-commutative quintic NLS equation corresponding to that above can be found
in Nijhoff et al. [30, eq. B.4a] who establish integrability via the method pioneered
by Fokas and Ablowitz [17]. For further early work on non-commutative integrable
systems, see in addition, Manakov [27], Fordy and Kulisch [19] and Ablowitz et
al. [2]. For more recent work on the multi-component NLS and its discretisation,
see Degasperis and Lombardo [10] and Ablowitz et al. [2]. We remark we do not
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utilise a Lax pair LΨ = λΨ and ∂tΨ = DΨ for the auxiliary function Ψ and spec-
tral parameter λ, and require compatability. Here we use the linearised evolution
equation ∂tΨ = DΨ and require Ψ to have the Hankel property. Finally we remark
that fourth order and quintic NLS equations and solitary wave solutions have re-
cently received a lot of attention; see Karpman [24], Karpman and Shagalov [25],
Ben–Artzi et al. [7], Fibich et al. [15], Pausader [32], Boulenger and Lenzmann [9],
Kwak [26], Oh and Wang [31] and Posukhovskyi and Stefanov [37]. For applications
to erbium-doped fibres, see Wang et al. [39].
Finally, to summarise, what is new in this paper is we show a generalised non-
commutative fourth order quintic nonlinear Schro¨dinger equation is linearisable
and thus integrable; this result is the content of Theorem 3.1. The proof is direct
and elementary. It is based on the Hankel operator approach of Ch. Po¨ppe. The
approach employed simultaneously demonstrates as specialisations, the closed form
local fourth order quintic NLS equation which can originally be found in Nijhoff
et al. [30], and reverse space-time as well as reverse time nonlocal versions, are
also linearisable. Our paper is organised as follows. In Section 2 we introduce
the notation and key concepts and identities we need to prove our main result.
The latter is presented and proved in Section 3. We include some insights on, and
comments on future directions for, the work herein in the final Discussion Section 4.
2. Preliminaries
We consider Hilbert–Schmidt integral operators which depend on both a spatial
parameter x ∈ R and a time parameter t ∈ [0,∞). Throughout ∂t represents the
partial derivative with respect to the time parameter t while ∂ = ∂x represents
the partial derivative with respect to the spatial parameter x. Hilbert–Schmidt
operators are representable in terms of square-integrable kernels. Hence for a given
Hilbert–Schmidt operator F = F (x, t), there exists a square-integrable kernel f =
f(y, z;x, t) such that for any square-integrable function φ,
(Fφ)(y;x, t) =
∫ 0
−∞
f(y, z;x, t)φ(z) dz.
Definition 2.1 (Kernel bracket). With reference to the operator F just above, we
use the kernel bracket notation [F ] to denote the kernel of F :
[F ](y, z;x, t) := f(y, z;x, t).
We often drop the dependencies and simply write [ · ].
Of critical importance throughout this paper is a class of integral operators
known as Hankel operators. We consider Hankel operators which depend on a
parameter x as follows.
Definition 2.2 (Hankel operator with parameter). We say a given time-dependent
Hilbert–Schmidt operator H with corresponding square-integrable kernel h is Han-
kel or additive with parameter x ∈ R if its action, for any square-integrable function
φ, is given by
(Hφ)(y;x, t) :=
∫ 0
−∞
h(y + z + x; t)φ(z) dz.
Hankel operators of this form are the starting point for Po¨ppe’s approach; see
Po¨ppe [33,34] and Doikou et al. [11,12]. As mentioned in the introduction there is
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a crucial kernel product rule we rely on throughout. This is as follows. We include
the proof from Doikou et al. [11, 12] for completeness.
Lemma 2.3 (Kernel product rule). Assume H,H ′ are Hankel Hilbert–Schmidt op-
erators with parameter x and F, F ′ are Hilbert–Schmidt operators. Assume further
that the corresponding kernels of F and F ′ are continuous and of H and H ′ are
continuously differentiable. Then, the following kernel product rule holds,
[F∂(HH ′)F ′](y, z;x) = [FH ](y, 0;x)[H ′F ′](0, z;x).
Proof. We use the fundamental theorem of calculus and Hankel properties ofH and
H ′. Let f , h, h′ and f ′ denote the integral kernels of F , H , H ′ and F ′ respectively.
By direct computation [F∂x(HH
′)F ′](y, z;x) equals∫
R
3
−
f(y, ξ1;x)∂x
(
h(ξ1 + ξ2 + x)h
′(ξ2 + ξ3 + x)
)
f ′(ξ3, z;x) dξ3 dξ2 dξ1
=
∫
R
3
−
f(y, ξ1;x)∂ξ2
(
h(ξ1 + ξ2 + x)h
′(ξ2 + ξ3 + x)
)
f ′(ξ3, z;x) dξ3 dξ2 dξ1
=
∫
R
2
−
f(y, ξ1;x)h(ξ1 + x)h
′(ξ3 + x)f
′(ξ3, z;x) dξ3 dξ1
=
∫
R
−
f(y, ξ1;x)h(ξ1 + x) dξ1 ·
∫
R
−
h′(ξ3 + x)f
′(ξ3, z;x) dξ3
=
(
[FH ](y, 0;x)
)(
[H ′F ′](0, z;x)
)
,
giving the result. 
This kernel bracket operator and product rule above originates from the work of
Po¨ppe in [33–35] and Bauhardt and Po¨ppe [4]. We record in the following lemma
some identities forW := (id+F )−1 which are useful later on. We assume F depends
on a parameter. Similar results are derived by Po¨ppe [33, 34].
Lemma 2.4 (Inverse operator identities). Suppose the operator F depends on a
parameter with respect to which we wish to compute derivatives. Further suppose
W := (id + F )−1 exists. Then the following identities hold:
(i) id−W =WF = FW ;
(ii) ∂W = −W (∂F )W ;
(iii) ∂W = −(∂W )F −W (∂F ) = −(∂F )W − F (∂W );
(iv) ∂2W = −2(∂W )(∂F )W −W (∂2F )W ;
(v) ∂3W = −3(∂2W )(∂F )W − 3(∂W )(∂2F )W −W (∂3F )W ;
(vi) ∂4W = −4(∂3W )(∂F )W −6(∂2W )(∂2F )W −4(∂W )(∂3F )W −W (∂4F )W .
Proof. The first identity is straightforward. The others follow by successively dif-
ferentiating id−W =WF and finally using W := (id +Q)−1 in each form. 
We have the following corollary to Lemma 2.4, which can also be found in [11].
Corollary 2.5. Suppose we set F := Q with Q = P˜P and U := (id + Q)−1
so U = (id + P˜P )−1. Assume U exists. Then U satisfies properties (i)–(vi) in
Lemma 2.4. Further suppose we set F := Q˜ with Q˜ = PP˜ and V := (id + Q˜)−1.
Assume V exists. Then similarly V satisfies properties (i)–(vi) in Lemma 2.4. We
note PU−1 = V −1P , so we have V P = PU . Similarly, we have UP˜ = P˜ V .
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The following key identities also prove useful throughout the proof of our main
result in Section 3. To keep our statements succinct hereafter we use the following
notation convention. For the kernel product rule introduced in Lemma 2.3, for the
terms on the right we simply write [FH ][H ′F ′], where it is understood the left factor
is evaluated at (y, 0;x, t) and the right factor is evaluated at (0, z;x, t). When there
are three factors in the product, such as for the case [F1∂(H1H
′
1)F
′
1F2∂(H2H
′
2)F
′
2]
where H1, H
′
1, H2 and H
′
2 are Hankel operators, we write
[F1H1][H
′
1F
′
1F2H2][H
′
2F
′
2],
where it is understood the left and right factors are evaluated at (y, 0;x, t) and
(0, z;x, t) respectively, while the middle factor is evaluated at (0, 0;x, t). This is
just a direct consequence of successively applying the kernel product rule. For
higher degree products of the form just above, again the left and right factors
are always evaluated at (y, 0;x, t) and (0, z;x, t) respectively, while all the middle
factors are evaluated at (0, 0;x, t).
Lemma 2.6 (Key identities). Assume the Hilbert–Schmidt operators P , P˜ , G, G˜
and trace class operators Q := P˜P , Q˜ := PP˜ all depend on a parameter x and
are related by P = G(id + Q) and P˜ = G˜(id + Q˜). Assume P and P˜ are Hankel
operators as in Definition 2.2 and also the inverse operators U := (id +Q)−1 and
V := (id + Q˜)−1 exist. Then we have the following identities:
(i) ∂[PUP˜ ] = [G][G˜];
(ii) ∂
[
PU(∂P˜ )
]
= [G]∂[G˜] + [G][G˜][PUP˜ ];
(iii) ∂
[
PU(∂2P˜ )
]
= [G]∂2[G˜]+2
(
[G][G˜]
)2
+[G]
(
∂[G˜]
)
[PUP˜ ]−[G][G˜]
[
∂(PU)P˜
]
;
and by partial differentiation that,
(iv) ∂2[PUP˜ ] = ∂
(
[G][G˜]
)
;
(v) ∂2
[
PU(∂P˜ )
]
= ∂
(
[G]∂[G˜]
)
+
(
[G][G˜]
)2
+ ∂
(
[G][G˜]
)
[PUP˜ ]
Proof. First, by differentiating the formula id − V = PUP˜ partially with respect
to x we see,
[
∂(PUP˜ )
]
= −[∂V ] =
[
V ∂(PP˜ )V
]
= [V P ][P˜ V ] = [G][G˜], giving (i).
Second, for (ii), using the product rule and id− V = PUP˜ we find:
∂(PU(∂P˜ )) = ∂(PU)(∂P˜ ) + PU(∂2P˜ )
= ∂(PU)(∂P˜ )V + PU(∂2P˜ )V + ∂(PU)(∂P˜ )PUP˜ + PU(∂2P˜ )PUP˜
= ∂(V P )(∂P˜ )V + V P (∂2P˜ )V + ∂(PU)∂(P˜P )UP˜ + PU∂
(
(∂P˜ )P
)
UP˜
− ∂(PU)P˜ (∂P )UP˜ − PU(∂P˜ )(∂P )UP˜ .
The last two terms on the right combine to become −(∂V )(∂P )P˜ V since we know
∂(PUP˜ ) = −∂V and UP˜ = V P˜ . Substituting this result into the expression above
and combining −(∂V )(∂P )UP˜ = −(∂V )(∂P )P˜ V with the first two terms on the
right and then applying the kernel bracket operator we observe:[
∂(PU(∂P˜ ))
]
= [V ∂(P (∂P˜ ))V ] + [(∂V )∂(PP˜ )V ]
+ [∂(PU)P˜ ][PUP˜ ] + [PU(∂P˜ )][PUP˜ ]
= [V P ][(∂P˜ )V ] + [(∂V )P ][P˜ V ] + [∂(PUP˜ )][PUP˜ ].
Note we have
[(∂P˜ )V ] = [∂(P˜ V )]− [P˜ (∂V )] = ∂[P˜ V ] + [P˜ V ∂(PP˜ )V ] = ∂[P˜ V ] + [P˜ V P ][P˜ V ],
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and [(∂V )P ] = −[V ∂(PP˜ )V P ] = −[V P ][P˜ V P ]. Substituting these into the right-
hand side, cancelling like terms and using (i) gives (ii).
Third, we prove (iii) using a similar strategy to that we used for (ii), Using the
product rule and id− V = PUP˜ we find:
∂
(
PU(∂2P˜ )
)
= ∂(PU)(∂2P˜ ) + PU(∂3P˜ )
= ∂(PU)(∂2P˜ )V + PU(∂3P˜ )V + ∂(PU)(∂2P˜ )PUP˜ + PU(∂3P˜ )PUP˜
= ∂(V P )(∂2P˜ )V + V P (∂3P˜ )V + ∂(PU)∂
(
(∂P˜ )P
)
UP˜
+ PU∂
(
(∂2P˜ )P
)
UP˜ − ∂(PU)(∂P˜ )(∂P )UP˜ − PU(∂2P˜ )(∂P )UP˜
= (∂V )P (∂2P˜ )V + V ∂
(
P (∂2P˜ )
)
V + ∂(PU)∂
(
(∂P˜ )P
)
UP˜
+ PU∂
(
(∂2P˜ )P
)
UP˜ − ∂
(
PU(∂P˜ )
)
(∂P )UP˜ .
If we now apply the kernel bracket operator to the expression above, and combine
the third and fourth terms on the right, use that ∂V = −V ∂(PP˜ )V and use the
kernel product rule, we obtain:
∂
[
PU(∂2P˜ )
]
= − [G]
[
P˜ V P (∂2P˜ )V
]
+ [G]
[
(∂2P˜ )V
]
+
(
∂
[
PU(∂P˜ )
])
[PUP˜ ]
−
[
∂
(
PU(∂P˜ )
)
(∂P )UP˜
]
.
Note for the second factor of the second term on the right just above we have:
[
(∂2P˜ )V
]
= ∂2[G]− 2
[
(∂P˜ )(∂V )
]
−
[
P˜ (∂2V )
]
(a) = ∂2[G] + 2
[
(∂P˜ )V ∂(PP˜ )V
]
+ 2
[
P˜ (∂V )∂(PP˜ )V
]
+
[
P˜ V ∂2(PP˜ )V
]
(b) = ∂2[G] + 2
[
(∂P˜ )V P
]
[G˜] + 2
[
P˜ (∂V )P
]
[G˜] + 2
[
P˜ V ∂
(
(∂P )P˜
)
V
]
−
[
P˜ V (∂2P )P˜ V
]
+
[
P˜ V P (∂2P˜ )V
]
(c) = ∂2[G] + 2∂
[
P˜ V P
]
[G˜]−
[
P˜ V (∂2P )P˜ V
]
+
[
P˜ V P (∂2P˜ )V
]
(d) = ∂2[G] + 2[G˜][G][G˜]−
[
P˜ V (∂2P )P˜ V
]
+
[
P˜ V P (∂2P˜ )V
]
,
where we used the following, we used the: (a) Identities (i) and (iv) from the inverse
operator Lemma 2.4 with W = V ; (b) Kernel bracket product rule, added and
subtracted the term [P˜ V (∂2P )P˜ V ] and separated the final term from the previous
line as shown; (c) Kernel bracket product rule to the fourth term on the right from
the previous line, and combined the resulting term with the other terms with the
factor 2 shown; and (d) Identity [∂(P˜ V P )] = −[∂U ] = [U∂(P˜P )U ] = [G][G˜].
We now insert this expression for [(∂2P˜ )V ] into the second term on the right in
the expression for ∂[PU(∂2P˜ )] just above, cancelling like terms, this gives
∂
[
PU(∂2P˜ )
]
= [G]∂2[G] + 2
(
[G][G˜]
)2
− [G]
[
P˜ V (∂2P )P˜ V
]
+
(
∂
[
PU(∂P˜ )
])
[PUP˜ ]−
[
∂
(
PU(∂P˜ )
)
(∂P )UP˜
]
(e) = [G]∂2[G] + 2
(
[G][G˜]
)2
+ [G]
(
∂[G]
)
[PUP˜ ] + [G][G˜][PUP˜ ]2
− [G]
[
P˜ V (∂2P )P˜ V
]
−
[
∂
(
PU(∂P˜ )
)
(∂P )UP˜
]
(f) = [G]∂2[G] + 2
(
[G][G˜]
)2
+ [G]
(
∂[G]
)
[PUP˜ ]− [G][G˜]
[
P (∂U)P˜
]
− [G]
[
P˜ V (∂2P )P˜ V
]
−
[
∂
(
PU(∂P˜ )
)
(∂P )UP˜
]
,
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where in (e) we used result (ii) and in (f) we used [PUP˜ ]2 = [PU∂(P˜P )UP˜ ] =
−[P (∂U)P˜ ]. Consider the two terms on the final line on the right-hand side just
above. Reversing the kernel product rule on the first term and using V ∂(PP˜ )V =
−∂V = ∂(PUP˜ ) these two terms become
−
[
∂(PUP˜ )(∂2P )P˜ V
]
−
[
∂
(
PU(∂P˜ )
)
(∂P )UP˜
]
= −
[
∂(PU)P˜ (∂2P )UP˜
]
−
[
PU(∂P˜ )(∂2P )UP˜
]
−
[
∂(PU)(∂P˜ )(∂P )UP˜
]
−
[
PU(∂2P˜ )(∂P )UP˜
]
= −
[
∂(PU)∂
(
P˜ (∂P )
)
UP˜
]
−
[
PU∂
(
(∂P˜ )(∂P )
)
UP˜
]
= −
[
∂(PU)P˜
][
(∂P )UP˜
]
−
[
PU(∂P˜ )
][
(∂P )UP˜
]
= − [G][G˜]
[
(∂P )UP˜
]
.
Substituting this back into the last expression for ∂[PU(∂2P˜ )] just above and com-
bining the terms [(∂P )UP˜ ] + [P (∂U)P˜ ] = [∂(PU)P˜ ] gives result (iii).
Fourth, results (iv) and (v) follow directly by respectively differentiating (i) and
(ii) partially with respect to x, and using result (i) itself to help establish (v). 
We now outline the coupled linear operator system that underlies the non-
commutative fourth order quintic NLS equation we consider herein. Solutions of
this coupled linear system generate solutions to the target nonlinear nonlocal and
local partial differential equations.
Definition 2.7 (Linear operator system). Suppose the Hilbert–Schmidt linear op-
erators P , P˜ , Q, Q˜, G and G˜ satisfy the coupled linear system of equations:
∂tP = µ2∂
2P + µ3∂
3P + µ4∂
4P,
Q = P˜P,
P = G(id +Q),
and
∂tP˜ = µ˜2∂
2P˜ + µ˜3∂
3P˜ + µ˜4∂
4P˜ ,
Q˜ = PP˜ ,
P˜ = G˜(id + Q˜).
where the constant parameters µ2, µ3, µ4, µ˜2, µ˜3, µ˜4 ∈ C. Naturally we suppose the
matrix kernels of P and P˜ are commensurate so Q and Q˜ are well-defined.
The parameters µj for j = 2, 3, 4 are in general arbitrary complex numbers.
However we set µ˜j = (−1)
j−1µj , for j = 2, 3, 4. Suppose for some finite time
interval we know both P and P˜ are Hilbert–Schmidt operators whose kernels also
lie in Dom(∂4), and they are smooth in time. Here Dom(∂4) denotes the subset of
square-integrable kernels which are four times continuously differentiable in time.
Note by the ideal property for Hilbert–Schmidt operators, the operators Q and Q˜
are trace-class and smooth in time on the finite time interval. Assume the Fredholm
determinants det(id +Q(0)) and det(id + Q˜(0)) are non-zero. Then there exists a
possibly shorter finite time interval on which the Fredholm determinant associated
with Q = Q(t) and Q˜ = Q˜(t) are non-zero. Further, on that time interval, there
exist unique solutions G and G˜ to the linear Fredholm equations P = G(id + Q)
and P˜ = G˜(id + Q˜), respectively, whose kernels lie in Dom(∂4) and are smooth in
time. These conclusions are established in [12].
Now suppose the complex matrix-valued functions p = p(x, t) and p˜ = p˜(x, t)
satisfy the respective linear equations,
∂tp = d(∂)p and ∂tp˜ = d˜(∂)p˜,
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where
d(∂) := µ2∂
2 + µ3∂
3 + µ4∂
4 and d˜(∂) := µ˜2∂
2 + µ˜3∂
3 + µ˜4∂
4,
with p(x, 0) = p0(x) and p˜(x, 0) = p˜0(x) for all x ∈ R for given complex matrix
valued functions p0 and p˜0. For w : R → R+, let L
2
w denote the space of complex
matrix-valued functions f on R whose L2 norm weighted by w is finite, i.e.
‖f‖L2
w
:=
∫
R
tr
(
f †(x)f(x)
)
w(x) dx <∞,
where f † denotes the complex-conjugate transpose of f and ‘tr’ is the trace operator.
Let W : R → R+ denote the function W : x 7→ 1 + x
2. Further let H denote
the Sobolev space of complex matrix-valued functions who themselves, as well as
derivatives ∂ to all orders of them, are square-integrable.
Definition 2.8 (Dispersion property). We say the constant coefficient polynomial
operator d = d(∂) satisfies the dispersion property if for all κ ∈ R:
(
d(iκ)
)∗
= −d(iκ).
Suppose d(∂) = µ2∂
2 + µ3∂
3 + µ4∂
4 satisfies the dispersion property. This
places a restriction on the parameters µ2, µ3, µ4 ∈ C, in particular that µ2 and
µ4 are pure imaginary parameters and µ3 is a real parameter. Then Doikou et
al. [11, Lemma 3.1] establish if p0 ∈ H ∩L
2
W then p ∈ C
∞
(
[0,∞);H ∩L2W
)
and the
corresponding Hankel operator P = P (t) is Hilbert–Schmidt valued. Analogous
results carry over to the operator P˜ under the assumption d˜ = d˜(∂) satisfies the
dispersion property, with the corresponding restrictions imposed on µ˜2, µ˜3, µ˜4 ∈ C.
We are now in a position to establish the well-posedness of solutions to the linear
operator system in Definition 2.7, under the dispersion property assumption for d =
d(∂) and d˜ = d˜(∂), by combining the conclusions of the previous two paragraphs.
Assume d = d(∂) and d˜ = d˜(∂) satisfy the dispersion property and p0 ∈ H∩L
2
W and
p˜0 ∈ H∩L
2
W . Hence Hankel operators P0 and P˜0 of the form given in Definition 2.2,
respectively generated from p0 and p˜0, are Hilbert–Schmidt operators. Naturally
we assume the matricies p0 and p˜0 are commensurate so the matrix products p˜0p0
and p0p˜0 make sense. We further assume the trace-class operators Q0 := P˜0P0
and Q˜0 := P0P˜0 are such that det(id + Q0) 6= 0 and det(id + Q˜0) 6= 0. Then
we deduce the commensurate solutions p = p(y + x, t) and p˜ = p˜(y + x, t) to the
respective linear partial differential equations ∂tp = d(∂)p and ∂tp˜ = d˜(∂)p˜ are such
that p ∈ C∞
(
[0,∞);H ∩ L2W
)
and p˜ ∈ C∞
(
[0,∞);H ∩ L2W
)
with p(x, 0) = p0(x)
and p˜(x, 0) = p˜0(x) for all x ∈ R. The corrersponding respective Hankel operators
P = P (x, t) and P˜ = P˜ (x, t) are Hilbert–Schmidt operators and smooth functions
of x ∈ R and t ∈ [0,∞). The kernel functions corresponding to Q = Q(x, t) and
Q˜ = Q˜(x, t) are respectively given by q(y, z;x, t) =
∫
R
−
p˜(y+ξ+x, t)p(ξ+z+x, t) dξ
and q˜(y, z;x, t) =
∫
R
−
p(y + ξ + x, t)p˜(ξ + z + x, t) dξ, are trace-class and smooth
functions of x and t, where R− := (−∞, 0]. Further there exists a T > 0 such that
for t ∈ [0, T ] we know: det(id+Q(x, t)) 6= 0 and det(id+Q˜(x, t)) 6= 0 and there exists
a unique smooth g and a unique smooth g˜ respectively satisfying the linear Fredholm
equations given by, p(y + z + x; t) = g(y, z;x, t) +
∫
R
−
g(y, ξ;x, t)q(ξ, z;x, t) dξ and
p˜(y + z + x; t) = g˜(y, z;x, t) +
∫
R
−
g˜(y, ξ;x, t)q˜(ξ, z;x, t) dξ.
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3. Non-commutative fourth order quintic NLS
We now assume µ˜2 = −µ2, µ˜3 = µ3 and µ˜4 = −µ4. For our main result below we
also assume d = d(∂) and d˜ = d˜(∂) satisfy the dispersion property in Definition 2.8.
Hence we assume the parameters µ2, µ3, µ4 ∈ C are such that µ2, µ4 ∈ iR, the set
of pure imaginary numbers, and µ3 ∈ R. We use the notation P
† to denote the
operator adjoint to the Hilbert–Schmidt operator P . In other words, if the Hilbert–
Schmidt operator P has the kernel p, then P † is the Hilbert–Schmidt operator whose
kernel is the complex-conjugate transpose of p which we also denote by p†.
Theorem 3.1 (Quintic kernel NLS equation). Assume P , P˜ , Q, Q˜, G and G˜
satisfy the linear operator system in Definition 2.7 and all the assumptions outlined
in the last paragraph of Section 2 just above. Then for some T > 0, the integral
kernel [G] = [G](y, z;x, t) satisfies, for every t ∈ [0, T ], the matrix kernel equation:
(∂t − µ2∂
2−µ3∂
3 − µ4∂
4)[G]
= 2µ2[G][G˜][G] + 3µ3
((
∂[G]
)
[G˜][G] + [G][G˜]
(
∂[G]
))
+ 2µ4
(
2
(
∂2[G]
)
[G˜][G] + [G]
(
∂2[G˜]
)
[G] + 2[G][G˜]
(
∂2[G]
)
+
(
∂[G]
)(
∂[G˜]
)
[G] + 3
(
∂[G]
)
[G˜]
(
∂[G]
)
+ [G]
(
∂[G˜]
)(
∂[G]
)
+ 3[G][G˜][G][G˜][G]
)
.
As a special case, [G](0, 0;x, t) = g(0, 0;x, t) satisfies the matrix equation:
(∂t − µ2∂
2 − µ3∂
3 − µ4∂
4)g = 2µ2gg˜g + 3µ3
(
(∂g)g˜g + gg˜(∂g)
)
+ 2µ4
(
2(∂2g)g˜g + g(∂2g˜)g + 2gg˜(∂2g)
+ (∂g)(∂g˜)g + 3(∂g)g˜(∂g) + g(∂g˜)(∂g)
+ 3gg˜gg˜g
)
.
In particular, a consistent choice for P˜ is P˜ = P †, whence G˜ = G† and g˜ = g†.
Proof. Recall PU = V P and P˜ V = UP˜ from Corollary 2.5. We split the proof into
the following steps.
Step 1: Applying the linear dispersion operator to G = PU . With G = PU ,
using the Leibniz rule, that P satifies the linear operator equation in Definition 2.7
and also the identities for ∂U , ∂2U and so forth from Lemma 2.4 we find:
∂tG− µ2∂
2G− µ3∂
3G− µ4∂
4G
= (∂tP )U − PU(∂Q)U − µ2
(
(∂2P )U + 2(∂P )(∂U) + P (∂2U)
)
− µ3
(
(∂3P )U + 3(∂2P )(∂U) + 3(∂P )(∂2U) + P (∂3U)
)
− µ4
(
(∂4P )U + 4(∂3P )(∂U) + 6(∂2P )(∂2U) + 4(∂P )(∂3U) + P (∂4U)
)
= − PU(∂tQ− µ2∂
2Q− µ3∂
3Q− µ4∂
4Q)U
+ 2µ2
(
(∂P )U(∂Q)P + P (∂U)(∂Q)U
)
+ 3µ3
(
(∂2P )U(∂Q)U + 2(∂P )(∂U)(∂Q)U + (∂P )U(∂2Q)U
+ P (∂2U)(∂Q)U + P (∂U)(∂2Q)U
)
+ 2µ4
(
2(∂3P )U(∂Q)U + 6(∂2P )(∂U)(∂Q)U + 3(∂2P )U(∂2Q)U
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+ 6(∂P )(∂2U)(∂Q)U + 6(∂P )(∂U)(∂2Q)U + 2(∂P )U(∂3Q)U
+ 2P (∂3U)(∂Q)U + 3P (∂2U)(∂2Q)U + 2P (∂U)(∂3Q)U
)
.
For the moment we focus on the first term on the right just above. Using µ˜2 = −µ2,
µ˜3 = µ3 and µ˜4 = −µ4, we observe:
∂tQ− µ2∂
2Q− µ3∂
3Q− µ4∂
4Q
= (∂tP˜ )P + P˜ (∂tP )− µ2
(
(∂2P˜ )P + 2(∂P˜ )(∂P ) + P˜ (∂2P )
)
− µ3
(
(∂3P˜ )P + 3(∂2P˜ )(∂P ) + 3(∂P˜ )(∂2P ) + P˜ (∂3P )
)
− µ4
(
(∂4P˜ )P + 4(∂3P˜ )(∂P ) + 6(∂2P˜ )(∂2P ) + 4(∂P˜ )(∂3P ) + P˜ (∂4P )
)
= − 2µ2∂
(
(∂P˜ )P
)
− 3µ3∂
(
(∂P˜ )(∂P )
)
− 2µ4∂
(
(∂3P˜ )P + (∂2P˜ )(∂P ) + 2(∂P˜ )(∂2P )
)
.
Our proof now proceeds as follows. We substitute this last expression into the first
term on the right in the previous equation and apply the kernel bracket operator,
treating the coefficients of µ2, µ3 and µ4 separately.
Step 2: Terms involving µ2. Applying the kernel bracket operator to these terms
on the right in Step 1, modulo 2µ2 we have:[
PU∂
(
(∂P˜ )P
)
U + (∂P )U(∂Q)P + P (∂U)(∂Q)U
]
= [PU(∂P˜ ) + (∂P )UP˜ + P (∂U)P˜ ][PU ]
=
[
∂(PUP˜ )
]
[G]
= [G][G˜][G],
where we used the result (i) from the key identities Lemma 2.6. We have thus
generated the term involving µ2 on the right stated in the Theorem.
Step 3: Terms involving µ3. Applying the bracket operator to these terms on
the right in Step 1, using ∂2Q = ∂
(
(∂P˜ )P + P˜ (∂P )
)
, the modulo 3µ3 we observe:[
PU∂
(
(∂P˜ )(∂P )
)
U + (∂2P )U(∂Q)U + 2(∂P )(∂U)(∂Q)U
+ (∂P )U(∂2Q)U + P (∂2U)(∂Q)U + P (∂U)(∂2Q)U
]
=
[
(∂2P )UP˜ + 2(∂P )(∂U)P˜ + (∂P )U(∂P˜ ) + P (∂2U)P˜ + P (∂U)(∂P˜ )
]
[PU ]
+
[
PU(∂P˜ ) + (∂P )UP˜ + P (∂U)P˜
][
(∂P )U
]
.
The pre-factors of
[
(∂P )U
]
simplify to
[
∂(PUP˜ )
]
= [G][G˜] using the key identities
Lemma 2.6. Note
[
(∂P )U
]
itself is given by
[
(∂P )U
]
=
[
∂(PU)
]
−
[
P (∂U)
]
= ∂[G] +
[
PU(∂Q)U
]
= ∂[G] + [PUP˜ ][G].
The pre-factors of [PU ] from the first expression of this step simplify to
[
∂2(PUP˜ )− (∂P )U(∂P˜ )− P (∂U)(∂P˜ )− PU(∂2P˜ )(∂P˜ )
]
=
[
∂2(PUP˜ )
]
−
[
∂
(
PU(∂P˜ )
)]
= ∂
(
[G][G˜]
)
− [G]
(
∂[G˜]
)
− [G][G˜][PUP˜ ]
=
(
∂[G]
)
[G˜]− [G][G˜][PUP˜ ],
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using the key identities Lemma 2.6. Combining these last two results we see the
terms on the right in the first expression of this step are:
[G][G˜]
(
∂[G] + [PUP˜ ][G]
)
+
(
(∂[G])[G˜]− [G][G˜][PUP˜ ]
)
[G],
which simplify to the terms involving 3µ3 on the right stated in the Theorem.
Step 4: Terms involving µ4. In practice we split our computation for these
terms into several successive steps. We apply the kernel bracket operator to these
terms on the right in Step 1 and use ∂2Q = ∂
(
(∂P˜ )P + P˜ (∂P )
)
as well as ∂2Q =
∂
(
(∂2P˜ )P + 2(∂P˜ )(∂P ) + P˜ (∂2P )
)
. Collating terms with respective post-factors[
(∂2P )U
]
,
[
(∂P )U
]
and [PU ], then the modulo 2µ4 we observe:[
2(∂3P )U(∂Q)U + 6(∂2P )(∂U)(∂Q)U + 3(∂2P )U(∂2Q)U
+ 6(∂P )(∂2U)(∂Q)U + 6(∂P )(∂U)(∂2Q)U + 2(∂P )U(∂3Q)U
+ 2P (∂3U)(∂Q)U + 3P (∂2U)(∂2Q)U + 2P (∂U)(∂3Q)U
]
= 2
[
PU(∂P˜ ) + P (∂U)P˜ + (∂P )UP˜
][
(∂2P )U
]
+
[
PU(∂2P˜ ) + 4P (∂U)(∂P˜ ) + 3P (∂2U)P˜ + 4(∂P )U(∂P˜ )
+ 6(∂P )(∂U)P˜ + 3(∂2P )UP˜
][
(∂P )U
]
+
[
PU(∂3P˜ ) + 2P (∂U)(∂2P˜ ) + 3P (∂2U)(∂P˜ ) + 2P (∂3U)P˜
+ 2(∂P )U(∂2P˜ ) + 6(∂P )(∂U)(∂P˜ ) + 6(∂P )(∂2U)P˜
+ 3(∂2P )U(∂P˜ ) + 6(∂2P )(∂U)P˜ + 2(∂3P )UP˜
]
[PU ].
Observe the pre-factor of the term
[
(∂2P )U
]
is 2
[
∂(PUP˜ )
]
= 2[G][G˜] using the
key identities Lemma 2.6. Note the factor
[
(∂2P )U
]
itself, using inverse operator
Lemma 2.4, is given by[
(∂2P )U
]
=
[
∂2(PU)
]
− 2
[
(∂P )(∂U)
]
−
[
P (∂2U)
]
= ∂2[G] + 2
[
(∂P )U(∂Q)U
]
+ 2
[
P (∂U)(∂Q)U
]
+
[
PU(∂2Q)U
]
= ∂2[G] + 2
[
(∂P )UP˜ ][PU ] + 2
[
P (∂U)P
]
[PU ]
+
[
PU(∂P˜ )
]
[PU ] +
[
PUP˜
][
(∂P )U
]
.
Note the final term on the right just above, using the second relation from Step 3,
is given by[
PUP˜
][
(∂P )U
]
=
[
PUP˜
]
∂[G] +
[
PUP˜
]2
[G] =
[
PUP˜
]
∂[G]−
[
P (∂U)P˜
]
[G].
If we substitute this into the previous result we find, using the key identities
Lemma 2.6:[
(∂2P )U
]
= ∂2[G] +
[
∂(PUP˜ )
]
[G] +
[
(∂P )UP˜
]
[G] + [PUP˜ ]∂[G]
= ∂2[G] + [G][G˜][G] +
[
(∂P )UP˜
]
[G] + [PUP˜ ]∂[G].
Hence the terms with post-factor
[
(∂2P )U
]
become
2[G][G˜]
(
∂2[G] + [G][G˜][G] +
[
(∂P )UP˜
]
[G] + [PUP˜ ]∂[G]
)
.
Step 5: Terms involving µ4 with post-factor
[
(∂P )U
]
. We consider the terms
with post-factor
[
(∂P )U
]
from the first relation in Step 4. Modulo 2µ4 the terms
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concerned equal
[
3∂2
(
PUP˜
)
− 2PU(∂2P˜ ) − 2P (∂U)(∂P˜ ) − 2(∂P )U(∂P˜ )
]
which
simplify to:
3∂
(
[G][G˜]
)
− 2
[
∂
(
PU(∂P˜ )
)]
= 3∂
(
[G][G˜]
)
− 2
(
[G]∂[G˜] + [G][G˜][PUP˜ ]
)
= 3
(
∂[G]
)
[G˜] + [G]
(
∂[G˜]
)
− 2[G][G˜][PUP˜ ],
where we used the key identities Lemma 2.6. Since from the second relation from
Step 3 we know
[
(∂P )U
]
= ∂[G] +
[
PUP˜
]
[G], the terms with post-factor
[
(∂P )U
]
from the first relation in Step 4 become(
3
(
∂[G]
)
[G˜] + [G]
(
∂[G˜]
)
− 2[G][G˜][PUP˜ ]
)(
∂[G] + [PUP˜ ][G]
)
.
Step 6: Terms involving µ4 with post-factor ∂[G]. We deal with the terms with
post-factor [PU ] = [G] from the first relation in Step 4 in Step 7 momentarily.
However from Steps 4 and 5, besides the single term with post-factor ∂2[G] in the
last expression in Step 4, all the other terms will have post-factors ∂[G] or [G]. If
we collect the terms from the very final relations in both Steps 4 and 5, then the
terms with post-factor ∂[G] simplify to(
3
(
∂[G]
)
[G˜] + [G]
(
∂[G˜]
)
]
)
∂[G].
Step 7: Terms involving µ4 with post-factor [G]. There are terms with post-
factor [G] from the final relations in both Steps 4 and 5, which we re-introduce
presently in Step 8. However momentarily we focus on the terms with post-factor
[G] from the first relation in Step 4. Modulo 2µ4 the terms concerned are equal to[
2∂3(PUP˜ )− PU(∂3P˜ )− 4P (∂U)(∂2P˜ )− 3P (∂2U)(∂P˜ )
− 4(∂P )U(∂2P˜ )− 6(∂P )(∂U)(∂P˜ )− 3(∂2P )U(∂P˜ )
]
= 2∂2
(
[G][G˜]
)
−
[
PU(∂3P˜ ) + 4
(
∂(PU)
)
(∂2P˜ ) + 3
(
∂2(PU)
)
(∂P˜ )
]
= 2∂2
(
[G][G˜]
)
− 3∂2
[(
PU(∂P˜ )
)]
+ 2
[
PU(∂3P˜ )
]
+ 2
[(
∂(PU)
)
(∂2P˜ )
]
= 2∂2
(
[G][G˜]
)
− 3∂
(
[G]∂[G˜]
)
− 3
(
[G][G˜]
)2
− 3∂
(
[G][G˜]
)
[PUP˜ ] + 2∂
[
PU(∂2P˜ )
]
,
where we used relation (v) in the key identities Lemma 2.6 in the final step as well
as combined the final two terms on the right.
Step 8: Combining all terms involving µ4. We now combine all the terms involv-
ing µ4 together. These are all the terms on the right in the final relation in Step 7,
for which we need to include the post-factor [G], the two terms from the final ex-
pression in Step 6 which have the post-factor ∂[G], all the terms with post-factor
[G] from the final expression in Step 5, and finally all the terms with post-factor
[G] as well as the single term with post-factor ∂2[G] from the final expression in
Step 4. Modulo 2µ4, using that [PUP˜ ]
2 =
[
PU∂(P˜P )UP˜
]
= −[P (∂U)P˜ ], these
terms combine to give:
2[G][G˜]∂2[G]−
(
[G][G˜]
)2
[G] + 3
(
∂[G]
)
[G˜]∂[G]
+[G]
(
∂[G˜]
)
∂[G] + 2∂2
(
[G][G˜]
)
[G]− 3∂
(
[G]∂[G˜]
)
[G]
+2
(
[G][G˜]
[(
∂(PU)
)
P˜ ]− [G]
(
∂[G˜]
)
[PUP˜ ] + ∂
[
PU(∂2P˜ )
])
[G].
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Substituting the result (iii) from the key identities Lemma 2.6 and combining like
terms then gives the first statement of the theorem.
Step 9: Remaining statements. The second statement is a special case that
follows by setting y = z = 0 in the first statement. For the third statement, if
we suppose P˜ = P †, then U = (id + P †P )−1 = U † and G˜ = P †(id + PP †)−1 =
(id + P †P )−1P † = UP † = (PU)† = G†. 
Judicious choices for P˜ generate reverse space-time and reverse time nonlocal
versions of the quintic NLS equations stated in Theorem 3.1 as follows.
Corollary 3.2 (Reverse space-time nonlocal matrix quintic NLS equation). Sup-
pose µ3 = 0 and recall we assume µ2 and µ4 are pure imaginary parameters. If
we choose P˜ (x, t) = PT(−x,−t), where PT is the operator whose matrix kernel
is the transpose of the matrix kernel corresponding to P , then the matrix kernel
[G] = [G](y, z;x, t) satisfies, for every t ∈ [0, T ], the reverse space-time nonlocal ma-
trix quintic NLS kernel equation given by the equation for [G] stated in Theorem 3.1
with G˜(x, t) = GT(−x,−t). Further, setting y = z = 0 generates the reverse space-
time nonlocal matrix quintic NLS equation for g = g(0, 0;x, t) stated in Theorem 3.1
with g˜(0, 0;x, t) = gT(0, 0;−x,−t). Similarly if we choose P˜ (x, t) = PT(x,−t) then
we generate the corresponding reverse time only nonlocal equations.
Proof. Recall since µ˜2 = −µ2 and µ˜4 = −µ4 the operators P and P˜ satisfy the
respective linear PDEs ∂tP = µ2∂
2P + µ4∂
4P and ∂tP˜ = −µ2∂
2P˜ − µ4∂
4P˜ . The
choice P˜ (x, t) = PT(−x,−t) is consistent with these two equations. Recall G = PU
and G˜ = P˜ V where U = (id + P˜P )−1 and V = (id + PP˜ )−1. If we substitute
P˜ (x, t) = PT(−x,−t) into these expressions for G and G˜ we observe
GT(−x,−t) =
(
id + PT(−x,−t)P (x, t)
)−1
PT(−x,−t),
while
G˜(x, t) = PT(−x,−t)
(
id + P (x, t)PT(−x,−t)
)−1
.
We deduce G˜(x, t) = GT(−x,−t) and the reverse space-time results follow. The
reverse time only result follows immediately. 
Remark 3.3 (Sign of the nonlinear terms). Suppose in the final statement of The-
orem 3.1 we instead make the choice P˜ = −P †. This choice is still consistent with
the linear partial differential equations satisfied by P and P˜ in the linear operator
system in Definition 2.7, with µ˜2 = −µ2, µ˜3 = µ3 and µ˜4 = −µ4 and µ2 and
µ4 chosen pure imaginary while µ3 chosen to be real. With this choice for P˜ we
observe V = (id − PP †)−1 = V † and thus G˜ = P˜V = −P †V = −(V P )† = −G†.
Hence with the choice P˜ = −P †, we generate the equations for [G] and g shown in
Theorem 3.1 but with G˜ = −G† instead. This has the effect of changing the sign
of all the degree three terms while the sign of the quintic term is unchanged.
Remark 3.4 (Parameter restrictions). For Theorem 3.1 we assumed µ2, µ4 ∈ iR and
µ3 ∈ R to ensure d = d(∂) satisfied the dispersion property in Definition 2.8. This
property ensures suitable regularity for the kernel function p = p(x, t) which solves
the underlying linear partial differential equation. That in turn ensures a suitable
solution to the linear Fredholm equation for G; recall the discussion at the end
of Section 2. If the parameters µ2, µ3 and µ4 are more general so the dispersion
property does not hold, then establishing suitable regularity for p = p(x, t) requires
16 SIMON J.A. MALHAM
further investigation. With regards the choices of the parameters µ˜j we made, for
j = 2, 3, 4, we in principle could choose these differently to µ˜j = (−1)
j−1µj . For
example, the choice µ˜4 = −2µ4 appears to be consistent and may lead to different
equations.
4. Discussion
The advantages of the method we present to establish integrability for the gen-
eralised non-commutative fourth order quintic NLS equation, based on Po¨ppe’s
Hankel operator approach are as follows. First, the method is abstract. Once the
Fredholm equation P = G(id+Q) is established the computation proceeds entirely
at the operator level. The key initial ingredients are that the scattering data P is
a Hankel operator and depends on the parameters x and t, and satisfies an evolu-
tion in t linear equation involving a derivation operation with respect to x. And
then the auxiliary data Q is assigned appropriately in terms of P . Second, with
this in hand, the whole computation proceeds in the operator algebra, to which
a derivation operation can be applied, and that algebra is endowed with a kernel
product rule associated with the Hankel components. The procedure to establish a
closed-form nonlinear kernel equation is then direct and elementary, only requiring
basic calculus.
The observant reader will have noticed in the proof of Theorem 3.1 that, once
we computed ∂tG− d(∂)G in Step 1, the remaining Steps 2–9 in the proof were a
collating exercise, once we applied the kernel bracket operator at the very beginning
of Step 2. Indeed retrospectively we note the following. Step 2 dealt with the terms
with factor µ2, i.e. those associated with the second order part of d(∂). The key
identity in Step 2 helping to establish a closed nonlinear form is identity (i) in
Lemma 2.6 for ∂[PUP˜ ]. Step 3 dealt with the terms with factor µ3, i.e. those
associated with the third order part of d(∂). The key identity in Step 3 that
established a closed nonlinear form is identity (ii) in Lemma 2.6 for ∂[PU(∂P˜ )], in
addition to identity (i). Then in Steps 4–8 which dealt with the terms with factor µ4
the key identity was (iii) in Lemma 2.6 for ∂[PU(∂2P˜ )], in addition to the previous
two. Indeed the main work in establishing our main result in Theorem 3.1 was the
proof of identities (i)–(iii) in Lemma 2.6. It is likely the proof of the Lemma can be
simplified further. This suggests a key identity for the quintic order case, i.e. when
the order of d(∂) is five, will involve an analogous expression for ∂[PU(∂3P˜ )]. This
is the last case presented in Nijhoff et al. [30]. An explicit closed-form expression
for all orders is obviously of interest. This is ongoing work.
Lastly we remark the approach based on Po¨ppe’s method we have adopted, is
relatively easily adapted to generating numerical approximations to solutions of the
integrable non-commutative nonlinear partial differential equations we consider.
This was indeed implemented for the NLS and Korteweg de Vries equations in
Doikou et al. [12]. The procedure is this. Given initial data p0 we can analytically
construct the Hankel operator P = P (x, t) at any given time t > 0. Then we
can compute Q := P †P , this will involve integration which can be approximated
accurately. Finally we can numerically solve the linear Fredholm equation P =
G(id + Q) to determine G at the time t > 0. The only remaining issue here is
that we would obviously prefer to be given initial data g0, i.e. for the kernel of G
initially. In this case in principle p0 can be computed from g0 via ‘scattering’, as
suggested for example by McKean [28]. We intend to pursue this as well.
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