We consider symbolic tree automata (sta) and symbolic regular tree grammars and their corresponding classes of tree languages: s-recognizable tree languages and s-regular tree languages. We prove that the following three classes are equal: the class of s-recognizable tree languages, the class of s-regular tree languages, and the class of images of classical recognizable tree languages under tree relabelings. Moreover, the sta and the recently introduced variable tree automata are incomparable with respect to their recognition power. Also, we consider symbolic tree transducers (stt) and prove the following theorems. The syntactic composition of two stt computes the composition of the tree transformations computed by each stt, provided that (1) the first one is deterministic or the second one is linear and (2) the first one is total or the second one is nondeleting. Backward application of an stt to any s-recognizable tree language yields an s-recognizable tree language. There is a linear stt of which the range is not an s-recognizable tree language. Forward application of simple and linear stt preserves s-recognizability. A restricted version of both the type checking problem of simple and linear stt, and the inverse type checking problem of arbitrary stt is decidable. Since we deal with trees over infinite alphabets, we require appropriate conditions on sta and stt such that all the proofs are constructive.
Introduction
In several areas there is a need to consider finite-state automata which work over strings or trees that involve data from some infinite domain. In [16] three areas are mentioned which require systems with finite control and infinite source of data: software with integer parameters [6] , datalog systems with infinite data domain [5] , and XML documents of which the leaves are associated with data values from some infinite domain [4] . For application in XML scenarios, e.g., finite-memory tree automata are defined [19] which maintain, besides the finite set of states, a finite number of registers which keep arbitrary strings. In [11, 25] data tree automata were introduced which accept data trees; these are unranked trees in which each node carries a label from some finite alphabet and a data taken from the set of natural numbers. In [28] and [29] symbolic tree automata (sta) and symbolic tree transducers (stt) were introduced which work on trees over an infinite, unranked set of symbols. It was mentioned in [28] that lifting the finite alphabet restriction is useful to enable efficient symbolic analysis. Symbolic transducers are useful for exploring symbolic solvers when performing basic automata-theoretic transformations [30] .
In this paper we provide new formal definitions of sta and stt which slightly differ from those given in [28, 29] . At the end of Sects. 3.2 and 5.1 we will compare our definitions with the original ones. We will contribute to the theory of sta and stt. First let us briefly recall these concepts.
Roughly speaking, an sta is a finite-state tree automaton [12] except that the input trees are built up over an infinite set of labels. In order to ensure a finite description of the potentially infinite set of transitions we bind the maximal number of the successors of any node occurring in an input tree by an integer k ∈ N, and we employ finitely many unary Boolean-valued predicates over the set of labels. In order to guarantee that our proofs involving sta are constructive and the emptiness problem for tree languages recognized by sta is decidable, we furthermore demand that each predicate is recursive and has a decidable emptiness problem. Then every transition of a k-bounded symbolic tree automaton (k-sta) has the form (q 1 . . . q l , ϕ, q) where 0 ≤ l ≤ k, q, q 1 , . . . , q l are states, and ϕ is a unary Boolean-valued predicate. Such a transition is applicable to a node if ϕ holds for the label of that node. The tree language L(A) recognized by an sta A is defined as the union of all tree languages L(A, q), where q is a final state, and the family (L(A, q) | q ∈ Q) is defined inductively in the same way as for finite-state tree automata. A tree language is k-bounded s-recognizable if there is a k-sta which recognizes this language, and it is s-recognizable if it is k-bounded s-recognizable for some k ∈ N. An example of a 2-bounded s-recognizable tree language is the set of all binary trees with labels taken from N such that every label is divisible by 2 or every label is divisible by 3 as, e.g., 2(4, 6) or 3 (15, 18) 
(cf. Example 3.2).
By restricting the set of labels to a ranked alphabet and just allowing, for every σ ∈ , the characteristic mapping on {σ } as predicate, we reobtain the classical finite-state tree automata. In [28] it was proved that (i) bottom-up sta are determinizable, (ii) the class of s-recognizable tree languages is closed under the Boolean operations, and (iii) the emptiness problem for s-recognizable tree languages is decidable provided the emptiness problem in the Boolean algebra of predicates is decidable.
Similarly, an stt is a top-down tree transducer [14, 24, 27] except that its input and output trees are built up over potentially infinite sets of (resp., input and output) labels. In the same way as for sta, we ensure a finite description by an a priori bound k on the maximal number of the successors of a node and by using a finite set of unary predicates; also here we only deal with recursive predicates with decidable emptiness problem. The right-hand side of each rule of a k-bounded symbolic tree transducer (k-stt) contains unary functions, rather than explicit output symbols as in top-down tree transducers. These functions are then applied to the current input label and thereby produce the output labels. More formally, a rule has the form q(ϕ(x 1 , . . . , x l )) → u where 0 ≤ l ≤ k, q is a state, ϕ is a unary Boolean-valued predicate over the set of input labels, x 1 , . . . , x l are the usual variables that represent input subtrees, and u is a tree in which each internal node has at most k successors and is labeled by a unary function symbol; the leaves of u can be labeled alternatively by objects q (x i ) with state q and x i ∈ {x 1 , . . . , x l }. Clearly, the leaf labels of the form q (x i ) organize the recursive descent on the input tree as usual in a top-down tree transducer. The tree transformation computed by an stt is defined in the obvious way by means of a binary derivation relation. For instance, there is a (nondeterministic) 2-stt which transforms each binary tree over N into a set of binary trees over N such that a subtree n(ξ 1 , ξ 2 ) of the input tree is transformed into m(ξ 1 , ξ 2 ) where
• m = n, and ξ 1 and ξ 2 are transformations of ξ 1 and ξ 2 , respectively, or • m = n 6 if n is divisible by 6, and both ξ 1 and ξ 2 are transformations of ξ 1 (cf. Example 5.2).
By restricting the predicates on the input labels to some ranked alphabet (as for sta above) and by only allowing unary functions such that each one produces a constant symbol from some ranked (output) alphabet, we obtain top-down tree transducers.
Since sta and stt can check and manipulate data from an infinite set (cf. Sect. 6.2), they can be considered as tools for analyzing and transforming trees as they occur, e.g., in XML documents. Thus, the theoretical investigation of sta and stt is motivated by practical problems as e.g. type checking and inverse type checking.
We prove a characterization of s-recognizable tree languages in terms of (classical) recognizable tree languages and tree relabelings (Theorem 3.5). We compare the recognition power of sta with that of variable tree automata [16, 21] (cf. Theorem 3.9) and data tree automata [11, 25] . Moreover, as a generalization of (classical) regular tree grammars [8] we introduce symbolic regular tree grammars and characterize s-regular tree languages in terms of regular tree languages and tree relabelings (Theorem 4.4). As a corollary, we obtain that s-recognizable tree languages are the same as s-regular tree languages (Theorem 4.5).
For stt we recall the concept of the syntactic composition from [29] . We show that the syntactic composition of two stt M and N computes the composition of the tree transformations computed by M and N , provided that (1) M is deterministic or N is linear or (2) M is total or N is nondeleting (Theorem 5.6). This generalizes Baker's classical result [2, Thm. 1]. In order to be able to construct the syntactic composition, we have to require certain compatibilities between the unary functions occurring in the rules of M and the predicates occurring in N .
Finally, we consider forward application and backward application of stt; these investigations are motivated by the (inverse) type checking problem (see among others [1, 13, 20, 22] ). We show that the backward application of a k-stt to any k-bounded s-recognizable tree language yields a k-bounded s-recognizable tree language (Theorem 6.3). It is well-known that the forward application of linear top-down tree transducers preserves recognizability of tree languages (see e.g. [27] or [17, Ch. IV, Cor. 6.6]). It is surprising that for stt the corresponding result does not hold, in fact there is a linear k-stt of which the range is not a k-bounded s-recognizable tree language (Lemma 6.4). However, the application of simple and linear stt preserves s-recognizability (Theorem 6.5). For the results on forward and backward application, again we have to require certain compatibilities between the predicates and the unary functions of the involved devices. As a corollary, we obtain that the type checking problem of simple and linear stt, as well as, the inverse type checking problem of arbitrary stt is decidable (Theorem 6.7) provided that certain compatibilities are ensured.
Since the theory of sta and stt is based on concepts which are slightly different from the foundations of classical finite-state tree automata and tree transducers, we list them in detail in Sect. 2.
Preliminaries

General
The set of nonnegative integers is denoted by N.
For a set A, we denote by |A| and P( A) the cardinality and the set of all subsets of A. Moreover, we denote by ι A the identity mapping over A. For a set I , an I -indexed family over A is a mapping f : I → A. We denote the family f also by (
The reflexive and transitive closure of a relation ρ ⊆ A × A is denoted by ρ * .
Trees
In this paper we mainly consider trees over a nonempty and unranked set. We note that our concept of a tree differs from that of [28, 29] in that we do not consider the empty tree as the base of the inductive definition.
Let U be a (possibly infinite) nonempty set, called the set of labels, and Y a further set with Y ∩ U = ∅. The set of trees over U (or:
A tree language over U (or: U -tree language) is any subset of T U .
Let Q be a set with Q ∩ U = ∅. Then we denote by
We define the set of positions in a U -tree by means of the mapping pos :
For every ξ ∈ T U (Y ) and w ∈ pos(ξ ), the label of ξ at w, denoted by ξ(w) ∈ (U ∪ Y ), the subtree of ξ at w, denoted by ξ | w ∈ T U (Y ), and the rank at w, denoted by rk ξ (w) ∈ N, are defined inductively as follows:
Let ξ ∈ T U (Y ) be a tree. For any V ⊆ U , we define pos V (ξ ) = {w ∈ pos(ξ ) | ξ(w) ∈ V }. If V = {a}, then we write just pos a (ξ ) for pos V (ξ ). Moreover, for every ζ ∈ T U (Y ) and w ∈ pos(ξ ), we denote by ξ [ζ ] w the tree which is obtained by replacing the subtree ξ | w by ζ .
We will consider trees with variables and the substitution of trees for variables. For this, let X = {x 1 , x 2 , . . .} be an infinite set of variables, disjoint with U , and let X l = {x 1 , . . . , x l } for every l ∈ N. For trees ξ ∈ T U (X l ) and ζ 1 , . . . , ζ l ∈ T U (Y ), we denote by ξ [ζ 1 , . . . , ζ l ] the tree which we obtain by replacing every occurrence of x i by ζ i for every 1 ≤ i ≤ l. We note that ξ [ζ 1 , . . . , ζ l ] ∈ T U (Y ). Moreover, we denote by C U (X l ) the set of trees in T U (X l ) in which each variable x i occurs exactly once and the order of variables from left to right is
Finally, let ξ ∈ T U (Y ) and k ∈ N. We define the rank rk(ξ ) of ξ to be rk(ξ ) = max{rk ξ (w) | w ∈ pos(ξ )} and we say that ξ is k-bounded if rk(ξ ) ≤ k. We denote the set of all k-bounded U -trees indexed by Y by T
In this paper U , V , and W will always denote arbitrary recursive and nonempty sets unless specified otherwise.
Tree transformations
, τ is a function), then we also write τ :
V . The inverse τ −1 , the domain dom(τ ), and the range ran(τ ) of a tree transformation τ are defined in the standard way.
Let
V tree languages. The forward application (or just: application) of τ to L is the tree language τ (L). The backward application of τ to L is the tree language τ −1 (L ) (which is the forward application of τ −1 to L ).
We extend the above concepts to classes of tree transformations and classes of tree languages. For instance, if C is a class of k-tree transformations and L is a class of k-tree languages, then we define
Tree automata, tree grammars, tree transducers
We assume that the reader is familiar with the basic concepts of the theory of (classical) tree automata and tree transducers which can be found among others in [10] and [17, 18] . In particular, we freely use the concept of a ranked alphabet, a tree language over a ranked alphabet, a finite-state tree automaton, a recognizable tree language, a regular tree grammar, a regular tree language, a top-down tree transducer, and of a tree transformation. Here we recall only some notations.
A ranked alphabet is a finite set equipped with a rank mapping rk : → N. We define l = {σ ∈ | rk (σ ) = l} (l ≥ 0) and maxrk( ) = max{rk (σ ) | σ ∈ }. It is clear that every tree ξ ∈ T is maxrk( )-bounded.
A finite-state tree automaton is a system A = (Q, , δ, F), where Q is a finite, nonempty set of states, is a ranked alphabet, δ = (δ σ | σ ∈ ) is the family of sets of transitions, i.e., δ σ ⊆ Q l × Q for every l ∈ N and σ ∈ with rk (σ ) = l, and F ⊆ Q is the set of final states. The set of trees recognized by A is denoted by L(A). A tree language L ⊆ T is recognizable if there is a finite-state tree automaton A such that L = L(A).
A regular tree grammar is a tuple G = (N , , S, R) where N is a finite set of nonterminals, is a ranked alphabet, S ∈ N is the initial nonterminal, and R is a finite set of rules where each rule has the form A → u with A ∈ N and u ∈ T (N ). The derivation relation induced by G and the tree language generated by G are denoted by ⇒ G and L(G), respectively. We say that G is in normal form if every rule has the form A → σ (B 1 , . . . , B l ) for some l ≥ 0, σ ∈ l , and A) is the set of terminal trees generated from the nonterminal A. Finally, G is reduced if all its nonterminals are reachable and productive. For details, see [10] .
Symbolic tree automata
In this section we formalize our adaptation of the concept of a symbolic tree automaton from [28] and compare our model with the original one. Then we prove basic properties of sta. Finally, we compare the recognition capacity of sta with that of variable tree automata and also briefly with that of ordered tree automata.
Predicates and label structures
A (unary) predicate over U is a mapping ϕ : U → {0, 1}. We denote by Pred(U ) the set of all predicates over U . Let ϕ ∈ Pred(U ) be a predicate. We introduce the notation
We define the operations ¬, ∧, and ∨ over Pred(U ) in the obvious way and extend ∧ and It is clear that (BC( ), ∧, ∨, ¬, ⊥, ) is a Boolean algebra for every ⊆ Pred(U ).
In order to guarantee that our proofs are constructive and we can obtain some decidability results, we restrict the class of predicates which we consider. Namely, for each set U , we define the set Pred 0 (U ) to be the largest set ⊆ Pred(U ) such that each predicate in is recursive 1 and the emptiness of predicates in BC( ) is decidable. The latter means that there is an algorithm which, for every ϕ ∈ BC( ) as input, decides if [[ϕ]] = ∅ holds or not. We note that ⊥, ∈ Pred 0 (U ).
Let ⊆ Pred 0 (U ). Then we call a pair (U, ) a label structure. In particular, (U, { }) and (U, {⊥}) are label structures.
Definition of sta
• Q is a finite, nonempty set of states, • (U, ) is a label structure, • F ⊆ Q is the set of final states, and • R is a finite set of rules; each rule has the form (q 1 . . . q l , ϕ, q) where 0 ≤ l ≤ k, q 1 , . . . , q l , q ∈ Q, and ϕ ∈ BC( ).
We call (q 1 . . . q l ) the left-hand side, ϕ the guard, and q the right-hand side of the rule ρ, and denote them by lhs(ρ), grd(ρ), and rhs(ρ), respectively. Clearly, every k-sta is a (k + 1)-sta. By a symbolic tree automaton (sta) we mean a k-sta for some k ∈ N.
For every q ∈ Q, we define the tree language
The condition that all predicates in (and hence in BC( )) are recursive ensures that we can decide whether ξ ∈ L(A, q) for every q ∈ Q and ξ ∈ T
We denote the class of all k-bounded s-recognizable tree languages by REC (k) . Moreover, we call a tree language s-recognizable if it is k-bounded s-recognizable for some k ∈ N. Two k-sta
Example 3.2 We give an example of an sta. For this we consider the set U = N and the 2-bounded tree language
where a tree ξ is binary if rk ξ (w) ∈ {0, 2} for every w ∈ pos(ξ ). For instance, the trees 2(4, 6) and 3 (15, 18) 
= {n ∈ N | n is divisible by i}, and for every i ∈ Q the rules (ε, div(i), i) and (i i, div(i), i) are in R (where ii means the sequence with two occurrences of state i). For instance, 6 (12, 18) 
Example 3.3 Both ∅ and the set T (k)
U are k-bounded s-recognizable for every k ∈ N. In order to recognize ∅ we can use the k-sta with (U, {⊥}) as label structure and the empty set of rules.
We note that our definition of sta slightly differs from the one in [28] in the following.
1. For a label set U , they fix a Boolean algebra B of predicates over U , and then build a theory of sta only over B. We consider the set Pred 0 (U ), and then are able to build the corresponding theory of sta over label structures (U, ), where ⊆ Pred 0 (U ). 2. In [28] no bound on the number of successors of nodes is mentioned. In our definition we put an explicit bound k on this number; this allows to prove that k-bounded s-recognizable tree languages are closed under k-complement.
We note that the closure under complement is not discussed clearly in [28] . The root of the ambiguity is that the complement of a tree language, appearing in Prop. 3 of that paper, is not defined. If the complement of a tree language L is meant to be U T σ \L (as maybe is suggested by the definition of the complement of a predicate [28, p.146] ), which corresponds to T U \L in our notation, then, contrary to [28, Prop. 3, Thm. 1], the class of s-recognizable tree languages is not closed under complement. This can be seen easily as follows. Let L be an s-recognizable tree language (in the sense of [28] or of the present paper). Then obviously L is bounded, while the tree language U T σ \L is not bounded. Hence the latter cannot be s-recognizable.
However, we can define the k-complement of a k-bounded tree language L as its complement with respect to T Recognizable and regular tree languages for unranked trees and their closure properties are considered in [3, 7, 9, 23, 26] . In [26] is it proved that a tree language is recognizable if and only if it is a projection of the set of derivations of some extended context-free grammar. In [3] expansive tree grammars and tree automata are defined and their equivalence is proved. The number of transitions for a tree automaton is finite. This fact, exactly like in [28] and the present paper, yields that recognizable tree languages are bounded and hence not closed under complement. On the other hand, they are closed under union and set difference. In the tree automaton model of [23] and [7, 9] , the set of transitions for an unranked symbol may be infinite. However, the set of state sequences appearing on the input side of a transition forms a regular (string) language. Under this condition recognizable tree languages (called tree-regular tree languages in those papers) are closed under the Boolean operations. In [23] also tree languages are extended to forest languages.
Basic properties
Here we give a characterization of s-recognizable tree languages in terms of (classical) recognizable tree languages and tree relabelings. It essentially differs from that of [14] in the sense that (i) it can replace a symbol by a symbol from a potentially infinite set of symbols and (ii) the involved symbols are unranked. Moreover, we introduce uniform tree languages and show that any uniform tree language is not s-recognizable.
Formally, a relabeling is a mapping τ :
Then the mapping τ is extended to τ :
In the sequel, we drop the primes from τ and τ and identify both mappings with τ .
In the following we give a characterization of s-recognizable tree languages in terms of recognizable tree languages and tree relabelings.
Lemma 3.4 1. For every k-bounded s-recognizable tree language L we can construct a kbounded and recognizable tree language L and a k-tree relabeling
τ such that τ (L ) = L.
For every k-bounded and recognizable tree language L and k-tree relabeling
We construct the finite-state tree automaton A = (Q, , δ, F), where
It should be clear that L(A ) is k-bounded. Moreover, we define the mapping τ :
We can easily prove the following statement by induction on trees: for every ξ ∈ T
which proves that L(A) = τ (L(A )).
For the proof of the other implication, let us consider a finite-state tree automaton
We may assume without loss of generality that maxrk( ) ≤ k. Moreover, let τ : → P(U ) be a relabeling. We define the sets
Since ϕ σ ∈ Pred 0 (U ) for every σ ∈ , we have that (U, ) is a label structure. Hence
By letting τ be the identity mapping in Lemma 3.4(2), we obtain that each recognizable tree language is also s-recognizable. A further consequence of Lemma 3.4 is the following characterization.
Theorem 3.5 A tree language L is k-bounded s-recognizable if and only if it is the image of a k-bounded and recognizable tree language under a k-tree relabeling.
Using the above characterization result, we can easily give examples of bounded tree languages that are not s-recognizable. For an infinite set U , we call a tree language L ⊆ T U uniform if it satisfies the following conditions:
(a) all trees in L have the same shape, i.e., there is a finite subset P ⊆ N * such that for every ξ ∈ L we have pos(ξ ) = P, and (b) there are different positions v, w ∈ P such that the set {ξ(v) | ξ ∈ L} is infinite and
For instance, the tree language L 2 = {a(a) | a ∈ U } is uniform provided U is infinite. In particular, pos(ξ ) = {ε, 1} for every ξ ∈ L 2 .
Lemma 3.6 If L ⊆ T (k)
U is a uniform tree language, then L is not k-bounded s-recognizable.
Proof We prove the statement by contradiction, i.e., we assume that the tree language L ⊆ T
(k)
U is uniform and s-recognizable. Then there is a set P ⊆ N * such that pos(ζ ) = P for every ζ ∈ L. By Lemma 3.4(1), there is a ranked alphabet , a k-bounded and recognizable tree language L ⊆ T , and a relabeling τ :
Since τ , being a k-tree relabeling, preserves the shape of trees, pos(ζ ) = P for every ζ ∈ L . Then, since is a finite set, L is also finite. Finally, since L is infinite, there are a tree ζ ∈ L , different positions v, w ∈ P, and different labels a, b ∈ U such that a ∈ τ (ζ(v)) and b ∈ τ (ζ(w)). Then there is a tree ξ ∈ τ (ζ ) such that ξ(v) = a and ξ(w) = b, which contradicts condition (b) for uniform tree languages.
By the above lemma, for an infinite set U , the 1-bounded tree language L 2 is not s-recognizable.
Comparison with other models
Here we present a detailed comparison of sta and variable tree automata and a brief comparison of sta and ordered tree automata.
In [16] another automaton model with infinite input alphabet was introduced. It is called variable (string) automaton. In [21] this concept has been extended to variable tree automata over infinite alphabets (vta). The theory of vta is different from that of sta, e.g., the class of s-recognizable tree languages is closed under k-complement (cf. Sect. In this section we will compare the recognition power of sta and of vta. In order to be able to do so, (1) we modify our sta model a bit and then (2) we recall the concepts of vta from [21] in a slightly adapted form.
By a ranked set we mean a nonempty set U of symbols such that with each symbol a ∈ U an element in N, the rank of a, is associated. For every l ≥ 0, we denote by U l the set of all symbols of U with rank l. The set of trees over a ranked set U is defined in the obvious way.
A
• is a finite set of predicates (in order to be compatible with [21] , we do not require that
The concepts of a ranked k-bounded s-recognizable tree language and a ranked s-recognizable tree language are defined in the obvious way. It should be clear that, provided we keep the restriction ⊆ Pred 0 (U ), each ranked k-sta is a special k-sta. Now we prepare the definition of a variable tree automaton according to [21] . Let U and V be ranked sets. A rank preserving relabeling (r-relabeling) from U to V is a relabeling τ :
. Then τ extends to trees in the same way as in case of k-tree relabelings (cf. Sect. 2.3). We note that, as in [21] , τ (a) need not be in Pred 0 (V ).
Let be a ranked alphabet, V an infinite ranked set, A, Z , and Y ranked alphabets. We say that the collection (A, Z , Y ) is a valid partitioning of for V if Let (A, Z , Y ) be a valid partitioning of for V and τ :
We denote the set of all (A, Z , Y )-valid r-relabelings by VR(A, Z , Y ).
In Fig. 1 we illustrate the conditions for a valid r-relabeling. The subsets A = ∩ V , Z , and Y of form a valid partitioning of for V . The mapping τ is the identity on A; the effect of τ on Z and Y is visualized by arrows. The properties (i)-(iv) of τ are indicated in the corresponding parts of the figure. If Y = ∅, then, due to condition (iv) the set τ (y) must be infinite for some y ∈ Y l because V is infinite while both A and τ (Z ) are finite.
A variable tree automaton (vta) is a tuple B = (A, V, A, Z , Y ) where
The tree language recognized by B is the set
We call a tree language v-recognizable if it can be recognized by a vta.
Proposition 3.7 For every ranked alphabet , every recognizable tree language L over is also v-recognizable.
Proof Let A be a finite-state tree automaton (with input ranked alphabet ) such that L = L(A). Moreover, let V be an arbitrary infinite ranked set such that ⊆ V . We observe
the only ( , ∅, ∅)-valid r-relabeling is the identity mapping over . Hence we obtain that L(B) = L(A).
Next we relate v-recognizable tree languages and s-recognizable tree languages.
Proposition 3.8 Let
where k = maxrk( ).
Proof We note that every τ ∈ VR(A, Z , Y ) is a k-tree relabeling. Hence, by an easy adaptation of Lemma 3.4(2), the tree language τ (L(A)) is recognizable by a ranked k-sta A τ .
Hence the statement holds with
In spite of the above fact, we can prove the following statement. By the adaptation of Lemma 3.4(2) to ranked k-sta, we obtain that the tree language τ (L) can be recognized by a ranked 1-sta. Roughly speaking, τ (L) consists of all sequences of the form n k . . . n 2 n 1 a, where k ≥ 0, n i is an odd number if i is odd and an even number otherwise. We show by contradiction that τ (L) cannot be recognized by any vta.
For this, assume that there is a vta B = (A, V, A, Z , Y ), where the input alphabet of
. We may assume without loss of generality that Y = ∅, which can be seen as follows. Assume that Y = {y}, and that there is a tree ξ ∈ L(A) such that y occurs in ξ at the position 1 i (see Sect. In [25] ordered-data tree automata (ODTA) were introduced. These automata accept ordered-data trees which are unranked trees in which each node carries a label from some finite alphabet and data taken from the set of natural numbers. An ODTA S consists of a finite-state relabeling T (called letter-to-letter transducer there) with output alphabet , a finite-state string automaton M over 2 , and a 0 ⊆ . The ODTA S accepts a tree ξ , if there is a tree ξ which results from the application of T to the profile PROFILE(ξ ) of ξ and such that the string representation of ξ is accepted by M and a data property related to 0 holds. The profile PROFILE(ξ ) is a tree which has the same shape as ξ and each node w carries the label and data of ξ at w and, additionally, the three pieces of information whether the data at w is equal (or not) to the data at its left neighbor, right neighbor, and parent node.
The acceptance powers of sta and ODTA are incomparable. There is no ODTA which can accept the tree language of Example 3.2, because ODTA cannot check arbitrary predicates but just equality. On the other hand, the uniform tree language L 1 = {n(n) | n ∈ N} can be accepted by an ODTA but not by an sta (cf. Lemma 3.6). However, PROFILE(L 1 ) can be accepted by an sta. But the tree language of Example 6 of [25]-let us call it L 2 -*can be accepted by an ODTA but PROFILE(L 2 ) cannot be accepted by an sta. So, adding the capability of checking the profile of the input tree to the sta is not sufficient to reach the acceptance power of ODTA. Moreover, an ODTA can accept unbounded tree languages which an sta cannot.
In [11] unranked tree automata with constraints are considered. They are systems of the form (A, C), where A is an unranked tree automaton over a finite alphabet and C is a set of constraints. A constraint in C can be a set constraint or a linear data constraint. A set constraint has the form τ = ∅, where τ is Boolean expression over elementary formulas of the form V (a) for some a ∈ , where the semantics of V (a) in a data tree t is the set of data values being at a-nodes of t. A linear data constraint is in fact an instance of integer linear programming over the variables x 1 , . . . , x l (for the enumeration a 1 , . . . , a l of ) and z 1 , . . . , z k (for the enumeration S 1 , . . . , S k of nonempty subsets of ). A data tree t satisfies such a linear data constraint if the vector
satisfies the involved instance of the linear integer programming, where #a i (t) is the number of a i -nodes of t, and |[S j ] t | is the number data values which are found among a-nodes for all a ∈ S j but which are not attached to any b-nodes for the label b ∈ S j .
A data tree t satisfies (A, C) if A accepts t and t satisfies all constraints in C. In such a way (A, C) defines a language of data trees. Such a tree language, in general, is unbounded, hence cannot be accepted by sta. On the other hand, our sta may apply arbitrary predicates while the constraints in C are particular ones. Hence we guess that the acceptance power of sta and unranked tree automata with constraints are also incomparable.
Symbolic regular tree grammars
In this section we introduce symbolic regular tree grammars and show that they are semantically equivalent to sta. 
BC( ) (N ).
By a symbolic regular tree grammar (srtg) we mean a k-srtg for some k ∈ N. The k-bounded tree language L(G, A) generated by G from a nonterminal A ∈ N is the set
The tree language generated by G, denoted by L(G), is the set L(G, S). A tree language
L ⊆ T (k) U is called k-bounded symbolically regular (k-bounded s-regular) if there is a k-srtg G such that L = L(G). Moreover, a tree language is s-regular if it is k-bounded s-regular for some k ∈ N. Two k-srtg G 1 and G 2 are equivalent if L(G 1 ) = L(G 2 ).
Example 4.2 We consider the 2-srtg G = (N , U, , S, R), where U = N,
= {div(2)}, and R contains the two rules:
)(S, S), ¬div(2)(S, S)
and S → div(2).
Then L(G) is the set of all trees ξ ∈ T (2)
N such that for every position w of ξ : (i) rk ξ (w) ∈ {0, 2}, (ii) |w| is even iff ξ(w) is even, and (iii) if rk ξ (w) = 0, then |w| is even. For instance, 4 1(4, 2), 3(2, 6) ∈ L(G).
In the following we give a characterization of s-regular tree languages in terms of regular tree languages and tree relabelings.
Lemma 4.3 1. For every k-bounded s-regular tree language L we can construct a kbounded and regular tree language L and a k-tree relabeling τ such that τ (L ) = L. 2. For every k-bounded and regular tree language L and k-tree relabeling τ we can construct a k-bounded s-regular tree language L such that L = τ (L ).
Proof First let L = L(G) for some k-srtg G = (N , U, , S, R).
We construct the regular tree grammar G = (N , , S, R ) as follows.
• For every l ≤ k, let
: u(w) = ϕ and rk w (u) = l}, • and let R be the set of all rules A → u such that there is a rule A → u in R and u is obtained from u as follows: for every w ∈ pos(u) BC( ) , we replace u(w) by
It is obvious that L(G ) is k-bounded. Moreover, we let the mapping τ :
Since ϕ ∈ Pred 0 (U ), we have that τ is a relabeling.
We can prove by induction that for every ζ ∈ T (k)
For the proof of Statement 2, let us consider a regular tree grammar G = (N , , S, R) such that L(G ) is k-bounded, and a relabeling τ : → P(U ). We may assume without loss of generality that maxrk( ) ≤ k. We define the two sets :
for every σ ∈ and • R : if A → u is in R, then A → u is in R where u is obtained from u by replacing every σ by ϕ σ .
Since ϕ σ ∈ Pred 0 (U ), we have that (U, ) is a label structure. Hence G = (N , U, , S, R ) is a k-srtg. It should be clear that L(G) = τ (L(G )).
It follows from Lemma 4.3(2) that each regular tree language is also s-regular. We obtain this by letting τ be the identity mapping. As another consequence of Lemma 4.3, we obtain the following characterization result.
Theorem 4.4 A tree language L is k-bounded s-regular if and only if it is the image of a k-bounded and regular tree language under a k-tree relabeling.
We can also show that s-recognizable tree languages are the same as s-regular tree languages.
Theorem 4.5 A tree language is s-recognizable if and only if it is s-regular.
Proof It follows directly from Lemmas 3.4 and 4.3 and the fact that a tree language is recognizable if and only if it can be generated by a regular tree grammar (cf. e.g. Theorem 3.6 in Chapter II. of [17] ).
In the rest of this section we show some useful transformations on k-srtg which preserve the generated tree language. For this, we need some preparation. U . Hence, they can be dropped from R without any effect on the generated tree language L(G). Moreover, it is decidable whether a rule is feasible or not due to the fact that the emptiness of predicates in BC( ) is decidable. In summary, for every k-srtg we can construct an equivalent clean one.
The k-srtg G is in normal form if every rule has the form A → ϕ(B 1 , . . . , B l ) for some l ≤ k, ϕ ∈ BC( ), and B 1 , . . . , B l ∈ N . The notions of reachable and productive nonterminal and the notion of reduced k-srtg are defined in the same way as for rtg. We can prove the following result.
Lemma 4.6 For every k-srtg, we can construct an equivalent clean and reduced k-srtg which is in normal form.
Proof Let G = (N , U, , S, R) be a k-srtg. We may assume that G is clean (otherwise we construct a clean k-srtg which is equivalent to G). By Lemma 4.3(1), there is a regular tree grammar G over some ranked alphabet such that L(G ) is k-bounded, and there is a relabeling τ : τ (L(G ) ). Since G is clean, τ (σ ) = ∅ for every σ ∈ (see the proof of that lemma).
Then we transform G into an equivalent regular tree grammar G which is reduced and is in normal form using the transformations in [10, Prop. 2.1.3, 2.
1.4]. Note that L(G ) is k-bounded and L(G) = τ (L(G )).
Finally, we follow the proof of Lemma 4.3(2) to construct a k-srtg G from G and τ such that L (G) = τ (L(G ) ). Then G is clean due to the above condition on τ . Moreover, a direct inspection of that construction shows that G is reduced and is in normal form.
Symbolic tree transducers
In this section we formalize our adaptation of the concept of a symbolic tree transducer from [28, 29] . Then we show some basic properties, relate symbolic tree transducers to classical top-down tree transducers [24, 27] , and compare our model with the original one. Finally, we prove a composition result for symbolic tree transducers.
Definition of stt
For every finite set Q and l ∈ N, we let Q(X l ) = {q(x i ) | q ∈ Q, x i ∈ X l }.
We denote by F (U → V ) the set of all unary recursive functions from U to V . Moreover, for every tree u ∈ T F (U →V ) (Y ) and a ∈ U , we denote by u(a) the tree which is obtained by replacing every function f in u by the value f (a) ∈ V . Hence we have that u(a) ∈ T V (Y ).
• Q is a finite set of states, • (U, ) is a label structure, called the input label structure, and V is a set of output labels, • q 0 ∈ Q is the initial state, and • R is a finite set of rules of the form q (ϕ(x 1 , . . . , x l ) 
Clearly, every k-stt is a (k + 1)-stt. By an stt we mean a k-stt for some k ∈ N.
For a rule ρ = q(ϕ(x 1 , . . . , x l )) → u, we call the pair (q, l) the left-hand side state-rank pair, ϕ the guard, and u the right-hand side of ρ, and denote them by lhs(ρ), grd(ρ), and rhs(ρ), respectively.
We say that the stt M is linear (resp. nondeleting) if, for each rule ρ as above, its right-hand side contains at most (resp. at least) one occurrence of x i for every 1 ≤ i ≤ l.
Moreover, M is deterministic if, for any two different rules ρ 1 and ρ 2 in R, the condition lhs(ρ 1 ) = lhs(ρ 2 ) entails that
We note that there is no k-stt which is a total (k + 1)-stt.
Next we define the semantics of a k-stt M = (Q, U, , V, q 0 , R). We define the derivation relation of M, denoted by ⇒ M , to be the smallest binary relation
there is a position w ∈ pos(ξ 1 ) and a rule q (ϕ(x 1 , . . . , x l )) → u in R, such that
The conditions that all predicates in are recursive and that all functions in the right-hand side of the rules are recursive make the relation ⇒ M recursive. Sometimes, we drop M from ⇒ M . Let q ∈ Q, ξ ∈ T U , and ζ ∈ T V . We can show by induction on ξ that if ξ ∈ T (k)
V . The q-tree transformation computed by M, denoted by M q , is the relation U . Now consider for U = {a} the 0-tree relabeling τ : U → N defined by τ (a) = N. Since τ (a) is infinite, there is no 0-stt which induces τ . This phenomenon shows that tree relabelings are different from the relabelings of [14] because the latter are particular top-down tree transducers. A deterministic k-stt (total k-stt) transforms every input tree into at most one (at least one) output tree.
Example 5.2 We consider the 2-stt
is the set of all non-negative integers which are divisible by i. Moreover, R has the following rules:
where the unary function [: 6] performs division by 6. Note that M is not deterministic, because lhs(ρ 1 ) = lhs(ρ 2 ) = (q, 2) and
Also note that M is not total, because for l = 1 we have:
Also M is neither linear nor nondeleting, because of rule ρ 1 .
On the input tree ξ = 6(12(4, 6), 7) the 2-stt M can perform the following derivation:
q (6(12(4, 6) , 7)) ⇒ 1(q (12(4, 6) ), q(12(4, 6))) ⇒ 2 1(2(q(4), q(4)), 12(q(4), q(6))) ⇒ 4 1 (2(4, 4), 12(4, 6) ) .
The 2-stt M transforms a binary tree ξ in the following way. At each position w of ξ , M can reproduce the label ξ(w) of this position and recursively transform the subtrees (using rules ρ 2 and ρ 3 ). If ξ(w) is divisible by 6, then, additionally (using rule (ρ 1 )), M can divide it by 6, delete the second subtree, and process two copies of the first subtree independently.
Next we show that stt generalize (classical) top-down tree transducers. For every b ∈ V , we denote by c b the constant function in
We call predicates of the form ϕ σ alphabetic. Let M = (Q, , , , q 0 , R) be an alphabetic k-stt with rank mappings rk and rk . Let N = (Q, , , q 0 .R ) be a top-down tree transducer with the same rank mappings. Then we say that M and N are related if
where we obtain u from u by replacing c δ by δ for every δ ∈ . For every alphabetic k-stt M we can construct a related top-down tree transducer N and vice versa. Moreover, it is easy to see that if M and N are related, then the tree transformations computed by M any by N are the same. Hence we obtain the following result.
Observation 5.3
The class of tree transformations computed by alphabetic stt is the same as the class of top-down tree transformations.
We will need the fact that we can easily lift an s-regular tree language L to a k-stt which computes the identity on L. For this, let G = (N , U, , S, R) be a k-srtg in normal form. We introduce the k-stt G = = (N , U, , U, S, R = ), where
Recall that ι U is the identity mapping on U .
Observation 5.4 For every k-srtg G in normal form, the k-stt G = is linear and nondeleting and G
Finally, we want to compare our model with the original one from [29] . Each rule of their symbolic tree transducer has one of the following two forms:
where ε is the only nullary constructor for trees (more precisely, for the empty tree) and f is the only non-nullary constructor for trees. Since in our approach we have neither the empty tree nor the constructor ε, there are no rules in our definition of symbolic tree transducers which correspond to rules of type (a). Also the constructor ε does not occur in the right-hand side of rules of type (b). Then, in our approach, a rule of type (b) looks as follows: (y 1 , . . . , y k ) 
where the transformation ψ is defined inductively on its argument as follows:
• ψ ( f ( p, u 1 , . . . , u l )) = (λx. p) ψ(u 1 ), . . . , ψ(u l ) , and
That is, ψ applies the constructor f , replaces an expression p (in which the variable x occurs) by the unary function λx. p, and recursively calls itself on the subterms u 1 , . . . , u l .
Composition results concerning stt
In [29] , among others, composition properties of symbolic tree transformations are considered. Their main result is Theorem 1 which, in its first statement, says that tree transformations computed by stt are closed under composition. For this they give the following proof: "The first statement can be shown along the lines of the proof of compositionality of TOP [15, Theorem 3.39]." where " [15] " is [15] in the current paper. Unfortunately, the mentioned proof of [15] is not applicable, because there the authors only consider total and deterministic top-down tree transducers.
Moreover, also on the semantics level there is a deficiency. In Section 4.1 they claim the following:
( †) For two arbitrary stt M and N , the composition algorithm delivers an stt which computes the composition M • N .
However, this is not true, which can be seen as follows. Let us apply their composition algorithm to two alphabetic k-stt M and N , then the resulting k-stt is also alphabetic (by Observation 5.7) and, due to their claim, it computes M•N . Since alphabetic k-stt correspond to top-down tree transducers it means that the class of all top-down tree transformations is closed under composition. However, it is not, due to the counter examples given in [24, p. 267] (cf. also [14, 27] ).
So, the proof of the first statement is insufficient. We even conjecture that this statement is wrong, i.e., STT (k) is not closed under composition.
In this section we prove a weaker version of claim ( †) which only holds for particular stt M and N . For this, we recall the composition algorithm of [29] which produces the syntactic composition M; N in our formal setting. Then we show that in certain cases the stt M; N computes the relation M • N , cf. Theorem 5.6.
The composition algorithm of [29] generalizes the (syntactic) composition algorithm of top-down tree transducers as presented in the definition before [2, Thm. 1]. The latter is based on the observation that the right-hand side u of a rule of M may become a part of the output of M, and hereby of an input to N . Hence the rules of M; N are prepared by "pipelining" M and N , meaning that we let the transducer N run on the right-hand side u of each rule of M. This is easily possible by simple symbol matching, because the symbols occurring in u are input symbols for N . However, the situation is different when M and N are symbolic tree transducers. Now the stt N is not able to process the right-hand side u because u does not contain input symbols for N but unary functions. These functions, in a particular derivation of M, are applied to an element a ∈ U . Now the tree u(a) becomes a part of the output of M and then we let N run on this part. During the run of N , predicates of N are tested on u(a). But we have to construct the rules of M; N independently of a particular a. Therefore, we first define a symbolic version s ⇒ N of ⇒ N which collects the predicates of the form f •ψ for f occurring in u and ψ occurring in the left-hand side of a rule of N . Then we design the rules for M; N by using the symbolic relation s ⇒ N . The precise relationship between s ⇒ N and ⇒ N will be shown in Lemma 5.5.
As preparation for this we define some notations.
Second, it will be useful to show the occurrences of objects of the form q(x i ) in the righthand side of rules of an stt explicitly. Therefore sometimes we write an arbitrary element of T (k)
Now we can formally define the symbolic version
, f occurs in rhs(ρ) for some ρ ∈ R 1 and ψ ∈ BC( 2 ), ψ occurs in lhs(σ ) for some σ ∈ R 2 }. Fig. 2 ). For every
First, we define the binary relation
we have (θ, t) s ⇒ N (θ , t ) iff one of the following two conditions hold: (i) there is a position w ∈ pos(t) such that
(ii) there is a position w ∈ pos(t) and a p (ψ(x 1 , . . . , x l ) 
The following statement follows from the definition of the relation
, where ⇒ N is the extension of ⇒ N to the set [2, p. 195 
]).
Next, we define the k-stt M; N = (P × Q, U, , W, p 0 , q 0 , R), called the syntactic composition of M and N . In order to guarantee that R can be constructed and (U, ) is a label structure, we additionally require that M and N are compatible for composition, i.e., we require that ⊆ Pred 0 (U ) and that, for every function f which occurs in the right-hand side of a rule in R 1 the inclusion f (BC( )) ⊆ BC( 2 ) holds. This immediately implies that ⊆ Pred 0 (U ) and thus (U, ) is a label structure. We define the set R of rules as follows. If
is a rule in R 1 , and for some p ∈ P and v ∈ C (k)
and
be in R. Note that θ ∈ BC( ) and, for every function h which occurs in v, we have h ∈ F (U → W ) and h(θ ) ∈ Pred 0 (W ). Both statements follow from the definition of s ⇒ N . Indeed, θ is the conjunction of ϕ in (1) and predicates in , hence θ ∈ BC( ). Moreover, 
if and only if
The proof can be performed by induction on ξ . The proof of the implication (5) ⇒ (4) is straightforward, hence we leave it. We note that (as in [2, Thm. 1]) we need neither condition (a) nor (b) for the proof of this direction.
To prove that (4) ⇒ (5), let us assume that (4) holds and that ξ = a(ξ 1 , . . . , ξ l ) for some a ∈ U , 0 ≤ l ≤ k, and
Let us assume that we applied the rule (3) in the first step of (4). Then (4) can be written as
and thus, by the induction hypothesis, there are 
Now we define the tree η. For this, let 1 ≤ λ ≤ m. If λ = j α for some 1 ≤ α ≤ n, then we define η λ = η α . This η λ is well-defined, which can be seen as follows. Assume that j α = j β for some 1 ≤ β = α ≤ n. Then N is not linear, and thus by condition (a) M is deterministic, which implies η α = η β . Note that by (6)
If there is no α with λ = j α , then N is deleting and thus by condition (b) M is total. Hence, there is a tree η λ ∈ T (a)[η 1 , . . . , η m ] . Since the rule (1) (ξ 1 , . . . , ξ l ) 
Moreover by an obvious modification of (7) and by (6) A standard application of [2, Thm. 1] is to show that certain classes of (classical) tree transformations are closed under composition. Such results are usually presented by compact formulas, e.g. the formula td-TOP • td-TOP ⊆ td-TOP expresses that the class of total and deterministic top-down tree transformations is closed under composition. Unfortunately, for our Theorem 5.6 we cannot design such compact formulas because we have to require that the two stt of which the composition we make are compatible for composition. We can only state that, e.g., the composition of two tree transformations induced by total and deterministic stt M and N which are compatible for composition can be induced by a single total and deterministic stt. The same holds for linear and nondeleting stt.
Forward and backward application of stt
In this section we consider forward and backward application of stt to s-recognizable tree languages. In particular, we consider the domain and the range of tree transformations computed by stt. Finally, we apply these results to the problem of (inverse) type checking.
Application of stt
By direct construction we prove that the domain of any k-stt is s-recognizable.
, where the set R of rules is defined as follows. For every 0 ≤ l ≤ k and P ⊆ Q with P = {p 1 , . . . , p m } for some m ≥ 1, and rules (8) in R, let R contain the rule
where P i = {q ∈ Q | q(x i ) occurs in u j for some1 ≤ j ≤ m}. Thus, in particular, for every 0 ≤ l ≤ k, the rule ∅ → (∅, . . . , ∅) with l occurrences of ∅ in its right-hand side is in R .
U . We claim that for every P ⊆ Q and ξ ∈ T U we have:
The proof is clear for P = ∅, and can be done by a straightforward induction on ξ for 
Then 2-srtg G contains (among others) the following rules:
Now we can prove that backward application of stt preserves recognizability of tree languages. Recall the definition of G = from Sect. 5.1. It is well-known from the theory of classical tree automata and tree transducers that the forward application of linear top-down tree transformations preserves recognizability of tree languages (see e.g. [27] or [17, Ch. IV, Cor. 6.6]). In particular, the range of every linear top-down tree transformation is a recognizable tree language. We can show easily that a linear k-stt does not necessarily have the analogous property. 
It is clear that M induces the 1-tree transformation {(a, a(a)) | a ∈ U }. Thus ran(M) = {a(a) | a ∈ U }, which is not 1-recognizable by the remark after Lemma 3.6.
The non-recognizability of ran(M) above is due to the fact that M is able to "duplicate" a node of the input tree by having two occurrences of an appropriate function symbol on the right-hand side of its rule. We would like to identify a restricted version of an stt which does not have this capability in the hope that such an stt preserves recognizability. Therefore we define simple stt as follows. a k-stt M = (Q, U, , V, q 0 , R) is simple if rhs(ρ) contains exactly one function symbol for every rule ρ ∈ R. We denote the class of tree transformations computed by simple and linear k-stt by sl -STT (k) .
Similar to the composition of two stt, we have to require some compatibility in order to have a constructive proof of the closure of s-recognizable tree languages under application of simple and linear stt. For this, let M = (Q, U, , V, q 0 , R) be a k-stt and G = (N , U, , S, R G ) be a k-srtg in normal form. We say that M and G are compatible for application if for every ψ ∈ BC( ) which occurs in the right-hand side of a rule of G, and for every ϕ ∈ BC( ) and f ∈ F (U → V ) which occurs, respectively, in the left-hand side and right-hand side of a rule of M, we have that the predicate f (ψ ∧ ϕ) ∈ Pred 0 (V ). Then we can prove the desired result using the following notation. 
We define the sets 
Since M and G are compatible for application, we have that (V, ) is a label structure.
For this it suffices to prove the following statement. For every q ∈ Q, A ∈ N , and ζ ∈ T V we have
We prove only the direction ⇒ by induction on the number n of steps of the corresponding derivation and we show only the induction step n to n + 1. The other direction can be proved in a similar way.
Direction ⇒, step n → n+1: We assume that in the first step of the derivation we applied the rule (10) obtained from the rules A → ψ(B 1 , . . . , B l q(a(ξ 1 , . . . , ξ l )) ⇒ M b(q 1 (ξ i 1 ), . . . , q m (ξ i m ) 
Type checking with stt
The results on forward and backward application of STT to s-recognizable tree languages might be useful in the scenario of XML-based query languages. There XML-documents are formalized as unbounded unranked trees. Usually, one wants to deal with the set of all documents which have the same structure; such a structuring can be provided by a document type definition D. A query on a D-structured XML-document ξ can be understood as a transformation τ of ξ into another XML-document ζ ; then ζ is called a view of ξ under τ . For instance, if ξ is a bibliography (i.e., a list structured tree), then one might wish to extract from ξ the list ζ of those entries which show all and only the books published after 1990.
An important task in XML-based query languages is type checking of views. Intuitively, the type checking problem amounts to verify whether or not all views of D-structured XMLdocuments under τ are D -structured for some document type definition D ; or shortly: whether τ (D) ⊆ D for given τ , D, and D . The inverse type checking problem is the same but with τ −1 instead of τ and with the roles of D and D replaced.
The type checking and the inverse type checking problem for different kinds of transducers was considered in several works, see among others [1, 13, 20, 22] ; it is always assumed that a document type definition is a finite state tree automata, i.e., the set of all XML-documents with that structure is a recognizable tree language.
We can extend this list of transducers for which the (inverse) type checking problem is considered by employing stt to formalize views. We admit that this employment is only partially valuable, because k-stt can only handle k-bounded unranked trees. But, e.g., in the above mentioned bibliography example, we can represent the list of articles of a bibliography as indicated in Fig. 3 using the binary symbol @ and the nullary symbol nil. Then the view on the bibliography filtering the articles which are published after 1990 can be formalized by the following 2-stt. In order to improve readability we abbreviate the alphabetic predicates ϕ @ , ϕ nil , and ϕ article by @, nil, and article, respectively, and the unary functions c @ , c article , and c nil in the same way: Unfortunately, we can state neither that the type checking nor that the inverse type checking problem is decidable for stt. This is because the srtg and stt, which represent the involved s-recognizable tree languages and tree transformations should obey certain compatibility conditions. However, for the instances of both the type checking and the inverse type checking problem which satisfy those conditions, we obtain decidability. Proof In the proof of both statements, we use the fact that the inclusion problem of srecognizable tree languages is decidable. This latter can be seen as follows. By [28, Thm. 3] , s-recognizable tree languages are effectively closed under intersection, for closure under kcomplement, see our correction at the end of Sect. 3.2. Moreover, by [28, Thm. 4] , the emptiness problem is decidable for s-recognizable tree languages provided that the emptiness problem in the underlying Boolean algebra of predicates is decidable. Since, by our definition of the label structure (cf. Sect. 3.1), the corresponding Boolean algebras have a decidable emptiness problem, we obtain that the inclusion problem of s-recognizable tree languages is decidable.
Then the proof of (a) is as follows. By Theorem 6.3, the tree language M −1 (L) is effectively k-bounded s-recognizable, thus we can decide if M −1 (L) ⊆ L holds or not. Statement (b) can be proved in a similar way, using Theorem 6.5.
Conclusion and an open problem
In this paper we have further elaborated the theory of sta and stt. Our main contributions are: the characterization of s-recognizable tree languages in terms of tree relabelings of recognizable tree languages, the introduction of symbolic regular tree grammars and the proof of their equivalence to sta, the comparison of sta and variable tree automata, the composition of stt, the forward and backward application of stt to s-recognizable tree languages, and partial decidability for the type checking and inverse type checking problem for stt.
Finally, we mention an open problem. In the definition of simple k-stt we required that the right-hand side of each rule contains exactly one function symbol. We conjecture that, for the closure result in Theorem 6.5, it is sufficient to require that right-hand sides of rules contain at most one function symbol.
