Abstract Given an oblique projector P on a Hilbert space, i.e., an operator satisfying P 2 = P, which is neither null nor the identity, it holds that P = I − P . This useful equality, while not widely-known, has been proven repeatedly in the literature. 
The identity (1.1) is apparently well-known among functional analysts, but it is not generally found in functional analysis texts. One can find it in [18] , where Ljance [32] is given as its source; see also, e.g., [38] . It is also mentioned as an exercise in [25] , with a reference in a footnote to Kato [24] . Generalizations to C * -algebras are found in [27, 28] . There is an earlier proof of the identity (1.1) by Del Pasqua [10] . In the latter paper it is also pointed out that the identity (1.1) is not valid in general Banach spaces; the fact that the norm is associated with an inner product is essential. Indeed, in [20] it is shown that if the identity (1.1) holds for all projections P, this implies that the Banach space is an inner-product space. A simple example where the identity (1.1) does not hold when the norm is not associated with an inner product is given at the end of the next section.
Thus, we have three authors proving the same result within a five-year period, independently of each other: Del Pasqua [10] , Ljance [32] , and Kato [24] , although by 1976 Kato was aware of Del Pasqua's paper [25, p.568] . None of the papers [10, 32] , or [24] , have been much cited, and in the few cases found, the citation was mostly for results other than the identity (1.1).
Other authors have proved and reproved the identity (1.1) in the half century since the first proof appeared, and in more than one occasion these new proofs were done without knowledge of the earlier results; see, e.g., [35] . One purpose of this paper to review many of the proofs found in the literature, and present new ones.
In the next section we state our notation and the precise theorem which is the object of this paper. We also present two simple proofs, which we believe are not available elsewhere. We present next, in Sections 3 and 4, two other proofs, an early one by Kato [24] , and a more recent one. These four proofs have in common that only tools from the structure of the Hilbert space are used, such as the vector and operator norms, and the inner product.
All other proofs use more geometric concepts, such as angles, or the gap between subspaces. These concepts are reviewed in Section 5, and we show how these concepts relate to one another. For completeness we reproduce some of the proofs of these relations.
In Section 6 we present the proofs of the identity (1.1) by Del Pasqua [10] and Ljance [32] , and complete the picture collecting all the relations among the geometric concepts mentioned in this paper in a single identity. We complete the review of some of the published proofs of the identity (1.1) in Section 7.
2 Preliminaries, statement of the main theorem, and simple proofs Consider a Hilbert space H with inner product x, y , and its associated norm x = x, x 1 2 (for example R n and the Euclidean inner product). All the results in this paper apply to complex spaces, and this is assumed throughout; of course the results equally apply to real spaces. The vector norm induces an operator norm in the usual manner, i.e., for A : H → H, one has 
and equality holds throughout. An operator A on H is continuous if and only if it is bounded, i.e., A < ∞. Given any subspace X of H we define its orthogonal complement by
A projection P is an idempotent operator, i.e., such that
The operator P is a projection along (or parallel to) its null space Y = N (P) onto its range X = R(P). If these subspaces are orthogonal, the projection is called orthogonal, and this is the case if and only if P is Hermitian. Otherwise, it is called an oblique projection. When we want to emphasize that a projection onto X is orthogonal, we denote it by X . In both the oblique and the orthogonal case, I − P is also idempotent, and it is a projection along X = N (I − P) = R(P) onto Y = R(I − P) = N (P). Since P = P 2 one directly has that (I − P)P = P(I − P) = O, and that P ≥ 1, with equality only in the case of an orthogonal projection. Thus, in the case of orthogonal projections, the identity (1.1) is trivial since
2) it follows that if x ∈ X = R(P), then x = Px. Indeed, let x = Py, then x = Py = P 2 y = Px. Using this, one can show that for a continuous projection P, the subspaces X = R(P) and Y = N (P) are closed sets. These two subspaces are also complementary, i.e., X ⊕ Y = H. This follows from the fact that any x ∈ H can be written as x = Px + (I − P)x.
Some early results on oblique projections, which foreshadowed the derivation of the identity (1.1) can be found in [1] ; see also [3, 9, 12, 19, 35, 38, 42] , for some additional properties of oblique projections not discussed here.
We state now the result which this paper highlights.
Theorem 2.1 Let P be a continuous projection on a Hilbert space H, such that neither
is the whole space. Then P = I − P .
We begin by presenting two simple proofs, which we believe are new. In fact, they can be used in undergraduate courses. The first was reported to us in 2004 after we had a similar proof restricted to the finite dimensional case. The second was communicated to us after a first version of this paper was disseminated.
Proof of Theorem 2.1 (Krainer, 2004, personal communication) Let
We will show that Pu ≤ I − P which would imply P ≤ I − P . The theorem will then follow by symmetry. If either x = 0 or y = 0 we are done, since in the first case we have Pu = 0, and in the second Pu = 1. We assume then that x = 0 and y = 0. Let us define another element in H. Let w =x +ỹ, with
Then we have, using Eq. (2.3) that w 2 = y 2 + x 2 + 2Re x, y = 1 and
We illustrate in figure 1 the situation described in this proof in the two-dimensional case. The complete symmetry between P and I − P can be appreciated. The following proof, can also be easily interpreted in the two-dimensional case, by choosing the appropriate basis, and expressing the operators P and I − P in this basis.
Proof of Theorem 2.1 (Corach, 2006, personal communication) We consider H = X ⊕ X ⊥ , and we write every linear operator on H as
In this form we write
In the latter case, if b = 0 we have X . We can now simply compute
The theorem follows. For an example of a Banach space, where Theorem 2.1 does not hold, consider the space R 2 with the max norm. Let X = {(x, y) | y = 0} and Y = {(x, y) | x = y}. Thus
and we have that P ∞ = 2, while I − P ∞ = 1.
An early proof
We begin our presentation of the different proofs encountered in the literature with that of Kato [24] , which is similar in flavor to our first simple proof in the previous section, and can also be easily interpreted in the case of two dimensions, as illustrated in figure 2.
Proof of Theorem 2.1 (Kato [24] ) If P = 1, then I − P = 1, and there is nothing to prove. We therefore consider the case where P > 1. For any α such that
there exists u = 0 such that
Consider now
i.e., v = X ⊥ u, so that v, Pu = 0, and therefore
A direct calculation, using the fact that P 2 = P shows that v − Pv = u − Pu, and therefore, from Eq. (3.2), and v = 0 we have that where the equality follows from Eq. (3.4), and the middle inequality from the following identity
Thus, Eq. (3.5) indicates that I − P ≥ α. Since α was arbitrarily chosen satisfying Eq. (3.1), we have that I − P ≥ P . By symmetry, the theorem follows.
A recent proof
We continue our survey of the different proofs with the most recently published, from 2003, where in the first part, the space is assumed to be two-dimensional. Observe the similitude with the second simple proof in Section 2.
Proof of Theorem 2.1 (Xu and Zikatanov [43] ) We first prove the theorem assuming that dim H = 2. In that case, both P and I − P have rank 1, namely Pv = b , v a and
By replacing v with d and b in the last expression, we have that
The theorem for the two-dimensional case follows from the following equalities:
For the general case, consider any v ∈ H, v = 1, and the subspace
Observe that V is invariant under P and I − P. If dim V = 1, then one has either Pv = 0 or (I − P)v = 0. In the first case (I − P)v = v = 1 ≤ P . In the second,
where we have used the norm restricted to the subspace V. Therefore,
and since v was arbitrary of unit norm, we conclude that I − P ≤ P . By symmetry, the theorem is proved.
The gap, canonical angles, and other geometric ingredients
We begin this section with a characterization of the adjoint of a continuous oblique projection P. Let X = R(P), Y = N (P). Let Q be the oblique projection such that R(Q) = Y ⊥ and N (Q) = X ⊥ , cf. figure 3. It holds that P = Q * Figure 3 Four subspaces:
[29], [18, Section VI.5.3]. This can be seen by considering arbitrary elements u, v ∈ H, and writing them as
The minimal gap between two arbitrary closed subspaces X and Y of a Hilbert space can be defined as
see, e.g., [11] , and cf. [25, p. 219] . The equivalent definition
is given in [10] where it is called index of disjointness of the subspaces. The minimal gap (5.2) should not be confused with the usual concept of gap between two arbitrary subspaces X and W of a Hilbert space (which perhaps should be called the maximal gap, and sometimes it is also referred as opening or aperture), defined as
This implies that G(X , W) = (I − W ) X = (I − X ) W ) = X − W and it is equal to the sine of the maximal canonical angle between the subspaces, i.e., [29] . In the finite dimensional case, one usually specifies that X and W have the same dimension. The minimal canonical angle 0 ≤ θ min (X , Y) ≤ π/2 between two nonzero subspaces X and Y of a Hilbert space can be defined as (see, e.g., [11, 13] , [18, Section VI.5.4], [32] )
G(X
It turns out that we can express this angle as the norm of the product of the two orthogonal projections onto the subspaces X and Y. The following result is given in [22] for finite dimensions. The proof we present for the general case is almost identical to that of [22] .
Lemma 5.1 Let X and Y be nonzero closed subspaces of a Hilbert space, then
where in the last two equalities we have used the fact that an orthogonal projection is Hermitian, and the identity (2.1). To complete the proof we have
Just as we have the relation (5.4), it turns out the sine of the minimal angle is equal to the minimal gap, as shown next.
Lemma 5.2 [42] Let X and Y be nonzero closed subspaces of a Hilbert space, then
Proof By definition
For any x ∈ X with x = 1, we have that
Ljance [32] relates the minimal canonical angle between complementary subspaces X and Y and the maximal canonical angle between X and the orthogonal complement of Y. Namely, he shows that
cf. figure 3 , and see also [18, Section VI.5.3], [29] . As a consequence, we can relate the minimal gap between X and Y to the (maximal) gap between X and Y ⊥ .
Lemma 5.3 [32] Let X and Y be nonzero complementary closed subspaces of a Hilbert space, then
i.e.,
from Eq. (5.3) it follows that for any ε > 0, there is an x = x ε ∈ X , x = 1, such that
We thus have y ∈ Y, y = 1, and
which by Eq. (5.5) implies that cos θ min (X , Y) > sin θ max (X , W) − ε. Since ε was arbitrary, we have cos
To prove the inequality on the other direction, from Eq. (5.5) it follows that for any ε > 0, there are x = x ε ∈ X , x = 1, and y = y ε ∈ Y, y = 1, such that x, y > cos θ min (X , Y) − ε, where if necessary, one vector x, or y, have been multiplied by e iα for some real α, so that x, y is real and positive. Consider now
1/2 , so that z = 1. With this construction, x = λz + W x and since W x ⊥ Y, x, z = λ and
Since ε was arbitrary, the lemma follows.
The other early proofs
In this section we present the two other proofs from the 1950s in the order in which they were published. They both make use of the geometric concepts developed in Section 5, and in particular on the fact that
see Eqs. (5.7) and (5.6).
Proof of Theorem 2.1 (Del Pasqua [10] ) We will show that
and the theorem will follow from Eq. (6.1). To that end, consider x ∈ X , x = 1, and y ∈ Y. Since Py = 0, we then have
and therefore, since y ∈ Y is arbitrary, by Eq. (5.2),
For the inequality in the other direction consider an arbitrary element z ∈ H written as z = x − y, with x ∈ X and y ∈ Y. We then have, by Eq. (5.1)
Since z ∈ H was arbitrary,
.
Proof of Theorem 2.1 (Ljance [32] ) We will show that
and the result will follow using Eq. This is illustrated for two dimensions in figure 4 . To see that the identity (6.3) holds, consider any u, v ∈ H, and we have that
where we have used that P * is a projection onto W = Y ⊥ . Therefore, since W w ≤ w , we conclude that
Pw .
Next, we want to show that for any w ∈ W, w, w − Pw = 0, i.e., that w is the image in W of the orthogonal projection applied to Pw. In other words, we want to show that W Pw = w; see figure 4 for a two-dimensional representation of this. To see this operator identity in general, let z ∈ H be arbitrary, then
Using again that any w ∈ W is the closest element in W to Pw, we have that
Therefore, for w ∈ W such that w = 1 Figure 4 Two-dimensional illustration that for W = Y ⊥ , it holds that P = P W , and for w ∈ W, W Pw = w.
and consequently
To conclude the proof, we need to show that every element x ∈ X , x = 1 can be written as Pw/ Pw , for some w ∈ W. This follows from Eq. (6.3), since then
Let us pause and collect the geometric results derived.
Theorem 6.1 Let P be a continuous projection on a Hilbert space H, such neither
is the whole space. Then Labrousse [30] shows that
Pták [35] shows that
Ipsen and Meyer [22] show Eq. (7.1). Their presentation is geared towards classroom use in Linear Algebra courses, and the proof is for the Euclidean space.
Buckholtz [7] shows that P −1 = 1 − X Y 2 = sin θ min (X , Y).
Wimmer [42] proves Eqs. (5.7) and (6.2), and refers to Ljance [32] .
Rakočević [36] shows that
He is aware of most of the previous proofs.
We conclude our review by mentioning a more general result from 1989 by Lewkowitcz [31] , from which Theorem 2.1 follows as a corollary, but only valid in finite dimensions, with the Euclidean norm. Recall that in that case P = σ 1 (P), the largest singular value [21] . We end the paper by noting that in finite dimensions, canonical or principal angles in between the minimal and maximal can be computed using singular values; see, e.g., [6, 21, 39] , and two recent papers discussing the computation of these angles [14, 26] . We also mention a very recent paper [17] on recursive definitions of these intermediate angles, and a recent thesis extending these concepts to infinite dimensions [23] ; see also [40, 41] .
