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Abstrakt
C´ılem te´to diplomove´ pra´ce je vytvorˇen´ı takove´ aplikace, ktera´ zvla´dne zpra-
cova´vat vy´stupn´ı data z meteorologicky´ch stanic, doka´zˇe je zobrazit ve we-
bove´m prohl´ızˇecˇi a doka´zˇe tato data doplnit o za´znam z webove´ kamery.
Pro vyrˇesˇen´ı tohoto zada´n´ı byl vytvorˇen jeden hlavn´ı server, ktery´ se
chova´ jako zdroj pravdy a poskytuje vneˇjˇs´ımu sveˇtu GraphQL API. Webove´
rozhran´ı i vsˇechny meteostanice komunikuj´ı se serverem pouze prostrˇednic-
tv´ım tohoto API. Kromeˇ hlavn´ıho serveru byla vytvorˇena take´ minimalisticka´
mikrosluzˇba pro zpracova´va´n´ı videa z webovy´ch kamer.
Vytvorˇene´ rˇesˇen´ı nab´ız´ı mozˇnost prˇipojit jakoukoliv meteorologickou sta-
nici, protozˇe API nen´ı za´visle´ na typu stanice. Server se zameˇrˇuje na prˇi-
j´ımane´ fyzika´ln´ı velicˇiny, nikoliv na jejich p˚uvod, takzˇe je mozˇne´ pracovat
s libovolny´m pocˇtem zdroj˚u dat od libovolny´ch vy´robc˚u. API neslouzˇ´ı pouze
pro prˇij´ıma´n´ı dat, ale take´ pro jejich vybavova´n´ı. Server mimo jine´ho pocˇ´ıta´
agregace historicky´ch dat a umozˇnˇuje jejich export.
Kl´ıcˇova´ slova
API, Docker, FFmpeg, GraphQL, HLS, meteorologicka´ stanice, Nette Fra-
mework, PHP, React, webova´ kamera
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Abstract
The aim of this diploma thesis is to create an application that can process
the output data from weather stations, can show these data in a web browser
and can handle and show web camera view.
To solve this problem the master server was created. It acts as the source
of truth and provides GraphQL API to the outside world. Web interface and
all weather stations communicate with the server only through this API.
Minimalist microservice for video processing from webcams was also created
in addition to the main server.
Created solution offers the ability to connect any weather station because
the API is not dependent on the type of station. Server focuses on the received
physical quantities, not their origin, so it can work with any number of data
sources from any company. API is not only able to receive data, but it can
also provide these data. Server among other things allows the aggregation of
historical data and allows them to be exported.
Key Words
API, Docker, FFmpeg, GraphQL, HLS, weather station, Nette Framework,
PHP, React, web camera
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1U´vod
V dnesˇn´ı dobeˇ existuj´ı tis´ıce r˚uzny´ch zdroj˚u dat a tis´ıce meteorologicky´ch
stanic od r˚uzny´ch vy´robc˚u. Prˇesto nen´ı beˇzˇneˇ rozsˇ´ıˇreny´ zˇa´dny´ spolecˇny´ ko-
munikacˇn´ı protokol. Tato diplomova´ pra´ce si klade za u´kol zamyslet se nad
touto skutecˇnost´ı, navrhnout rˇesˇen´ı a tento na´pad prakticky zrealizovat.
C´ılem je umozˇnit z´ıska´va´n´ı dat z meteostanic, jejich ukla´da´n´ı a vizualizace
prostrˇednictv´ım webove´ aplikace. Na takovy´ proble´m je trˇeba d´ıvat se do-
statecˇneˇ sˇiroce. Proto je jako doplnˇkovy´ u´kol nutne´ obohatit z´ıskana´ data
z meteorologicky´ch stanic o obrazovy´ za´znam z webovy´ch kamer.
Bylo by naivn´ı snazˇit se vytvorˇit takovou aplikaci, ktera´ bude zna´t kazˇdou
meteostanici. Jednak je to vzhledem k jejich pocˇtu nadlidsky´ u´kol a po-
tom ne kazˇda´ meteostanice doka´zˇe data odes´ılat prˇes s´ıt’ na prˇ´ıpadny´ server.
Vy´sledna´ aplikace na za´kladeˇ zada´n´ı te´to diplomove´ pra´ce vykrystalizovala
v pomeˇrneˇ zaj´ımavy´ na´vrh. Za´kladem je server, ktery´ vneˇjˇs´ımu sveˇtu nab´ız´ı
GraphQL API a to je take´ jediny´ zp˚usob, jak lze se serverem komuniko-
vat. Toto API prˇij´ıma´ prima´rneˇ informace o fyzika´ln´ıch velicˇina´ch s t´ım, zˇe
neza´lezˇ´ı na jejich p˚uvodu. Server tak tvorˇ´ı jediny´ zdroj pravdy. Sta´le vsˇak
existuje proble´m s velky´m mnozˇstv´ım r˚uzny´ch meteostanic. Ten je vyrˇesˇen
pomoc´ı prˇevodn´ık˚u (tzv. konkretizacˇn´ıch uzl˚u), ktere´ maj´ı za u´kol porozumeˇt
jedne´ konkre´tn´ı meteostanici a odes´ılat jej´ı data prˇes API na server. Tento
konkretizacˇn´ı uzel je doslova neˇkolik des´ıtek rˇa´dek ko´du.
Data prˇijata´ prostrˇednictv´ım API jsou zobrazova´na ve webove´m prohl´ı-
zˇecˇi. K tomu je pouzˇit syste´m React komponent, ktery´ z toho same´ho API
doka´zˇe data velmi elegantn´ım zp˚usobem z´ıskat. Ona elegance spocˇ´ıva´ pra´veˇ
v GraphQL, ktere´ poskytuje grafove´ API. Dı´ky tomu je mozˇne´ dota´zat se
serveru na konkre´tn´ı podmozˇinu dat namı´sto prˇedem definovane´ mnozˇiny
dat.
Celou situaci prˇ´ıjemneˇ komplikuj´ı webove´ kamery. Ty se totizˇ zcela vymy-
kaj´ı zp˚usob˚um, ktery´mi komunikuj´ı meteostanice. Webova´ kamera poskytuje
tok dat (video za´znam), ktery´ nelze rozumny´m zp˚usobem odes´ılat prˇes zˇa´dne´
API. Nav´ıc tento tok dat nen´ı vhodny´ pro prˇ´ıme´ zpracova´n´ı v prˇehra´vacˇi vi-
dea a je nutne´ nejprve prove´st konverzi forma´tu. Soucˇa´st´ı pra´ce je tedy take´
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mikrosluzˇba, ktera´ se o toto prˇedzpracova´n´ı za´znamu stara´. Hlavn´ı API ser-
ver pak pouze informuje tuto sluzˇbu s zˇa´dost´ı o nove´ zpracova´n´ı streamu
dat.
Vy´sledkem je prˇekvapiveˇ komplexn´ı aplikace, ktera´ skutecˇneˇ doka´zˇe zpra-
cova´vat data z libovolny´ch meteostanic a doka´zˇe prˇehra´vat videoza´znamy
z webovy´ch kamer v prohl´ızˇecˇi. Nejveˇtsˇ´ı s´ıla je vsˇak v GraphQL API, ktere´
z hlediska uzˇivatele sice nen´ı nijak videˇt, ale z hlediska cele´ho na´vrhu tvorˇ´ı
hlavn´ı pil´ıˇr rˇesˇ´ıc´ı te´meˇrˇ jaky´koliv myslitelny´ proble´m. Du˚kazem tohoto tvr-
zen´ı jsou naprˇ´ıklad exporty dat. Exportova´n´ı nebylo nikdy v pla´nu vytva´rˇet,
ale d´ıky GraphQL lze exportovat jaka´koliv data dostupna´ prostrˇednictv´ım
API.
Velky´ d˚uraz prˇi vypracova´va´n´ı te´to diplomove´ pra´ce byl kladen na mo-
dern´ı technologie a postupy. Byly pouzˇity posledn´ı verze Nette Frameworku
(PHP), Reactu (JS), PostgreSQL a dalˇs´ıch na´stroj˚u a knihoven. Stejneˇ tak
byl kladen velky´ d˚uraz na dobry´ na´vrh architektury, ktera´ z velke´ cˇa´sti
vycha´z´ı z princip˚u DDD a automaticky testovatelne´ho ko´du [1].
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2Druhy a forma´ty sd´ıleny´ch dat
Pro oveˇrˇen´ı funkcˇnosti na´vrhu v te´to pra´ci jsou k dispozici dveˇ meteorologicke´
stanice a jedna webova´ kamera. Z dalˇs´ıch kapitol bude jasne´, zˇe na zdroji dat
neza´lezˇ´ı, cozˇ je hlavn´ı mysˇlenka, na ktere´ vsˇe stoj´ı. Tato u´vodn´ı cˇa´st tedy
slouzˇ´ı sp´ıˇse pro uka´zku toho, jak je oblast meteostanic r˚uznoroda´ z pohledu
forma´t˚u dat a prˇenosu informac´ı. Dı´ky tomuto pozorova´n´ı je vy´sledna´ apli-
kace sice mnohem slozˇiteˇjˇs´ı, ale nen´ı za´visla´ na konkre´tn´ıch zarˇ´ızen´ıch.
2.1 Meteostanice v laboratorˇi EU 411
Meteostanice v laboratorˇi je znacˇky Technoline WS-3650-IT. Tato stanice
umı´ meˇrˇit za´kladn´ı fyzika´ln´ı velicˇiny ty´kaj´ıc´ı se pocˇas´ı, jako jsou naprˇ´ıklad
teplota (venkovn´ı i vnitrˇn´ı), tlak a relativn´ı vlhkost (opeˇt venkovn´ı i vnitrˇn´ı).
Tato meteostanice umı´ meˇrˇit take´ rychlost veˇtru (vcˇetneˇ smeˇru a poryvu)
a sra´zˇky. Pro toto meˇrˇen´ı je vsˇak nutne´ mı´t k dispozici prˇ´ıdavny´ anemometr
a sra´zˇkomeˇr. Ty nejsou v laboratorˇi EU 411 nainstalova´ny.
K meteostanici bohuzˇel nen´ı k dispozici zˇa´dna´ technicka´ dokumentace a
vy´robce nen´ı ochoten tuto dokumentaci poskytnout. T´ım pa´dem je te´meˇrˇ
nemozˇne´ dobrˇe implementovat programove´ zpracova´n´ı dat, ktere´ putuj´ı prˇes
hardwarove´ rozhran´ı COM.
Pro prˇ´ıjem dat mus´ı by´t stanice prˇipojena k pocˇ´ıtacˇi, na ktere´m je spusˇteˇn
program HeavyWeatherPro V1.1. Tento program zobrazuje historii nameˇrˇe-
ny´ch dat, cozˇ jiny´mi slovy znamena´, zˇe si je neˇkde mus´ı uchova´vat. A pra´veˇ
zde je jedno z mozˇny´ch rˇesˇen´ı proble´mu s chybeˇj´ıc´ı technickou dokumen-
tac´ı. HeavyWeatherPro si totizˇ data ukla´da´ v bina´rn´ım forma´tu do jednoho
souboru, ktery´ je mozˇne´ programoveˇ prˇecˇ´ıst a z´ıskat vsˇechny potrˇebne´ in-
formace. Ve vy´sledku je tento postup dokonce mozˇna´ lepsˇ´ı, nezˇ snazˇit se
rozlusˇtit prob´ıhaj´ıc´ı komunikaci. K dispozici je totizˇ cela´ nameˇrˇena´ historie,
ktera´ saha´ azˇ na zacˇa´tek roku 2015.
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Obra´zek 2.1: Meteostanice Technoline WS–3650–IT
2.1.1 Bina´rn´ı forma´t dat
Jizˇ zmı´neˇny´ program HeavyWeatherPro V1.1, ktery´ je na pocˇ´ıtacˇi nainsta-
lova´n, si ukla´da´ historii dat do souboru history.dat. Jedna´ se o bina´rn´ı
forma´t, kdy kazˇdy´ rˇa´dek je 56 byt˚u dlouhy´ a obsahuje informace, ktere´ jsou
podrobneˇ rozepsa´ny v tabulce 2.1.
Parsova´n´ı takove´ho souboru je naprˇ. v PHP mozˇne´ pomoc´ı vestaveˇne´
funkce unpack1. K dispozici jsou za´kladn´ı informace o prostrˇed´ı, ve ktere´m se
stanice (resp. jej´ı senzory) na´cha´z´ı. U veˇtsˇiny polozˇek je z na´zvu jasne´, co zna-
menaj´ı. Vy´jimku tvorˇ´ı pouze cˇasove´ raz´ıtko a smeˇr veˇtru. Cˇasove´ raz´ıtko je
da´no ve dnech od 30. 12. 1899. To je velmi netradicˇn´ı a je nutne´ prove´st jedno-
duchy´ prˇepocˇet. Naprˇ´ıklad za´znam, ktery´ ma´ hodnotu 42116.364583333 dn˚u
1Prˇ´ıklad PHP programu, ktery´ je schopen parsovat tento forma´t souboru je k dispozici
na adrese https://gist.github.com/mrtnzlml/624c55f792f8b821a000bb04f0b0e0ac.
JavaScript varianta je pak popsa´na pozdeˇji v ra´mci konkretizacˇn´ıho cˇlenu.
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Tabulka 2.1: Bina´rn´ı forma´t dat meteostanice v EU 411
Pozice Typ (de´lka) Vy´znam Jednotka
00 Double (8) Cˇasove´ raz´ıtko Dny od 12/30/1899
08 Float (4) Absolutn´ı tlak hPa (mBar)
12 Float (4) Relativn´ı tlak hPa (mBar)
16 Float (4) Rychlost veˇtru m/s
20 ULong (4) Smeˇr veˇtru viz tabulka 2.2
24 Float (4) Poryv veˇtru m/s
28 Float (4) Celkove´ sra´zˇky mm
32 Float (4) Nove´ sra´zˇky mm
36 Float (4) Vnitrˇn´ı teplota Celsius
40 Float (4) Venkovn´ı teplota Celsius
44 Float (4) Vnitrˇn´ı vlhkost procento
45 Float (4) Venkovn´ı vlhkost procento
52 ULong (4) nezna´me´ vzˇdy nula
ve skutecˇnosti znamena´ datum 22. 4. 2015 s cˇasem 8:45. Idea´ln´ı je p˚uvodn´ı
hodnotu prˇepocˇ´ıtat na sekundy, takzˇe se prˇicˇten´ım te´to hodnoty zachova´
dostatecˇneˇ vysoka´ prˇesnost:
let days = 42116.364583333;
let seconds = Math.round(days * 24 * 3600);
new Date(Date.UTC(1899, 11, 30, 0, 0, seconds))
// vra´tı´: 2015-04-22T08:45:00.000Z
Smeˇr veˇtru stanice odes´ıla´ stanice jako cele´ cˇ´ıslo v rozsahu 0 - 15. Jedna´
se tedy o 16 hodnot, kdy azimut je na´sobkem tohoto cˇ´ısla a 22.5, jak je videˇt
v tabulce 2.2.
Tabulka 2.2: Forma´t veˇtrne´ r˚uzˇice a odpov´ıdaj´ıc´ı azimuty
Data 0 1 2 3 4 5 6 7
Smeˇr S SSV SV VSV V VJV JV JJV
Azimut 0 22.5 45 67.5 90 112.5 135 157.5
Data 8 9 10 11 12 13 14 15
Smeˇr J JJZ JZ ZJZ Z ZSZ SZ SSZ
Azimut 180 202.5 225 247.5 270 292.5 315 337.5
Bohuzˇel vsˇechny zmı´neˇne´ informace nejsou oficia´ln´ı a pocha´z´ı ze zdro-
jovy´ch ko´d˚u jiny´ch programu˚, ktere´ se snazˇ´ı tomuto konkre´tn´ımu forma´tu
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dat take´ porozumeˇt. Dokonce stanice od stejne´ho vy´robce nemaj´ı forma´t dat
jednotny´ a dokumentace nen´ı nikde k dispozici. Nav´ıc tyto informace plat´ı
pro stanici La Crosse WS-3610 a je jen sˇteˇst´ı, zˇe forma´t dat je stejny´ s mete-
ostanic´ı v laboratorˇi EU 411. I tak jsou neˇktere´ oblasti nejasne´ a stejneˇ tomu
je i u mezn´ıch hodnot, ktere´ mu˚zˇe stanice odes´ılat. Jeden prˇ´ıklad za vsˇechny:
tato stanice mu˚zˇe odeslat informaci obsahuj´ıc´ı rychlost veˇtru 51 m/s. V ta-
kove´m prˇ´ıpadeˇ to vsˇak znamena´, zˇe je hodnota neplatna´ a je mimo rozsah
(nebo nen´ı prˇipojen anemometr). Proto je nutne´ zna´t alesponˇ za´kladn´ı roz-
sahy a hodnoty mimo rozsahy prohla´sit za neplatne´ a vyrˇadit je. Ani tyto
rozsahy bohuzˇel nejsou k dispozici pro vsˇechny hodnoty, ktere´ stanice doka´zˇe
zmeˇrˇit.
Vzhledem ke vsˇem teˇmto prˇeka´zˇka´m je tato stanice sp´ıˇse nevhodna´ pro
napojen´ı do libovolne´ho informacˇn´ıho syste´mu. Je d˚ulezˇite´ odes´ılany´m dat˚um
bez pochyb rozumeˇt a to se zde rˇ´ıci neda´. I prˇes vsˇechny tyto komplikace je
vsˇak meteostanice do syste´mu zapojena a je mozˇne´ s daty pracovat pra´veˇ
d´ıky souboru history.dat. Detailneˇji je zp˚usob prˇenosu informace popsa´n
v trˇet´ı cˇa´sti te´to pra´ce zaby´vaj´ıc´ı se architekturou tzv. konkretizacˇn´ıho uzlu.
2.2 IP kamera
Obra´zek 2.2: IP kamera airCam od spolecˇnosti Ubiquity Networks
zdroj: Ubiquity Networks airCam User Guide
IP kamera, ktera´ byla k dispozici v te´to pra´ci je airCam [2] od americke´
spolecˇnosti Ubiquiti Networks. Jedna´ se o drˇ´ıve beˇzˇneˇ dostupnou kameru pro
vnitrˇn´ı i vneˇjˇs´ı pouzˇit´ı. Tato IP kamera je napa´jena prostrˇednictv´ım PoE (24
V, 0.5 A). Tento ethernetovy´ kabel slouzˇ´ı za´rovenˇ pro komunikaci s IP ka-
merou. Na teˇchto kamera´ch je beˇzˇneˇ spusˇteˇny´ Linuxovy´ server a tak je tomu
i zde. Ten slouzˇ´ı zejme´na pro streamova´n´ı (spojite´ odes´ıla´n´ı videoza´znamu).
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Kamera vsˇak nab´ız´ı i webovy´ server s jednoduchou aplikac´ı pro ovla´da´n´ı a
nastavova´n´ı parametr˚u za´znamu a v neposledn´ı rˇadeˇ obsahuje i SSH server,
d´ıky cˇemuzˇ lze zjistit o kamerˇe podrobneˇjˇs´ı informace (zjednodusˇeny´ vy´pis):
$ ssh ubnt@192.168.0.123
ubnt@192.168.0.123’s password:
BusyBox v1.18.4 (2013-06-09 00:59:08 EEST) built-in shell
AirCam.v1.2# cat /proc/version
Linux version 2.6.28 (buildd@builder) (gcc version 4.5.2
(Linaro GCC 4.5-2011.02-0) ) #1 PREEMPT Sun Jun 9 01:03:42
EEST 2013
↪→
↪→
AirCam.v1.2# cat /proc/cpuinfo
Processor : FA626TE rev 1 (v5l)
BogoMIPS : 532.48
Features : swp half thumb
CPU implementer : 0x66
CPU architecture: 5TE
CPU variant : 0x0
CPU part : 0x626
CPU revision : 1
Hardware : Faraday GM8126
AirCam.v1.2# netstat -lnp
Active Internet connections (only servers)
Proto Local Address Foreign Address State PID/Program name
tcp 0.0.0.0:554 0.0.0.0:* LISTEN 6022/ubnt-streamer
tcp 0.0.0.0:80 0.0.0.0:* LISTEN 6016/lighttpd
tcp 0.0.0.0:22 0.0.0.0:* LISTEN 6020/sshd
tcp 0.0.0.0:443 0.0.0.0:* LISTEN 6016/lighttpd
tcp :::22 :::* LISTEN 6020/sshd
udp 0.0.0.0:10001 0.0.0.0:* 6014/infctld
Z prˇedchoz´ıho vy´pisu (zejme´na pak z posledn´ı netstat cˇa´sti) je videˇt, zˇe
na IP kamerˇe je otevrˇeno peˇt port˚u. Port 10001 je specia´ln´ı port pro ostatn´ı
zarˇ´ızen´ı spolecˇnosti Ubiquiti Networks. Slouzˇ´ı k odhalova´n´ı zna´my´ch zarˇ´ızen´ı
v s´ıti. Da´le je zde klasicky´ port 22 pro SSH a 80 resp. 443 pro HTTP resp.
HTTPS komunikaci. Posledn´ı port je 554, ktery´ slouzˇ´ı pra´veˇ ke streamova´n´ı
videa.
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2.2.1 Streamova´n´ı videa
Streamova´n´ı u te´to kamery prob´ıha´ prostrˇednictv´ım protokolu RTSP (Real
Time Streaming Protocol). Ve vy´choz´ım nastaven´ı jsou k dispozici cˇtyrˇi ad-
resy rozliˇsene´ podle pozˇadovane´ kvality obrazu:
rtsp://192.168.0.123:554/live/ch00_0 - Plne´ rozlisˇenı´
rtsp://192.168.0.123:554/live/ch01_0 - Polovicˇnı´ rozlisˇenı´
rtsp://192.168.0.123:554/live/ch02_0 - Cˇtvrtinove´ rozlisˇenı´
rtsp://192.168.0.123:554/live/ch03_0 - Maly´ na´hled
Prˇ´ımo v IP kamerˇe v souboru /etc/aircam-playlist.json lze zjistit,
jake´ maj´ı tyto streamy nastaven´ı. Toto nastaven´ı je pro kazˇdy´ stream te´meˇr
stejne´, jen se liˇs´ı rozmeˇry vy´sledne´ho videa a prˇenosova´ rychlost (vy´choz´ı
hodnoty):
live/ch00_0: 1280x720 @ 25 FPS (max bitrate 4096)
live/ch01_0: 640x368 @ 25 FPS (max bitrate 1024)
live/ch02_0: 320x176 @ 25 FPS (max bitrate 256)
live/ch03_0: 160x96 @ 25 FPS (max bitrate 64)
Nejd˚ulezˇiteˇjˇs´ı jsou adresy jednotlivy´ch streamu˚ pro pozdeˇjˇs´ı zpracova´n´ı.
Jelikozˇ se jedna´ o RTSP protokol, tak nelze jednodusˇe spustit tento stream
ve webove´m prohl´ızˇecˇi, protozˇe tento protokol nen´ı podporova´n. Bude tedy
nutne´ vytvorˇit mezicˇlen, ktery´ bude prˇij´ımat data ze streamu IP kamery a
bude je transformovat na neˇco srozumitelne´ho pro prohl´ızˇecˇe. Srozumitelny´m
forma´tem je naprˇ´ıklad HLS, cˇehozˇ lze snadno dosa´hnout pomoc´ı programu
FFmpeg [3]:
$ ffmpeg -i rtsp://user:pass@192.168.0.123:554/live/ch01_0 \
-hls_flags delete_segments+append_list \
-use_localtime 1 \
stream.m3u8
Tento prˇ´ıkaz na Linuxove´m serveru zacˇne prˇij´ımat stream z dane´ adresy
a pr˚ubeˇzˇneˇ jej bude ukla´dat ve forma´tu prˇipravene´m pro HLS. Konkre´tneˇ se
vzˇdy vytvorˇ´ı soubor stream.m3u8, ktery´ obsahuje seznam datovy´ch soubor˚u,
ktere´ obsahuj´ı jednotlive´ fragmenty videa:
#EXTM3U
#EXT-X-VERSION:3
#EXT-X-TARGETDURATION:17
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#EXT-X-MEDIA-SEQUENCE:351
#EXTINF:16.666667,
stream-1488616019.ts
#EXTINF:16.666667,
stream-1488616036.ts
#EXTINF:16.666667,
stream-1488616053.ts
#EXTINF:16.666667,
stream-1488616069.ts
#EXTINF:5.133333,
stream-1488616086.ts
#EXT-X-ENDLIST
FFmpeg se zde (kromeˇ prˇevodu RTSP na sekvence videa) chova´ jako
kra´tka´ docˇasna´ pameˇt’. Vstupn´ı stream rozdeˇluje do mensˇ´ıch datovy´ch sou-
bor˚u a po neˇjake´m cˇase je po sobeˇ zase mazˇe. Videoprˇehra´vacˇi v prohl´ızˇecˇi po-
tom stacˇ´ı pouze poslat umı´steˇn´ı souboru stream.m3u8. Zodpoveˇdnost´ı tohoto
prˇehra´vacˇe je jednou za cˇas stahovat aktualizovany´ seznam fragment˚u videa a
za´rovenˇ tyto fragmenty stahovat, spra´vneˇ serˇadit a spousˇteˇt. Vy´sledny´ efekt
je neprˇetrzˇite´ a nikdy nekoncˇ´ıc´ı video. Na´sleduje uka´zka minima´ln´ıho HTML
ko´du, ktery´ je potrˇeba pro prˇehra´n´ı takove´ho streamu v prohl´ızˇecˇi s vyuzˇit´ım
knihovny Clappr [4]:
<!DOCTYPE html>
<html lang="en">
<head>
<meta charset="UTF-8">
<script
type="text/javascript"
src="https://cdn.jsdelivr.net/clappr/latest/clappr.min.js">
</script>
</head>
<body>
<div id="player1"></div>
<script>
var player = new Clappr.Player({
source: "stream.m3u8",
parentId: "#player1",
});
</script>
</body>
</html>
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Tato knihovna interneˇ vyuzˇ´ıva´ knihovnu HLS.js [5], ktera´ zajiˇst’uje kom-
patibilitu se vsˇemi prohl´ızˇecˇi, ktere´ podporuj´ı MSE (HTML 5). To jsou
v dnesˇn´ı dobeˇ tyto prohl´ızˇecˇe (a dalˇs´ı):
• Chrome 34+
• Firefox 42+
• Internet Explorer 11+
• Edge 10+
Na za´veˇr je d˚ulezˇite´ zmı´nit se o vznikaj´ıc´ı prodleveˇ prˇi zpracova´n´ı videa.
Z toho d˚uvodu, zˇe FFmpeg mus´ı nejdrˇ´ıve vstupn´ı stream zpracovat a vytvorˇit
kra´tkou frontu u´trzˇk˚u videa, tak prodleva mezi realitou a pozorova´n´ım na
monitoru je asi jedna minuta. Toto je vsˇak beˇzˇny´ jev i u spolecˇnost´ı, ktere´
se zaby´vaj´ı real-time prˇenosem videa, takzˇe to nelze povazˇovat za nevy´hodu,
ale sp´ıˇse za nutne´ zlo. Je zkra´tka potrˇeba vytvorˇit alesponˇ jeden fragment,
aby bylo mozˇne´ neˇco na straneˇ prohl´ızˇecˇe prˇehra´t. Prakticky je vsˇak potrˇeba
vytvorˇit alesponˇ dva fragmenty videa, protozˇe je trˇeba zacˇ´ıt prˇehra´vat prvn´ı
a za´rovenˇ na pozad´ı stahovat druhy´ pro plynule´ nava´za´n´ı obrazu.
2.2.2 Zp˚usob prˇipojen´ı kamery do verˇejne´ s´ıteˇ
Po prˇipojen´ı kamery do s´ıteˇ beˇzˇneˇ z´ıska´va´ kamera svoj´ı docˇasnou IP ad-
resu z DHCP serveru. V prˇ´ıpadeˇ doma´cnosti je to zpravidla router. Stejny´m
zp˚usobem z´ıska´vaj´ı IP adresu ve vnitrˇn´ı s´ıti take´ pocˇ´ıtacˇe a jina´ zarˇ´ızen´ı.
Pro pohodlneˇjˇs´ı obsluhu je vhodne´ nastavit te´to kamerˇe statickou IP adresu,
takzˇe se nebude po cˇase meˇnit. Takto byla v prˇedchoz´ıch prˇ´ıkladech kamerˇe
nastavena IP adresa 192.168.0.123. Proble´m vsˇak nasta´va´ u kamer, ktere´
mus´ı by´t viditelne´ z verˇejne´ s´ıteˇ, cozˇ je veˇtsˇina kamer pro tuto aplikaci. V ta-
kove´m prˇ´ıpadeˇ je nutne´ mı´t k dispozici verˇejnou IP adresu a na vstupn´ım
routeru nastavit NAT tak, aby prˇekla´dal naprˇ. urcˇene´ porty na staticke´ ad-
resy IP kamer ve vnitrˇn´ı s´ıti. To znamena´, zˇe kazˇda´ kamera bude mı´t jinou
priva´tn´ı IP adresu s porty 554 (RTSP), ale NAT je bude vneˇjˇs´ımu sveˇtu uka-
zovat na jedne´ verˇejne´ IP adrese, ale pokazˇde´ s jiny´m portem. Do aplikace
pro zpracova´n´ı streamu se pak bude zada´vat pra´veˇ tato verˇejna´ adresa.
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3Na´vrh aplikace
Prˇed vy´vojem aplikace je kl´ıcˇove´ dobrˇe promyslet vesˇkere´ aspekty, ktere´
na´sledneˇ ovlivnˇuj´ı na´vrh rˇesˇen´ı. V tomto konkre´tn´ım prˇ´ıpadeˇ jde o trˇi ota´zky.
Jak bude server data prˇij´ımat? Kam je bude ukla´dat? Jak se budou data zob-
razovat uzˇivateli? Vsˇe ostatn´ı je svy´m zp˚usobem
”
pouze“ ko´d, ktery´ tento
na´vrh umozˇnˇuje. Samotny´ ko´d je ovsˇem neme´neˇ d˚ulezˇity´. Sˇpatneˇ napro-
gramovana´ aplikace mu˚zˇe znamenat nar˚ustaj´ıc´ı vytva´rˇen´ı technicke´ho dluhu
[13], ktery´ povede k neprˇehledne´ a sˇpatneˇ udrzˇovatelne´ aplikaci. Na´sleduj´ıc´ı
sekce postupneˇ poodhaluj´ı na´vrhy jednotlivy´ch cˇa´st´ı aplikace a mysˇlenky,
ktere´ k tomuto na´vrhu vedly.
3.1 Prˇenos a ukla´da´n´ı dat z meteostanic
At’ uzˇ se jedna´ o webovou kameru nebo o meteorologickou stanici, aplikace
mus´ı neˇjak data z´ıskat a ulozˇit je pro pozdeˇjˇs´ı zpracova´n´ı. Existuj´ı v za´sadeˇ
dva prˇ´ıstupy, jak data z´ıska´vat. Aplikace mu˚zˇe data od koncovy´ch zarˇ´ızen´ı
sb´ırat, nebo je mu˚zˇe prˇij´ımat. Jedna´ se o zcela protich˚udne´ procesy. Zat´ımco
prˇi sb´ıra´n´ı mus´ı aplikace vynalozˇit nemale´ u´sil´ı pro dotazova´n´ı se na nova´
data, tak prˇi nasloucha´n´ı pouze cˇeka´ azˇ nova´ data prˇijdou a ty na´sledneˇ
ulozˇ´ı. Proto se tento druhy´ prˇ´ıstup pouzˇ´ıva´ v praxi mnohem cˇasteˇji a stejneˇ
je tomu i v te´to pra´ci.
Aplikace tedy funguje stejneˇ jako je zna´zorneˇno na obra´zku 3.1 - jako po-
sluchacˇ. Koncova´ zarˇ´ızen´ı odes´ılaj´ı na server pozˇadavky a server je prˇij´ıma´
a ukla´da´ pro pozdeˇjˇs´ı zpracova´n´ı. Kazˇde´ zarˇ´ızen´ı vsˇak komunikuje svy´m ori-
gina´ln´ım zp˚usobem. Neexistuje jednotny´ forma´t dat, jsou da´ny pouze komu-
nikacˇn´ı protokoly.
Aby se prˇedesˇlo tomu, zˇe server bude muset veˇdeˇt jak funguje kazˇdy´
zdroj dat, ktery´ existuje, tak je vhodneˇjˇs´ı vytvorˇit jednotne´ verˇejne´ API.
Toto API bude dostupne´ pro kazˇde´ho, kdo chce se serverem komunikovat a
d˚ulezˇite´ je, zˇe nen´ı za´visle´ na typu zarˇ´ızen´ı. Z toho plyne, zˇe se kazˇde´ zarˇ´ızen´ı
mus´ı podrˇ´ıdit a komunikovat prˇedem dany´m zp˚usobem. Obrovskou vy´hodou
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Obra´zek 3.1: Za´kladn´ı na´vrh aplikace
zdroj: Vlastn´ı tvorba - https://cloudcraft.co/
tohoto prˇ´ıstupu je u´leva zodpoveˇdnosti serveru. Nemus´ı totizˇ veˇdeˇt odkud
data pocha´zej´ı, protozˇe jsou porˇa´d stejna´. Mı´sto toho se mu˚zˇe soustrˇedit na
vykona´va´n´ı sve´ hlavn´ı cˇinnosti - zpracova´va´n´ı a ukla´da´n´ı jednotne´ho forma´tu
dat. V cele´m syste´mu se tak sta´va´ zdrojem pravdy.
Z˚usta´va´ vsˇak ota´zka, jak z meteostanice tato data odeslat na API? Neˇ-
ktere´ meteostanice odes´ılaj´ı UDP datagramy se svy´m vlastn´ım forma´tem
dat, jine´ zase funguj´ı jen prˇes se´riovou linku (a tedy po s´ıti neodes´ılaj´ı nic) a
trˇeba takove´ kamery streamuj´ı obraz prˇes RTSP protokol. Ani jeden zmı´neˇny´
zp˚usob nen´ı s API kompatibiln´ı. Proto je nutne´ prˇedstavit cele´mu API vrstu,
ktera´ kompatibilitu zajist´ı. Ta mu˚zˇe by´t soucˇa´st´ı infrastruktury, nesmı´ vsˇak
by´t soucˇa´st´ı serveru. Tuto mysˇlenku zachycuje le´pe obra´zek 3.2. Vesˇkera´ data
z meteostanice, ktera´ neumı´ komunikovat s API prˇ´ımo, mus´ı nejdrˇ´ıve proj´ıt
programem, ktery´ zajist´ı kompatibilitu s API. Tento program mu˚zˇe vyuzˇ´ıvat
v´ıce meteostanic, pokud jsou stejne´ho typu. Specia´ln´ı prˇ´ıpad potom tvorˇ´ı
kamera, kde je nutne´ nejdrˇ´ıve zpracovat stream dat a serveru prˇedat pouze
adresu tohoto noveˇ vytvorˇene´ho a upravene´ho streamu. Server potom tento
stream nab´ız´ı k dispozici pro prohl´ızˇecˇ, ale sa´m se nestara´ o jeho zpracova´n´ı
(viz popis streamova´n´ı videa z prvn´ı kapitoly).
Server na´sledneˇ ukla´da´ data do databa´ze, kterou v tomto prˇ´ıpadeˇ za-
stupuje PostgreSQL [6]. Volba databa´ze nen´ı nicˇ´ım ovlivneˇna. Bylo mozˇne´
vybrat te´meˇrˇ libovolnou relacˇn´ı databa´zi (naprˇ´ıklad MySQL). V te´to pra´ci se
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Obra´zek 3.2: Za´kladn´ı na´vrh aplikace s mezivrstvou pro API
zdroj: Vlastn´ı tvorba - https://cloudcraft.co/
vsˇak hojneˇ vyuzˇ´ıva´ UUID identifika´tor˚u a PostgreSQL je na rozd´ıl od jiny´ch
databa´z´ı prˇ´ımo podporuje. Toto je pouze vy´hoda zvolene´ databa´ze, nikoliv
d˚uvod zvolen´ı databa´ze.
3.2 Architektura serverove´ cˇa´sti aplikace
U jake´koliv webove´ aplikace se vzˇdy rˇesˇ´ı stejny´ proble´m. Klient (webovy´
prohl´ızˇecˇ, CLI) posˇle pozˇadavek na server (data z meteostanice), server prˇeda´
tento pozˇadavek aplikaci, ta na neˇj na´lezˇiteˇ zareaguje a odesˇle klientovi zpeˇt
odpoveˇd’. Tento cyklus se neusta´le opakuje a napsat se da´ te´meˇrˇ jakkoliv. Aby
meˇl vsˇak program neˇjakou hodnotu, je nutne´ veˇnovat se dostatecˇneˇ dlouho
jeho na´vrhu. Nejde tedy pouze o napsa´n´ı neˇkolika rˇa´dek ko´du. Jde o hleda´n´ı
spra´vne´ho rˇesˇen´ı.
Pod´ıvejme se detailneˇji na celou cestu od webove´ho prohl´ızˇecˇe prˇes server
zpeˇt k prohl´ızˇecˇi. Otevrˇen´ım stra´nky http://example.com/ webovy´ prohl´ı-
zˇecˇ odes´ıla´ GET pozˇadavek.
GET / HTTP/1.1
Host: example.com
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Connection: keep-alive
Cache-Control: no-cache
Upgrade-Insecure-Requests: 1
User-Agent: Chrome/56.0.2924.87
Accept: text/html,application/xhtml+xml,application/xml;q=0.9
Accept-Encoding: gzip, deflate, sdch
Accept-Language: en-US,en;q=0.8
Server tento porˇadavek prˇij´ıma´ na portu cˇ´ıslo 80 a prˇeda´va´ jej beˇzˇ´ıc´ı
sluzˇbeˇ, ktera´ na za´kladeˇ tohoto pozˇadavku spousˇt´ı aplikaci (v prˇ´ıpadeˇ te´to
pra´ce PHP 7.1). Stejna´ cesta funguje i pro odpoveˇd’, pouze opacˇny´m smeˇrem.
Vsˇe ostatn´ı se odehra´va´ v ra´mci aplikace. Bude proto zaj´ımaveˇjˇs´ı pod´ıvat se,
co se deˇje pra´veˇ zde (popisova´no na vytvorˇene´ aplikaci v te´to DP pra´ci).
Webovy´ server je nastaven tak, aby vzˇdy pos´ılal pozˇadavek na soubor
www/index.php v adresa´rˇove´ strukturˇe aplikace. Zde se vytvorˇ´ı DIC kontej-
ner a aplikace se spust´ı:
<?php declare(strict_types = 1);
/** @var Nette\DI\Container £container */
$container = require __DIR__ . ’/../bootstrap.php’;
$container->getByType(Nette\Application\Application::class)
->run();
Toto se odehra´va´ prˇi kazˇde´m pozˇadavku. Vnitrˇneˇ se aplikace pod´ıva´ na
URL adresu a podle nastaven´ı doka´zˇe prˇiˇradit konkre´tn´ı GET pozˇadavek
konkre´tn´ımu kontroleru. Jakmile aplikace dojde azˇ do kontroleru, je cˇas vy-
konat neˇjakou operaci. V tomto jednoduche´m prˇ´ıpadeˇ by se jednalo pouze
o vykreslen´ı sˇablony a odesla´n´ı zpeˇt. Prˇedstavme si ale prˇ´ıpad, kde je potrˇeba
ulozˇit neˇco do databa´ze.
Nebyl by zˇa´dny´ proble´m zacˇ´ıt vykona´vat tuto operaci prˇ´ımo v kontroleru.
Je to ten nejjednodusˇsˇ´ı prˇ´ıstup, ale ma´ sva´ zra´dna´ u´skal´ı. U´kolem kontroleru
je delegovat pra´ci neˇkam da´l. Na neˇjake´ mı´sto v aplikaci, ktere´ je na tento u´kol
specializovane´ a prova´d´ı pouze tuto jednu veˇc. To je velmi d˚ulezˇity´ princip
(SRP). Pokud doka´zˇeme vytva´rˇet kousky aplikace tak, zˇe jsou samostatne´
a na jednu veˇc specializovane´, bude jednoduche´ je udrzˇovat a automaticky
testovat. Nav´ıc to prˇisp´ıva´ prˇehlednosti a kontrole nad programem.
V te´to pra´ci je kromeˇ SRP pouzˇit jesˇteˇ koncept kontext˚u. Aplikace je
rozdeˇlena na mensˇ´ı logicke´ celky (kontexty), ktere´ funguj´ı jako samostatne´ za-
pouzdrˇejne´ jednotky. Pokud potrˇebuje neˇjaky´ kontroler vykonat naprˇ. vlozˇen´ı
do databa´ze jako v prˇedchoz´ım prˇ´ıkladu, tak pouze na programovou sbeˇrnici
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odesˇle prˇ´ıkaz, ktery´ se automaticky odesˇle do spra´vne´ho kontextu a ten jej
zpracuje.
$commandBus->dispatch(new RegisterNewUser(
’username’,
’53cr3tPa55w0rd’
));
RegisterNewUser je pouze obycˇejny´ value objekt [7], ktery´ zapouzdrˇuje
prˇena´sˇena´ data. Po spusˇteˇn´ı se nevrac´ı zˇa´dna´ hodnota a prˇedpokla´da´ se, zˇe
prˇ´ıkaz probeˇhne v porˇa´dku. Za´rovenˇ je takto zajiˇsteˇna databa´zova´ transakce
i kontrola opra´vneˇn´ı (opeˇt uvnitrˇ kontextu).
3.2.1 Hexagona´ln´ı architektura
Je dobry´ na´pad oddeˇlovat jednotlive´ kontexty uvnitrˇ aplikace. Jak toho ale
dosa´hnout bez vyuzˇit´ı mikrosluzˇeb jen na u´rovni spolecˇne´ho ko´du? Odpoveˇd´ı
mu˚zˇe by´t pra´veˇ hexagona´ln´ı architektura. Mı´sto toho, aby mohl v ko´du kdo-
koliv deˇlat cokoliv, tak stanov´ıme hranice pomoc´ı prˇ´ıkaz˚u, ktere´ se spousˇt´ı
d´ıky sbeˇrnici. Takto vypada´ maly´ vy´rˇez adresa´rˇove´ struktury v aplikaci:
src/
Authentication..................................rˇ´ızen´ı opra´vneˇn´ı
Application................................ I/O porty bal´ıcˇku
DomainModel.................................dome´novy´ model
Infrastructure.....implementacˇn´ı detaily dome´nove´ho modelu
Devices .................... zarˇ´ızen´ı (meteostanice, kamery, apod.)
Application
DomainModel
Infrastructure
Authentication i Devices jsou kontexty, ktere´ se staraj´ı o uzˇivatelske´
u´cˇty vcˇetneˇ opra´vneˇn´ı uzˇivatel˚u resp. o zarˇ´ızen´ı (meteostanice, webkamery,
apod.). Kazˇdy´ tento kontext obsahuje trˇi hlavn´ı cˇa´sti: Application, DomainModel
a Infrastructure.
Cˇa´st Application obsahuje jizˇ drˇ´ıve zmı´neˇne´ prˇ´ıkazy (commandy) a je-
jich obsluhu. S kontextem je tedy mozˇne´ komunikovat pouze prostrˇednictv´ım
te´to aplikacˇn´ı vrstvy1.
1Ve skutecˇnosti je mozˇne´ programoveˇ zasa´hnout i prˇ´ımo do kontextu. Tomu bohuzˇel
nejde nijak zabra´nit, protozˇe by aplikace nesˇla testovat. Je tedy trˇeba dodrzˇovat urcˇita´
pravidla. Toto je jedno z nich.
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DomainModel potom obsahuje vesˇkerou logiku, ktera´ nen´ı za´visla´ na
implementacˇn´ıch detailech. Tato posledn´ı pozna´mka je pro dobry´ na´vrh
kl´ıcˇova´. Model jednodusˇe nesmı´ veˇdeˇt o tom, zˇe existuje neˇjaka´ databa´ze, do
ktere´ se data ukla´daj´ı. Nesmı´ veˇdeˇt, zˇe existuje neˇjaky´ konkre´tn´ı typ mete-
orologicke´ stanice. Mu˚zˇe ale veˇdeˇt, zˇe existuje pojem meteorologicke´ stanice
a s n´ım pracovat. Pokud doka´zˇeme odliˇsit tento rozd´ıl, pak bude dome´novy´
model fungovat pro jakoukoliv meteostanici a nemus´ıme rˇesˇit implementacˇn´ı
detaily. Dosa´hneme toho vyuzˇit´ım rozhran´ı v PHP [8].
A konecˇneˇ se dosta´va´me k Infrastructure. Pra´veˇ zde jsou umı´steˇny jed-
notlive´ implementacˇn´ı detaily. Detaily typu jakou databa´zi aplikace pouzˇ´ıva´,
jak se do n´ı data ukla´daj´ı, poprˇ. jak se aplikace napojuje na CLI nebo pre-
zentacˇn´ı cˇa´st.
Hexagona´ln´ı architektura se ve sve´m p˚uvodn´ım zneˇn´ı pouzˇ´ıva´ sp´ıˇse pro
vytva´rˇen´ı kontext˚u u jednotlivy´ch mikrosluzˇeb pro slozˇiteˇjˇs´ı na´vrhy. To vsˇak
neznamena´, zˇe nelze stejne´ postupy aplikovat v ra´mci jednoho ko´du a do-
drzˇovat stejna´ pravidla. Jedna z velky´ch prˇednost´ı hexagona´ln´ıho na´vrhu je
mozˇnost odlozˇit rozhodnut´ı. Pokud totizˇ vytva´rˇ´ıme aplikaci, tak by meˇlo by´t
jedno do jake´ databa´ze se na´sledneˇ data ulozˇ´ı. Mu˚zˇeme bez veˇtsˇ´ıch proble´mu˚
navrhnout cely´ dome´novy´ model a azˇ na samotne´m konci se rozhodnout a
zvolit tu spra´vnou databa´zi. Databa´ze je totizˇ jen implementacˇn´ı detail [9]2.
3.2.2 Konkre´tn´ı prˇ´ıklad ovla´da´n´ı kontextu
Hexagona´ln´ı architekturu si lze prˇedstavit jako cibuli s vrstvou slupek. Po-
kud se chceme dostat k samotne´mu ja´dru, mus´ıme proj´ıt prˇes neˇkolik vrstev
(slupek). Samotne´ ja´dro (dome´novy´ model) nev´ı o implementacˇn´ı detailech,
ty jsou ve vysˇsˇ´ı vrstveˇ obaluj´ıc´ı ja´dro. Tato vrstva tak tvorˇ´ı prostrˇedn´ıka mezi
konkre´tn´ı technologi´ı a neza´visly´m ja´drem programu, jako je zna´zorneˇno na
obra´zku 3.3. Z leve´ strany prˇicha´zej´ı pozˇadavky z webove´ho prohl´ızˇecˇe, poprˇ.
z konzole nebo API, a z prave´ strany prob´ıha´ komunikace s databa´z´ı.
Z toho je videˇt, zˇe kazˇdy´ tento vstup ma´ vlastn´ı komunikacˇn´ı protokol, a
proto je zna´zorneˇn v jine´ cˇa´sti sˇestiu´heln´ıku. U´kolem infrastrukturn´ı vrstvy
je tyto pozˇadavky prˇelozˇit a komunikovat s ja´drem3. Prakticky to prob´ıha´
tak, zˇe pozˇadavek z webove´ho prohl´ızˇecˇe prˇicha´z´ı jako HTTP zpra´va do kon-
troleru v aplikaci. Kontroler pouze vytvorˇ´ı jednoduchy´ objekt reprezentuj´ıc´ı
2V praxi se ukazuje, zˇe je rozumne´ mı´t na pameˇti s jakou databa´z´ı se pracuje a vyuzˇ´ıvat
toho. Pro veˇtsˇinu aplikac´ı vsˇak tato znalost neprˇina´sˇ´ı veˇtsˇ´ı vy´hody nezˇ odst´ıneˇn´ı se od te´to
skutecˇnosti.
3V anglicky´ch textech se vstup˚um rˇ´ıka´ porty a prˇeklady pozˇadavk˚u prob´ıhaj´ı pomoc´ı
adapte´r˚u. Naprˇ. pozˇadavek z webove´ho prohl´ızˇecˇe prˇicha´z´ı na HTTP port, kde adapterem
je kontroler.
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Obra´zek 3.3: Hexagona´ln´ı architektura
pozˇadavek a odesˇle jej jako prˇ´ıkaz ja´dru. V tomto prˇ´ıpadeˇ vytvorˇen´ı nove´
meteostanice:
$commandBus->dispatch(new CreateWeatherStation(
’Weather Station Name’,
UserId::createFromString($userId) // UUID
));
Takto odeslany´ prˇ´ıkaz ja´dru je jizˇ zbaveny´ informace o p˚uvodn´ı techno-
logii. Dı´ky tomu je mozˇne´ pouzˇ´ıt stejny´ princip pro prˇicha´zej´ıc´ı komunikaci
z jake´hokoliv zdroje. Jde pouze o vytvorˇen´ı objektu CreateWeatherStation
a odesla´n´ı na sbeˇrnici prˇ´ıkaz˚u. Samotne´ vytva´rˇen´ı objektu je pra´veˇ za´lezˇitost
infrastrukturn´ı vrstvy. Je d˚ulezˇite´ uveˇdomit si, zˇe komunikace prob´ıha´ pouze
od vysˇsˇ´ıch vrstev k nizsˇ´ım. Tak je zajiˇsteˇno, zˇe ja´dro nev´ı o infrastrukturˇe.
Proble´m ale nasta´va´ prˇi komunikaci s databa´z´ı. Pokud maj´ı pozˇadavky pu-
tovat pouze smeˇrem do strˇedu, jak mu˚zˇe ja´dro neˇco ukla´dat do databa´ze,
pokud o databa´zi nesmı´ veˇdeˇt?
Prvn´ı naivn´ı postup by byl v ja´dru zavolat neˇjaky´ objekt, ktery´ by rovnou
ulozˇil data do databa´ze. Rˇ´ıkejme mu repozita´rˇ [10]. Tento repozita´rˇ by vsˇak
musel veˇdeˇt, zˇe se pouzˇ´ıva´ PostgreSQL a tedy ja´dro vola´ cˇa´st programu
obsahuj´ıc´ı implementacˇn´ı detaily. To je nezˇa´douc´ı. Mı´sto toho je mnohem
vhodneˇjˇs´ı vyzˇadovat rozhran´ı [8], ktere´ neobsahuje informace o databa´zi, ale
pouze da´va´ k dispozici jaky´si prˇedpis toho, co bude konkre´tn´ı implementace
umeˇt. Tato mysˇlenka je zachycena na obra´zku 3.4 pomoc´ı UML diagramu.
K dispozici je jedno rozhran´ı IAllCamerasRepository, ktere´ je vyuzˇ´ıva´-
no ja´drem. Vedle rozhran´ı existuj´ı i konkre´tn´ı implementace, ktere´ jizˇ veˇd´ı
o technologii. Ja´dro vyzˇaduje rozhran´ı, ale DIC se postara´ o to, aby bylo toto
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Obra´zek 3.4: UML diagram konkre´tn´ıch implementac´ı repozita´rˇe
rozhran´ı nahrazeno konkre´tn´ı implementac´ı. Efekt je pak takovy´, zˇe v ja´dru
je mozˇne´ programovat technologicky neza´visle, ale program bude fungovat
naprˇ. d´ıky PostgreSQL. Tomuto postupu se rˇ´ıka´ Inversion of Control [11].
Vyuzˇ´ıva´n´ı rozhran´ı ma´ jesˇteˇ jednu obrovskou vy´hodu. Prˇi automaticke´m
testova´n´ı mu˚zˇe by´t nezˇa´douc´ı pracovat prˇ´ımo s databa´z´ı z d˚uvodu rych-
losti. Testy mus´ı by´t rychle´. Proto je mozˇne´ mı´sto PostgreSQL implemen-
tace pouzˇ´ıt implementaci, ktera´ vyuzˇ´ıva´ pouze docˇasnou pameˇt’. Testy se tak
na´sobneˇ zrychl´ı. Takove´ testova´n´ı je naprosto v porˇa´dku pokud nechceme
testovat funkcˇnost repozita´rˇe, ale neˇjakou trˇ´ıdu, ktera´ jej vyuzˇ´ıva´.
3.2.3 Kompletn´ı adresa´rˇova´ struktura
Cela´ hlavn´ı aplikace je v te´to pra´ci postavena s vyuzˇit´ım Nette Frameworku
[12]. Cela´ adresa´rˇova´ struktura je zna´zorneˇna v na´sleduj´ıc´ı cˇa´sti. Je zde videˇt
drˇ´ıve popisovane´ ja´dro aplikace ve slozˇce src.
/
bin
console......................................... spousˇteˇcˇ CLI
config
config.local.neon.................loka´ln´ı konfiguracˇn´ı soubor
config.neon.......................obecny´ konfiguracˇn´ı soubor
extensions......................implementace sluzˇeb trˇet´ıch stran
migrations...................................databa´zove´ migrace
basic-data ..................................... za´kladn´ı data
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dummy-data.....................................testovac´ı data
structures.................................za´kladn´ı struktury
src
Authentication
Devices
...
tests.............................................. testy aplikace
var..................................................logy a cache
vendor........................................sluzˇby trˇet´ıch stran
www................................................verˇejna´ slozˇka
index.php................................vstupn´ı bod aplikace
bootstrap.php.............................vytva´rˇ´ı DIC kontejner
composer.json/.lock ..............definice za´vislost´ı trˇet´ıch stran
Vstupn´ım bodem je soubor www/index.php. T´ımto souborem projde ve-
sˇkera´ HTTP komunikace, ktera´ je na´sledneˇ zpracova´va´na v jednom z kon-
text˚u ve slozˇce src. Komunikace s aplikac´ı prostrˇednictv´ım CLI zase prob´ıha´
prˇes bin/console:
$ bin/console dbal:run-sql "SELECT * FROM user_accounts"
array(1) {
[0]=>
array(3) {
["id"]=>
string(36) "00000000-0000-0000-0000-000000000001"
["password_hash"]=>
string(60) "$2y$10$8nJLFVEGIFRnSyb5vjukQ/tJ/V4Yupa3O..."
["username"]=>
string(4) "test"
}
}
Soubor index.php deˇla´ pouze to, zˇe vytva´rˇ´ı DI kontejner (DIC), ktery´
se stara´ o spra´vne´ slozˇen´ı objektove´ho grafu a obsta´ra´va´n´ı za´vislost´ı naprˇ´ıcˇ
aplikac´ı. Na´sledneˇ z tohoto kontejneru z´ıska´ aplikacˇn´ı sluzˇbu, ktera´ se stara´
o beˇh aplikace. Vy´znam ostatn´ıch cˇa´st´ı je zrˇejmy´ z popisk˚u, jen testy a mi-
grace jsou rozebra´ny ve zvla´sˇtn´ıch cˇa´stech, ktere´ na´sleduj´ı.
3.2.4 Testova´n´ı aplikace a CI provoz
Napsa´n´ı ko´du je jen polovina proble´mu. Kazˇda´ spra´vna´ aplikace mus´ı mı´t
automaticke´ testy. Testy maj´ı jediny´ vy´znam. Kontroluj´ı, jestli drˇ´ıve na-
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psany´ ko´d funguje tak, jak bylo p˚uvodneˇ zamy´sˇleno. Mnohdy se vy´znam
test˚u prˇekrucuje a rˇ´ıka´ se, zˇe d´ıky test˚um neobsahuje aplikace chyby. To nen´ı
spra´vneˇ. Dı´ky test˚um neobsahuje pouze chyby, o ktery´ch jizˇ v´ıme - jinak
chyby sta´le obsahuje.
U takovy´ch test˚u je d˚ulezˇite´ jejich neusta´le´ spousˇteˇn´ı. Kazˇda´ nova´ rˇa´dka,
dokonce i novy´ znak v programu mu˚zˇe zp˚usobit nefunkcˇnost neˇjake´ cˇa´sti
aplikace a nen´ı v lidsky´ch sila´ch vzˇdy kontrolovat vsˇe. Spusˇteˇn´ı test˚u se v te´to
aplikaci prova´d´ı pomoc´ı prˇ´ıkazu tests/run:
$ tests/run
TESTBENCH edition
_____ ___ ___ _____ ___ ___
|_ _/ __)( __/_ _/ __)| _ )
|_| \___ /___) |_| \___ |_|_\ v2.0.x
PHP 7.1.1 (cli) | php | 8 threads | /tests/bootstrap.php
[OK] GraphQL/DomainModel/DateTimeTypeTest.phpt
[OK] DI/Nette/ExtensionEnumTest.phpt
[OK] DomainModel/Humidity/RelativeHumidityTest.phpt
[FAIL] DomainModel/Pressure/PressureTest.phpt
Failed: MissingServiceException was expected but got ...
[OK] Infrastructure/DomainModel/CommandBusTest.phpt
...
FAILURES! (149 tests, 1 failure, 4.7 seconds)
Automaticke´ testy jsou vlastneˇ pouze obycˇejne´ funkce, ktere´ maj´ı za u´kol
spustit omezenou podcˇa´st aplikace a zkontrolovat, jestli se na za´kladeˇ dany´ch
vstup˚u vrac´ı ocˇeka´vana´ odpoveˇd’. Testy proto mus´ı by´t deterministicke´ a
meˇlo by by´t mozˇne´ je spousˇteˇt ve v´ıce vla´knech procesoru (mimo specia´ln´ı
prˇ´ıpady) pro zvy´sˇen´ı rychlosti. Nı´zˇe je pro uka´zku zjednodusˇeny´ test, ktery´
oveˇrˇuje, zˇe objekt reprezentuj´ıc´ı kameru lze inicializovat a je mozˇne´ vstupn´ı
hodnoty zase z´ıskat.
public function testCameraEntity() {
$uuid = Uuid::fromString(’58d200ad-6376-4c01-9b6d’);
$cameraEntity = Camera::create(
CameraId::create($uuid),
new Owner(new User(UserId::create(), ’User Name’)),
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’Camera Name’,
Stream::create(’rtsp://a’, Uuid::uuid4(), ’hls’),
new \DateTimeImmutable
);
Assert::type(CameraId::class, $cameraEntity->id());
Assert::same(
’58d200ad-6376-4c01-9b6d’,
$cameraEntity->id()->toString()
);
Assert::same(’Camera Name’, $cameraEntity->cameraName());
}
V prvn´ı polovineˇ testu se vytvorˇ´ı objekt Camera a v druhe´ polovineˇ se
pomoc´ı Assert funkc´ı oveˇrˇuje platnost hodnot. Pokud naprˇ´ıklad vra´cene´ ID
z objektu nesouhlas´ı s ocˇeka´vany´m ID, test selzˇe a je nutne´ hledat a opravit
chybu.
Obra´zek 3.5: Continuous Integration
zdroj: Vlastn´ı tvorba - https://cloudcraft.co/
Z existuj´ıc´ıch test˚u se vsˇak da´ teˇzˇit mnohem v´ıce. Automaticke´ testy
se hod´ı i prˇi spolupra´ci v´ıce lid´ı, kdy je mozˇne´ vesˇkere´ zaverzovane´ zmeˇny
na vzda´lene´m serveru okamzˇiteˇ automaticky kontrolovat a v prˇ´ıpadeˇ, zˇe apli-
kace funguje spra´vneˇ, mu˚zˇeme spousˇteˇt naprˇ´ıklad automaticke´ nasazen´ı nove´
verze aplikace na ostry´ server (jako je to na obra´zku 3.5). Zde plat´ı, zˇe cˇ´ım
v´ıce je ko´d pokryt testy, t´ım je mensˇ´ı sˇance na vznik neˇjake´ chyby a je
mozˇne´ automaticky´m test˚um v´ıce veˇrˇit. Nema´ smysl snazˇit se o automa-
21
ticke´ nasazova´n´ı nove´ verze na ostry´ server, pokud testy nejsou, nebo je jich
nedostatecˇneˇ ma´lo.
Podle obra´zku 3.5 programa´tor odes´ıla´ sve´ ko´dy naprˇ. pomoc´ı Gitu [14]
do vzda´lene´ho repozita´rˇe. Po odesla´n´ı se automaticky spousˇteˇj´ı testy a pro-
grama´tor tak z´ıska´va´ zpeˇtnou vazbu o tom, jestli je vsˇe sta´le funcˇn´ı cˇi niko-
liv. Cely´ proces mu˚zˇe by´t slozˇiteˇjˇs´ı, ale za´kladn´ı mysˇlenka je porˇa´d stejna´.
Du˚lezˇite´ je mı´t pouze dostatecˇne´ pokryt´ı aplikace testy tak, aby se dalo
test˚um d˚uveˇrˇovat, a pak je mozˇne´ spoustu krok˚u zautomatizovat.
3.2.5 Na´vrh databa´ze a databa´zove´ migrace
Stejneˇ tak jako se beˇzˇneˇ verzuj´ı ko´dy aplikace, je trˇeba neˇjaky´m zp˚usobem
verzovat databa´zi. To je vsˇak (na rozd´ıl od ko´du) velky´ proble´m. Verzova´n´ı
ko´du totizˇ funguje stejneˇ jako na obra´zku 3.6. Pokud se ko´d nacha´z´ı ve stavu
A, tak nasˇe zmeˇny prˇedstavuj´ı rozd´ıl od te´to verze a po aplikova´n´ı zmeˇn se
dosta´va´me do dalˇs´ıho stavu B. Du˚lezˇite´ je, zˇe v kazˇde´m kroku je ko´d jasneˇ
dany´ a tedy aplikujeme zmeˇny na zna´my´ stav.
Obra´zek 3.6: Verzova´n´ı ko´du v Gitu
zdroj: Vlastn´ı tvorba - https://cloudcraft.co/
Zmeˇny databa´ze vsˇak funguj´ı sp´ıˇse podle obra´zku 3.7. Databa´ze se ne-
usta´le meˇn´ı. Zejme´na pak jej´ı data, kv˚uli ktery´m je tento proble´m zcela
odliˇsny´ od verzova´n´ı ko´du. Po aplikova´n´ı zmeˇn totizˇ databa´ze nez˚ustane
v p˚uvodn´ım stavu. Vnitrˇn´ı stav databa´ze se prˇirozeneˇ meˇn´ı a novy´ stav nen´ı
nikdy prˇesneˇ zna´my´. Meˇn´ı se z toho d˚uvodu, zˇe uzˇivatele´ databa´zi pouzˇ´ıvaj´ı
- prˇida´vaj´ı, mazˇou a aktualizuj´ı data. Takzˇe zat´ımco v ko´du mu˚zˇeme bez
obav zmeˇny vracet, u databa´ze to nen´ı mozˇne´ a vesˇkere´ zmeˇny prob´ıhaj´ı jen
vprˇed.
Z toho d˚uvodu je chytrou strategi´ı vzˇdy deˇlat zpeˇtneˇ kompatibiln´ı zmeˇny.
To znamena´, zˇe noveˇ nasazena´ verze databa´ze vzˇdy funguje i se starou
verz´ı aplikace (z hlediska aplikace je to doprˇedna´ kompatibilita). V te´to
pra´ci jsou migrace zajiˇst’ova´ny pomoc´ı knihovny Nextras Migrations [15].
Tato knihovna zajiˇst’uje kontrolu nad spousˇteˇn´ım databa´zovy´ch migrac´ı ve
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Obra´zek 3.7: Proble´m verzova´n´ı databa´ze
zdroj: Vlastn´ı tvorba - https://cloudcraft.co/
spra´vne´m porˇad´ı. Je pak na programa´torovi, aby nedeˇlal destruktivn´ı zmeˇny.
Databa´zove´ migrace jsou v adresa´rˇove´ strukturˇe ulozˇeny takto:
migrations/
basic-data
2017
02
2017-02-03-104919-ws-series-ws3600.sql
dummy-data
2017
01
2017-01-31-091915-test-user.sql
02
2017-02-14-104504-weather-stations.sql
2017-02-23-161812-cameras.sql
structures
2017
01
2017-01-31-090810-initial.sql
02
2017-02-03-104848-ws-series.sql
2017-02-14-085713-ws-creation-date.sql
2017-02-15-095854-physical-quantities.sql
2017-02-21-155618-ws-record-creation-date.sql
2017-02-23-095726-cameras.sql
Jak je videˇt, tak jsou zmeˇnove´ skripty oznacˇeny datem. Za´rovenˇ se v da-
taba´zi uchova´va´ informace o prˇedchoz´ıch migrac´ıch. Prˇi spusˇteˇn´ı migrac´ı prˇes
CLI se tedy zacˇnou prova´deˇt pouze zat´ım neaplikovane´ zmeˇny a to v porˇad´ı
podle cˇasu. Aplikace se tak dostane z nezna´me´ho stavu do jine´ho nezna´me´ho
stavu jasneˇ definovanou cestou. Dı´ky tomu, zˇe jsou migrace soucˇast´ı ko´du,
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je mozˇne´ je spousˇteˇt take´ v pr˚ubeˇhu automaticke´ho testova´n´ı a nasazova´n´ı
nove´ verze aplikace na server.
3.2.6 Zabezpecˇen´ı API pro obousmeˇrnou komunikaci
Aby mohla klientska´ aplikace komunikovat se serverem, mus´ı komuniko-
vat prostrˇednictv´ım API. A je naprosto nezbytne´, aby tato klientska´ apli-
kace pos´ılala autorizovane´ pozˇadavky. Jednak je nutne´ veˇdeˇt, kdo pozˇadavky
pos´ıla´, a potom data, ktera´ server v API nab´ız´ı, nejsou verˇejneˇ prˇ´ıstupna´.
V te´to pra´ci se vyuzˇ´ıva´ JW token (JWT) [16]. Uzˇivatel se nejdrˇ´ıve prˇes
HTTPS prˇihla´s´ı a po u´speˇsˇne´m oveˇrˇen´ı prˇihlasˇovac´ıch u´daj˚u server vra´t´ı
JWT, ktery´ se ulozˇ´ı do
”
local storage“ v prohl´ızˇecˇi. JWT vypada´ takto:
eyJ0eXAiOiJKV1QiLCJhbGciOiJIUzUxMiJ9.eyJpYXQiOjE0ODg3MzE5MDcsI
mV4cCI6MTQ4ODgxODMwNywidXVpZCI6IjAwMDAwMDAwLTAwMDAtMDAwMC0wMDA
wLTAwMDAwMDAwMDAwMSJ9.odmV31XcAzVaKZpepNoSfnmavq3FDnZDFl2zhfR6
J54Yh8eFw2mj1Meq9nBUe5amtZRp45j9_xe8pIsJe7z7Jw
Jedna´ se o dlouhy´ rˇeteˇzec, ktery´ obsahuje dveˇ tecˇky (barevneˇ zvy´razneˇne´).
Tyto tecˇky deˇl´ı rˇeteˇzec na dalˇs´ı trˇi cˇa´sti. Prvn´ı cˇa´st je zako´dova´na pomoc´ı
base64 [17], takzˇe pro odhalen´ı obsahu je mozˇne´ pouzˇ´ıt funkci atob z Ja-
vaScriptu:
atob(’eyJ0eXAiOiJKV1QiLCJhbGciOiJIUzUxMiJ9’);
Tato funkce vra´t´ı JSON, ktery´ obsahuje informace o tokenu, zejme´na pak
o pouzˇite´m sˇifrovac´ım algoritmu:
{"typ":"JWT","alg":"HS512"}
Podobneˇ je tomu i u druhe´ cˇa´sti tokenu. Ta vsˇak nav´ıc vrac´ı libovolne´ infor-
mace, ktere´ si aplikace potrˇebuje prˇedat:
{
"iat": 1488731907,
"exp": 1488818307,
"uuid": "00000000-0000-0000-0000-000000000001"
}
V tomto prˇ´ıpadeˇ se jedna´ o UUID uzˇivatele, cˇas vystaven´ı tokenu iat a
cˇas expirace token exp (trvanlivost). Zat´ım se tedy jedna´ o verˇejneˇ prˇ´ıstupne´
informace, ktere´ mu˚zˇe kdokoliv z´ıskat. V tokenu by nemeˇla by´t zˇa´dna´ citliva´
informace, protozˇe uzˇivatel (webovy´ prohl´ızˇecˇ) pak tento token odes´ıla´ prˇi
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kazˇde´m pozˇadavku a server oveˇrˇuje jeho pravost. Nen´ı tak nutne´ neusta´le
pos´ılat a neˇkde uchova´vat heslo. Aby nedosˇlo k podvrzˇen´ı, tak token obsahuje
jesˇteˇ posledn´ı cˇa´st, ktera´ slouzˇ´ı jako ochrana proti napaden´ı. K vygenerova´n´ı
posledn´ı cˇa´sti je nutne´ zna´t nejen data, ale i priva´tn´ı kl´ıcˇ (v prˇedchoz´ım
prˇ´ıkladu je to slovo secret). T´ımto priva´tn´ım kl´ıcˇem se token na serveru
take´ oveˇrˇuje a pokud dosˇlo ke zmeˇneˇ informac´ı v tokenu, tak jej nep˚ujde
oveˇrˇit a povazˇuje se za nevalidn´ı.
Webova´ aplikace pos´ıla´ na server (resp. na API) HTTP pozˇadavky s hla-
vicˇkou authorization, ktera´ obsahuje JWT token. Tento zp˚usob komuni-
kace mus´ı dodrzˇet kazˇdy´, kdo chce se serverem komunikovat. Server tak v´ı
o jake´ho uzˇivatele se jedna´ a jestli je opra´vneˇn danou operaci prove´st. Uzˇivatel
mus´ı mı´t naprˇ´ıklad prˇ´ıstup k meteostanic´ım, ale jen k teˇm, ktere´ vlastn´ı.
3.3 Architektura uzˇivatelske´ho rozhran´ı
Uzˇivatelske´ rozhran´ı je napsa´no s pomoc´ı React knihovny od spolecˇnosti
Facebook [18]. Tato knihovna umı´ velmi dobrˇe pracovat s DOM v prohl´ızˇecˇi
pomoc´ı deklarativn´ıho prˇ´ıstupu. To znamena´, zˇe odpoveˇdnost´ı programa´tora
je nadefinovat, jak by meˇl urcˇity´ stav aplikace vypadat a odpoveˇdnost´ı React
knihovny je co nejlepsˇ´ım zp˚usobem se do tohoto stavu dostat4.
3.3.1 Za´klady pra´ce s Reactem
Cele´ uzˇivatelske´ rozhran´ı se skla´da´ z komponent. Komponenty z´ıska´vaj´ı data
a podle teˇchto dat automaticky meˇn´ı stav DOMu. Takova´ jednoducha´ kom-
ponenta v Reactu by mohla vypadat trˇeba takto:
let Component = (props) =>
<div className="fullname">
I am {props.firstname}{’ ’}
<strong>{props.surname}</strong>
</div>;
ReactDOM.render(
<Component firstname="John" surname="Doe"/>,
document.getElementById(’root’)
);
4Opakem je imperativn´ı programova´n´ı. Zde programa´tor rˇ´ıka´, co se ma´ vykona´vat.
U deklarativn´ıho programova´n´ı naopak programa´tor rˇ´ıka´, jak ma´ vypadat koncovy´ stav.
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V prvn´ı cˇa´sti ko´du je vytvorˇena komponenta s na´zvem Component (mus´ı
zacˇ´ınat velky´m p´ısmenem), ktera´ obsahuje obycˇejny´ div s vypsa´n´ım jme´na
a prˇ´ıjmen´ı. Tyto hodnoty se dostanou do komponenty prostrˇednictv´ım tzv.
vlastnost´ı (properties - props). Vlastnosti vzˇdy prˇicha´zej´ı do komponenty
zvenku, cozˇ je videˇt v druhe´ cˇa´sti ko´du, kde se komponenta napojuje do
DOMu. Za´rovenˇ jsou vlastnosti nemeˇnne´.
T´ımto stylem je mozˇne´ prˇipravovat komponenty a pouze meˇnit jejich
vlastnosti. React se postara´ o spra´vne´ vykreslen´ı. Prˇedchoz´ı spusˇteˇny´ ko´d
vykresl´ı v prohl´ızˇecˇi na´sleduj´ıc´ı HTML:
<div class="fullname">I am John <strong>Doe</strong></div>
Mozˇna´ to na prvn´ı pohled nevypada´ jako nic zaj´ımave´ho. Dokonce se to
mu˚zˇe zda´t jako prˇ´ıliˇs slozˇite´ a neprakticke´. Je trˇeba si vsˇak uveˇdomit, zˇe ta-
kova´ komponenta lze pouzˇ´ıt na v´ıce mı´stech a pouze zmeˇnou jejich vlastnost´ı
ovla´dat vy´sledny´ stav. Nav´ıc pracujeme jen s minima´ln´ım HTML, takzˇe je
mensˇ´ı sˇance na vytvorˇen´ı chyby. Cele´ uzˇivatelske´ rozhran´ı se potom skla´da´
z drobny´ch komponent (ktere´ se zase skla´daj´ı z jiny´ch komponent) a tak
vznikne vy´sledna´ stra´nka. Komponenty je take´ velmi jednoduche´ testovat.
Acˇkoliv by se z prˇedchoz´ıch uka´zek mohlo zda´t, zˇe se v komponenteˇ pra-
cuje prˇ´ımo s HTML, tak to nen´ı pravda. Jedna´ se o JSX. Tomu, co je JSX,
je veˇnova´na cela´ na´sleduj´ıc´ı sekce. Pro ted’ stacˇ´ı, zˇe prˇedchoz´ı ko´d je nutne´
jesˇteˇ prˇelozˇit do cˇiste´ho JavaScriptu, naprˇ´ıklad pomoc´ı na´stroje Babel [19].
Dı´ky tomu je mozˇne´ pouzˇ´ıvat modern´ı JavaScript ve starsˇ´ıch prohl´ızˇecˇ´ıch.
Vy´sledny´ ko´d pak vypada´ takto:
var Component = function Component(props) {
return React.createElement(
"div", { className: "fullname" },
"I am ", props.firstname, ’ ’,
React.createElement(
"strong",
null, // nema´ zˇa´dne´ vlastnosti
props.surname
)
);
};
ReactDOM.render(React.createElement(
Component, { firstname: "John", surname: "Doe" }
), document.getElementById(’root’));
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To je sice mnohem neprˇehledneˇjˇs´ı ko´d, ale je zde hezky videˇt, co se deˇje na
pozad´ı. Kazˇdy´ element podoby´ HTML se ve skutecˇnosti prˇekla´da´n´ı na vola´n´ı
funkce createElement, jej´ızˇ vstupn´ı parametry jsou: na´zev komponenty (ele-
mentu), jej´ı vlastnosti a vy´cˇet dalˇs´ıch element˚u. Jizˇ na takto male´ uka´zce je
videˇt zp˚usob zanorˇova´n´ı komponent. To je take´ d˚uvod, procˇ p˚uvodn´ı uka´zka
obsahuje mezeru za krˇestn´ım jme´nem. Mezery se totizˇ zachova´vaj´ı pouze
pokud jsou v rˇa´dce. Ostatn´ı se zahazuj´ı a je trˇeba je pomoc´ı JSX vynutit.
Existuje jesˇteˇ jeden zp˚usob komponent, ktere´ se vytva´rˇ´ı pomoc´ı trˇ´ıd. Zde
je uka´zka stejne´ komponenty t´ımto novy´m zp˚usobem:
let Component = class extends React.Component {
render = () =>
<div className="fullname">
I am {this.props.firstname}{’ ’}
<strong>{this.props.surname}</strong>
</div>;
};
Zp˚usob pouzˇit´ı je stejny´, vy´sledny´ ko´d je podobny´, liˇs´ı se pouze prˇ´ıstup
k vlastnostem. Tyto komponenty maj´ı vsˇak nav´ıc jesˇteˇ tzv. stavy (anglicky
states). To jsou vlastnosti komponenty, ktere´ jsou zapouzdrˇeny pouze v jedne´
konkre´tn´ı komponenteˇ a drzˇ´ı jej´ı vnitrˇn´ı stav. Typicky se tak obsluhuj´ı trˇeba
formula´rˇe. Komponenta v´ı, co se s formula´rˇem deˇje a jak se meˇn´ı, ale nikdo
mimo komponentu k te´to informaci nema´ prˇ´ıstup.
Z prˇedchoz´ıch uka´zek a vysveˇtlova´n´ı by meˇlo by´t jasne´, zˇe data tecˇou skrz
komponenty pouze smeˇrem dol˚u od nadrˇazeny´ch komponent k list˚um pomy-
slne´ho grafu komponent. Acˇkoliv je toto spra´vny´ prˇ´ıstup, obcˇas je potrˇeba ze
zanorˇeny´ch komponent prˇeda´vat informaci nadrˇazeny´m komponenta´m. Ty-
picky´m za´stupcem knihoven, ktere´ toto rˇesˇ´ı, je Redux [20]. V tomto prˇ´ıpadeˇ
jizˇ stav komponenty nen´ı uchova´n v komponenteˇ, ale v globa´ln´ım u´lozˇiˇsti
a vesˇkere´ zmeˇny stavu prob´ıhaj´ı prostrˇednictv´ım tohoto u´lozˇiˇsteˇ. Zejme´na
kv˚uli slovu globa´ln´ı zn´ı tento prˇ´ıstup jako sleven´ı ze vsˇech dobry´ch postup˚u,
Redux je vsˇak mezi React vy´voja´rˇi velmi obl´ıbeny´ a v te´to pra´ci se hojneˇ
vyuzˇ´ıva´.
3.3.2 Docˇasne´ Redux u´lozˇiˇsteˇ
Dı´ky tomu, zˇe je React deklarativn´ı, tak stacˇ´ı neˇkde udrzˇovat stav apli-
kace a prˇi jeho zmeˇneˇ se potrˇebna´ cˇa´st aplikace automaticky prˇekresl´ı. Stav
aplikace se beˇzˇneˇ uchova´va´ uvnitrˇ kazˇde´ komponenty. U slozˇiteˇjˇs´ıch aplikac´ı
je vsˇak tento prˇ´ıstup sp´ıˇse nevhodny´, protozˇe komponenty mohou prˇeda´vat
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data pouze vnorˇeny´m komponenta´m a nikoliv nadrˇazeny´m. Redux [20] je
knihovna, ktera´ se k uchova´va´n´ı stavu aplikace stav´ı zcela jinak. Mı´sto toho,
aby se drzˇel stav v kazˇde´ komponenteˇ, tak si Redux pamatuje stav cele´ apli-
kace v jednom u´lozˇiˇsti. Dı´ky tomu je mozˇne´ v pr˚ubeˇhu zˇivotn´ıho cyklu apli-
kace postupneˇ upravovat tento stav a React se postara´ o prˇekreslen´ı DOMu.
Udrzˇovat velke´ mnozˇstv´ı informac´ı v jednom u´lozˇiˇsti mu˚zˇe rychle prˇer˚ust
programa´tor˚um prˇes hlavu. Redux proto obsahuje zp˚usob, jak u´lozˇiˇsteˇ ro-
zumny´m zp˚usobem aktualizovat. Kazˇda´ komponenta ma´ mozˇnost vytvorˇit a
odeslat akci pomoc´ı funkce dispatch. Redux se na´sledneˇ postara´ o to, aby
tato akce dosˇla do tzv. reduceru, pokud neˇjaky´ existuje. Ten ma´ za u´kol
prˇ´ıchoz´ı akci neˇjaky´m zp˚usobem zpracovat a aktualizovat u´lozˇiˇsteˇ (pameˇt’).
Na´sledneˇ dojde k automaticke´mu prˇekreslen´ı na vsˇech mı´stech, ktere´ tuto
cˇa´st pameˇti pouzˇ´ıvaj´ı. Dı´ky tomuto zp˚usobu lze aktualizovat i nadrˇazene´
komponenty, jak je videˇt na obra´zku 3.8.
Obra´zek 3.8: Aktualizace komponent prostrˇednictv´ım Reduxu
Nadrˇazene´ komponenty by sˇlo aktualizovat i bez centra´ln´ıho u´lozˇiˇsteˇ,
horsˇ´ı prˇ´ıpad by nastal u komponent, ktere´ jsou ve stromu komponent na
u´plneˇ jine´m mı´steˇ a nemaj´ı u´zkou prova´zanost - prˇesto se neˇjak ovlivnˇuj´ı.
Naprˇ. kazˇda´ komponenta mu˚zˇe vytvorˇit chybovou hla´sˇku (take´ komponentu)
naprˇ´ıcˇ celou aplikac´ı.
Akce jsou v Reduxu obycˇejne´ JavaScript objekty, pokud je vsˇak potrˇeba
v ra´mci akce spustit neˇjakou funkci (dota´zat se API), je mozˇne´ tak ucˇinit.
Pro akce, ktere´ nejsou jen objekty, je zapotrˇeb´ı rozsˇiˇruj´ıc´ıch knihoven jako je
trˇeba Redux Thunk [21]. Reducer je potom u´plneˇ obycˇejna´ funkce, ktera´ ma´
k dispozici p˚uvodn´ı stav u´lozˇiˇsteˇ a akci a na za´kladeˇ teˇchto informac´ı vytva´rˇ´ı
novou podobu u´lozˇiˇsteˇ. Reducer by nikdy nemeˇl meˇnit vstupn´ı argumenty,
ale vzˇdy vra´tit novou instanci, nemeˇl by volat jine´ funkce (data prˇicha´zej´ı
v akci) a meˇl by by´t deterministicky´ (tzn. nepracovat s datumem, na´hodny´mi
cˇ´ısly, apod.).
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Obrovskou vy´hodou je mozˇnost rˇeteˇzit jednotlive´ akce prˇ´ıpadneˇ rozkla´dat
reducery. Spusˇteˇn´ı akce nemus´ı znamenat jen jeden u´kol, ale mu˚zˇe spustit
celou sekvenci akc´ı. Prˇida´n´ı nove´ meteostanice tak znamena´ zavola´n´ı API,
uka´za´n´ı pr˚ubeˇhu zpracova´va´n´ı, zobrazen´ı zpra´vy o u´speˇsˇne´m zalozˇen´ı stanice
a prˇesmeˇrova´n´ı - to vsˇe vyvola´no jedn´ım prˇ´ıkazem typu
”
zalozˇ meteostanici
s na´zvem XY“.
Oproti uchova´va´n´ı stavu uvnitrˇ komponent je zde jesˇteˇ jedna vy´hoda.
Dı´ky tomu, zˇe jsou vsˇechna data na jednom mı´steˇ, je mozˇne´ je uchova´vat
v normalizovane´ podobeˇ a teoreticky tak usˇetrˇit potrˇebne´ mı´sto v pameˇti.
3.3.3 JSX
V roce 2009 byl poprve´ zverˇejneˇn projekt XHP jako open-source. C´ılem
bylo vytvorˇit zp˚usob, jak eliminovat velke´ mnozˇstv´ı chyb a bezpecˇnostn´ıch
proble´mu˚ v PHP [22]. Takzˇe zat´ımco p˚uvodn´ı ko´d v PHP pro vypsa´n´ı kra´t-
ke´ho HTML by vypadal takto:
echo "<i>Hello <b>$user_name</b>!</i>";
Tak v XHP by stejny´ za´pis vypadal na´sledovneˇ:
echo <i>Hello <b>{$user_name}</b>!</i>;
Na pocˇet znak˚u se jedna´ o stejne´ za´pisy. Rozd´ıl je pouze v uvozovka´ch a ve
zp˚usobu vypsa´n´ı promeˇnne´. Je zde vsˇak velky´ rozd´ıl ve vy´znamu. V prˇ´ıpadeˇ
PHP se jedna´ pouze o skla´da´n´ı rˇeteˇzce, v prˇ´ıpadeˇ XHP se jedna´ o celou gra-
matiku, ktera´ je soucˇa´st´ı jazyka. Dı´ky tomu bude v prˇ´ıpadeˇ XHP vy´stup vzˇdy
validn´ı HTML a nebude obsahovat bezpecˇnost´ı chybu jako prˇ´ıklad s PHP.
Ten je na´chylny´ na XSS u´tok.
XHP se prˇekla´da´ na PHP trˇ´ıdy reprezentuj´ıc´ı danou znacˇku. Stejna´ my-
sˇlenka byla prˇevzata do JavaScriptu ve formeˇ JSX. Opeˇt se HTML znacˇky
zapisuj´ı v XML notaci a na´sledneˇ se prˇekla´daj´ı na jiny´ ko´d, ktery´ se stara´
o stavbu DOMu a zabezpecˇen´ı:
let variable = ’class’;
<div attribute={variable}>
<Component/>
</div>
Z p˚uvodn´ıho za´pisu v JSX se tak stane obycˇejny´ JavaScript:
var variable = ’class’;
React.createElement(
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’div’,
{ attribute: variable },
React.createElement(Component, null)
);
Aby se rozliˇsil obycˇejny´ HTML tag a React komponenta, tak je nutne´
rozliˇsovat velikost pocˇa´tecˇn´ıho p´ısmena. Mus´ı take´ existovat vzˇdy jedna nad-
rˇazena´ komponenta (stacˇ´ı ve formeˇ HTML):
<div>
<CapitalizedComponentName/>
<justHtmlTag/>
</div>
Z vy´sledne´ho prˇelozˇene´ho ko´du bude jasne´, procˇ tomu tak je:
React.createElement(
"div",
null,
React.createElement(CapitalizedComponentName, null),
React.createElement("justHtmlTag", null)
);
HTML tagy se prˇekla´daj´ı jako obycˇejne´ rˇeteˇzce, ale komponenty z˚usta´vaj´ı
jako promeˇnne´. Takzˇe aby prˇedchoz´ı ko´d fungoval, tak mus´ı by´t neˇkde drˇ´ıve
tato komponenta vytvorˇena´, protozˇe zde uzˇ je jen jej´ı pouzˇit´ı, ktere´ v prˇ´ıpadeˇ
JSX pouze vypada´ hezky.
JSX je velmi intuitivn´ı a vesˇkere´ mozˇnosti jsou velmi dobrˇe popsa´ny v do-
kumentaci [24]. Proto si mysl´ım, zˇe je bezprˇedmeˇtne´ psa´t do te´to pra´ce to
same´ a radeˇji bych se jesˇteˇ zdrzˇel u jedne´ zvla´sˇtnosti, ktera´ ma´ u´zkou sou-
vislost s React vykreslova´n´ım DOMu a zaslouzˇ´ı si vysveˇtlen´ı. Prˇedstavme si
na´sleduj´ıc´ı ko´d:
ReactDOM.render(
<ul>
{[1, 2, 3, 4, 5].map((item) =>
<li>{item}</li>
)}
</ul>,
document.getElementById(’root’)
);
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Sa´m o sobeˇ je tento ko´d naprosto v porˇa´dku. Vykresl´ı se bodovy´ seznam
peˇti cˇ´ısel. React si vsˇak bude steˇzˇovat: Warning: Each child in an array or
iterator should have a unique ’key’ prop. Check the top-level render call using
’ul’. Opraveny´ ko´d podle chybove´ hla´sˇky by vypadal takto:
ReactDOM.render(
<ul>
{[1, 2, 3, 4, 5].map((item) =>
<li key={item}>{item}</li>
)}
</ul>,
document.getElementById(’root’)
);
V cˇem je proble´m? React totizˇ uzˇ prˇi vykreslova´n´ı v´ı, zˇe pokud kazˇda´
polozˇka neobsahuje sv˚uj jedinecˇny´ kl´ıcˇ, tak prˇi zmeˇneˇ dat v urcˇite´ situaci
bude prˇekreslen´ı DOMu velmi vy´pocˇetneˇ na´rocˇne´. V prˇedchoz´ım prˇ´ıkladu je
v seznamu peˇt cˇ´ısel, ale teˇchto polozˇek mohou by´t stovky. Pokud se tento
vy´cˇet zmeˇn´ı (naprˇ´ıklad prostrˇednictv´ım vlastnost´ı komponenty), tak bude
React hledat, kde je zmeˇna a na tomto mı´steˇ aplikuje do DOMu opravu.
Vymeˇn´ı se tak jen nutna´ cˇa´st pro prˇekreslen´ı a p˚uvodn´ı polozˇky z˚ustanou.
To se stane i bez kl´ıcˇ˚u, pokud prˇida´me polozˇku na konec seznamu.
Jenzˇe existuje mnohem horsˇ´ı prˇ´ıpad a t´ım je prˇida´n´ı polozˇky na zacˇa´tek
seznamu. V tom prˇ´ıpadeˇ React porovna´ prvn´ı polozˇku a zjist´ı, zˇe je DOM
jiny´. Druha´ polozˇka je vsˇak take´ jina´ (protozˇe se cely´ seznam posunul) a
tak to jde da´l azˇ do konce. Je tedy nutne´ prˇekreslit cely´ seznam. To je ale
zbytecˇne´ kv˚uli jedne´ nove´ polozˇce. Pra´veˇ kv˚uli tomuto proble´mu se pouzˇ´ıvaj´ı
kl´ıcˇe. Pokud je kl´ıcˇ unika´tn´ı, React mu˚zˇe porovnat pouze kl´ıcˇe a snadno tak
zjist´ı, zˇe je nova´ polozˇka na zacˇa´tku seznamu. Prˇekreslen´ı je pak trivia´ln´ı.
Du˚lezˇite´ je pouzˇ´ıt pro kl´ıcˇ neˇjakou hodnotu, ktera´ dostatecˇneˇ dobrˇe cha-
rakterizuje obsah HTML tagu. Je tedy nevhodne´ pouzˇ´ıt indexy pole, protozˇe
ty se mohou zmeˇnit (i kdyzˇ data ne). Stejneˇ tak je nevhodne´ pouzˇ´ıt na´hodnou
hodnotu. Prakticky se pro tyto u´cˇely veˇtsˇinou pouzˇ´ıva´ ID z databa´ze. V prˇed-
choz´ı uka´zce je to sama hodnota, to je vsˇak krajn´ı prˇ´ıpad.
3.3.4 Komunikace se serverem pomoc´ı GraphQL
Vsˇem komponenta´m z prˇedchoz´ıch uka´zek je mozˇne´ rˇ´ıkat prezentacˇn´ı kompo-
nenty. Tyto komponenty pouze prezentuj´ı (zobrazuj´ı) urcˇity´ stav na za´kladeˇ
vstup˚u. Jedna´ se tedy o naprosto prˇedv´ıdatelne´ komponenty, ktere´ v mnoha
prˇ´ıpadech nemus´ı mı´t ani vnitrˇn´ı stav. T´ımto stylem by vsˇak sˇlo napsat
akora´t statickou webovou stra´nku.
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Obra´zek 3.9: GraphQL komunikace se serverem prˇes API
zdroj: Vlastn´ı tvorba - https://cloudcraft.co/
Veˇtsˇinou je potrˇeba data neˇkde z´ıskat. Od toho jsou nadrˇazene´ kompo-
nenty - tzv. kontejnery. Je nutne´ zd˚uraznit, zˇe komponenta a kontejner je
porˇa´d to same´ a p´ıˇsou se stejneˇ. Pro lepsˇ´ı na´vrh se vsˇak cˇasto rozliˇsuje jake´
ma´ komponenta za´vislosti. Takzˇe pokud komponenta neˇco vykresluje, tak
se stara´ pouze o vykreslova´n´ı a data z´ıska´va´ pomoc´ı vlastnost´ı. Pokud se
komponenta stara´ o z´ıska´va´n´ı dat, tak j´ı rˇ´ıka´me kontejner (nebo nadrˇazena´
komponenta) a nemeˇla by deˇlat nic jine´ho. V te´to pra´ci se pro komunikaci
se serverem vyuzˇ´ıvaj´ı asynchronn´ı Redux akce [20]. Jak funguje Redux bylo
podrobneˇji rozepsa´no drˇ´ıve. Nadrˇazene´ komponenty (kontejnery) pro komu-
nikaci se serverem vyuzˇ´ıvaj´ı GraphQL API. Toto API je vysveˇtleno podrobneˇ
pozdeˇji v samostatne´ sekci.
Prˇ´ıkladem kontejneru je komponenta pro z´ıska´n´ı vsˇech kamer, ktere´ jsou
k dispozici. Protozˇe se tato komponenta nebude starat o vykreslova´n´ı, ale
prˇeda´ pouze data dalˇs´ı komponenteˇ na nizˇsˇ´ı u´rovni, tak sama o sobeˇ nen´ı
moc zaj´ımava´. Zaj´ımaveˇjˇs´ı je jej´ı napojen´ı do stromu komponent. Veˇtsˇinou
je kazˇda´ komponenta ve vlastn´ım souboru a pouze se exportuje pro pouzˇit´ı
jinde. Kontejner je vsˇak jesˇteˇ obalen do nadrˇazene´ komponenty, ktery´ ji
prˇipojuje do Redux u´lozˇiˇsteˇ. Dı´ky tomu je pak mozˇne´ spustit akci pro nacˇten´ı
vsˇech kamer prˇesneˇ v okamzˇiku, kdy se komponenta prˇipojuje do DOMu:
export const AllCamerasContainer = class extends
React.Component {↪→
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componentWillMount() {
this.props.dispatch(loadAllCameras()); // <-
}
render = () => { /* ... */ }
};
export default connect()(AllCamerasContainer);
T´ımto stylem se vlastneˇ z p˚uvodn´ı komponenty AllCamerasContainer
stane ta sama´ komponenta, ktera´ jizˇ vsˇak (na rozd´ıl od p˚uvodn´ı) mu˚zˇe pra-
covat s Reduxem. Dosˇlo tedy k oddeˇlen´ı za´vislost´ı: kontejner z´ıska´va´ data
ze serveru a o nic v´ıc se jizˇ nestara´. Naopak prˇeda´va´ tyto data neˇjake´ dalˇs´ı
komponenteˇ. Tato prezentacˇn´ı komponenta je d´ıky tomu velmi jednoducha´
a hlavneˇ j´ı neza´lezˇ´ı na p˚uvodu dat. To se hod´ı i pro testova´n´ı.
3.4 Architektura streamovac´ı aplikace
Streamovac´ı aplikace slouzˇ´ı pouze pro zpracova´va´n´ı obrazu z kamer. Tato
mensˇ´ı aplikace je naprogramova´na jako mikrosluzˇba se kterou se komunikuje
prostrˇednictv´ım jednoduche´ho API. Acˇkoliv by mohl by´t tento ko´d soucˇa´st´ı
hlavn´ıho serveru, nen´ı tomu tak. Streamova´n´ı totizˇ vyzˇaduje zcela jine´ na´roky
na vy´pocˇetn´ı vy´kon, a proto se vyplat´ı mı´t samostatny´ server, ktery´ se o tento
proble´m stara´.
Ve sve´m ja´dru je tato aplikace velmi podobna´ hlavn´ımu serveru. Na rozd´ıl
od neˇj je vsˇak naprogramova´na minimalisticky, takzˇe je rychla´ a moc toho
neumı´. Prakticky je mozˇne´ pouze zapnout zpracova´n´ı streamu a na´sledneˇ
jej zase vypnout. Pocˇ´ıta´ se s t´ım, zˇe aplikace bude fungovat pouze v ra´mci
vnitrˇn´ı s´ıteˇ, takzˇe nen´ı potrˇeba rˇesˇit ani zˇa´dne´ zabezpecˇen´ı. Hlavn´ı server
jednodusˇe odesˇle na tuto sluzˇbu pozˇadavek na zpracova´n´ı streamu a sluzˇba
odpov´ı URL adresou, ze ktere´ je mozˇne´ zpracovane´ video prˇehra´vat.
3.4.1 Zapnut´ı a vypnut´ı zpracova´n´ı streamu
Vnitrˇneˇ se hlavn´ı aplikace ovla´da´ pomoc´ı prˇ´ıkaz˚u, ktere´ vytva´rˇej´ı nove´ za´zna-
my meteostanic nebo trˇeba novy´ za´znam pro webovou kameru. Vytva´rˇen´ım
je mysˇleno ulozˇen´ı nove´ho za´znamu do databa´ze. Pra´veˇ tyto prˇ´ıkazy jsou
vhodne´ mı´sto pro vykona´n´ı dalˇs´ıch operac´ı jako je trˇeba zapnut´ı konverze
streamu videa. Server to deˇla´ tak, zˇe v dobeˇ ukla´da´n´ı informace o nove´ kamerˇe
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do databa´ze odes´ıla´ na streamovac´ı server POST pozˇadavek na zapnut´ı strea-
mova´n´ı. Vsˇe prob´ıha´ v jedne´ transakci, takzˇe kdyby se na´hodou novy´ stream
na vzda´lene´ sluzˇbeˇ nepodarˇilo zapnout, tak se ani v databa´zi nevytvorˇ´ı nova´
kamera.
Streamovac´ı server ma´ dveˇ URL adresy: /startStream a /stopStream.
Prvn´ı zmı´neˇna´ adresa ocˇeka´va´ v teˇle pozˇadavku adresu p˚uvodn´ıho streamu
(tedy to, co nab´ız´ı webova´ kamera) a druha´ adresa ocˇeka´va´ ID streamu, ktery´
ma´ by´t zastaven. Na´sleduje uka´zka zapnut´ı streamu pomoc´ı prˇ´ıkazu curl,
ktery´ umı´ POST pozˇadavky pos´ılat z prˇ´ıkazove´ rˇa´dky [23]:
curl --data "source=rtsp://stream.source" \
http://stream.adeira.loc/startStream
Streamovac´ı aplikace odpov´ı ve forma´tu JSON, ktery´ obsahuje ID nove´ho
streamu (pro pozdeˇjˇs´ı zastaven´ı), da´le p˚uvodn´ı adresu a hlavneˇ novou adresu
HLS playlistu. Ta je relativn´ı, takzˇe je mozˇne´ meˇnit adresu tohoto serveru:
{
"data": {
"id": "d736a5ff-7b91-4526-93cd-64c2fed230e8",
"source": "rtsp:\/\/stream.source",
"hls": "\/hls\/Y9c7gqdbevAzww7LfJYbJg\/stream.m3u8"
}
}
Obdobneˇ funguje zastavova´n´ı:
curl --data "identifier=d736a5ff-7b91-4526-93cd-64c2fed230e8"
http://stream.adeira.loc/stopStream↪→
Tentokra´t se vra´t´ı pouze ID smazane´ho streamu jako potvrzen´ı u´speˇsˇne´ ope-
race:
{
"data": {
"identifier": "d736a5ff-7b91-4526-93cd-64c2fed230e8"
}
}
Tato aplikace si zachova´va´ podobne´ chova´n´ı jako hlavn´ı server, takzˇe po-
kud naprˇ´ıklad dojde k chybeˇ, tak aplikace odpov´ı v podobne´m JSON forma´tu,
ktery´ obsahuje error pole:
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{"errors": [
{
"message": "Stream with identifier
’d736a5ff-7b91-4526-93cd-64c2fed230e8’
is not registered!"
}
]
}
Co se v te´to aplikaci deˇje po prˇijet´ı pozˇadavku na zpracova´n´ı streamu?
Aplikace obsahuje minimalistickou databa´zi SQLite [25], do ktere´ se ukla´daj´ı
streamy pro zpracova´n´ı. Na pozad´ı potom beˇzˇ´ı tolik proces˚u, kolik existuje
zaregistrovany´ch streamu˚ v databa´zi. Jedna´ se o procesy programu FFmpeg,
jehozˇ jediny´m u´kolem je prˇij´ımat stream a prˇekla´dat jej na HLS playlist a
prˇ´ıslusˇne´ u´trzˇky videa.
3.5 Architektura konkretizacˇn´ıho uzlu
Konkretizacˇn´ı uzel je jednoduchy´ program, ktery´ slouzˇ´ı pro prˇevod unika´t-
n´ıho forma´tu dat meteostanice na forma´t, ktere´mu rozummı´ GraphQL API.
Toto je jedine´ mı´sto v cele´m syste´mu, kde existuj´ı konkre´tn´ı implementacˇn´ı
detaily ty´kaj´ıc´ı se jedne´ konkre´tn´ı meteostanice. C´ılem bylo, aby byl tento
uzel co nejjednodusˇsˇ´ı. Pokud by byl potrˇebny´ program delˇs´ı nezˇ neˇkolik
des´ıtek rˇa´dek ko´du, nebyla by tato mysˇlenka moc pouzˇitelna´. Implementace
konkretizacˇn´ıho uzlu mus´ı by´t pro koncove´ho uzˇivatele velmi jednoducha´.
Jako prˇ´ıklad je zde uveden konkretizacˇn´ı cˇlen stanice zmı´neˇne´ v u´vodn´ı cˇa´sti
te´to pra´ce.
Prˇed samotny´m odesla´n´ım prvn´ıch dat je nutne´ z´ıskat JWT token pomoc´ı
prˇihlasˇovac´ıho jme´na a hesla. K tomu slouzˇ´ı jednoducha´ login mutace, ktera´
se na server odesˇle jako POST pozˇadavek:
mutation {
login (username: "user", password: "pass") {
token
}
}
Tomu co znamenaj´ı jednotlive´ cˇa´sti dotazu se podrobneˇ veˇnuje na´sleduj´ıc´ı
kapitola. Du˚lezˇite´ je, zˇe server odpov´ı JWT tokenem, ktery´ se pouzˇ´ıva´ pro
oveˇrˇova´n´ı na´sleduj´ıc´ıch odes´ılany´ch pozˇadavk˚u. Tento token je mozˇne´ neˇkam
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docˇasneˇ ulozˇit, protozˇe jeho expirace chv´ıli trva´. Nicˇemu vsˇak nevad´ı z´ıskat
pokazˇde´ novy´ token. Jen je nutne´ pta´t se prˇes zabezpecˇene´ HTTPS spojen´ı.
Nyn´ı zby´va´ odeslat neˇjaka´ data na server prostrˇednictv´ım POST po-
zˇadavku. Tato meteorologicka´ stanice ma´ bohuzˇel jedno specifikum. Kromeˇ
pocˇ´ıtacˇe, ktery´ je prˇipojeny´ prˇ´ımo, neumı´ data nikam odes´ılat. Konkretizacˇn´ı
uzel by mohl beˇzˇet na neˇjake´m vzda´lene´m serveru, ale v tomto prˇ´ıpadeˇ mus´ı
by´t pusˇteˇn prˇ´ımo na pocˇ´ıtacˇi u meteostanice. Zde vzˇdy z´ıska´ posledn´ı za´znam
ze souboru history.dat a odesˇle jej prˇes GraphQL API na server. Data se
opeˇt odes´ılaj´ı d´ıky mutaci, jej´ızˇ vstupn´ı data maj´ı tuto podobu:
{
id: ’00000000-0001-0000-0000-000000000001’,
input: {
absolutePressure: 966.4,
relativePressure: 1006.4,
indoorTemperature: 24.4,
outdoorTemperature: null,
indoorHumidity: 32,
outdoorHumidity: null,
windSpeed: null,
windAzimuth: null,
windGust: null,
pressureUnit: ’PASCAL’,
humidityUnit: ’PERCENTAGE’,
windSpeedUnit: ’KMH’,
temperatureUnit: ’CELSIUS’
}
}
Z uka´zky je videˇt, zˇe meteostanice neumı´ vsˇechny fyzika´ln´ı velicˇiny. Chy-
beˇj´ıc´ı polozˇky je mozˇne´ odeslat s hodnotou null, nebo je u´plneˇ vypustit.
Asi nejzaj´ımaveˇjˇs´ı cˇa´st´ı jsou jednotky jednotlivy´ch fyzika´ln´ıch velicˇin. Hlavn´ı
server totizˇ umı´ velmi dobrˇe pracovat s jednotkami a interneˇ prova´d´ı prˇepocˇty
podle potrˇeby. V soucˇasne´ dobeˇ je mozˇne´ pouzˇ´ıt tyto jednotky:
• tlak: pascal, bar, torr, fyzika´ln´ı atmosfe´ra
• teplota: Celsius, Fahrenheit, Kelvin
• vlhkost: procento
• rychlost: km/h, mı´le/h, m/s
Tyto jednotky nen´ı potrˇeba prˇes API odes´ılat, pokud se jednotky jed-
notlivy´ch hodnot neliˇs´ı od vy´choz´ıch. Prˇedchoz´ı data by tedy bylo mozˇne´
zjednodusˇit takto:
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{id: ’00000000-0001-0000-0000-000000000001’,
input: {
absolutePressure: 966.4,
relativePressure: 1006.4,
indoorTemperature: 24.4,
indoorHumidity: 32
}
}
Vy´znam je stejny´. Samozrˇejmeˇ plat´ı, zˇe odes´ılana´ data jsou v JSON
forma´tu a je tedy mozˇne´ z pozˇadavku odstranit b´ıle´ znaky. Zde jsou uka´zky
rozepsa´ny pouze pro prˇehlednost. Na rychlost by to zde nemeˇlo zˇa´dny´ za´sadn´ı
vliv, v praxi se vsˇak ukazuje, zˇe odpoveˇdi ze serveru je vhodne´ takto minifi-
kovat, protozˇe velikost prˇena´sˇeny´ch dat mu˚zˇe klesnout azˇ na polovinu5.
Slovo architektura je v prˇ´ıpadeˇ konkretizacˇn´ıho uzlu azˇ prˇ´ıliˇs nadnesene´.
V soucˇtu ma´ program asi 100 rˇa´dek ko´du a veˇtsˇina je pouze definice bina´rn´ıho
forma´tu dat. Ko´d, ktery´ neˇco skutecˇneˇ vykona´va´ ma´ jen asi 20 rˇa´dek. Bez
okoln´ıho kontextu by vsˇak neda´val smysl (protozˇe vyuzˇ´ıva´ extern´ı knihovny)
a je proto k dispozici na elektronicke´m me´diu, ktere´ je prˇilozˇeno k te´to
za´veˇrecˇne´ pra´ci.
3.6 GraphQL API
GraphQL [26] je API, ktere´ bylo vynalezeno spolecˇnost´ı Facebook pro chy-
trˇejˇs´ı komunikaci klientsky´ch cˇa´st´ı se serverem. Jeho velkou prˇednost´ı je, zˇe
se jedna´ o dotazovac´ı jazyk. Je tedy mozˇne´ doptat se serveru na libovolnou
podmnozˇinu dat. To je rozd´ıl naprˇ´ıklad oproti REST API (nebo te´meˇrˇ ja-
ke´mukoliv jine´mu API). Veˇtsˇinou je totizˇ API navrzˇene´ tak, zˇe nab´ız´ı jasneˇ
definovane´ koncove´ body na ktere´ se uzˇivatel mu˚zˇe pta´t. Z teˇchto bod˚u se
take´ veˇtsˇinou vrac´ı jasneˇ definovana´ data. GraphQL ale funguje u´plneˇ jinak.
GraphQL API nab´ız´ı pouze jednu URL adresu, na kterou je mozˇne´ pos´ılat
dotazy. To je zpravidla adresa /graphql. Na tuto adresu se pos´ılaj´ı POST
HTTP pozˇadavky. Teˇlo teˇchto pozˇadavk˚u pak nese informaci o tom, jaka´
data chceme z´ıskat. Tato informace mu˚zˇe by´t te´meˇrˇ libovolna´. Na straneˇ
serveru se pak vytvorˇ´ı graf vsˇech dat, ktera´ jsou v API k dispozici. Jako
prˇ´ıklad uved’me jednoduchy´ dotaz na seznam vsˇech meteorologicky´ch stanic.
Klient posˇle POST pozˇadavek na server v tomto zneˇn´ı (zjednodusˇeno):
5Prakticky oveˇrˇeno na odpoveˇdi vra´cene´ z GraphQL API spolecˇnosti Kiwi.com.
Pu˚vodn´ı odpoveˇd’ o velikosti 522 KB se odstraneˇn´ım b´ıly´ch znak˚u zmensˇila na 266 KB.
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POST /graphql HTTP/1.1
Host: connector.adeira.loc
Connection: keep-alive
Content-Length: 91
accept: application/json
content-type: application/json
Accept-Encoding: gzip, deflate
Accept-Language: en-US,en;q=0.8
Teˇlo pozˇadavku obsahuje na´sleduj´ıc´ı JSON data:
{
"query": "{allWeatherStations{weatherStations{id}}}",
"variables": null,
"operationName": null
}
Za povsˇimnut´ı stoj´ı hodnota query, ktera´ obsahuje GraphQL dotaz. Ten
ma´ vlastn´ı za´pis, ktery´ na prvn´ı pohled vypada´ jako zjednodusˇeny´ JSON:
{
allWeatherStations {
weatherStations {
id
}
}
}
V tomto dotazu se pta´me na vsˇechny meteorologicke´ stanice a u teˇchto
stanic na´s zaj´ıma´ pouze jejich identifika´tor. Server na´sledneˇ odpov´ı na´vra-
tovy´m ko´dem HTTP/1.1 200 OK a spolecˇneˇ s hlavicˇkami posˇle pozˇadovana´
data:
{
"data": {
"allWeatherStations": {
"weatherStations": [
{ "id": "bbe6bc1b-386f-4b6d-91e4-379c7882792c" },
{ "id": "cc1a58cc-1fd9-46f9-a193-d7e942a01019" }
]
}
}
}
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Z te´to kra´tke´ uka´zky by meˇla by´t videˇt obrovska´ vy´hoda GraphQL. Data
totizˇ neˇjsou nijak va´za´na na URL adresu, ale vy´beˇr pozˇadovany´ch dat se
prova´d´ı popsa´n´ım podmnozˇiny grafu, ktery´ na´s zaj´ıma´. Ten je posla´n jako
teˇlo POST pozˇadavku, takzˇe se mu˚zˇe kdykoliv libovolneˇ meˇnit a podle toho
se zmeˇn´ı take´ odpoveˇd’.
Prˇedchoz´ı uka´zka obsahuje pouze dotazova´n´ı se na data. To by vsˇak bylo
pro API ma´lo. Server je potrˇeba i ovla´dat a od toho jsou zde mutace. Tyto
dveˇ hlavn´ı skupiny jsou kromeˇ dalˇs´ıch vlastnost´ı API popsa´ny da´le.
3.6.1 Typy (Types)
Aby bylo mozˇne´ z´ıska´vat z API neˇjaka´ data, je potrˇeba definovat tzv. typy. Ty
formuj´ı strukturu navra´ceny´ch dat. Prˇedchoz´ı prˇ´ıklad s dotazem na vsˇechny
indentifika´tory meteostanic obsahoval trˇi typy. Ty sice na prvn´ı pohled nejsou
videˇt, ale pomoc´ı nich je API nadefinova´no. Prˇedpis teˇchto typ˚u by vypadal
na´sledovneˇ:
type Query {
allWeatherStations: WeatherStationsConnection
}
type WeatherStationsConnection {
totalCount: Int!
weatherStations: [WeatherStation]
}
type WeatherStation {
id: ID!
name: String!
}
Tyto typy toho obsahuj´ı ve skutecˇnosti v´ıce, ale pro pochopen´ı to pro ted’
stacˇ´ı. Prvn´ı typ Query definuje sadu vsˇech dotaz˚u, ktere´ mu˚zˇeme polozˇit.
Pokud se zepta´me jako v prˇedchoz´ım prˇ´ıpadeˇ na vsˇechny meteostanice, tak
dostaneme Connection typ. Na te´to u´rovni mu˚zˇeme doplnit neˇjake´ dalˇs´ı
potrˇebne´ informace, jako je celkovy´ pocˇet dostupny´ch stanic a samozrˇejmeˇ
samotne´ stanice. Vykrˇicˇn´ık v na´vratove´ hodnoteˇ znacˇ´ı povinnou polozˇku.
Konecˇneˇ dotazem na typ meteostanice mu˚zˇeme z´ıskat ID stanice nebo trˇeba
jej´ı jme´no. Vsˇechny typy jsou k dispozici v interaktivn´ı dokumentaci API,
takzˇe sestavit spra´vny´ dotaz nen´ı slozˇite´.
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3.6.2 Dotazy (Queries)
Jizˇ v prˇedchoz´ıch uka´zka´ch byl pouzˇit jednoduchy´ dotaz pro z´ıska´n´ı ID
vsˇech meteostanic. Tyto dotazy umonˇuj´ı z´ıskat z API te´meˇrˇ libovolnou infor-
maci. Jednou z nejuzˇitecˇneˇjˇs´ıch vlastnost´ı jsou argumenty dotazu. Zat´ımco
vytazˇen´ı vsˇech meteostanic nepotrˇebuje zˇa´dne´ argumenty, tak pokud chceme
pouze jednu konkre´tn´ı stanici, mus´ıme specifikovat jakou. To jde v GraphQL
udeˇlat trˇeba takto:
{
weatherStation(id: "bbe6bc1b-386f-4b6d-91e4-379c7882792c") {
id
name
}
}
Odpoveˇd’ je opeˇt JSON obsahuj´ıc´ı dota´zane´ informace (ID a na´zev). Uzˇitecˇ-
nost argument˚u je pak jesˇteˇ le´pe videˇt ve spojen´ı s promeˇnny´mi.
query ($id: ID!) {
weatherStation(id: $id) {
id
name
}
}
Toto je plnohodnotny´ za´pis dotazu a lze jednodusˇe pouzˇ´ıt jako takovy´
prˇedpis pro jeden typ dotaz˚u. Soubeˇzˇneˇ s t´ımto dotazem se totizˇ pos´ıla´ i
JSON, ktery´ obsahuje ID. Toto ID se mu˚zˇe libovolneˇ meˇnit a dotaz z˚usta´va´
porˇa´d stejny´.
Dalˇs´ı prˇ´ıjemnou vlastnost´ı je mozˇnost zeptat se na v´ıce veˇc´ı najednou:
query ($stationId: ID!, $userId: ID!) {
weatherStation(id: $stationId) {
id
name
}
user(id: $userId) {
id
username
token
}
}
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Opeˇt je nutne´ poslat soubeˇzˇneˇ hodnoty promeˇnny´ch a opeˇt se vra´t´ı JSON
obsahuj´ıc´ı pozˇadovana´ data. GraphQL je velmi intuitivn´ı a d´ıky interaktivn´ı
dokumentaci API je pokla´da´n´ı dotaz˚u velmi jednoduche´ a dokonce i s na-
pov´ıda´n´ım.
Dı´ky tomu, zˇe se API skutecˇneˇ chova´ jako graf, tak je mozˇne´ pokla´dat
dokonce rekurzivneˇ zanorˇene´ dotazy (uzˇivatel vlastn´ı meteostanice, kde kazˇda´
meteostanice je vlastneˇna neˇjaky´m uzˇivatelem, kde kazˇdy´ uzˇivatel vlastn´ı
neˇjake´ meteostanice...). Proto je nutne´ na serveru da´vat pozor na prˇ´ıliˇsnou
slozˇitost polozˇene´ho dotazu a prˇ´ıpadneˇ odpoveˇdeˇt chybou.
3.6.3 Mutace (Mutations)
Podobneˇ jako dotazy z´ıska´vaj´ı ze serveru data, tak mutace data na ser-
veru meˇn´ı. Za´rovenˇ vsˇak data stejneˇ jako dotazy z´ıska´vaj´ı. Rozd´ıl je pouze
v tom, zˇe mutace maj´ı trosˇku jiny´ za´pis a mohou neˇco zmeˇnit. Nav´ıc mu-
tace jsou zpracova´va´ny se´rioveˇ, kdezˇto dotazy mohou by´t na serveru pra-
cova´ny soubeˇzˇneˇ (nehroz´ı kolize). Prˇ´ıkladem velmi jednoduche´ mutace je
prˇihlasˇova´n´ı:
mutation {
login(username: "test", password: "test") {
id
username
token
}
}
Je videˇt, zˇe vnitrˇek dotazu je stejny´ jako u
”
queries“. Dotaz vsˇak zacˇ´ına´
kl´ıcˇovy´m slovem mutation a vola´ neˇjakou konkre´tn´ı mutaci (zde login). Ser-
ver v prˇ´ıpadeˇ u´speˇsˇne´ho prˇihla´sˇen´ı odpov´ıda´ mimo jine´ JWT tokenem, ktery´
je da´le pouzˇ´ıva´n pro oveˇrˇova´n´ı mı´sto prˇihlasˇovac´ıho jme´na a hesla. O neˇco
slozˇiteˇjˇs´ı mutace je potrˇeba pro vytvorˇen´ı nove´ho za´znamu meteostanice:
mutation create(
$stationId: ID!, $quantities: PhysicalQuantitiesInput!
) {
createWeatherStationRecord(
id: $stationId, quantities: $quantities
) {
id, creationDate
}
}
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Jak je videˇt, tak v argumentech nen´ı nutne´ pos´ılat pouze skala´rn´ı hodnoty,
ale je mozˇne´ poslat cely´ objekt. Ten mus´ı by´t vzˇdy odesla´n soubeˇzˇneˇ ve
forma´tu JSON. Pro prˇedchoz´ı mutaci by teˇlo pozˇadavku mohlo vypadat trˇeba
takto:
{
"stationId": "00000000-0001-0000-0000-000000000001",
"quantities": {
"absolutePressure": 100000,
"relativePressure": 100000,
"pressureUnit": "PASCAL"
}
}
Na´vratova´ hodnota ze serveru je take´ ve forma´tu JSON a obsahuje ID nove´ho
za´znamu a cˇas vytvorˇen´ı tohoto za´znamu:
{
"data": {
"createWeatherStationRecord": {
"id": "4b9126b3-cbed-4a63-9acf-49a61f6a9fc0",
"creationDate": "2017-03-12T14:37:31+01:00"
}
}
}
Mutace jsou velmi podobne´ dotaz˚um. Stacˇ´ı pouze pochopit jak funguj´ı
dotazy a uveˇdomit si, zˇe mutace mohou meˇnit stav aplikace. Pomoc´ı teˇchto
dvou jednoduchy´ch metod je mozˇne´ vykonat jakoukoliv myslitelnou operaci,
kterou API umonˇuje. To je vlastneˇ take´ hlavn´ı mysˇlenka cele´ serverove´ apli-
kace - poskytnout dostatecˇneˇ mocne´ API a zˇa´dne´ uzˇivatelske´ rozhran´ı.
3.6.4 Stra´nkova´n´ı v GraphQL
Stra´nkova´n´ı je specia´ln´ı pozˇadavek na API, ktery´ jde mimo vsˇechny ostatn´ı.
Mu˚zˇeme naprˇ´ıklad cht´ıt z´ıska´vat meteostanice po deseti tak, aby bylo mozˇne´
vytvorˇit jednotlive´ stra´nky s jejich kratsˇ´ım prˇehledem. Podobneˇ jako se to
deˇla´ na internetovy´ch obchodech pro stra´nkova´n´ı produkt˚u. Prˇitom veˇtsˇina
API je postavena´ tak, zˇe zobraz´ı jeden za´znam nebo vsˇechny za´znamy. Jak
si s t´ımto proble´mem poradit? Rˇesˇen´ım jsou uzly a hrany grafu:
query paginateStations {
allWeatherStations(first: 10) {
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totalCount
edges {
cursor
node {
id # konkre´tnı´ meteostanice
}
}
}
}
Takto lze z´ıskat prvn´ıch deset meteostanic. Je videˇt, zˇe samotne´ teˇlo
dotazu je mnohem slozˇiteˇjˇs´ı nezˇ obvykle. Na prvn´ı u´rovni jsou hrany grafu
(edges) a jejich celkovy´ pocˇet. Celkovy´ pocˇet hran je za´rovenˇ celkovy´ pocˇet
meteostanic. Kazˇda´ hrana na´sledneˇ obsahuje kurzor a uzel grafu. Uzel grafu
obsahuje jednotlive´ polozˇky meteostanice, ktere´ na´s zaj´ımaj´ı. Kurzor potom
prˇedstavuje ukazatel na konkre´tn´ı hranu grafu. Skveˇle´ na tomto na´vrhu je
to, zˇe z´ıska´me pozˇadovany´ch deset meteostanic a za´rovenˇ v´ıme jejich celkovy´
pocˇet a zna´me kurzor posledn´ı hrany (naprˇ. CUr50r), takzˇe dotaz na dalˇs´ıch
deset meteostanic je velmi prˇ´ımocˇary´:
query paginateStations {
allWeatherStations(first: 10, after: "CUr50r") {
totalCount
edges {
cursor
node {
id # konkre´tnı´ meteostanice
}
}
}
}
Existuje v´ıce zp˚usob˚u jak pracovat se stra´nkova´n´ım a i prˇedchoz´ı zp˚usob
je nutne´ pomoc´ı GraphQL vytvorˇit. Je tedy na programa´torovi jaky´ zp˚usob
zvol´ı. Kurzorovy´ prˇ´ıstup se vsˇak velmi osveˇdcˇil a pro GraphQL API je vhod-
ny´m kandida´tem. Mu˚zˇe se zda´t, zˇe je to azˇ prˇ´ıliˇs slozˇite´, ale pokud si uveˇ-
domı´me, kolik informac´ı lze jedn´ım dotazem z´ıskat, tak to za tu na´mahu
stoj´ı.
3.6.5 Pokrocˇile´ mozˇnosti GraphQL
Vsˇechny drˇ´ıve popsane´ mozˇnosti GraphQL API plneˇ dostacˇuj´ı pro te´meˇrˇ
jaky´koliv pozˇadavek. Existuje vsˇak cela´ rˇada vylepsˇen´ı a pomu˚cek, ktere´
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umozˇnˇuj´ı pokla´dane´ dotazy zprˇehlednit, prˇ´ıpadneˇ doplnit o neˇjake´ dalˇs´ı vlast-
nosti. Na´sleduje kra´tky´ vy´cˇet teˇchto pokrocˇily´ch mozˇnost´ı, ktery´ je zde uve-
den sp´ıˇse pro u´plnost.
3.6.5.1 Aliasy
Pomoc´ı alias˚u lze zmeˇnit na´zvy jednotlivy´ch hodnot, ktere´ API vrac´ı. Aliasy
se uva´deˇj´ı prˇed vy´raz a koncˇ´ı dvojtecˇkou:
query getName {
uzivatel: user(id: "00000000-0000-0000-0000-000000000001") {
jmeno: username
}
}
Pu˚vodn´ı dotaz by vra´til odpoveˇd’ obsahuj´ıc´ı slova user a username. Noveˇ
vsˇak vra´t´ı jejich cˇeske´ varianty:
{
"data": {
"uzivatel": {
"jmeno": "John Doe"
}
}
}
3.6.5.2 Fragmenty
Neˇktere´ dotazy mohou by´t velmi slozˇite´ a mu˚zˇe se sta´t, zˇe se neˇktere´ cˇa´sti
dotazu budou opakovat. V GraphQL si lze usˇetrˇit pra´ci pomoc´ı fragment˚u.
Kazˇdy´ fragment obsahuje vy´cˇet pol´ı nad urcˇity´m typem a tento fragment lze
pouzˇ´ıvat na v´ıce mı´stech. Fragmenty se uplatn´ı azˇ u rozsa´hlejˇs´ıch dotaz˚u, ale
pro uka´zku za´pisu na´sleduje jednoduchy´ prˇ´ıklad:
query getUserInfo {
user(id: "00000000-0000-0000-0000-000000000001") {
...UserFields
}
}
fragment UserFields on User {
id, username, token
}
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Jak lze ocˇeka´vat, tak API vra´t´ı ID uzˇivatele, jeho uzˇivatelske´ jme´no a
JWT token. Pokud by bylo potrˇeba z´ıskat v jine´ cˇa´sti dotazu ta stejna´
data, tak je mozˇne´ vola´n´ı fragmentu opakovat. Fragment lze take´ zapsat
jako soucˇa´st dotazu:
query getUserInfo {
user(id: "00000000-0000-0000-0000-000000000001") {
... on User {
id, username, token
}
}
}
V tomto jednoduche´m prˇ´ıkladu to vsˇak neda´va´ smysl, protozˇe stejne´ho
efektu lze dosa´hnout i bez fragmentu. Tato varianta se hod´ı pouze v prˇ´ıpadeˇ,
zˇe by dany´ uzel grafu vracel v´ıce typ˚u. Pak je mozˇne´ na za´kladeˇ typu praco-
vat s jiny´mi hodnotami. Ve spojen´ı s aliasy to umozˇnuje pokla´dat pomeˇrneˇ
zaj´ımave´ dotazy.
3.6.5.3 Direktivy
Pomoc´ı direktiv lze podminˇovat, prˇ´ıpadneˇ jinak meˇnit chova´n´ı polozˇene´ho
dotazu:
query getUsernameOrToken($switch: Boolean!) {
user(id: "00000000-0000-0000-0000-000000000001") {
username @skip(if: $switch)
token @include(if: $switch)
}
}
Tento prˇ´ıklad ukazuje dveˇ vestaveˇne´ direktivy podle specifikace. Pomoc´ı
prˇep´ınacˇe je tak mozˇne´ z´ıskat uzˇivatelske´ jme´no nebo token, ale ne oboj´ı
najednou. Dı´ky tomu je mozˇne´ vytvorˇit slozˇite´ dotazy a podminˇovat, jestli
chceme u´plny´ vy´beˇr nebo jen podvy´beˇr. Tyto direktivy je mozˇne´ prˇida´vat i
vlastn´ı. Zde je vsˇak nutne´ se nejdrˇ´ıve zamyslet, jestli je to skutecˇneˇ nutne´.
3.6.5.4 Introspekce
Na´stroje jako GraphiQL [27] umı´ zobrazit cele´ sche´ma API a napov´ıdaj´ı jeho
mozˇnosti prˇi psan´ı dotazu. Jak je to ale mozˇne´? Jak tento na´stroj sa´m od
sebe v´ı, co API umı´? K tomu slouzˇ´ı tzv. introspekce. GraphQL totizˇ nab´ız´ı
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mozˇnost, jak API prozkouma´vat a zjiˇst’ovat potrˇebne´ podrobnosti. Princip je
porˇa´d stejny´, jen tyto syste´move´ typy zacˇ´ınaj´ı dvojic´ı podtrzˇ´ıtek:
{
__schema {
directives {
name, description, locations
args { name, description }
}
}
}
T´ımto dotazem lze naprˇ´ıklad z´ıskat informace o drˇ´ıve pouzˇity´ch direk-
tiva´ch - jejich na´zvy, popis funkce, kde je lze pouzˇ´ıt a jake´ maj´ı argumenty.
Stejny´m zp˚usobem je mozˇne´ zeptat se na te´meˇrˇ cokoliv. Cele´ API je tedy
velmi transparentn´ı a samo sobeˇ deˇla´ jednoduchou dokumentaci.
3.6.6 Chybove´ stavy v GraphQL
V pr˚ubeˇhu pokla´da´n´ı dotaz˚u se mu˚zˇe sta´t, zˇe vznikne neˇjaka´ chyba. Chyby
vznikaj´ı a nen´ı potrˇeba se jich ba´t, ale zejme´na v API je s nimi potrˇeba
dobrˇe zacha´zet. To znamena´, zˇe u´speˇsˇna´ odpoveˇd’ je pouze tehdy, pokud
server vra´t´ı HTTP ko´d 200. Cokoliv jine´ho je pravdeˇpodobneˇ zna´mka chyby.
V GraphQL mohou nastat trˇi hlavn´ı chybove´ stavy. Prvn´ı je
”
syntax error“,
pokud uzˇivatel odesˇle na server nevalidn´ı forma´t dotazu. Kromeˇ toho, zˇe
server odpov´ı ko´dem 422, tak odesˇle take´ JSON popisuj´ıc´ı, kde je proble´m:
{
"errors": [
{
"message": "
Syntax Error (1:14) Expected :, found String \"User\"
1: {__type(name \"User\"){kind}}
^",
"locations": [
{ "line": 1, "column": 14 }
]
}
]
}
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Odpoveˇd’ je ve forma´tu JSON, takzˇe mu˚zˇe p˚usobit na prvn´ı pohled ne-
prˇehledneˇ, ale hned v za´peˇt´ı je videˇt jaky´ dotaz byl odesla´n a kde je chyba.
Toto je d˚uvod, procˇ jsou vra´cena´ data z tohoto API vzˇdy zanorˇena v kl´ıcˇi
data. Chyby se totizˇ pos´ılaj´ı s kl´ıcˇem errors. Podobneˇ mu˚zˇe vzniknout va-
lidacˇn´ı chyba, kde je sice dotaz zapsa´n spra´vneˇ, ale nesplnˇuje prˇedem dane´
pozˇadavky. Prˇ´ıkladem mu˚zˇe by´t hodnota s jiny´m datovy´m typem v ar-
gumentu, nezˇ je ocˇeka´va´n: Argument ’name’ got invalid value User.
Expected type ’String’, found User.
Posledn´ım prˇ´ıkladem je vnitrˇn´ı chyba serveru. V tomto prˇ´ıpadeˇ je dotaz
validn´ı a spra´vny´, ale server selhal a proto vrac´ı pole error˚u jako v prˇedchoz´ım
prˇ´ıkladu, ale nav´ıc i pole dat s NULL hodnotami na mı´steˇ selha´n´ı:
{
"data": null,
"errors": [
{
"message": "Internal Server Error."
}
]
}
Nyn´ı je na uzˇivateli tohoto API, aby se k takovy´m chyba´m na´lezˇiteˇ za-
choval. Mu˚zˇe je zobrazit uzˇivateli ve webove´ aplikaci, nebo je tiˇse ignorovat.
Za´lezˇ´ı na konkre´tn´ım prˇ´ıpadu.
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4Vy´sledna´ aplikace a jej´ı provoz
Vy´sledkem te´to pra´ce jsou trˇi neza´visle´ projekty. Nejslozˇiteˇjˇs´ı je server, ktery´
poskytuje GraphQL API a celkoveˇ se stara´ o uchova´va´n´ı a zpracova´n´ı dat.
Sa´m o sobeˇ nema´ zˇa´dne´ uzˇitecˇne´ uzˇivatelske´ rozhran´ı. Od toho je zde druha´
aplikace, ktera´ tvorˇ´ı toto uzˇivatelske´ rozhran´ı a sama o sobeˇ nema´ zˇa´dnou
databa´zi. Pro sve´ fungova´n´ı vyzˇaduje prˇ´ıtomnost API serveru, protozˇe s n´ım
neusta´le komunikuje. Posledn´ı aplikac´ı je samostatna´ sluzˇba pro konvertova´n´ı
streamu videa. Dı´ky tomu se kazˇda´ cˇa´st stara´ pouze o sve´ veˇci a vza´jemneˇ
spolu pouze komunikuj´ı, viz obra´zek 4.1.
Obra´zek 4.1: Celkovy´ pohled na vy´slednou aplikaci
Nav´ıc veˇtsˇina zdroj˚u dat ma´ k dispozici konkretizacˇn´ı cˇleny, ktere´ se sta-
raj´ı o prˇevod individua´ln´ıho forma´tu dat zdroje pro API. Tak je zajiˇsteˇna
slucˇitelnost dvou r˚uzny´ch syste´mu˚ a samotne´ API mu˚zˇe by´t na zdroji dat
neza´visle´.
4.1 Uzˇivatelske´ rozhran´ı
Uzˇivatelske´ rozhran´ı bylo vytva´rˇeno za´meˇrneˇ velmi jednodusˇe podle hesla
”
me´neˇ je neˇkdy v´ıce“. Prvn´ı co uzˇivatel prˇi prvn´ı na´vsˇteˇveˇ aplikace spatrˇ´ı
48
je prˇihlasˇovac´ı formula´rˇ. Prˇihla´sˇen´ı je prˇesneˇ ten okamzˇik, kdy uzˇivatel z´ıska´
JWT token popisovany´ drˇ´ıve a ulozˇ´ı si jej do loka´ln´ıho u´lozˇiˇsteˇ v prohl´ızˇecˇi.
Vesˇkera´ na´sleduj´ıc´ı komunikace prob´ıha´ pouze d´ıky tomuto tokenu.
Po prˇihla´sˇen´ı uzˇivatel hned vid´ı prˇehled vsˇech meteostanic, jejich po-
sledn´ı za´znam a ma´ take´ mozˇnost novou meteostanici vytvorˇit (obr. 4.2).
Jak je videˇt, tak prˇi vytva´rˇen´ı nove´ meteostanice lze zadat pouze jej´ı na´zev,
nikoliv typ. Jak bylo vysveˇtleno v drˇ´ıveˇjˇs´ıch kapitola´ch, tak samotna´ aplikace
nijak nepotrˇebuje rˇesˇit typ meteostanic. Prˇevod dat do jednotne´ho forma´tu
je vyrˇesˇen pomoc´ı konkretizacˇn´ıch cˇlen˚u. Po vytvorˇen´ı stanice uzˇivatel z´ıska´
nove´ ID meteostanice, t´ım i zp˚usob, jak prˇes GraphQL API zas´ılat nova´ data.
Obra´zek 4.2: U´vodn´ı stra´nka klientske´ aplikace
Vybra´n´ım jedne´ stanice je hned videˇt jej´ı podrobny´ prˇehled. Zde je mimo
jine´ mozˇne´ nahle´dnout do historie nameˇrˇeny´ch za´znamu˚ od urcˇite´ho data
s mozˇnost´ı vy´beˇru typu agregace dat. Za´znamu˚ totizˇ mu˚zˇe by´t velmi mnoho,
proto se na serveru pocˇ´ıtaj´ı agregovane´ prˇehledy. Data je mozˇna´ prohl´ızˇet si
s prˇesnost´ı na hodiny, poprˇ. zveˇtsˇit cˇasovy´ ra´mec a data sdruzˇovat po dnech,
v´ıkendech a meˇs´ıc´ıch. Tak se lze teoreticky pod´ıvat na posledn´ıch 100 meˇs´ıc˚u
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(pokud jsou data k dispozici) v ra´mci jednoho grafu.
Kromeˇ vy´beˇru pocˇa´tecˇn´ıho data a typu agregace dat je take´ mozˇne´ zvo-
lit zp˚usob interpolace bod˚u graf˚u. Body lze prokla´dat linea´rn´ı krˇivkou, ku-
bicky´mi interpolacemi, prˇ´ıpadneˇ krokovou (skokovou) interpolac´ı s bodem
uprostrˇed roviny. Za´lezˇ´ı pak na uzˇivateli, jaka´ interpolace mu vyhovuje nejv´ıce
(obra´zek 4.4).
Obra´zek 4.3: Detail meteorologicke´ stanice v aplikaci
Prˇehled vsˇech IP kamer je podobny´ jako u meteostanic. Zde je mozˇne´
kameru prˇidat, prˇehra´vat jej´ı stream a kameru zase odebrat. Prakticky se
jedna´ pouze o seznam video prˇehra´vacˇ˚u (viz obr. 4.5), kdy kazˇdy´ prˇehra´vacˇ
umı´ prˇehra´vat vytvorˇeny´ HLS stream. Popis tohoto streamu a jeho prˇeveden´ı
z d˚uvodn´ıho forma´tu IP kamery je popsa´n v drˇ´ıveˇjˇs´ıch kapitola´ch.
Cele´ toto uzˇivatelske´ prostrˇed´ı funguje d´ıky spojen´ı Reactu a Reduxu.
K nacˇten´ı aplikace dojde pouze prˇi prvn´ım otevrˇen´ı stra´nky a na´sledneˇ
vsˇechny aktualizace dat prob´ıhaj´ı bez viditelne´ho a obteˇzˇuj´ıc´ıho obnoven´ı cele´
stra´nky. Jedno z mozˇny´ch vylepsˇen´ı by bylo renderovat nacˇ´ıtanou stra´nku
na serveru. Uzˇivatel by tak z´ıskal hotovou stra´nku vcˇetneˇ naplneˇne´ho Re-
dux u´lozˇiˇsteˇ. Kazˇdy´ dalˇs´ı pozˇadavek by byl obslouzˇen prˇes API stejneˇ, jako
je tomu ted’. Vy´hoda by byla v rychlejˇs´ım prvn´ım nacˇten´ı stra´nky. Rende-
rova´n´ı na straneˇ serveru je nutne´ take´ v okamzˇiku, pokud budou webovou
stra´nku indexovat webove´ vyhleda´vacˇe. To ale nen´ı prˇ´ıpad te´to administrace,
ktera´ je schova´na za prˇihla´sˇen´ım.
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Obra´zek 4.4: Zp˚usoby interpolace graf˚u
zdroj: https://github.com/d3/d3-shape
4.2 Doporucˇena´ infrastruktura
Na zacˇa´tku te´to pra´ce jsem meˇl vesˇkere´ potrˇebne´ na´stroje pro vy´voj nain-
stalovane´ na sve´m vlastn´ı pocˇ´ıtacˇi. V pr˚ubeˇhu vy´voje jsem vsˇak postupneˇ
prˇesˇel s cely´m PHP, databa´zemi i webovy´mi servery do prostrˇed´ı Dockeru
[28] a ze sve´ho pocˇ´ıtacˇe PHP odinstaloval. Rozd´ıl je v tom, zˇe drˇ´ıve bylo
nutne´ vesˇkery´ software obstara´vat na jednom PC. Noveˇ vsˇak stacˇ´ı mı´t nain-
stalovany´ Docker, ktery´ se chova´ jako velmi tenka´ virtualizacˇn´ı vrstva. Takto
lze prˇi vy´voji zapnout na sve´m PC neˇkolik virtua´ln´ıch server˚u. Dı´ky tomu je
mozˇne´ pohodlneˇ vyuzˇ´ıvat r˚uzne´ databa´ze nebo dokonce neˇkolik r˚uzny´ch verz´ı
PHP. Velky´ prˇ´ınos je v tom, zˇe tyto virtua´ln´ı stroje jsou jasneˇ definova´ny
a mohou mı´t naprosto stejnou podobu, jakou ma´ produkcˇn´ı prostrˇed´ı. Toho
by se s jedn´ım PC dosa´hlo teˇzˇko.
Docker se nechova´ jako beˇzˇneˇ zna´me´ virtualizacˇn´ı platformy. Je totizˇ
beˇzˇne´, zˇe si virtua´ln´ı stroj alokuje potrˇebne´ prostrˇedky a stroj, na ktere´m
beˇzˇ´ı, tak velmi vyt´ızˇ´ı. Docker vsˇak vyuzˇ´ıva´ prostrˇedky mnohem hospoda´rneˇji.
Takzˇe zat´ımco beˇzˇny´ch virtua´ln´ıch stroj˚u je mozˇne´ zapnout jednotky azˇ
des´ıtky, tak tzv. Docker kontejner˚u je mozˇne´ spustit stovky azˇ tis´ıce na
jednom pocˇ´ıtacˇi. A to uzˇ by byla hodneˇ velka´ infrastruktura - rozhodneˇ
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Obra´zek 4.5: Prˇehled vsˇech video streamu˚ v aplikaci
dostatecˇna´ pro potrˇeby te´to aplikace. Na obra´zku 4.6 je zna´zorneˇno Docker
prostrˇed´ı, ktere´ je pro tuto aplikaci vhodne´.
Jak je mozˇne´, zˇe Docker zvla´dne tak velke´ mnozˇstv´ı virta´ln´ıch stroj˚u?
Docker mu˚zˇe pouzˇ´ıvat v´ıce souborovy´ch syste´mu˚, ale takovy´m hlavn´ım za´-
stupcem je AUFS [29]. AUFS je vrstveny´ souborovy´ syste´m, jehozˇ hlavn´ı
prˇednost´ı je mozˇnost mı´t sd´ılene´ vrstvy operacˇn´ıho syste´mu pouze pro cˇten´ı a
individua´ln´ı tenke´ vrstvy s mozˇnost´ı za´pisu, ktere´ obsahuj´ı odliˇsnosti jednot-
livy´ch stroj˚u. Pokud tedy server sd´ıl´ı spolecˇnou cˇa´st sve´ho syste´mu s jiny´m
serverem, tak si nena´rokuje dodatecˇne´ prostrˇedky, ale sd´ıl´ı je. Servery za´rovenˇ
nemohou nijak kolidovat, protozˇe spodn´ı vrstvy souborove´ho syste´mu jsou
pouze pro cˇten´ı. Sd´ılen´ı prostrˇedk˚u nen´ı jediny´ prˇ´ınos. Nastartova´n´ı nove´ho
serveru v ra´mci Dockeru trva´ zhruba jednu sekundu (mnohdy ani to ne)1.
Je tedy mozˇne´ spustit proces z prˇ´ıkazove´ rˇa´dky, ale ve skutecˇnosti spustit
cely´ Docker kontejner a proces spustit izolovaneˇ v kontejneru. Dı´ky extre´mn´ı
1Za´lezˇ´ı na tom, co se v kontejneru startuje za procesy. Doporucˇeny´ postup je vsˇak drzˇet
kontejnery co nejme´neˇ na´rocˇne´ a staraj´ıc´ı se o jednu veˇc.
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Obra´zek 4.6: Infrastruktura pouzˇita´ prˇi vy´voji
zdroj: Vlastn´ı tvorba - https://cloudcraft.co/
rychlosti startova´n´ı je to te´meˇrˇ neznatelna´ zmeˇna.
Ale zpeˇt ke vhodne´ infrastrukturˇe. Doposud popisovane´ rˇesˇen´ı pomoc´ı
Dockeru nen´ı jedine´ mozˇne´. Pokud by to bylo nutne´, mu˚zˇe aplikace fungo-
vat pouze na jednom serveru. Je totizˇ potrˇeba pouze webovy´ server, ktery´
bude prˇij´ımat HTTP pozˇadavky a smeˇrˇovat je na PHP. Da´le je potrˇeba
PostgreSQL databa´ze a to je vlastneˇ vsˇe. Webove´ rozhran´ı mu˚zˇe by´t zat´ım
vybavova´no jako staticka´ stra´nka (neprob´ıha´ renderova´n´ı na serveru), takzˇe
nepotrˇebuje zˇa´dne´ zvla´sˇtn´ı sluzˇby. Stejneˇ tak streamovac´ı server pro zpra-
cova´va´n´ı videa potrˇebuje pouze PHP. Je vsˇak vhodne´ oddeˇlit jednotlive´
za´vislosti, aby bylo mozˇne´ sˇka´lovat aplikaci neza´visle podle potrˇeby. Na to
se opeˇt perfektneˇ hod´ı Docker, kde je beˇzˇne´ mı´t jeden beˇzˇ´ıc´ı proces v jed-
nom kontejneru (nebo alesponˇ jeden druh procesu). Proto ma´ webovy´ server
i PHP vlastn´ı kontejnery.
Vy´vojove´ prostrˇed´ı mu˚zˇe by´t zcela totozˇne´ s produkcˇn´ım prostrˇed´ım, ale
nemus´ı tomu tak by´t. Na produkci je cˇasto potrˇeba dalˇs´ıch sluzˇeb, ktere´
r˚uzny´m zp˚usobem optimalizuj´ı beˇh aplikace naprˇ. pro vysokou za´teˇzˇ (CDN,
vyvazˇova´n´ı za´teˇzˇe, replikace databa´z´ı). Tento stav je zna´zorneˇn na obra´zku
4.7.
Takove´ rozlozˇen´ı stroj˚u je jednoznacˇneˇ na´sobneˇ drazˇsˇ´ı nezˇ provoz na jed-
nom serveru. Prˇi rozhodova´n´ı se o infrastrukturˇe je nutne´ dobrˇe propocˇ´ıtat
a rozhodnout se, jak velka´ investice da´va´ smysl. Pokud bych se rozhodl tuto
aplikaci provozovat jako sluzˇbu za´kazn´ık˚um, tak by bylo nutne´ se k neˇcˇemu
podobne´mu prˇiblizˇovat. Pro soukrome´ u´cˇely by naopak stacˇil neˇjaky´ obycˇejny´
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Obra´zek 4.7: Doporucˇena´ infrastruktura
zdroj: Vlastn´ı tvorba - https://cloudcraft.co/
sd´ıleny´ hosting.
4.3 Mozˇnosti rozsˇ´ıˇren´ı d´ıky API
Na zacˇa´tku programova´n´ı hlavn´ı aplikace nebylo u´plneˇ jasne´, jak vsˇe do-
padne. V soucˇasne´ dobeˇ jsem vsˇak prˇesveˇdcˇen, zˇe vytvorˇen´ı uzavrˇene´ aplikace
s API bylo jednoznacˇneˇ spra´vne´ rˇesˇen´ı. Aplikace se stara´ jen o ukla´da´n´ı a vy-
bavova´n´ı dat, poprˇ. o autorizaci. Dı´ky tomu je mozˇne´ soustrˇedit se na to, aby
vsˇe fungovalo co nejle´pe. Nen´ı trˇeba rˇesˇit velke´ mnozˇstv´ı r˚uznorody´ch mete-
ostanic. Aplikace vlastneˇ rozumı´ libovolne´ meteostanici, protozˇe ona odes´ıla´
do API data a ta uzˇ maj´ı jednotny´ forma´t.
Kl´ıcˇove´ je vyuzˇit´ı GraphQL, ktere´ nevytva´rˇ´ı staticke´ koncove´ vy´stupy,
ale umozˇnˇuje z´ıska´vat z API libovolna´ data. Prˇ´ıkladem vyuzˇit´ı API mohou
by´t exporty dat. Bylo by mozˇne´ vytvorˇit dalˇs´ı funkcionalitu a data umozˇnit
exportovat. Ale to nebylo c´ılem. Server se stara´ o API. A kdyzˇ existuje grafove´
API, tak je mozˇne´ data take´ exportovat. Naprˇ´ıklad na´sleduj´ıc´ı GraphQL
dotaz vra´t´ı vsˇechny kamery, meteostanice a jejich data:
{
allCameras {
id, name, stream { source, hls }
}
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allWeatherStations {
totalCount, weatherStations {
id, name, allRecords(first: 10) {
totalCount, returnedCount, records {
aggregatedDate, absolutePressure, relativePressure
indoorTemperature, outdoorTemperature,
indoorHumidity, outdoorHumidity, windSpeed,
windAzimuth, windGust
}
}
}
}
}
Ze serveru se vra´t´ı JSON odpoveˇd’, ktera´ je velka´ neˇkolik MB a obsahuje
vsˇechny potrˇebne´ informace. Nen´ı nutne´ mı´t prˇedem definovanou strukturu
odpoveˇdi. Pouze pokud by bylo trˇeba exportovat data naprˇ. ve forma´tu XML
a mı´t export velmi rychly´, vyplat´ı se tuto funkcionalitu dodeˇlat.
Na rozd´ıl od jiny´ch beˇzˇny´ch API je GraphQL (jak na´zev napov´ıda´) gra-
fove´. Je nutne´ dotazovat se na konkre´tn´ı cestu v grafu a tato data se vra´t´ı.
Neexistuje tedy pevna´ struktura odpoveˇdi a to je jeden z d˚uvod˚u, procˇ toto
API nen´ı trˇeba verzovat [30]. Nove´ vlastnosti lze jednodusˇe prˇidat a zastarale´
lze schovat (i kdyzˇ budou da´le fungovat). Prakticky tedy neexistuje nic jako
jedna verze API. API mu˚zˇe by´t kazˇdy´ den jine´, ale vzˇdy zpeˇtneˇ kompatibiln´ı
- podobneˇ jako je nutne´ deˇlat zmeˇny v ra´mci databa´zovy´ch migrac´ı.
Mysˇlenka grafove´ho API je natolik mocna´, zˇe se dnes zacˇ´ına´ GraphQL
pouzˇ´ıvat jako proxy pro jina´ (starsˇ´ı) API. Funguje to tak, zˇe klienti pos´ılaj´ı
dotazy na GraphQL a toto API pouze prˇekla´da´ pozˇadavky na naprˇ. REST
API, ktere´ ma´ pevnou strukturu. Tak lze z´ıskat vsˇechny vlastnosti GraphQL
i zpeˇtneˇ. Nen´ı pak slozˇite´ postupneˇ zacˇ´ıt stare´ API odstranˇovat. API lze
tedy libovolneˇ rozsˇiˇrovat d´ıky jednotne´mu rozhran´ı, ktere´ je prˇipraveno pro
neusta´le´ zmeˇny.
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5Hodnocen´ı a za´veˇr
Prvotn´ım c´ılem pra´ce bylo nale´z zp˚usob, jak z´ıska´vat data z r˚uzny´ch mete-
orologicky´ch stanic a na´sledneˇ je zobrazovat ve vytvorˇene´ webove´ aplikaci.
Aby meˇl uzˇivatel aplikace take´ vizua´ln´ı prˇedstavu o aktua´ln´ım pocˇas´ı, data
bylo nutne´ doplnit o za´znam z kamery. Jizˇ na samotne´m zacˇa´tku pra´ce se
uka´zalo, zˇe z´ıska´vat data ze starsˇ´ıch meteostanic je velice komplikovane´. Ta-
kove´ meteostanice totizˇ nejsou nijak prˇipojeny k s´ıti a jediny´ zp˚usob, jak
komunikuj´ı, je prˇes se´riovou linku prˇ´ımo s prˇipojeny´m pocˇ´ıtacˇem, na ktere´m
mus´ı beˇzˇet software od vy´robce stanice. Rychle se tak uka´zalo, zˇe nen´ı mozˇne´
napsat aplikaci, ktera´ by znala konkre´tn´ı implementacˇn´ı detaily jednotlivy´ch
zarˇ´ızen´ı. Tento poznatek na´sledneˇ ovlivnil cele´ vy´sledne´ rˇesˇen´ı.
Vy´sledkem te´to diplomove´ pra´ce je hlavn´ı server, ktery´ nema´ zˇa´dnou
znalost o jednotlivy´ch meteostanic´ıch. Rozumı´ vsˇak velmi dobrˇe fyzika´ln´ım
velicˇina´m a s okoln´ım sveˇtem komunikuje pouze prostrˇednictv´ım GraphQL
API. Na toto API jsou z jedne´ strany napojeny konkretizacˇn´ı cˇleny, ktere´
obsahuj´ı jednotlive´ implementacˇn´ı detaily meteorologicky´ch stanic. Z druhe´
strany API je napojena webova´ aplikace, ktera´ je napsa´na v Reactu a kde
mu˚zˇe uzˇivatel cely´ syste´m ovla´dat. API tak slouzˇ´ı pro obousmeˇrnou komu-
nikaci a jeho velkou prˇednostn´ı je grafovy´ charakter. Data jsou k dispozici
v podobeˇ grafu, takzˇe je mozˇne´ z´ıskat pouze konkre´tn´ı podmnozˇinu tohoto
grafu a usˇetrˇit tak prˇena´sˇena´ data.
Kromeˇ serveru, ktery´ poskytuje GraphQL API, byla vytvorˇena take´ apli-
kace pro streamova´n´ı videa z webovy´ch kamer. Tyto kamery zpravidla nepo-
skytuj´ı forma´t, ktery´ je vhodny´ pro prˇ´ıme´ zpracova´n´ı ve webove´m prohl´ızˇecˇi
a je proto nutne´ prova´deˇt tzv.
”
near real-time“ konverzi obrazu. Streamo-
vac´ı server je postaven jako samostatna´ mikrosluzˇba. Dı´ky tomu, zˇe nen´ı
soucˇa´st´ı serveru, ktery´ poskytuje GraphQL API, tak je mozˇne´ tuto cˇa´st apli-
kace naza´visle sˇka´lovat a dosahovat tak pozˇadovane´ho vy´konu.
Zada´n´ı pra´ce bylo tedy nejen u´speˇsˇneˇ vyrˇesˇeno, ale take´ rozsˇ´ıˇreno o im-
plementaci GraphQL, ktere´ se stalo u´strˇedn´ım bodem cele´ pra´ce. Vy´sledna´
aplikace je d´ıky API a hlavneˇ d´ıky syste´mu konkretizacˇn´ıch cˇlen˚u schopna
pracovat s jakoukoliv meteorologickou stanic´ı, ktera´ je na trhu.
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Do budoucna by bylo vhodne´ vylepsˇit syste´m konkretizacˇn´ıch cˇlen˚u. Je
beˇzˇne´, zˇe kv˚uli jedne´ meteostanici mus´ı beˇzˇet cele´ dny zapnuty´ kancela´rˇsky´
pocˇ´ıtacˇ. Prˇitom d˚uvod je pouze ten, zˇe obsahuje software od vy´robce, se´riovy´
port a prˇipojen´ı k internetu. V tom vid´ım velkou rezervu. Stacˇilo by prˇipojit
stanici k jednoduche´mu prˇevodn´ıku, ktery´ by disponoval se´riovy´m portem a
umeˇl data odes´ılat do s´ıteˇ. Velkou prˇeka´zˇkou jsou vsˇak samotn´ı vy´robci me-
teorologicky´ch stanic. Cˇasto totizˇ nen´ı k dispozici dostatecˇneˇ podrobna´ tech-
nicka´ dokumentace a porozumeˇt vsˇem na´lezˇitostem komunikace prˇes se´riovou
linku mu˚zˇe by´t neprˇekonatelny´ u´kol. Nasˇteˇst´ı noveˇjˇs´ı meteostanice umeˇj´ı
odes´ılat data prˇ´ımo do s´ıteˇ a t´ım tento proble´m zcela miz´ı.
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