We are given an interval graph G = (V, E) where each interval I ∈ V has a weight w I ∈ Q + . The goal is to color the intervals V with an arbitrary number of color classes
Introduction
Coloring a given graph G = (V, E) is a classical NP-hard problem in combinatorial optimization. One reason why graph coloring has been studied so extensively is the fact that many practical problems in scheduling and planning can be formulated in such A preliminary version of this paper has appeared at ICALP'11. a way. Arguably, the most simple example is the nodes V representing tasks which need to be partitioned into color classes of pairwise non-conflicting tasks, where a conflict between two tasks is indicated by an edge in E connecting them. All tasks in one color class may share a common resource, and hence minimizing the number of color classes also minimizes the number of resources needed. It is natural to assume that each task requires a resource during a given time interval, and thus two tasks conflict if their time intervals intersect. This results in an interval graph, and, in this case, we may think of the nodes in V as intervals, of color classes as sets of pairwise disjoint intervals, and of cliques as sets of intervals with non-empty intersection. It is folklore that an optimal coloring of a given interval graph can be found in polynomial time using the first-fit strategy: sort the intervals according to their left endpoints, and then iteratively assign colors according to this ordering, that is, for each interval I , add I to an existing color class if possible, or otherwise start a new color class {I } only containing I . For example, in the sample instance in Fig. 1 , where I 2 overlaps exactly with I 1 and I 3 , and I 3 overlaps exactly with I 2 and I 4 , this gives the color classes {I 1 , I 3 } and {I 2 , I 4 }. In constrast, finding an optimal coloring of a general graph is hard to approximate even within n 1− for any > 0, unless NP ⊆ ZPP [9] .
However, coloring interval graphs fails to express non-uniform resource requirements. For instance, a resource might be a buffer and the tasks memory requests of different size that need to be buffered during a given time interval [20] . In this case, a buffer used by different non-conflicting requests needs to be large enough to hold any such request. We can model this extension by assigning a weight w I ∈ Q + to each interval I ∈ V that represents the size of the corresponding request, and hence the buffer assigned to a color class C of requests needs to have at least size max I ∈C w I . Thus, finding an optimal coloring in this context is called max-coloring interval graphs: partition a given interval graph G = (V, E) into an arbitrary number of color classes C 1 , C 2 , . . . , C k such that k i=1 max I ∈C i w I is minimized. The classical problem of coloring interval graphs is contained as a special case by using uniform weights. Because of this natural weight-based cost structure, max-coloring is often referred to as weighted coloring. Previous work Max-coloring of different graph classes, mostly subclasses of perfect graphs, has received considerable attention during the last years. For a comprehensive overview which includes interval graphs, we refer to the summary of Mestre and Raman [17] . Unfortunately, the first-fit strategy does not work for max-coloring interval graphs. For example, assume that the y-axis in Fig. 1 represents the interval weights. Therefore, w I 1 = w I 4 = 3 and w I 2 = w I 3 = 1. The coloring of the first-fit strategy listed above gives cost 3 + 3 = 6, whereas an optimal max-coloring with color classes {I 1 , I 4 }, {I 2 }, and {I 3 } only gives cost 3 + 1 + 1 = 5. It has been shown by Pemmaraju, Raman, and Varadarajan [20] that max-coloring interval graphs is NP-hard. A simplified proof was given by the same authors in [21] by a reduction from coloring circular arc graphs, a superclass of interval graphs. Finally, they presented a 2-approximation algorithm for max-coloring interval graphs [20] , and Pemmaraju and Raman [19] showed later on that any hereditary graph class that admits an α-approximation algorithm for coloring also admits a 4α-approximation algorithm for max-coloring. Recall that an α-approximation algorithm yields a solution in polynomial time whose cost is at most α times the cost of an optimal solution. Hence, since it is a well-known fact that perfect graphs, a superclass of interval graphs, can be colored in polynomial time [11] , this yields a 4-approximation algorithm for max-coloring perfect graphs. Epstein and Levin [7] improved this factor from 4 to e. On the other hand, after a line of improvements [8, 12, 13] , Kavitha and Mestre [16] presented an algorithm for max-coloring paths, a subclass of interval graphs, which requires only time O(n + S(n)), where S(n) is the time to sort the weights. A polynomial-time approximation scheme (PTAS) for trees is known [2] , that is, there is a (1 + )-approximation algorithm for any > 0, but max-coloring bipartite graphs is APX-hard [6] , i.e., there is no PTAS unless P = NP. However, in the context of the original motivation of this problem in buffer management, interval graphs remain arguably the most relevant graph class, since they are easy to describe, but powerful enough to model temporal conflicts. Finally, Bampis et al. [2] gave some results for the bounded max-coloring problem, that is, for the case that the number of vertices in each color class is bounded by some k ∈ N. Contributions and outline We settle the approximation complexity of max-coloring interval graphs by presenting a PTAS. This PTAS also works if there is a bound on the cardinalities of the color classes, called bounded case. From the very beginnings [15] to more recent celebrated results [1] , the arguably most successful scheme to obtain PTASs is to trade the size of the search space for accuracy in order to make it treatable by a dynamic program running in polynomial time. The problem-specific challenge is to do this in a way such that there is still a solution in the restricted search space which is (1 + )-close to an optimal solution. Our strategy runs in three steps, where the purpose of the first two steps is to implement such a trade.
(1) In a minor preprocessing step described in Sect. 2, using the shifting technique of Hochbaum and Maass [14] , we trade the number of different interval weights for accuracy such that we may assume a constant number of weights. (2) In the main step, called clique clustering, we argue that we can partition the intervals into cliques, here called clusters to distinguish them from other cliques, such that we are allowed to treat every cluster as a single interval during a dynamic programming procedure. The surprising insight, see Lemma 3, is that we are able to find such a partition with the property that we are only losing an (1+ )-factor in the approximation ratio but the maximum overlap of clusters, a natural extension of the overlap of intervals as defined in what follows, is logarithmic in the number of intervals n. Note that this is an exponential drop compared to the maximum overlap of intervals ω, which might be as large as n. (3) After these trading steps, we can apply a dynamic programming procedure. We introduce this DP first in a general way in Sect. 3, and in Sect. 4, we show how to combine it with the clique clustering technique from Lemma 3.
Note that the clique clustering technique is very similar to the independently developed boxing technique from [5] for Dynamic Storage Allocation. The way intervals are partitioned into cliques is basically the same as partitioning them into boxes. However, the geometric interpretation as boxes does not make sense in our context. Dynamic Storage Allocation and max-coloring interval graphs are both generalizations of coloring interval graphs, but having different levels in contrast to having different heights makes max-coloring interval graphs somewhat more difficult. First, partitioning intervals into cliques needs to take the weights into account, which is only possible because they form a natural hierarchy. Second, after boxing intervals for the Dynamic Allocation Problem, it is possible to apply the first-fit strategy directly, whereas max-coloring interval graphs requires a more sophisticated DP to deal with different weights. The critical requirement for the DP is the reduction of overlap structure, a property not required to solve the Dynamic Allocation Problem via first-fit. Preliminaries For simplicity, we write coloring for max-coloring throughout this paper, and we use σ to denote a coloring. Let σ * denote an optimal coloring and define O PT := cost(σ * ), where cost(σ ) := C∈σ max I ∈C w I . Finally, let ω be the clique number which is the maximum overlap of intervals.
Levels and Reduction of Interval Weights
Like in the example in Lemma 1 has also been applied by the author [18] to obtain a PTAS for the bounded case, also called capacitated case, of the inverse problem of max-coloring co-interval graphs. Note that finding a max-coloring of a co-interval graph G is equivalent to finding a max-clique partition of the co-graph of G, which is again an interval graph. Despite the similarity in name, it is worth mentioning here that max-coloring interval graphs and max-coloring co-interval graphs have a quite different structure. For instance, max-coloring co-interval graphs is polynomially solvable [4, 10] , and only the bounded case described above is NP-hard [18] . However, except for this preprocessing step, all arguments in this paper differ completely from [18] .
First, assuming that all interval weights are strictly larger than one, it is easy to see that we can apply a geometric rounding step such that, for any > 0, by losing an (1 + )-factor in the approximation ratio, we may assume that all weights are powers of 1 + . As a consequence, we may also assume that w i = (1 + ) i for any level i. We use this to adapt the well-known shifting technique of Hochbaum and Maas [14] .
Assume that we are given an algorithm A for instances where m and w m /w 1 are constants. Moreover, assume that 2 m ≥ 1, and 1/ 2 and 2 m are both integral.
Applying the shifting technique works as follows: select an integer
Since each such subset has only 1/ 2 many different levels, and the maximal interval weight is hence at most (1 + ) 1/ 2 times the minimal interval weight, we may apply algorithm A separately to all these subsets. This yields a sequence of respective colorings σ 0 , σ 1 , . . . , σ 2 m . Combining these coloring gives a coloring σ := ∪ 2 m r =0 σ r for the original interval set V . We assume here that, for each 0 ≤ r ≤ 2 m, the coloring σ r uses a distinct set of colors, and hence the number of colors in σ is the sum of the number of colors of all colorings σ 0 , σ 1 , . . . , σ 2 m . This brute-force combination ensures that we never get any conflicts due to merging color classes. Combining all this defines an algorithm A for arbitrary m and w m /w 1 .
Note that this algorithm conversion can be straightforward derandomized by sampling all integers z with 1 ≤ z ≤ 1/ 2 , since there are only constant many. Combining this with the following lemma proves Lemma 1.
Lemma 2 If A is a β-approximation algorithm, then A is a randomized (1 + )β-approximation algorithm
Proof of Lemma 2 Consider an optimal coloring σ * . We create a sequence of col-
with distinct color sets for the respective interval subsets V 0 , V 1 , . . . , V 2 m as follows: for each color class C ∈ σ * and integer 0 ≤ r ≤ 2 m, add the color class C r := C ∩ V r to σ * r if C r = ∅. We have that
The first line is due to linearity of expectation, and the second line is due to the definition of the color classes C r for each classes C ∈ σ * . The fourth line is due to the fact that the integer 1 ≤ z ≤ 1/ 2 is selected uniformly at random, and hence Pr [z = x] = 2 for each fixed integer 1 ≤ x ≤ 1/ 2 . Moreover, note here that, for each level 1 ≤ i ≤ i C − 1, there is exactly one combination of integers 1 ≤ x ≤ 1/ 2 and r ≥ 0 with r/ 2 +x = i. Finally, the fifth line is due to the standard transformation of the geometric series.
Recall that A is a β-approximation algorithm. Using this, we obtain that
which proves the claim. The first line is due to linearity of expectation and the fact that cost(σ r ) ≤ βcost(σ * r ) for each 0 ≤ r ≤ 2 m. Moreover, the second line is due to linearity of expectation and Inequality (1). Finally, note that the running time of algorithm A is at most 2 m = O(n) times the running time of algorithm A , even after a derandomization.
Dynamic Programming
For an interval subset V ⊆ V , we call a function f : V → {1, . . . , m} that maps V to levels an assignment if f (I ) ≥ i I for each interval I ∈ V . We additionally say that f is complete if V = V . Note that a complete assignment can be realized as a coloring σ f as follows: for each level i, apply the first-fit strategy to all intervals which are mapped by f to level i. On the other hand, each coloring σ defines an assignment f as f (I ) := i C for the color class C ∈ σ which contains I . Due to this relationship, in the remainder of this paper, our goal is to construct a complete assignment f that optimizes cost(σ f ). Note that it might happen that some intervals joined as a color class by the first-fit strategy at some level i do not have the maximum level i. In this case, for simplicity, we assign the level i to this color class anyway. Hence, there are many assignments f that overshoot the cost, but this does not affect the following arguments.
Let I 1 , I 2 , . . . , I n be an ordering of all intervals according to their left endpoints as for the first-fit strategy, that is, for each 1 ≤ i < n, the left endpoint of I i is left of the left endpoint of I i+1 (recall the assumption that all interval endpoints are distinct). Moreover, for any 1 ≤ s ≤ n, let V s ⊆ {I 1 , I 2 , . . . , I s } denote the set of all intervals which contain the left endpoint of I s . We have a dynamic programming array with entries of the form [s, f, g] where 1 ≤ s ≤ n is an integer, f : V s → {1, . . . , m} is an assignment of intervals V s to levels, and g : {1, . . . , m} → N 0 is a counter that tracks how many color classes belong to each level so far. Our goal is to inductively fill by increasing s such that [s, f, g] saves an optimal assignment f * of intervals {I 1 , I 2 , . . . , I s } subject to the constraint that f and g are satisfied, that is, f * and f are identical on V s , and the number of color classes in σ f * at level i is exactly g(i). For simplicity, we write cost( [s, f, g]) for cost(σ f * ). Clearly, if we suceed to fill , by checking all entries for s = n, we can then find an optimal complete assignment which corresponds to an optimal coloring.
To inductively fill , we use Bellman-operator
where the minimum in the operator is taken is over (1) all assignments f that are identical with f when restricted to intervals V s ∩ V s+1 and (2) all counters g that are identical with g when restricted to levels {1, . . . , m}\{i (1) of the Bellman-operator. We need to compare the counters of g and g and see if we need to increase g with respect to g. There are basically two cases, either we can add I s+1 to an existing color class in [s, f, g], in which case we have that g and g are identical, or not, which implies that we have to increase g by one with respect to g for level i = f (I s+1 ). To see whether the former case holds, we need to check how many intervals in V s+1 are assigned by f to level i because these are the ones which intersect with I s+1 , and thus they cannot be in the same color class. On the other hand, if the number of these intervals is strictly smaller than g(i ), then there must be some color class in [s, f, g] to which we can add I s+1 . This case distinction is encoded in Constraint (2) of the Bellman-operator, which shows its correctness.
The running time for implementing this DP is polynomial in the size of , which makes it infeasible in general. We show how to solve this issue in the next Sect. 4.
Approximate Dynamic Programming
By Lemma 1, we may assume that m, the number of levels, and w m /w 1 , the ratio between the maximum and minimal interval weight, are both constants. However, since we only have the upper bound V (s) ≤ ω for each integer 1 ≤ s ≤ n, the size of array from Sect. 3 could be as large as n · m ω · (n + 1) m which is not polynomial for ω = (n), even for a constant m. Therefore, we need to restrict the assignments f to consider using the following definitions.
We say that an assignment f respects a set of pairwise disjoint cliques P if, for each clique A ∈ P, all intervals in A are assigned to be same level by f . Moreover, for each position t on the x-axis, let P(t) be the set of all cliques in P that contain an interval that contains t, and define ω P := max t |P(t)|. Another way to obtain ω P is to intepret each clique A ∈ P as the interval that is the union of intervals in A. Hence, the left and right endpoints of this constructed interval are the left-most left and right-most right endpoints of any interval in A, respectively. The parameter ω P is then simply the clique number of this new constructed interval graph.
For example, consider the sample instance from Fig. 1 , and assume that this overlap structure is realized as 4, 7] and I 4 = [6, 8] . Recall that we assume that endpoints are distinct. Moreover, let P be a clique partition of this instance consisting of two cliques A 1 = {I 1 , I 2 } and A 2 = {I 3 , I 4 }. Then we have that P(1) = {A 1 }, P(5) = {A 1 , A 2 } and P(6) = {A 2 }, and also ω P = 2.
Note that ω P = ω for the trivial clique partition P where each clique contains a single interval. We can interpret a set of intervals A also as such a trivial clique partition, and hence define A(t) as the number of intervals in A that contain t. We use these definitions in the following critical lemma which trades the size of ω P for accuracy. Its proof is deferred to Sect. 5. Recall the assumptions and definitions from Sect. 2.
Lemma 3 For any > 0, we can compute a clique partition P of all intervals V in polynomial time such that there exists a complete assignment f with the following properties:
Note that the trivial clique partition clearly satisfies Property (2) in Lemma 3. However, we do not gain anything in this case, since then still ω P = ω. The astonishing fact about Lemma 3 is that by losing an arbitrary small factor in accuracy, we immediately get an exponential drop in ω P . This allows us to prove our final result.
Theorem 4 There is a PTAS for max-coloring interval graphs. This PTAS also works for the bounded case with an upper bound on the sizes of the color classes.
Proof of Theorem 4 Let P be a clique partition as proposed by Lemma 3. Note that restricting array to assignments f that respect P decreases the size of to n · m ω P · (n + 1) m which is polynomial due to Property (3) in Lemma 3 if m is constant. Next, observe that this restricted dynamic program yields an optimal complete assignment f * subject to the constraint that f * respects P. However, by Properties (1) and (2), we still obtain the upper bound cost(σ f * ) ≤ (1 + O( m 2 w m /w 1 ))O PT . Recall here the assumption that m and w m /w 1 are both constants, and hence we can make this approximation ratio arbitrarily small (these constants depend on the used Sect. 2, which is different from the one used here). The first part of the theorem follows.
Next, we analyze the running time. Note that an application of the Bellman-operator for a single entry in array as described in Sect. 3 can be implemented in O(m) time, since one assignment of I s+1 to each level needs to get checked, each taking constant time. Therefore, the total running time of the DP is m times the size of , which is at most m · n · m O(m log(n)/ 2 ) · (n + 1) m = n O(log(m)m/ 2 ) . To deal with the factor m 2 w m /w 1 in the approximation ratio, we need to scale accordingly. Note that this factor is a constant depending on a different . Therefore, this does not affect the polynomial running time.
To extend the PTAS to the bounded case, first note that the reduction in Sect. 2 works as well in this case, since partitioning a color class of at most size k will result in even smaller color classes. On the other hand, the DP from Sect. 3 can be adjusted to the bounded case as follows: instead of a counter g that tracks how many color classes have been generated at each level so far, this counter tracks for each level and each possible color class size how many color color classes have been generated so far. This increases the number of possible counters to (n + 1) m k m , which does not influence the asymptotic running time since k ≤ n. Note that it is not required that k is constant.
Proof of Lemma 3
We assume throughout this section that m and w m /w 1 are both constants. Consider then an arbitrary small but fixed > 0, and assume that 1/ is integral. Assume moreover that log(n) is integral. 1 Recall that we need to construct a clique partition P with a sufficiently small ω P as described in Property (3) of Lemma 3 that still allows a complete assignment which is arbitrarily close to an optimal one as described in Property (2) .
In order to construct the claimed clique partition P, we proceed in two steps. First, in Sect. 5.1, we introduce the notion of a hierarchical clique partition P V which already satisfies Property (3) in Lemma 3. However, this clique partition is not finegrained enough to also satisfy Property (2) . Therefore, in Sect. 5.2, we show how to additionally partition each clique A ∈ P V , yielding P. We refer to the cliques in P as clusters, and these clusters will have size κ := 2 ω/ log(n). Moreover, definê κ := κ/ = ω/ log(n). The following lemma will simplify some arguments, but is not necessary in general.
Lemma 5
We may assume that κ andκ are both integral.
Proof of Lemma 5
If ω < log(n)/ 3 , then the claim of Lemma 3 is trivially satisfied, since we can then simply chose P as the trivial clique partition of V . Therefore, we may assume that ω ≥ log(n)/ 3 . Consequently, it suffices to add at most ω many dummy intervals that overlap with all other intervals and which have the lowest level 1 in order to increase ω such that this parameter is a multiple of the integer log(n)/ 2 . Because of the trivial lower bound O PT ≥ w 1 ω, observe that this increases O PT by at most · O PT . Therefore, since κ = ω/(log(n)/ 2 ), we may assume that κ is integral, and hence alsoκ. The claim follows.
Hierarchical Clique Partition
Before constructing P V , we first construct an intermediate clique partition P V . To this end, observe that any position t partitions V into a clique V (t), a left part V L (t) := {I ∈ V | I < t}, and a right part V R (t) := {I ∈ V | I > t}, as depicted in Fig. 2a . Using two positions t L and t R with t L < t < t R , we can then partition V L (t) and V R (t) in the same way, and so on. This gives us a binary tree whose nodes are cliques in V , as depicted in Fig. 2b . Now note that there is always a position that splits an interval set into two parts of at most half the cardinality. Therefore, we can choose the positions during this process such that the resulting binary tree has logarithmic depth log(n), as schematically depicted in Fig. 2b . A similar hierarchical splitting process of logarithmic depth has for example also been used to construct a QPTAS for unsplittable flow on line graphs [3] . Comparable to iteratively partitioning intervals, they iteratively partition flows in a part that spans an edge, comparable to a clique, and also additionally a left and right part. Fig. 2b consists of 7 cliques. Note that ω P V ≤ log(n). To finally obtain P V , we further partition each clique A ∈ P V into the cliques A 1 , A 2 , . . . , A m , where, for each level i, A i are the intervals in A with level i. For each clique A ∈ P V , we may hence define i A := i I for an arbitrary interval I ∈ A. We refer to P V as a hierarchical clique partition, and we immediately obtain the following simple but critical lemma.
Let P V be the clique partition of V containing all cliques constructed during this process, namely V (t), V (t L )\V (t), V (t R )\V (t), . . .. For instance, the clique partition depicted in

Lemma 6 ω P V ≤ m log(n).
The following lemma will simplify some arguments, but is not necessary in general.
Lemma 7
For each clique A ∈ P V , we may assume thatκ divides |A|.
Proof of Lemma 7
For each clique A ∈ P V , let t A be the position with t A ∈ ∩ I ∈A I used during the construction of P V to create A. Hence, there are exactly m cliques A ∈ P V with the same position t A . Observe now that, for each clique A ∈ P V , we need to add at mostκ many dummy intervals I = [t A , t A ] with i I = i A to A in order to ensure thatκ divides |A|. Since these intervals are disjoint for two cliques A, A ∈ P V with t A = t A , we find that we always need at most mκ additional color classes C with i C ≤ m to partition these intervals. Therefore, because of the trivial lower bound O PT ≥ w 1 ω and the fact that w m /w 1 is constant, this increases O PT by at most w m mκ = O( )O PT , which proves the claim.
Clique Clustering
We partition a clique A ∈ P V into clusters in two steps. Note that a cluster and supercluster are simply a different wordings for a clique, which are used at different stages of the construction process of P to have a clear separation.
Step 1 First, we inductively partition A into cliques, called superclusters, as follows: letB 1 ,B 2 , . . . ,B s be the so far generated superclusters of A. Now, if still ∪ s j=1B j = A, then generate another superclusterB s+1 by distinguishing two cases: if s + 1 is odd, thenB s+1 contains theκ intervals in A\ ∪ s j=1B j with leftmost left endpoints, and otherwise, if s + 1 is even, thenB s+1 contains theκ intervals with rightmost right endpoints. Recall here that we assume that all endpoints of intervals are distinct, and hence we never have to break ties. Moreover, recall the assumption from Lemma 7 thatκ divides |A|. LetP A denote this partition of A into superclusters.
Step 2 Next, we apply a similar scheme to inductively partition each supercluster B j of A into cliques, called clusters, as follows: let B 1 , B 2 , . . . , B s be the so far generated clusters ofB j . If still ∪ s l=1 B l =B j , then generate another cluster B s+1 by distinguishing two cases: if j is odd, then B s+1 contains the κ intervals inB j \ ∪ s l=1 B l with rightmost right endpoints, and otherwise, if j is even, then B s+1 contains the κ intervals with leftmost left endpoints. Note that each supercluster contains exactly 1/ clusters. Let P A denote this final partition of A into clusters.
Example We illustrate this partition process schematically in Fig. 3 , and we will use this figure as a running example in what follows. In this example, we have odd superclustersB 1 ,B 3 ,B 5 and even superclustersB 2 ,B 4 . We assume here that 1/ = 4, and hence each supercluster is partitioned into 4 clusters, as illustrated by the dotted lines. The third cluster in the superclustersB 1 andB 3 are labeled B and B, respectively. The shape of the supercluster boxes illustrate the position of the left and right endpoints of the contained intervals with respect to all other endpoints. E.g., the left endpoints of all intervals in the odd superclusterB 1 are left of all other endpoints, but we have no ordering among these left endpoints, and therefore they are depicted as a vertical line. On the other hand, the left interval endpoints of the even superclusterB 2 cannot be further limited.
The required partition P for Lemma 3 is then ∪ A∈P V P A . We still have to prove that this partition satisfies the required properties. First, the reason why we alternate between odd and even superclusters is to obtain the following lemma.
Lemma 8 For any position t, |P
A (t)| ≤ 2(1 + |A(t)|/κ).
Proof of Lemma 8
Assume without loss of generality that t ≤ t A , and letB j be the last odd supercluster such that at least one interval inB j contains t, e.g.B 3 in Fig. 3 . Note that each interval in any previous odd supercluster, e.g.B 1 in Fig. 3 , contains t. This does not hold for the previous even superclusters, like e.g.B 2 in Fig. 3 , for them it might happen that only a single interval contains t. Therefore, since each supercluster containsκ intervals, |A(t)| ≥ (|P A (t)|/2 − 1)κ. The claim follows.
Lemma 8 allows us to prove the following lemma, which settles Property (3) in Lemma 3. 
Lemma 9 It holds that
which proves the claim. The inequality in the first line is due to the fact that each supercluster contains exactly 1/ clusters. Moreover, the second line is due to Lemma 8 and a simple rearrangement, and the third line is due to Lemma 6.
We still need to argue that there exists a complete assignment that satisfies Properties (1) and (2) of Lemma 3. To this end, for technical reasons, we add an additional level ∞ to our range of levels 1, . . . , m. Color classes with this level will not add anything to the cost of a coloring. This helper construction allows us to assign intervals to a level which does not interact with any of the other levels. All intervals buffered for free at level ∞ will be finally assigned to level m, which will then increase the cost, but it is convenient to make this distinction. We use this definition in the following lemma. 
Lemma 10 For any complete assignment f with f (I ) < ∞ for each interval I ∈ A, there is another complete assignment f such that
(1) f respects P A , (2) cost(σ f ) ≤ cost(σ f ),(
Proof of Lemma 10
In order to construct f from f , since all other color classes are completely unaffected, we clearly only have to alter the color classes which contain an interval from A. Our strategy is to recombine these color classes such that they finally respect P A . We abbreviate σ = σ f and σ = σ f in what follows. Specifically, for an interval I ∈ A, let C I ∈ σ be the color class containing I , and let C L I := {I ∈ C I | I < I } and C R I := {I ∈ C I | I > I } be the part of C I which is left and right of I , respectively, where these sets are possibly empty. When we recombine color classes, we generate color classes of the form C L I ∪ {I } ∪ C R I for σ and hence update f , where I, I , I ∈ A. Observe that we need to ensure for this operation that I does not intersect with any interval in C L I ∪ C R I , since we otherwise do not obtain a set of pairwise disjoint intervals. However, this clearly holds if the left endpoint of I is left of the left endpoint of I and the right endpoint of I is right of the right endpoint of I . Any interval I ∈ A which is not recombined in this way will be assigned to level ∞ by f . Therefore, in order to satisfy Property (4) in Lemma 10, our goal is to do this recombination for as many intervals as possible. Recall that all intervals in A have the same level i A , and so the final level of a recombined color class does not depend on I , but on the left and right sides. However, this information is contained in f (I ) ≥ i A and f (I ) ≥ i A , respectively.
Example Consider the two color classes C I and C I in Fig. 4a and b, respectively. We have that the left endpoint of I is left of the left endpoint of I and the right endpoint of I is right of the right endpoint of I for the interval I depicted in Fig. 4c . Hence, we obtain that the recombination C L I ∪ {I } ∪ C R I depicted in Fig. 4c is a set of pairwise disjoint intervals, and hence a color class.
Whenever we recombine color classes as C L I ∪ {I } ∪ C R I , we require that f (I ) = f (I ). This will ensure that f is identical with f for all intervals not contained in A, as required for Property (3) of Lemma 10. Property (2) follows because intervals assigned to level ∞ do not add anything to the cost. We still need to argue that also Properties (1) and (4) can be satisfied simultaniosly.
In what follows, we first only consider the odd superclusters, since the same arguments work for the even superclusters. Note that within a superclusterB j , we can always recombine upwards on the right side, that is, we can recombine an interval I with C R I if I is above I in the ordering of clusters inB j , since in this case we have that the right endpoint of I is right of the right endpoint of I . In Fig. 3 Using this upwards-recombination property, we can cluster-wise recombine the right sides inside each supercluster, where we process the clusters in the order they have been created. Specifically, we keep a pool of all right sides C R I which have not been recombined yet, and then for each cluster B insideB j , if there is some level i for which κ many such right sides exist, say corresponding to some intervals B (but not necessarily a cluster), as displayed in Fig. 3 inB 3 , then we recombine each interval I ∈ B with a right side C R I for some I ∈ B . Since there are at most m levels to consider, this recombination works if there are at least mκ many right sides in the pool, which implies that at most m many clusters will not get recombined. The same holds for the even superclusters, which doubles the number of not recombined clusters. Consequently, by applying Lemma 8, we find that for any position t, the number of clusters (in odd or even superclusters) overlapping with t which are not recombined in this way is at most 4m(2 + |A(t)|/κ).
Now we turn to the left side of the odd superclusters. Consider two consecutive superclustersB j andB j with j > j and two clusters B and B withinB j andB j , respectively. E.g. this could beB 1 andB 3 in Fig. 3 . Assume that B and B are rightrecombined with the same level, that is, the right sides they have been recombined with belonged to color classes in σ with the same level. Observe that each right side recombined with an interval in B , there is an idle left side corresponding to some interval in B . By the ordering of the left endpoints of intervals, each of these idle left sides can be left-recombined with any interval in B, as visualized by the left arrow leaving cluster B in Fig. 3 . Therefore, we can also do an upwards-recombination on the left side. To this end, we partition the clusters which are already recombined on the right side into chains such that two clusters in the same chain do not belong to the same supercluster and they are recombined on the right side to the same level. Hence, only the top-most element in each chain cannot be recombined on the left as described above. Observe now that since each supercluster contains exactly 1/ clusters and there are at most m levels, there is always a partition of all right-assigned clusters in m/ chains. Thus, at most the same number of clusters do not get left-recombined during this process. The same holds for the even superclusters. Putting this together with the last paragraph gives Property (4) of the lemma.
Finally, since the construction above ensures that for any cluster B ∈ A, the levels of the color classes in σ of the intervals in B are identical, we obtain f respects P A and thus Property (1) of the lemma is satisfied.
Lemma 11
There is a complete assignment f with cost(σ f ) ≤ (1 + O( m 2 w m /w 1 ) ) O P T that respects P.
Proof of Lemma 11
Consider some optimal complete assignment f * with cost(σ f * ) = O PT . Now, for each clique A ∈ P V , iteratively apply Lemma 10 in order to transform f * into an assignment f that respects P = ∪ A∈P V P A . This iterative application is possible because of Property (3) in Lemma 10, since this property ensures that the levels of the intervals outside of A are not modified. Moreover, Property (2) ensures that finally cost(σ f ) ≤ O PT . However, the assignment f computed in this way assigns some intervals to the artificial level ∞, say intervals V . To solve this issue, let f assign all intervals V to level m instead. Note that this does not affect the property that f respects P. To bound the increase of cost(σ f ) due to this operation, observe that the maximal clique size of the affected intervals is max t |V (t)|. 
The second line is due to the fact that P = A∈P V P A and Property (4) of Lemma 10. Moreover, the inequality in the third line is due to Lemma 6. Therefore, the cost of the additional color classes at level m is at most w m (8m 2 Proof Combine Lemmas 9 and 11.
