Abstract: An H ∞ approach to design a gain scheduled filter for Linear Parameter Varying (LPV) systems in the presence of sensor faults is presented in this paper. LPV systems with unmeasured real-time varying parameters have been considered. The main contribution of the paper consists in the formulation of the synthesis problem as a convex optimization problem under Linear Matrix Inequalities (LMIs) constraints. The paper relies on the use of a bank of accurate observers that performs sensor fault detection and isolation despite of unmeasurable scheduling variable. The performances of the proposed observers are illustrated using a simulation example.
INTRODUCTION
Fault Detection and Isolation (FDI) problems for nonlinear systems provide a challenging current research topic. Linear parameter varying (LPV) systems are an important class of nonlinear systems from a theoretical and practical point of view. LPV models have recently attracted the attention of the FDI research community because they can be used to efficiently represent some nonlinear systems(see Shamma and Cloutier (1993) , Marcos and Balas (2004) ). This has motivated some researchers from the FDI community to develop model-based methods using LPV models(see Abdalla et al., (2001) , Bokor et al., (2002) , Marcos et al., (2005) , Grenaille et al., (2008) , Armeni et al., (2009) and for a recent survey Bokor and Szabo, (2009) ). To the best of our knowledge, theoretical and practical results considering LPV systems with unmeasurabled scheduling parameters are rarely studied. Millerioux et al., (2004) or Heemels et al., (2010) are designed an observer for LPV systems with bounded error estimation assumption on the unknown scheduling variables. Recent works on multi-model and Takagi-Sugeno framework, based on Luenberger observer in fault-free case (Palm and Driankov, (1999) and Bergsten et al., (2002) ), have considered such property using Lipschitz weighting functions to minimize the influence of the unknown scheduling variables on the estimation error. Based on a similar approach, and using the unknown input decoupling principle, (Patton et al., (1998) ), recently (Marx et al,. (2007) ) for descriptor systems, considered the problematic of unknown inputs observers. In fault-free case, (Ichalal et al., (2008) ) have proposed to design an optimal observer to estimate the state without Lipschitz weighting functions using an 2 criteria. According to their development, a quadratic H ∞ performance index should be minimized to synthesis the observer gain matrices where the input bounds of the system are not required. Ichalal et al., (2009) ) have proposed an extended version under a classical unknown input decoupled principle in order to consider FDI problem.
The main contribution of the paper consists in the novel matrices synthesis established to insure the robustness of estimated state variables against unmeasured real-time varying parameters. Through an appropriate manipulation, inspired from (Yoneyama (2009)), the influence of the unknown scheduling parameters is reformulated as quadratic H ∞ performance handling only N LMIs (where N is the number of rules or the vertices of the polytope) to synthesize observer gain matrices. Most of the previous mentioned works are not handling the estimation problem with polytopic assumption on the input matrix B i . The developed observers are considered through an accurate bank of residuals within a Generalized Observer Scheme (GOS) in order to achieve sensor FDI.
The paper is organized as follows: in section 2 we give the problem statement. In section 3, the proposed filter is presented, convergence conditions established in faultfree case. Section 5 is dedicated to the sensor FDI scheme. Simulation results are presented in section 5 and some conclusions and perspectives are given in section 6.
PROBLEM STATEMENT
Consider the following LPV system in fault-free case:
(1) where x ∈ n represents the state vector, u ∈ p is the input vector, y ∈ m is the output vector. Matrices A j , B j , and C j are constant matrices with j ∈ [1, 2, · · · , N ]. Interpolation functions ρ j (x(t)), noted ρ j , lie in a convex set Ω with:
For the simplicity of the notation, only the case with common measurement matrices(C j = C, j = 1, 2, ..., m) is presented. Then, Eq. 1 becomes:
A polytopic LPV observer can be proposed in order to estimate the state space vector such as:
where L j are the observer gains. According to the estimation error e(t) = x(t) −x(t), it clearly appears that the dynamic of estimation error will be affected by modeling errors. Moreover, the interpolation functions ρ j (x(t)) depend on an unmeasurable variable: the estimated state of the system which affected the estimation error.
Moreover, due to abnormal operation or material aging, sensor faults can occur in the system. A sensor fault can be represented by additive and/or multiplicative faults. Therefore, when a sensor fault occurs, the state space representation (Eq. 3) becomes as:
where G represents the sensor fault distribution matrix and f ∈ q is the fault vector. The presence of such faults may lead to performance deterioration and also the convergence of observer error e(t) = x(t) −x(t) can be dramatically corrupted. Consequently, the residual vector (r = y −ŷ) does not tend asymptotically to zero in fault-free case as well as in faulty case. In the next section, a stable observer in fault-free case is designed where estimated interpolation functions will be considered as bounded disturbance.
In the following, ρ j (x(t)) (respectively ρ j (x(t))) will be noted ρ j (respectivelyρ j ). In the same spirit, variable t will be omitted.
LPV OBSERVER SYNTHESIS: RESIDUAL GENERATOR
Before giving our main results, we will first introduce some preliminary results that will be useful in the rest of the paper.
Lemma 1. (Apkarian et al., (1995) ) The LPV system (Eq.(3) has quadratic performance γ if and only if there exists a single matrix X > 0 such that
Consequently, the Lyapunov function V (x) = x T Xx guarantees global stability under γ performance defined by an input/output 2 gain. Lemma 2. (Khargonekar et al., (1990) ) Given matrices Q = Q T , H and E of appropriate dimensions with respect to the Linear Matrix Inequality
for all F (t) which satisfying F (t) T F (t) ≤ I, there exists a scalar ε > 0 such that:
Considering the new state space vector defined asx
T ,an extended state space representation can be expressed as follows (see Appendix for details):
,
The observer, defined in Eq. 4 must be designed to reject the influence of the control input u(t) on the residual r(t) with or without sensor fault f (t). In order to achieve this goal, the minimization will be formulate in the H ∞ sense. The main result of this section consists of the following proposition.
Proposition 1. The error estimation of observer (Eq. (9)) is quadratically stable with
is satisfied at all the vertices.
Proof. Using Lemma 1, it is easy to see that Eq. (9) is quadratically stable with H ∞ disturbance attenuation γ if and only if there exists a single matrix X > 0 such that the inequalities
According to the bounded interpolation function property (−1 ≤ ρ j −ρ j ≤ 1), F satisfies the following condition:
Based on Lemma 2, the previous inequality can be rewritten as follows: and its transpose respectively, one gets:
(15) Hence, the proof is complete.
2
From practical point of view, the observer that guarantees the minimum disturbance rejection is of great interest. This observer can be obtained by solving the following optimization problem:
If a solution exists, a LPV observer with an unmeasurable gain scheduling variable generates an estimation error e and consequently an accurate residual vector r which tends asymptotically to zero in fault-free case.
GENERALIZED LPV OBSERVER SCHEME
While a single residual r is sufficient to detect a fault, a set of residuals is required for fault isolation. Several methods have been proposed in the literature to generate structured residuals and to perform the fault diagnosis (Isermann and Ball (1996) ). The basic idea of the proposed approach is to reconstruct the state of the system from the subsets of measurements. The objective is to build a bank of observers so that each is driven by all inputs and all outputs except the i th measurement variable. Signal y i is not used in the i th observer due to the fact that y i is assumed to be corrupted by the fault and therefore does not carry the relevant information. This fault diagnosis scheme is similar to the well known Generalized Observer Scheme (GOS) proposed by (Frank (1990) ). Generalized Observer Scheme does not provides some good results for simultaneous sensors faults i.e. 1 < q < p. According to the proposed approach, the bank of observers generates an incidence matrix as follows where each column is called the coherence vector associated to each fault signature: Therefore each LPV observer is synthesized with a matrix Table 1 . Incidence Matrix
G j contains zero elements except the j th row which is equal to be negative of the j th row of C. Therefore, without sensor faults, the bank of decoupled observers generates some zero-mean residuals. Otherwise, the LPV observer, insensitive to a sensor fault G i , is easily isolated based on the GOS structure. Decision making is then carried-out according to an elementary logic which can be described as follows: a fault indicator is equal to one if the residual vector generated by the bank is equal to a column of the incidence matrix and is equal to zero otherwise. The element which is associated with the indicator being equal to one is then declared to be faulty. In the next section, an example is provided in fault-free case and sensor faulty case to illustrate the performance and limitations of the developed method.
SIMULATION EXAMPLE

System description
Let us consider the following example: 
Preprints of the 18th IFAC World Congress Milano (Italy) August 28 -September 2, 2011
The synthesis of the LPV observer gains has been achieved with Yalmip Toolbox (J. Lofberg, (2004) 
Results and Comments
A generalized LPV observer scheme is tested in the faultfree and the faulty cases.
Various tests in open-loop are presented in this section in order to illustrate the effectiveness and performance of the FDI method. Measurement noise N(0,0.1) has been considered in the simulation. First, the fault-free case is considered as illustrated in Fig. 1 where an input with a magnitude equal to 10 is arbitrary chosen. Given the initial conditions x(0) =x(0) , as presented in Fig. 2 , it can be noted that the residual norm vectors issued from the bank of LPV observers insensitive to a specific sensor fault are close to zero. Moreover, the LPV observers are insensitive to disturbances due to the unmeasurable gain scheduling.
In a second simulation, the consequence of a bias on the first sensor, with a magnitude equal to 10, is considered at t=2s. When a fault occurs on the measurement, the real output is different from the measured one and the estimated weighting function is corrupted compared to its nominal value. According to a classical generalized observer scheme, the LPV observer designed without y 1 is insensitive to such fault; as illustrated in Fig. 3 , the estimated weighting function is not corrupted by the bias.
However, as illustrated in Fig. 4 , the presence of such failure on the first sensor y 1 has been dramatically affected the LPV observer designed with outputs except y 2 .
According to the incidence matrix defined in the previous section, only the LPV observer synthesized in order to be insensitive to fault on the first sensor provides a residual vector equal to zero as presented in Fig. 5 . 
a LPV observer is proposed in order to estimate the state space vector such as: 
