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Chapitre 1
Sur la stabilité des matrices
symplectiques
1.1 Introduction
Le but de ce chapitre est de rassembler quelques propriétés spectrales
des matrices symplectiques dont on aura besoin tout le long de ce document.
Cela permettra en particulier de fixer les notations et d’expliquer le sujet
traité dans cette thèse. Un résumé du travail effectué dans cette thèse est
donné à la fin de ce chapitre.
Soit J ∈ R2N×2N une matrice inversible et anti-symétrique.
Définition 1 On dit que W ∈ R2N×2N est J-symplectique si W TJW = J .
Parfois, on dira tout simplement que W est symplectique lorsque la matrice
J est définie dans un contexte clair.
Ces matrices font partie d’une classe importante de matrices dites "struc-
turées" apparaissant généralement en théorie du contrôle [29, 16, 14, 3]. Les
matrices symplectiques apparaissent notamment en contrôle optimal [14] et
dans la théorie de résonance paramétrique [29]. En contrôle optimal, les ma-
trices n’ont pas de valeurs propres sur le cercle unité, et, on est amené,
dans ce domaine, à déterminer les projecteurs spectraux P0 et P∞ sur les
sous-espaces invariants (s-e-i) associés respectivement aux valeurs propres
intérieures et extérieures au cercle unité. Dans le domaine de la résonance
paramétrique, toutes les valeurs propres sont sur le cercle, et, on est amené
à déterminer le projecteur spectral P1 sur le s-e-i associé aux valeurs propres
sur ce cercle. Dans ces domaines, les matrices symplectiques sont, en fait,
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obtenues à partir de systèmes différentiels Hamiltoniens à coefficients pério-
diques (voir [29, Chap 3]), voir aussi la section 1.4
L’étude de la stabilité d’une matrice symplectique est étroitement liée à sa
structure spectrale qui possède des propriétés intéressantes. Tout d’abord,
le spectre d’une matrice symplectique réelle d’ordre 2N est généralement
composé de trois groupes : N0 valeurs propres intérieures au cercle unité,
N∞ = N0 valeurs propres extérieures au cercle unité et symétriquement
placées par rapport au premier groupe, etN1 = 2(N−N0) valeurs propres sur
le cercle unité. Les propriétés spectrales dont on aura besoin sont résumées
ci-dessous.
1.2 Quelques propriétés spectrales des matrices sym-
plectiques
Des propriétés simples et utiles pour le reste de cette thèse sont résumées
dans le théorème suivant.
Théorème 1 Soit W ∈ R2N×2N une matrice J-symplectique. Alors
1. Les valeurs propres intérieures et extérieures au cercle unité sont symé-
triques au sens de l’inversion. Elles sont de la forme :
. λ, λ¯, 1/λ et 1/λ¯ si λ ∈ C avec | λ |6= 1 ;
. λ et λ¯ si λ ∈ C avec | λ |= 1 ;
. λ et 1/λ si λ ∈ R.
2. Soient x et y deux vecteurs propres de W associés respectivement à des
valeurs propres λ et µ. Si λµ¯ 6= 1, alors y∗Jx := (Jx, y) = 0. En particulier,
si | λ |6= 1, (Jx, x) = 0 pour tout x ∈ Ker(W − λI). Et plus généralement
on a :
3. Soient X ∈ C2N×k1 et Y ∈ C2N×k2 deux matrices dont les colonnes en-
gendrent des s-e-i de W :
WX = XA, WY = Y B. (1.1)
Si les valeurs propres λi(A) et λj(B) de A et B sont telles que λi(A)λ¯j(B) 6=
1 pour tout i et j, alors X∗JY = 0.
4. Si λ est une valeur propre défective (i.e. non semi-simple) sur le cercle
unité, alors il existe un vecteur propre x associé à λ tel que (Jx, x) = 0.
5. Il existe T1 ∈ R2N×2N inversible et trois matrices W∞ ∈ RN∞×N∞, W1 ∈
R
N1×N1 et W0 ∈ RN0×N0 avec N∞ = N0 ≤ N et N1 = 2(N − N0) dont les
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valeurs propres sont respectivement extérieures au cercle unité, sur le cercle
unité et intérieures au cercle unité, et telles que :
T−11 WT1 =
 W∞ 0 00 W1 0
0 0 W0
 .
De plus
T T1 JT1 =
 0 0 −MT0 J1 0
M 0 0
 ,
où M est inversible et J1 est anti-symétrique et inversible.
6. Dans le cas particulier (mais fréquemment utilisé) où J =
(
0 −IN
IN 0
)
( IN désigne la matrice d’identité d’ordre N), la matrice W a une décompo-
sition en valeur singulière de la forme
W = U
(
Ω 0
0 Ω−1
)
V T , (1.2)
où U et V sont orthogonales et J-symplectiques et Ω = diag(ω1, ....., ωN )
avec ω1 ≥ .... ≥ ωN ≥ 1.
Démonstration
Les propriétés 1 - 5 se trouvent par exemple dans [10] et la propriété 6 dans
[28]. ¤
Exemples de matrices J-symplectiques : Les trois premiers exemples sont
valables pour J =
(
0 −IN
IN 0
)
∈ R2N×2N :
1. Si X ∈ RN×N est inversible, alors
(
X 0
0 X−T
)
est J−symplectique.
2. Si Y ∈ RN×N est symétrique, alors la matrice
(
IN Y
0 IN
)
est J-
symplectique.
3. Si X,Y ∈ RN×N satisfont XY T = Y XT et X est inversible, alors la
matrice
(
X Y
0 X−T
)
est J-symplectique.
4. Si W ∈ R2N×2N est J-symplectique, alors W T , W−T , W−1 sont J-
symplectiques.
5. Le produit de matrices J-symplectiques est J-symplectique.
6 CHAPITRE 1. SUR LA STABILITÉ DES MATRICES SYMPLECTIQUES
1.3 Stabilité des matrices symplectiques
SoitW une matrice J-symplectique. Les définitions classiques de stabilité
sont données ci-dessous. Sauf mention contraire, le symbole ‖ ‖ désigne la
norme spectrale (norme 2).
Définition 2 On dit que W est stable si ‖W k‖ < ∞ pour tout k ∈ N et
pour toute norme matricielle ‖ ‖.
Puisque W TJW = J , la condition ‖W k‖ < ∞ est équivalente à ‖W−k‖ <
∞.
Il est clair qu’une matrice symplectique est stable si et seulement si toutes ses
valeurs propres sont sur le cercle unité et sont non défectives. La définition
suivante caractérise un autre type de stabilité : la stabilité forte.
Définition 3 On dit que W est fortement stable s’il existe ǫ > 0 tel que
toute matrice W˜ J-symplectique vérifiant ||W − W˜ ||≤ ǫ est stable.
En d’autres termes,W est fortement stable si elle est stable et le reste quand
elle est soumise à des petites perturbations conservant la symplecticité. Ce
concept est plus robuste que celui de la stabilité. Il est aussi plus délicat
à caractériser. Bien entendu, les valeurs propres d’une telle matrice doivent
être sur le cercle unité et semi-simples, mais cela ne suffit pas à caractériser
ce type de stabilité. En effet, les valeurs propres doivent, en plus, être soit
de type 1 ou de type 2 conformément à la définition suivante :
Définition 4 Soit λ une valeur propre de module 1 de W . On dit que λ
est de type 1 (resp. de type 2) si tout vecteur propre x associé à λ vérifie
(iJx, x) > 0 (resp. (iJx, x) < 0). Si (Jx, x) = 0, on dira que λ est de type
mêlé.
Remarque : La définition ci-dessus a bien un sens puisque la matrice
iJ est complexe Hermitienne.
Krein, Gelfand et Lidskii [29] ont introduit cette classification et l’ont
utilisée pour caractériser de manière élégante la stabilité forte de matrices
symplectiques. La caractérisation est résumée dans le théorème suivant, que
nous appellerons par la suite : le critère de Krein, Gelfand et Lidskii (critère
KGL).
Théorème 2 (critère KGL)
La matrice W est fortement stable si et seulement si toutes ses valeurs
propres sont sur le cercle unité et sont soit de type 1 ou de type 2.
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Ce théorème est obtenu comme le résultat de plusieurs autres théorèmes
"éparpillés" dans [29]. Nous proposons un résumé des étapes les plus impor-
tantes pour sa démonstration.
Remarquons d’abord que d’après le point 2 du théorème 1, tout vecteur
propre x de W associé à une valeur propre λ en dehors du cercle unité satis-
fait (Jx, x) = 0. Ceci permet d’étendre la définition d’une valeur propre de
type mêlé aux valeurs propres en dehors du cercle unité.
Lorsque W n’a pas de valeurs propres de type mêlé, on a le théorème
suivant.
Théorème 3 Soit λ une valeur propre de type non mêlé de W , i.e. λ est sur
le cercle unité et est soit de type 1 ou de type 2. Alors, il existe des constantes
δ > 0 et γ > 0 telles que pour toute matrice J-symplectique W˜ satisfaisant
|| W − W˜ ||< δ, les valeurs propres λ˜ de W˜ dans le voisinage | λ − λ˜ |< γ
sont sur le cercle unité et sont semi-simples.
Démonstration
Elle se trouve dans [29, p. 161]. Nous la reproduisons pour plus de clarté.
Raisonnons par l’absurde : il existe alors une suite de matrices W1, W2,...→
W de valeurs propres respectives λ1, λ2,...,→ λ telles que λm soit une valeur
propre de Wm avec | λm |6= 1 où λ est de module 1 mais défective (i.e. non
semi-simple). Soit xm un vecteur propre correspondant à λm tel que || xm ||=
1. Le théorème 1 donne (Jxm, xm) = 0, m = 1, 2, 3, .... La suite (xm) étant
bornée, on peut en extraire une sous-suite convergente vers un vecteur x, et
par passage à la limite, on obtient Wx = λx, et || x ||= 1, (Jx, x) = 0. La
valeur propre λ est donc de type mêlé. D’où une contradiction. ¤
Pour les valeurs propres de type mêlé, nous proposons d’abord le résultat
suivant :
Lemme 1 Les matrices
W˜0 = K
−1
(
W0 0
0 W T0
)
K et J˜0 = K
T
(
J0 0
0 JT0
)
K,
où K est inversible, W0 =
(
cosϕ − sinϕ
sinϕ cosϕ
)
, J0 =
(
0 −1
1 0
)
vérifient
les propriétés suivantes :
1. W˜0 est J˜0-symplectique. Ses valeurs propres, égales à e
±iϕ, sont de type
mêlé.
8 CHAPITRE 1. SUR LA STABILITÉ DES MATRICES SYMPLECTIQUES
2. Il existe une matrice W˜ (α) J˜0-symplectique, de valeurs propres e
±α±iϕ,
et telle que limα→0 ‖W˜α − W˜0‖ = 0.
Démonstration
Il est facile de vérifier le point 1. Pour le point 2, posons I =
(
1 0
0 1
)
et
I0 =
( −1 0
0 1
)
et remarquons que :
J˜0 = K
T
(
I 0
0 I0
)(
J0 0
0 −J0
)(
I 0
0 I0
)
K
W˜0 = K
−1
(
I 0
0 I0
)(
W0 0
0 W0
)(
I 0
0 I0
)
K.
Posons
W˜1(α) = K
−1
(
I 0
0 I0
)(
ch(α)I sh(α)I
sh(α)I ch(α)I
)(
I 0
0 I0
)
K.
On vérifie facilement que W˜1(α) est J˜0-symplectique et par conséquent le
produit W˜ (α) = W˜0W˜1(α) l’est aussi. Et on a
W˜ (α) = K−1
(
I 0
0 I0
)(
W0 0
0 W0
)(
ch(α)I sh(α)I
sh(α)I ch(α)I
)(
I 0
0 I0
)
K.
Les valeurs propres de W˜ (α) sont donc les mêmes que celles de(
W0 0
0 W0
)(
ch(α)I sh(α)I
sh(α)I ch(α)I
)
qui sont égales à e±α±iϕ. De plus, W˜ (α)− W˜0 se décompose sous la forme
K−1
(
I 0
0 I0
)(
W0 0
0 W0
)(
(ch(α)− 1)I sh(α)I
sh(α)I (ch(α)− 1)I
)(
I 0
0 I0
)
K.
Il est clair que limα→0 ‖W˜α − W˜0‖ = 0. ¤
Ce lemme se généralise de la manière suivante (voir [29, p. 192-195]).
Théorème 4 Si λ est une valeur propre de type mêlé de la matrice J−symplectique
W , alors il existe une matrice W˜ J-symplectique arbitrairement proche de
W ayant des valeurs propres extérieures et intérieures au cercle unité dans
un voisinage de λ.
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On peut à présent montrer le théorème 2 (critère KGL) :
Si W est fortement stable, il est clair que toutes ses valeurs propres sont sur
le cercle unité. Ces valeurs propres ne peuvent être de type mêlé car sinon,
d’après le théorème 4, W serait arbitrairement proche d’une matrice W˜ J-
symplectique ayant des valeurs extérieures et intérieures au cercle unité, ce
qui contredit la stabilité de W .
Réciproquement, si toutes les valeurs propres deW sont sur le cercle unité et
sont soit de type 1 ou de type 2, le théorème 3 montre que les valeurs propres
des petites perturbations W˜ J-symplectiques de W sont sur le cercle unité
et semi-simples. Autrement dit, W est fortement stable. ✷
Comme nous l’avons annoncé dans l’introduction, les matrices symplec-
tiques sont souvent obtenues comme solutions de systèmes Hamiltoniens à
coefficients périodiques. Nous allons à présent préciser ce point.
1.4 Stabilité des systèmes Hamiltoniens à coeffi-
cients périodiques
Un système linéaire Hamiltonien à coefficients T−périodiques est un sys-
tème différentiel de la forme
J
dx(t)
dt
= H(t)x(t), t ∈ R (1.3)
où H(t) ∈ R2N×2N est symétrique et T−périodique, i.e. H(t+ T ) = H(t) =
(H(t))T . On sait (voir par exemple [29, Chap 3.]) que la solution fondamen-
tale X(t) de (1.3) (i.e. la matrice X(t) satisfaisant J dX(t)dt = H(t)X(t) et
X(0) = I) est J−symplectique et satisfait pour tout t ∈ R la relation
X(t+ T ) = X(t)X(T ) (6= X(T )X(t)). (1.4)
Concernant la stabilité de tels systèmes, on a d’abord la définition classique
suivante :
Définition 5 Le système (1.3) est stable si chacune de ses solutions x(t)
reste bornée pour t ∈ R.
En vertu de (1.4) on a pour tout t et tout n ∈ N
X(t+ nT ) = X(t)Xn(T ). (1.5)
10 CHAPITRE 1. SUR LA STABILITÉ DES MATRICES SYMPLECTIQUES
Par conséquent toute solution x(t) = X(t)x0 de (1.3) vérifie
sup
t∈R
‖x(t)‖ ≤ sup
0≤t≤T
‖X(t)‖ sup
n∈N
‖Xn(T )x0‖.
Et d’autre part
sup
n∈N
‖Xn(T )x0‖ = sup
n∈N
‖X(nT )x0‖
= sup
n∈N
‖x(nT )‖ ≤ sup
t∈R
‖x(t)‖.
Autrement dit, une condition nécessaire et suffisante de stabilité de (1.3) est
que les puissances deX(T ) restent bornées. Et puisqueX(T ) est J−symplectique
cela signifie (cf. définition 2 du Chapitre 1) qu’il existe une constante C telle
que
sup
n∈Z
‖Xn(T )‖ ≤ C.
La stabilité de (1.3) se ramène donc à celle de la matrice J−symplectique
X(T ). On sait, d’après le chapitre 1, que cela équivaut au fait que toutes les
valeurs propres de X(T ) soient sur le cercle unité et semi-simples. Mais ces
conditions ne suffisent pas à garantir que les solutions restent bornées lorsque
le système (1.3) est soumis à des perturbations Hamiltoniennes. C’est l’objet
de la stabilité forte dont on rappelle la définition (voir [29, Chap.3], [12]).
Définition 6 Le système (1.3) est fortement stable si tout système Hamil-
tonien à coefficients T−périodiques assez voisin de (1.3) est stable.
Plus précisément, le système (1.3) est fortement stable s’il existe ǫ > 0 tel
que tout système Hamiltonien à coefficients T−périodiques de la forme
J
dx(t)
dt
= H˜(t)x(t)
et satisfaisant
||H − H˜|| ≡
∫ T
0
‖H(t)− H˜(t)‖dt < ǫ
est stable. Et on a le théorème important suivant (voir [29, p. 196]) :
Théorème 5 Le système (1.3) est fortement stable si et seulement si la
matrice J−symplectique X(T ) est fortement stable.
Ainsi, la stabilité (resp. la forte stabilité) de (1.3) se ramène à la stabilité
(resp. la forte stabilité) de la matrice J−symplectique W = X(T ) qui est la
solution fondamentale de (1.3) évaluée en la période T . C’est la raison pour
laquelle nous concentrons nos efforts dans cette thèse sur la construction
d’algorithmes permettant d’analyser la stabilité forte de matrices symplec-
tiques.
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1.5 Une autre approche d’analyse de stabilité
L’analyse de la stabilité (stabilité forte) de ces matrices symplectiques
passe donc par le calcul des valeurs propres de matrices non symétriques et
la vérification du critère KGL. Ces valeurs propres sont a priori inconnues
et leur calcul numérique peut être sensible aux inévitables erreurs d’arron-
dis des méthodes utilisées. C’est le pseudo-spectre que l’on calcule par des
méthodes numériques [27, 8], i.e. le spectre de perturbations de W . Il est
bien connu qu’à l’exception du cas symétrique ou normal, ce qui n’est pas
notre cas, le pseudo-spectre d’une matrice peut être différent de son spectre
(voir [27, 8]). Par conséquent, le critère KGL, excellent outil mathématique,
peut, numériquement, induire en erreur. Du point de vue numérique, il est
préférable de changer la classification donnée dans la définition 4. Pour cela
on aura besoin d’une autre classification introduite à partir de la matrice
suivante (voir [5, 10])
S0 =
1
2
J(W −W−1). (1.6)
La matrice S0 possède quelques propriétés simples et utiles. Par exemple :
Proposition 1
1. La matrice S0 est symétrique et satisfait W
TS0W = S0.
2. Si S0 est définie positive ( S0 ≥ 0 ) ou définie négative ( S0 ≤ 0 ),
alors les valeurs propres de W sont sur le cercle unité.
Démonstration
La matrice S0 est symétrique car W est J−symplectique : S0 = 12(JW +
(JW )T )) = ST0 . La propriété W
TS0W = S0 se vérifie facilement et entraîne
le point 2 car (S0x, x) = (W TS0Wx, x) = (S0Wx,Wx). ¤
Remarquons que S0 est singulière si et seulement siW possède les valeurs
propres 1 ou −1. De plus, si (λ, x) est un élément propre de W avec λ = eiθ,
0 < θ < π, alors
(S0x, x) = sin θ(iJx, x). (1.7)
Par conséquent, si (S0x, x) > 0 alors λ = ei|θ| est une valeur propre de
type 1 et λ = e−i|θ| est de type 2, et si (S0x, x) < 0 alors λ = e−i|θ| est de type
1 et λ = ei|θ| est de type 2. Si θ = 0 ou θ = π alors λ = ±1. De telles valeurs
propres sont nécessairement de type mêlé car le vecteur propre correspondant
x est réel et satisfait (Jx, x) = (x, JTx) = −(x, Jx) = −(Jx, x). Donc
(Jx, x) = 0 et (S0x, x) = 0. Par conséquent, si le critère KGL est satisfait
(il n’ y a pas de valeurs propres de type mêlé), alors S0 est inversible. Ceci
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conduit à une autre classification des valeurs propres. Au lieu de les classer
en type 1 et 2, nous leur attribuerons deux couleurs : rouge (r-valeur propre)
et verte (v-valeur propre) conformément à la définition suivante :
Définition 7 Soit λ une valeur propre de module 1 de W . On dit que λ est
une r-valeur propre (resp. v-valeur propre ) si tout vecteur propre x associé
à λ vérifie (S0x, x) > 0 (resp. (S0x, x) < 0).
Comme on la verra par la suite, cette classification est plus appropriée
au calcul numérique que celle donnée dans la définition 4. En effet, elle
utilise uniquement des matrices symétriques. La différence principale entre
les définitions 4 et 7 est la suivante : si λ = ei|θ| et λ¯ = e−i|θ| sont des valeurs
propres de W respectivement de type 1 et 2, alors tout vecteur z de la forme
z = αx+ βx¯ avec Wx = λx et Wx¯ = λ¯x¯ vérifie
(S0z, z) = 2 sin |θ|
(|α|2(iJx, x)− |β|2(iJx¯, x¯)) ,
et puisque (iJx, x) > 0 et (iJx¯, x¯) < 0, on en déduit que la forme quadra-
tique (S0z, z) conserve le même signe pour tout z dans le s-e-i associé aux
valeurs propres λ et λ¯. Par conséquent, les valeurs propres λ et λ¯ auront la
même couleur (rouge ou verte). D’autre part, un vecteur propre x est associé
à une valeur propre de type mêlé si et seulement si (Jx, x) = 0, qui, d’après
(1.7), s’écrit aussi (S0x, x) = 0 (remarquons que le cas où sin θ = 0 conduit
aux valeurs propres de type mêlé ±1, et donc (Jx, x) = 0 = (S0x, x) ). Donc,
la définition 7 ne change pas les valeurs propres de type mêlé.
En se basant sur la discussion ci-dessus, on obtient les résultats suivants.
Proposition 2 Le spectre d’une matrice symplectique W est formé unique-
ment de r− et/ou de v− valeurs propres si et seulement si il est formé
uniquement de valeurs propres de type 1 ou 2.
Théorème 6 La matrice W est fortement stable si et seulement si :
1. toutes ses valeurs propres sont sur le cercle unité ;
2. les valeurs propres sont soit de couleur rouge (r−valeurs propres) soit de
couleur verte (v−valeurs propres).
Du point de vue pratique, il faut en plus des deux conditions ci-dessus,
imposer que les r− et v−valeurs propres soient bien séparées.
Si on désigne par Pr le projecteur sur le sous-espace invariant associé
à toutes les r-valeurs propres de W et par Pv celui associé aux v-valeurs
propres, alors on a le théorème suivant qui est une re-écriture du théorème
précédent.
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Théorème 7 La matrice W est fortement stable si et seulement si
Pr + Pv = P1 = I2N . (1.8)
Tous les algorithmes développés dans cette thèse pour analyser la stabilité
forte sont basés sur le théorème 7.
1.6 Travail effectué dans cette thèse
Nous résumons brièvement le travail effectué dans cette thèse.
Dans le chapitre 2, nous adaptons les méthodes de dichotomie spectrale
à des matrices symplectiques. De façon générale, ces méthodes permettent
de décider s’il y a ou non des valeurs propres d’une matrice sur ou dans un
voisinage d’un contour γ donné du plan complexe. Dans le cas où de telles
valeurs propres n’existent pas, ces méthodes calculent le projecteur spectral
sur le sous-espace invariant (s-e-i) associé aux valeurs propres intérieures à γ.
Le calcul de ce projecteur est accompagné par une quantité appelée critère de
dichotomie. Cette quantité représente un indicateur de confiance associé au
calcul du projecteur. Plus elle est petite, meilleure est la qualité numérique
du projecteur. Tout d’abord, nous proposons un nouvel algorithme de dicho-
tomie spectrale d’une matrice par un cercle (Algorithme 2 du Chapitre 2).
Cet algorithme est une variante économique d’un algorithme proposé dans
[11]. Il possède les mêmes propriétés mathématiques que ce dernier mais re-
quiert quatre fois moins d’opérations. Ensuite, nous adaptons cet algorithme
au cas des matrices symplectiques en utilisant l’approche suivante : en exa-
minant le portrait spectral de la matrice symplectique W , i.e. le graphe de
la fonction r 7−→ ‖H(r)‖, où
H(r) =
1
2π
∫ 2pi
0
(
I − eiθW
∗
r
)−1(
I − e−iθW
r
)−1
dθ,
on en déduit un paramètre r0 tel que le cercle C(0, r0) de centre 0 et de rayon
r0 contienne toutes les valeurs propres de W dont le module est strictement
inférieur à 1 et excluant les autres. L’algorithme proposé (Algorithme 2)
permet alors de calculer le projecteur spectral
P0 =
1
2iπ
∫
C(0,r0)
(zI −W )−1dz
sur le s-e-i associé aux valeurs propres dans C(0, r0). Puis, en utilisant la
symplecticité de W (symétrie du spectre par rapport au cercle unité), on en
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déduit un autre paramètre r∞ = 1/r0 et le projecteur spectral P∞ sur le s-e-i
associé aux valeurs propres de module supérieur à 1. Et, enfin, le projecteur
spectral P1 = I−P0−P∞ sur le s-e-i associé aux valeurs propres sur le cercle
unité.
Lorsque P0 = P∞ = 0 (et donc P1 = I) et W n’a pas les valeurs propres
(mêlées) −1 et 1, nous proposons une étude basée encore sur l’algorithme 2,
et inspirée de [5], pour analyser la stabilité forte. L’idée est de partitionner,
s’il y a stabilité forte, le spectre de W en deux parties disjointes constituées
uniquement des r− et/ou v−valeurs propres. Pour cela, on se sert de la
transformation λ 7−→ (λ−1)/(λ+1) qui permet de "recouvrir" le spectre de
W en plusieurs cercles (comme en figure 2.3 du chapitre 2). Plus précisément,
on considère la matrice A = (W + I)−1(W − I) qui a les mêmes s-e-i que W .
Ses valeurs propres sont de la forme lk = (λk − 1)/(λk + 1), où λk désigne
une valeur propre de W de module 1. En examinant le portrait spectral de
A, on en déduit des nombres positifs a1, a2, . . . qui entrelacent strictement
les modules |l1|, |l2|, . . .. L’algorithme 2 permet de calculer les projecteurs
P1, P2, . . . sur les s-e-i associés aux valeurs propres de A dans les cercles
C(0, ak), et par suite les projecteurs Qk = Pk+1 − Pk sur les s-e-i de A (et
donc deW ) associés aux valeurs propres l = (λ−1)/(λ+1) de A situées dans
des couronnes de la forme {λ ∈ C : ak < |λ− 1|/|λ+1| < ak+1}. Si on note
Sk = Q
T
k S0Qk ≡ STk , alors les projecteurs (supplémentaires) Pr et Pv sur les
s-e-i associés aux r− et v−valeurs propres sont donnés par Pr +Pv = P1 ≡ I
avec
Pr =
∑
Sk≥0
Qk et Pv =
∑
Sk≤0
Qk.
L’algorithme 3 du chapitre 2 résume les différentes étapes permettant le
calcul de ces projecteurs.
Dans le chapitre 3 nous proposons et analysons la convergence d’un al-
gorithme de trichotomie spectrale de matrices symplectiques (Algorithme
4). Cet algorithme utilise une approche différente de celle du chapitre 2. Il
permet de s’affranchir du choix du paramètre r0 qui peut-être coûteux et
difficile à déterminer.
En notant par X0, X1, X∞, les sous-espaces invariants associés aux valeurs
propres de W intérieures, sur, et en dehors du cercle unité, l’algorithme pro-
posé permet de construire des suites de sous-espaces
(
X (n)0
)
n≥0
,
(
X (n)1
)
n≥0
et
(
X (n)∞
)
n≥0
qui convergent, en un sens que nous précisons, respectivement
vers X0 +X1, X1 et X∞+X1. Ensuite, une étape dite de J-orthogonalisation
permet d’éliminer les parties correspondantes au sous-espace X1 dans X (n)0 et
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X (n)∞ . L’algorithme permet finalement de bloc-diagonaliserW sous la forme :
W = X
 W0 W1
W∞
X−1,
oùW0,W1 etW∞ sont des matrices dont les valeurs propres sont respective-
ment intérieures, sur, et en dehors du cercle unité, ainsi qu’une approximation
des projecteurs spectraux P0, P1 et P∞.
Lorsque P0 = P∞ = 0, nous utilisons une approche inspirée de [6] pour
analyser la stabilité forte. L’idée est de construire de manière itérative la
suite
S(n) =
1
2n
2n∑
k=1
(W T )k−1W k−1,
qui, lorsque W est stable, converge vers une matrice symétrique définie posi-
tive S satisfaisantW TSW = S. En pratique, pour analyser la stabilité forte,
on considère, pour n assez grand, les valeurs propres du faisceau symétrique
S0 − λS(n). Lorsqu’il y a stabilité forte, les valeurs propres de ce faisceau
sont réelles et non nulles. Les projecteurs Pr et Pv sont obtenus à partir des
s-e-i de ce faisceau associés respectivement aux valeurs strictement positives
et strictement négatives.
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Chapitre 2
Dichotomie spectrale et
matrices symplectiques
2.1 Introduction
Dans ce chapitre nous adaptons les méthodes de dichotomie spectrale à
des matrices symplectiques. Le but final est de construire un algorithme de
type "dichotomie spectrale" permettant d’analyser la stabilité forte d’une
matrice W ∈ R2N×2N , J-symplectique. Rappelons qu’une telle matrice est
fortement stable si et seulement si elle satisfait le critère KGL (cf. théorème
2 du chapitre 1) ou, de manière équivalente, son spectre est sur le cercle
unité et est constitué uniquement de valeurs propres de couleur rouge et/ou
verte (cf. théorème 5 du chapitre 1). Notre analyse sera basée sur ce dernier
théorème qui, comme nous l’avons déjà mentionné, est plus propice au calcul
numérique.
Les méthodes de dichotomie spectrale ont été introduites par Godunov
[4]. Elles permettent de décider s’il y a ou non des valeurs propres sur ou
dans un voisinage d’un contour γ du plan complexe. Dans le cas où de telles
valeurs propres n’existent pas, ces méthodes calculent le projecteur spectral P
sur le s-e-i associé aux valeurs propres intérieures (extérieures) à γ. Le calcul
du projecteur est accompagné par celui de la norme ‖H‖2 d’une matrice
Hermitienne définie positive, appelée critère de dichotomie. Cette quantité
représente un indicateur de confiance associé au calcul du projecteur. Plus
elle est petite, meilleure est la qualité numérique du projecteur. Outre leur
robustesse, ces méthodes ont l’avantage de se prêter facilement au calcul sur
machines parallèles [1]. Le cas où γ est un cercle est traité dans [4]. Des
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généralisations pour des faisceaux matriciels et aux cas où γ est un cercle,
une ellipse ou un polygone ont été développées par Godunov, Malyshev et
Sadkane dans [18, 19, 7, 20, 9].
Dans ce chapitre, nous nous intéressons à la dichotomie spectrale d’une
matrice par rapport à un cercle. Ceci est naturel puisque notre objectif est
d’adapter la méthode à des matrices symplectiques et de faire des caractéris-
tiques spectrales de ces dernières (cf. Chapitre 1). Un algorithme de dicho-
tomie spectrale a été récemment proposé par Godunov et Sadkane dans [11].
Cet algorithme calcule le projecteur P et la matrice H de manière itérative
1. Il requiert, en revanche, un nombre d’opérations arithmétiques relative-
ment élevé. De ce fait, nous développons une variante de cet algorithme qui
possède les mêmes propriétés mathématiques que l’algorithme proposé dans
[11] mais dont le coût en nombre d’opérations est divisé par quatre.
La section 2 est consacrée à l’élaboration de ce nouvel algorithme. En-
suite, dans la section 3, nous l’adaptons au cas d’une matrice symplectique
W afin de déterminer les projecteurs P0, P1 et P∞ associés respectivement
aux valeurs propres situées à l’intérieur du cercle unité, sur le cercle unité et
à l’extérieur du cercle unité. Lorsque P0 = P∞ = 0 et W n’a pas les valeurs
propres −1 et 1, nous proposons dans la section 4 une étude basée encore sur
la dichotomie spectrale par rapport à des cercles, mais appliquée cette fois-ci
à (W + I)−1(W − I). Cela permet l’analyse de la stabilité forte. L’analyse
est basée sur le regroupement des projecteurs Pr et Pv associés aux r− et
v−valeurs propres et théorème 7 du chapitre 1.
2.2 Dichotomie spectrale d’une matrice par rap-
port à un cercle
Soit A ∈ CN×N une matrice n’ayant pas de valeur propre sur le cercle
unité C(0, 1). Le projecteur spectral sur le s-e-i associé aux valeurs propres
intérieures à C(0, 1) est donné par (voir par exemple [15, p. 39])
P =
1
2iπ
∫
C(0,1)
(zI −A)−1dz = 1
2π
∫ 2pi
0
(I − e−iθA)−1dθ. (2.1)
1L’algorithme permet de calculer la matrice H et pas seulement ‖H‖2 comme dans les
références citées précédemment, ce qui permet, en particulier, d’analyser la stabilité au
sens de Lyapunov comme on le verra dans la section suivante.
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Son calcul sera accompagné par celui de la matrice H définie par
H =
1
2π
∫ 2pi
0
(
(I − e−iθA)−1
)∗
(I − e−iθA)−1dθ. (2.2)
Le lien entre P et H peut être brièvement expliqué par le fait que le couple
(P,H) est l’unique solution du système de Lyapunov généralisé [8]
H −A∗HA = P∗P− (I − P)∗(I − P)
H = H∗ > 0
PA = AP
P
2 = P
HP = (HP)∗.
De plus, pour tout vecteur x et tout entier k, on a les estimations [24] :
‖AkPx‖2 ≤
√
‖H‖2‖H−1‖2
(
1− 1‖H‖2
) k
2
‖x‖2,
‖Akx‖2 ≥ 1√‖H‖2‖H−1‖2
(
1 +
1
‖H‖2
) k
2
‖(I − P)x‖2,
qui montrent, entre autres, l’importance de la quantité ‖H‖2 sur la décrois-
sance asymptotique vers 0 (ou la croissance vers +∞) des puissances de
A.
Un algorithme de dichotomie spectrale permettant un calcul stable et
itératif de P et H a été proposé dans [11]. Dans ce qui suit, nous allons
rappeler les étapes les plus importantes de cet algorithme, pour ensuite,
en proposer une variante tout aussi robuste mais économique en nombre
d’opérations arithmétiques.
La fonction 2π-périodique θ → (IN − e−iθA)−1 se décompose en série de
Fourier :
(I − e−iθA)−1 =
+∞∑
k=−∞
Zke
ikθ (2.3)
avec
Zk =
1
2π
∫ 2pi
0
(IN − e−iθA)−1e−ikθdθ. (2.4)
Alors on vérifie que {
Z0 = P,
H =
∑+∞
k=−∞ Z
∗
kZk.
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Pour avoir H, il faut donc, a priori, calculer toutes les matrices Zk. On verra
que ce n’est pas le cas. Les relations (2.3) et (2.4) s’écrivent sous la forme d’un
système linéaire infini dont les inconnues sont les matrices Zk (coefficients
de Fourier) : {
Zk − AZk+1 = 0 si k 6= 0,
Z0 − AZ1 = IN . (2.5)
A priori, la résolution de ce système semble compliquée, mais, en fait, les
coefficients de Fourier Zk n’ont pas tous un rôle significatif car d’une part
on a [25] :
‖Zk‖2 ≤
√
‖H‖2 ‖H−1‖2
√
‖H‖2
(
1− 1‖H‖2
)− k
2
si k ≤ 0,
‖Zk‖2 ≤
√
‖H‖2 ‖H−1‖2
√
‖H‖2 + 1
(
1 +
1
‖H‖2
)− k
2
si k ≥ 1,
qui montre que les coefficients Zk tendent rapidement vers 0 pour |k| grand,
et d’autre part, comme il est montré dans [11], si on pose
Z
(s)
k =
+∞∑
l=−∞
Zk+ls, k ∈ Z,
où s est un entier donné, alors la suite
(
Z
(s)
k
)
k∈Z
est s-périodique, i.e. Z(s)k+s =
Z
(s)
k , et satisfait
lim
s→+∞
Z
(s)
k = Zk ∀k ∈ Z.
Ceci justifie le fait qu’une approximation des coefficients de Fourier peut-
être obtenue en résolvant, pour s grand, le système linéaire fini (et cyclique)
d’inconnues Z(s)0 , Z
(s)
1 , . . . , Z
(s)
s = Z
(s)
0{
Z
(s)
0 −AZ(s)1 = I
Z
(s)
k −AZ(s)k+1 = 0 1 ≤ k ≤ s− 1.
(2.6)
On montre aisément que ce système a une solution unique si et seulement si
la matrice A n’a pas de valeur propre sur le cercle C(0, 1), ce qui est notre
hypothèse de départ.
Maintenant on considère des entiers s "grands" de la forme s = 2j+1.
Alors des approximations de P et de H peuvent être obtenues de manière
itérative grâce au théorème suivant [11].
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Théorème 8 Posons B0 = I, A0 = −A et
∆j = B0Z
(2j+1)
2j
+A0Z
(2j+1)
1 , (2.7)
∇j = B0Z(2
j+1)
2j+1
+A0Z
(2j+1)
2j+1
, (2.8)
Hj =
2j+1∑
k=1
(
Z
(2j+1)
k
)∗
Z
(2j+1)
k . (2.9)
Alors
Hj = ∆
∗
jHj−1∆j +∇∗jHj−1∇j . (2.10)
De plus
lim
j→∞
Z
(2j+1)
0 ≡ limj→∞Z
(2j+1)
2j+1
= P,
lim
j→∞
Z
(2j+1)
1 = P− I,
lim
j→∞
Hj = H.
Ce théorème montre en particulier que :
– l’approximation de P nécessite seulement le calcul de Z(2
j+1)
0 = Z
(2j+1)
2j+1
pour j grand,
– l’approximation deH nécessite seulement le calcul de Z(2
j+1)
1 , Z
(2j+1)
2j
, Z
(2j+1)
2j+1
et Z(2
j+1)
2j+1
pour j grand.
Afin de déterminer les matrices Z(2
j+1)
1 , Z
(2j+1)
2j
, Z
(2j+1)
2j+1
et Z(2
j+1)
2j+1
, il est
procédé dans [11] de la manière suivante : ces matrices satisfont le système

B0 A0 0 0
Aj 0 Bj 0
0 Bj 0 Aj
0 0 A0 B0


Z
(2j+1)
2j
Z
(2j+1)
2j+
Z
(2j+1)
1
Z
(2j+1)
2j+1
 =

0
0
0
I
 (2.11)
où les matrices Aj et Bj sont construites itérativement à partir des matrices
B0 et A0 à l’aide d’une factorisation QR obtenue par des transformations de
Householder sous la forme B0 A0 0 0Aj−1 0 Bj−1 0
0 Bj−1 0 Aj−1
 = Q(j−1)
 R
(j−1)
11 R
(j−1)
12 R
(j−1)
13 R
(j−1)
14
0 R
(j−1)
22 R
(j−1)
23 R
(j−1)
24
0 0 Bj Aj

(2.12)
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où Q(j−1) est unitaire et les R(j−1)kl sont triangulaires supérieures. Cela per-
met une mise-à-jour des Aj et Bj et de résoudre par la suite le système
(2.11).
Les étapes importantes de l’algorithme ainsi obtenu sont résumées ci-
dessous (voir [11, Algorithm 1]).
Algorithme 1 ( Dichotomie spectrale de A par le cercle unité)
1. Initialisation : B0 = I,A0 = −A :
- Calculer Z
(2)
1 et Z
(2)
2 solutions du système(
B0 A0
A0 B0
)(
Z
(2)
1
Z
(2)
2
)
=
(
0
I
)
.
- Calculer H0 = (Z
(2)
1 )
∗Z
(2)
1 + (Z
(2)
2 )
∗Z
(2)
2
2. Itération : calcul de Z
(2j+1)
1 , Z
(2j+1)
2j
, Z
(2j+1)
2j+1
, Z
(2j+1)
2j+1
et Hj
pour j = 1, 2, ...
- Calculer la factorisation QR B0 A0 0 0Aj−1 0 Bj−1 0
0 Bj−1 0 Aj−1
 = Q(j−1)
 R
(j−1)
11 R
(j−1)
12 R
(j−1)
13 R
(j−1)
14
0 R
(j−1)
22 R
(j−1)
23 R
(j−1)
24
0 0 Bj Aj
 .
- Calculer Z
(2j+1)
1 et Z
(2j+1)
2j+1
solutions du système(
Bj Aj
A0 B0
)(
Z
(2j+1)
1
Z
(2j+1)
2j+1
)
=
(
0
I
)
.
- Calculer Z
(2j+1)
2j
, Z
(2j+1)
2j+1
solutions du système(
R
(j−1)
11 R
(j−1)
12
0 R
(j−1)
22
)(
Z
(2j+1)
2j
Z
(2j+1)
2j+1
)
= −
(
R
(j−1)
13 R
(j−1)
14
R
(j−1)
23 R
(j−1)
24
)(
Z
(2j+1)
1
Z
(2j+1)
2j+1
)
- Calculer
∆j = B0Z
(2j+1)
2j
+A0Z
(2j+1)
1 ,
∇j = B0Z(2
j+1)
2j+1
+A0Z
(2j+1)
2j+1
,
Hj = ∆
∗
jHj−1∆j +∇∗jHj−1∇j .
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Estimation du nombre d’opérations dans l’algorithme 1 :
On estime maintenant le nombre d’opérations élémentaires dans l’algorithme
1. Les estimations tiennent compte uniquement des termes les plus impor-
tants, i.e. les termes en N3.
– Initialisation : pour calculer Z(2)1 et Z
(2)
2 , on résout les systèmes li-
néaires par blocs (I − A20)Z(2)2 = I et Z(2)1 = −A0Z(2)2 . Le premier
nécessite 2N3 opérations (calcul de A20), puis 2/3N
3 (factorisation de
Gauss de I −A20), puis 2N3 résolution de deux systèmes triangulaires
par blocs). Les calculs de Z(2)1 et de H0 nécessitent respectivement
2N3 + 2N3 = 4N3 opérations.
La phase initialisation requiert donc 26/3N3 opérations.
– Iteration j :
– La factorisation QR par des transformations de Householder néces-
site ici 54N3 opérations [13].
– Le calcul de Z(2
j+1)
1 et Z
(2j+1)
2j+1
nécessite 31/3N3 opérations : 2/3(2N)3
pour la factorisation LU de
(
Bj Aj
A0 B0
)
, suivie de la résolution de
deux systèmes triangulaires par blocs, et en tenant compte de la
spécificité du second membre
(
0
I
)
, ces systèmes nécessitent N3
pour L et 4N3 pour U.
– Le calcul de Z(2
j+1)
2j
et Z(2
j+1)
2j+1
nécessite 12N3 : 8N3 pour calcu-
ler
(
R
(j−1)
13 R
(j−1)
14
R
(j−1)
23 R
(j−1)
24
)(
Z
(2j+1)
1
Z
(2j+1)
2j+1
)
et 4N3 pour résoudre le système
bloc-triangulaire à matrice
(
R
(j−1)
11 R
(j−1)
12
0 R
(j−1)
22
)
.
– Enfin le calcul de ∆j , ∇j et Hj nécessite respectivement 2N3, 2N3
et 4N3 opérations.
Au total, une itération nécessite de l’ordre de 253/3N3 opérations. Le coût
des opérations est résumé dans le tableau 2.1.
2.2.1 Une variante plus économique de l’algorithme 1
La variante de l’algorithme 1 que nous proposons supprime essentielle-
ment la factorisation QR et le calcul de Z(2
j+1)
2j
et Z(2
j+1)
2j+1
de l’algorithme
1. Elle se justifie facilement de la façon suivante : la résolution du système
(2.6), pour s = 2j+1, donne 2j+1 solutions d’expressions
Z
(2j+1)
k = A
2j+1−k[IN −A2j+1 ]−1, k = 0, 1, . . . , 2j+1 − 1. (2.13)
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Initialisation
Calcul de Z
(2)
1 , Z
(2)
2 , H0 26/3N
3
Une itération j
factorisation QR 54N3
Calcul de Z2
(j+1)
1 , Z
2(j+1)
2j+1 31/3N
3
Calcul de Z2
(j+1)
2j , Z
2(j+1)
2j+1 12N
3
Calcul de ∆j 2N
3
Calcul de ∇j 2N3
Calcul de Hj 4N
3
Total 263 N
3 + 2533 jN
3
Tab. 2.1 – Coût des opérations de l’algorithme 1
Evidemment le calcul analytique de ces expressions n’est pas stable. Il est
préférable de les calculer de manière itérative. Pour cela, posons pour j =
0, 1 . . .
Kj+1 = A
2j [IN −A2j ][IN −A2j+1 ]−1, (2.14)
Lj+1 = [IN −A2j ][IN −A2j+1 ]−1. (2.15)
La proposition suivante donne le lien entre Z(2
j+1)
k et Z
(2j)
k .
Proposition 3 Pour j = 0, 1, . . . et k = 0, 1, . . . , 2j, on a
Z
(2j+1)
k = Z
(2j)
k Kj+1, (2.16)
Z
(2j+1)
2j+k
= Z
(2j)
k Lj+1, (2.17)
Hj+1 = K
∗
j+1HjKj+1 + L
∗
j+1HjLj+1. (2.18)
Démonstration
On a
Z
(2j+1)
k = A
2j+1−k[IN −A2j+1 ]−1
= A2
j−k[IN −A2j ]−1A2j [IN −A2j ][IN −A2j+1 ]−1
= Z
(2j)
k Kj+1, (2.19)
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et
Z
(2j+1)
2j+k
= A2
j+1−(2j+k)[IN −A2j ]−1[IN −A2j ][IN −A2j+1 ]−1
= A2
j−k0 [IN −A2j ]−1[IN −A2j ][IN −A2j+1 ]−1
= Z
(2j)
k Lj+1. (2.20)
D’autre part
Hj+1 =
2j+1∑
k=1
(Z
(2j+1)
k )
∗Z
(2j+1)
k
=
2j∑
k=1
(Z
(2j+1)
k )
∗Z
(2j+1)
k +
2j+1∑
k=2j+1
(Z
(2j+1)
k )
∗Z
(2j+1)
k
=
2j∑
k=1
K∗j+1(Z
(2j)
k )
∗Z
(2j)
k Kj+1 +
2j∑
k=1
Lj+1(Z
(2j)
k )
∗Z
(2j)
k Lj+1
= K∗j+1(
2j∑
k=1
(Z
(2j)
k )
∗Z
(2j)
k )Kj+1 + Lj+1(
2j∑
k=1
Lj+1(Z
(2j)
k )
∗Z
(2j)
k )Lj+1
= K∗j+1HjKj+1 + L
∗
j+1HjLj+1.
¤
La proposition suivante permet de calculer les matrices Kj+1 et Lj+1 de
manière itérative.
Proposition 4 Pour j = 0, 1, . . . on a(
Bj Aj
Aj Bj
)
.
(
Kj+1
Lj+1
)
=
(
0
IN
)
(2.21)
avec
Aj = −AZ(2
j)
1 , Bj = Z
(2j)
2j
.
Démonstration
La deuxième ligne du système (2.6) écrite pour k = 2j donne
Z
(2j+1)
2j
−AZ(2j+1)
2j+1
= 0
ou, d’après la proposition 3
Z
(2j)
2j
Kj+1 −AZ(2
j)
1 Lj+1 = 0
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ou encore
BjKj+1 +AjLj+1 = 0. (2.22)
De même, la première ligne s’écrit, sachant que Z(2
j)
0 = Z
(2j)
2j
Z
(2j)
2j
Lj+1 −AZ(2
j)
1 Kj+1 = IN
ou encore
BjLj+1 +AjKj+1 = IN . (2.23)
¤
Connaissant Kj+1 et Lj+1, on détermine les matrices Z
(2j+1)
1 et Z
(2j+1)
2j+1
à
partir de Z(2
j)
1 et Z
(2j)
2j
par application de la proposition 3, puis Kj+2 et
Lj+2 comme solutions du système matriciel (2.21).
Remarque 1 Tous les résultats obtenus s’appliquent au cas où A n’a pas
de valeurs propres sur le cercle C(0, r) de centre 0 et de rayon r. Il suffit en
effet de remplacer A par Ar . C’est ce que nous supposerons par la suite. La
nouvelle variante de l’algorithme 1 est donnée ci-dessous (Algorithme 2)
Algorithme 2 (Dichotomie spectrale de A par le cercle C(0, r))
(1) Initialisation
(a) A0 = −Ar
(b) Résoudre (
A0 IN
IN A0
)(
K1
L1
)
=
(
0
IN
)
(c) Poser Z
(2)
1 = K1, Z
(2)
2 = L1 et calculer H1 = (Z
(2)
1 )
∗Z
(2)
1 +
(Z
(2)
2 )
∗Z
(2)
2 .
(2) Itération : pour j = 1, 2, . . .
(a) Poser
Aj = A0Z
(2j)
1 , Bj = Z
(2j)
2j
(b) Résoudre (
Bj Aj
Aj Bj
)(
Kj+1
Lj+1
)
=
(
0
IN
)
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(c) Calculer
Z
(2j+1)
1 = Z
(2j)
1 Kj+1,
Z
(2j+1)
2j+1
= Z
(2j)
2j
Lj+1,
Hj+1 = K
∗
j+1HjKj+1 + L
∗
j+1HjLj+1.
Estimation du nombre d’opérations dans l’algorithme 2 : Le calcul
se fait de manière similaire à l’algorithme 1. Le coût des opérations est résumé
dans le tableau 2.2.
Initialisation
Calcul de K1, L1, H1 26/3N
3
Une itération j
Calcul de Aj 2N
3
Calcul de Kj+1, Lj+1 31/3N
3
Calcul de Z
(2j+1)
1 2N
3
Calcul de Z
(2j+1)
2j+1 2N
3
Calcul de Hj+1 4N
3
Total 263 N
3 + 613 jN
3
Tab. 2.2 – Coût des opérations de l’algorithme 2
Remarque 2
1. Le nombre d’opérations de la phase d’initialisation des algorithmes 1 et
2 est le même. En revanche une itération de l’algorithme 1 coûte plus
de quatre fois plus cher qu’une itération de l’algorithme 2. L’algorithme
2 représente donc un gain non négligeable par rapport à l’algorithme 1.
2. En général, une dizaine d’itérations suffisent à l’algorithme 2 (et à
l’algorithme 1) pour construire de très bonnes approximations du pro-
jecteur P et de la matrice H.
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2.2.2 Portrait spectral
Le portrait spectral de la matrice A est le graphe de la fonction
r 7−→ f(r) = ‖H(r)‖ (2.24)
où
H(r) =
1
2π
∫ 2pi
0
(
I − eiθA
∗
r
)−1(
I − e−iθA
r
)−1
dθ.
Le projecteur spectral sur le s-e-i de A associé aux valeurs propres λ inté-
rieures au cercle C(0, r) est
P(r) =
1
2iπ
∫
C(0,r)
(zI −A)−1 dz = 1
2π
∫ 2pi
0
(
I − e−iθA
r
)−1
dθ.
Lorsque A a une valeur propre λ sur le cercle C(0, r), alors f(r) →∞, i.e. le
graphe de f a une asymptote d’équation |λ| = r. Il a été montré dans [8, Sec.
13] que la fonction f est convexe dans chaque intervalle où elle est définie.
Ces intervalles correspondent aux régions d’absence de valeurs propres (la
trace du projecteur y reste constante).
Le portrait spectral est un autre regard sur le pseudo-spectre [27] d’une
matrice. Ce dernier permet la détermination de voisinages définis par les
valeurs propres de toutes les perturbations de la matrice dans une région
donnée. Plusieurs techniques permettent de le calculer, voir par exemple
[27, 17, 2]. Le portrait spectral permet une stratification spectrale, i.e., la
construction de régions (des bandes dans le cas qui nous intéresse) qui par-
tagent le spectre. Une illustration en est donnée dans l’exemple suivant.
Exemple 1 On calcule, par la méthode développée dans [22], le sous-espace
invariant associé aux 10 plus petites valeurs propres de l’opérateur
−ν∆u−
3∑
i=1
∂u
∂xi
discrétisé par différences finies centrées, avec les conditions u = 0 sur la
frontière du cube unité Ω =]0, 1[3. On prend ν = 1/2 et on utilise des grilles
uniformes Ωl avec Nl = (2l − 1)3, l = 2, 3, 4, 5 points. Si on note par Al
l’opérateur discrétisé sur la grille Ωl, l’algorithme développé dans [22] permet
le calcul de la matrice Yl dont les colonnes engendrent une base orthonormée
du sous-espace invariant associé aux 10 plus petites valeurs propres de Al.
Notons par
Bl = Y
∗
l AlYl et ∆l = AlYl − YlBl.
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La matrice Bl représente une approximation de la restriction de A sur la
grille l et ∆l est le résidu associé à cette approximation. La figure 2.1 (à
gauche) montre, pour la grille l = 5, le portrait spectral de Bl. Les asymp-
totes correspondent aux modules des valeurs propres rencontrées (multipli-
cité algébrique comprise). La trace du projecteur (i.e. le nombre de valeurs
propres intérieures aux cercles C(0, r)) est indiquée sur la figure. Remarquons
que la valeur de la trace augmente à chaque traversée d’une asymptote. Le
comportement du résidu ‖∆l‖ au cours des itérations est indiqué à droite.
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|| ∆
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Fig. 2.1 – Portrait spectral (à gauche) et norme des résidus (à droite) sur la
grille l = 5.
2.3 Application de l’algorithme aux matrices sym-
plectiques
On se donne maintenant W ∈ R2N×2N et une matrice J ∈ R2N×2N in-
versible et anti-symétrique telles que W soit J-symplectique. Nous voulons
déterminer les projecteurs P0, P1 et P∞ associés respectivement aux valeurs
propres de module inférieur à 1, égal à 1 et supérieur à 1 à l’aide de l’algo-
rithme 2. Pour cela, nous utilisons deux cercles C(0, r0) et C(0, r∞) de même
centre 0 et de rayons respectifs r0 et r∞ tels que le premier contienne toutes
les valeurs propres de W intérieures au cercle unité (et excluant les autres)
et le second contienne toutes les valeurs propres de module inférieur ou égal
à 1 (et excluant les autres). Alors, le projecteur spectral obtenu par l’algo-
rithme 2 appliqué à W et au cercle C(0, r0) sera égal à P0 et celui obtenu
avec C(0, r∞) sera égal à I2N − P∞. Nous obtenons ainsi P0, P∞ et donc
P1 = I2N − P0 − P∞.
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Compte tenu du fait que les valeurs propres de la matrice symplectiqueW
sont symétriques par rapport au cercle unité ( au sens de l’inversion ), il suffit
de trouver r0 et de poser r∞ = 1/r0. Pour avoir r0, il suffit, par exemple, de
s’approcher du premier minimum de cette fonction situé juste à gauche de
l’asymptote r = 1. Puisque la fonction r → ‖H(r)‖2 est convexe en dehors
des asymptotes, ce minimum existe et peut être approché par différentes
techniques. Une illustration est donnée dans l’exemple simple suivant.
Exemple 2 On considère les matrices
B =

4
5 −35
3
5
4
5
2
4
6 2
−1 3
 , W0 =
(
B 0
0 B−T
)
, J0 =
(
0 −I
I 0
)
.
La matrice W0 est J0-symplectique. Son portrait spectral est tracé dans la
figure 2.2.
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Fig. 2.2 – Portrait spectral de W0 (Exemple 2)
Une recherche simple dans la région du minimum local situé à gauche de
r = 1 donne une valeur de r0 de l’ordre de 0.9971. On vérifie que toutes les
valeurs propres de W de module strictement inférieur à 1 sont à l’intérieur
du cercle C(0, r0). L’application de l’algorithme 2 à W et au cercle C(0, r0)
2.4. STABILITÉ FORTE 31
donne
P0 =
(
08
I4
)
, ‖H(r0)‖ = 170.67
( 08 est la matrice nulle d’ordre 8 et I4 la matrice d’identité d’ordre 4).
En posant r∞ = 1/r0 on détermine
I − P∞ =
 I2 04
I6
 , ‖H(r∞)‖ = 167.67.
Les valeurs de ‖H(r0)‖ et ‖H(r∞)‖ montrent que la qualité numérique
de P0 et P∞ est bonne. On obtient
P∞ =
 02 I4
06
 et P1 =

I2
04
I2
04
 .
2.4 Stabilité forte
Rappelons qu’une valeur propre λ de W de module 1 est dite r− (resp.
v−)valeur propre si tout vecteur propre x associé à λ vérifie (S0x, x) >
0 (resp. (S0x, x) < 0), où S0 = 1/2J(W − W−1)≡ 1/2(JW + (JW )T ).
Rappelons aussi que ±1 sont des valeurs propres mêlées (cf. section 5 du
chapitre 1). Enfin rappelons que si on désigne par Pr le projecteur sur le
s-e-i associé à toutes les r-valeurs propres de W et par Pv celui associé aux
v-valeurs propres, alors W est fortement stable si et seulement si Pr + Pv =
P1 = I2N (cf. théorème 7 du chapitre 1).
Remarquons que deux valeurs propres λ, µ 6= ±1 de W telles que λ¯µ = 1
sont sur un même cercle, car λ¯µ = 1 implique |λ−1||λ+1| =
|µ−1|
|µ+1| qui est l’équation
d’un cercle. Nous appliquons ici l’idée proposée initialement dans [5], et qui
consiste à rassembler toutes les valeurs propres λ deW situées à l’intersection
du cercle unité et du cercle d’équation |λ−1||λ+1| = cste. Voir figure 2.3. Nous
savons d’après le théorème 1 du chapitre 1 que les vecteurs propres associés à
des valeurs propres λ et µ situées sur des cercles distincts ( |λ−1||λ+1| 6= |µ−1||µ+1|) sont
J−orthogonaux. La conséquence de cette remarque simple nous permettra
d’analyser la stabilité forte (détermination des projecteurs Pr et Pv). Nous
en résumons les idées principales :
Supposons que l’application de l’algorithme 2 àW , avec un choix adéquat
de r0, nous a fourni P0 = P∞ = 0 et donc P1 = I.
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Supposons par ailleurs que la matrice S0 est inversible et considérons la
matrice
A = (W − I)(W + I)−1
dont les valeurs propres sont de la forme
lk =
λk − 1
λk + 1
où λk désigne une valeur propre de W de module 1. Notons que les vecteurs
propres (et les sous-espaces invariants) de A et de W sont les mêmes.
Soient a1, a2, . . . des nombres positifs qui entrelacent strictement les modules
des valeurs propres |l1|, |l2|, . . .. Autrement dit, 0 < ak < |lk| < ak+1 pour
k = 1, . . . ,m. Remarquons que puisque W est réelle, ses valeurs propres λk
et par conséquent les lk sont complexes conjuguées et donc m ≤ N + 1.
En pratique, il est possible de choisir par exemple a1 = 0 et am+1 dans
l’intervalle ]‖A‖,∞[ où ‖A‖ désigne une norme matricielle quelconque de A.
Les autres ak peuvent être obtenus en examinant le portrait spectral de A
comme dans l’exemple 3.
Nous savons, d’après la discussion ci-dessus, que les vecteurs propres (et
les sous-espaces invariants) associés à des valeurs propres lk et lj dans des
domaines différents sont J−orthogonaux. Ces régions peuvent être obtenues
en appliquant l’algorithme 2 à la matrice A.
Notons par Pk, k = 1, . . . ,m + 1 les projecteurs sur les s-e-i associés aux
valeurs propres de A dans les cercles C(0, ak). Remarquons que P1 = 0 et
Pm+1 = I. D’autre part chaque matrice
Qk = Pk+1 − Pk (2.25)
est un projecteur sur le sous-espace invariant de A (donc de W ) associé aux
valeurs propres l = λ−1λ+1 de A situées dans la couronne
ak <
|λ− 1|
|λ+ 1| < ak+1. (2.26)
Considérons maintenant la matrice Sk définie par
Sk = Q
T
k S0Qk ≡ STk . (2.27)
L’idée est de rassembler toutes les valeurs propres λ de W pour lesquelles Sk
est semi-définie positive (ou négative). Pour que W soit fortement stable, il
ne doit pas y avoir de matrices Sk indéfinies.
Cette discussion permet de mieux préciser le théorème 7 de la manière sui-
vante.
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Théorème 9 La matrice W est fortement stable si et seulement si
P0 = P∞ = 0 et Pr + Pv = P1 = I2N (2.28)
avec
Pr =
∑
Sk≥0
Qk et Pv =
∑
Sk≤0
Qk
−4 −3 −2 −1 0 1 2 3 4
−4
−3
−2
−1
0
1
2
3
4
Fig. 2.3 – Partition du spectre de W par des cercles d’équations |λ−1|/|λ+
1| = cste.
Exemple 3 Cet exemple illustre le choix des nombres ak évoqués dans la
discussion ci-dessus.
On considère la matrice W J-symplectique
W =

4
5 0 0 0
3
5 0
0 0 1 0 0 0
0 −1 0 0 0 0
0 0 0 −35 0 45
−35 0 0 0 45 0
0 0 0 −45 0 −35
 , J =

0 0 0 0 1 0
0 0 −1 0 0 0
0 1 0 0 0 0
0 0 0 0 0 1
−1 0 0 0 0 0
0 0 0 −1 0 0

dont les valeurs propres sont sur le cercle unité. Le portrait spectral de
A = (W − I)(W + I)−1 est donné dans la figure 2.4.
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Fig. 2.4 – Portrait spectral de A (Exemple 3)
Sur cette figure il y a trois asymptotes qui correspondent chacune à deux
valeurs propres conjuguées de module 1 de W ( ou des valeurs propres de
même couleur ). On peut déterminer des constantes ak, k = 1, 2, 3, 4 si-
tuées entre les asymptotes et qui correspondent aux régions de petits critères
de dichotomie( par exemple a1 = 0 et a4 > ‖W‖ comme expliqué précédem-
ment). D’autre part, il suffit de regarder la figure et choisir ces constantes.
Par exemple on peut choisir a1 = 0.1667, a2 = 0.6667, a3 = 1.5 et a4 = 2.5.
En fait pour tout a1 appartenant à l’intervalle ]0, 1/3[, on obtient le projec-
teur P1 = 0 en appliquant la dichotomie spectrale à A = (W − I)(W + I)−1
par rapport au cercle C(0, a1). De même, pour a2 ∈ [1/3, 1[ , a3 ∈]1, 2[ et
a4 ∈]2,∞[, on obtient les mêmes projecteurs P2, P3 et P4 = I de traces
respectives 2, 4 et 6. Ces traces ne varient pas dans les intervalles définis par
les abscisses des différentes asymptotes. En revanche, la qualité numérique
des projecteurs se dégrade en s’approchant des valeurs propres de A.
L’algorithme permettant de déterminer la stabilité forte d’une matrice
W J−symplectique est écrit ci-dessous de manière informelle (Algorithme
3).
Algorithme 3
1. En utilisant l’algorithme 2 et un choix adéquat du paramètre r0, déter-
miner les projecteurs P0, P1 et P∞.
2. Si P0 6= 0 (ou P∞ 6= 0), il n’y a pas stabilité forte. Sinon calculer
S0 = (1/2)((JW ) + (JW )
T ).
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Si S0 est singulière (mal conditionnée), il n’y a pas stabilité. Sinon
calculer
A = (W − I)(W + I)−1.
A partir du portrait spectral de A, déterminer des scalaires (ak)1≤k≤m+1
vérifiant (2.26).
3. Déterminer les projecteurs P1 = 0, P2, . . . , Pm, Pm+1 = I par la di-
chotomie spectrale appliquée à A par rapport au cercle C(0, ak).
4. Pour k = 1, ...,m, calculer
Qk = Pk+1 − Pk et Sk = QTk S0Qk.
Si Sk est indéfinie, alors il n’y a pas stabilité forte. Si toutes les matrices
Sk sont semi-définies, alors il y a stabilité forte. Dans ce cas
Pr =
∑
Sk≥0
Qk et Pv =
∑
Sk≤0
Qk.
Remarque 3
1. Comme nous l’avons déjà mentionné, on peut prendre a1 = 0 et am+1 >
‖A‖, et on a toujours P0 = 0 et Pm+1 = I.
2. Dans l’algorithme 3, le calcul de chaque projecteur est accompagné du
critère de dichotomie qui lui est associé. L’algorithme s’arrête si ce
critère est trop grand. Lorsqu’il y a stabilité forte, tous les projecteurs
doivent pouvoir être calculés avec un bon critère de dichotomie.
3. Pour définir les valeurs propres de couleurs rouge et verte, nous nous
sommes restreints au cercle unité parce que nous sommes essentielle-
ment intéressés par l’étude de la stabilité. Mais au delà des questions
liées à la stabilité, il est tout à fait possible de définir ces valeurs propres
dans un cadre plus général, i.e. non nécessairement sur le cercle unité.
En effet, si P0, P∞ 6= 0 et donc P1 6= I, il suffit de répéter l’analyse
précédente avec A = (P1W −I)(P1W +I)−1. Une simple adaptation de
l’algorithme 3 permet de savoir si le projecteur P1 peut se décomposer
sous la forme P1 = Pr + Pv avec Pr =
∑
Sk≥0
Qk et Pv =
∑
Sk≤0
Qk.
Exemple 4 Considérons les matrices
W =
(
B 0
0 B−T
)
et J =
(
0 −I
I 0
)
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où B ∈ RN×N est diagonalisable et ses valeurs propres sur le cercle unité. On
vérifie que la matrice W est J−symplectique et son spectre est sur le cercle
unité. Ses vecteurs propres sont de la forme x =
(
uT 0
)T
ou x =
(
0 vT
)T
où u et v sont des vecteurs propres de B ou de B−T . On vérifie alors que
(S0x, x) = 0. Autrement dit, toutes les valeurs propres de W sont de type
mêlé. Il n’ y a donc pas stabilité forte. Remarquons que l’application de
l’algorithme 3 à des matricesW , construites comme dans cet exemple, donne
des matrices Sk indéfinies.
Exemple 5 Dans cet exemple nous illustrons en détail la notion de stabilité
forte. On considère les matrices
W (t) =
(
A(s(t)) cosω(t) − (A(s(t)))−T sinω(t)
A(s(t)) sinω(t) (A(s(t)))−T cosω(t)
)
, J =
(
0 −I
I 0
)
avec A(s) =
(
1− s2 −1
s2 1− s2
)
, ω(t) = π(12 − 13 sin 3t) et s(t) = 4 sin(t).
On vérifie facilement que W (t) est J−symplectique pour tout t. La fonction
W (t) est 2π−périodique et son spectre, pour t ∈ [0, 2π], est donné en figure
2.5.
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Fig. 2.5 – Distribution spectrale deW (t) lorsque t parcourt l’intervalle [0, 2π]
Cette figure montre que les valeurs propres quittent le cercle unité en
six endroits : en ±1 et en ±0.673... ± i0.739..., qui sont nécessairement des
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valeurs propres mêlées. La valeur propre −0.673...+i0.739... est obtenue avec
t0 ≈ 0.390017605. Voyons ce qui se passe autour de t0.
a) t = 0.3896
W =

−1.0744 −0.8213 0.1857 0.3276
1.8958 −1.0744 −0.1419 0.1857
−0.7463 −0.5705 −0.2673 −0.4716
1.3168 −0.7463 0.2043 −0.2673

L’algorithme 3 donne P0 = P∞ = 0, P1 = I. Les portraits spectraux
de W et de A = (W − I)(W + I)−1 sont donnés en figure 2.6.
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Fig. 2.6 – Portraits spectraux de W (en haut à gauche) et de A = (W −
I)(W +I)−1 (en haut à droite) et la distribution spectrale deW à t = 0.3896
Le portait spectral de W montre que P0 = P∞ = 0 et P1 = I. Le
portrait spectral de A permet de déterminer des constantes a1, a2 et
a3, puis les projecteurs P1 = 0, P2 et P3 = I, puis les projecteurs
Q1 = P2 et Q2 = I − P2, et ensuite les matrices
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S1 = Q
T
1 S0Q1 =

10.2636 1.5631 −3.4267 −0.7114
1.5631 7.3330 −0.8454 −5.4623
−3.4267 −0.8454 1.1589 0.4817
−0.7114 −5.4623 0.4817 4.0895

S2 = Q
T
2 S0Q2 =

−9.5173 −1.9362 3.0232 1.8951
−1.9362 −6.5867 0.3326 5.0587
3.0232 0.3326 −0.9732 −0.3889
1.8951 5.0587 −0.3889 −3.9038
 .
dont les valeurs propres sont 0, 13.3181 et 9.5269 pour S1 et 0,−13.2030
et −7.7781 pour S2. La matrices S1 et S2 sont donc semi-définies posi-
tives et semi-définie négative respectivement. On en déduit que W est
fortement stable et
Pr = Q1 =

0.5000 −3.5843 −0.0000 2.7276
8.2733 0.5000 −2.7276 −0.0000
0.0000 −10.9636 0.5000 8.2733
10.9636 0.0000 −3.5843 0.5000

Pv = Q2 =

0.5000 3.5843 0.0000 −2.7276
−8.2733 0.5000 2.7276 0.0000
−0.0000 10.9636 0.5000 −8.2733
−10.9636 −0.0000 3.5843 0.5000
 .
Et on a
∥∥P2r − Pr∥∥ = 2.6901e − 013, ∥∥P2v − Pv∥∥ = 2.6901e − 013,
‖Pr.Pv‖ = 2.6909e−013, ‖Pr.W −WPr‖ = 3.5178e−012 et ‖PvW −WPv‖ =
3.5184e−012. Les deux projecteurs sont de trace 2. On a deux valeurs
propres −0.6278 ± 0.7783i de couleur rouge et deux valeurs propres
−0.7139± 0.7002i de couleur verte. La distribution spectrale est don-
née en figure 2.6.
b) t = 0.39
W =

−1.0785 −0.8216 0.1854 0.3267
1.9001 −1.0785 −0.1413 0.1854
−0.7483 −0.5701 −0.2672 −0.4708
1.3184 −0.7483 0.2036 −0.2672
 .
L’algorithme 3 donne P0 = P∞ = 0, P1 = I. Les portraits spectraux
de W et de A = (W − I)(W + I)−1 sont donnés en figure 2.7.
2.4. STABILITÉ FORTE 39
1 1.5 2 2.5 3
10−2
100
102
104
106
108
1010
  r
 

 
 
H
(r)

0.5 1 1.5 2 2.5 3 3.5 4
10−2
100
102
104
106
108
 r
 

 
H
(r)

−2 −1.5 −1 −0.5 0 0.5 1 1.5 2
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
v
v
r
r
Fig. 2.7 – Portraits spectraux de W (en haut à gauche) et de A = (W −
I)(W + I)−1 (en haut à droite) et la distribution spectrale de W à t = 0.39
Les matrices Sk sont
S1 =

48.5918 8.4029 −15.9809 −5.9051
8.4029 34.3108 −3.0710 −25.8898
−15.9809 −3.0710 5.2587 2.1748
−5.9051 −25.8898 2.1748 19.5397

S2 =

−47.8434 −8.7770 15.5753 7.0906
−8.7770 −33.5625 2.5584 25.4842
15.5753 2.5584 −5.0733 −2.0821
7.0906 25.4842 −2.0821 −19.3542

avec les valeurs propres 0, 64.7756 et 42.9253 pour S1 et 0, −64.6609
et −41.1726 pour S2. On en déduit que W est fortement stable, et on
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a
Pr =

0.5000 −17.4891 0.0000 13.2415
40.4469 0.5000 −13.2415 −0.0000
−0.0000 −53.4405 0.5000 40.4469
53.4405 0.0000 −17.4891 0.5000

Pv =

0.5000 17.4891 −0.0000 −13.2415
−40.4469 0.5000 13.2415 0.0000
0.0000 53.4405 0.5000 −40.4469
−53.4405 −0.0000 17.4891 0.5000

avec
∥∥P2r − Pr∥∥ = 1.5599e−011, ∥∥P2v − Pv∥∥ = 1.5599e−011, ‖Pr.Pv‖ =
1.5602e − 011, ‖PrW −WPr‖ = 1.2965e − 009 et ‖PvW −WPv‖ =
1.2965e − 009. Les deux projecteurs sont de trace 2. La distribution
spectrale est donnée en figure 2.7.
c) t = 0.390017605
W =

−1.0787 −0.8216 0.1854 0.3266
1.9003 −1.0787 −0.1412 0.1854
−0.7484 −0.5701 −0.2672 −0.4708
1.3185 −0.7484 0.2035 −0.2672

L’algorithme 3 donne P0 = P∞ = 0, P1 = I. Les portraits spectraux
de W et de A = (W − I)(W + I)−1 sont donnés en figure 2.8.
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Fig. 2.8 – Portraits spectraux de W (en haut à gauche) et de A = (W −
I)(W + I)−1 (en haut à droite) et la distribution spectrale de W à t =
0.390017605
L’algorithme 3 construit une seule matrice
S0 =

0.7484 −0.3742 −0.4057 1.1855
−0.3742 0.7484 −0.5126 −0.4057
−0.4057 −0.5126 0.1854 0.0927
1.1855 −0.4057 0.0927 0.1854

indéfinie. La matrice W n’est donc pas fortement stable. Aux instants
après, les valeurs propres quittent le cercle unité comme le montre
l’exemple suivant.
d) t = 0.39050
W =

−1.0836 −0.8219 0.1851 0.3255
1.9055 −1.0836 −0.1404 0.1851
−0.7509 −0.5696 −0.2671 −0.4698
1.3204 −0.7509 0.2026 −0.2671

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L’algorithme 3 donne P1 = 0, P0 6= 0 et P∞ 6= 0 avec
∥∥P21 − P1∥∥ = 2.96e−012, ∥∥P20 − P0∥∥ = 3.31e−013, ∥∥P2∞ − P∞∥∥ = 8.97e−014.
‖P0W −WP0‖ = 3.20e− 012, ‖P∞W −WP∞‖ = 1.70e− 012.
W n’est pas stable. Les portraits spectraux de W et de A, et la distri-
bution spectrale de W sont donnés en figure 2.9.
1 1.5 2 2.5
101
102
103
104
105
106
  r
 

 
 
H
(r)

1 1.5 2 2.5 3 3.5
10−1
100
101
102
103
104
105
106
107
 r
 

 
H
(r)

−2 −1.5 −1 −0.5 0 0.5 1 1.5 2
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
Fig. 2.9 – Portraits spectraux de W (en haut à gauche) et de A = (W −
I)(W +I)−1 (en haut à droite) et la distribution spectrale deW à t = 0.3905
2.5 Conclusion
Ce chapitre a porté sur une adaptation des méthodes de dichotomie spec-
trale aux matrices symplectiques. L’algorithme proposé (Algorithme 2) est
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aussi robuste que celui proposé dans [11, Algorithm 1], mais il est quatre fois
moins coûteux que ce dernier.
En examinant le portrait spectral, on détermine un paramètre r0 tel que
le cercle C(0, r0) contienne toutes les valeurs propres de module strictement
inférieur à 1 d’une matrice symplectique W . Il faut deux applications de
l’algorithme 2. Une avec W et C(0, r0) et une autre avec W et C(0, r∞),
r∞ = 1/r0 pour finalement obtenir les trois projecteurs P0, P∞ et P1 sur les
s-e-i associés respectivement aux valeurs propres intérieures, extérieures, et
sur le cercle unité. Le calcul de ces trois projecteurs est accompagné du cri-
tère de dichotomie, une sorte de conditionnement, donnant une information
qualitative sur les projecteurs calculés.
Dans le cas où P0 = P∞ = 0 et donc P1 = I, l’algorithme 3 permet de
savoir s’il est possible de décomposer le projecteur P1 = I en deux projecteurs
supplémentaires Pr et Pv sur les s-e-i associés respectivement aux r− et
v−valeurs propres. Cette décomposition est possible si et seulement si la
matrice W est fortement stable (cf. théorème 7).
Au delà de la stabilité forte, l’ algorithme 3 permet, en fait, de déterminer
les projecteurs Pr et Pv indépendamment de la condition P0 = P∞ = 0 (cf.
remarque 3). Il suffit en effet d’appliquer l’algorithme 3 à
A = (P1W − I)(P1W + I)−1.
De ce point de vue là, les algorithmes 2 et 3 permettent de réaliser une
"quadrithomie" spectrale de W : P0, P∞ = 0, P1 = Pr + Pv.
Les algorithmes 2 et 3 sont robustes mais présentent un inconvénient :
le coût global en nombre d’opérations pour déterminer les projecteurs P0,
P∞,P1,Pr,Pv reste élevé malgré les simplifications et les réductions du coût
apportées par l’algorithme 2 (comparé à l’algorithme 1). Ceci est dû au choix
de r0 qui peut-être coûteux (calcul d’un portrait spectral) et parfois difficile
à déterminer. Les algorithmes proposés au chapitre 3 ne présentent pas ces
inconvénients.
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Chapitre 3
Une méthode de trichotomie
spectrale de matrices
symplectiques
3.1 Introduction
Ce chapitre est consacré à l’étude d’une nouvelle méthode, appelée par la
suite "méthode de trichotomie", permettant de déterminer les sous-espaces
invariants X0, X1 et X∞ d’une matrice J-symplectique W associés aux va-
leurs propres à l’intérieur, sur et à l’extérieur du cercle unité respectivement.
L’objectif principal de ce calcul étant évidemment de déterminer si la ma-
trice W est stable/fortement stable ou non.
Pour une analyse de stabilité, l’avantage de la méthode de trichotomie est
qu’elle ne calcule pas les valeurs propres, mais des sous-espaces invariants.
Or les sous-espaces invariants d’une matrice sont nettement moins sensibles
aux perturbations que les valeurs propres [27, 8].
De ce point de vue, la méthode de trichotomie poursuit le même but que
la méthode de dichotomie. Cependant, pour l’analyse de stabilité, l’utilisa-
tion de la méthode de dichotomie se heurte au problème du coût en nombre
d’opérations à cause de la détermination du rayon r0 permettant de calculer
de manière fiable les sous-espaces invariants X0, X1 et X∞ deW . La méthode
de trichotomie proposée permet de s’affranchir de cette détermination.
Le principe de cette méthode repose sur le calcul de trois suites matri-
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cielles (X(n)0 )n≥0, (X
(n)
1 )n≥0 et (X
(n)
∞ )n≥0. Chacune de ces suites doit permettre
de déterminer une base de chacun des sous-espaces invariants X0, X1 et X∞.
Cependant ce processus n’est pas direct. En effet, seule la suite (X(n)1 )n≥0
permet de calculer une base de (X(n)1 )n≥0. Les deux autres suites (X
(n)
0 )n≥0 et
(X
(n)
∞ )n≥0 convergent, en un certain sens qui sera défini, vers des bases des
sous-espaces X0 + X1 et X∞ + X1 respectivement.
Afin de déterminer des bases de X0 et X∞, la méthode de trichotomie né-
cessite une étape que nous nommerons "étape de J-orthogonalisation". Elle
repose sur le fait que (X(n)1 )n≥0 permet d’approcher X1 et peut être utilisée
pour éliminer dans les suites (X(n)0 )n≥0 et (X
(n)
∞ )n≥0, les composantes associées
à X1 et par conséquent d’en extraire des estimations de X0 et X∞.
Lorsque le spectre de W est situé sur le cercle unité, Godunov a proposé
une méthode permettant de déterminer si W est stable/ fortement stable
[6]. Cette approche n’utilise pas de dichotomie, elle ne fait intervenir que
des calculs spectraux sur des matrices symétriques (auto-adjointes) pour les-
quelles le calcul se fait avec une précision garantie [21]. Elle peut remplacer
l’approche discutée dans la section 2 du chapitre 2.
L’étude de la méthode de trichotomie suit ces différentes étapes. Dans
la section 2, on donne les définitions et certaines propriétés d’outils ma-
thématiques utilisés dans les sections suivantes. Les sections 3, 4 et 5 sont
consacrées respectivement à la convergence des suites (X(n)0 )n≥0, (X
(n)
1 )n≥0 et
(X
(n)
∞ )n≥0, à l’étude de l’étape de J-orthogonalisation et à la qualité finale des
estimations calculées par la méthode de trichotomie. La mise en œuvre de
cette méthode est étudiée dans la section 6 (voir en particulier l’algorithme
4). L’approche proposée par Godunov permettant d’analyser la stabilité /
stabilité forte d’une matrice est mentionnée dans la section 7. Le chapitre se
termine par la section 8 où sont illustrées des applications numériques.
3.2 Notations et préliminaires techniques
3.2.1 Principales notations
Afin de simplifier la lecture de ce chapitre, toutes les notations utilisées
sont regroupées dans cette section.
Soit W ∈ R2N×2N une matrice J-symplectique avec J ∈ R2N×2N anti-
symétrique et inversible. Le spectre de W est noté Λ(W ).
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On considère la décomposition spectrale de W suivante
W =
(
X0 X1 X∞
)W0 W1
W∞
(X0 X1 X∞)−1 (3.1)
avec
– Λ(W0) = {λ ∈ Λ(W ) telle que |λ| < 1},
– Λ(W1) = {λ ∈ Λ(W ) telle que |λ| = 1},
– Λ(W∞) = {λ ∈ Λ(W ) telle que |λ| > 1}.
On note N0 le cardinal de Λ(W0), les propriétés de J-symplecticité de W
impliquent que les cardinaux de Λ(W1) et Λ(W∞) sont respectivement 2N1
avec N1 = N −N0 et N0.
On pose
X =
(
X0 X1 X∞
)
.
Les sous-espaces vectoriels engendrés par les colonnes de X, X0, X1 et X∞
sont notés X , X0, X1 et X∞ respectivement et P0, P1 et P∞ désignent les
projecteurs spectraux associés respectivement aux sous-espaces invariants
X0, X1 et X∞. Ils sont définis classiquement par
P0 = X
(
I 0 0
0 0 0
0 0 0
)
X−1, P1 = X
(
0 0 0
0 I 0
0 0 0
)
X−1, P∞ = X
(
0 0 0
0 0 0
0 0 I
)
X−1.
Les propriétés de J-symplecticité de W impliquent qu’il existe des matrices
non singulières M et J1 avec J1 anti-symétrique telles que
(
X0 X1 X∞
)T
J
(
X0 X1 X∞
)
=
 MJ1
−MT
 .
On en déduit que les projecteurs P0, P1 et P∞ vérifient
P0 = X0(X
T
∞JX0)
−1XT∞J = −X0M−TXT∞J,
P1 = X1(X
T
1 JX1)
−1XT1 J = X1J
−1
1 X
T
1 J,
P∞ = X∞(X
T
0 JX∞)
−1XT0 J = X∞M
−1XT0 J.
Soient α et β deux réels strictement positifs tels que 2α + β = 1 et n ∈ N∗,
on suppose que le choix de α et β permet de définir X(n)0 , X
(n)
1 et X
(n)
∞ par
X
(n)
0 = W
−2n
(
βI + α
(
W−2
n
+W 2
n))−1
, (3.2)
X
(n)
1 =
(
βI + α
(
W−2
n
+W 2
n))−1
, (3.3)
X(n)∞ = W
2n
(
βI + α
(
W−2
n
+W 2
n))−1
, (3.4)
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autrement dit,
X
(n)
0 = W
−2nX
(n)
1 et X
(n)
∞ = W
2nX
(n)
1 . (3.5)
On note X (n)0 , X (n)1 et X (n)∞ les sous-espaces vectoriels engendrés par les
colonnes de X(n)0 , X
(n)
1 et X
(n)
∞ respectivement.
On définit les matrices L(n)0 , L
(n)
1 et L
(n)
∞ par
L
(n)
0 =
(
βI + α
(
W−2
n
0 +W
2n
0
))−1
,
L
(n)
1 =
(
βI + α
(
W−2
n
1 +W
2n
1
))−1
,
L(n)∞ =
(
βI + α
(
W−2
n
∞ +W
2n
∞
))−1
.
En utilisant (3.1), on obtient les décompositions suivantes
X
(n)
0 = X
W
−2n
0 L
(n)
0
W−2
n
1 L
(n)
1
W−2
n
∞ L
(n)
∞
X−1, (3.6)
X
(n)
1 = X
L
(n)
0
L
(n)
1
L
(n)
∞
X−1, (3.7)
X(n)∞ = X
W 2
n
0 L
(n)
0
W 2
n
1 L
(n)
1
W 2
n
∞ L
(n)
∞
X−1. (3.8)
Remarque 4 Aucune condition de normalisation n’a été imposée sur X,
X0, X1 et X∞.
Tout au long de ce chapitre, le symbole ‖ ‖ désignera la norme spectrale (ou
norme 2).
3.2.2 Angles canoniques entre sous-espaces vectoriels
L’analyse de la convergence de l’algorithme de trichotomie présentée dans
les sections suivantes, repose sur l’étude de la convergence de suites de sous-
espaces vectoriels. Pour réaliser ce travail, nous utilisons la notion d’angles
canoniques entre sous-espaces vectoriels de même dimension qui constitue
un outil classique permettant d’étudier la convergence d’une suite de sous-
espaces vectoriels. En effet, elle permet, entre autres, de définir une distance
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sur un ensemble de sous-espaces vectoriels de même dimension.
SoientM1 etM2 deux sous-espaces vectoriels de Rn de même dimension
m etM1,M2 deux matrices dont les colonnes forment des bases orthonormées
de M1 et M2 respectivement. Les angles canoniques pi2 ≥ θ1 ≥ · · · θm ≥ 0
entre M1 et M2 sont définis par
sin(θi) = σi avec 1 ≤ i ≤ m
où σm ≤ · · · ≤ σ1 sont les m valeurs singulières non nécessairement nulles
de (I − Π1)Π2 avec Π1 et Π2 les projections orthogonales sur M1 et M2
respectivement.
Dans le cadre de ce travail, l’angle θ1 occupe une place prépondérante.
En effet, l’application d définie par
d(M1,M2) = sin(θ1)
est une distance sur l’ensemble des sous-espaces vectoriels de Rn de dimension
m. De plus, elle vérifie [15]
d(M1,M2) = ‖(I −Π1)Π2‖ =
∥∥(I −M1MT1 )M2∥∥
= ‖(I −Π2)Π1‖ =
∥∥(I −M2MT2 )M1∥∥
= ‖Π1 −Π2‖ =
∥∥M1MT1 −M2MT2 ∥∥
= max
v1∈M1−{0}
min
v2∈M2
‖v1 − v2‖
‖v1‖
= max
v2∈M2−{0}
min
v1∈M1
‖v2 − v1‖
‖v2‖ .
Ces propriétés font de l’application d un outil efficace et souple pour l’étude
de la convergence d’une suite de sous-espaces vectoriels.
L’intérêt de la proposition suivante est purement technique. Elle montre
qu’il est possible de choisir des bases orthonormées deM1 etM2 permettant
d’obtenir une décomposition simple de M1 en fonction de M2 et des angles
canoniques.
Proposition 5 Si d(M1,M2) < 1 alors il existe des matrices
– M˜2 dont les colonnes forment une base orthonormée de M2,
– S symétrique et semi-définie positive,
– C symétrique et définie positive,
– M˜3 telle que M˜
T
3 M˜3 = I
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vérifiant
‖S‖ = d(M1,M2),
λmin (C) =
√
1− d2(M1,M2),
eng M˜3 ⊥M2,
telles que
M1 = M˜2C + M˜3S.
Démonstration
La condition d(M1,M2) < 1 entraîne que MT2 M1 inversible. En effet, si
M2
TM1X = 0 alors (I−M2MT2 )M1X = M1X. On en déduit que X = 0 car∥∥(I −M2MT2 )M1∥∥ = d(M1,M2) < 1.
Considérons la décomposition en valeurs singulières de (I −M2MT2 )M1 :
(I −M2MT2 )M1 = UΣV T
avec U et V orthogonales et Σ =
(
Σ1
0
)
avec Σ1 ∈ Rm×m. Il est clair que
‖Σ1‖ =
∥∥(I −M2MT2 )M1∥∥ = d(M1,M2).
On décompose U sous la forme
U = (U1, U2) avec
{
U1 ∈ Rn×m,
U2 ∈ Rn×(n−m).
Alors, on a
UΣV T = U1Σ1V
T
et donc
M1 = M2(M
T
2 M1) + U1Σ1V
T .
Puisque MT2 M1 est inversible, sa décomposition polaire s’écrit
MT2 M1 = QC,
où Q est orthogonale et C symétrique définie positive.
On a donc
M1 = M2QC + U1V
T (V Σ1V
T )
On obtient la décomposition cherchée en posant
M˜2 = M2Q,
M˜3 = U1V
T
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et
S = V Σ1V
T .
On a ainsi
M˜T2 M˜2 = Q
TMT2 M2Q = Q
TQ = I,
M˜T3 M˜3 = V U
T
1 U1V
T = V V T = I,
M˜T3 M˜2 = V U
T
1 M2Q = 0
car
(
I −M2MT2
)
U1 = U1 donc M2MT2 U1 = 0.
Pour finir, il est clair que S et C sont symétriques et semi-définies positives
et vérifient
‖S‖ = ‖Σ1‖ = d(M1,M2)
et
λmin (C) =
√
1− d2(M1,M2).
En effet, pour tout vecteur x de norme 1, on a
‖M1x‖2 =
∥∥M2MT2 M1x+ (I −M2MT2 )M1x∥∥2
=
∥∥M2MT2 M1x∥∥2 + ∥∥(I −M2MT2 )M1x∥∥2
et donc
1 =
∥∥MT2 M1x∥∥2 + ∥∥(I −M2MT2 )M1x∥∥2
=
∥∥QTMT2 M1x∥∥2 + ∥∥(I −M2MT2 )M1x∥∥2
= ‖Cx‖2 + ∥∥(I −M2MT2 )M1x∥∥2 .
On en déduit que
λmin (C)
2 = min
‖x‖=1
‖Cx‖2
= 1− max
‖x‖=1
∥∥(I −M2MT2 )M1x∥∥2
= 1− d2(M1,M2).
Le fait que d(M1,M2) < 1 implique donc que C est définie positive. ¤
Il existe beaucoup d’autres résultats concernant les angles canoniques
(voir par exemple [13, 22]). Cependant dans ce travail, seules la distance d
et la décomposition proposée dans la proposition 5 sont utilisées.
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3.2.3 Définition de la convergence (sse)
Afin d’étudier la convergence de la méthode de trichotomie, nous devons
définir la convergence d’une suite de sous-espaces vectoriels engendrés par
une suite de matrices. En effet, l’application, qui à une matrice, associe son
image n’est pas continue ; il n’est donc pas possible de définir la limite des
sous-espaces engendrés par une suite de matrices convergente comme étant
l’espace engendré par la limite de cette suite de matrices.
Plus précisément, il existe des suites (An)n≥0 de matrices de Rp×p conver-
geant vers une matrice A telles que limn→∞ eng An 6= eng A. Pour s’en
convaincre, il suffit de considérer la suite (An)n≥0 définie par An = 1n+1I. Il
est clair que eng An = Rp pour tout n ≥ 0 et donc
lim
n→∞
eng An = R
p
Or on a
eng
(
lim
n→∞
An
)
= eng (0) = {0}.
D’un autre point de vue, on constate qu’il existe des suites (An)n≥0 ne conver-
geant pas alors qu’intuitivement il est facile de donner la limite de (eng An)n≥0
. La suite (An)n≥0 définie par An = (−1)nI en est un exemple flagrant.
Ce dernier point est certes plus délicat mais il intervient directement dans
l’algorithme de trichotomie. L’exemple suivant est simple mais il permet, en
partie, de résumer le comportement asymptotique des suites construites par
cet algorithme. Soit An définie pour n ≥ 0 par
An =
1 + 1n+1 (−1)n
1
n+1
 .
Les vecteurs de la base canonique sont des vecteurs propres de ces matrices
et que pour tout n ≥ 0 le rang de ces matrices est 3. Cependant en pratique,
il est préférable de s’intéresser au rang numérique d’une matrice défini de la
manière suivante :
Définition 8 Le rang numérique d’une matrice A noté rangnum(A) est dé-
fini par
rangnum(A) = min {rang(B) ; ‖A−B‖ ≤ CAǫmach}
où
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– ǫmach est la précision machine,
– CA est déterminée, classiquement, en fonction de la norme et de la
taille de la matrice A.
On vérifie facilement que, asymptotiquement, le rang numérique des matrices
An est 2. De plus, les sous-espaces vectoriels engendrés par les matrices B de
rang 2 vérifiant ‖A−B‖ ≤ CAǫmach sont des perturbations des sous-espaces
invariants engendrés par les vecteurs
e1 =
10
0
 et e2 =
01
0
 .
Or ces vecteurs engendrent un sous-espace invariant des matrices An. Cette
analyse est grossière mais elle montre qu’il est possible, via des suites de
matrices divergentes, d’approcher sous certaines conditions des sous-espaces
invariants.
Il est clair qu’en général, l’expression des matrices An est nettement plus
compliquée et ne permet pas d’utiliser ce type d’analyse trop simple. Afin
de contourner ces difficultés, on introduit une notion particulière de limite
de suites de sous-espaces vectoriels engendrés par une suite de matrices.
Définition 9 Soit (An)n≥0 une suite de matrices de Rp×p avec p un entier
non nul et An = eng An.
La suite An converge au sens des sous-espaces engendrés vers le sous-espace
vectoriel A de dimension m s’il existe un entier n˜ > 0 et deux constantes
strictement positives K1 et K2 indépendantes de n vérifiant
‖(I −Πn)Π‖ −−−−−−→
n→∞
0, (3.9)
‖(I −Π)An‖ −−−−−−→
n→∞
0, (3.10)
‖ΠAn‖ ≤ K1 ∀n ≥ n˜, (3.11)
σm (ΠAn) ≥ K2 ∀n ≥ n˜ (3.12)
où Πn et Π sont les projections orthogonales sur An et A respectivement et
σm (ΠAn) la m-ème valeur singulière de ΠAn.
Pour signifier que la convergence est au sens des sous-espaces engendrés ou
sse, nous utiliserons la notation
An (sse)−−−−−−→
n→∞
A.
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Le choix de cette définition est motivé par deux conditions : imposer à la
suite (‖An‖)n≥0 d’être bornée et se placer en un point où l’application qui
à une matrice associe son image est continue. De plus, comme le montre la
proposition suivante, il est consistant avec le cas où la suite (An)n≥0 converge.
Proposition 6 Si la suite (An)n≥0 converge vers une matrice A non nulle
alors
An (sse)−−−−−−→
n→∞
A ≡ eng A.
Démonstration
On note A = MR la décomposition QR de rang plein de A. On a Π = MMT
et
‖ΠAn‖ =
∥∥MTAn∥∥ ≤ ‖R‖+ ‖A−An‖ = ‖A‖+ ‖A−An‖
et
σm (ΠAn) = σmin
(
MTAn
) ≥ σmin (MTA)− ∥∥MT (A−An)∥∥
≥ σmin (R)− ‖A−An‖ .
Sachant que An converge vers A, il existe n˜ et K > 0 tels que ∀n ≥ n˜,
‖ΠAn‖ ≤ K et σm (ΠAn) ≥ 1
K
. (3.13)
De la majoration
‖(I −Π)An‖ = ‖(I −Π)(An −A)‖ ≤ ‖An −A‖ ,
on déduit la convergence de ‖(I −Π)An‖ vers 0.
Etant donné que An converge vers A, on a
‖(I −Πn)Π‖ = max
v∈A−{0}
‖(I −Πn)v‖
‖v‖ = maxu ; Au6=0
‖(I −Πn)Au‖
‖Au‖
= max
u ; Au6=0
min
vn∈An
‖Au− vn‖
‖Au‖ ≤ maxu ; Au6=0
‖Au−Anu‖
‖Au‖
≤ ‖A−An‖ /σmin(R)
impliquant donc que ‖(I −Πn)Π‖ converge vers 0. ¤
La proposition suivante donne des conditions permettant de caractériser
la convergence (sse) en terme de suites matricielles.
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Proposition 7 Avec les notations de la définition 9, (An)n≥0 converge au
sens (see) vers A de dimension m si et seulement s’il existe deux suites de
matrices ( eAn)n≥0 de rang m et ( bAn)n≥0, deux constantes K3 et K4 strictement
positives et nˆ vérifiant
A˜n + Ân = An et A˜
T
n Ân = 0, ∀n ≥ 0
et
d(A, A˜n) −−−−−−→
n→∞
0, où A˜n = eng A˜n, (3.14)
‖An‖ ≤ K3, ∀n ≥ nˆ, (3.15)
σm
(
ΠA˜n
)
≥ K4, ∀n ≥ nˆ, (3.16)
Ân −−−−−−→
n→∞
0. (3.17)
Démonstration
Supposons que (An)n≥0 converge au sens des sous-espaces engendrés vers A.
Soit Π˜n le projecteur orthogonal sur A˜n ≡ eng (ΠnΠ). Soit nˆ ≥ n˜ tel que
∀n ≥ nˆ, (3.9) implique que ‖(I −Πn)Π‖ < 1. On en déduit A˜n et A sont de
même dimension. De plus, A˜n étant un sous-espace vectoriel de An, il existe
Ân un sous-espace vectoriel vérifiant
A˜n ⊕ Ân = An avec A˜n ⊥ Ân.
Soit Π̂n le projecteur orthogonal sur Ân, il est clair que Π˜nΠ̂n = 0 et que
Πn peut-être décomposé sous la forme
Πn = Π˜n + Π̂n.
La définition de Π˜n implique que
Π̂nΠ = 0.
En effet, si v ∈ A alors v = ΠnΠv + (I −Πn) v. Sachant que ΠnΠv ∈ A˜n et
(I −Πn) v ∈ A⊥n , on montre que Π̂nv = 0 car Π̂nA˜n = {0} et Π̂nA⊥n = {0}.
La relation
d(A, A˜n) =
∥∥∥(I − Π˜n)Π∥∥∥ = ∥∥∥(I − Π˜n)Π− Π̂nΠ∥∥∥ = ‖(I −Πn)Π‖
permet de montrer que (3.9) implique (3.14).
De (3.10) et (3.11), on montre qu’il existe K3 > 0 vérifiant (3.15) car
‖An‖2 = ‖ΠAn‖2 + ‖(I −Π)An‖2 ≤ K1 + ‖(I −Π)An‖2 .
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On pose A˜n = Π˜nAn et Ân = Π̂nAn. De (3.12) et de la relation
ΠA˜n = Π Π˜nAn = Π
(
Πn − Π̂n
)
An = Π ΠnAn = ΠAn,
on déduit (3.16).
Pour vérifier (3.17), on s’appuie sur (3.10), (3.14), (3.15), les propriétés de
la distance d et la majoration∥∥∥Ân∥∥∥ = ∥∥∥Π Π̂nÂn∥∥∥+ ∥∥∥(I −Π) Ân∥∥∥ = ‖(I −Π)An‖+ ∥∥∥(I −Π) Π˜nA˜n∥∥∥
≤ ‖(I −Π)An‖+ d(A, A˜n) ‖An‖ .
Réciproque
Dans un premier temps, on considère n ≥ nˆ.
Les relations An = A˜n + Ân et A˜Tn Ân = 0 impliquent que
eng A˜n ⊕ eng Ân = An et A˜n ⊥ Ân.
On en déduit que Π˜n et Π̂n, les projections orthogonales sur A˜n et Ân res-
pectivement, vérifient Π˜n + Π̂n = Πn et Π˜nΠ̂n = 0.
Les matrices A˜n étant de rang m, on déduit de (3.14) que
Π˜n −−−−−−→
n→∞
Π
ce qui implique
Π˜nΠ = Π +
(
Π˜n −Π
)
Π −−−−−−→
n→∞
Π
Π̂nΠ = Π̂n
(
Π− Π˜n
)
−−−−−−→
n→∞
0,
et donc on a
ΠnΠ = Π˜nΠ + Π̂nΠ −−−−−−→
n→∞
Π.
On déduit (3.9) de cette dernière relation car
‖(I −Πn)Π‖ = ‖Π−ΠnΠ‖ −−−−−−→
n→∞
‖Π−Π‖ = 0.
On a
‖(I −Π)An‖ ≤
∥∥∥(I −Π) A˜n∥∥∥+ ∥∥∥(I −Π) Ân∥∥∥
≤
∥∥∥(I −Π) Π˜n∥∥∥ ‖An‖+ ‖(I −Π)‖ ∥∥∥Ân∥∥∥
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et
(I −Π) Π˜n = Π˜n −
(
Π˜nΠ
)T
−−−−−−→
n→∞
Π−ΠT = 0,
donc en se basant sur (3.15) et (3.17), on en déduit (3.10).
Il est clair que (3.15) implique (3.11) avec K1 = K3.
On a
σm (ΠAn) ≥ σm
(
ΠA˜n
)
−
∥∥∥ΠÂn∥∥∥ ≥ K4 − ∥∥∥Ân∥∥∥ .
D’après (3.17), il existe n˜ ≥ nˆ tel que K2 = K4 − supn≥n˜
∥∥∥Ân∥∥∥ soit stricte-
ment positive, ce qui montre (3.12). ¤
La proposition suivante montre que la limite au sens (sse) d’une suite
est, lorsqu’elle existe, unique.
Proposition 8 Soit (An)n≥0 une suite matricielle telle que
eng An
(sse)−−−−−−→
n→∞
A(1) et eng An (sse)−−−−−−→
n→∞
A(2)
où A(1) et A(2) sont deux sous-espaces vectoriels.
Alors on a
A(1) = A(2).
Démonstration
D’après la proposition 7, il existe des matrices A˜(1)n , Â
(1)
n , A˜
(2)
n et Â
(2)
n vérifiant
An = A˜
(1)
n + Â
(1)
n = A˜
(2)
n + Â
(2)
n
telles que
d(A(1), A˜(1)n ) −−−−−−→n→∞ 0, où A˜
(1)
n = eng A˜
(1)
n ,
d(A(2), A˜(2)n ) −−−−−−→n→∞ 0, où A˜
(2)
n = eng A˜
(2)
n
et Â(1)n et Â
(2)
n convergent vers 0.
On en déduit que
A˜(1)n − A˜(2)n −−−−−−→n→∞ 0.
58
CHAPITRE 3. UNE MÉTHODE DE TRICHOTOMIE SPECTRALE DE MATRICES
SYMPLECTIQUES
En utilisant les propriétés de la distance d, on a
d(A˜(1)n , A˜(2)n ) = max
v1∈ eA(1)n −{0}
min
v2∈ eA(2)n
‖v1 − v2‖
‖v1‖
= max
u1∈ker
“ eA(1)n
”⊥
−{0}
min
u2
∥∥∥A˜(1)n u1 − A˜(2)n u2∥∥∥∥∥∥A˜(1)n u1∥∥∥
≤ max
u1∈ker
“ eA(1)n
”⊥
−{0}
∥∥∥A˜(1)n u1 − A˜(2)n u1∥∥∥∥∥∥A˜(1)n u1∥∥∥
≤
∥∥∥A˜(1)n − A˜(2)n ∥∥∥ max
u1∈ker
“ eA(1)n
”⊥
−{0}
‖u1‖∥∥∥A˜(1)n u1∥∥∥
= σm(A˜
(1)
n )
−1
∥∥∥A˜(1)n − A˜(2)n ∥∥∥ .
La propriété (3.17) implique
d(A˜(1)n , A˜(2)n ) −−−−−−→n→∞ 0.
On déduit de l’inégalité triangulaire
d(A(1),A(2)) ≤ d(A(1), A˜(1)n ) + d(A˜(1)n , A˜(2)n ) + d(A˜(2)n ,A(2)),
que d(A(1),A(2)) = 0 et donc A(1) = A(2). ¤
La proposition suivante reprend les résultats de la proposition 7 en sup-
primant une hypothèse concernant les suites ( eAn)n≥0 et ( bAn)n≥0.
Proposition 9 Avec les notations de la définition 9, (An)n≥0 converge au
sens (see) vers A de dimension m si et seulement s’il existe deux suites de
matrices ( eAn)n≥0 de rang m et ( bAn)n≥0, deux constantes K5 et K6 strictement
positives et n˘ vérifiant
A˜n + Ân = An, ∀n ≥ 0
et
d(A, A˜n) −−−−−−→
n→∞
0, où A˜n = eng A˜n, (3.18)
‖An‖ ≤ K5, ∀n ≥ n˘, (3.19)
σm
(
ΠA˜n
)
≥ K6, ∀n ≥ n˘, (3.20)
Ân −−−−−−→
n→∞
0. (3.21)
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Démonstration
D’après la proposition 7, il suffit de montrer que sous les hypothèses de la
proposition 9, les matrices A˜n et Ân permettent de construire deux suites
( eBn)n≥0 de rang m et ( bBn)n≥0 vérifiant les hypothèses de la proposition 7.
Autrement dit,
B˜n + B̂n = An et B˜
T
n B̂n = 0, ∀n ≥ 0
telles qu’il existe une constante K4 strictement positive et nˆ ≥ n˘ vérifiant
d(A, B˜n) −−−−−−→
n→∞
0, où B˜n = eng B˜n,
σm
(
ΠB˜n
)
≥ K4, ∀n ≥ nˆ,
B̂n −−−−−−→
n→∞
0.
On note Π˜n la projection orthogonale sur A˜n = eng A˜n et on définit les
matrices B˜n et B̂n par
B˜n = A˜n + Π˜nÂn et B̂n =
(
I − Π˜n
)
Ân
Il est clair que
B˜n + B̂n = An et B˜
T
n B̂n = 0, ∀n ≥ 0.
et B˜n = A˜n ce qui implique
d(A, B˜n) −−−−−−→
n→∞
0.
On a
σm(ΠB˜n) ≥ σm(ΠA˜n)−
∥∥∥ΠΠ˜nÂn∥∥∥ ≥ K6 − ∥∥∥Ân∥∥∥
donc il existe K4 > 0 et n˘ tels que ∀n ≥ n˘,
σm(ΠB˜n) ≥ K4.
Cette inégalité implique que ∀n ≥ n˘, rangB˜n ≥ m.
De plus, B˜n = Π˜n
(
A˜n + Ân
)
donc rangB˜n ≤ m. On déduit de ces deux
inégalités que ∀n ≥ n˘,
rangB˜n = m.
¤
Remarque 5 Il serait intéressant d’étendre la notion de convergence (sse)
à un cadre plus général et d’étudier ses principales propriétés. Toutefois la
définition et les propriétés données ci-dessus sont suffisantes pour l’étude de
l’algorithme de trichotomie.
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3.3 Premiers résultats de convergence
L’objet de cette partie est l’étude de la convergence (sse) des suites de
sous-espaces vectoriels (X (n)0 )n≥0, (X
(n)
1 )n≥0 et (X
(n)
∞ )n≥0.
L’intérêt de la notion de convergence (sse) apparaît clairement dans cette
étude. En effet, les suites (X (n)0 )n≥0, (X
(n)
1 )n≥0 et (X
(n)
∞ )n≥0 ne convergent pas
au sens classique. Cependant on montre que, sous certaines hypothèses, elles
convergent au sens (sse) et ce résultat est suffisant pour justifier l’étape de
J-orthogonalisation expliquée par la suite.
Dans la première partie de cette section, les résultats montrés concernent
le comportement des suites (X(n)0 )n≥0, (X
(n)
1 )n≥0 et (X
(n)
∞ )n≥0 lorsque n tend
vers l’infini. Il est important de noter qu’ils seront utilisés tout au long de ce
travail et notamment dans la deuxième partie de cette section pour montrer
que les suites (X (n)0 )n≥0, (X
(n)
1 )n≥0 et (X
(n)
∞ )n≥0 convergent au sens (sse).
3.3.1 Etude de la convergence de (X(n)0 )n≥0, (X
(n)
1 )n≥0 et (X
(n)
∞ )n≥0
Dans cette partie, nous donnons les résultats de convergence concernant
les suites (X(n)0 )n≥0, (X
(n)
1 )n≥0 et (X
(n)
∞ )n≥0 utilisées par la suite lors de l’étude
de convergence des suites de sous-espaces associées.
Lemme 2 Pour tout p ≥ 0, on a
‖W p0 ‖ ≤ ω0γp0 , avec ω0 ≥ 1 et 0 ≤ γ0 < 1,∥∥W−p∞ ∥∥ ≤ ω∞γp∞ avec ω∞ ≥ 1 et 0 ≤ γ∞ < 1.
Démonstration
Puisque les valeurs propres de W0 sont dans le disque unité ouvert, on peut
définir la matrice Ω0 par
Ω0 =
+∞∑
i=0
(
W T0
)i
W i0.
D’après [8], Ω0 est l’unique solution Hermitienne définie-positive de l’équa-
tion de Lyapunov
Ω−W T0 ΩW0 = IN0 .
Cette matrice permet d’obtenir la majoration
‖W p0 ‖ ≤ ω0γp0 avec ω0 =
√
‖Ω0‖
∥∥Ω−10 ∥∥ et γ0 = √1− 1‖Ω0‖ .
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Pour cela, on considère un vecteur x0 quelconque et on définit xp pour p ≥ 1
par
xp = W0xp−1.
On a
xTp+1Ω0xp+1 = x
T
p W
T
0 Ω0W0xp = x
T
p (Ω0 − I)xp
= xTp Ω0xp − xTp xp.
Or la matrice Ω0 est Hermitienne définie-positive et vérifie pour tout vecteur
y
yT Ω0y = y
T y +
+∞∑
i=1
(
yTW T0
)i
W i0y ≥ yT y
et donc yT Ω0y ≥ ‖y‖2. Autrement dit, la plus petite valeur propre de Ω0
notée λmin (Ω0) est supérieure ou égale à 1. On en déduit, en particulier que
‖Ω0‖ ≥ 1 et donc que
1− 1‖Ω0‖ ≥ 0.
Or il est clair que
xTp xp ≥
1
‖Ω0‖x
T
p Ω0xp
donc en assemblant ces différents résultats, on peut écrire
xTp+1Ω0xp+1 ≤ xTp Ω0xp −
1
‖Ω0‖x
T
p Ω0xp =
(
1− 1‖Ω0‖
)
xTp Ω0xp.
En itérant ce procédé, on obtient la majoration
xTp Ω0xp ≤
(
1− 1‖Ω0‖
)p
xT0 Ω0x0
d’où on déduit que
λmin (Ω0) ‖xp‖2 ≤ ‖Ω0‖
(
1− 1‖Ω0‖
)p
‖x0‖2 .
ou encore
‖xp‖ ≤ ω0γp0 ‖x0‖
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avec
ω0 =
√
‖Ω0‖
λmin (Ω0)
=
√
‖Ω0‖
∥∥Ω−10 ∥∥ et γ0 =
√
1− 1‖Ω0‖ .
Or d’après la définition de xp, on a
‖W p0 x0‖ ≤ ω0γp0 ‖x0‖
ce qui implique que
‖W p0 ‖ ≤ ω0γp0
car x0 a été choisi quelconque.
On montre facilement que 0 ≤ γ0 < 1 en utilisant le fait que ‖Ω0‖ ≥ 1 et il
est clair que ω0 ≥ 1 car ‖Ω0‖
∥∥Ω−10 ∥∥ ≥ ‖I‖ = 1.
La démonstration de la deuxième majoration s’obtient de manière tout à fait
identique. ¤
Lemme 3 Il existe deux entiers n0 et n∞ tels que ∀n ≥ n0,∥∥∥W 2n0 L(n)0 ∥∥∥ ≤ ω0γ2n+10α− ω0γ2n0 ,∥∥∥L(n)0 ∥∥∥ ≤ ω0γ2n0α− ω0γ2n0 ,∥∥∥∥W−2n0 L(n)0 − 1αI
∥∥∥∥ ≤ 1α ω0γ2
n
0
1− ω0γ2n0
,
et ∀n ≥ n∞ ∥∥∥W−2n∞ L(n)∞ ∥∥∥ ≤ ω∞γ2n+1∞α− ω∞γ2n∞ ,∥∥∥L(n)∞ ∥∥∥ ≤ ω∞γ2n∞α− ω∞γ2n∞ ,∥∥∥∥W 2n∞ L(n)∞ − 1αI
∥∥∥∥ ≤ 1α ω∞γ2
n
∞
α− ω∞γ2n∞
.
Remarque 6 Ces majorations sont grossières mais elles permettent de for-
tement simplifier les expressions sans détériorer le caractère de convergence.
Démonstration
D’après le lemme 2, il existe n0 tel que∥∥∥∥βαW 2n0 +W 2n+10
∥∥∥∥ ≤ βαω0γ2n0 + ω0γ2n+10 ≤ (1 + βα)ω0γ2n0 ≤ ω0α γ2n0 < 1
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car sachant que 2α + β = 1 et α > 0, on montre facilement que βα + 1 ≤ 1α .
Donc ∀n ≥ n0, on en déduit la majoration∥∥∥∥(I + βαW 2n0 +W 2n+10 )−1
∥∥∥∥ =
∥∥∥∥∥
∞∑
i=0
(−1)i
(
β
α
W 2
n
0 +W
2n+1
0
)i∥∥∥∥∥
≤
∞∑
i=0
∥∥∥∥∥
(
β
α
W 2
n
0 +W
2n+1
0
)i∥∥∥∥∥
≤
∞∑
i=0
∥∥∥∥(βαW 2n0 +W 2n+10
)∥∥∥∥i
≤ 1
1−
∥∥∥(βαW 2n0 +W 2n+10 )∥∥∥
≤ α
α− ω0γ2n0
.
Ce qui implique les majorations∥∥∥L(n)0 ∥∥∥ = ∥∥∥∥ 1αW 2n0 (I + βαW 2n0 +W 2n+10 )−1
∥∥∥∥
≤ 1
α
ω0γ
2n
0
α
α− ω0γ2n0
=
ω0γ
2n
0
α− ω0γ2n0
et ∥∥∥W 2n0 L(n)0 ∥∥∥ = ∥∥∥∥ 1αW 2n+10 (I + βαW 2n0 +W 2n+10 )−1
∥∥∥∥
≤ 1
α
ω0γ
2n+1
0
α
α− ω0γ2n0
=
ω0γ
2n+1
0
α− ω0γ2n0
.
De même, on montre que ∀n ≥ n0,∥∥∥∥W−2n0 L(n)0 − 1αI
∥∥∥∥ ≤ 1α
∥∥∥∥βαW 2n0 +W 2n+10
∥∥∥∥
∥∥∥∥∥
∞∑
k=0
(
β
α
W 2
n
0 +W
2n+1
0 )
k
∥∥∥∥∥
≤ 1
α
ω0γ
2n
0
α− ω0γ2n0
.
Les autres majorations s’obtiennent de manière identique. ¤
Ce lemme implique les résultats de convergence suivants :
L
(n)
0 −−−−−−→n→∞ 0, L
(n)
∞ −−−−−−→n→∞ 0,
W 2
n
0 L
(n)
0 −−−−−−→n→∞ 0, W
−2n
∞ L
(n)
∞ −−−−−−→n→∞ 0,
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et
W−2
n
0 L
(n)
0 −−−−−−→n→∞
1
α
I, W 2
n
∞ L
(n)
∞ −−−−−−→n→∞
1
α
I.
On en déduit à la vue des expressions (3.6), (3.7) et (3.8) que l’étude de la
convergence de (X(n)1 )n≥0, (X
(n)
0 )n≥0 et (X
(n)
∞ )n≥0 se réduit finalement à celles
de (W−2
n
1 L
(n)
1 )n≥0, (L
(n)
1 )n≥0 et (W
2n
1 L
(n)
1 )n≥0. Cependant il est clair que, en
général, ces suites ne convergent pas. C’est précisément, pour ce type de
difficultés, que la notion de convergence (sse) a été introduite.
Le lemme suivant sera utilisé afin de montrer des résultats de convergence
(sse) dans la prochaine sous-section.
Lemme 4 Si les hypothèses
W1 est diagonalisable sous la forme W1 = Φ1D1Φ
−1
1 (3.22)
et
α <
1
4
(3.23)
sont vérifiées alors
1
α+ (1− α)κ2(Φ1) < σmin(W
−2n
1 L
(n)
1 ) et
∥∥∥W−2n1 L(n)1 ∥∥∥ ≤ κ2(Φ1)1− 4α ,
1
1 + 2α (κ2(Φ1)− 1) < σmin(L
(n)
1 ) et
∥∥∥L(n)1 ∥∥∥ ≤ κ2(Φ1)1− 4α ,
1
α+ (1− α)κ2(Φ1) < σmin(W
2n
1 L
(n)
1 ) et
∥∥∥W 2n1 L(n)1 ∥∥∥ ≤ κ2(Φ1)1− 4α ,
avec κ2(Φ1) =
∥∥Φ−11 ∥∥ ‖Φ1‖.
Démonstration
Soit µ ∈ Λ(L(n)1 ), il existe λ = eiθ ∈ Λ(W1) avec 0 ≤ θ < 2π telle que
µ = (β + α(ei2
nθ + e−i2
nθ))−1 = (β + 2αcos2nθ)−1.
On en déduit que si α < 1/4 alors
|µ| ≤ 1
β − 2α ≤
1
1− 4α.
En utilisant (3.22), on a∥∥∥L(n)1 ∥∥∥ ≤ ‖Φ1‖ ∥∥Φ−11 ∥∥ max
µ∈Λ(L
(n)
1 )
|µ| ≤ κ2(Φ1) 1
1− 4α
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et
σ−1min
(
L
(n)
1
)
= β + α
∥∥W 2n1 +W−2n1 ∥∥
≤ β + ακ2(Φ1) max
λ∈Λ(W1)
∣∣λ2n + λ−2n∣∣ ≤ β + 2ακ2(Φ1).
Sachant que κ2(Φ1) ≥ 1, on a β + 2ακ2(Φ1) > 1.
Soit µ ∈ Λ
(
W−2
n
1 L
(n)
1
)
, il existe λ ∈ Λ(W1) telle que µ = 1βλ2n+α(1+λ4n) .
On en déduit que |µ| ≤ 1β−2α = 11−4α et par la suite∥∥∥W−2n1 L(n)1 ∥∥∥ ≤ κ2(Φ1)1− 4α
et
σ−1min
(
W−2
n
1 L
(n)
1
)
≤ α+ κ2(Φ1) (α+ β) = α+ κ2(Φ1) (1− α) .
Or α < 1/4 donc α+ κ2(Φ1) (1− α) > 0.
Les deux autres inégalités s’obtiennent de manière identique. ¤
3.3.2 Convergence au sens (sse)
Le théorème suivant ne reprend qu’une partie des résultats de cette sec-
tion. En particulier, il ne donne aucune indication quant à la vitesse de
convergence des différentes suites. Son principal intérêt est de montrer la
nécessité de l’étape de J-orthogonalisation qui est l’objet de l’étude menée
dans la section suivante.
Théorème 10 Sous les hypothèses (3.22) et (3.23), on a
X (n)0
(sse)−−−−−−→
n→∞
X0 + X1,
X (n)1
(sse)−−−−−−→
n→∞
X1,
X (n)∞
(sse)−−−−−−→
n→∞
X∞ + X1.
Démonstration
Seule la démonstration du premier résultat est donnée, les deux autres étant
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identiques.
Elle repose sur la proposition 9 via les lemmes 3 et 4. On décompose X(n)0
sous la forme X(n)0 = A˜n + Ân avec
A˜n =
(
X0 X1
)(W−2n0 L(n)0 0 0
0 W−2
n
1 L
(n)
1 0
)
X−1
et
Ân = X∞
(
0 0 W−2
n
∞ L
(n)
∞
)
X−1.
il suffit de montrer que, sous les hypothèses (3.22) et (3.23), il existe n ≥
n∗ ≥ max{n0, n∞} tel que pour n ≥ n∗, les suites A˜n et Ân vérifient les
conditions de la proposition 9 impliquant donc que
X (n)0
(sse)−−−−−−→
n→∞
X0 + X1.
Il est clair qu’il existe n∗ tel que pour n ≥ n∗, les matrices W−2n0 L(n)0 et
W−2
n
1 L
(n)
1 sont de rang plein. En effet, d’après le lemme 4, W
−2n
1 L
(n)
1 est de
rang plein et d’après le lemme 3, W−2
n
0 L
(n)
0 vérifie pour n ≥ n∗
σmin
(
W−2
n
0 L
(n)
0
)
≥ σmin
(
1
α
I
)
− 1
α
ω0γ
2n
0
α− ω0γ2n0
=
1
α
(
1− ω0γ
2n
0
α− ω0γ2n0
)
> 0.
On en déduit que pour n ≥ n∗, on a
eng A˜n = A˜n = X0 + X1.
Il est donc évident que
d
(
X0 + X1, A˜n
)
−−−−−−→
n→∞
0.
De plus, on a
ΠA˜n = A˜n
où Π est la projection orthogonale sur X0 +X1. Sachant que X0 +X1 est de
dimension N0 + 2N1, on obtient que pour n ≥ n∗, il existe une constante
K6 > 0 telle que
σN0+2N1
(
ΠA˜n
)
≥ K6
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car on montre que
σN0+2N1
(
ΠA˜n
)
= σN0+2N1
(
A˜n
)
≥ 1
κ2(X)
min
{
σmin
(
W−2
n
0 L
(n)
0
)
, σmin
(
W−2
n
1 L
(n)
1
)}
≥ 1
κ2(X)
min
{
1
α
(
1− ω0γ
2n
0
α− ω0γ2n0
)
,
1
1 + 2α (κ2(Φ1)− 1)
}
en utilisant le fait que
σmin
(
X0 X1
)
= σmin
X
I 00 I
0 0

= min
‖v‖=1
∥∥∥∥∥∥X
I 00 I
0 0
 v
∥∥∥∥∥∥
≥ min
‖v‖=1
‖Xv‖ = σmin(X)
et donc
σmin
(
X0 X1
)
σmin
(
X−1
) ≥ σmin(X)σmin (X−1)
=
1
‖X−1‖
1
‖X‖ =
1
κ2(X)
.
Il est évident d’après les lemmes 3 et 4 qu’il existe K5 > 0 telle que
‖An‖ ≤ K5
car
‖An‖ ≤ ‖X‖max
{∥∥∥W−2n0 L(n)0 ∥∥∥ ,∥∥∥W−2n1 L(n)1 ∥∥∥ ,∥∥∥W−2n∞ L(n)∞ ∥∥∥}∥∥X−1∥∥
≤ κ(X)max
{
1
α
+
ω0γ
2n
0
α− ω0γ2n0
,
κ2(φ1)
1− 4α,
ω∞γ
2n+1
∞
α− ω∞γ2n∞
}
.
La dernière condition de la proposition 9 est directement obtenue en remar-
quant que ∥∥∥Ân∥∥∥ ≤ κ(X)∥∥∥L(n)∞ ∥∥∥ ≤ κ(X) ω∞γ2n+1∞α− ω∞γ2n∞
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avec γ∞ < 1 et ω∞ ≥ 1. ¤
Ce théorème montre clairement le comportement des suites de sous-
espaces vectoriels construites par l’algorithme de trichotomie spectrale. On
constate, en particulier, que les suites (X (n)0 )n≥0 et (X
(n)
∞ )n≥0 ne convergent
pas uniquement vers X0 et X∞. Afin d’en déduire des approximations de
X0 et X∞, il est nécessaire de recourir à une étape de post-traitement afin
d’éliminer les parties correspondantes au sous-espace X1 dans X(n)0 et X(n)∞ .
Une manière commode de réaliser cette élimination est basée sur l’utilisation
du projecteur spectral P1 associé à X1. En effet, P1 vérifie
(I − P1)X0 = X0, (I − P1)X1 = 0, (I − P1)X∞ = X∞.
Ainsi en multipliant X(n)0 et X
(n)
∞ par (I − P1), il est possible d’éliminer les
composantes associées à X1 sans modifier celles associées à X0 et X∞. Cette
étape sera désignée sous le nom de "étape de J-orthogonalisation".
Cependant cette étape nécessite de connaître P1. Autrement dit, elle
implique que X1 doit être calculé exactement, ce qui n’est évidemment pas
le cas. On ne connaît effectivement qu’une approximation de X1 et donc de
P1.
La section suivante est consacrée entièrement à l’étude de la précision de
l’estimation de X1 car elle se révèle être la clef de voûte de l’algorithme de
trichotomie spectrale. En effet, une trop grande imprécision de cette estima-
tion se répercuterait immanquablement sur les approximations de X0 et X∞
obtenues via une étape de J-orthogonalisation fort imprécise.
3.4 Approximations de X1 et P1
Cette section est consacrée à l’étude de la qualité d’une approximation
X˜
(n)
1 de X1 obtenue via X
(n)
1 ainsi qu’à celle du projecteur P˜
(n)
1 défini par
P˜
(n)
1 = X˜
(n)
1
(
(X˜
(n)
1 )
TJX˜
(n)
1
)−1
(X˜
(n)
1 )
TJ.
Cette étape détermine en grande partie la qualité de l’algorithme de trichoto-
mie spectrale . En effet, le calcul des approximations de P0, P1 et P∞ étant
réalisé en utilisant directement X˜(n)1 , il est nécessaire, autant que faire se
peut, d’assurer que X˜(n)1 est une bonne approximation de X
(n)
1 .
Différentes manières de calculer X˜(n)1 à partir de X
(n)
0 , X
(n)
1 et X
(n)
∞ sont
envisageables. En se basant sur les résultats du théorème 10, on constate que
X1 peut être approchée en se basant sur l’intersection de X (n)0 et X (n)∞ . Il est
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également possible de déterminer X˜(n)1 via un calcul d’éléments spectraux de
X
(n)
1 car X1 est un sous-espace invariant de X(n)1 . Nous avons choisi d’utiliser
une autre voie basée sur une décomposition en valeurs singulières de X(n)1
car cette décomposition est très stable numériquement.
La sous-section suivante est consacrée au calcul de X˜(n)1 et à l’estimation
de la qualité de cette approximation. Des résultats concernant l’estimation
de l’erreur obtenue en remplaçant P1 par P˜
(n)
1 terminent cette section.
3.4.1 Approximation de X1
La détermination de X˜(n)1 est réalisée en utilisant une décomposition en
valeurs singulières de X(n)1 sous la forme :
X
(n)
1 = U
(n)Σ(n)(V (n))T avec

U (n) et V (n) orthogonales,
Σ(n) = diag
(
σ
(n)
1 , · · · , σ(n)2N
)
avec σ(n)1 ≥ · · · ≥ σ(n)2N ≥ 0.
La première étape ne consiste pas à déterminer X˜(n)1 mais uniquement la
dimension de X1 qui est inconnue a priori. La proposition suivante montre
que si n est suffisamment grand alors seules 2N1 valeurs singulières de X
(n)
1
ne convergent pas vers 0.
Proposition 10 Soit l(n) définie par :
l(n) =
1
κ2 (X)
1
1 + 2α (κ2(Φ1)− 1) − κ2 (X)
ωγ2
n
α− ωγ2n
où ω = max {ω0, ω∞} et 0 ≤ γ = max {γ0, γ∞} < 1.
Il existe l > 0 et un entier n1 tel que pour tout n ≥ n1,
σ
(n)
2N1
− σ(n)2N1+1 ≥ l(n) > l > 0.
Démonstration
On découpe U (n), V (n) et Σ(n) sous la forme
U (n) =
(
U
(n)
1 U
(n)
2
)
, V (n) =
(
V
(n)
1 V
(n)
2
)
et Σ(n) =
(
Σ
(n)
1
Σ
(n)
2
)
avec U (n)1 , V
(n)
1 ∈ R2N×2N1 et Σ(n)1 ∈ R2N1×2N1 .
D’après le théorème de Schmidt-Mirsky [26, p.208], U (n)1 Σ
(n)
1 (V
(n)
1 )
T vérifie∥∥∥X(n)1 − U (n)1 Σ(n)1 (V (n)1 )T∥∥∥ = minrang(A)=2N1
∥∥∥X(n)1 −A∥∥∥ = σ2N1+1.
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En particulier, L(n)1 étant de rang 2N1, on a pour n ≥ max {n0, n∞},
σ2N1+1 ≤
∥∥∥∥∥∥X(n)1 −X
0 L(n)1
0
X−1
∥∥∥∥∥∥
≤ κ2(X)max
{∥∥∥L(n)0 ∥∥∥ ,∥∥∥L(n)∞ ∥∥∥}
≤ κ2(X) ωγ
2n
α− ωγ2n
d’après le lemme 3.
D’autre part, d’après le théorème de Courant-Fischer [13, p. 411 et 428], on
a
σ2N1 = max
dimA=2N1
min
u6=0,u∈A
∥∥∥X(n)1 u∥∥∥
‖u‖ .
Ce théorème implique donc que
σ2N1 ≥ min
u6=0,u∈X1
∥∥∥X(n)1 u∥∥∥
‖u‖ = minv 6=0
∥∥∥X1L(n)1 v∥∥∥
‖X1v‖
≥ σmin(L
(n)
1 )
κ2(X1)
≥ σmin(L
(n)
1 )
κ2(X)
car σmin(X1) ≥ σmin(X) et ‖X1‖ ≤ ‖X‖. Or d’après le lemme 4,
σmin(L
(n)
1 ) ≥ (1 + 2α(κ2(Φ1)− 1))−1
donc
σ2N1 ≥
1
κ2(X)
1
1 + 2α(κ2(Φ1)− 1) .
On en déduit donc
σ
(n)
2N1
− σ(n)2N1+1 ≥
1
κ2(X)
1
1 + 2α(κ2(Φ1)− 1) − κ2(X)
ωγ2
n
α− ωγ2n = l
(n)
La suite l(n) est positive croissante à partir d’un entier n1 et majorée par
1
κ2(X)
1
1+2α(κ2(Φ1)−1)
. Alors ∀n ≥ n1, l(n) > l = l(n1). ¤
Dans la suite, on suppose que la séparation entre les 2N1 plus grandes
valeurs singulières de X(n)1 et les autres permet de déterminer la valeur de
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N1. On décompose alors les matrices U (n), V (n) et Σ(n) sous la forme :
U (n) =
(
U
(n)
1 U
(n)
2
)
, V (n) =
(
V
(n)
1 V
(n)
2
)
, Σ(n) =
(
Σ
(n)
1
Σ
(n)
2
)
où U (n)1 et V
(n)
1 sont des matrices de R
2N×2N1 .
On définit X˜(n)1 l’approximation de X1 obtenue à l’itération n par
X˜
(n)
1 = U
(n)
1
et on note X˜ (n)1 le sous-espace vectoriel engendré par les colonnes de X˜(n)1 .
Le théorème suivant montre que, sous certaines conditions, X˜ (n)1 tend
vers X1 de manière hypergéométrique.
Théorème 11 Sous les hypothèses (3.22) et (3.23), si n ≥ n1 alors
d(X1, X˜ (n)1 ) ≤ KX
ωγ2
n
α− ωγ2n
avec KX une constante indépendante de n donnée par
KX =
κ22(X)
l2
(
2κ2(Φ1)
1− 4α + 1
)
.
La démonstration de ce théorème repose sur le théorème 3.6 de [26, p.
251 ] que nous rappelons ici, en théorème 12 pour plus de commodité.
Théorème 12 Soit A ∈ Rn×n une matrice symétrique admettant la bloc-
diagonalisation
A =
(
U1 U2
)( A1
A2
)(
U1 U2
)T
avec U1 ∈ Rn×k et U2 ∈ Rn×n−k telle que ( U1 U2 ) est orthogonale.
Soit Z ∈ Rn×k une matrice dont les colonnes sont orthonormées etM ∈ Rk×k
symétrique, on définit R par
R = AZ − ZM.
S’il existe δ > 0 et a < b vérifiant
Λ(M) ⊂ [a, b]
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et
Λ(A2) ⊂]−∞, a− δ] ∪ [b+ δ,+∞[
alors
d (Z,U1) ≤ ‖R‖
δ
avec Z = ImZ et U1 = ImU1.
Démonstration du théorème 11
Les factorisations QR de rang plein des matrices X1 et
(
X0 X∞
)
, on ob-
tient des matrices Y1 ∈ R2N×2N1 et Y2 ∈ R2N×2(N−N1) vérifiant Y T1 Y1 =
I et Y T2 Y2 = I telles que(
X1
(
X0 X∞
))
=
(
Y1 Y2
)(R1
R2
)
(3.24)
où R1 ∈ R2N1×2N1 et R2 ∈ R2(N−N1)×2(N−N1) sont inversibles.
De même, en utilisant des factorisations QR de rang plein, on détermine des
matrices Z1 ∈ R2N×2N1 et Z2 ∈ R2N×2(N−N1) vérifiant ZT1 Z1 = I et ZT2 Z2 =
I telles que
(
X1
(
X0 X∞
))−T
=
(
Z1 Z2
)(S1
S2
)
(3.25)
où S1 ∈ R2N1×2N1 et S2 ∈ R2(N−N1)×2(N−N1) sont inversibles.
On montre aisément que
ZT2 Y1 = 0,
ZT1 Y2 = 0,
ST1 Z
T
1 Y1R1 = I,
ST2 Z
T
2 Y2R2 = I.
On a
X
(n)
1 =
(
Y1 Y2
)(R1
R2
)L
(n)
1 (
L
(n)
0
L
(n)
∞
)(S1
S2
)T (
Z1 Z2
)T
=
(
Y1 Y2
)(K1
K2
)(
Z1 Z2
)T
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avec K1 = R1L
(n)
1 S
T
1 et K2 = R2
(
L
(n)
0
L
(n)
∞
)
ST2 .
Soient Θ et Γ les matrices définies par(
Y1 Y2
)T (
Y1 Y2
)
=
(
I Θ
ΘT I
)
et
(
Z1 Z2
)T (
Z1 Z2
)
=
(
I Γ
ΓT I
)
.
On vérifie aisément que ‖Θ‖ ≤ 1 et ‖Γ‖ ≤ 1.
On a donc
X
(n)
1 (X
(n)
1 )
T =
(
Y1 Y2
)(K1
K2
)(
I Γ
ΓT I
)(
K1
K2
)T (
Y1 Y2
)T
=
(
Y1 Y2
)( K1KT1 K1ΓKT2
K2Γ
TKT1 K2K
T
2
)(
Y1 Y2
)T
.
Ce qui implique que
X
(n)
1 (X
(n)
1 )
TY1 =
(
Y1 Y2
)( K1KT1 +K1ΓKT2 ΘT
K2Γ
TKT1 +K2K
T
2 Θ
T .
)
(3.26)
On note R le résidu matriciel défini par
R = X
(n)
1 (X
(n)
1 )
TY1 − Y1K1KT1 . (3.27)
On déduit de (3.26) que R vérifie
R = Y1K1ΓK2Θ
T + Y2(K2Γ
TK1 +K2K
T
2 Θ
T ).
Par ailleurs, on se donne une bloc-diagonalisation deX(n)1 (X
(n)
1 )
T issue d’une
décomposition en valeurs singulières
X
(n)
1 (X
(n)
1 )
T =
(
U
(n)
1 U
(n)
2
)(Σ(n)1 )1 (
Σ
(n)
2
)2
(U (n)1 U (n)2 )T .
Pour appliquer le théorème 12, il faut minorer δ, qui dans ce contexte, vérifie
δ ≥ σ2min(K1)−
∥∥∥∥(Σ(n)2 )2∥∥∥∥ = σ2min(K1)− (σ(n)2N1+1)2 .
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Or, on a
σmin(K1) = σmin(R1L
(n)
1 S
T
1 ) ≥ σmin(R1)σmin(L(n)1 )σmin(S1).
Il est facile de voir, d’après (3.24) et (3.25), que
σmin(R1)σmin(S1) ≥ 1
κ2(X)
.
Donc d’après le lemme 4,
σmin(K1) ≥ 1
κ2(X)
1
1 + 2α(κ2(Φ1)− 1) .
En répétant la démonstration de la proposition 10, on montre que
σ
(n)
2N1+1
≤ κ2(X) ωγ
2n
α− ωγ2n .
Par conséquent,
δ ≥ 1
κ22(X)
1
1 + 2α(κ2(Φ1)− 1)2 − κ
2
2(X)
(
ωγ2
n
α− ωγ2n
)2
≥ (ln)2
≥ l2.
L’application directe du théorème 12 donne
d(X1,X (n)1 ) ≤
‖R‖
l2
.
Pour clore la démonstration, il reste à majorer ‖R‖. D’après (3.26) et (3.27),
on obtient
‖R‖ = ∥∥Y1K1ΓK2ΘT + Y2(K2ΓTK1 +K2KT2 ΘT )∥∥
≤ ‖K2‖ (2 ‖K1‖+ ‖K2‖).
Or on a
‖K1‖ ≤ κ2(X)κ2(Φ1)
1− 4α
et
‖K2‖ ≤ κ2(X) ωγ
2n
α− ωγ2n .
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donc ∀n ≥ n1,
‖R‖ ≤ κ22(X)
[
2
κ2(Φ1)
1− 4α + 1
]
ωγ2
n
α− ωγ2n .
¤
Remarque 7 La présence du carré de κ2(X), le conditionnement spectral
de W , provient du fait que cette majoration a été obtenue via la matrice
X
(n)
1 (X
(n)
1 )
T .
3.4.2 Approximation de P1
Le théorème 11 permet d’estimer la qualité de l’approximation X˜(n)1
construite en utilisant la décomposition en valeurs singulières de X(n)1 . Cette
approximation est utilisée pour construire le projecteur P˜(n)1 une approxi-
mation de P1 intervenant dans le calcul d’approximations de X0, X∞, P0 et
P∞.
Le théorème suivant permet de majorer l’erreur obtenue en approchant
le projecteur P1 par le projecteur P˜
(n)
1 en fonction de la distance d(X1, X˜ (n)1 ).
Théorème 13 Soit Y1 une matrice dont les colonnes forment une base or-
thonormée de X1 et soit η(n) défini par
η(n) =
(
3‖J‖
∥∥∥(Y T1 JY1)−1∥∥∥+ 1)−1 − d(X1, X˜ (n)1 ).
Si η(n) > 0 alors ∥∥∥P1 − P˜(n)1 ∥∥∥ ≤ KPη(n)d(X1, X˜ (n)1 )
avec KP une constante indépendante de n donnée par
Kp =
2√2 +
 2κ2 (Y T1 JY1)
3‖J‖
∥∥∥(Y T1 JY1)−1∥∥∥+ 1 + 1
 ‖J‖ ∥∥∥(Y T1 JY1)−1∥∥∥ .
Démonstration
Soit Y˜ (n)1 une matrice dont les colonnes forment une base orthonormée de
X˜ (n)1 . On définit le projecteur P˜(n)1 par
P˜
(n)
1 = Y˜
(n)
1
(
(Y˜
(n)
1 )
TJY˜
(n)
1
)−1
(Y˜
(n)
1 )
TJ.
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L’hypothèse sur η(n) > 0 implique que d(X1, X˜ (n)1 ) < 1 donc d’après la pro-
position 5, il existe deux matrices S et C symétriques, semi-définie positive et
définie positive respectivement et une matrice Y1 dont les colonnes forment
une base orthonormée de X1 telles que
Y˜
(n)
1 = Y1C + ZS avec

‖S‖ = d(X1, X˜ (n)1 ),
λmin(C) =
√
1− d2(X1, X˜ (n)1 ),
ZTY1 = 0,
ZTZ = I
On en déduit les résultats suivants :
1. Résultat 1
‖Y1 − Y˜ (n)1 ‖ =
√
‖I − C‖2 + ‖S‖2 ≤
√
2 d(X1, X˜ (n)1 ),
2. Résultat 2∥∥∥(Y˜ (n)1 )TJY˜ (n)1 − Y T1 JY1∥∥∥ ≤ (1 + ‖C‖)∥∥Y T1 JY1∥∥ ‖I − C‖+ 3‖J‖‖S‖
≤ (2 ∥∥Y T1 JY1∥∥+ 3‖J‖) d(X1, X˜ (n)1 ),
3. Résultat 3
σmin
(
(Y˜
(n)
1 )
TJY˜
(n)
1
)
≥ σ2min (C)σmin
(
Y T1 JY1
)− 3‖J‖ ‖S‖
≥ σmin
(
Y T1 JY1
)− ((σmin(Y T1 JY1))+ 3‖J‖) d(X1, X˜ (n)1 )
et si d(X1, X˜ (n)1 ) <
(
3‖J‖
∥∥∥(Y T1 JY1)−1∥∥∥+ 1)−1 alors
∥∥∥∥((Y˜ (n)1 )TJY˜ (n)1 )−1∥∥∥∥ ≤
∥∥∥(Y T1 JY1)−1∥∥∥
1−
(
3‖J‖
∥∥∥(Y T1 JY1)−1∥∥∥+ 1) d(X1, X˜ (n)1 )
≤
∥∥∥(Y T1 JY1)−1∥∥∥
3‖J‖
∥∥∥(Y T1 JY1)−1∥∥∥+ 1
1
η(n)
.
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En se basant sur ces résultats, on montre que∥∥∥P1 − P˜(n)1 ∥∥∥ ≤‖Y1 − Y˜ (n)1 ‖∥∥∥(Y T1 JY1)−1 Y T1 J∥∥∥
+
∥∥∥Y˜ (n)1 (Y T1 JY1)−1∥∥∥∥∥∥∥(Y1 − Y˜ (n)1 )T J∥∥∥∥
+
∥∥∥∥Y˜ (n)1 ((Y T1 JY1)−1 − ((Y˜ (n)1 )TJY˜ (n)1 )−1) (Y˜ (n)1 )TJ∥∥∥∥
Donc on a∥∥∥P1 − P˜(n)1 ∥∥∥ ≤2√2‖J‖∥∥∥(Y T1 JY1)−1∥∥∥ d(X1, X˜ (n)1 )
+
∥∥∥∥((Y˜ (n)1 )TJY˜ (n)1 )−1∥∥∥∥ ∥∥∥(Y˜ (n)1 )TJY˜ (n)1 − Y T1 JY1∥∥∥∥∥∥(Y T1 JY1)−1∥∥∥ .
soit
∥∥∥P1 − P˜(n)1 ∥∥∥ ≤
2√2 + ∥∥∥(Y T1 JY1)−1∥∥∥ 2∥∥Y T1 JY1∥∥+ 3‖J‖
3‖J‖
∥∥∥(Y T1 JY1)−1∥∥∥+ 1
1
η(n)

× ‖J‖
∥∥∥(Y T1 JY1)−1∥∥∥ d(X1, X˜ (n)1 )
ce qui implique
≤
2√2 +
 2κ2 (Y T1 JY1)− 1
3‖J‖
∥∥∥(Y T1 JY1)−1∥∥∥+ 1 + 1
 1
η(n)

× ‖J‖
∥∥∥(Y T1 JY1)−1∥∥∥ d(X1, X˜ (n)1 ).
La démonstration se termine en remarquant que 0 < η(n) < 1 car η(n) > 0
par hypothèse et
3‖J‖
∥∥∥(Y T1 JY1)−1∥∥∥+ 1 > 1
donc
η(n) =
(
3‖J‖
∥∥∥(Y T1 JY1)−1∥∥∥+ 1)−1 − d(X1, X˜ (n)1 ) < 1
car d(X1, X˜ (n)1 ) ≥ 0. ¤
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Remarque 8 Les majorations utilisées sont loin d’être optimales cependant
elles permettent d’obtenir l’ordre de précision souhaité tout en simplifiant les
différentes expressions.
Les théorèmes 11 et 13 montrent que pour n suffisamment grand, les vitesses
de convergence de X˜ (n)1 vers X1 et de P˜(n)1 vers P1 sont, grossièrement, de la
forme γ2
n
avec 0 < γ < 1. Autrement dit, ces suites convergent de manière
supergéométrique (ou hypergéométrique).
3.5 Approximations des autres projecteurs
La proposition suivante justifie l’utilisation de P˜(n)1 pour extraire P0 et
P∞ de X
(n)
0 et X
(n)
∞ .
Proposition 11 Pour n ≥ n1, on a∥∥∥∥(I − P1)X(n)0 − 1αP0
∥∥∥∥ ≤ κ2(X)( ωα− ωγ2n
)
γ2
n
,
et ∥∥∥∥(I − P1)X(n)∞ − 1αP∞
∥∥∥∥ ≤ κ2(X)( ωα− ωγ2n
)
γ2
n
.
Remarque 9 On a
(I − P1)X(n)0 −−−−−−→n→∞
1
α
P0,
et
(I − P1)X(n)∞ −−−−−−→n→∞
1
α
P∞.
Démonstration
Pour démontrer la première inégalité, on déduit, des propriétés de P1, que
(I − P1)X(n)0 = X
W−2
n
0 L
(n)
0
0
W−2
n
∞ L
(n)
∞
X−1
= X0
(
W−2
n
0 L
(n)
0 0 0
)
X−1 +X∞
(
0 0 W−2
n
∞ L
(n)
∞
)
X−1.
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Le lemme 3 implique que, pour n ≥ n1 ≥ max{n0, n∞}, on a∥∥∥∥(I − P1)X(n)0 − 1αP0
∥∥∥∥ ≤κ2(X)max{∥∥∥∥W−2n0 L(n)0 − 1αI
∥∥∥∥ ,∥∥∥W−2n∞ L(n)∞ ∥∥∥}
≤κ2(X)
(
ω
α− ωγ2n
)
γ2
n
car P1 = X1
(
0 I 0
)
X−1 et α− αωγ2n ≥ α− ωγ2n .
La démonstration est identique pour l’autre résultat. ¤
Corollaire 1 Sous les hypothèses de la proposition 11, on a
eng
(
(I − P1)X(n)0
)
(sse)−−−−−−→
n→∞
X0
et
eng
(
(I − P1)X(n)∞
)
(sse)−−−−−−→
n→∞
X∞.
Démonstration
On a
(I − P1)X(n)0 = X0W−2
n
0 L
(n)
0 Y0 +X∞W
−2n
∞ L
(n)
∞ Y∞.
Le premier résultat se montre directement à partir des lemmes 3, 4 et la
proposition 9 en posant
A˜n = X0
(
W−2
n
0 L
(n)
0 0 0
)
X−1 et Ân = X∞
(
0 0 W−2
n
∞ L
(n)
∞
)
X−1.
L’autre démonstration est identique. ¤
Ces résultats montrent qu’il est possible de déduire de X(n)0 et X
(n)
∞ , des
approximations de P0 et P∞ à condition de disposer du projecteur P1. Or,
seule une approximation P˜(n)1 de P1 a été calculée. On note P˜
(n)
0 et P˜
(n)
∞ les
quantités définies par
P˜
(n)
0 = α
(
I − P˜(n)1
)
X
(n)
0 et P˜
(n)
∞ = α
(
I − P˜(n)1
)
X(n)∞ .
Le théorème suivant permet de prendre en compte l’erreur introduite en
remplaçant P1 par P˜
(n)
1 .
Théorème 14 Sous les hypothèses (3.22) et (3.23), si n ≥ n1 alors∥∥∥P˜(n)0 − P0∥∥∥ ≤ ακ2(X) [Kp KXη(n)
(
3ω
α− ωγ2n +
κ2(φ1)
1− 4α
)
+ 1
]
ωγ2
n
α− ωγ2n ,
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et∥∥∥P˜(n)∞ − P∞∥∥∥ ≤ ακ2(X) [Kp KXη(n)
(
3ω
α− ωγ2n +
κ2(φ1)
1− 4α
)
+ 1
]
ωγ2
n
α− ωγ2n .
Démonstration
On a les majorations suivantes∥∥∥P˜(n)0 − P0∥∥∥ ≤ ∥∥∥α(I − P˜(n)1 )X(n)0 − α(I − P1)X(n)0 + α(I − P1)X(n)0 − P0∥∥∥
≤ α
∥∥∥P˜(n)1 − P1∥∥∥∥∥∥X(n)0 ∥∥∥+ α ∥∥∥∥(I − P1)X(n)0 − 1αP0
∥∥∥∥ .
En utilisant les résultats des lemmes 3 et 4, on montre que, pour n ≥ n1,∥∥∥X(n)0 ∥∥∥ ≤ κ2(X)
(
1
α
+
1
α
ω0γ
2n
0
1− ω0γ2n0
+
κ2(φ1)
1− 4α +
ω∞γ
2n+1
∞
α− ω∞γ2n∞
)
≤ κ2(X)
(
3
ω
α− ωγ2n +
κ2(φ1)
1− 4α
)
.
La démonstration se termine en utilisant la proposition 11 et les théorèmes
11 et 13. ¤
Corollaire 2 Sous les hypothèses du théorème 14, on a
eng
(
P˜
(n)
0
)
(sse)−−−−−−→
n→∞
X0
et
eng
(
P˜
(n)
∞
)
(sse)−−−−−−→
n→∞
X∞.
Démonstration
Le théorème 14 nous donne la convergence de P˜(n)0 et P˜
(n)
∞ vers les matrices
P0 et P∞ respectivement lorsque n tend vers l’infini. Or, eng(P0) = X0 et
eng(P∞) = X∞. Alors, d’après la proposition 6,
eng
(
P˜
(n)
0
)
(sse)−−−−−−→
n→∞
X0
et
eng
(
P˜
(n)
∞
)
(sse)−−−−−−→
n→∞
X∞.
¤
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Remarque 10 Il est important de noter que si P˜
(n)
0 et P˜
(n)
∞ convergent vers
des projecteurs, ce ne sont a priori pas des projecteurs. Il est parfois pré-
férable, suivant l’utilisation faite de P˜
(n)
0 et P˜
(n)
∞ par la suite, de disposer
d’approximations de projecteurs qui soient elles-même des projecteurs. La
construction de projecteurs à partir de P˜
(n)
0 et P˜
(n)
∞ ainsi que leur qualité sont
discutées dans la section suivante car ce point ne concerne pas directement
l’algorithme de trichotomie.
3.6 Mise en œuvre informatique
L’implantation de l’algorithme de trichotomie est délicate. Les principaux
problèmes sont le calcul effectif des suites (X(n)0 )n≥0, (X
(n)
1 )n≥0 et (X
(n)
∞ )n≥0
et ainsi que celui des approximations des projecteurs P0, P1 et P∞. Ces
points font l’objet d’une étude particulière. L’algorithme de la méthode de
trichotomie conclut cette section.
3.6.1 Calcul de X(n)0 , X
(n)
1 et X
(n)
∞
Il est possible de déduire des expressions (3.2), (3.3) et (3.4), une méthode
simple permettant de calculer X(n)0 , X
(n)
1 et X
(n)
∞ . Cette méthode est la
suivante
Méthode 1
1. Poser V0 = W .
2. Pour j = 1 à n, calculer
- Vj = V
2
j−1.
3. Calculer Tn = V
−1
n .
4. Calculer
- Gn = (βI + α (Vn + Tn))
−1
- X
(n)
0 = TnGn,
- X
(n)
1 = Gn,
- X
(n)
∞ = VnGn.
Cette méthode est directement basée sur le calcul de W 2
n
. Or il est connu
que le calcul des puissances d’une matrice est une opération numériquement
instable. En effet, le conditionnement de la matrice Vn risque d’augmenter
très rapidement avec n, rendant difficile un calcul précis de Tn. Pour éviter
de devoir inverser Vn, une solution consiste à calculer Tn indépendamment
de Vn. Cette option est utilisée dans la méthode suivante.
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Méthode 2
1. Poser V0 = W et T0 = W
−1.
2. Pour j = 1 à n, calculer
- Vj = V
2
j−1.
- Tj = T
2
j−1.
3. Calculer
- Gn = (βI + α (Vn + Tn))
−1
- X
(n)
0 = TnGn,
- X
(n)
1 = Gn,
- X
(n)
∞ = VnGn.
Cependant certains problèmes numériques persistent notamment lors du cal-
cul de Gn. En effet, les hypothèses impliquant que les normes des matrices
X
(n)
0 , X
(n)
1 et X
(n)
∞ sont bornées, ne sont pas suffisantes pour montrer que
la norme de W 2
n
est bornée ou autrement dit que W est stable. Il est donc
possible, voir probable que les méthodes 1 et 2 rencontrent de sérieux pro-
blèmes numériques. De nombreuses expériences numériques ont montré que
ces craintes sont justifiées.
Afin d’effectuer le calcul de X(n)0 , X
(n)
1 et X
(n)
∞ de manière plus stable,
nous utilisons une nouvelle méthode basée sur la résolution d’un système
linéaire. Si le coût de calcul de cette méthode est plus important, elle permet
de fiabiliser fortement les résultats obtenus.
Cette méthode utilise les relations entre les matrices X(n−1)0 , X
(n−1)
1 et
X
(n−1)
∞ etX
(n)
0 , X
(n)
1 et X
(n)
∞ de la proposition suivante.
Proposition 12 Si α et β sont choisis tels que, pour tout n ≥ 0, la matrice
βI + α
(
W 2
n
+W−2
n)
est non singulière alors X
(1)
0 , X
(1)
1 et X
(1)
∞ forment
l’unique solution du systèmeJW −W TJ 00 JW −W TJ
αI βI αI

X
(1)
0
X
(1)
1
X
(1)
∞
 =
00
I
 (3.28)
et pour n ≥ 2,
X
(n)
0 = X
(n−1)
0 K
(n)
0 ,
X
(n)
1 = X
(n−1)
1 K
(n)
1 ,
X(n)∞ = X
(n−1)
∞ K
(n)
∞
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où K
(n)
0 , K
(n)
1 et K
(n)
∞ forment la solution du système linéaire
(
X
(n−1)
1
)T
J −
(
X
(n−1)
∞
)T
J 0
0
(
X
(n−1)
0
)T
J −
(
X
(n−1)
1
)T
J
αX
(n−1)
0 βX
(n−1)
1 αX
(n−1)
∞

K
(n)
0
K
(n)
1
K
(n)
∞
 =
00
I
 .
(3.29)
Démonstration
Sachant que
X
(1)
0 = W
−2
(
βI + α
(
W 2 +W−2
))−1
,
X
(1)
1 =
(
βI + α
(
W 2 +W−2
))−1
,
X(1)∞ = W
2
(
βI + α
(
W 2 +W−2
))−1
,
on a les relations
X
(1)
0 = W
−2X
(1)
1
X
(1)
1 = W
−2X(1)∞
αX
(1)
0 + βX
(1)
1 + αX
(1)
∞ = I.
On déduit de la J-symplecticité de W que W TJ = JW−1. On a donc les
relations
JWX
(1)
0 = JW
−1X
(1)
1 = W
TJX
(1)
1
JWX
(1)
1 = JW
−1X(1)∞ = W
TJX(1)∞
αX
(1)
0 + βX
(1)
1 + αX
(1)
∞ = I.
Autrement dit X(1)0 , X
(1)
1 et X
(1)
∞ forment une solution du système (3.28).
D’autre part, si A, B et C sont tels queJW −W TJ 00 JW −W TJ
αI βI αI
AB
C
 = 0
alors J étant non singulière, on a les relations
A = W−2B
B = W−2C
αA+ βB + αC = 0.
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On en déduit que B vérifie(
βI + α
(
W 2
n
+W−2
n))
B = 0.
La matrice βI + α
(
W 2
n
+W−2
n)
étant supposée non singulière, la matrice
B est nulle et par conséquent les matrices A et C le sont également. Autre-
ment dit, X(1)0 , X
(1)
1 et X
(1)
∞ forment l’unique solution du système (3.28).
Pour n ≥ 2, on peut écrire avec p = n et p = n− 1,
X
(p)
0 = W
−2pL(p),
X
(p)
1 = L
(p),
X(p)∞ = W
2pL(p),
avec L(p) =
(
βI + α
(
W 2
p
+W−2
p))−1
. De plus, il est clair que W et L(p)
commutent.
Nous allons montrer que les matrices K(n)0 , K
(n)
1 et K
(n)
∞ définies par
K
(n)
0 ≡ X(n)0
(
X
(n−1)
0
)−1
= W−2
n−1
L(n)
(
L(n−1)
)−1
,
K
(n)
1 ≡ X(n)1
(
X
(n−1)
1
)−1
= L(n)
(
L(n−1)
)−1
,
K(n)∞ ≡ X(n)∞
(
X(n−1)∞
)−1
= W 2
n−1
L(n)
(
L(n−1)
)−1
forment une solution du système (3.29).
En effet, on montre que(
X
(n−1)
1
)T
JK
(n)
0 −
(
X(n−1)∞
)T
JK
(n)
1
=
(
L(n−1)
)T (
JW−2
n−1 −
(
W 2
n−1
)T
J
)
L(n)
(
L(n−1)
)−1
= 0
car on déduit de la J-symplecticité de W que
JW−2
n−1 −
(
W 2
n−1
)T
J =
(
J −
(
W 2
n−1
)T
JW 2
n−1
)
W−2
n−1
= 0.
On montre de même que(
X
(n−1)
0
)T
JK
(n)
1 −
(
X
(n−1)
1
)T
JK(n)∞
=
(
L(n−1)
)T ((
W−2
n−1
)T
J − JW 2n−1
)
L(n)
(
L(n−1)
)−1
= 0
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La dernière relation s’écrit
αX
(n−1)
0 K
(n)
0 + βX
(n−1)
1 K
(n)
1 + αX
(n−1)
∞ K
(n)
∞ =
= L(n−1)
(
αW−2
n
+ βI + αW 2
n)
L(n)
(
L(n−1)
)−1
= L(n−1)
(
L(n)
)−1
L(n)
(
L(n−1)
)−1
= I.
Pour clore la démonstration, il reste à montrer que K(n)0 , K
(n)
1 et K
(n)
∞
forment l’unique solution du système (3.29).
On suppose que les vecteurs v0, v1 et v∞ vérifient
(
X
(n−1)
1
)T
J −
(
X
(n−1)
∞
)T
J 0
0
(
X
(n−1)
0
)T
J −
(
X
(n−1)
1
)T
J
αX
(n−1)
0 βX
(n−1)
1 αX
(n−1)
∞

 v0v1
v∞
 = 0.
On déduit, des deux premières lignes, les relations
Jv0 =
(
W 2
n−1
)T
Jv1 = JW
−2n−1v1
et
Jv∞ =
(
W−2
n−1
)T
Jv1 = JW
2n−1v1
en utilisant la J-symplecticité de W . La matrice J étant non singulière, ces
relations peuvent donc s’écrire de manière équivalente
v0 = W
−2n−1v1 et v∞ = W
2n−1v1.
Elles permettent en association avec la troisième ligne du système linéaire
de déduire que le vecteur v1 est nul. en effet, on a
αX
(n−1)
0 v0 + βX
(n−1)
1 v1 + αX
(n−1)
∞ v∞ =
= L(n−1)
(
αW−2
n−1
v0 + βv1 + αW
2n−1v∞
)
= L(n−1)
(
αW−2
n
+ βI + αW 2
n)
v1
= L(n−1)
(
L(n)
)−1
v1
et donc la condition
αX
(n−1)
0 v0 + βX
(n−1)
1 v1 + αX
(n−1)
∞ v∞ = 0
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implique que v1 = 0 car L(n−1) est non singulière. Par conséquent, il est clair
que v0 et v∞ sont également nuls. Autrement dit, le système (3.29) est non
singulier. ¤
Remarque 11 Il est possible de remplacer le système (3.29) par d’autres
systèmes qui lui sont similaires.
En se basant sur la proposition 12, on obtient une nouvelle méthode.
Méthode 3
1. Résoudre JW −W TJ 00 JW −W TJ
αI βI αI

K
(1)
0
K
(1)
1
K
(1)
∞
 =
00
I
 .
2. Poser
- X
(1)
0 = K
(1)
0 ,
- X
(1)
1 = K
(1)
1 ,
- X
(1)
∞ = K
(1)
∞ .
3. Pour j = 2 à n,
- Résoudre
(
X
(j−1)
1
)T
J −
(
X
(j−1)
∞
)T
J 0
0
(
X
(j−1)
0
)T
J −
(
X
(j−1)
1
)T
J
αX
(j−1)
0 βX
(j−1)
1 αX
(j−1)
∞

K
(j)
0
K
(j)
1
K
(j)
∞
 =
00
I
 .
- Poser
. X
(j)
0 = X
(j−1)
0 K
(j)
0 ,
. X
(j)
1 = X
(j−1)
1 K
(j)
1 ,
. X
(j)
∞ = X
(j−1)
∞ K
(j)
∞ .
Le coût de calcul de la méthode 3 est évidemment plus élévé que ceux de la
méthode 1 et de la méthode 2. Les tableaux 3.1, 3.2 et 3.3 donnent les esti-
mations du coût de calcul de chaque méthode, réalisées de la même manière
que celles données dans le Chapitre 2 (i.e. en négligeant les termes inférieurs
à N3).
Si la méthode 3 s’est révélée plus stable numériquement que les méthodes 1
et 2, elle reste sujet à des complications numériques lors de la résolution des
systèmes linéaires. Cependant ces problèmes surviennent lorsque la méthode
de trichotomie a convergé. Ils peuvent donc être évités en utilisant un critère
d’arrêt adéquat.
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Itérations (n fois)
1 produit matrice matrice 2(2N)3
Post-traitement
1 inversion de matrice (Tn)
− Une factorisation LU 2/3(2N)3
− 2× (2N) systèmes linéaires triangulaires 2(2N)3
1 inversion de matrice (Gn)
− Une factorisation LU 2/3(2N)3
− 2× (2N) systèmes linéaires triangulaires 2(2N)3
2 produits matrice matrice 4(2N)3
Total (2n+ 28/3) (2N)3
Tab. 3.1 – Coût des opérations de la méthode 1
Initialisation
1 inversion de matrice (T0)
− Une factorisation LU 2/3(2N)3
− 2× (2N) systèmes linéaires triangulaires 2(2N)3
Itérations (n fois)
1 produit matrice matrice 2(2N)3
1 produit matrice matrice 2(2N)3
Post-traitement
1 inversion de matrice (Gn)
− Une factorisation LU 2/3(2N)3
− 2× (2N) systèmes linéaires triangulaires 2(2N)3
2 produits matrice matrice 4(2N)3
Total (4n+ 28/3) (2N)3
Tab. 3.2 – Coût des opérations de la méthode 2
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Initialisation
2 produits matrice matrice 4(2N)3
2N résolutions de systèmes linéaires
− Une factorisation LU 18(×2N)3
− ×(2N) systèmes linéaires triangulaires 10(2N)3
Itérations (n− 1 fois)
2 produits matrice matrice 4(2N)3
2N résolutions de systèmes linéaires
− Une factorisation LU 18(2N)3
− 2× (2N) systèmes linéaires triangulaires 10(2N)3
3 produits matrice matrice 6(2N)3
Total (38n− 6) (2N)3
Tab. 3.3 – Coût des opérations de la méthode 3
3.6.2 Approximations des projecteurs
Dans cette partie, on suppose que l’algorithme de trichotomie a calculé
des matrices X˜(n)0 , P˜
(n)
1 et X˜
(n)
∞ vérifiant∥∥∥αX˜(n)0 − P0∥∥∥ ≤ ǫ, ∥∥∥P˜(n)1 − P1∥∥∥ ≤ ǫ et ∥∥∥αX˜(n)∞ − P∞∥∥∥ ≤ ǫ
où une majoration de ǫ peut être obtenue via les résultats des sections pré-
cédentes.
Il est donc possible de stopper l’algorithme de trichotomie à cet instant
en prenant P˜(n)0 ≡ αX˜(n)0 , P˜(n)1 et P˜(n)∞ ≡ αX˜(n)∞ comme approximations
de P0, P1 et P∞ respectivement. Cependant si P˜
(n)
1 est un projecteur (par
construction), cela n’est pas le cas de P˜(n)0 et P˜
(n)
∞ . Or il est souvent préférable
d’approcher un projecteur par un autre projecteur.
La construction, à partir de X˜(n)0 , d’un projecteur P̂
(n)
0 qui soit une ap-
proximation de P0 peut être réalisée de la manière suivante.
1. On construit une matrice X̂(n)0 dont les colonnes forment une base
orthonormée d’une approximation de X0.
2. On construit une matrice Ŷ (n)0 dont les colonnes forment une base or-
thonormée d’une approximation de Y0 le sous-espace invariant à gauche
de W associé à W0.
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3. On définit P̂(n)0 par
P̂
(n)
0 = X̂
(n)
0
((
Ŷ
(n)
0
)T
X̂
(n)
0
)−1 (
Ŷ
(n)
0
)T
.
Il est clair que la matrice P̂(n)0 est un projecteur. En se basant sur le fait que
P0 = X0
(
Y T0 X0
)−1
Y T0
où Y0 est une base orthonormée de Y0, on remarque que l’analyse d’erreur
faite en approchant P0 par P̂
(n)
0 se décompose en trois parties
– l’estimation de la qualité de X̂(n)0 ,
– l’estimation de la qualité de Ŷ (n)0 ,
– la majoration de
∥∥∥P0 − P̂(n)0 ∥∥∥.
Le lemme suivant permet de répondre à la première partie.
Lemme 5 Si
ǫ <
1∥∥Y T0 X0∥∥
alors en utilisant une décomposition en valeurs singulières de X˜
(n)
0 , il est
possible de construire X̂
(n)
0 vérifiant
d
(
X0, X̂ (n)0
)
≤ ∥∥Y T0 X0∥∥ ǫ < 1
où X̂ (n)0 est l’image de X̂(n)0 .
Démonstration
Soit la décomposition en valeurs singulières de X˜(n)0 suivante :
αX˜
(n)
0 = UΣV
T avec

U et V orthogonales,
Σ = diag (σ1, · · · , σ2N )
avec σ1 ≥ · · · ≥ σ2N ≥ 0.
On décompose les matrices U , V et Σ sous la forme
U =
(
U1 U2
)
, V =
(
V1 V2
)
et Σ =
(
Σ1
Σ2
)
avec U1, V1 ∈ R2N×N0 et Σ1 ∈ RN0×N0 .
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En répétant la démonstration du théorème 10, le théorème de Schmidt-
Mirsky permet de montrer que
‖Σ2‖ ≤ ǫ
car P0 est de rang N0. On définit X̂
(n)
0 de la manière suivante :
X̂
(n)
0 ≡ U1.
On déduit des propriétés de la distance d que
d
(
X0, X̂ (n)0
)
≤ max
v1∈X0−{0}
min
v2∈ bX (n)0
‖v1 − v2‖
‖v1‖
= max
v1 6=0
min
v2
∥∥∥X0 (Y T0 X0)−1 v1 − X̂(n)0 (Y T0 X0)−1 v2∥∥∥∥∥∥X0 (Y T0 X0)−1 v1∥∥∥
= max
v1∈Y0−{0}
min
v2
∥∥∥X0 (Y T0 X0)−1 Y T0 v1 − X̂(n)0 (Y T0 X0)−1 v2∥∥∥∥∥∥X0 (Y T0 X0)−1 Y T0 v1∥∥∥
= max
v1∈Y0−{0}
min
v2
∥∥∥P0v1 − X̂(n)0 (Y T0 X0)−1 v2∥∥∥∥∥∥(Y T0 X0)−1 v1∥∥∥ .
En prenant v2 =
(
Y T0 X0
)
Σ1V
T
1 v1, on obtient
d
(
X0, X̂ (n)0
)
≤ max
v1∈Y0−{0}
∥∥∥P0v1 − X̂(n)0 Σ1V T1 v1∥∥∥∥∥∥(Y T0 X0)−1 v1∥∥∥
≤
 max
v1∈Y0−{0}
‖v1‖∥∥∥(Y T0 X0)−1 v1∥∥∥
 ǫ
≤ ∥∥Y T0 X0∥∥ ǫ.
¤
Remarque 12 Si la condition ǫ < 1‖Y T0 X0‖ n’est pas vérifiée alors le résultat
du lemme 5 est sans intérêt car la distance d est toujours inférieure ou égale
à 1.
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En procédant de la même manière avec les matrices transposées, on obtient
le lemme suivant.
Lemme 6 Si
ǫ <
1∥∥Y T0 X0∥∥
alors en utilisant une décomposition en valeurs singulières de X˜
(n)
0 , il est
possible de construire Ŷ
(n)
0 vérifiant
d
(
Y0, Ŷ(n)0
)
≤ ∥∥Y T0 X0∥∥ ǫ < 1
où Ŷ(n)0 est l’image de Ŷ (n)0 .
Remarque 13 En se reportant à la démonstration du lemme 5, on constate
que Ŷ
(n)
0 ≡ V1 est un choix vérifiant le lemme 6.
Le théorème suivant donne la majoration de la troisième et dernière étape.
Théorème 15 On suppose que
ǫ <
1
5 κ2
(
Y T0 X0
)
et on se donne X̂
(n)
0 et Ŷ
(n)
0 vérifiant respectivement les lemmes 5 et 6.
La matrice définie par
P̂
(n)
0 = X̂
(n)
0
((
Ŷ
(n)
0
)T
X̂
(n)
0
)−1 (
Ŷ
(n)
0
)T
vérifie ∥∥∥P0 − P̂(n)0 ∥∥∥ ≤ κ2 (Y T0 X0)
(
4 + 5
κ2
(
Y T0 X0
)
1− 5 κ2
(
Y T0 X0
)
ǫ
)
ǫ.
Démonstration
Il est clair que la condition sur ǫ implique que ǫ < 1‖Y T0 X0‖ . Il est donc
possible d’appliquer les lemmes 5 et 6. On en déduit que d
(
X0, X̂ (n)0
)
< 1
et d
(
Y0, Ŷ(n)0
)
< 1 et donc on peut utiliser la proposition 5 pour obtenir les
décompositions suivantes :
X̂
(n)
0 = X0Cx + VxSx
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et
Ŷ
(n)
0 = Y0Cy + VySy
où
– Sx et Sy sont symétriques et semi-définies positives,
– Cx et Cy sont symétriques et définies positives,
– les colonnes de Vx et Vy sont orthonormées
et vérifient
‖Sx‖ = d
(
X0, X̂ (n)0
)
≤ ∥∥Y T0 X0∥∥ ǫ,
‖Sy‖ = d
(
Y0, Ŷ(n)0
)
≤ ∥∥Y T0 X0∥∥ ǫ,
λmin (Cx) =
√
1− d2
(
X0, X̂ (n)0
)
≥
√
1− ∥∥Y T0 X0∥∥2 ǫ2,
λmin (Cy) =
√
1− d2
(
Y0, Ŷ(n)0
)
≥
√
1− ∥∥Y T0 X0∥∥2 ǫ2,
XT0 Vx = Y
T
0 Vy = 0.
On en déduit les inégalités suivantes.∥∥∥X0 − X̂(n)0 ∥∥∥ ≤ ‖I − Cx‖+ ‖Sx‖ ≤ 2∥∥Y T0 X0∥∥ ǫ
et ∥∥∥Y0 − Ŷ (n)0 ∥∥∥ ≤ ‖I − Cy‖+ ‖Sy‖ ≤ 2∥∥Y T0 X0∥∥ ǫ.
De même, on a∥∥∥∥Y T0 X0 − (Ŷ (n)0 )T X̂(n)0 ∥∥∥∥ ≤∥∥Y T0 X0 − CyY T0 X0Cx∥∥
+ (‖Cy‖ ‖Sx‖+ ‖Cx‖ ‖Sy‖+ ‖Sx‖ ‖Sy‖)
∥∥Y T0 X0∥∥
≤ (‖I − Cx‖+ ‖Cx‖ ‖I − Cy‖)
∥∥Y T0 X0∥∥+ 3∥∥Y T0 X0∥∥2 ǫ
≤ 5∥∥Y T0 X0∥∥2 ǫ.
Soit A et B deux matrices inversibles telles que∥∥A−1 (B −A)∥∥ = ρ < 1
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alors ∥∥B−1∥∥ ≤ ∥∥A−1∥∥∥∥∥(I +A−1 (B −A))−1∥∥∥ ≤ ∥∥A−1∥∥ 1
1− ρ.
Or si
ǫ <
1
5 κ2
(
Y T0 X0
)
alors∥∥∥∥(Y T0 X0)−1(Y T0 X0 − (Ŷ (n)0 )T X̂(n)0 )∥∥∥∥ ≤ ∥∥∥(Y T0 X0)−1∥∥∥∥∥∥∥Y T0 X0 − (Ŷ (n)0 )T X̂(n)0 ∥∥∥∥
≤ 5
∥∥∥(Y T0 X0)−1∥∥∥∥∥Y T0 X0∥∥2 ǫ
≤ 5 κ2
(
Y T0 X0
) ∥∥Y T0 X0∥∥ ǫ < 1.
On en déduit que∥∥∥∥∥
((
Ŷ
(n)
0
)T
X̂
(n)
0
)−1∥∥∥∥∥ ≤
∥∥∥(Y T0 X0)−1∥∥∥
1− 5 κ2
(
Y T0 X0
) ∥∥Y T0 X0∥∥ ǫ
Or on a∥∥∥P0 − P̂(n)0 ∥∥∥ ≤∥∥∥X0 − X̂(n)0 ∥∥∥∥∥∥(Y T0 X0)−1 Y T0 ∥∥∥+ ∥∥∥X̂(n)0 (Y T0 X0)−1∥∥∥∥∥∥Y0 − Ŷ (n)0 ∥∥∥
+
∥∥∥X̂(n)0 ∥∥∥
∥∥∥∥∥(Y T0 X0)−1 −
((
Ŷ
(n)
0
)T
X̂
(n)
0
)−1∥∥∥∥∥∥∥∥Ŷ (n)0 ∥∥∥
≤
∥∥∥(Y T0 X0)−1∥∥∥(∥∥∥X0 − X̂(n)0 ∥∥∥+ ∥∥∥Y0 − Ŷ (n)0 ∥∥∥)
+
∥∥∥(Y T0 X0)−1∥∥∥∥∥∥∥Y T0 X0 − (Ŷ (n)0 )T X̂(n)0 ∥∥∥∥
∥∥∥∥∥
((
Ŷ
(n)
0
)T
X̂
(n)
0
)−1∥∥∥∥∥ .
La démonstration se termine en utilisant les différentes majorations démon-
trées ci-dessus. On obtient alors∥∥∥P0 − P̂(n)0 ∥∥∥ ≤∥∥∥(Y T0 X0)−1∥∥∥
4∥∥Y T0 X0∥∥ ǫ+ 5
∥∥Y T0 X0∥∥2 ∥∥∥(Y T0 X0)−1∥∥∥
1− 5 κ2
(
Y T0 X0
) ∥∥Y T0 X0∥∥ ǫǫ

≤κ2
(
Y T0 X0
)(
4 + 5
κ2
(
Y T0 X0
)
1− 5 κ2
(
Y T0 X0
) ∥∥Y T0 X0∥∥ ǫ
)
ǫ
≤κ2
(
Y T0 X0
)(
4 + 5
κ2
(
Y T0 X0
)
1− 5 κ2
(
Y T0 X0
)
ǫ
)
ǫ.
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¤
Le théorème 15 montre qu’on peut construire à partir de X˜(n)0 un projec-
teur qui est une approximation de P0. Il est clair qu’en appliquant la même
méthode, on peut déterminer un projecteur P̂(n)∞ qui approche P∞. Or les
projecteurs P0, P1 et P∞ vérifient
P0 + P1 + P∞ = I2N
P0P1 = 0,
P0P∞ = 0,
P1P0 = 0,
P1P∞ = 0,
P∞P0 = 0,
P∞P1 = 0.
Ces relations offrent la possibilité de vérifier la qualité numérique de P̂(n)0 ,
P˜
(n)
1 et P̂
(n)
∞ . En calculant les erreurs suivantes :
E =
∥∥∥I2N − (P̂(n)0 + P˜(n)1 + P̂(n)∞ )∥∥∥ ,
E0,1 =
∥∥∥P̂(n)0 P˜(n)1 ∥∥∥ ,
E0,∞ =
∥∥∥P̂(n)0 P̂(n)∞ ∥∥∥ ,
E1,0 =
∥∥∥P˜(n)1 P̂(n)0 ∥∥∥ ,
E1,∞ =
∥∥∥P˜(n)1 P̂(n)∞ ∥∥∥ ,
E∞,0 =
∥∥∥P̂(n)∞ P̂(n)0 ∥∥∥ ,
E∞,1 =
∥∥∥P̂(n)∞ P˜(n)1 ∥∥∥ .
On dispose ainsi de plusieurs indicateurs permettant de valider, en partie,
la qualité des différents projecteurs calculés par l’algorithme de trichotomie
dans le sens où si un de ces indicateurs n’est pas "suffisamment" petit alors
il existe un doute légitime quant aux quantités calculées.
Considérer toutes les quantités E, E0,1, E1,0, E0,∞, E∞,0, E1,∞ et E∞,1
peut sembler, à première vue, redondant. En effet, par exemple si E, E0,1,
E1,0, E0,∞, E∞,0 et E1,∞ sont nulles alors E∞,1 l’est également car, dans
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cette situation, on a
0 = I2N − P̂(n)0 + P˜(n)1 + P̂(n)∞
=
(
I2N − P̂(n)0 + P˜(n)1 + P̂(n)∞
)(
P̂
(n)
0 + P˜
(n)
1 + P̂
(n)
∞
)
= P̂
(n)
0 + P˜
(n)
1 + P̂
(n)
∞ − P̂(n)0 P̂(n)0 − P˜(n)1 P̂(n)0 − P̂(n)∞ P̂(n)0 − P̂(n)0 P˜(n)1
− P˜(n)1 P˜(n)1 − P̂(n)∞ P˜(n)1 − P̂(n)0 P̂(n)∞ − P˜(n)1 P̂(n)∞ − P̂(n)∞ P̂(n)∞
= P̂
(n)
0 + P˜
(n)
1 + P̂
(n)
∞ − P̂(n)0 − P˜(n)1 P̂(n)0 − P̂(n)∞ P̂(n)0 − P̂(n)0 P˜(n)1
− P˜(n)1 − P̂(n)∞ P˜(n)1 − P̂(n)0 P̂(n)∞ − P˜(n)1 P̂(n)∞ − P̂(n)∞
= − P̂(n)∞ P˜(n)1 .
Cependant dans le cas général, cela n’est pas aussi simple, en particulier, en
ce qui concerne les couples E0,1 et E1,0, E0,∞ et E∞,0, E1,∞ et E∞,1. En effet,
l’étape de J-orthogonalisation utilisée pour éliminer (du moins réduire) les
composantes associées à X1 dans X (n)0 et X (n)∞ permet d’assurer que E1,0 et
E1,∞ seront nécessairement petites, cela même si les suites (X
(n)
0 )n≥0, (X
(n)
1 )n≥0
et (X(n)∞ )n≥0 sont loin d’avoir convergé. Par exemple, sachant que
X˜
(n)
0 =
(
I − P˜(n)1
)
X
(n)
0
on vérifie que P˜(n)1 X˜
(n)
0 = 0 et donc, par construction, P˜
(n)
1 P̂
(n)
0 = 0. Cepen-
dant si E1,0 et E1,∞ sont théoriquement nulles, il peut être tout de même
intéressant de les calculer car en pratique, elles ne seront pas nulles à cause
des erreurs d’arrondies. Ces quantités dépendent de l’erreur machine (ou ǫ-
machine) et du conditionnement des sous-espaces invariants X0, X1 et X∞, en
supposant que X̂ (n)0 , X˜ (n)1 et X̂ (n)∞ en sont suffisamment proches . Elles offrent
donc la possibilité d’estimer le conditionnement spectral de W , autrement
dit la difficulté du problème et ainsi de relativiser les autres estimateurs.
Remarque 14 Il est important de noter que si ces estimateurs peuvent per-
mettre d’estimer la qualité des projecteurs calculés par l’algorithme de tri-
chotomie, ils ne possèdent pas la fiabilité du critère de dichotomie représenté
par la norme de la matrice H du Chapitre 2.
Une autre possibilité consiste à définir P̂(n)∞ par
P̂
(n)
∞ = I2N − P̂(n)0 − P˜(n)1 .
Cela permet de s’assurer que l’estimateur E est nul. Cependant ainsi défini,
P̂
(n)
∞ n’est, a priori, pas un projecteur. Or l’algorithme de trichotomie a pour
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but de calculer les projecteurs et donc cette définition ne présente que peu
d’intérêt.
3.6.3 Algorithme de trichotomie
L’algorithme de trichotomie est donné dans son entier.
Algorithme 4
1. Résoudre JW −W TJ 00 JW −W TJ
αI βI αI

K
(1)
0
K
(1)
1
K
(1)
∞
 =
00
I
 .
2. Poser
- X
(1)
0 = K
(1)
0 ,
- X
(1)
1 = K
(1)
1 ,
- X
(1)
∞ = K
(1)
∞ .
3. Pour j = 2 à n,
- Résoudre
(
X
(j−1)
1
)T
J −
(
X
(j−1)
∞
)T
J 0
0
(
X
(j−1)
0
)T
J −
(
X
(j−1)
1
)T
J
αX
(j−1)
0 βX
(j−1)
1 αX
(j−1)
∞

K
(j)
0
K
(j)
1
K
(j)
∞
 =
00
I
 .
- Poser
. X
(j)
0 = X
(j−1)
0 K
(j)
0 ,
. X
(j)
1 = X
(j−1)
1 K
(j)
1 ,
. X
(j)
∞ = X
(j−1)
∞ K
(j)
∞ .
4. Calculer la décomposition en valeurs singulières de X
(n)
1
X
(n)
1 = UΣV
T .
- A la vue des valeurs singulières, déduire une estimation N1.
- Poser X˜
(n)
1 = U1 où U1 est la matrice formée des 2N1 premières
colonnes de U .
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- Calculer P˜
(n)
1 par
P˜
(n)
1 = X˜
(n)
1
((
X˜
(n)
1
)T
JX˜
(n)
1
)−1 (
X˜
(n)
1
)T
J.
5. Calculer P˜
(n)
0 et P˜
(n)
∞ par
P˜
(n)
0 = α
(
I − P˜(n)1
)
X
(n)
0 ,
P˜
(n)
∞ = α
(
I − P˜(n)1
)
X(n)∞ .
Le tableau suivant donne le coût global de l’algorithme 4.
étapes 1, 2, 3
voir le tableau 3.3 (38n− 6) (2N)3
étape 4
Décomposition SVD (voir [13]) 8/3(2N)3
Calcul de P˜
(n)
1
(
2/3(2N1)
2 + 5(2N1)(2N) + 2(2N)
2
)
(2N1)
étape 5
Calcul de P˜
(n)
0 2(2N)
3
Calcul de P˜
(n)
∞ 2(2N)3
Total 2/3(2N1)
3 + 5(2N1)
2(2N)
+2(2N1)(2N)
2 + (38n+ 2/3) (2N)3
Tab. 3.4 – Coût des opérations de l’algorithme 4
Remarque 15 Rappelons que le coût total de n itérations de l’algorithme 2
appliqué à W est (
26
3
+
61
3
n
)
(2N)3.
Rappelons également qu’il faut le portrait spectral pour déterminer r0 et deux
applications de l’algorithme 2 pour obtenir Pr0 et P1/r0 des approximations de
P0 et I−P∞. Ceci rend l’approche "trichotomie spectrale" de ce chapitre gé-
néralement beaucoup plus économique que l’approche "dichotomie spectrale"
sans toutefois posséder la fiabilité de cette dernière. En effet, nous n’avons
pas réussi à trouver l’équivalent du critère de dichotomie pour l’algorithme 4.
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3.7 Une autre approche de détermination de la sta-
bilité forte
L’application de l’algorithme 4 à la matrice J-symplectique W nous per-
met de déterminer les projecteurs P0, P1 et P∞. Lorsque P0 = P∞ = 0 et
donc P1 = I, on peut soit reprendre l’algorithme 3 du chapitre 2, soit utiliser
l’approche développée dans [6] pour analyser la stabilité et la stabilité forte
de W .
Cette approche n’utilise pas de dichotomie, elle ne fait intervenir que
des calculs spectraux sur des matrices symétriques pour lesquelles le calcul
se fait avec une précision garantie (voir [21]). Nous en résumons les étapes
principales : elle commence par calculer la suite matricielle
(
S(n)
)
n≥0
définie
par :
S(n) =
1
2n
2n∑
k=1
(
W T
)k−1
W k−1.
Remarquons que S(n) est symétrique définie positive : S(n) = (S(n))T > 0.
Son calcul s’effectue de manière itérative comme suit :
S(0) = I, B(0) = W, B(n) =
(
B(n−1)
)2
,
S(n) =
1
2
(
S(n−1) +
(
B(n−1)
)T
S(n−1)B(n−1)
)
.
Si W est stable alors cette suite converge vers une matrice
S(∞) = (S(∞))T > 0 satisfaisant
W TS(∞)W = S(∞).
Pour analyser la stabilité forte, on considère le faisceau symétrique S0−λS(∞)
avec S0 = 1/2J(W−W−1) = 1/2(JW+(JW )T ). En désignant par P− et P+
les projecteurs spectraux sur les s-e-i associés aux valeurs propres négatives
et positives de S0 − λS(∞), alors la stabilité forte est caractérisée par :
P− + P+ = I2N , P±W = WP±
P
T
−S0P− ≤ 0, PT+S0P+ ≥ 0
S = S0(P+ − P−) = ST > 0.
D’autre part, soit V = S
1
2WS−
1
2 . Alors V est orthogonale et vérifieW TSW =
S. En considérant la matrice symétrique C = (V + V T )/2 dont les valeurs
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propres sont de la forme cosωj où e±iωj sont des valeurs propres de W , alors
la forme quadratique (S0x, x) doit être non nulle et de signe constant pour
tout vecteur propre x de C.
Si toutes ces conditions sont remplies, alors Pr = P+ et Pv = P−. Voir [6]
pour les détails.
Nous résumons cette approche dans l’algorithme ci-dessous. L’étape préa-
lable à l’analyse de la stabilité consiste à s’assurer d’abord que P0 = P∞ = 0,
P1 = I. Cette étape est effectuée par l’algorithme 4.
Algorithme 5
1. Déterminer les projecteurs P0, P1 et P∞ par l’algorithme 4
1.
2. Si P0 6= 0 ( ou P∞ 6= 0 ), il n’y a pas stabilité (forte). Sinon calculer la
suite S(n). Si S(n) ne converge pas, il n’y a pas stabilité (forte). Sinon
calculer la matrice
S0 = (1/2)((JW ) + (JW )
T )
et le projecteur spectral P− sur le s-e-i associé aux valeurs propres
négatives du faisceau S0 − λS(∞), où S(∞) est "la limite" de la suite
S(n), puis calculer
S = S0(I − 2P−)
3. Si S est symétrique définie positive, calculer
V = S1/2WS−1/2 et C = (1/2)(V + V T ).
Si la forme quadratique (S0x, x) est non nulle et de signe constant pour
tout vecteur propre x de C, alors il y a stabilité forte. Dans ce cas
Pr = I − P− et Pv = P−
3.8 Illustrations numériques
Exemple 1
On applique la méthode étudiée dans ce chapitre à la matrice symplectique
1Pour ne pas alourdir les notations, P0, P1 et P∞ désignent ici des approximations des
projecteurs exacts calculées par l’algorithme 4
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de l’exemple 4. Considérons la matrice
B =

0.3473 −0.0452 0.3832 −0.8490 −0.0973 −0.0181
0.3933 −0.4122 −0.4396 −0.0900 0.6753 −0.1343
0.3460 0.7347 0.1263 0.1036 0.4173 0.3738
0.4356 −0.3794 0.6508 0.4924 0.0010 −0.0150
0.4236 −0.1760 −0.4036 0.0431 −0.4874 0.6223
0.4856 0.3367 −0.2398 0.1270 −0.3505 −0.6741

de valeurs propres 0.7456± 0.6664i, −0.2804± 0.9599i et −0.7690± 0.6392i
toutes de module 1. Alors la matrice W suivante est J-symplectique
W =
(
B
B−T
)
où J =
( −I
I
)
et a toutes ses valeurs propres de module 1 et différentes de ±1. L’applica-
tion de l’algorithme 4 à cette matrice donne P0 = P∞ = 0 et P1 = I. Le
calcul de la suite S(n) nous donne S(n) = I, ∀n ( W étant orthogonale,
(W k−1)TW k−1 = I, ∀k ≥ 1 ). Après n0 = 30 itérations, on a une approxi-
mation S(n0) de S(∞) satisfaisant à
∥∥WS(n0)W − S(n0)∥∥ = 4.5370e− 015.
On vérifie que les projecteurs spectraux P− et P+ sur les sous-espaces inva-
riants du faisceau S0 − λS(∞) associés respectivement aux valeurs propres
négatives et positives sont tels que∥∥P2− − P−∥∥ = 3.4980e− 016 et ∥∥P2+ − P+∥∥ = 3.4605e− 016
avec P+ = I − P−. Ces deux projecteurs sont de trace 6.
Posons X = P+ − P− = I − 2P− et S = S0X ; alors S est symétrique (∥∥S − ST∥∥ = 1.5708e−015 ), définie positive (ses valeurs propres sont 0.9599,
0.6664 et 0.6392). En considérant la matrice orthogonale V = S1/2WS−1/2,
puis la matrice symétrique C = (V + V T )/2, la forme quadratique (S0x, x)
n’est pas de signe constant pour tout vecteur propre x de C. En effet, il existe
deux vecteurs propres x1 et x2 associés à la valeur propre double λ = −0.2804
de C tels que (S0x1, x2) = 0.4683 et (S0x2, x2) = −0.4515. Donc W n’est pas
pas fortement stable. Autrement dit on a la même conclusion qu’au chapitre
2.
Exemple 2
On reprend trois cas de l’exemple 5 du chapitre 2.
a) t = 0.39050, l’application de l’algorithme 4 à W et J , donne P0 6= 0,
P∞ 6= 0 et P1 = 0 avec∥∥P20 − P0∥∥ = 1.0231e− 013 et ∥∥P2∞ − P∞∥∥ = 5.8870e− 014.
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Les erreurs commises dans le calcul de ces projecteurs sont :
E0,∞ = 2.1199e− 014 et E∞,0 = 1.9928e− 014.
Ces erreurs montrent que les projecteurs sont bien calculés. Les deux
projecteurs non nuls sont de trace 2. Aucune valeur propre n’est sur le
cercle unité. W n’est pas ( fortement ) stable.
b) t = 0.3896 l’application de l’algorithme 4 à W et J donne P0 = P∞ = 0
et P1 = I.
Le calcul de la suite S(n) s’arrête lorsque
‖S(n0+1)−S(n0)‖
‖S(n0)‖ < 10
−5. Après
n0 = 24 itérations, on a une approximation S
(n0) de S(∞) satisfaisant
à
∥∥W TS(n0)W − S(n0)∥∥ = 2.5965e− 007.
On vérifie que les projecteurs spectraux P− et P+ sur les sous-espaces
invariants du faisceau S0 − λS(∞) associés respectivement aux valeurs
propres négatives et positives sont tels que : P+ = I − P− avec∥∥P2− − P−∥∥ = 1.2654e− 013 et ∥∥P2+ − P+∥∥ = 1.2654e− 013.
Ces deux projecteurs sont de trace 2.
Posons X = P+ − P− = I − 2P− et S = S0X. Alors la matrice S
est symétrique (
∥∥S − ST∥∥ = 5.3577e − 012 ) et définie positive ( ses
valeurs propres sont 26.4893, 17.2845, 0.0317, 0.0205).
En considérant la matrice orthogonale V = S1/2WS−1/2 et la matrice
symétrique C = (V +V T )/2, la forme quadratique (S0x, x) est de signe
constant pour toute vecteur propre x associée aux valeurs propres de C.
Donc W est fortement stable et
Pr = P+ et Pv = P−.
On a les mêmes résultats qu’au chapitre 2.
c) t = 0.39, l’application de l’algorithme 4 à W et J donne comme on s’y
attend P0 = P∞ = 0 et P1 = I.
Le calcul de la suite S(n) s’arrête lorsque
‖S(n0+1)−S(n0)‖
‖S(n0)‖ < 10
−5. Après
n0 = 29 itérations, on a une approximation S
(n0) de S(∞) satisfaisant∥∥W TS(n0)W − S(n0)∥∥ = 1.9397e− 006.
On vérifie que les projecteurs spectraux P− et P+ sur les sous-espaces
invariants du faisceau S0 − λS(∞) associés respectivement aux valeurs
propres négatives et positives sont tels que : P+ = I − P− avec∥∥P2− − P−∥∥ = 1.2814e− 011 et ∥∥P2+ − P+∥∥ = 1.2814e− 011.
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Ces deux projecteurs sont de trace 2.
Posons X = P+−P− et S = S0X ; alors S est symétrique (
∥∥S − ST∥∥ =
1.5757e− 009 ) et définie positive ( ses valeurs propres sont 129.4300,
84.0936, 0.0065. En considérant la matrice orthogonale V = S1/2WS−1/2
et la matrice symétrique C = (V +V T )/2, la forme quadratique (S0x, x)
est de signe constant pour tout vecteur propre x de C. Donc W est for-
tement stable et
Pr = P+ et Pv = P−.
On a les mêmes conclusions qu’au chapitre 2.
3.9 Conclusion
Dans ce chapitre, nous avons proposé une approche permettant le calcul
des projecteurs spectraux P0, P1 et P∞ sur les s-e-i associés respectivement
aux valeurs propres intérieures, sur et extérieures au cercle unité d’une ma-
trice symplectique. Cette approche, comme celle développée au chapitre 2,
est utilisée dans ce travail comme une étape préalable à l’analyse de la stabi-
lité forte d’une matrice symplectique (cela permet de s’assurer d’abord que
P1 = I, P0 = P∞ = 0). Bien entendu, elle peut être utilisée dans d’autres
contextes, par exemple, dans le domaine du contrôle optimal on a P1 = 0,
P0 6= 0, P∞ 6= 0 (voir par exemple [12]).
Cette approche présente un avantage certain par rapport à celle basée
sur la dichotomie spectrale du chapitre 2 : elle est moins coûteuse en nombre
d’opérations arithmétiques. Cependant, l’approche basée sur la dichotomie
spectrale possède des qualités théorique et numérique assez robustes. Un tra-
vail futur consistera à faire une analyse comparative de ces deux approches,
et particulier : i) comparer les qualités des projecteurs P0, P1 et P∞ obtenus
par les deux approches, ii) analyser la stabilité numérique de l’algorithme
4. D’autre part, il serait intéressant d’utiliser les propriétés de symplecticité
de manière intensive dans l’algorithme 4, en particulier dans l’étape 4 de
cet algorithme. Enfin, l’étude de la stabilité forte par les algorithmes 3 et 5
mérite une comparaison approfondie.
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Sur quelques algorithmes d’analyse de la stabilité
forte de matrices symplectiques.
Résumé :Le but de cette thèse est de proposer quelques algorithmes per-
mettant d’analyser la stabilité forte d’une matrice symplectiques.
Le premier chapitre rassemble quelques propriétés spectrales des matrices
symplectiques et leur lien avec la stabilité forte. En particulier, ce chapitre
insiste sur les propriétés les plus importantes du point de vue de la stabilité
numérique qui sont utilisées tout au long de la thèse.
Dans le deuxième chapitre, on adapte les méthodes de dichotomie spectrale
à des matrices symplectiques. Cette adaptation permet de trouver les projec-
teurs spectraux sur les sous-espaces invariants associés aux valeurs propres
dans, sur et en dehors du cercle unité. Puis, on propose un algorithme basé
encore sur la dichotomie spectrale afin d’analyser la stabilité forte.
Dans le troisième chapitre, on propose un algorithme itératif de trichoto-
mie spectrale permettant de trouver les projecteurs spectraux mentonnés
ci-dessus. L’analyse théorique clarifie la convergence et donne la vitesse de
convergence de cet algorithme. Ce chapitre se termine par une comparaison,
en termes de précision et de coût de calcul, entre cette approche et celle du
chapitre 2.
Mots clés : matrice symplectique, stabilité forte, dichotomie spectrale
On some algorithms for the strong stability analysis
of symplectic matrices
Abstract : The first chapter of this thesis presents some spectral proper-
ties of symplectic matrices and their link to strong stability. In particular,
emphasis is placed on the most numerically useful properties which are used
throughout the thesis.
In the second chapter we propose an adaptation of spectral dichotomy algo-
rithms to symplectic matrices. This adaptation allows us to find, in a stable
way, the spectral projections onto the invariant subspaces associated with the
eigenvalues inside, on and outside the unit circle. With these information,
we propose an algorithm, based again on the spectral dichotomy techniques,
to analyze the strong stability.
In the third chapter, we propose another approach referred to as spectral tri-
chotomy, for computing the abovementioned spectral projections. We analyse
the convergence behavior of this algorithm and compare it with the approach
proposed in chapter 2.
Key words : symplectic matrix, strong stability, spectral dichotomy
