Insertions and deletions (indels) in chloroplast noncoding regions are common genetic markers to estimate population structure and gene flow, although relatively little is known about indel evolution among recently diverged lineages such as within plant families. Because indel events tend to occur nonrandomly along DNA sequences, recurrent mutations may generate homoplasy for indel haplotypes. This is a potential problem for population studies, because indel haplotypes may be shared among populations after recurrent mutation as well as gene flow. Furthermore, indel haplotypes may differ in fitness and therefore be subject to natural selection detectable as rate heterogeneity among lineages. Such selection could contribute to the spatial patterning of cpDNA haplotypes, greatly complicating the interpretation of cpDNA population structure. This study examined both nucleotide and indel cpDNA variation and divergence at six noncoding regions (psbB-psbH, atpB-rbcL, trnL-trnH, rpl20-59rps12, trnS-trnG, and trnH-psbA) in 16 individuals from eight species in the Lecythidaceae and a Sapotaceae outgroup. We described patterns of cpDNA changes, assessed the level of indel homoplasy, and tested for rate heterogeneity among lineages and regions. Although regression analysis of branch lengths suggested some degree of indel homoplasy among the most divergent lineages, there was little evidence for indel homoplasy within the Lecythidaceae. Likelihood ratio tests applied to the entire phylogenetic tree revealed a consistent pattern rejecting a molecular clock. Tajima's 1D and 2D tests revealed two taxa with consistent rate heterogeneity, one showing relatively more and one relatively fewer changes than other taxa. In general, nucleotide changes showed more evidence of rate heterogeneity than did indel changes. The rate of evolution was highly variable among the six cpDNA regions examined, with the trnS-trnG and trnH-psbA regions showing as much as 10% and 15% divergence within the Lecythidaceae. Deviations from rate homogeneity in the two taxa were constant across cpDNA regions, consistent with lineage-specific rates of evolution rather than cpDNA region-specific natural selection. There is no evidence that indels are more likely than nucleotide changes to experience homoplasy within the Lecythidaceae. These results support a neutral interpretation of cpDNA indel and nucleotide variation in population studies within species such as Corythophora alta.
Introduction
Chloroplast DNA (cpDNA) sequence comparisons have been a widely used tool in studies of plant phylogenetics and genome evolution (Curtis and Clegg 1984; Palmer 1990; Clegg et al. 1994 ). More recently, chloroplast DNA has been employed as a genetic marker for studies focused on intraspecific evolution, particularly estimates of population structure. The use of chloroplast genetic markers in population studies has been motivated by the same features of haploid genomes that have made mitochondrial DNA such a widely used tool in animal studies (e.g., Avise 1991; Ennos et al. 1999) . In plants, the lack of cpDNA recombination and frequent uniparental inheritance permits the spatial pattern of cpDNA haplotypes to be interpreted as an estimate of past seed or pollen dispersal (McCauley 1995) . Furthermore, because the chloroplast genome is haploid, it has a smaller effective population size than the diploid nuclear genome. This accelerates the process of drift, causing the chloroplast genome to exhibit neutral differentiation among diverged lineages or populations sooner than nuclear alleles show substantial differentiation (Birky, Fuerst, and Maruyama 1989; Petit, Kremer, and Wagner 1993; Hamilton and Miller 2002) . Thus, if divergence has occurred relatively recently, such as between populations with limited gene flow, neutral cpDNA polymorphisms will have more power to detect such differentiation compared to neutral nuclear polymorphisms.
Chloroplast DNA has blossomed as an intraspecific genetic marker for at least two practical reasons. First, complete genome sequences and the development of conserved oligonucleotide primers for both coding and noncoding cpDNA regions (e.g., Taberlet et al. 1991; Demesure, Sodzi, and Petit 1995; Dumolin-Lapegue, Pemonge, and Petit 1997; Hamilton 1999a ) have provided a ready means to assay cpDNA sequence variation. Second, cpDNA intergenic regions have exhibited substantial intraspecific insertion/deletion (indel) polymorphism within and among plant populations (e.g., McCauley 1994 McCauley , 1998 Powell et al. 1995; Dumolin-Lapégue, Pemonge, and Petit 1998; Hamilton 1999b; Caron et al. 2000; Desplanque et al. 2000; Dutech, Maggia, and Joly 2000; MulokoNtoutoume et al. 2000; Oddou-Muratorio et al. 2001) . Although the traditional view that plant cpDNA changes very slowly in nucleotide sequence still holds to some extent (Palmer 1990; Provan, Powell, and Hollingsworth 2001) , indels appear to evolve more rapidly and are therefore useful for studies both at the intraspecific and shallow interspecific levels. Despite the availability of intraspecific cpDNA indel variation, employing polymorphic indel haplotypes to make evolutionary inferences about population divergence and gene flow faces several challenges.
Indels clearly do not occur at random locations within organelle genomes, but they are often associated with specific features of DNA sequences. Regions containing repeats that lead to slipped-strand mispairing (e.g., mononucleotide and microsatellite repeats), stem-loop secondary structure, and intramolecular recombination are thought to cause the majority of insertion/deletion mutations (reviewed by Kelchner 2000) . Thus, recurrent mutations (''multiple hits'') may occur at the same sites and generate homoplasy for organelle indel haplotypes (Clegg et al. 1994 ). Haplotypes defined by indels then have increased probabilities of being identical in state without being identical by descent. Such homoplastic characters cause character state reversals in phylogenetic trees and violate the basic assumptions of measures of population subdivision (e.g., F ST or G ST ). Indel homoplasy will tend to reduce inferred population subdivision, because populations can share haplotypes as a result of both gene flow and recurrent mutation. This problem has been widely recognized for nuclear microsatellite loci (e.g., Jarne and Lagoda 1996; Goldstein and Pollock 1997; Hedrick 1999) and for the use of indel polymorphism in phylogenetic reconstruction (e.g., Golenberg et al. 1993; Graham et al. 2000; Kelchner 2000) . Fewer studies have evaluated the extent of cpDNA homoplasy among recently diverged species (e.g., Doyle et al. 1998) or among populations of a single species (e.g., Desplanque, et al. 2000) .
Both indels and nucleotides exhibit homoplasy. Many models of nucleotide substitution are available to estimate actual sequence divergence from observed sequence changes (reviewed in Swofford et al. 1996) . At present, there are no generally employed methods to adjust observed numbers of indel changes for multiple unobserved evolutionary events at an indel site, although a few indel mutation models do exist that could form the basis of a correction method (e.g., Tajima and Nei 1984; Thorne, Kishinmo, and Felsenstein 1992; McGuire, Denham, and Balding 2001) . Without estimates of rates of indel mutational homoplasy, it is potentially difficult to distinguish the action of evolutionary processes that homogenize populations (e.g., gene flow, selection) from convergence because of saturation of changes as divergence among populations increases.
Nucleotide substitution rate estimates are available for coding regions of the chloroplast genome compared among relatively deeply diverged taxa (reviewed by Clegg et al. 1994; Muse 2000) and more recently for intergenic regions compared at shallow levels of divergence such as within families (e.g., Gaut et al. 1997; reviewed in Kelchner 2000) . Because indels found in multiple regions of the cpDNA genome may exhibit absolute rate differences, estimates of rate variation among cpDNA intergenic regions would be helpful when selecting regions for population studies because genetic markers sought for a specific hypothesis must be selected based on the level of lineage resolution required (Avise 1994; Parker et al. 1998) . Furthermore, estimates of indel evolutionary rates would be valuable for interpreting the spatial patterns of indel haplotypes observed in population structure studies, providing context on the relative degree of divergence (e.g., numbers of indel changes among populations compared to among closely related species).
Divergence estimates can help identify cpDNA regions exhibiting disproportionately slow or fast rates of evolution, a result consistent with some types of selection (see animal mtDNA review by Ballard and Kreitman 1995) . Indel mutations may directly alter fitness and therefore be subject to natural selection. For example, deletion mutations could be favored if smaller genomes have higher fitness in a ''race for replication'' (reviewed by Rand 1993) , causing the rate of indel evolution to differ from a neutral rate. The action of selection on indel haplotypes could be diagnosed as rate heterogeneity among lineages (Sarich and Wilson 1973) . Chloroplast regions where mutational changes do not approximate a molecular clock have the potential to greatly complicate the interpretation of spatial patterns of haplotypes observed in population structure studies. Direct selection on haplotypes can result in patterns of population subdivision that are the result of local selection pressures and not historical gene flow-for example, locally adapted haplotypes where the fitness of a given haplotype varies among populations. Direct selection on haplotypes can also result in reduced population subdivision of haplotypes as a result of uniform selection pressures among populations, even though gene flow may be limited (e.g., Stephan et al. 1998) .
In this study we examined patterns of inter-and intraspecific sequence variation at six chloroplast intergenic sites for 16 individuals from eight species in the Brazil nut tree family (Lecythidaceae). Our analyses were designed to examine the evolution of indels used previously to estimate population structure in the tropical tree Corythophora alta (Hamilton 1999a) . That study found cpDNA indel variation partitioned almost entirely among populations. The pattern is consistent with either very limited seed dispersal (if indels are neutral with low levels of homoplasy), or with regional selection pressures that have influenced the spatial pattern of cpDNA haplotypes. Our goals here were to describe the evolutionary history of cpDNA variation in close relatives of C. alta and to test the assumptions of the population structure study to the extent possible with a phylogenetic analysis. We employed a comparative analysis of cpDNA variation using nucleotide changes as a standard, because they are well understood and thoroughly modeled, to examine the evolution of indel changes, which are much less well understood or modeled. We compared the relative evolutionary rates of cpDNA indel and nucleotide changes to determine if indel homoplasy occurs frequently enough to confound substantially the effects of gene flow with the effects of recurrent mutation. We also sought to determine if the relative rate of cpDNA evolutionary change in C. alta is excessively fast or slow compared to other closely related species. Such relative rate variation could be consistent with homoplasy or with the action of selection on cpDNA haplotypes and would indicate that the distribution of cpDNA variation among populations may not be due exclusively to drift and gene flow. We also sought to determine if there was evidence of rate heterogeneity among the six cpDNA regions examined.
Materials and Methods
Leaf tissues from eight species of Lecythidaceae (Bertholletia excelsa, Cariniana micrantha, Corythophora alta, Corythophora rimosa, Couratari guianensis,
Couratari multiflora, Eschweilera romeucardosoi, Lecythis zabucajo) were collected at the Biological Dynamics of Forest Fragments Project (BDFFP) in Manaus, Brazil (Gascon and Bierregaard 2001) . Consistent with BDFFP botanical inventory plot nomenclature, individual trees were identified by a four-digit population number and a one-to four-digit individual number (e.g., 1202-2829; table 1). Trees sampled in population 1501, which has no BDFFP botanical inventory plot, were from the Lecythidaceae plot established by S. Mori and P. Becker (S. Mori, personal communication; see Mori, Becker, and Kincaid 2001) . Chrysophylum cainito (Sapotaceae) was collected in Panama and used as an outgroup. A member of the Sapotaceae was chosen as the outgroup because the family was shown to be closely related to Lecythidaceae (Morton et al. 1997; Savolainen et al. 2000) and therefore provided character state polarization with minimal divergence.
Six different noncoding regions of the chloroplast genome were amplified by polymerase chain reaction (PCR) and sequenced. The trnL-trnH region was amplified with primers c and f and sequenced with primers c, d, e, and f of Taberlet et al. (1991) . The four regions psbBpsbH, rpl20-59rps12, trnS-trnG and psbA-trnH were amplified and sequenced using the primers described in Hamilton (1999b) . The atpb-rbcL region was amplified using primers 2 and 5 described by Savolainen et al. (1994) , with two modified internal sequencing primers (7sub: 59 TCACAACAACAAGGTCTACTCG 39; 9sub: 59 GAATTTGAAAATTCAACCAACCC 39) designed to substitute for primers 7 and 9. The alternate internal primer 59 GAATTTGAAAATTCAACCACCC 39 was used in lieu of primer 9sub for C. micrantha.
Genomic DNA was extracted by grinding frozen leaf tissue in liquid nitrogen and using a DNeasy plant kit (QiaGen, Valencia, Calif.) according to the manufacturer's instructions. The PCR reactions contained 2 lL of DNA template (DNA concentration was not determined), 2 lL of 103Thermopol buffer (containing 20 mM MgSO 4 ), 0.2 mM each dNTP, 0.4 lm of each primer and 0.4 units of Vent exopolymerase (New England Biolabs, Cambridge, Mass.) in a total volume of 50 lL. The thermal cycling profiles were 5 min at 968C followed by 30-40 cycles of 968C for 45 s, annealing temperature for 1 min and 728C extension for 30 s (see Hamilton 1999b) . For trnH-trnL we used 30 cycles and a 558C annealing temperature. For atpb-rbcL we used 5 min at 948C followed by 35 cycles of 948, 558 and 728C for 1 min each. The PCR products were purified with QiaQuick spin columns (QiaGen), and both strands were sequenced in reactions containing 4.6 lL water, 2 lL template, 2.4 lL primer (1 lM) and 6 lL dRhodamine or Big Dye version 2 terminator reaction ready mix (Applied Biosystems, Foster City, Calif.). Sequence reactions were purified with Centrisep spin columns (Princeton Separations, Adelphia, N.J.) and electrophoresed on a model 377 sequencer (Applied Biosystems, Foster City, Calif.). In a few cases the PCR product repeatedly yielded poor sequence data for one strand, and the PCR product was cloned with the Zero Blunt TOPO PCR Cloning Kit Sequencing Version H (Invitrogen, Carlsbad, Calif.). With cloned PCR products, sequencing reactions used T7 and T3 vector primers instead of region-specific cpDNA primers.
The resulting sequences for each cpDNA region were aligned into contigs for each individual and edited using Sequencher 3.1.1 and 4.1.2 (GeneCodes, Ann Arbor, Mich.). Multiple sequence alignments for each cpDNA region were made manually with the aid of Sequencher from the consensus sequences from each individual. Sequences were trimmed to exclude terminal coding regions and the psbN gene within the psbB-psbH region in all analyses. Gaps in the multiple sequence alignments were positioned to minimize the number of nucleotide differences among sequences where possible. Insertion/deletion characters and states were scored following the ''complex'' coding method of Simmons and Ochoterena (2000) , including the use of ordered step matrices to encode the minimum number of events that separate indel character states where necessary. Indel character states and step matrices were coded using MacClade 4.03. Indel character states were based only on length and did not include nucleotide differences within regions exhibiting sequence length variation. This conser- Chrysophylum cainito n/a n/a Cca a Populations are numbered according to BDFFP nomenclature, and individual numbers are tree tag numbers if present.
1712 Hamilton et al. vative approach was taken because such nucleotide changes may not be independent of indel events. Single base indels and indels associated with mononucleotide runs were all subject to an additional check against original sequence chromatograms after multiple sequence alignment to verify that they were not a result of base calling error. Sequences were deposited in GenBank individually (accession numbers AY172691 to AY172799) and as multiple sequence alignments for each region or PopSets.
Statistical Analysis
The numbers of indel and nucleotide changes on each branch of the phylogenetic tree were compared using a regression approach (Golenberg et al. 1993; Saitou and Ueda 1994; Graham et al. 2000 ) that tested two hypotheses:
(1) that rates of nucleotide and indel changes were equal and (2) that indel changes did not experience saturation because of mutational homoplasy. The first hypothesis was evaluated by testing for a slope of one between indel and nucleotide changes, and the second hypothesis was tested by comparing coefficients of determination (R 2 ) of linear and quadratic fits. First, PAUP* (version 4.0b10; Swofford 2002) was used to estimate a maximum parsimony, 1,000 iteration bootstrap consensus tree with the outgroup specified while excluding all sites with gaps for any taxa and all missing and ambiguous sites. Parsimony character state optimization was set to Deltran to avoid a known bug with Arctran branch length estimates (http://paup.csit. fsu.edu/problems.html). This tree was then saved, all data except indel characters were excluded, and a second maximum parsimony, bootstrap consensus tree was estimated under the topological constraints of the saved nucleotide-only tree. This provided an estimate of the number of indel and nucleotide changes on each branch of the tree estimated from nucleotide data, which can be compared by regression without non-independent comparisons. Terminal clades with branch lengths of zero (two C. alta and one C. multiflora) for both nucleotide and indel changes were counted only once in the regression analysis. Regression analyses were carried out with JMP (version 5.0.1a, SAS Institute, Cary, N.C.).
To choose the best supported model of nucleotide evolution for the aligned sequences with hierarchical likelihood ratio tests, we employed the program Modeltest 3.06 (Posada and Crandall 1998) . The best-fitting model and the resulting parameter estimates were then used in PAUP* to estimate maximum likelihood pairwise distances between sequences for nucleotide changes only (not indels). When distances were estimated by maximum likelihood for cpDNA regions separately, base frequencies were estimated by maximum likelihood for each region independently.
A likelihood ratio test of the molecular clock for the full five-and six-region data sets as well as for each data set while excluding one region was conducted along the lines of Posada and Crandall (2001) . Employing the substitution model selected with Modeltest, we obtained in PAUP* likelihood scores and topologies of phylogenies not assuming a molecular clock. This topology was then loaded as a constraint, and likelihood scores were obtained for phylogenies assuming a molecular clock. The log likelihood scores were used to compute the statistic delta ¼ 2(lnL 1 À lnL 0 ), which is distributed as a v 2 with the number of taxa minus 2 degrees of freedom (see Huelsenbeck and Crandall 1997) .
We used Tajima's (1993) 1D and 2D nonparametric tests for deviations from the constant rate expectation that the number of unique changes along one lineage equals that along its sister lineage. Because these tests do not depend on a model of sequence change, they can be applied directly to indel characters as well as to nucleotide substitutions. We used only nucleotide changes that occurred outside of indel sites, consistent with our scoring of indel haplotypes explained above. The 1D was conducted with either nucleotide or indel changes separately using a v 2 distribution with 1 degree of freedom. The 2D was applied to nucleotide substitutions and indels to test rate constancy using the joint outcome of the two types of changes using a v 2 distribution with 2 degrees of freedom. To obtain the results of the 1D and 2D tests, a program called T1Dand2D (version 6.4) was written in C and used in conjunction with an Excel spreadsheet.
Not all pairs of sequences had sufficient numbers of nucleotide or indel changes to apply the v 2 approximation for the 1D, which requires that each lineage have at least six observed changes (Tajima 1993; Nei and Kumar 2000) . Thus, for 1D tests where at least one lineage had five or fewer changes we applied an exact binomial test to calculate the probability of observing an outcome as likely or less likely than the one observed under the null hypothesis that 50% of the changes occur on each lineage (using a binomial calculator at http://home.clara.net/sisa/binomial.htm).
We observed that the v 2 approximation has a high type I error (null rejected when it is actually true) when at least one lineage had five or fewer changes. The v 2 approximation is especially poor for small numbers of changes on both lineages. For example, we observed cases in the 1D test of four changes on one lineage and zero changes on the other lineage. Such an outcome has a probability of 1/16 or 0.0625 when the null hypothesis of equal rates is true, but a probability of 0.0455 under the v 2 approximation. Because the 2D test uses the sum of the v 2 values for each class of change to determine the overall probability of having observed the joint outcome of changes under the null hypothesis, the exact binomial test cannot be employed. Thus, the 2D tests are not adjusted for the high type I error rate of the v 2 approximation and likely overstate the occurrence of deviations from rate constancy when numbers of changes are small for one or both categories of changes. The results indicate cases of the 2D test that have 5 or fewer changes on one lineage for one or both categories of mutational change.
Results and Discussion
The alignment of five cpDNA regions (less trnHpsbA) for all taxa and individuals produced 4,209 nucleotide sites (table 2) . Sequences were impossible to align for all taxa for the trnH-psbA region, but a 527 site alignment of all haplotypes for B. excelsa, C. alta, C. rimosa, E. romeucardosoi, and L. zabucajo was possible. Therefore, two data sets were produced: one that contained Lecythidaceae cpDNA Intergenic Region Evolution 1713 sequences from all haplotypes for all cpDNA regions except trnH-psbA and one that contained 11 haplotypes from B. excelsa, C. alta, C. rimosa, E. romeucardosoi, and L. zabucajo for all six cpDNA regions. Hereafter, we refer to them as the ''five region'' or ''six region'' data sets.
The aligned sequences exhibited substantial amounts of both intra-and interspecific indel and nucleotide variation. Table 2 summarizes the nature of the DNA sequence in the 95 observed indels, which were classified into six types. Indel classes were: (1) A/T or C/G mononucleotide repeats, (2) perfect repeats of a two base pair or greater motif, (3) imperfect repeats of a two base pair or greater motif, (4) palindromic sequences, (5) reverse-compliment indels or indels abutting such repeats, and (6) other sequences that were not apparently repetitive, structured, or related to abutting sequence. Overall, indels associated with nonrepetitive sequence were most common, followed by perfect repeats, mononucleotide repeats, and then imperfect repeats. Only four of 95 indels were associated with palindromic or reverse-compliment repeat sequences. Nucleotide changes were not frequently observed within indel regions, occurring mostly in trnS-trnG and trnH-psbA cpDNA regions. Figure 1 shows the frequency distribution of the lengths of indels, which ranged in length from one to 68 base pairs. Shorter indels were more common, with only 11 of 95 (11.6%) indels longer than 20 base pairs. The distribution has a modal indel length of five base pairs. The indel length distribution observed here is somewhat less skewed to the left than a distribution observed for a broad comparison of angiosperms, which had a modal length of one and average length of almost five base pairs (Graham et al. 2000) .
Multiple haplotypes sequenced for C. alta, L. zabucajo, and C. multiflora showed different levels of intraspecific polymorphism. The six C. alta haplotypes formed two distinct groups, with individuals from the 1202 and 1501 populations sharing identical sequences and individuals from the 3114 and 3209 populations sharing identical sequences. These two groups of C. alta haplotypes were distinguished by seven nucleotide changes and 23 indel changes, a pattern consistent with a previous survey of C. alta cpDNA indel variation (Hamilton 1999a ). The L. zabucajo haplotypes, sampled from two populations about 30 km apart, showed 17 nucleotide and 11 indel changes. Two C. multiflora haplotypes, sampled within 200 m of each other at the same location, showed neither nucleotide nor indel changes. In analyses involving pairwise sequence comparisons, the multiple haplotypes of C. alta were represented by one sequence from the 1202 population and one sequence from the 3114 population, whereas C. multiflora was represented by one sequence.
The bootstrap consensus parsimony trees based only on nucleotide data from the five and six region data sets are shown in figure 2. C. cainito was specified as the outgroup for the five region data ( fig. 2A) , and B. excelsa was used as the outgroup for the six region data ( fig. 2B ) based on its position in the five region tree. For each region there was a single most parsimonious tree with topology identical to the bootstrap consensus, maximum likelihood, and Neighbor-Joining trees (results not shown). Each branch of these trees shows the inferred nucleotide and indel character state changes used for regression analyses. Increased character state reversals (decreased consistency indices) for trees with combined nucleotide and gap data suggested the possibility of modest homoplasy for either nucleotide or indel data. Consistency indices were higher for phylogenies estimated with nucleotide data alone (0.954 and 0.988) than when estimated using combined data constrained to nucleotide-estimated topology (0.869 and 0.849) for the five and six region data, respectively.
Using the five region data, the quadratic model estimate for nucleotide branch length on indel branch length was # indel changes ¼ 2.500 þ 0.543*(# nucleotide changes) À (0.001* (# nucleotide changes À 17.541)) 2 ( fig.  3 ). Both the intercept (t ¼ 2.37, P , 0.029) and linear slope (t ¼ 6.73, P , 0.0001) were significantly different than zero. The linear model estimate # indel changes ¼ 3.836 þ 0.324*(# nucleotide changes) had an intercept significantly different than zero (t ¼ 2.37, P , 0.029) and slope significantly different than both zero and one (t ¼ 13.78, P , 0.001; t ¼ À28.73, P , 0.001, respectively). A quadratic regression provided a better fit to the data than a linear model, indicated by a slightly higher R 2 value (0.935 and 0.906, respectively) and a quadratic term significantly different than zero (t ¼ À2.83, P ¼ 0.011). Regression results for the six region data supported a linear model, # indel changes ¼ 3.969 þ 0.502 * (# nucleotide changes) with an intercept significantly different than zero (t ¼ 2.48, P , 0.030), a slope significantly different than both zero and one (t ¼ 6.12, P , 0.0001; t ¼ À6.06, P , 1714 Hamilton et al. 0.0001, respectively) and the variance explained was high (R 2 ¼ 0.77). A quadratic regression for the six region data did explain slightly more variance (R 2 ¼ 0.80), but the quadratic term was not significantly different than zero (t ¼ À1.15, P ¼ 0.275). Because of the low level of nucleotide divergence, there was little effect on the regression results when using inferred nucleotide changes after adjusting nucleotide changes with the substitution model specified by Modeltest (results not shown).
The regression results provided an approximate apparent rate comparison for indel and nucleotide changes. The regression y-intercepts predicted about 2.5 and 3.9 indel changes when there had been no nucleotide changes for the five and six region data, respectively. If indel and nucleotide changes occurred at the same rate, the expected slope of the regression would be 1. The estimated regression slopes were less than 1, suggesting that indel changes apparently occurred about half as frequently as nucleotide changes. This is evidence for homoplasy of indel changes because the intercepts indicate a higher rate for indel changes, but the slope indicates a lower rate for indel changes.
The quadratic regression terms also provided insight into indel homoplasy, because multiple hits are expected to lead to saturation of changes and a rate of apparent change that declines as divergence increases. There was evidence for weak saturation of apparent changes for the five region data because the quadratic term was significantly negative. It is important to note that the degree of curvature in the regression was slight and the estimate was heavily influenced by one branch with the most changes. The quadratic regression term for the six region data provided no evidence for indel saturation, perhaps because of more recent divergence among taxa and a smaller sample size of branch lengths.
For both the five and six region data sets, Modeltest selected the K81uf þ G (also called K3P) model of nucleotide substitution (Kimura 1981) . Selection of this model indicated it was most likely that nucleotide frequencies were unequal (estimated frequencies of A ¼ 0.3339, C ¼ 0.1578, G ¼ 0.1455, T ¼ 0.3627 were essentially identical for the two data sets), rates of transition and transversion were unequal, rates varied among sites, and no sites were invariant. The substitution models for the five and six region data sets did differ in their rate matrices (1.0000 1.6091 0.2494 0.2494 1.6091 and 1.0000 1.0954 0.3555 0.3555 1.0954) and gamma parameters (1.1457 and 0.2094). Substitution models for individual regions were K81uf (atpB-rbcL, trnL-trnH and trnS-trnG), HKY (psbB-psbH) or F81 (trnH-psbA and rpl20-59rps12). The former two models both indicate unequal transition and transversion rates, but the K81uf has two different rates for transversions. The F81 indicates no difference in rates of transition and transversion. The K81uf þ G models served as an average model for combined-region data and were used to estimate pairwise distances between sequences (tables 3 and 4). Distances in intraspecific comparisons (within C. alta and L. zabucajo) were 0.4% divergence or less, whereas intergeneric divergences within the Lecythidaceae ranged from above 3% down to those observed at the intraspecific level. Divergences between the Lecythidaceae and the Sapotaceae outgroup were around 7% in all cases. We note that distances estimated under the K81uf þ G model, a regionspecific model (e.g., K81uf) and uncorrected distances (''p'' distances) were very similar, differing by a few   FIG. 1. -Frequency of the lengths of each indel scored as a character for all six cpDNA regions. Indel length was defined as the difference between the length of the longest and shortest haplotype at each indel site.
FIG. 2.-Maximum parsimony trees estimated from nucleotide changes showing inferred number of nucleotide and indel changes on each branch (indel changes in parentheses)
. Tree A was estimated from the five region data with Chrysophylum cainito specified as the outgroup (CI ¼ 0.954, CI ¼ 0.869 for combined data constrained to nucleotideestimated topology). Tree B was estimated from the six region data with Bertholletia excelsa specified as the outgroup (CI ¼ 0.988, CI ¼ 0.849 for combined data constrained to nucleotide-estimated topology).
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Using the K81uf þ G substitution model, the likelihood ratio tests of the molecular clock at the level of the entire phylogeny rejected the hypothesis of rate homogeneity for nucleotide changes among lineages for the five and six region data sets (results not shown). Based on these results, we sought to examine the role of specific taxa and specific cpDNA regions in the pattern of rate heterogeneity using a series of Tajima's 1D/2D tests. The 1D/2D tests also had the advantage of being applicable to both indels and nucleotide changes, whereas the likelihood tests ratio can be applied only to nucleotide changes.
For the five region data, the two Tajima 1D/2D tests did not in general support deviations from a molecular clock for indel or nucleotide changes (table 5) . Both the 1D for nucleotide substitutions alone and the 2D showed that only the E. romeucardosoi lineage gave consistently significant deviations from rate constancy. E. romeucardosoi generally showed relatively fewer nucleotide changes per site and relatively fewer indel changes, suggesting a rate slowdown in that lineage (see table 3 and figure 2A) . Most of the remaining lineages did not indicate significant deviations from rate constancy using indel changes alone, nucleotide changes alone, or both classes of changes in the 2D test.
The Tajima tests for the six region data set are presented in table 6. This test suggested that relative evolutionary rates were not constant in E. romeucardosoi and L. zabucajo. In particular, the L. zabucajo lineages exhibited high nucleotide divergences consistent with relative rate acceleration but relative rates of indel change consistent with a molecular clock (see table 4 and figure 2B ). E. romeucardosoi exhibited an opposite pattern of relative rate slowdown for indel changes and a few instances of nucleotide changes (see table 4 and fig. 2B ). The C. alta and C. rimosa lineages showed no evidence of deviations from a molecular clock for either nucleotide or indel changes.
Tajima's 1D/2D is potentially sensitive to the outgroup sequence employed (Tajima 1993; Bromham et al. 2000) . However, we found results for Tajima's 1D/2D to be generally similar even when employing several different taxa as outgroups within the five and six region data sets. In the five region data set, changing the outgroup from C. cainito to B. excelsa resulted in frequent rejection of the molecular clock for nucleotides in L. zabucajo as well as E. romeucardosoi. This result was consistent with the pattern in the six region data where both the L. zabucajo and E. romeucardosoi lineages do not match the expectations of   FIG. 3. -Plot of the number of nucleotide changes and number of indel changes on each branch of a parsimony tree estimated from nucleotide changes in the five region data set. The line is a quadratic regression fit with the equation # indel changes ¼ 2.500 þ 0.543* (# nucleotide changes) À (0.001*(# nucleotide changes À 17.541)) 2 . The dashed line has a slope of 1 as expected if numbers of indel and nucleotide changes were equal on each branch. a molecular clock using B. excelsa as the outgroup (table  6 ). This suggests that the relative acceleration of nucleotide changes observed in L. zabucajo may be a relatively recent event because it is apparent when compared to a more recent ancestor (B. excelsa) but not when compared to a more distant ancestor (C. cainito) where the relative rate has been averaged over a longer time period. Differences in the rates of evolutionary change at the intergenic regions examined would cause variation in the levels of divergence among cpDNA regions. To test the hypothesis of regional rate heterogeneity, we estimated pairwise nucleotide distances within chloroplast intergenic regions in the five and six region data sets and then plotted these distances (fig. 4) . These calculations show that the range of distances varies with cpDNA region. In the five region data set, trnS-trnG showed the greatest divergences (up to about 12%) as well as the widest variability, whereas atpb-rbcL showed the smallest divergences and variability. In the six region data where fewer, more closely related taxa were compared, trnH-psbA showed divergences over 15% with a broad range of values, and the other five regions showed modest divergence (up to about 4%) and low variability. For trnH-psbA, intraspecific comparisons were 1% to 3% divergence, whereas intergeneric divergence was frequently above 6%. The loci other than trnH-psbA showed fairly uniform divergence in the six region data set. Nucleotide divergence within the trnH-psbA region was slightly greater than that observed for the trnS-trnG region, even though the former was estimated from a set of more closely related taxa. Thus, the trnH-psbA region showed the highest evolutionary rate among the regions examined. These results were consistent with our inability to produce a multiple sequence alignment for all taxa for the trnH-psbA region, as well as with previous observations that the trnH-psbA region evolves rapidly (e.g., Aldrich et al. 1988) .
Some authors observed that regions containing sites with more frequent GC neighboring bases, and therefore a higher overall GC content, evolve at higher rates (Morton and Clegg 1995; Morton 1995 Morton , 2000 . A positive correlation between frequency of transversions and AT content has also been observed (Morton 1995 (Morton , 2000 . In the regions we studied, no correlation between overall GC content and average distance between sequences was observed, nor was there a significant correlation between average pairwise transversion/transition ratio and average overall AT content (M. Hamilton, D. F. Soria-Hernanz, and J. Braverman, unpublished data) . NoTE.-N indicates a rejection of the null for nucleotides only, G indicates a rejection of the null for indel changes only, and 2D indicates a rejection of the null for the joint outcome.
* P , 0.05, ** P , 0.01, *** P , 0.001.
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The Tajima's 1D/2D tests were also used to determine if individual cpDNA regions were associated with any relative rate deviations observed. This test was conducted by applying the Tajima 1D/2D tests to both the five and six region data sets where one region had been deleted (analogous to a delete-one-region jackknife). The general patterns of deviations from the null hypothesis observed in the full data set (tables 5 and 6) were also observed in the delete-one-region data sets (results not shown). The same results were obtained with likelihood ratio tests of a molecular clock conducted with delete-oneregion data sets (results not shown). This outcome suggests that neither the trnS-trnG nor the trnH-psbA region was individually causing the relative rate heterogeneity observed in E. romeucardosoi and L. zabucajo despite having larger genetic distances among taxa than other regions (see fig. 4 ). These results are consistent with deviations from the molecular clock not caused by processes specific to any cpDNA region such as selection, but rather caused by phenomena affecting the entire chloroplast genome such as a generation time effect within specific lineages (Gaut 1998 ; but see Whittle and Johnston 2003) . This finding is consistent with previous evidence that synonymous substitutions in the chloroplast genome routinely demonstrate a generation time effect , suggesting that noncoding regions and synonymous changes may evolve under similar evolutionary processes. A generation time effect would not affect the employment of cpDNA regions in intraspecific population studies because the spatial patterns of haplotypes observed should still reflect gene flow events. A generation time effect may, however, cause some taxa to have more or less divergence among haplotypes to employ as genetic markers compared to related taxa.
Several statistical issues in our employment of Tajima's 1D/2D deserve further comment. Tables 5 and  6 contain a large number of non-independent pairwise comparisons of taxa. Thus, the Tajima 1D/2D results should be interpreted with the qualification that some of the significant results may be spurious because of the large number of tests conducted. For example, in table 5 a total of 150 tests are presented (50 indel 1D, 50 nucleotide 1D, and 50 2D). At a significance level of 0.05 we would expect 5 out of 100 tests to reject the null hypothesis (rate constancy) even when it is true if each comparison is independent (Rice 1989) . Therefore, we expect at least 7 or 8 of the tests in table 5 to falsely reject the null hypothesis of rate constancy. Thus instead of placing a large amount of weight on particular significant cells in the table, we considered repeated rejection of the null hypothesis with data from particular lineages to be biologically significant. This is indicated by many significant cells along a row or down a column (e.g., see E. romeucardosoi [Ero] in table 5). A large number of comparisons was not as much an issue in table 6 because it had only 30 tests.
We find it unlikely that the statistical power of the Tajima 1D/2D was low, leading to an insensitive test of rate heterogeneity. Our use of a binomial exact test allowed inclusion of comparisons with few nucleotide or indel changes to achieve additional power. Tajima (1993) and Bromham et al. (2000) both looked at sequence length's influence on power, finding that longer sequences were critical in detection of rate variation. Our sequences were quite long, and therefore we expect high power, with the qualification that power obviously drops as regions are excluded to test for among-region rate variation. Both studies also noted that a distant outgroup lineage can reduce power. Because our C. cainito outgroup showed about 7% nucleotide divergence from the Lecythidaceae, Cri Lza1202 Lza2108 Ero Cal1202 -2D*** 2D*** 2D** Cal3114 -2D*** 2D*** 2D* Cri -2D** 2D*** 2D* Lza1202 N*** N*** N*** -Lza2108 N*** N*** N** -2D*** Ero G* G* N*** G* N*** G* -NoTE.-N indicates a rejection of the null for nucleotides only, G indicates a rejection of the null for indel changes only, and 2D indicates a rejection of the null for the joint outcome.
FIG. 4.-Plot of pairwise distances for nucleotide changes for all pairs of taxa estimated within chloroplast intergenic regions in the five (A) and six (B) region data sets. The distances were estimated by maximum likelihood based on the best-fit substitution model for the entire data set (F81uf þ G) with base frequencies estimated for each region.
1718 Hamilton et al. we also tested alternative outgroups with lower levels of nucleotide divergence. As described above, Tajima 1D/2D results were qualitatively identical regardless of outgroup. Although our tests suggest that these chloroplast indel and nucleotide changes are evolving in a neutral fashion, the lack of power might give false confidence that indels meet assumptions of population structure analyses. Yet the critical issue is expressed in the following question: is statistical power too low to detect rate variation which would bias estimates of population structure such as F ST ? In this case, the data that are available are not affected by non-neutral processes to a great enough extent to bias estimates of population structure. This view parallels the approach of Bromham et al. (2000) , who focused specifically on the magnitude of error which would be introduced into the estimation of the date of a common ancestor by assuming the molecular clock when rates vary.
Our data were also collected to test the possibility that natural selection acts directly on observed indels (or nucleotide substitutions). We do not find strong evidence that rates of divergence for chloroplast regions among the Lecythidaceae sampled are heterogeneous with the exception of the E. romeucardosoi and L. zabucajo lineages. This is consistent with no net effect of selection on the rate of chloroplast indel or nucleotide evolution. However, these data cannot test the possibility that selection acting at linked sites in the genome influences the levels or geographic distribution of chloroplast polymorphism. This is so because selective sweeps are not expected to alter the absolute degree of neutral divergence between populations or species because even complete linkage to advantageous or deleterious mutations does not affect the neutral substitution rate (Birky and Walsh 1988; Charlesworth 1998) . Testing for the influence of selection at linked sites on levels of indel or nucleotide polymorphism within C. alta will require additional haplotype polymorphism data.
Conclusions
These data suggest that rates of indel and nucleotide evolution vary among the six cpDNA regions studied and that nucleotide divergence for two of these regions exceeds 12% within a single plant family. Homoplasy was evident for indel changes, although the saturation effect was modest and seen most markedly in the divergence between the Lecythidaceae and Sapotaceae. There was no evidence for indel homoplasy within the Lecythidaceae. The data provide little evidence for relative rate differences consistent with natural selection acting on indel changes. What evidence we did find to reject the molecular clock for these cpDNA regions comes mostly from relative rates of nucleotide change and less frequently from relative rates of indel change. In the cases where the molecular clock was rejected, the relative rate differences were most consistent with a generation time effect because the relative rate heterogeneity is not associated with individual cpDNA regions, but rather was a constant across all regions. If the generation time effect observed here is found more broadly, it may help explain variability among closely related species in the amount of chloroplast haplotype variation observed in population studies. These results suggest that the spatial pattern of cpDNA haplotypes in C. alta are not influenced by homoplasy or selection acting directly on the alternative haplotypes observed.
Supplementary Materials
Available online are the five and six region multiple sequence alignments as Nexus files containing either base pair data only or combined indel characters (with transition matrices) and base pair data. Also available are the nexus files used to specify the substitution models in PAUP*, and the program T1Dand2D and associated Excel files. These materials are also available at http://bioserver. georgetown.edu/faculty/hamilton under the ''downloads'' link.
