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1
2 Introduction
1.1 De nouveaux besoins en ingénierie des ontologies
Depuis les travaux fondateurs de Gruber (1993) [57], les ontologies jouent un rôle majeur
en Ingénierie des Connaissances, et leur essor, associé à celui du web sémantique, ne cesse
de croître. Elles sont maintenant au coeur des systèmes de recherche d’information ou d’aide
à la décision de multiples domaines (e.g. sciences de la vie [129], médical [2], juridique [23],
apprentissage [77]). Initialement de tailles restreintes et construites entièrement « à la main»,
elles peuvent contenir aujourd’hui plusieurs milliers de concepts et de relations variées. Et,
si dans la lignée des systèmes experts, leur construction a reposé, et repose encore bien sou-
vent, sur l’expertise humaine, leur popularisation et le changement d’échelle nécessitent de
plus en plus le recours massif à une forme d’automatisation qui limite la contribution des
experts. L’accessibilité croissante de nombreuses ressources textuelles qui renferment des
connaissances d’une grande richesse sur les concepts et les processus mis en oeuvre dans
les applications ainsi que l’exploitation des connaissances du Web [89, 117] rendent cette
aspiration de plus en plus crédible.
Des propositions à la fois méthodologiques et logicielles se sont multipliées ces dernières
années pour construire automatiquement des ontologies à partir de corpus textuels [13, 33, 36,
85, 87, 109, 134]. Développées souvent dans des contextes applicatifs ces approches tentent
par des techniques variées d’automatiser les tâches, ou plus souvent une partie des tâches,
qui composent le processus de construction. Des résultats prometteurs ont été obtenus mais,
devant la limite de certains résultats pour les applications réelles, des auteurs continuent de
préconiser l’intégration d’une intervention manuelle dans les étapes de construction [120].
Cependant, l’intérêt pour une automatisation croissante n’est pas remis en question.
Cette évolution ravive les questionnements autour de l’évaluation de la qualité des onto-
logies. Ces questions ont été abordées dès les années 90 [53], et des propositions variées ont
été proposées depuis (e.g. [37, 54, 64]). Idéalement, pour les nouvelles applications visées,
on pourrait souhaiter que la construction automatique soit couplée avec une validation auto-
matique mais nous sommes aujourd’hui encore loin de cet objectif. Et comme le mentionne
Vrandecic dans le «Handbook of ontologies » [136] la définition de ce qu’est une « bonne
ontologie » reste une question ouverte.
D’un point de vue opérationnel, l’expérience acquise en Ingénierie des ontologies par
différents membres de l’équipe de recherche Connaissances & Décision du Laboratoire d’In-
formatique de Nantes Atlantique dans laquelle s’est effectuée cette thèse nous a convaincus
que l’identification des erreurs était un premier pas pour une intégration contrôlée des ontolo-
gies construites automatiquement ou semi-automatiquement dans des systèmes décisionnels ;
cette identification devant être idéalement suivie par une phase de réparation mais, là encore,
l’objectif semble encore éloigné. Différents travaux ont porté ces dernières années sur l’ana-
lyse des erreurs [11, 19, 107, 108] mais les analyses proposées reposent sur des notions non
standardisées, et de plus, peu d’analyses expérimentales ont été à notre connaissance menées
pour proposer des estimations quantifiées.
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Dans ce contexte, nous avons axé les travaux de cette thèse selon trois axes principaux :
(1) une comparaison de différents outils logiciels disponibles pour la construction automa-
tique basée à la fois sur des aspects techniques et sur des retours d’expérimentations, (2)
la construction d’une typologie des problèmes de qualité reposant sur des définitions stan-
dardisables inspirées de la norme ISO 9126 définie en qualité logicielle, et (3) une analyse
des problèmes de qualité identifiés dans un cadre expérimental que nous avons défini pour
éprouver notre typologie et tenter d’avoir quelques indications quantitatives sur la fréquence
des différents problèmes. Cette démarche est complétée en dernière partie par une proposi-
tion visant à identifier automatiquement une erreur fréquemment observée : la polysémie de
l’étiquetage des concepts.
1.2 Une motivation liée à un contexte applicatif
Outre les besoins identifiés dans la littérature issus de l’évolution des usages des onto-
logies, notre problématique a été également motivée par des questions applicatives posées
dans un projet FUI (Fonds Unique Interministériels) qui a contribué au financement des deux
premières années de thèse (2009-2011). L’objectif général du projet ISTA 3 (Interopérabilité
de 3ème génération pour les sous-traitants de l’aéronautique) initié par un des pôles de re-
cherche fondateurs du Laboratoire international Virtuel pour l’Interopérabilité d’Entreprise
(INTEROP-VLab) (www.interop-vlab.eu) est de rendre interopérables des applications infor-
matiques des sous-traitants de l’aéronautique de rang 2 et 3 1.
De façon générale, actuellement, les entreprises développent des relations de plus en plus
nombreuses, variées, complexes et à haute valeur ajoutée avec des fournisseurs, des clients,
des sous-traitants, etc. Ces relations concernent des métiers différents et sont assurées à tra-
vers des applications informatiques hétérogènes de conception de produit, de PLM (Product
Life cycle Management), de SGDT (Gestion de Données Techniques), de ERP (Enterprise,
Resource Planning), de vente, d’achat, etc. Dans ce contexte, l’interopérabilité de ces appli-
cations devient un enjeu majeur pour s’adapter rapidement et à moindre coût à des nouvelles
coopérations. Dans le domaine de l’Interopérabilité des Systèmes et des Applications infor-
matiques d’Entreprise (ISAE), trois approches ont été proposées afin d’établir l’interopérabi-
lité des systèmes et applications hétérogènes : (1) une approche intégrée en utilisant un format
standard, (2) une approche unifiée en utilisant un méta-modèle et (3) une approche fédérée
permettant aux applications de s’adapter dynamiquement à l’aide d’ontologies. Dans la troi-
sième approche, les ontologies permettent d’aborder le problème d’hétérogénéité sémantique
des différentes applications sans leur imposer un vocabulaire ou un standard unique.
Le projet ISTA3 [3, 65] a intégré différentes recherches actuelles en interopérabilité
d’entreprises : EM/BPM (Enterprise Modelling/Business Process Modelling), MDI (Model-
Driven Interoperability), SOA (Services-Oriented Architecture), et les ontologies. C’est sur
ce dernier aspect qu’a porté notre contribution. Plus précisément, une architecture hybride
a été adoptée pour l’exploitation d’ontologies [137] ; elle est composée d’une ontologie
générique de haut niveau commune aux différentes applications qui doivent interopérer et
1. c’est-à-dire des sous-traitants des sous-traitants des entreprises principales
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d’ontologies spécifiques à chacune d’entre elle. Des relations de spécialisations ou de cor-
respondances ont été identifiées entre les concepts de l’ontologie générique et les concepts
des ontologies spécifiques. L’ontologie générique concerne le cycle de vie du produit de sa
conception à sa fabrication. Les ontologies spécifiques portent sur le produit composite, sur
sa conception et sa fabrication et sur les domaines de vente, de gestion de la production, etc.
Dans le projet, l’ontologie générique a été construite à la main en s’appuyant sur une
partie de la norme STEP (STandard for the Exchange of Product model data) et en réutilisant
des ontologies existantes. En revanche, la construction manuelle des ontologies spécifiques
nécessitait une expertise métier forte dont l’acquisition s’est heurtée à la faible disponibilité
des experts des entreprises partenaires. S’est donc « naturellement » posée la question d’un
recours à une construction automatique ou semi-automatique à partir de corpus de textes
techniques disponibles dans le champ industriel du projet. Et, dans un contexte opérationnel,
nous avons été conduits à nous interroger sur la qualité des ontologies ainsi construites.
1.3 Contributions de la thèse
Avec comme objectif in fine l’amélioration de la qualité des ontologies construites auto-
matiquement à partir de textes, nous aurions pu choisir de développer un nouveau processus
de construction automatique. Cependant, deux raisons nous ont dissuadés de nous engager
dans cette démarche. La première est liée aux contraintes du projet ISTA3 qui a financé les
deux premières années de cette thèse. La durée restreinte (deux ans) de ce projet collectif am-
bitieux n’était pas adaptée à un cycle de développement complet débouchant sur des résultats
sur les corpus industriels du projet. La seconde raison est liée à un manque de retours expéri-
mentaux sur les systèmes existants. Avant de s’engager sur le développement d’un nouveau
processus, il paraît raisonnable de s’appuyer sur un état des lieux des avantages et limites
des outils actuels de construction automatique. Or, à notre connaissance, seules quelques
comparaisons partielles ont été publiées dans la littérature.
Sans prétendre à l’exhaustivité nous avons donc choisi de commencer nos recherches par
une telle comparaison selon deux axes complémentaires : les caractéristiques techniques et
fonctionnelles des outils (entrées / sorties / prétraitements, disponibilité, paramétrage, etc.),
et la qualité des résultats expérimentaux comparés à une ontologie faite « à la main » par
un expert. Le cadre d’analyse a été balisé par le référentiel de tâches de Methontology [44]
qui est certainement l’un des plus connus en Ingénierie des Connaissances. L’analyse des
resultats expérimentaux a mis en évidence une qualité globale assez faible avec cependant
une forte hétérogénéité, et nous a permis de dégager les outils plus performants.
Lors de cette première analyse expérimentale nous avons commencé à identifier différents
problèmes de qualité sans toutefois en avoir une vision globale et structurée. Devant la fré-
quence élevée et / ou l’importance supposée de certains, nous avons décidé d’orienter la suite
de nos travaux sur leur identification « systématique ». Un état de l’art sur les problèmes
de qualité nous a convaincus de l’absence d’une approche standardisée. Nous avons ainsi
proposé une typologie des problèmes de qualité selon deux dimensions complémentaires :
(1) les erreurs (qui rendent l’ontologie inutilisable ou non conforme aux attentes) versus les
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situations indésirables (qui affectent l’ontologie sans la rendre inutilisable), (2) les aspects lo-
giques versus les aspects sociaux (qui concernent les expériences et les connaissances tacites
des utilisateurs). La description des cas de la typologie s’appuie sur une formalisation rigou-
reuse concernant les aspects logiques, et une tentative de précision concernant les aspects
sociaux qui sont beaucoup plus délicats à capter.
Cette typologie a été testée de façon expérimentale : nous nous sommes appuyés sur elle
pour identifier les problèmes de qualité associés à deux ontologies construites à partir de
corpus textuels distincts avec l’outil Text2Onto, qui est ressorti comme étant l’un des plus
efficaces lors de notre comparaison préalable. Cette analyse a permis de recueillir quelques
estimations statistiques – pour lesquelles nous sommes conscients des limites de leur signifi-
cativité – de la fréquence des problèmes. Nous l’avons complétée par une analyse des facteurs
explicatifs en reprenant la séquence des tâches de Methontology.
Toujours conscients des nécessités d’une automatisation, au moins partielle, la dernière
partie de nos recherches a été consacrée à la question de l’identification automatique des pro-
blèmes de qualité. Après un rapide état de l’art des approches proposées dans la littérature
pour chacun des problèmes de notre typologie, nous avons développé une nouvelle heuris-
tique pour l’identification des étiquettes des concepts polysémiques, qui est un problème qui
a été fréquemment rencontré dans nos expérimentations et pour lequel nous pensons qu’une
première détection automatique peut être efficace.
L’étape suivante – la réparation automatique – n’est pas traitée dans ce manuscrit mais
discutée en dernière partie.
1.4 L’organisation du manuscrit
La structure du manuscrit suit la chronologie de notre démarche décrite ci-dessus. Le
document est organisé en 8 chapitres.
Le Chapitre 2 rappelle les définitions proposées pour définir la notion d’« ontologie » et
décrit les différents éléments qui la composent. Nous détaillons plus particulièrement deux
définitions – celles proposées par Stumme et al., 2003 [126] et Guarino et al., 2009 [60] – sur
lesquelles nous nous appuyons dans la suite. Elles proposent deux regards complémentaires :
l’une décrit l’ontologie sous son aspect structurel, et l’autre sous son aspect spécification
formelle d’une conceptualisation.
Le Chapitre 3 est un état de l’art des approches et outils logiciels qui ont été proposées
dans la littérature pour la construction automatique des ontologies à partir de textes. Sans être
exhaustifs, nous avons tenté de balayer les principales approches en les associant à des outils
opérationnels basés sur des algorithmes différents.
Le Chapitre 4 est consacré à la comparaison des différentes approches de construction
automatique d’ontologies et des outils qui leur sont associés. Nous y définissons un cadre
d’analyse qui permet une comparaison assez complète qui recouvre différents aspects : le
degré de complétude et d’automatisation des approches, les caractéristiques techniques et
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fonctionnelles des outils et la qualité des résultats obtenus dans le cadre d’une expérimenta-
tion.
Le Chapitre 5 commence par un état de l’art sur les problèmes qui affectent la qualité
des ontologies. Cet état de l’art met en évidence la variété des problèmes – et même des
terminologies employées dans la littérature –. Nous proposons ensuite une typologie des
problèmes inspirée des travaux sur la qualité en génie logiciel et sur la qualité des modèles
conceptuels.
Le Chapitre 6 tente tout d’abord d’associer la présence potentielle des problèmes de qua-
lité de la typologie aux différentes tâches de Methontology. Puis, il présente une expérimen-
tation sur deux ontologies – dont l’une relative aux données du projet ISTA3 – construites
automatiquement avec l’outil Text2Onto.
Le Chapitre 7 liste pour chaque problème des heuristiques qui ont été proposées dans
la littérature pour leur identification automatique. Puis, nous décrivons plus en détails une
heuristique que nous avons développée pour l’identification de problème de polysémie dans
l’étiquetage des concepts. Des retours d’expériences sur les ontologies construites au Cha-
pitre 6 sont exposés.
Le Chapitre 8 tire les conclusions de notre démarche et trace des perspectives à court et
moyen terme.
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2.1 Introduction
Sans revenir à Aristote, depuis le XVI siècle le terme d’ontologie a été utilisé en philoso-
phie pour designer la « théorie de l’être en tant qu’être 1 », une manière d’étudier et d’expri-
mer ce qui est « vrai » concernant les choses qui existent. Quelques siècles plus tard et après
l’avènement des systèmes experts en intelligence artificielle, l’ingénierie des connaissances
a renoué avec ces questions philosophiques pour tenter de modéliser les « connaissances »
d’un domaine pour pouvoir les exploiter dans des systèmes informatiques pour différentes
tâches (aide à la décision, recherche d’informations, etc.).
Ce chapitre a pour objectif de préciser la notion d’ontologie utilisée en ingénierie des
connaissances et de rappeler les définitions sur lesquelles nous nous appuyons dans la suite.
Dans la première section (Section 2.2) nous revenons sur les données, les informations et
les connaissances qui sont au coeur de l’ingénierie des connaissances. Dans la Section 2.3
nous présentons différentes définitions qui ont été associées à la notion d’ontologie et nous
détaillons les principaux éléments constitutifs d’une ontologie. Quelques éléments sur le lan-
gage OWL, utilisé pour représenter les différentes ontologies construites dans le cadre de
cette thèse, sont introduits dans la Section 2.5. La Section 2.6, plus formelle, précise la
structure d’une ontologie, définie formellement par Stumme et al. [126] et les notions de
conceptualisation et de modèle intentionnel définies formellement par Guarino et al. [60].
Ces notions nous sont utiles au chapitre 5 pour construire une typologie des problèmes de
qualité.
2.2 Des données aux connaissances
La définition d’une ontologie comme «moyen» opérationnel pour représenter et partager
des connaissances repose sur la notion très discutée de « connaissance ».
L’informatique est souvent associée à la « science du traitement de l’information » [66],
et le sous-domaine de l’ingénierie des connaissances à la « science de l’intégration des
connaissances dans des systèmes informatiques pour résoudre des problèmes complexes né-
cessitant un haut degré d’expertise humaine » [43]. Dans des définitions plus précises, les
termes connaissance, information et donnée sont souvent associés avec des sens variés. Le
même contenu peut être considéré en tant que donnée, qu’information ou que connaissance
en fonction du degré d’interprétation et d’intégration qu’un agent rationnel lui donne ; l’agent
rationnel pouvant être un système informatique ou un être humain.
Il semble qu’il y ait un certain consensus pour considérer les données comme un en-
semble de symboles dont la signification limitée est cadrée par le langage qui permet de
les décrire. Tout système informatique prend en entrée, produit et manipule des données.
L’information est l’interpretation qu’un agent donne, dans un contexte donné, à ces sym-
boles.
Par exemple, « 20 » peut être considéré comme une donnée qui est composée de deux
symboles, « 2 » et « 0 », d’un alphabet numérique. Mais, si cette donnée se trouve dans une
base de données dans un champ interprété par le système comme étant l’âge d’une personne,
alors cette donnée devient une information.
1. D’après l’Encyclopaedia Universalis.
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La différence entre information et connaissance a été l’objet de nombreux débats qui
dépassent le cadre de cette thèse [13, 66, 74]. Nous considérons ici que l’information devient
connaissance quand elle est utilisée par un agent rationnel [13, 66, 74]. Celui-ci peut associer
l’information à d’autres informations ou connaissances qu’il possède déjà. Les connaissances
sont des informations qui peuvent servir comme support pour la prise de décisions ou comme
fondement pour un raisonnement.
Les connaissances peuvent être explicites ou tacites [24, 98]. Les connaissances ta-
cites sont les connaissances qui existent implicitement (comme résultat de l’expérience, par
exemple) dans l’esprit humain et dans les organisations et qui ne sont pas exprimées de façon
explicite.
Les connaissances explicites sont les connaissances décrites à l’aide d’un moyen de com-
munication (par exemple un ensemble de symboles associé à des règles de composition) dont
la transmission, le partage et la sauvegarde peuvent être rendues opérationnelles.
En ingénierie des connaissances, l’objectif est de formaliser et de rendre accessibles les
connaissances explicites aux systèmes informatiques et aux êtres humains ; l’accessibilité
des connaissances tacites aux systèmes informatiques étant elle une quête encore éloignée
aujourd’hui.
2.3 Des connaissances aux ontologies
La définition proposée par Gruber [57] en 1993 reste la définition de référence de la
notion d’ontologie dans le domaine de l’ingénierie des connaissances : « une ontologie est
une spécification explicite d’une conceptualisation ». Différentes variations l’ont suivie. En
1997, Borst [14] a proposé une définition légèrement différente : « une ontologie est une
spécification formelle d’une conceptualisation partagée». L’année suivante, en 1998, Studer
et al. [125] ont unifié les deux définitions : « une ontologie est une spécification formelle,
explicite d’une conceptualisation partagée ». Comme d’autres auteurs, Guarino et al. [60]
ont proposé une analyse approfondie de la signification de cette définition et ont argumenté
l’importance de chacun des termes qui la composent.
D’après Gruber [57] une « conceptualisation » est « une vue abstraite et simplifiée du
monde que l’on souhaite représenter dans un but donné». Le qualificatif « partagée» associé
à la notion de conceptualisation indique qu’elle est le résultat d’un compromis conduisant à
un socle commun qui satisfait une communauté de personnes.
La spécification « formelle » d’une conceptualisation est la transposition de celle-ci dans
un langage qui peut être interprété par les machines. L’expression « spécification explicite »
indique que dans une ontologie « le type des concepts et les contraintes sur leurs utilisations
sont explicitement définies » [125].
Au-delà des définitions générales, différents types d’ontologies ont été considérés selon
les objectifs visés : ontologies de domaine, ontologies de tâches, ontologies terminologiques,
etc. On peut distinguer aussi, selon le degré de complétude des modèles sous-jacents, les
ontologies « légères» des ontologies « lourdes» [66, 131] qui peuvent intégrer des axiomes.
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Figure 2.1: Triangle sémiotique.
2.4 Les composants de base d’une ontologie
Quelles que soient les définitions, les composants élémentaires d’une ontologie sont les
concepts et les relations qui peuvent avoir des instances. Dans cette section introductive,
nous complétons la liste de ces composants élémentaires par les axiomes. Mais nous ne les
considérons plus dans la suite car dans le domaine de la construction automatique qui nous
intéresse ici leur intégration est encore un problème largement ouvert.
2.4.1 Les concepts
Dans le dictionnaire, un concept est défini comme étant une « idée générale et abstraite
que se fait l’esprit humain d’un objet de pensée concret ou abstrait, et qui lui permet de ratta-
cher à ce même objet les diverses perceptions qu’il en a, et d’en organiser les connaissances».
Cette notion a été illustrée à l’aide d’un triangle sémiotique (figure 2.1) [25]. Chaque concept
est défini par trois aspects :
1. son extension, ou sa définition référentielle : l’ensemble des êtres, objets ou faits aux-
quels le concept fait référence ;
2. son intension, ou sa définition différentielle : l’abstraction conceptuelle d’un ensemble
des caractéristiques essentielles communes aux êtres, objets ou faits auxquels le concept
fait référence et qui lui permettent de se différencier des autres concepts ;
3. un ou plusieurs termes, ou étiquettes (labels) : les expressions verbales qui permettent
la désignation du concept dans un langage.
Les êtres, objets ou faits qui constituent l’extension d’un concept sont les instances
du concept. L’extension d’un concept peut être vide, notamment dans le cas des concepts
abstraits comme, par exemple, la « Vérité ». Deux concepts peuvent avoir la même exten-
sion mais des intensions différentes. Par exemple, un ensemble composé des deux jeunes
{Jean, Paul} peut être l’extension du concept «Etudiant» et du concept «Humain», qui ont
des intensions différentes. La plupart des auteurs considèrent que l’intention d’un concept
permet à elle seule de définir le sens du concept.
Plusieurs termes peuvent être l’étiquette d’un même concept (par exemple, « four »,
« fourneau », « fournil »). Un terme peut être l’étiquette de plusieurs concepts (par exemple,
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le terme « kiwi » peut être l’étiquette du concept « oiseau terrestre incapable de voler, en-
démique de la Nouvelle-Zélande et appartenant à l’ordre Apterygiformes » mais aussi du
concept « fruit de plusieurs espèces de lianes du genre Actinidia »).
Un concept peut être caractérisé par des propriétés valuées, appelées aussi des attributs.
Par exemple, le concept «Etudiant» a les attributs «Date de naissance» et «Numéro d’étu-
diant ». Les attributs peuvent avoir des valeurs différentes pour chacune des instances asso-
ciées au concept.
Certains auteurs distinguent les concepts « primitifs » des concepts « définis » [87]. Les
concepts primitifs, « dont on postule l’existence » [87], sont décrits par des propriétés né-
cessaires (mais non suffisantes), alors que les concepts définis sont décrits par des propriétés
nécessaires et suffisantes.
2.4.2 Les relations
Les relations, appelées aussi « propriétés d’objet » dans le cadre du langage OWL et
des « rôles » dans le cadre des langages de la logique de description, décrivent des associa-
tions entre deux concepts 2. Un ou plusieurs termes peuvent être associés à une relation en
tant qu’étiquettes, tout comme un ensemble de règles spécifiant les propriétés logiques de la
relation (la transitivité, la symétrie, la fonctionnalité, etc.).
La relation taxonomique (ou de subsomption) est un type particulier de relation entre
les concepts. Elle est prédéfinie dans tous les langages pour la représentation des ontologies.
C’est une relation transitive, asymétrique et réflexive. Elle définit un ordre partiel entre les
concepts de l’ontologie et permet leur organisation dans une hiérarchie avec des héritages
multiples.
La relation taxonomique (« is a ») est l’ossature des ontologies. Certaines se réduisent
d’ailleurs à cette relation ; on parle alors de « taxonomie ». D’autres intègrent d’autres rela-
tions mais dont le rôle structurant reste modeste devant la relation taxonomique. Par exemple,
sans rentrer ici dans le débat sur l’association de WordNet à une ontologie, une analyse a
montré que la hiérarchie de subsomption (ici définie par les relations d’hyponymie et de hy-
péronymie) contenait près de 80% des relations (pour un ensemble de plus de 140000 noeuds)
[18].
2.4.3 Les axiomes
Les axiomes sont des expressions logiques qui permettent de préciser la signification
des concepts et des relations. Les axiomes sont aussi nommés des « connaissances inféren-
tielles » parce qu’ils spécifient des règles de raisonnement qu’un moteur d’inférence peut
utiliser pour déduire des nouvelles connaissances. Ils précisent la signification des concepts
et des relations en définissant, par exemple, des restrictions sur les valeurs des attributs ou
sur les arguments des relations.
Par exemple, les deux relations Amis(Humain,Humain) et Ennemis(Humain,Humain)
ont un apport sémantique limité. Mais leurs significations peuvent être précisées à l’aide de
trois axiomes : (1) Les amis de mes amis sont mes amis, (2) Les ennemis de mes ennemis sont
mes amis et (3) Les ennemis de mes amis sont mes ennemis.
2. Certaines logiques de description permettent la définition de relations qui associent plus de deux concepts.
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2.5 Représentation des ontologies. Le langage OWL
La définition de la notion d’ontologie proposée par Gruber précise que celle-ci est une
spécification formelle sans détailler le formalisme qui doit être utilisé pour spécifier les
connaissances. Depuis le début de années 1990, une multitude de formalismes (frames, lo-
giques de description, graphes conceptuels) et de langages (RDF, OIL, DAML, OWL) ont
été proposés.
En 2004 une première version du langage OWL (Web Ontology Language) 3 a été nor-
malisée par W3C et proposée comme standard pour la représentation des connaissances sur
Internet. Trois sous-langages ont été associés, classés par ordre d’expressivité croissante :
OWL-Lite, OWL-DL et OWL-Full.
OWL-Lite a été conçu pour permettre la représentation de hiérarchies de concepts avec
une expressivité limitée ; par exemple, il ne permet pas de définir des concepts comme l’union
d’autres concepts, mais il permet de les définir comme l’intersection d’autres concepts, et les
seules contraintes de cardinalité acceptées sont 0 et 1.
OWL-DL (OWLDescription Logic) est un surensemble de OWL-LITE conçu pour offrir
une expressivité maximale tout en garantissant la complétude du calcul (toutes les inférences
sont assurées) et la décidabilité des algorithmes d’inférence. Par exemple, parmi les éléments
interdits en OWL-Lite et acceptés en OWL-DL on peut citer les concepts définis comme
l’union d’autres concepts, comme une énumération ou comme une négation ou encore les
axiomes de disjonction entre concepts.
OWL-FULL offre, en plus d’une expressivité maximale, la liberté syntaxique de RDF
(par exemple, le recouvrement de types : un concept peut aussi être une propriété ou un
individu, et réciproquement) avec en contrepartie la perte de la garantie de complétude et de
décidabilité des inférences.
Toute ontologie OWL-Lite conforme est une ontologie OWL-DL conforme et toute on-
tologie OWL-DL conforme est une ontologie OWL-FULL conforme.
Quelle que soit sa mouture, les éléments les plus importants proposés par le langage
OWL sont les classes, les individus et les propriétés. Différents types d’axiomes peuvent être
utilisés pour mieux formaliser leur sémantique : disjonction, équivalence, inverse, symétrie,
réflexivité, transitivité, etc.
Les individus OWL sont des instances des classes. Les classes OWL correspondent à la
notion de concept. Dans OWL-FULL une classe peut être une instance d’une autre classe (i.e.
méta-classe) alors que dans les deux autres déclinaisons de OWL seuls les individus peuvent
être instances d’une classe. Il y a 6 manières de déclarer une classe en OWL :
1. en précisant son nom (respectivement son adresse URI) ;
2. en énumérant ses individus ;
3. comme une restriction (contraintes sur les valeurs ou les cardinalités des propriétés)
d’une autre classe ;
4. comme l’intersection d’autres classes (équivalent à la conjonction logique) ;
5. comme l’union d’autres classes (équivalent à la disjonction logique) ;
6. comme complément d’une autre classe (équivalent à la négation logique).
3. http://www.w3.org/TR/owl-features
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Il existe deux types de propriétés en OWL :
– Object property (« propriétés d’objet », relations conceptuelles) pour définir les rela-
tions entre concepts : par exemple, la propriété grand_parent(Homme, Enfant) exprime
une relation entre le concept Homme et le concept Enfant
– Datatype property (attributs) pour définir les relations entre un concept et un type de
données : par exemple, la propriété date_naissance associe au concept Homme le type
de données Date.
Une nouvelle version, OWL 2.0, a été proposée en 2009. Elle offre une plus grande ex-
pressivité (elle permet, par exemple, la disjonction des propriétés) et instaure trois nouveaux
profils du langage censés faciliter l’utilisation et l’implémentation : OWL-EL garantit une
complexité polynomiale des inférences ; OWL-QL facilite l’implémentation de l’ontologie
dans les bases de données et OWL-RL facilite l’implémentation de l’ontologie dans un mo-
teur de règles.
Comme OWL 1.0 et OWL 2.0 sont devenus des standards et que OWL 1.0 reste encore
dominant, nous avons choisi d’utiliser dans cette thèse OWL 1.0 pour représenter les diffé-
rentes ontologies.
2.6 Définitions formelles
Dans la littérature plusieurs définitions formelles de la notion d’ontologie ont été propo-
sées [25, 38, 59, 60, 126]. Dans cette section, nous présentons deux de ces définitions sur
lesquelles nous nous appuyons dans la suite de ce manuscrit.
La première définition, proposée en 2003 par Stumme et al. [126] (Section 2.6.1), consi-
dère l’ontologie comme une structure composée et précise ses composants élémentaires et
les relations entre eux. La deuxième définition (Section 2.6.2), proposée par Guarino et ses
collaborateurs et dont la dernière version a été publiée en 2009 [60], considère qu’une onto-
logie est avant tout une conceptualisation. Elle met en évidence les limitations inhérentes à
la représentation d’une conceptualisation en tant que spécification formelle et à la reconstitu-
tion de la conceptualisation par l’interprétation de la spécification formelle. Plusieurs notions
introduites dans le cadre de cette définition (modèles, modèles intentionnels, interprétation
de l’ontologie, etc.) sont utilisées dans le Chapitre 5 de cette thèse.
2.6.1 Définition d’une ontologie en tant que structure composée
D’après Stumme et al. [126] une ontologie peut être définie du point de vue formel en
précisant sa structure, ses composants et les types d’interactions possibles entre les compo-
sants.
De´finition 2.6.1 (Ontologie)
Une ontologie est une structure O = {C,R,A,T, σR, σA,≤R,≤C} avec :
– C - un ensemble de concepts ;
– R - un ensemble de relations ;
– A - un ensemble d’attributs ;
– T - un ensemble de types de données (entiers, booleens, dates, chaînes de caractères,
etc.) ;
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– tels que les éléments de C, R, A, T sont disjoints ;
– σR - une fonction de R dans C × C appelée signature de relation et qui précise les
concepts ci, c j ∈ C, qui sont liés par une relation r ∈ R ;
– σA - une fonction de A dans C × T appelée signature d’attribut et qui précise, pour
chaque attribut a ∈ A, les concepts qu’il décrit et son type de données ;
– ≤C - un ordre partiel sur C appelé hiérarchie de concepts ou taxinomie ;








) 4 pour 1 ≤ i ≤ 2 (le i-ème concept lié par la relation r1 est
égal à ou est une spécialisation du i-ème concept lié par la relation r2).
De´finition 2.6.2 (Domaine et co-domaine)










En complément, une « ontologie lexicalisée » est une ontologie dans laquelle on associe
une étiquette à chacun des composants et une « base de connaissances » (ou « ontologie
peuplée ») est une ontologie contenant des instances de concepts, de relations et d’attributs.
On peut également définir formellement un système axiomatique pour l’ontologie, mais nous
l’omettons sciemment dans la suite parce que son utilité dépasse le cadre de cette thèse.
2.6.2 Définition de l’ontologie en tant que conceptualisation
Guarino et al., 2009 [60] ont défini formellement la notion d’ontologie en partant de
sa définition informelle la plus largement acceptée : « une ontologie est une spécification
formelle, explicite d’une conceptualisation partagée ». Ils ont d’abord défini formellement la
notion de conceptualisation et ensuite précisé ce qu’est une spécification explicite et formelle
d’une conceptualisation.
2.6.2.1 Qu’est-ce qu’une conceptualisation ?
Gruber [57] s’est inspiré des travaux de Genesereth et Nilsson [51] pour préciser de
manière informelle qu’une conceptualisation est « une vue abstraite et simplifiée du monde
que l’on souhaite représenter » et que toute conceptualisation est composée des « objets,
concepts et autres entités qui sont censées exister dans un domaine d’intérêt et des relations
qui existent entre ces éléments ».
Nous avons rappelé (Section 2.4.1) qu’un concept peut être défini en décrivant son in-
tension et que son extension peut varier en fonction du contexte d’utilisation. Ce principe
peut être appliqué aussi aux relations. L’extension d’un concept peut être précisée en énumé-
rant toutes ses instances ; celle d’une relation en énumérant toutes les associations entre les
instances qui composent les extensions des concepts impliqués dans la relation.
Comme une conceptualisation est composée des « objets . . . censés exister . . . et des
relations entre eux », Guarino et al. définissent la conceptualisation d’une situation concréte
d’un domaine d’intérêt par énumération des objets qui existent dans le domaine, de leurs
types (i.e. les concepts qui leur sont associés) et des relations entre eux (ces relations entre
objets sont des instances des relations entre les concepts).
4. pii (n) représente le i-ème élément du n-uplet n
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De´finition 2.6.3 (Structure relationnelle extensionnelle ou conceptualisation définie de fa-
çon extensionnelle)
Une structure relationnelle extensionnelle est un tuple (D,R) où
– D est un ensemble – nommé l’univers du discours – dont les éléments sont des objets
existant dans le domaine d’intérêt ;
– R est un ensemble de relations sur D pour lesquelles on précise les extensions ; les
concepts sont un cas particulier de relations dans cet ensemble (i.e. des relations
unaires).
Exemple 2.6.1 (inspiré de l’exemple proposé par Guarino et al., 2009 [60]) Supposons
que le domaine d’intérêt soit constitué par les relations entre les employés qui travaillent
à la conception d’une ontologie dans une entreprise ayant 100 employés (figure 2.2). Pour
chaque employé on connaît seulement son identifiant : la lettre ’E’ suivie du numéro de l’em-
ployé. Supposons également que les seuls objets de ce domaine sont les employés et que R
contient trois relations unaires (Employé, Manager et Chercheur) et deux relations binaires
(coopère_avec et subordonné_à). La structure relationnelle extensionnelle correspondante
(D,R) est définie comme suit :
– D = { E001, . . ., E100 } – l’univers du discours
– R = { Employé, Manager, Chercheur, coopère_avec, subordonné_à } – l’ensemble de
relations extensionnelles
– Employé = D
– Manager = { . . . , E001, E015, . . . }
– Chercheur = { . . . , E005, E053, E099, . . . }
– coopère_avec = { . . . , (E005, E015), (E099, E005), . . . }
– subordonné_à = { . . . , (E005, E001), (E053, E015), (E099, E001), (E100, E015), . . . }
Exemple 2.6.2 Considérons maintenant une évolution (D′,R′) de l’exemple 2.6.1 dans la-
quelle
– D′ = D et
– R′ = { Employé, Manager, Chercheur, coopère_avec′, subordonné_à } où
– coopère_avec′ = coopère_avec ∪ { (E100, E053) } .
Bien que le domaine d’intérêt et la signification des relations soient restés les mêmes
et que nous n’ayons ajouté qu’un seul nouvel élément à l’extension d’une des relations, il
est évident que (D,R) , (D′,R′). Le problème vient du fait que les relations sont défi-
nies à l’aide de leurs extensions qui reflètent un état particulier du domaine d’intérêt et ne
parviennent pas à capter les significations des relations et les caractéristiques essentielles
qui différencient les binômes (i.e. paires d’employés) qui font partie de l’extension de la
relation de ceux qui n’en font pas partie. Admettons que, dans nos exemples, pour les re-
lations coopère_avec et coopère_avec′ les caractéristiques essentielles sont (1) l’existence
d’un objectif commun aux deux employés impliqués dans la relation et (2) le fait que les
deux employés déclarent agir pour atteindre cet objectif. La signification des deux relations
peut être définie par une fonction qui, prenant en entrée une description détaillée de l’état du
domaine d’intérêt, identifie tous les binômes qui coopèrent. Cette fonction est la définition
intensionnelle de la relation coopère_avec.



























Figure 2.2: Une petite partie du domaine d’intérêt de l’exemple 2.6.1.
La formalisation d’une relation définie de façon intensionnelle repose sur les notions
de « système » et de «monde » (ou « état du monde »). Un « système » correspond à la
réalité du domaine d’intérêt perçue à un certain niveau de granularité et décrite à l’aide d’un
ensemble de variables.
Dans notre exemple, le système est un groupe d’employés qui interagissent. Considérons
que ce système soit observé à un niveau de granularité où les composants élémentaires sont
les employés et où les seules variables observées sont celles qui indiquent si un employé a
un certain objectif (appartenant à une liste prédéfinie d’objectifs) et s’il agit pour atteindre
l’objectif. Si un seul objectif est prédéfini, alors l’état de chaque employé est décrit à l’aide
de deux variables booléennes : (1) la première indique si l’employé considère l’objectif pré-
défini comme son propre objectif et (2) la deuxième indique si l’employé agit pour atteindre
l’objectif. Comme notre système contient 100 employés, son état est décrit par 100×2 = 200
variables. Toute combinaison possible pour les valeurs de ces variables constitue un état du
monde.
De´finition 2.6.4 (Monde)
Un état du monde d’un système S est une combinaison unique des valeurs de toutes
les variables qui caractérisent le système. Unmonde est un ensemble totalement ordonné des
états du monde, correspondant à l’évolution du système dans le temps. Si, pour simplifier, le
temps n’est pas pris en compte alors les définitions d’un état du monde et du monde sont
équivalentes.
A partir de ces définitions, Guarino et al. précisent ce qu’est une relation conceptuelle
(ou relation intensionnelle).
De´finition 2.6.5 (Relation conceptuelle ou relation intensionnelle)
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Soit S un système quelconque, D un ensemble d’éléments distincts de S , et W l’en-
semble des états du monde possibles pour S . Le tuple (D,W), qui précise l’espace de va-
riabilité de l’univers du discours D par rapport aux états possibles du S , est nommé es-
pace du domaine pour S . Une relation conceptuelle ρn d’arité n sur (D,W) est une fonction
ρ
n : W → 2D
n
entre l’ensemble W et l’ensemble de toutes les relations extensionnelles d’arité
n entre les éléments de D.
La définition d’une conceptualisation peut donc être réécrite en remplaçant les relations
extensionnelles par des relations conceptuelles.
De´finition 2.6.6 (Conceptualisation ou structure relationnelle intensionnelle)
Une conceptualisation (ou structure relationnelle intensionnelle) d’un système S est un
triple C = (D,W,ℜ) où D est l’univers du discours, W est l’ensemble de mondes possibles,
etℜ est un ensemble de relations conceptuelles sur l’espace du domaine (D,W) pour S .
Exemple 2.6.3 En reprenant le système défini dans les exemples 2.6.1 et 2.6.2 nous pouvons
maintenant définir une conceptualisation unique compatible avec les deux états du système :
– D = { E001, . . . , E100} – l’univers du discours
– W = { w1, w2, . . . } – l’ensemble des mondes possibles
– ℜ = { Employé′′, Manager′′, Chercheur′′, coopère_avec′′, subordonné_à′′ } – l’en-
semble des relations conceptuelles
Nous considérons que les relations unaires (Employé′′, Manager′′, Chercheur′′) ont la
même extension dans toutes les mondes possibles :
– pour tous les mondes possibles Employé = D
– pour tous les mondes possibles Manager = { . . . , E001, E015, . . . }
– pour tous les mondes possibles Chercheur = { . . . , E005, E053, E099, . . . }
– coopère_avec′′(w1) = { . . . , (E005, E015), (E099, E005), . . . }
– coopère_avec′′(w2) = { . . . , (E005, E015), (E099, E005), (E100, E053), . . . }
– coopère_avec′′(w3) = . . .
– subordonné_à′′(w1) = { . . . , (E005, E001), (E053, E015), (E099, E001), (E100, E015),
. . . }
– subordonné_à′′(w2) = . . .
2.6.2.2 Qu’est-ce qu’une spécification formelle et explicite d’une conceptualisation ?
La spécification formelle d’une conceptualisation repose sur l’expression via un langage
logique de l’ensemble de définitions intensionnelles des concepts et des relations. L’ensemble
de formules logiques obtenu – appelé aussi « théorie logique »– constitue l’ontologie.
L’écriture d’un ensemble de formules logiques à l’aide d’un langage logique du premier
ordre nécessite, en plus des opérateurs logiques, un alphabet qui constitue le vocabulaire de
la théorie logique.
Pour une conceptualisation chaque élément du vocabulaire peut être associé soit aux élé-
ments qui composent la définition extensionnelle de la conceptualisation (i.e. aux éléments
de D et de R), soit aux éléments qui composent la définition intensionnelle de la conceptua-
lisation (i.e. D et ℜ). Dans le premier cas on parle d’un «modèle » de la théorie logique et
dans le deuxième d’un « engagement ontologique ».
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De´finition 2.6.7 (Modèle ou structure extensionnelle de premier degré)
Soit L un langage logique du premier ordre, V le vocabulaire associé, etS = (D,R) une
structure relationnelle extensionnelle. Un modèle, nommé aussi structure extensionnelle de
premier degré, pour L est un tuple M = (S, I), où I (fonction d’interprétation extensionnelle)
est une fonction I : V → D ∪ R qui associe chaque symbole du vocabulaire V à un élément
de D ou à une relation extensionnelle de R.
De´finition 2.6.8 (Engagement ontologique ou structure intensionnelle de premier degré)
Soit L un langage logique du premier ordre, V le vocabulaire associé, et C = (D,W,ℜ)
une conceptualisation. Un engagement ontologique (ontological commitment), nommé aussi
structure intensionnelle de premier degré, pour L est un tuple K = (C,I), où I (fonction
d’interprétation intensionnelle) est une fonction I : V → D∪ℜ qui associe chaque symbole
du vocabulaire V à un élément de D ou à une relation intensionnelle deℜ.
Exemple 2.6.4 Pour l’exemple 2.6.1 le vocabulaire V est composé par les noms des 5 re-
lations : V = { Employé, Manager, Chercheur, coopère_avec, subordonné_à } . Un modèle
associe chacun des symboles du vocabulaire à un ensemble qui constitue l’extension de la
relation ; par exemple, Employé → { I001, . . ., I100 }. Un engagement ontologique associe
chacun des symboles du vocabulaire à une relation conceptuelle ; par exemple, Employé →
Employé′′.
Intuitivement, l’engagement ontologique peut être considéré comme une extension in-
tensionnelle de la notion standard de modèle. En principe, pour un état du monde donné w,
les éléments associés à un symbole dans le cadre d’un modèle M peuvent être obtenus en
appliquant à la description de l’état du monde la fonction ρ qui définit la relation concep-
tuelle associée au même symbole par l’engagement ontologique correspondant. Il est évident
que ces ensembles d’éléments (celui associé par le modèle M et celui obtenu à l’aide de la
fonction ρ) peuvent être différents si, par exemple, l’état du monde w n’est pas compatible
avec la définition donnée à la relation par la fonction ρ. On peut donc distinguer, parmi tous
les modèles d’une théorie logique, ceux qui sont compatibles avec une conceptualisation –
nommés «modèles intentionnels » de ceux qui ne sont pas compatibles.
De´finition 2.6.9 (Modèles intentionnels)
Soit C = (D,W,ℜ) une conceptualisation, L un langage logique du premier ordre, V
le vocabulaire associé, et K = (C,I) un engagement ontologique. Un modèle M = (S , I),
avec S = (D,R), est nommé modèle intentionnel (intended model) du langage L respectant
l’engagement K si et seulement si les deux propriétés suivantes sont vérifiées :
1. Pour tous les symboles constants 5 t ∈ V on a I(t) = I(t)
2. Il existe un monde w ∈ W tel que, pour chaque symbole prédicatif 6 v ∈ V il existe une
relation intensionnelle ρ ∈ ℜ satisfaisant I(v) = ρ et I(v) = ρ(w).
On note IK(L) l’ensemble des modèles intentionnels du langage L qui respectent l’enga-
gement ontologique K.
La première condition exige que le modèle M et l’engagement ontologique K associent
chaque symbole identifiant une constante au même élément de D. Dans l’exemple 2.6.1 il n’y
5. Un « symbole constant » est un symbole associé à un élément de D
6. Un « symbole prédicatif » est un symbole associé à un élément de R
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Figure 2.3: Illustration des relations entre une conceptualisation, le langage utilisé pour sa forma-
lisation, les modèles intentionnels et l’ontologie (extrait de Guarino et al. (2009) [60]).
a aucun symbole identifiant une constante. La deuxième condition exige que l’extension as-
sociée à un symbole par le modèle M correspondant à l’état du monde w soit identique à celle
obtenue en appliquant la fonction ρ (associée au symbole par l’engagement ontologique K) à
la description de w. Par exemple, pour w1, I(Employé) = { I001, . . ., I100 } = Employé′′(w1).
Avec ces précisions il est possible de définir l’ontologie comme une théorie logique
conçue de sorte que tous ses modèles soient des modèles intentionnels.
De´finition 2.6.10 (Ontologie)
Soit C une conceptualisation, L un langage logique du premier ordre de vocabulaire V,
et un engagement ontologique K. Une ontologie OK est une théorie logique composée d’un
ensemble de formules du L telles que l’ensemble de ses modèles approxime « au mieux »
l’ensemble des modèles intentionnels du langage L selon K.
La figure 2.3 illustre les relations entre les différentes notions introduites dans cette sec-
tion : conceptualisation, engagement ontologique, modèles intentionnels et ontologie.
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2.7 Conclusion
Dans ce chapitre, nous avons rappelé les définitions intuitives puis plus formelles de la
notion d’ontologie telle qu’elle est utilisée en ingénierie des connaissances.
Comme celle-ci est un «moyen » opérationnel pour représenter et partager des connais-
sances, nous avons commencé par nous interroger sur les champs identifiés par les « don-
nées », les « informations » et les « connaissances », puis nous avons énuméré les compo-
sants de base d’une ontologie et brièvement présenté le langage OWL qui est maintenant le
standard le plus utilisé pour représenter les différentes ontologies construites dans le cadre
de cette thèse. La dernière partie de ce chapitre est consacrée aux définitions formelles qui
renvoient à la fois aux propriétés structurelles et à la conceptualisation des connaissances.
Une partie des notions et des notations associées à ces définitions (connaissances tacites et
connaissances explicites, concepts primitif et concept défini, modèle intentionnel, interpréta-
tion, etc.) sont reprises dans la suite de cette thèse.
Dans le chapitre suivant, nous présentons les principes les plus importants des différentes
méthodologies qui ont été proposées pour la construction des ontologies et nous analysons
plus en détail les techniques qui ont été proposées pour l’apprentissage automatique des
ontologies à partir de textes.
3
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3.1 Introduction
Initialement, la conception des ontologies était basée exclusivement sur l’expertise hu-
maine, mais, durant cette dernière décennie, les besoins liés à la fois à leur diffusion et
aux changements d’échelles des corpus disponibles ont conduit au développement d’ap-
proches de conception intégrant l’apprentissage automatique. Plusieurs termes sont utilisés
dans la littérature pour identifier ces approches : construction automatique, construction semi-
automatique ou construction basée sur de l’apprentissage. Dans le cadre de cette thèse, nous
utilisons ces termes de façon interchangeable. Les approches qui utilisent l’apprentissage au-
tomatique se différencient en fonction des ressources qu’elles utilisent pour l’apprentissage
[80] : documents textuels, bases de données, taxonomies, thésaurus, pages Internet, etc. Dans
cette thèse, on se focalise sur les approches de construction automatique des ontologies à
partir de textes.
Ce chapitre est structuré en deux parties. Dans la première partie, nous présentons plu-
sieurs méthodologies qui ont été proposées pour guider et structurer le travail de construction
manuelle d’une ontologie. Dans la deuxième partie, nous nous focalisons sur la construction
automatique des ontologies à partir de textes. Nous insistons sur le rôle que l’apprentissage
automatique peut avoir dans le processus de construction et sur les principales techniques
d’apprentissage qui ont été proposées pour les différentes tâches du processus de construc-
tion. Nous présentons également différentes approches de construction automatique qui ont
fait l’objet d’une comparaison plus approfondie dans le chapitre 4 de cette thèse.
3.2 Méthodologies de construction d’ontologies
En préambule, nous tentons de préciser les significations des termes «méthodologie »,
« méthode », « technique » et « tâche » qui sont souvent rencontrés dans les travaux sur
la construction d’ontologies. Cette discussion s’appuie sur l’analyse publiée en 2001 par
Gomez-Perez et al. [55], qui repose sur des définitions « standardisées » d’IEEE et que l’on
retrouve en gestion de projets.
Dans ce cadre, la méthodologie définit la stratégie et le cadre général de la conception
d’ontologies. Elle indique ce qui doit être fait (quoi), à quel moment (quand) et par qui
(qui), mais n’indique pas précisément les aspects opérationnels de la mise en oeuvre. Une
méthodologie est composée de techniques et de méthodes. La méthode est une procédure
générale qui indique l’ordre dans lequel doivent être exécutés les différents processus qui la
composent.
La technique, en tant que procédure utilisée pour accomplir un objectif, indique la ma-
nière dont une méthode doit être exécutée. Plusieurs techniques peuvent être associées à la
même méthode.
Un processus est composé d’un ensemble d’activités définies chacune par un ensemble
de tâches qui sont les unités élémentaires dans la gestion d’un projet. Chaque tâche représente
un travail bien défini qui est assigné à une personne ou à un groupe de personnes.
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Figure 3.1: Représentation graphique (reprise de Gomez-Perez et al. [55]) des relations entre les
termes méthodologie, méthode, activité et tâche.
3.2.1 Methontology
La construction manuelle d’ontologies est un processus long et complexe. Plusieurs mé-
thodologies ont été définies pour structurer ce travail [44, 103, 128]. Dans cette section nous
présentons en détail une des plus connues, nommée Methontology, et nous passons en re-
vue les principes centraux de trois autres méthodologies plus récentes (On-To-Knowledge,
DILIGENT et NeOn) en soulignant ce qu’elles ont apporté de novateur par rapport à Me-
thontology.
D’après Suarez-Figueroa et al., 2008 [128] Methontology [28, 44, 55] est une méthodolo-
gie complète pour la construction d’une ontologie « indépendante 1 » sans modèle préalable.
Dans la construction d’une ontologie selonMethontology trois processus interdépendants
interviennent (figure 3.2) : un processus de gestion, un processus de développement et un pro-
cessus de support. Chaque processus est composé de plusieurs activités. Il y a trois activités
de gestion du projet (planification, contrôle et assurance qualité), cinq activités de développe-
ment (spécification, conceptualisation, formalisation, implémentation et maintenance) et cinq
activités de support (acquisition de connaissances, intégration, évaluation, documentation et
configuration).
Methontology propose de commencer la construction de l’ontologie par l’activité de pla-
nification, durant laquelle on identifie les tâches qui doivent être exécutées, leur ordre, le
temps et les ressources nécessaires à leur exécution.
Le processus de développement proprement dit peut commencer une fois la planification
1. Par ontologie indépendante (single ontology) on entend une ontologie qui ne dépend pas d’autres ontolo-
gies, par opposition aux réseaux d’ontologies (networked ontologies) qui peuvent être construites en suivant la
méthodologie NeOn.
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Figure 3.2: Les processus de Methontology et les activités qui les composent (image reprise de
Gomez-Perez et al., 2001 [55]). Les flèches entre les activités de développement indiquent l’ordre
d’exécution des activités et le fait qu’il est toujours possible de revenir à une étape précédente. Les
activités de support sont représentées sur forme de flèches allongées : la longueur de la flèche in-
dique la durée de l’activité et son épaisseur indique l’intensité de l’activité (cela permet d’indiquer,
par exemple, que l’activité d’acquisition de connaissances connaît la plus forte intensité durant la
conceptualisation).
finalisée. Les cinq activités du processus de développement sont exécutées en ordre séquen-
tiel (figure 3.2), et il est possible de revenir en arrière à tout moment pour compléter ou cor-
riger ce qui a été déjà construit. Les activités de contrôle et d’assurance qualité, tout comme
les cinq activités de support, démarrent en même temps que le processus de développement
et durent aussi longtemps que lui. Ces sept activités s’exécutent en parallèle.
Le processus de développement commence par l’activité de spécification durant laquelle
on identifie l’objet de l’ontologie, ses utilisateurs, ses utilisations et le degré de formalisa-
tion requis. Il continue par l’étape la plus importante, la conceptualisation, durant laquelle
les connaissances identifiées dans le cadre de l’activité d’acquisition de connaissances sont
structurées pour obtenir un modèle conceptuel représenté de façon semi-formelle. Ce modèle
est ensuite formalisé, implémenté dans un langage adapté et maintenu pour correspondre aux
éventuelles évolutions des spécifications.
Pour les activités d’acquisition des connaissances, d’intégration et d’évaluation, l’effort
le plus important est réalisé au début du processus de développement et notamment durant
l’activité de conceptualisation (figure 3.2). Pour l’acquisition des connaissances Methonto-
logy recommande, sans entrer dans les détails, l’utilisation de différentes techniques comme
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les réunions de brainstorming, les interviews d’experts ou l’analyse de textes. Dans l’activité
d’intégration on identifie les parties des ontologies déjà existantes qui peuvent être réutili-
sées et intégrées dans la nouvelle ontologie. L’évaluation de l’ontologie, qui doit être réalisée
tout au long du processus de développement, vise à identifier et à éliminer au plus tôt, depuis









































Figure 3.3: Les tâches qui composent l’activité de conceptualisation de Methontology (figure adap-
tée de Gomez-Perez et al., 2001 [55]).
Pour l’activité de conceptualisation les auteurs de Methontology ont décrit en détail la
succession de sept tâches à réaliser (figure 3.3) :
1. La construction d’un glossaire de termes. Ce glossaire doit contenir tous les termes
qui font référence à des connaissances qui doivent faire partie de l’ontologie. Ces
termes peuvent être des noms ou des verbes identifiant des concepts, des instances,
des attributs, des constantes ou des relations sémantiques.
2. La construction des taxonomies de concepts. Dans un premier temps les termes du
glossaire qui sont synonymes et qui font référence à un même concept sont regroupés
sous un seul intitulé qui sert d’étiquette pour le concept. Ensuite, les concepts « étroite-
ment liés» sont regroupés par catégories. Les concepts sont considérés comme « étroi-
tement liés » entre eux s’ils peuvent être tous structurés dans une taxonomie sans faire
appel à des nouveaux concepts plus abstraits ou généraux qui ne sont pas directement
obtenus à partir de la conceptualisation des termes présents dans le glossaire.
3. La construction des diagrammes pour les relations binaires ad hoc. Ces relations
sont identifiées à partir de syntagmes verbaux. Le nom de la relation est identifié à
l’aide du regroupement des verbes synonymes sous un seul intitulé. La relation porte
sur les concepts identifiés dans l’étape précédente correspondant au sujet et au com-
plément d’objet présents dans le syntagme verbal.
4. La construction d’un dictionnaire de concepts. Toutes les informations relatives aux
concepts (leur sémantique, leurs attributs, leurs instances, etc.) sont regroupées dans le
dictionnaire de concepts.
5. La description des relations binaires ad hoc, des attributs et des constantes. Pour
chaque relation qui a été identifiée dans l’étape précédente il faut préciser son étiquette,
les concepts qu’elle relie, sa cardinalité et s’il existe une relation inverse. Les attributs
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peuvent concerner un concept (quand toutes les instances du concept ont la même va-
leur pour l’attribut) ou les instances d’un concept (quand chaque instance peut avoir sa
propre valeur pour l’attribut). Dans la description détaillée des attributs il faut préciser
leur type, leur nom, les concepts auxquels ils sont associés, leur domaine de valeurs,
leur cardinalité et, dans le cas des attributs des concepts, leur valeur. Les constantes
sont des valeurs qui ne changent pas dans le temps et qui peuvent être utilisées dans
une ontologie comme limites pour le domaine de valeurs des attributs, par exemple.
Dans cette étape il faut préciser pour chaque constante, si possible, son nom, son type,
sa valeur, son unité de mesure et les attributs qui l’utilisent dans leur définition.
6. La description des règles et des axiomes formels. Il faut identifier et décrire formel-
lement les règles et les axiomes de l’ontologie. Pour chaque règle et axiome, en plus
de leur définition formelle, Methontology propose d’indiquer leur nom et les noms des
concepts, des attributs et des relations qui y sont impliqués.
7. La description des instances. Pour chaque instance mentionnée dans le glossaire de
termes il faut préciser son nom, les concepts qui lui sont associés et les valeurs de ses
attributs.
Plusieurs ontologies ont été construites en suivant cette méthodologie (ex. [28, 55]) et
aujourd’hui encore elle reste une référence bien qu’elle ait été proposée il y a plus de quinze
ans. La plupart des auteurs considèrent que le mérite principal de cette méthodologie est
d’avoir précisé le processus de transformation de connaissances informelles et implicites en
connaissances formelles et explicites exploitables pour construire une ontologie.
3.2.2 On-To-Knowledge
Proposée peu de temps après Methontology, la méthodologie On-To-Knowledge [123]
met au centre du processus de construction de l’ontologie les usages applicatifs. Les onto-
logies construites à l’aide de cette méthodologie sont donc spécialisées et dépendantes de
l’application pour laquelle elles ont été conçues [128], alors que les ontologies construites en
suivant Methontology sont généralement plus génériques et indépendantes d’une application
spécifique donnée a priori.
Comme la figure 3.4 l’indique, On-To-Knowledge propose un processus de construction
d’une ontologie en cinq étapes :
1. L’étude de faisabilité. Dans cette première étape, qui ne fait pas partie de la construc-
tion proprement dite de l’ontologie, il faut analyser tous les aspects de l’application
dans laquelle l’ontologie sera utilisée. L’objectif est d’identifier la problématique, le
domaine concerné et la manière dont l’ontologie peut contribuer à une solution.
2. La phase « kickoff ». Sur la base des résultats de l’étude de faisabilité, il faut consti-
tuer un document précisant les spécifications de l’ontologie à construire (son domaine
et son objectif), les règles de conception à respecter (par exemple, les conventions de
nommage), les sources d’informations disponibles (livres, interviews, etc.), les utilisa-
teurs et les cas d’utilisation envisagés, les applications supportées et le questionnaire
de compétences. Durant cette étape, il faut aussi rechercher des ontologies déjà déve-
loppées qui correspondent aux spécifications.
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Figure 3.4: Les processus de la méthodologie On-To-Knowledge (image reprise de Staab et al.,
2001 [123]).
3. Le raffinement. C’est dans cette étape que l’ontologie est effectivement construite.
Dans un premier temps, les spécifications de l’ontologie sont enrichies et explicitées
à l’aide des experts. Plus concrètement, il s’agit de préciser les concepts qui doivent
faire partie de l’ontologie, d’organiser ces concepts dans une taxonomie, d’identifier
les relations non taxonomiques et les axiomes qui doivent faire partie de l’ontologie.
Dans un deuxième temps ces résultats intermédiaires sont formalisés pour obtenir l’on-
tologie.
4. L’évaluation. L’objectif de l’évaluation est d’établir si l’ontologie construite respecte
les spécifications et si, lors de son utilisation dans le cadre de l’application, les résul-
tats obtenus sont conformes aux attentes. Si nécessaire, il est possible de revenir dans
l’étape de raffinement pour corriger ou compléter l’ontologie.
5. La maintenance de l’ontologie. Les auteurs d’On-To-Knowledge indiquent qu’il est
nécessaire d’établir clairement, dès la fin du processus de construction, qui est respon-
sable de la maintenance de l’ontologie et de quelle manière celle-ci doit être effectuée.
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3.2.3 DILIGENT
L’idée novatrice de la méthodologie DILIGENT [103] est la construction collaborative
d’une ontologie partagée par une communauté étendue d’utilisateurs 2.
 1. Construction 
 2. Adaptation 
locale 
 3. Analyse 
 4. Révision 
 5. Mise à 
jour locale 
Figure 3.5: Les étapes du processus de construction proposé par DILIGENT (image reprise de
[103]).
La problématique centrale est la maintenance de la trace des argumentations qui ont
conduit à des changements dans l’ontologie. Le processus de construction proposé par DILI-
GENT se décompose en cinq étapes (figure 3.5) :
1. Construction. Une version initiale de l’ontologie est construite par un groupe restreint
d’experts, d’utilisateurs et d’ingénieurs. Cette ontologie peut ne pas être complète. DI-
LIGENT ne précise pas le processus de construction. Une fois construite, cette version
initiale de l’ontologie est rendue publique.
2. Adaptation locale. Une fois que la version initiale de l’ontologie est disponible, les
utilisateurs commencent à l’utiliser et à la modifier en fonction de leurs besoins. Toutes
les modification apportées sont motivées et envoyées à un comité central de contrôle.
3. Analyse. Le comité central de contrôle analyse toutes les modifications qui ont été
apportées à l’ontologie par les utilisateurs et précisent celles qui peuvent être acceptées.
Ils précisent aussi ce qui doit faire partie de l’ontologie partagée, commune à tous les
utilisateurs, et ce qui ne doit pas en faire partie.
4. Révision. L’ontologie partagée est modifiée sur la base de l’analyse réalisée dans
l’étape précédente et la nouvelle version est rendue publique.
5. Mise à jour locale. Les utilisateurs utilisent la nouvelle version de l’ontologie.
2. Par communauté étendue d’utilisateurs nous entendons un group d’acteurs dispersés géographiquement et
qui utilisent l’ontologie pour des applications différentes.
3.3 Construction semi-automatique d’ontologies 29
3.2.4 NeOn
La méthodologie NeOn [128] a été proposée en 2008 et, à notre connaissance, elle est la
plus récente. Elle vise à répondre à un nouveau paradigme apparu dans le développement des
ontologies :
– la construction d’ontologies basée sur la réutilisation, la restructuration, la modification
et l’adaptation des différentes sources de connaissances déjà existantes (des ontologies
ou des patrons pour la conception d’ontologies) ;
– la réutilisation dynamique 3 dans une ontologie des concepts définis dans d’autres on-
tologies disponibles en ligne. Ce phénomène a conduit à l’apparition des « réseaux
d’ontologies » ; ces ontologies sont interconnectées et interdépendantes ;
– le rôle de plus en plus important de la collaboration et de l’argumentation durant la
construction des ontologies. Des acteurs géographiquement éloignés, avec des cultures
et des objectifs différents peuvent collaborer pour la construction d’une ontologie.
Cette situation contraste avec la manière dont les ontologies étaient développées quand
Methontology a été proposée : un groupe restreint d’ingénieurs et d’experts identifie les
connaissances qui doivent faire partie de l’ontologie, puis les structure et les formalise pour
obtenir une ontologie qui est indépendante des autres.
La méthodologie NeOn a été conçue pour répondre à ce nouveau paradigme et à la di-
versité des scénarios possibles pour la construction d’une ontologie. C’est une méthodologie
complexe qui couvre 59 types d’activités qui, en fonction du scénario de construction envi-
sagé, peuvent faire partie du processus de construction de l’ontologie. La figure 3.6 présente
une classification de ces activités.
Une présentation détaillée de la méthodologie NeOn dépasse le cadre de cette thèse. La
figure 3.7 résume les points pour lesquels cette méthodologie est novatrice. On peut rete-
nir notamment la proposition de règles très détaillées pour faciliter la création du document
contenant les spécifications de l’ontologie à construire, pour la planification des différentes
activités et pour la réutilisation de différents types de ressources dans le processus de déve-
loppement.
3.3 Construction semi-automatique d’ontologies
Comme nous l’avons mis en évidence au début de la Section 3.2, le processus de construc-
tion d’une ontologie peut être analysé selon au moins deux aspects :
1. du point de vue des activités et des tâches qui le composent ou
2. par rapport aux techniques qui sont utilisées pour l’exécution des différentes tâches.
Dans cette section, nous analysons d’abord l’automatisation du processus de construction
d’une ontologie par rapport aux activités et aux tâches qui le composent. Dans un deuxième
temps, nous présentons les différentes techniques utilisées par les approches pour automatiser
les tâches de l’activité de conceptualisation – l’activité centrale du processus de développe-
ment. Plus précisément, nous nous intéressons aux techniques pour l’extraction d’éléments
3. La définition de ces concepts n’est pas reprise de l’ontologie originale et intégrée de façon statique dans
l’ontologie. L’ontologie peut contenir en revanche une référence vers l’adresse de l’ontologie dans laquelle le
concept est défini.









































































Figure 3.6: Classification des 59 activités qui peuvent faire partie du processus de développement
d’une ontologie proposé par NeOn (image reprise de [127]).
significatifs à partir de textes et la composition de l’ontologie à partir de ces éléments. Enfin,
nous présentons synthétiquement sept approches opérationnelles pour la construction auto-
matique d’ontologies à partir de textes.
3.3.1 Le rôle de l’automatisation dans le processus de construction
La présentation de différentes méthodologies dans la section précédente a permis de sou-
ligner que le processus de construction d’une ontologie intègre un nombre très important
d’activités et de tâches et ce, de l’analyse du problème et de la constitution des spécifications
que doit respecter l’ontologie jusqu’à son évaluation et sa maintenance.
La construction automatique des ontologies est encore un domaine récent et, à notre
connaissance, aucune des approches qui ont été proposées ne prend en compte l’automatisa-
tion de toutes les tâches de toutes les activités du processus de construction. Il existe néan-
moins des approches (par exemple, Text2Onto [27]) qui proposent une construction partielle-
ment automatisée, si on leur fournit en entrée les ressources contenant toutes les informations
nécessaires. Nous reviendrons au chapitre 4 sur la qualité de leurs résultats.
Blomqvist, 2009 [13] a regroupé en six activités les 28 tâches et sous-tâches qui, dans
son interprétation, doivent être exécutées pour la construction d’une ontologie. Elle a ensuite
analysé le nombre d’approches de construction automatique qui proposent l’automatisation
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Figure 3.7: Vue globale des principaux points forts de la méthodologie NeOn (image reprise de
[127]).
des différentes tâches (figure 3.8). Son analyse a montré que des approches automatiques
existent pour 19 des 28 tâches, mais que ces approches permettent l’obtention de résultats
considérés comme satisfaisants seulement pour 4 des 28 tâches. Elle a notamment mis en
évidence qu’il n’existe pas d’approches automatiques pour les tâches qui concernent :
– la constitution des spécifications ;
– l’identification et l’évaluation des ressources qui sont utilisées pour l’apprentissage de
l’ontologie ;
– l’extraction d’éléments complexes comme les axiomes et la hiérarchisation qui peuvent
exister entre les relations sémantiques ;
– l’utilisation des connaissances de base sur l’objectif de l’ontologie : la résolution des
conflits qui peuvent apparaître lors de la composition de l’ontologie ; la restructura-
tion de l’ontologie ; l’ajustement du niveau d’abstraction ; le nettoyage et l’ajout de
connaissances manquantes dans l’ontologie.
3.3.2 Approches pour l’extraction et la composition d’éléments significatifs à
partir du texte
La principale difficulté dans la construction d’une ontologie est l’identification des connais-
sances qui doivent en faire partie. Les approches pour la construction automatique des on-
tologies à partir de textes se veulent une solution efficace pour ce problème. Ces approches
sont basées sur l’hypothèse suivante : en identifiant et en assemblant des éléments significa-
tifs du texte, il est possible d’extraire et de rendre formelles et explicites les connaissances
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Figure 3.8: Les tâches qui composent le processus de construction automatique d’une ontologie.
Mise en évidence des tâches pour lesquelles il n’existe aucune approche automatique (image reprise
de [13]).
que le texte contient. Parmi les éléments significatifs qui peuvent être extraits à partir de
ressources textuelles les plus connus sont les termes, les relations lexicales et syntaxiques
et les contextes d’apparition de termes (dans une structure qui correspond à un patron, dans
le voisinage d’autres termes, etc.). A partir de ces éléments, les approches automatiques es-
sayent d’obtenir, en utilisant différentes techniques, les éléments constitutifs d’une ontologie,
notamment les concepts, les relations de subsomption entre les concepts, les relations séman-
tiques, les instances et les axiomes.
Dans cette section, nous parcourons rapidement différentes techniques utilisées pour l’ex-
traction d’éléments significatifs des textes et leur transformation en éléments constitutifs de
l’ontologie.
3.3.2.1 Extraction de termes et formation de concepts
L’extraction des termes dans le cadre des approches pour la construction automatique des
ontologies a pour objectif l’identification des termes qui sont présents dans le corpus d’entrée
et qui font référence à des concepts, à des relations ou à des instances qui doivent faire partie
de l’ontologie à construire. Un terme peut être simple ou composé de plusieurs mots.
Deux types d’approches ont été développées pour l’extraction de termes à partir de textes
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[20] : les approches linguistiques et les approches statistiques. Ces approches peuvent évide-
ment être utilisées conjointement (approches hybrides).
Les approches linguistiques sont basées sur l’analyse de la structure grammaticale des
phrases qui composent le texte et sur l’identification du rôle syntactique (sujet, objet direct,
etc.) et morpho-syntactique (nom, verbe, adjectif) de chaque mot ou groupement de mots.
Cette analyse permet l’identification d’expressions nominales (« le composant chimique »),
verbales (« s’enflamme au contact de l’oxygène ») ou adjectivales (« immédiatement dispo-
nible »). La stratégie la plus souvent utilisée dans les approches de construction d’ontologies
considère que les expressions nominales font référence à des concepts ou à des instances.
Les approches statistiques sont basées sur l’analyse des fréquences d’apparition des termes
dans le texte. Avant de déterminer ces fréquences, un « nettoyage » du texte est préalable-
ment effectué : les mots vides (prépositions, conjonctions et certains verbes) sont supprimés,
les mots composant le texte sont radicalisés (ils sont mis dans leur forme canonique – les
verbes à l’infinitif, les noms au singulier, etc.). Pour choisir les termes qui vont être extraits,
il est courant d’utiliser différentes mesures issues du domaine de la recherche d’informations,
la plus connue étant certainement TF-IDF (Term Frequency-Inverse Document Frequency).
Pour extraire uniquement les termes qui font référence à des concepts vraiment inté-
ressants pour l’ontologie certaines approches implémentent différents filtres. On peut citer
par exemple ceux de TermExtractor [118]. Un de ses filtres considère que plus un terme est
composé d’un nombre important de mots, plus il y a des chances qu’il fasse référence à des
concepts très spécifiques de l’ontologie ; un autre compare la fréquence d’apparition du terme
dans les textes pris en entrée à sa fréquence d’apparition dans des textes qui concernent un
autre domaine.
La stratégie la plus simple utilisée pour construire des concepts à partir des termes ex-
traits considère que chaque terme constitue un concept de l’ontologie. Elle a des limitations
évidentes – les termes synonymes génèrent des concepts équivalents et les termes polysé-
miques des concepts mal définis. Pour y palier, certaines approches groupent les termes sy-
nonymes, considérant qu’ils font référence au même concept, et désambiguïsent les termes
polysémiques.
3.3.2.2 Classification des termes et extraction de relations de subsomption
Dans la plupart des approches, l’identification des relations de subsomption entre les
concepts est basée sur l’identification de relations lexicales ou contextuelles entre les termes
qui désignent les concepts.
Deux types de techniques sont principalement utilisées pour identifier des relations entre
les termes d’un texte [20, 95] : des techniques structurelles et des techniques contextuelles.
En pratique, elles peuvent être combinées.
Dans les techniques structurelles, l’identification des relations est basée sur l’analyse de
la structure des termes, i.e. :
– leur syntaxe (par exemple, le terme « ontologie de domaine » est une spécialisation du
terme « ontologie » parce que ce dernier est inclus syntaxiquement dans le premier) ;
– leur morphologie (par exemple, le terme « cellule sanguine» est une variation du terme
« cellule du sang ») ;
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– le sens des mots qui composent le terme (les sens des termes et les relations entre les
sens sont identifiés à l’aide de ressources comme WordNet).
Dans les techniques contextuelles l’identification des relations est basée sur l’analyse
du contexte d’apparition des termes dans le texte. En fonction du type d’analyse proposé on
peut distinguer deux sous-types complémentaires de techniques contextuelles : les techniques
distributionnelles et les techniques à base de patrons.
Les techniques distributionnelles sont basées sur l’hypothèse distributionnelle de Harris
selon laquelle il est possible d’induire la proximité sémantique de deux mots et les relations
entre les concepts associés aux mots à partir de l’analyse syntactique des contextes d’appari-
tion [63].
Les techniques à base de patrons font l’hypothèse selon laquelle l’existence d’une relation
de subsomption entre deux concepts est prouvée par la présence dans le texte d’au moins une
expression contenant des termes associés aux concepts et correspondant à certains patrons.
Ces patrons peuvent combiner des éléments lexicaux, grammaticaux et paralinguistiques (par
exemple, marques de ponctuation). Par exemple, le patron NP tel que NP, NP, NP . . . et NP
appliqué à l’expression « des fruits tels que les pommes et les oranges » permet de détecter
les relations de subsomption « pomme isa fruit » et « orange isa fruit ».
Les patrons utilisés pour identifier les relations de subsomption peuvent être prédéfinis
ou appris durant la construction de l’ontologie.
3.3.3 Approches de construction automatique
Dans cette section nous présentons synthétiquement sept approches de construction (semi)
automatique associés à des outils logiciels opérationnels : Terminae, TextToOnto / Text2Onto,
Sprat, Asium, OntoLearn, OntoGen et OntoLT.
3.3.3.1 Terminae
L’approche Terminae [6, 7] (figure 3.9) propose un outil logiciel qui assiste l’utilisateur
dans la construction de l’ontologie en s’appuyant sur les résultats des outils de traitement
automatique des langues (extracteur de termes, analyseur syntaxique, détecteur de synony-
mie, etc.). Lors de la conceptualisation, l’utilisateur identifie et structure manuellement les
éléments constitutifs de l’ontologie (concepts, relations, instances) à partir des éléments lin-
guistiques (termes, relations lexicales et syntaxiques) extraits automatiquement à partir du
corpus.
L’utilisateur associe d’abord des « termino-concepts » 4 à chaque terme extrait à partir
du corpus. Ensuite, il structure manuellement les termino-concepts en un « réseau termino-
ontologique ». Dans la dernière étape, le réseau termino-ontologique est formalisé en une
ontologie. Pendant la construction Terminae maintient une traçabilité entre les concepts de
l’ontologie en cours de construction et le corpus (dans la figure 3.1 les lignes pointillées
indiquent la traçabilité).
4. Les « termino-concepts » représentent les différents sens du terme.
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Figure 3.9: Les étapes du processus de construction d’une ontologie proposé par Terminae (image
reprise de [87]).
3.3.3.2 Text-To-Onto et Text2Onto
L’approche Text2Onto [27] a repris et enrichi une approche précédente, nommée Text-To-
Onto [79, 82]. L’outil logiciel associé à l’approche Text-To-Onto propose des modules pour
l’extraction de concepts, d’instances, de relations taxonomiques et d’autres relations séman-
tiques. Chaque module permet de choisir parmi plusieurs algorithmes qui implémentent des
techniques différentes. Les concepts sont identifiés soit à l’aide d’une technique statistique
(les termes ayant une fréquence d’apparition dans le texte supérieure à un seuil sont consi-
dérés comme des concepts), soit à l’aide d’une technique linguistique grâce à un extracteur
de termes intégré. Les instances sont identifiées à l’aide de techniques linguistiques et de pa-
trons prédéfinis. L’utilisateur peut valider manuellement les concepts et les instances extraits.
Deux algorithmes sont proposés pour l’identification des relations taxonomiques. Le premier
utilise une technique distributionnelle : l’analyse de concepts formels (ACF). Le deuxième
algorithme combine l’utilisation de patrons prédéfinis, de ressources externes (WordNet) et
d’heuristiques exploitant la structure des termes. Les relations non taxonomiques sont ex-
traites à l’aide de patrons prédéfinis ou par un algorithme classique d’extraction de règles
d’association (dans ce dernier cas, le nom des relations doit être précisé manuellement).
L’outil associé à l’approche Text2Onto (figure 3.10) a proposé quelques nouveaux al-
gorithmes et a repris une partie de ceux diponibles dans Text-To-Onto. Il apporte en plus
la possibilité de combiner les résultats des différents algorithmes proposés pour la même
tâche (par exemple, on peut utiliser en même temps tous les algorithmes pour l’extraction de
relations taxonomiques) et une nouvelle architecture centrée sur l’évolution de l’ontologie
construite en fonction de l’évolution du corpus. Text2Onto utilise l’architecture GATE [31]
pour l’analyse des textes.
Pour l’extraction des concepts Text2Onto propose un seul algorithme, basé sur une tech-
nique linguistique. Il permet le calcul d’une mesure de confiance entre 0 et 1 pour les concepts
extraits. Cette mesure combine différents scores statistiques, en fonction du choix de l’uti-
lisateur : la TF-IDF, l’entropie, etc. Pour l’extraction des relations taxonomiques Text2Onto
propose trois algorithmes : un premier basé sur des patrons d’extraction « à la Hearst », un
deuxième basé sur WordNet et un troisième qui utilise une technique structurelle basée sur
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Figure 3.10: L’outil associé à l’approche Text2Onto.
l’inclusion syntaxique des termes. Text2Onto propose aussi un algorithme basé sur une tech-
nique linguistique pour l’extraction d’instances et un algorithme basé sur des patrons pour
l’identification des relations « instance-of ».
Les éléments extraits par les différents algorithmes sont combinés automatiquement et le
résultat peut être exporté sur la forme d’une ontologie OWL. L’utilisateur peut accepter ou
rejeter les résultats obtenus par les différents algorithmes, mais il ne peut pas les modifier ou
revenir aux parties du corpus dont ils sont issus.
3.3.3.3 Sprat
L’approche Sprat [85] utilise une série de patrons prédéfinis ; elle ajoute dans l’ontologie
qui est en train d’être construite tous les concepts et les instances auxquels sont supposés
faire référence les termes qui apparaissent dans des expressions textuelles correspondant à
un patron prédéfini. En fonction du patron identifié, l’outil ajoute à l’ontologie, en même
temps que le concept ou l’instance, la relation qui le relie au reste de l’ontologie.
Cette approche a l’avantage d’être automatisée. Mais son principal désavantage d’un
point de vue opérationnel réside dans la difficulté de trouver un corpus contenant un grand
nombre d’expressions qui correspondent aux patrons prédéfinis.
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3.3.3.4 Asium
L’approche Asium [41, 42, 96, 97] fournit en sortie des hierarchies de concepts en utili-
sant une analyse syntaxique pour extraire les termes qui sont sujets ou compléments d’objet
dans le texte. Ces termes qui constituent le premier niveau de concepts de la hiérarchie sont
regroupés de façon non supervisée pour former la hiérarchie de concepts. Chaque classe de
concepts, formée par le regroupement des concepts du niveau inférieur, constitue un nou-
veau concept. Ce regroupement dépend d’une dissimilarité qui est basée sur l’hypothèse que
« les mots qui apparaissent ensemble après la même préposition et avec le même verbe repré-
sentent le même concept » [42]. La dissimilarité de type Jaccard prend en compte le nombre
d’éléments en commun entre deux classes, la fréquence des éléments communs et la cardi-
nalité des classes.
L’approche Asium permet aussi d’identifier automatiquement les concepts qui sont re-
liés par des relations sémantiques pour lesquelles l’utilisateur doit fournir préalablement des
exemples [96]. Plus précisément, l’utilisateur doit choisir les relations sémantiques qu’il veut
avoir dans l’ontologie et fournir des phrases exemples qui expriment ces relations. La syntaxe
des phrases exemples est analysée et exprimée sur une forme abstraite à l’aide de «ASA »
(«Abstraction of the Syntactic Analysis »), un algorithme spécifique à Asium. En complé-
ment, un outil d’apprentissage inductif, Propal, apprend des règles qui permettent de recon-
naître dans le texte les phrases qui ressemblent aux exemples et qui sont censées exprimer la
même relation sémantique mais entre d’autres concepts que ceux des exemples.
3.3.3.5 OntoLearn
Par rapport aux trois approches précédemment présentées, l’approche OntoLearn [94,
134] semble moins structurée et ne propose pas un outil intégrant toutes les fonctionnalités
pour la construction automatique d’une ontologie. OntoLearn regroupe un ensemble d’outils
indépendants pour l’extraction d’éléments d’ontologie à partir de textes (concepts, relations
taxonomiques et autres relations sémantiques), et les résultats des outils doivent être assem-
blés manuellement pour obtenir l’ontologie.
L’outil pour l’extraction de concepts, TermExtrator, combine des techniques statistiques
et linguistiques avec un grand nombre de paramétrages. Et, pour extraire seulement des
termes spécifiques à un domaine, il peut comparer le corpus spécifique du domaine avec des
corpus génériques. Un autre outil, GlossExtractor, permet d’identifier des définitions pour
des termes en les cherchant sur Internet.
Pour l’extraction de relations taxonomiques OntoLearn propose deux solutions. La pre-
mière commence par le regroupement des concepts en petites hiérarchies sur la base de l’in-
clusion lexicale. Chaque terme composé de ces hiérarchies est ensuite analysé de façon au-
tomatique (outil SSI) en associant à chaque terme un réseau sémantique construit sur la base
de WordNet ; le réseau a comme noeuds les mots qui composent le terme associé. Les diffé-
rents réseaux sémantiques sont ensuite combinés manuellement ; OntoLearn fait l’hypothèse
que leur intersection met en évidence des relations taxonomiques qui permettent de regrou-
per les petites hiérarchies dans une seule hiérarchie globale. La principale limitation de cette
solution est le manque d’automatisation de l’étape de combinaison des réseaux sémantiques.
La deuxième solution propose, à l’aide de l’outil WCL System, l’extraction de relations
taxonomiques sur la base de l’analyse des définitions des termes identifiant les concepts.
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L’analyse est réalisée à l’aide des patrons prédéfinis.
Pour l’extraction de relations non taxonomiques OntoLearn s’appuie, comme Asium,
mais avec un algorithme d’induction différent, sur de l’apprentissage inductif de règles per-
mettant d’identifier des concepts reliés par des relations prédéfinies.
3.3.3.6 OntoGen
L’approche OntoGen [46, 47] permet la construction semi-automatique d’un type parti-
culier de petites ontologies à partir de collections de documents. Les ontologies construites
sont des ontologies de thèmes (« topic ontologies»), où chaque concept de l’ontologie repré-
sente le thème d’une classes de documents, et non des concepts du domaine décrit dans les
documents comme pour les autres approches. Les documents qui composent le corpus sont
les instances des concepts de l’ontologie construite.
OntoGen est une approche interactive. Dans un premier temps l’outil analyse les docu-
ments, identifie les mots clés de chaque document et regroupe les documents à l’aide d’al-
gorithmes de classification. Ensuite, l’utilisateur est guidé itérativement dans une démarche
de conceptualisation descendante : les classes de documents sont proposées à l’utilisateur,
qui choisit ceux qu’il veut avoir comme concepts de l’ontologie ; pour chaque classe choisie
l’outil réalise une classification des documents associés et, à l’étape suivante, les nouvelles
classes sont présentées à l’utilisateur en complément des classes initiales. L’outil permet de
choisir la mesure utilisée pour l’identification des mots clés des documents (TF-IDF par dé-
faut) et l’algorithme de classification (k-means, SVM, etc.).
3.3.3.7 OntoLT
OntoLT [21] se présente comme une extension pour l’éditeur d’ontologies Protégé. Il per-
met la définition manuelle de patrons reliant des éléments du texte (annotés linguistiquement)
à des éléments de l’ontologie. OntoLT n’est pas une approche de construction automatique
d’ontologies stricto sensu, mais plutôt un environnement qui permet à l’utilisateur de défi-
nir des règles pour extraire des éléments d’ontologie à partir d’un texte qui a été prétraité
et annoté. Mais, comme OntoLT est souvent cité dans la littérature comme un outil pour
l’apprentissage des ontologies, nous l’avons signalé dans cette section.
3.4 Conclusion
Après avoir rappelé les invariants des méthodologies proposées pour la construction des
ontologies, nous avons présenté plus en détails le processus de conceptualisation de Methon-
tology. Cette analyse nous a permis de montrer que, bien que chacune des méthodologies plus
récentes ait apporté des éléments novateurs, les tâches définies dans Methontology semblent
bien rester les tâches fondamentales pour la construction d’une ontologie.
Nous nous sommes ensuite centrés sur la construction automatique d’ontologies à partir
de textes en discutant à la fois de l’apport mais aussi des limites actuelles de cette auto-
matisation. Nous avons complété la discussion par une présentation de plusieurs approches
opérationnelles de construction automatique.
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L’analyse est poursuivie dans le chapitre suivant où nous proposons une comparaison
expérimentale basée sur différentes dimensions complémentaires.
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4.1 Introduction
Le chapitre précédent a mis en évidence la complexité du processus de construction d’une
ontologie et a introduit l’intérêt de l’intégration de différents mécanismes d’apprentissage
pour tenter d’automatiser différentes tâches.
Si, en principe, ces mécanismes implémentés dans les différents outils que nous avons
présentés visent à simplifier et accélérer le processus de construction des ontologies, en pra-
tique, les concepteurs d’une ontologie sont confrontés à trois problèmes majeurs.
Le premier problème concerne le choix de l’outil le mieux adapté. D’une part, ce choix
doit prendre en compte les caractéristiques de l’ontologie qui doit être construite : ontologie
légère ou lourde, peuplement de l’ontologie, etc. D’autre part, le choix doit tenir compte des
caractéristiques des outils. Ce choix est rendu particulièrement difficile par la multiplication
des approches et des outils, chacun avec ses points forts et ses faiblesses. Et, les performances
des outils dépendent non seulement du type de techniques qu’ils implémentent mais aussi
des caractéristiques des textes qui composent le corpus. Une analyse complète de ces aspects
pourrait conduire à la création d’un système d’aide à la décision ou de recommandation qui
pourrait assister les concepteurs d’ontologie dans le choix des outils. A notre connaissance,
aucun système de ce type n’a été encore proposé.
Le deuxième problème concerne la complexité du processus d’évaluation permettant de
vérifier que l’ontologie construite automatiquement respecte les critères de qualité requis
(absence d’erreurs, conformité par rapport aux spécifications, etc.) et, le cas échéant, l’effort
nécessaire pour l’améliorer.
Le troisième problème est lié au fait que, dans la plupart des approches, certaines tâches
du processus de construction doivent être réalisées manuellement. D’après Blomqvist, 2009
[13], une question encore ouverte dans le domaine est celle de la combinaison des résultats
obtenus automatiquement avec les tâches manuelles lors de la conception. Il est possible que,
dans certaines situations, cette combinaison soit aussi difficile à réaliser qu’une construction
complètement manuelle. Pour décider de la pertinence d’utilisation de la construction auto-
matique dans une situation donnée, il faudrait quantifier l’effort nécessaire pour construire
manuellement l’ontologie et le comparer avec l’effort nécessaire pour comprendre, corriger
et intégrer des résultats intermédiaires obtenus automatiquement. A notre connaissance, au-
jourd’hui encore cette question reste aussi largement ouverte.
Dans ce chapitre, nous nous focalisons sur le premier problème. Le deuxième est abordé
au chapitre 6. Et, le troisième n’est pas traité dans cette thèse ; nous y revenons dans la
discussion finale.
Ce chapitre est structuré comme suit. Dans une première partie, nous présentons un en-
semble de critères qui permettent d’analyser et de comprendre les limitations et les points
forts des outils pour la construction automatique d’ontologies à partir de textes. Cette pré-
sentation inclut aussi une analyse comparative avec d’autres travaux antérieurs. Dans une
deuxième partie, nous utilisons cet ensemble de critères pour analyser et comparer quatre
approches : Text2Onto, OntoLearn, Asium et Sprat. Cette analyse se décline en trois phases :
(1) association entre les tâches automatisées et les outils implémentés ; (2) analyse technique
des outils ; (3) comparaison expérimentale des performances de chacun sur des corpus tests.
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4.2 Critères pour l’analyse et la comparaison des approches et
des outils pour la construction automatique d’ontologies
4.2.1 Etat de l’art
A notre connaissance, les travaux de Park et al., 2011 [102] sont parmi les rares travaux
de la littérature à proposer un ensemble structuré (« framework ») de critères pour l’analyse
comparative des outils pour la construction automatique des ontologies à partir de textes. Ils
ont proposé trois types de critères : (1) critères concernant des aspects génériques, (2) critères
concernant l’extraction et (3) critères concernant la qualité de l’ontologie construite.
1. Trois critères concernent des aspects génériques :
– l’interface (langages supportés, possibilité de visualiser l’ontologie, facilité d’utili-
sation) ;
– la disponibilité des outils (« availability ») ;
– le temps nécessaire pour la prise en main de l’outil.
2. Sept critères concernent l’extraction :
– le niveau d’extraction – l’outil permet seulement l’extraction de concepts ou il per-
met aussi l’extraction de relations ;
– le degré d’automatisation – l’extraction est complètement automatique ou pas ;
– la possibilité de sélectionner parmi plusieurs algorithmes ;
– la possibilité de réutilisation des concepts définis dans d’autres ontologies (« refe-
rencability of other ontologies ») ;
– la nécessité de prétraiter les textes – par exemple, l’application des annotations lin-
guistiques ;
– l’efficacité – le temps de calcul nécessaire pour l’extraction des concepts et des re-
lations ;
– la fiabilité – les résultats obtenus par les outils restent stables quand ils sont testés à
plusieurs reprises dans des conditions identiques.
3. Huit critères, divisés en trois groupes, concernent la qualité de l’ontologie construite :
– critères concernant la qualité syntactique
– la validité syntactique (« lawfulness ») ;
– la richesse syntactique – l’utilisation de l’expressivité du langage (l’utilisation de
tous les operateurs du langage).
– critères concernant la qualité sémantique
– l’interprétabilité (« interpretability») – utilisation des termes avec un sens correct
dans l’ontologie ;
– la consistance – unicité du sens des termes dans l’ontologie ;
– la clarté – absence de termes polysémiques dans l’ontologie.
– critères concernant la qualité pragmatique
– la précision (« accuracy ») – validité du contenu de l’ontologie ;
– la complétude (« comprehensiveness ») – l’ontologie contient un nombre réduit
ou un nombre important de concepts ;
– la pertinence – l’ontologie correspond aux spécifications.
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Park et al., 2011 [102] ont utilisé ces critères pour comparer quatre outils : OntoLT,
Terminae, Text2Onto et OntoBuilder 1.
Pour limiter la subjectivité dans l’évaluation de la qualité des ontologies construites par
les différents outils, Park et al. ont demandé à quatre experts indépendants d’évaluer chaque
ontologie.
4.2.2 Limitations des travaux existants
Si les travaux de Park et al. dressent les étapes principales d’une analyse comparative, on
peut néanmoins identifier trois limitations.
La première limitation est dûe à leur hypothèse de travail : ils ont considéré le cas où
la construction automatique d’une ontologie est réalisée à l’aide d’un seul outil, alors que
dans la littérature plusieurs approches ont proposé l’utilisation successive de plusieurs ou-
tils, correspondant à des tâches différentes, combinée parfois avec des tâches manuelles (par
exemple OntoLearn et Asium). L’analyse et la comparaison des approches et des outils de-
vraient permettre de différencier les tâches qui sont automatisées de celles qui doivent être
réalisées manuellement ou de celles qui sont ignorées.
La deuxième limitation concerne les critères liés aux aspects génériques et d’extraction
des outils. Certaines définitions devraient être élargies pour prendre en compte des carac-
téristiques supplémentaires des outils (par exemple, le critère « degré d’extraction » doit
concerner non seulement les concepts et les relations, mais aussi les instances ; en plus, il
est préférable de distinguer les relations taxonomiques des autres relations sémantiques). De
nouveaux critères pourraient être également ajoutés ; par exemple, l’appel à d’autres outils
ou à des ressources externes durant le processus d’extraction. Des propositions d’extension
sont proposées dans la section 4.2.3.2.
La troisième limitation concerne les critères de comparaison basés sur l’analyse de la
qualité sémantique et pragmatique des ontologies construites par les outils. Certains critères
semblent ambigus, difficilement applicables et leur pertinence peut être discutable. En effet,
la définition proposée pour la consistance est ambigüe puisque usuellement la consistance
d’une ontologie fait référence à la consistance logique. La définition du critère de « clarté »
ne prend pas en compte le domaine de l’ontologie ; dans la plupart des cas un seul sens des
termes polysémiques concerne le domaine de l’ontologie. Et, la définition de l’interprétabilité
est également ambigüe et basée uniquement sur le jugement humain.
De plus, si les critères de précision, complétude et pertinence sont adaptés à l’évaluation
de la qualité pragmatique, la méthode proposée pour leur application – basée uniquement
sur le jugement humain – est discutable, en particulier pour les ontologies construites auto-
matiquement qui peuvent être très grandes, qui ne contiennent pas de commentaires et qui
peuvent contenir parfois des relations complexes.
4.2.3 Notre proposition
Pour pallier ces limitations, nous proposons une comparaison en trois étapes entre les
différentes approches et leurs outils.
1. OntoBuilder permet la construction automatique d’ontologies à partir de formulaires HTML, alors que les
trois autres outils prennent en entrée du texte non structuré.
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4.2.3.1 Comparaison basée sur le degré de complétude et d’automatisation
La première étape porte sur le degré de complétude et d’automatisation des approches :
identification des tâches ignorées par les approches et des tâches traitées ; mise en évidence
de ce qui est automatisé et de ce qui ne l’est pas ; identification des outils et des tech-
niques utilisées pour l’automatisation. Pour avoir une base commune pour cette comparaison,
nous recourons aux tâches qui composent l’activité de conceptualisation de Methontology.
Comme la plupart des approches se limitent à l’extraction des éléments centraux de l’on-
tologie (concepts, instances et relations), en ignorant les attributs, les axiomes et les règles,
nous utilisons pour cette comparaison seulement les quatre premières tâches de l’activité de
conceptualisation.
4.2.3.2 Comparaison basée sur les caractéristiques des outils
La deuxième étape concerne « l’analyse technique » des outils. Cette analyse couvre la
plupart des critères génériques et d’extraction proposés par Park et al. Les critères que nous
utilisons lors de cette analyse technique sont :
1. disponibilité (proposée également par Park et al. [102]) : nous distinguons trois cas
– les outils indisponibles ; les outils disponibles avec possibilité d’installation sur une
machine locale ; les outils disponibles qui peuvent être testés seulement en ligne, sans
possibilité d’installation en local.
2. entrées, sorties, prétraitement (extension du critère « prétraitement » de Park et al.
[102]) : le type de ressources que les outils prennent en entrée, la forme des résultats
obtenus (par exemple, ontologie OWL, liste de termes ou de relations, etc.) et le travail
nécessaire pour préparer les ressources pour que les outils puissent les utiliser.
3. réutilisation et amélioration (critère différent de celui de Park et al. [102] concernant
la réutilisation des concepts définis dans d’autres ontologies) : on vérifie si l’outil peut
réutiliser ses résultats. Par exemple, pour un outil qui produit en sortie une ontologie
OWL, on vérifie s’il est capable de prendre en entrée une autre ontologie (construite
antérieurement ou provenant d’une autre source) et de l’enrichir. Pour un outil qui
extrait des termes, on vérifie s’il est capable de prendre en entrée une liste de termes et
de l’enrichir.
4. degré d’extraction (extension du critère proposé par Park et al. [102]) : les degrés
d’extraction utilisés sont les concepts, les instances, les relations taxonomiques et les
autres relations sémantiques (et pas uniquement les concepts et les relations comme
dans Park et al. [102]).
5. degré d’automatisation (même critère que celui proposé par Park et al. [102]) : on
distingue les outils complètement automatiques des outils semi-automatiques qui né-
cessitent l’intervention manuelle des experts.
6. paramétrage (extension du critère de Park et al. [102] concernant la possibilité de
sélectionner les algorithmes qui sont utilisés) : ce critère prend en compte les diffé-
rentes possibilités de paramétrage des outils (la sélection des algorithmes est considé-
rée comme un cas particulier de paramétrage).
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7. efficacité (même critère que celui proposé par Park et al. [102]) : le temps nécessaire
aux outils pour extraire les différents éléments.
8. fiabilité (même critère que celui proposé par Park et al. [102]) : on verifie si les résultats
obtenus sont les mêmes lors d’exécutions répétées dans des conditions identiques.
9. outils et ressources externes (critère sans correspondance avec ceux de Park et al.
[102]) : on verifie si les outils, en plus de corpus qu’ils prennent en entrée, utilisent
durant le processus d’extraction d’autres ressources (comme, par exemple, WordNet ou
des recherches sur Internet) ou des outils externes (par exemple, des outils de traitement
de la langue).
4.2.3.3 Comparaison basée sur la qualité des résultats
La troisième étape concerne la comparaison des outils sur la base de la qualité des résul-
tats obtenus dans le cadre de tests expérimentaux. Nous considérons qu’une comparaison plus
précise que celle proposée par Park et al. est possible. Dans un premier temps, les résultats
de chaque outil sont comparés à une ontologie construite manuellement. Ces comparaisons
permettent une première évaluation quantitative par deux mesures classiques (la précision et
le rappel) pour chaque outil. Nous complétons par deux mesures : la spécificité des termes
extraits et la richesse sémantique des relations taxonomiques.
La spécificité des termes extraits est basée sur la considération suivante : il est plus pro-
bable que les termes complexes, composés de deux ou plusieurs mots, correspondent à des
concepts plus spécifiques d’un domaine que les termes simples, composés d’un seul mot –
par exemple, le terme algorithme de désambiguïsation correspond à un concept plus spéc-
fique que le terme algorithme. Nous considérons qu’il est intéressant de considérer trois
valeurs pour cette mesure : termes simples, termes composés de deux mots, et termes com-
posés de trois mots ou plus. La richesse sémantique des relations taxonomiques est basée
sur l’observation qu’une relation taxonomique peut relier deux concepts dont les « termes
étiquettes » ont la particularité de pouvoir s’inclure lexicalement (le terme plus court fait
partie lexicalement du terme plus long – par exemple, le terme arbre fait partie lexicalement
du terme arbre de concepts). Intuitivement, une telle relation apporte moins d’informations
qu’une relation taxonomique entre deux concepts dont les étiquettes n’ont pas cette propriété.
Pour pallier les limitations de la construction manuelle et prendre en compte le fait que les
outils peuvent découvrir des concepts pertinents ne faisant pas partie de l’ontologie construite
manuellement, nous avons introduit un processus d’ajustement. Les éléments extraits par les
outils sont évalués directement par l’expert en suivant une adaptation de la méthode utilisée
pour la validation de Text2Onto [27]. A chaque composant extrait par les outils, l’expert
assigne une note entre 1 (composant invalide) et 4 (composant pleinement valide) en suivant
l’échelle suivante :
– Pour les concepts et les instances :
1. des termes qui ne sont pas l’étiquette ni d’un concept ni d’une instance
2. des termes qui sont identifiés en tant qu’étiquette d’un concept alors qu’ils sont
plutôt l’étiquette d’une instance, et le cas inverse
3. des termes qui sont l’étiquette d’un concept ou d’une instance qui ne sont pas
pertinents pour le domaine
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4. des termes qui sont l’étiquette d’un concept ou d’une instance qui sont pertinents
pour le domaine
– Pour les relations taxonomiques :
1. une relation incorrecte ou dont au moins un des termes qu’elle relie n’est pas
l’étiquette d’un concept
2. une relation non taxonomique entre deux concepts
3. une relation taxonomique correcte mais pour laquelle au moins un des concepts
impliqués est trop général ou trop spécifique par rapport au domaine de l’ontolo-
gie
4. une relation taxonomique correcte qui relie deux concepts pertinents pour le do-
maine
Les composants extraits par les outils, qui ont été évalués comme pleinement valides et
qui ne font pas partie de l’ontologie construite manuellement sont ajoutés 2 aux composants
de l’ontologie manuelle, obtenant ainsi une « ontologie d’union» (ou « ontologie étendue»).
Les résultats des outils sont comparés non seulement à l’ontologie manuelle, mais aussi
à cette ontologie d’union, ce qui permet une meilleure compréhension des performances de
chaque outil. Par conséquent, pour chaque outil on calcule deux valeurs pour la précision et
le rappel : Precisionm et Rappelm par rapport à l’ontologie construite manuellement Om et













où EE est l’ensemble des composants extraits
4.2.3.4 Schéma d’analyse pour la comparaison des approches
La figure 4.1 présente une vue globale des relations entre les éléments utilisés dans la
comparaison des approches et des outils. Les éléments ont été regroupés en trois groupes :
1. Approche : éléments permettant la caractérisation des approches (les tâches, les tech-
niques utilisées pour l’automatisation, les outils et leur configuration) ;
2. Sorties et statistiques : éléments permettant la caractérisation des résultats obtenus dans
les tests (l’ontologie construite automatiquement, avec ses composants, et les mesures
quantifiant les performances des outils) ;
3. Ligne de comparaison : éléments servant de support pour la comparaison des ap-
proches (le référentiel de tâches de Methontology, l’ontologie construite manuellement
et le résultat de l’analyse technique des outils).
2. Comme il s’agit seulement de concepts, d’instances et de relations taxonomiques, le problème qui peut
apparaître lors de cette intégration concerne l’apparition de cycles de relations taxonomiques ; mais, comme les
relations taxonomiques qui doivent être intégrées ont été validées en préalable par l’expert, il est peu probable
que cette situation arrive.
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Figure 4.1: Diagramme UML résumant les relations entre les éléments utilisés pour notre démarche
de comparaison des outils.
4.3 Analyse comparative de quatre approches
Dans cette section, nous présentons une analyse comparative détaillée de quatre ap-
proches de construction automatique des ontologies à partir de textes en suivant les principes
introduits dans la section précédente.
Le choix de ces approches repose essentiellement sur quatre raisons :
1. elles automatisent au moins l’identification des concepts et des relations taxonomiques ;
c’est pour cette raison que nous n’avons pas retenu Terminae où l’identification des
concepts est semi-automatique et celle des relations taxonomiques est manuelle.
2. elles construisent des ontologies du domaine concerné par le corpus ; c’est pour cette
raison que nous n’avons pas retenu OntoGen, qui construit une ontologie de thèmes.
3. elles sont génériques et peuvent être potentiellement appliquées à tous les domaines.
4. elles sont accompagnées d’outils logiciels qui les rendent opérationnelles.
Toutes les approches introduites dans la Section 3.3.3 coïncident avec les deux der-
niers critères, et seulement quatre satisfont aussi aux deux premiers : OntoLearn, Asium,
Text2Onto et Sprat.
Dans la suite, nous analysons ces quatre approches selon les trois axes identifiés précé-
demment : le référentiel de tâches de Methontology, les aspects techniques et la qualité des
résultats.





































Table 4.1: Correspondances et différences entre les tâches des quatre approches et le référentiel de tâches déduit de Methontology.









Extraction des termes – L & S
Filtrage des termes – à l’aide de filtres L & S
Validation des termes – Man
Identification de définitions pour les termes (consti-
tuant ainsi un glossaire) – à l’aide de recherches sur
Internet – ES
Termes = { concepts }
Extraction des termes – L
Validation des termes – Man
Termes = { concepts, instances }
Extraction des termes – L
& S
Termes = { concepts,
instances }
Extraction des termes – L
Termes = { concepts, instances }
Exécution itérative
Choix d’un nouveau terme
impliqué dans un patron ’is-a’ le
reliant à un concepts déjà présent














associées à chaque mot
composant le terme :
algo. SSI (spécifique à
OntoLearn) et WordNet





















Construction d’une taxonomie –
Identification du contexte de
chaque terme et construction de la
taxonomie par classification non
supervisée (basée sur le contexte)
des termes – Di
Identification des relations
’is-a’ entre concepts (à
l’aide de WordNet, des
patrons et des heuristiques
(basées sur la structure des
termes composés) – St &
Pa & ES
(si le terme choisi -> concept)
Le concept est ajouté à
l’ontologie – à l’aide des règles
d’intégration et de résolution de






qui correspondent à la
même relation
Définition des relations en
identifiant, pour chaque
relation, les concepts
concernés – par l’analyse
des termes associés à
chaque verbe (le sujet et le
complément d’objet)
Fournir des exemples de relations sémantiques du
domaine – Man
Apprentissage de règles pour l’identification des
relations – PL
Utilisation des règles sur les termes complexes pour
identifier des relations entre ses composants – Pa
Identification des dépendances
syntactiques indiquant une relation
– à l’aide de ASA, un formalisme
spécifique à Asium
Choix de quelques exemples – Man
Apprentissage de règles pour
l’identification des relations – à
l’aide de l’apprentissage inductif
basé sur le formalisme ASA – PL
Identification des concepts
connectés par les relations apprises
à partir de exemples –




concepts – (à l’aide de




génériques (définies par un
verbe) – (à l’aide de
shallow parsing strategy et
des informations sur la
fréquence des termes) – Di
Identification et intégration dans
l’ontologie de relations entre le
nouveau concept et des concepts
déjà présents dans l’ontologie (à
l’aide de patrons prédéfinis) – Pa
Construction du
dictionnaire de concepts
(qui contient, pour chaque
concept, ses attributs, ses
instances et ses relations)
— — Identification des relations
’instance-of’ – Di
(si le terme choisi -> instance)
L’instance est ajoutée à
l’ontologie – à l’aide de règles
spécifiques à Sprat – Pa
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La comparaison par rapport au référentiel de tâches de Methontology a un triple objectif :
– mettre en évidence les tâches et les sous-tâches de chaque approche qui correspondent
aux tâches du référentiel. Cette analyse permet l’identification des étapes ignorées par
certaines approches ;
– distinguer ce qui est automatisé de ce qui ne l’est pas ;
– mettre en évidence les outils et les techniques utilisés pour l’automatisation.
Cette comparaison est présentée à l’aide des tableaux 4.1 et 4.2.
Le tableau 4.1 montre tout d’abord que les quatre approches ignorent l’identification d’at-
tributs pour les concepts. Et, il souligne le fait que OntoLearn et Asium ne permettent pas le
peuplement de l’ontologie (l’identification des instances). Il est intéressant de noter que, dans
le cas de Sprat, l’extraction de concepts, de relations taxonomiques, de relations ad-hoc et
des instances ne constituent pas des étapes séparées et indépendantes, comme pour Methon-
tology et les trois autres approches analysées. Sprat est basé sur un cycle itératif et, à chaque
itération l’ontologie est enrichie avec un nouveau concept (avec sa relation taxonomique),
une nouvelle relation ad-hoc ou une nouvelle instance.
Le tableau 4.2 montre que seuls Text2Onto et Sprat proposent des outils intégrés qui
couvrent l’ensemble du processus de construction d’une ontologie. De plus, pour l’extrac-
tion des relations taxonomiques OntoLearn propose deux outils indépendants, SSI et WCL
System qui implémentent chacun des techniques différentes.
Certains outils ont été développés spécifiquement pour la construction des ontologies :
TermExtractor, GlossExtractor, SSI, WCL System, Asium, Text2Onto, NEBOnE et Sprat.
Les autres outils mentionnés dans le tableau 4.2 ont été développés pour un autre objectif et
ont trouvé une utilisation particulière dans le processus de construction de l’ontologie ; C4.5
et Propal, permettent l’apprentissage inductif de règles ; LinkParser et BioLG, permettent
l’analyse de la syntaxe du texte ; JAPE permet l’analyse du texte à l’aide des expressions
régulières (patrons) ; YATEA permet l’extraction de termes.
Comme Sprat, dans le cadre de l’approche avec le même nom, couvre l’ensemble des
tâches du référentiel de tâches et que les résultats de TermRaider, JAPE et NEBOnE ne
peuvent pas être intégrés manuellement avec ceux de Sprat, la suite de notre analyse se res-
treint aux trois outils TermRaider, JAPE et NEBOnE.
Les types de techniques (introduites dans la Section 3.3.2) utilisés par les quatre ap-
proches pour l’automatisation des différentes sous-tâches sont indiqués dans le tableau 4.1
à l’aide des acronymes suivants : S (approches statistiques), L (approches linguistiques), St
(techniques structurelles), Di (techniques distributionnelles), MP (techniques à base de pa-
trons où les patrons doivent être précisés manuellement), PL (techniques à base de patrons
où les patrons sont appris pendant l’extraction), PA (techniques à base de patrons où les pa-
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4.3.2 Comparaison technique
1. disponibilité :
– OntoLearn : TermExtractor, GlossExtrator et SSI sont, a priori 3, disponibles en
ligne sur le serveur de leur auteur ; ils peuvent être utilisés via une page web ; leur
disponibilité dépend de celle du serveur où ils sont hébergés ;
– Asium : l’outil Asium n’est pas disponible pour être testé ;
– Text2Onto : l’outil Text2Onto est disponible et peut être installé en local ;
– Sprat : les outils TermRaider et Sprat sont disponibles sur forme de services web ;
leur disponibilité dépend de celle du serveur où ils sont hébergés ;
2. entrées, sorties, prétraitement :
– OntoLearn : TermExtractor prend en entrée le corpus et son résultat est une liste
de concepts ; GlossExtractor : liste de termes en entrée, liste de définitions en sor-
tie ; WCL System : liste de définitions en entrée, liste de relations taxonomiques en
sortie ;
– Asium : Asium prend en entrée le corpus et offre en sortie une taxonomie de concepts ;
– Text2Onto : l’outil Text2Onto prend en entrée des textes (documents TXT ou PDF)
et produit en sortie une ontologie qui peut être sauvegardée dans plusieurs formats
dont OWL ;
– Sprat : l’outil Sprat prend en entrée le corpus et son résultat est une ontologie en
OWL ;
3. réutilisation et amélioration :
– OntoLearn : TermExtractor peut enrichir une liste de termes ;
– Asium : pas de réutilisation ;
– Text2Onto : l’outil Text2Onto peut faire évoluer, suite à une modification du corpus,
une ontologie déjà construite ;
– Sprat : l’outil Sprat peut prendre en entrée une ontologie et l’enrichir ;
4. degré d’extraction :
– OntoLearn : extraction complètement automatique de concepts et de relations taxo-
nomiques ; extraction partiellement manuelle de relations ad-hoc ; pas d’extraction
d’instances ;
– Asium : extraction complètement automatique de concepts et de relations taxo-
nomiques ; extraction partiellement manuelle de relations ad-hoc ; pas d’extraction
d’instances ;
– Text2Onto : l’outil Text2Onto permet l’extraction complètement automatique de
concepts, d’instances, de relations taxonomiques et de relations ad-hoc ;
– Sprat : l’outil Sprat permet l’extraction complètement automatique de concepts,
d’instances, de relations taxonomiques et de relations ad-hoc ;
5. degré d’automatisation :
– OntoLearn : TermExtractor, SSI, GlossExtractor etWCL System sont automatiques ;
l’identification des relations ad-hoc et l’intégration des résultats des différents outils
nécessite l’implication de l’expert ;
3. ces outils ont été disponibles durant les deux premières années de ma thèse mais actuellement le serveur
où ils sont hébergés est affecté par des problèmes de configuration
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– Asium : l’identification de concepts et de la hiérarchie des concepts est automatique ;
l’identification des relations ad-hoc nécessite l’implication de l’expert ;
– Text2Onto : outil complètement automatique ; l’utilisateur peut éliminer manuelle-
ment des résultats intermédiaires ;
– Sprat : outil complètement automatique, l’utilisateur ne peut pas intervenir durant le
processus de construction ;
6. paramétrage :
– OntoLearn : seul TermExtractor est configurable ; il permet de moduler les différents
paramètres de ses filtres (par exemple, le nombre maximal de mots qui peuvent
composer un terme) mais aussi de l’algorithme d’extraction (prise en charge de la
position – dans le titre, par exemple – et du style du terme dans le texte – en gras ou
en italique) ;
– Asium : aucune configuration n’est possible ;
– Text2Onto : l’outil Text2Onto permet le choix des algorithmes pour l’extraction des
différents éléments et le choix de la stratégie utilisée pour combiner les résultats des
différents algorithmes ;
– Sprat : aucune configuration n’est possible ;
7. efficacité :
– OntoLearn : l’exécution ayant lieu en mode différé, il nous est impossible d’estimer
l’efficacité ; dans la plupart des cas les tâches sont exécutées en moins d’une heure ;
– Asium : – impossible de tester – ;
– Text2Onto : l’outil Text2Onto est efficace (temps d’exécution de moins de trois mi-
nutes dans nos tests) ;
– Sprat : Sprat et TermRaider sont efficaces (temps d’exécution de moins d’une minute
dans nos tests) ;
8. fiabilité :
– OntoLearn : SSI, TermExtrator et WCL sont fiables ; les résultats de GlossExtractor
dépendent de l’évolution de l’Internet ;
– Asium : l’outil Asium est fiable ;
– Text2Onto : l’outil Text2Onto est fiable ;
– Sprat : Sprat et TermRaider sont fiables ;
9. outils et ressources externes :
– OntoLearn : SSI utilise WordNet en tant que ressource auxiliaire et GlossExtractor
utilise des recherches sur Internet ;
– Asium : pas de ressources ou d’applications externes ;
– Text2Onto : l’outil Text2Onto a besoin de la plateforme GATE et de l’analyseur
syntactique TreeTagger pour l’analyse du texte ; il utilise WordNet et des recherches
sur Internet comme des ressources auxiliaires ;
– Sprat : pour utiliser Sprat et TermRaider il est nécessaire d’installer l’application
NeonToolkit et un plugin spécifique ;
Comme Asium, le seul outil spécialisé proposé par l’approche homonyme, n’est pas dis-
ponible pour être testé, la dernière partie de l’analyse comparative des outils, présentée dans
la section suivante, se restreint aux approches OntoLearn, Text2Onto et Sprat.
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4.3.3 Comparaisons expérimentales
Pour comparer les approches en fonction de la qualité des résultats qu’elles permettent
d’obtenir nous avons réalisé plusieurs tests et nous avons comparé les résultats obtenus en
suivant la procédure présentée dans la première partie de ce chapitre (section 4.2.3.3).
4.3.3.1 La configuration utilisée
Pour tester les outils nous avons choisi un corpus de taille moyenne (4000 mots) dont le
domaine – la construction des ontologies à partir de textes – nous est familier, ce qui nous a
permis d’être nous mêmes les experts pour la validation manuelle des résultats des outils et
pour la construction de l’ontologie manuelle. Le corpus est composé d’un seul document 4 –
un article scientifique, écrit par Navigli et Velardi et intitulé « Learning Domain Ontologies
from Document Warehouses and Dedicated Web Sites» [91], dont on a éliminé toutes les par-
ties qui n’étaient pas du texte brut (les images, les tableaux, les formules) ou qui n’étaient pas
liées au domaine (les exemples et les références bibliographiques). Le texte ainsi obtenu est
dense ; il contient un très grand nombre de termes faisant référence à des concepts pertinents
pour le domaine par rapport au nombre de termes du texte.
En partant des connaissances exprimées dans ce corpus nous avons construit manuelle-
ment, en tant qu’experts, une ontologie légère, contenant seulement des concepts mentionnés
dans le corpus, les relations taxonomiques entre ces concepts et les instances et les relations
ad-hoc mentionnées dans le corpus (cette ontologie contient 417 concepts, 38 instances, 407
relations taxonomiques et sa taxonomie a une profondeur maximale de 5 ; l’ontologie est






















Figure 4.2: Les concepts centraux de l’ontologie construite manuellement.
4. Dans le cadre d’une analyse préalable [52] nous avons souligné que les résultats obtenus avec TermExtrac-
tor, un des outils associés à l’approche OntoLearn, sont différents suivant que le corpus traité contient plusieurs
documents ou un seul document composé de l’union de ces documents. Ce comportement est du au filtrage des
termes qui sont extraits par TermExtractor à l’aide d’un filtre nommé «Domain Consensus ». Si le seuil de ce
filtre est fixé à zéro, alors les résultats obtenus avec TermExtractor sont indépendants du nombre de documents
qui composent les corpus. Dans cette thèse, pour faciliter la construction de l’ontologie manuelle, nous avons
limité notre analyse à un corpus contenant un seul document.
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Nous avons testé les outils qui permettent l’extraction complètement automatisée de com-
posants d’ontologie : TermExtractor, WCL System, Text2Onto et Sprat. Notons que pour ob-
tenir des composants d’ontologie à partir des résultats de SSI il faut qu’un expert précise les
règles qui doivent être utilisées pour la combinaison de réseaux sémantiques.
4.3.3.2 Analyse des resultats – concepts et instances
Trois outils permettent l’extraction automatisée de termes identifiant des concepts ou des
instances : TermExtractor, Text2Onto et Sprat. Les tableaux 4.3, 4.4, 4.5 et 4.6 présentent les
résultats de la validation de leurs résultats et de la comparaison avec l’ontologie construite
manuellement (Omb) et avec l’ontologie d’union (Ou).
Table 4.3: Concepts extraits automatiquement : Résultats de la validation de l’expert.
Evaluation1 TermExtractor2 Text2Onto Sprat
Concepts extraits 253 444 9
Concepts évalués 1 22 30 3
Concepts évalués 2 4 2 3
Concepts évalués 3 30 138 0
Concepts évalués 4 197 (77%) 274 (61%) 3 (33%)
1 voir section 4.2.3.3
2 TermExtractor extrait seulement des termes faisant référence à des concepts
Table 4.4: Instances extraites automatiquement : Résultats de la validation de l’expert.
Evaluation Text2Onto Sprat
Instances extraites 94 0
Instances évaluées 1 13 0
Instances évaluées 2 10 0
Instances évaluées 3 51 0
Instances évaluées 4 20 (21%) 0 (0%)
On remarque que TermExtractor a la meilleure précision pour l’extraction de concepts,
alors que Text2Onto a un meilleur rappel. Sprat a un très faible rappel. On remarque aussi
que Text2Onto extrait plus de termes simples que TermExtractor.
4.3.3.3 Analyse des resultats – relations taxonomiques
Trois outils permettent l’extraction complètement automatique de relations taxonomiques :
WCL System, Text2Onto et Sprat. Comme pour l’extraction des concepts, les résultats de ce
dernier sont très limitées (tableau 4.7). De ce fait, la comparaison des performances des outils
concerne ici seulement WCL System et Text2Onto.
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Table 4.5: Concepts et instances extraits automatiquement : comparaison avec Omb basée sur la
spécificité des termes.
Nombre de mots Omb TermExtractor Text2Onto Sprat
Tous 417 253 444 9
Un mot 81 (19%) 41 (17%) 311 (70%) 3 (33%)
Deux mots 220 (53%) 170 (66%) 116 (26%) 3 (33%)
Trois mots ou plus 116 (28%) 42 (17%) 17 (4%) 3 (33%)
Table 4.6: Concepts et instances extraits automatiquement : comparaison avec Omb et Ou.
Omb TermExtractor Text2Onto Sprat Ou
Concepts extraits – 253 444 9 –
Concepts valides 417 197 274 3 581
∩ Omb – 149 146 3 417
Precisionm – 59% 33% 30% –
Precisionu – 78% 62% 30% –
Rappelm – 36% 35% 0.7% –
Rappelu 69% 34% 47% 0.5% –
Instances extraites – – 94 0 –
Instances valides 38 – 20 0 40
∩ Omb – – 18 0 38
Precisionm – – 19% 0 –
Precisionu – – 21% 0 –
Rappelm – – 47% 0 –
Rappelu 95% – 50% 0 –
Comme nous l’avons indiqué dans la section 4.3.2, WCL System ne peut être testé qu’en
demandant à ses auteurs de l’exécuter sur notre jeu de données. Nous n’avons donc testé
WCL System que sur un sous-ensemble représentatif des concepts de l’ontologie. De plus
WCL System identifie des relations taxonomiques à partir de définitions de concepts alors
que Text2Onto utilise des patrons, des heuristiques et des relations lexicales de WordNet.
Par conséquent, WCL System et Text2Onto ne peuvent pas être testés dans des conditions
identiques (comme les extracteurs de termes qui prennent tous en entrée le même texte). La
comparaison de leurs résultats doit donc tenir compte de ce problème.
Le tableau 4.8 présente une double comparaison, basée sur la précision et sur le rappel,
entre les résultats de Text2Onto et les ontologies Omb et Ou.
Nous avons demandé aux auteurs d’OntoLearn de tester WCL System sur un sous-
ensemble de 36 termes sélectionnés parmi ceux extraits par TermExtractor et validés par
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Table 4.7: Relations taxonomiques extraites automatiquement : Résultats de la validation de l’ex-
pert.
Evaluation Text2Onto Sprat
Relation extraites 362 5
Relation évaluées 1 78 2
Relation évaluées 2 69 3
Relation évaluées 3 104 0
Relation évaluées 4 111 (30%) 0 (0%)
Table 4.8: Relations taxonomiques extraites automatiquement : comparaison avec Omb and Ou.
Omb Text2Onto Ou
Relations extraites – 362 –
Relations valides 407 111 473
∩ Omb – 45 407
Precisionm – 41% –
Precisionu – 31% –
Rappelm – 10% –
Rappelu 86% 23% –
l’expert 5. Les auteurs d’OntoLearn ont utilisé comme entrée pour WCL System toutes les
définitions que GlossExtractor a identifiées pour les 36 termes.
WCL System a identifié 278 relations taxonomiques impliquant, en plus des 36 termes
donnés en entrée, 246 nouveaux termes présents dans les définitions extraites par GlossEx-
tractor : 67 de ces 246 termes sont des étiquettes des concepts de Ou. Seules 25 des 278
relations taxonomiques ont été validées (notées 4) par l’expert. 38 concepts de Ou sont im-
pliqués dans ces 25 relations.
Pour comparer les résultats de WCL System avec ceux de Text2Onto, nous nous limitons
aux relations taxonomiques de WCL System, Text2Onto, Omb et Ou qui relient uniquement
des concepts qui sont communs aux quatre ensembles de concepts impliqués dans des re-
lations taxonomiques validées par l’expert : les 38 concepts impliqués dans les 25 relations
taxonomiques validées extraites par WCL System, les 150 concepts impliqués dans les 111
relations taxonomiques validées extraites par Text2Onto, les 417 concepts impliqués dans
les 407 relations taxonomiques de Omb et les 462 concepts impliqués dans les 473 relations
taxonomiques de Ou. Ce sous-ensemble de concepts communs, CC, contient 21 concepts. La
comparaison est résumée dans le tableau 4.9.
5. Dans le choix des 36 termes composant l’ensemble utilisé pour le test nous avons essayé de garder la
même distribution de la spécificité des termes que celle de l’ensemble de 197 termes extraits par TermExtractor
et validés par l’expert (voir les tableaux 4.3 et 4.5).
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Nous avons adapté les mesures Precisionm, Precisionu, Rappelm et Rappelu définies
dans la section 4.2.3.3 pour qu’elles prennent en compte uniquemment les relations reliant
des concepts de CC :
Precision∗m =
|S elect(EE : CC) ∩ Omb|
|S elect(EE : CC)|
Rappel∗m =
|S elect(EE : CC) ∩ Omb|
|S elect(Omb : CC)|
Precision∗u =
|S elect(EE : CC) ∩ Ou|
|S elect(EE : CC)|
Rappelu
∗ =
|S elect(EE : CC) ∩ Ou|
|S elect(Ou : CC)|
où EE = l’ensemble des relations taxonomiques extraites par les outils,
CC = l’ensemble de 21 concepts communs, et
S elect(EE : Ec) = toutes les relations ri ∈ EE qui relient uniquement des concepts c j, ck ∈ Ec
Table 4.9: Relations taxonomiques extraites automatiquement : comparaison basée sur un sous-
ensemble de 21 concepts communs.
Omb WCL System Text2Onto Ou
Relation extraites – 11 7 –
Relations validées 6 9 5 13
∩ Omb – 3 3 6
∩ WCL System 3 – 3 9
∩ Text2Onto 3 3 – 5
Precision∗m – 27% 43% –
Precision∗u – 82% 71% –
Rappel∗m – 50% 50% –
Rappel∗u 46% 69% 38% –
Relations spécifiques1 16% 38% 8% –
1Relations identifiées par un seul outil
Le tableau 4.9 montre une complémentarité entre les outils et Omb. Chaque outil identifie
des « relations spécifiques », qui n’ont pas été identifiées par l’expert. WCL System semble
très performant parce qu’il est le seul à avoir identifié 38% des toutes les relations identifiées
entre les 21 concepts.
Les résultats de WCL System et de Text2Onto sont complémentaires quand on analyse la
richesse sémantique des relations identifiées. En fait, 76% des 111 relations validées extraites
par Text2Onto sont des relations sémantiquement pauvres, alors que 76% des 25 relations
validées extraites par WCL System sont des relations sémantiquement riches.
4.3.3.4 Analyse des resultats – autres aspects
Seuls deux outils permettent, au moins en théorie, l’extraction automatique de relations
non taxonomiques : Text2Onto et Sprat. Malheureusement, dans tous nos tests Sprat n’a
extrait aucune relation non taxonomique. Text2Onto a identifié 5 relations « instance-of »
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qui associent des instances à des concepts ; 4 de ces relations ont été aussi identifiées par
l’expert et font partie de Omb. Text2Onto a identifié 15 relations non taxonomiques ; seules 4
de ces relations concernent le domaine de l’ontologie et aucune ne fait partie de Omb (étant
donne qu’elle contient uniquement des concepts organisés hiérarchiquement et des instances
associées à des concepts).
Comme Sprat a obtenu des résultats très limités dans le cadre de cette expérimentation
nous avons réalisé des tests supplémentaires. Plus précisément, comme Sprat peut prendre
en entrée une ontologie et l’enrichir avec des nouveaux concepts, nous l’avons testé en lui
donnant en entrée, en plus du corpus, une petite ontologie composée d’une sélection des
concepts de Omb. Nous avons répété ce test avec différentes ontologies en entrée pour vérifier
si le contenu de l’ontologie donnée en entrée influence le processus d’extraction de concepts
de Sprat. Dans tous ces tests, l’ontologie obtenue comme résultat a été l’union de l’ontologie
donnée en entrée avec les résultats que Sprat obtient sur le corpus quand il ne prend pas
une ontologie en entrée. De ce fait, nous pensons que l’ontologie donnée en entrée à Sprat
influence peu son processus d’extraction.
Table 4.10: Résultats de Sprat quand nous avons augmenté graduellement la taille du corpus.
Evaluation
Corpus
4000∗ 9000∗ 15000∗ 19000∗ 27000∗ 8000∗
Concepts extraits 9 14 20 27 49 27
Concepts évalués 1 3 3 4 4 6 5
Concepts évalués 2 3 3 3 3 3 1
Concepts évalués 3 0 4 7 10 9 1
Concepts évalués 4 3 (30%) 4 (29%) 6 (30%) 10 (37%) 31 (63%) 20 (74%)
∗Le nombre de mots dans le corpus
Nous avons aussi testé Sprat en augmentant progressivement, en quatre étapes, la taille
du corpus : de 4000 mots à 27000 mots 6. A chaque étape nous avons ajouté au corpus un
nouveau document 7 du même type que le premier – un article scientifique concernant le
même domaine (la construction des ontologies à partir de textes) et ayant subi le même pré-
traitement que le premier (élimination de toutes les parties qui n’étaient pas du texte brut).
Les résultats obtenus sont résumés dans le tableau 4.10. Le pourcentage des concepts notés 4
augmente avec la taille du corpus, mais l’ontologie construite reste très petite et peu structu-
rée, ayant une profondeur maximale de 2. Aucune instance ou relation non taxonomique n’a
6. Les corpus plus larges incluent les corpus plus petits.
7. Les documents ajoutés au corpus :
étape 1 : Velardi et al., 2005, [132] : Evaluation of OntoLearn, a methodology for automatic learning of domain
ontologies ;
étape 2 : Velardi et al., 2007, [134] : A Taxonomy Learning Method and its Application to Characterize a Scientific
Web Community ;
étape 3 : Velardi et al., 2008, [133] : Mining the Web to Create Specialized Glossaries ;
étape 4 : Navigli et Velardi, 2005, [92] : Structural Semantic Interconnections : A Knowledge-Based Approach to
Word Sense Disambiguation.
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été identifiée.
Comme nous avons remarqué une variation très importante de la précision et du rappel
de Sprat quand nous sommes passés du corpus de 19000 mots à celui de 27000 mots, nous
avons aussi testé Sprat sur le corpus composé des 8000 mots qui ont été ajoutés au corpus
de 19000 mots pour obtenir celui de 27000 mots. Sprat a obtenu des résultats remarquables
sur ce corpus (une précision de 74%). Ces performances sont expliquées par le fait que le
corpus de 8000 mots contient, par rapport aux autres corpus, une proportion plus importante
d’expressions qui correspondent aux patrons prédéfinis de Sprat (des phrases contenant les
expressions « such as » et « kind of »).
4.4 Conclusion
Dans ce chapitre, nous avons introduit une démarche pour analyser et comparer les ap-
proches et les outils pour la construction automatique des ontologies à partir de textes.
Cette démarche nous semble compléter les quelques méthodes proposées précédemment
dans la littérature. Bien qu’encore très éloignée d’un système d’aide à la décision qui permet-
trait de guider l’utilisateur dans le choix d’une approche pour des usages spécifiques, notre
démarche peut contribuer à la réflexion préalable au développement d’un tel système. Elle
a été éprouvée expérimentalement pour comparer quatre approches et elle nous a permis de
dégager leurs avantages et inconvénients. De cette comparaison expérimentale, il ressort que
parmi les outils testés Text2Onto offre le meilleur équilibre entre la disponibilité, le degré
d’automatisation et la qualité des résultats obtenus. Nous retenons donc cet outil dans la suite
pour nos travaux expérimentaux sur l’analyse des erreurs.
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5.1 Introduction
La forte variabilité des résultats obtenus avec les différents outils logiciels testés dans le
chapitre 4 nous renvoie naturellement à la question de la validation de la qualité des ontolo-
gies construites. Bien que ce sujet fût abordé par Gomez-Perez en 1995 [53], peu de temps
après les travaux fondateurs de Gruber, 1993 [57], et que, depuis, un nombre important de
travaux y aient été consacrés [49, 58, 61, 76, 130, 139], les solutions proposées semblent
ne pas répondre à tous les besoins et de nouvelles approches sont proposées régulièrement
[5, 37, 130].
La difficulté de ce problème est dûe à la complexité inhérente de la notion d’ontologie,
comme le montre la variété des définitions présentées dans le Chapitre 2, et à la diversité des
applications, des contextes et des problématiques dans lesquels les ontologies sont utilisées.
Les approches pour l’évaluation des ontologies proposées dans la littérature se différen-
cient par les critères utilisés pour définir la qualité d’une ontologie. Dans cette thèse, nous
utilisons l’expression «modèle de qualité » pour nommer l’ensemble des définitions et des
critères utilisés par une approche pour expliciter la notion de qualité.
Dans la première partie de ce chapitre, nous présentons un état de l’art sur la qualité des
ontologies (Section 5.2). Nous présentons différents modèles de qualité proposés dans la lit-
térature ainsi que les méthodes d’évaluation et les types de problèmes qui peuvent apparaître
dans une ontologie et nuire à sa qualité. Dans une deuxième partie, nous proposons un nou-
veau cadre formel pour la description des problèmes de qualité et introduisons une nouvelle
typologie de ces problèmes (Section 5.3).
5.2 Etat de l’art
Dans la littérature la question de la qualité des ontologies a été abordée selon deux plans :
(1) celui de l’évaluation des ontologies (présenté dans la Section 5.2.1), et (2) celui de l’iden-
tification et de l’analyse des problèmes qui perturbent la qualité des ontologies (présenté dans
la Section 5.2.2).
5.2.1 L’évaluation de la qualité des ontologies
L’évaluation de la qualité des ontologies est un problème complexe et les solutions pro-
posées dans la littérature sont très diversifiées. Ces solutions ont été analysées et classées
en fonction de plusieurs critères interdépendants : l’objectif de l’évaluation [37, 54, 64] ;
le type d’utilisateur qui peut faire l’évaluation [64] ; le moment où l’évaluation peut être
réalisée [64, 130] ; les aspects de l’ontologie qui sont évalués (le modèle de qualité utilisé)
[15, 49, 136] ; la méthode d’évaluation [15, 49, 130] ; le caractère automatique ou manuel de
l’évaluation [136] ; la nature quantitative ou qualitative de l’évaluation [37] ; etc.
Nous avons choisi de centrer cet état de l’art autour de deux de ces critères – les mo-
dèles de qualité et les méthodes d’évaluation – qui permettent une analyse très détaillée des
solutions proposées pour l’évaluation des ontologies.
Pour l’usage des termes, bien que la plupart des auteurs utilisent simplement le terme
« évaluation », certains auteurs ont introduit et utilisent des termes plus spécifiques pour
identifier des types particuliers d’évaluation. C’est notamment le cas de Gomez-Perez et al.
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[54] qui utilisent les termes « vérification de l’ontologie » et « validation de l’ontologie »
pour identifier deux types complémentaires d’approches d’évaluation. La « vérification de
l’ontologie » évalue si l’ontologie construite respecte des spécifications. La « validation de
l’ontologie» vérifie la conformité de l’ontologie aux problèmes applicatifs auxquels elle doit
répondre. Ces termes et cette différenciation entre les deux types d’évaluation ont été repris
par plusieurs auteurs comme, par exemple, Obrst et al. [100] qui ont publié une étude sur
les méthodes de validation des ontologies et Vrandecic [136] qui a analysé les méthodes de
vérification des ontologies.
La suite de cette section est organisée comme suit. Dans un premier temps (Section
5.2.1.1), nous présentons les modèles de qualité proposés dans la littérature en insistant sur
oQual, le modèle proposé par Gangemi et al. [49] qui, à notre connaissance, est le modèle
de qualité le mieux structuré et le plus complet. Dans un deuxième temps (Section 5.2.1.2),
nous présentons les méthodes d’évaluation des ontologies les plus usitées en les positionnant
par rapport au modèle de qualité oQual.
5.2.1.1 Les modèles de qualité
L’objectif majeur de cette section est de présenter oQual, le modèle de qualité que nous
considérons comme le mieux structuré et le plus complet. Il ne s’agit donc pas de présenter
exhaustivement tous les modèles proposés dans la littérature. Cependant, pour argumenter le
choix de oQual, nous proposons tout d’abord un survol synthétique de différentes approches.
5.2.1.1.1 Modèles de qualité inspirés d’autres domaines Certains auteurs se sont ins-
pirés des modèles de qualité définis dans d’autres domaines (la linguistique [22], l’ingénierie
logicielle [37, 45], les sciences de l’information [5], l’évaluation des niveaux d’acquisition
des connaissances [5]) pour proposer des modèles de qualité adaptés aux ontologies.
Burton-Jones et al. [22] ont repris des définitions de la notion de qualité issues du do-
maine linguistique. Dans leur modèle, la qualité d’une ontologie est définie à l’aide de dix
caractéristiques et se décline autour de quatre dimensions : (1) la qualité syntaxique (validité
syntaxique, richesse de la syntaxe utilisée), (2) la qualité sémantique (intelligibilité, consis-
tance, clarté), (3) la qualité pragmatique (complétude, précision, pertinence) et (4) la qualité
sociale (autorité, historique). A chacune des dix caractéristiques les auteurs ont associé une
mesure permettant une évaluation quantitative. Par exemple, la mesure de la validité syn-
taxique d’une ontologie est donnée par le rapport entre le nombre de règles de syntaxe non
respectées par les formules logiques qui définissent l’ontologie et le nombre de ces formules
logiques.
Duque-Ramos et al. [37] ont proposé en 2011 OQuaRE 1, un modèle de qualité basé sur
le standard ISO 25000. Ce standard définit un processus complet d’évaluation d’un logiciel
et complète le standard ISO 9126 qui caractérise la qualité pour les logiciels. Le modèle
OQuaRE définit neuf dimensions (ou caractéristiques) de la qualité d’une ontologie et 44
sous-caractéristiques. Une de ces dimensions (la structure) est spécifique aux ontologies. Les
huit autres dimensions sont inspirées du standard ISO 25000 : l’adéquation fonctionnelle, la
fiabilité, l’opérabilité, la maintenabilité, la qualité d’utilisation ou l’ergonomie, la transféra-
bilité, la compatibilité et l’efficacité de la performance. Duque-Ramos et al. ont aussi proposé
1. http://miuras.inf.um.es/evaluation/oquare/
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un ensemble de 14 mesures (la profondeur de l’ontologie, le nombre moyen de relations par
concept, etc.) et une association entre ces mesures et les 44 sous-caractéristiques permettant
d’évaluer quantitativement chaque dimension de la qualité.
5.2.1.1.2 Modèles de qualité basés sur la dialectique Certains travaux s’inspirent de la
dialectique philosophique d’analyse, de justification et de critique des arguments. C’est le cas
du modèle de qualité OntoClean proposé par Guarino et Welty [61]. Ce modèle permet la
vérification de la validité formelle des relations de subsomption (ou taxonomiques) entre les
concepts d’une ontologie. Ce modèle repose sur quatre méta-propriétés qui caractérisent les
concepts d’une ontologie (l’identité, la rigidité, l’unité et la dépendance). Pour être correctes
les relations de subsomption d’une ontologie doivent respecter un ensemble de contraintes
basées sur ces méta-propriétés. Par exemple, un concept ayant une propriété d’identité ne
peut pas subsumer un concept qui n’a pas cette propriété. A notre connaissance, Guarino et
Welty n’ont associé aucune mesure à leur modèle de qualité.
5.2.1.1.3 Modèles de qualité associés à des définitions de la notion d’ontologie Cer-
tains modèles de qualité sont construits autour d’une définition de la notion d’ontologie
[49, 76, 130]. C’est le cas des modèles OntoQA et oQual.
OntoQA a été proposé par Tartir et al. [130]. Partant d’une définition formelle de la no-
tion d’ontologie proposée en 2002 par Maedche et Zacharias [83], ces auteurs ont précisé la
notion de schéma (ou structure) de l’ontologie (les concepts, leurs attributs et les relations
entre concepts) et celle de structure de la base de connaissances (la structure définie par
les instances de l’ontologie). Le modèle OntoQA considère que la qualité d’une ontologie
dépend à la fois de la qualité de son schéma et de la manière dont ce schéma est effective-
ment utilisé pour représenter des connaissances du monde réel (les instances). La qualité du
schéma d’une ontologie est évaluée par sa capacité à représenter des connaissances riches.
Cette capacité dépend, à son tour, de la richesse des attributs, de la richesse de la structure
taxonomique et de la richesse des relations. Le degré d’utilisation effective du schéma dépend
de la présence de concepts qui n’ont pas d’instances, de la distribution d’instances dans l’on-
tologie et des relations qui existent entre les instances. Tartir et al. ont proposé huit mesures
(le rapport entre le nombre d’attributs et le nombre de classes, le rapport entre le nombre
de relations non taxonomiques et le nombre total de relations d’une ontologie, etc.) permet-
tant une évaluation quantitative de chacune de ces caractéristiques. Notons qu’on retrouve ici
des mesures ou des adaptations de mesures bien connues dans les travaux sur les «mesures
sémantiques ».
5.2.1.1.4 Le modèle de qualité oQual Dans la plupart des modèles évoqués précédem-
ment la formalisation est faible et, à notre connaissance, aucun modèle ne fournit une expli-
cation logique pour le choix des mesures et pour la manière dont ces mesures sont associées
et permettent de quantifier les différents aspects de la qualité. Les explications fournies font
souvent appel à des intuitions, à des similitudes avec d’autres domaines ou invoquent des
questions pragmatiques. Le modèle de qualité oQual [49] se distingue de ces modèles par sa
complétude, par sa construction logique et par son degré de formalisation. De plus, il a été
construit sur la base d’une définition de la notion d’ontologie très proche de celle que nous
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avons présentée au début de cette thèse (Section 2.6).
Le modèle oQual propose une modélisation du processus d’évaluation d’une ontologie.
La qualité d’une ontologie est définie par rapport au cas d’utilisation envisagé. L’ontologie
est considérée comme un objet sémiotique ayant plusieurs dimensions qui peuvent être mesu-
rées. Nous omettons dans la suite les détails de cette modélisation et les définitions formelles
que Gangemi et al. ont proposés car leur utilité dépasse le cadre de cette thèse. Nous présen-
tons seulement les éléments qui permettent de décrire et quantifier la qualité d’une ontologie.
Pour caractériser la qualité d’une ontologie Gangemi et al. ont introduit et formalisé la
notion de « qood » (« quality oriented ontology description ») – description orientée qualité
d’une ontologie. Un « qood» exprime les exigences que l’ontologie doit satisfaire pour réus-
sir le cas d’utilisation. Tous les ensembles de critères qui ont été utilisés dans la littérature
pour évaluer la qualité d’une ontologie sont des « qoods ». D’après Gangemi et al., tous les
« qoods » utilisés dans la littérature sont des combinaisons de neuf « qoods » élémentaires :
1. l’ergonomie cognitive : une ontologie peut être facilement comprise, manipulée et ex-
ploitée par ses utilisateurs ;
2. la transparence : une ontologie permet de comprendre, grâce à sa formalisation et à ses
annotations, les choix conceptuels et les motivations de ses concepteurs ;
3. l’intégrité et l’efficacité computationnelle : une ontologie peut être analysée par un
système d’inférence (elle est consistante et permet des inférences) et la complexité de
cette opération ;
4. la méta-intégrité (« meta-level integrity ») : une ontologie respecte des critères de
structuration taxonomique qui sont acceptés comme indicateurs de qualité ;
5. la flexibilité (« context-boundedness ») : une ontologie peut être facilement adaptée
pour exprimer une nouvelle perspective sur les connaissances qu’elle modélise ;
6. la conformité par rapport à une expertise : une ontologie est conforme aux connais-
sances d’un ou des utilisateurs ;
7. la conformité par rapport aux règles d’extension, d’intégration et d’adaptation : une
ontologie respecte des règles qui garantissent qu’elle peut être facilement comprise et
manipulée dans le but de l’adapter et la réutiliser ;
8. l’adéquation organisationnelle (« organizational fitness ») : une ontologie peut être
intégrée facilement et correspond aux besoins d’une organisation ;
9. l’accessibilité générique : une ontologie peut être facilement utilisée de manière effec-
tive dans une application.
Ces « qoods » élémentaires ne sont pas directement mesurables. Gangemi et al. ont re-
censé 39 aspects de l’ontologie qui peuvent être mesurés directement (par exemple, le nombre
de concepts de l’ontologie, la profondeur du graphe correspondant à l’ontologie, la précision
et le rappel par rapport à un modèle) et ont établi des corrélations (positives et négatives)
entre ces aspects et les « qoods » élémentaires. Par exemple, pour l’« intégrité et l’efficacité
computationnelle » ont été établies deux correlations positives (avec les aspects mesurables
(1) "consistance logique" et (2) "ratio des disjonctions") et trois correlations négatives (avec
les aspects mesurables (3) "degré d’enchevêtrement (tangledness) du graphe", (4) "nombre
de restrictions" et (5) "nombre de cycles").


















Figure 5.1: Diagramme UML (adaptée de Gangemi et al. [49]) illustrant les relations entre les
éléments utilisés pour définir une ontologie en tant qu’objet informationnel.
Pour recenser les aspects mesurables d’une ontologie Gangemi et al. [49] se sont inspirés
de travaux en sémiologie qui les ont conduits à définir l’ontologie comme un objet sémio-
tique, i.e. un objet informationnel (« information object ») et une conceptualisation inten-
tionnelle (« intended conceptualization ») établis dans un cadre (« communication setting »)
donné (figure 5.1). Un objet informationnel est une structure qui exprime une information,
une signification ; il peut être interprété par un agent rationnel. Une conceptualisation in-
tentionnelle est une information, une signification qu’on a l’intention d’exprimer à l’aide de
l’objet informationnel. Le cadre dans lequel ces deux éléments sont établis est formé par le
système d’encodage utilisé pour exprimer l’objet informationnel (le langage OWL), par le
contexte d’utilisation et la tâche prévus pour l’objet informationnel et par le ou les agents
rationnels qui vont interpréter l’ontologie.
En analysant les ontologies comme des objets sémiotiques, trois dimensions mesurables
peuvent être mises en évidence [49] : (1) la dimension structurelle, (2) la dimension fonction-
nelle et (3) la dimension d’utilisabilité. Selon la dimension structurelle, l’ontologie est perçue
comme un objet informationnel et l’analyse concerne deux aspects de sa structure : l’aspect
combinatoire (la structure formée par les concepts et les relations de l’ontologie modélisée
par un graphe) et la sémantique formelle (la structure modélisée par un modèle logique).
Selon la dimension fonctionnelle, l’ontologie est perçue comme un langage (un objet infor-
mationnel + une conceptualisation intentionnelle). L’analyse de l’ontologie vise à évaluer
dans quelle mesure l’objet informationnel correspond à la conceptualisation intentionnelle
i.e. dans quelle mesure l’ontologie répond à son objectif. Selon la dimension utilisabilité,
l’analyse de l’ontologie porte sur le métalangage associé à celle-ci (l’ensemble des métadon-
nées associées à l’ontologie, par exemple les annotations, qui sont susceptibles d’aider un
utilisateur à comprendre l’ontologie).
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5.2.1.2 Les méthodes d’évaluation
Les méthodes d’évaluation visent à expliciter l’utilisation effective d’un modèle de qua-
lité. Par exemple, si une mesure est associée à un modèle de qualité, la méthode d’évaluation
indique la procedure opérationnelle de calcul de la mesure.
Dans cette section, on présente, pour chacune des trois dimensions de l’ontologie mises
en évidence par le modèle oQual, les méthodes d’évaluation les plus importantes.
5.2.1.2.1 L’évaluation de la dimension structurelle Pour l’évaluation de la structure
combinatoire des ontologies Gangemi et al. [49] ont proposé 23 mesures caractérisant les
propriétés du graphe représentant la structure de l’ontologie : des mesures pour la profon-
deur et la largeur du graphe ; des mesures pour le degré d’enchevêtrement (« tangledness »)
du graphe – le rapport entre le nombre des noeuds du graphe et le nombre de noeuds qui
ont au moins deux pères dans la taxonomie (arbre associé à la relations « is a ») ; des me-
sures concernant le degré de dispersion des noeuds (« fan-outness») du graphe ; des mesures
concernant la « différence spécifique» du graphe – la proportion des noeuds qui ont le même
père dans la taxonomie et qui ont en commun une relation non taxonomique ; des mesures
pour la densité et pour la modularité du graphe.
Neuf mesures spécifiques ont été également proposées par Gangemi et al. [49] pour éva-
luer la sémantique formelle de l’ontologie : 8 concernent l’« adéquation logique » de l’onto-
logie (par exemple le rapport entre le nombre de concepts et le nombre de relations, le rapport
entre le nombre de concepts et le nombre d’axiomes, la proportion de relations pour les-
quelles une relation inverse existe, etc.) ; une mesure concerne l’« adéquation métalogique »
de l’ontologie (le rapport entre le nombre de concepts consistants par rapport aux critères du
modèle OntoClean et le nombre total de concepts de l’ontologie).
Le calcul effectif de ces mesures se déduit aisément du comptage préalable des cardinaux
des différents ensembles utilisés dans leurs définitions (ensemble des noeuds, des concepts
inconsistants, etc.).
5.2.1.2.2 L’évaluation de la dimension fonctionnelle La dimension fonctionnelle des
ontologies est évaluée en mesurant l’écart entre l’ontologie (ou, plus précisément, entre ce
que l’objet informationnel exprime) et la conceptualisation intentionnelle (ce que l’objet in-
formationnel doit exprimer).
Gangemi et al. [49] s’appuient sur deux mesures classiques pour évaluer cet écart : la
précision et le rappel. Ces mesures reposent sur les définitions introduites dans la Section
2.6 pour les notions de « l’ensemble des modèles correspondant à l’ontologie » et de « l’en-
semble des modèles intentionnels » :
– la précision de l’ontologie est le rapport entre le nombre de modèles de l’ontologie qui
sont des modèles intentionnels et le nombre total des modèles de l’ontologie ;
– le rappel (ou la couverture) de l’ontologie est le rapport entre le nombre de modèles de
l’ontologie qui sont des modèles intentionnels et le nombre de modèles intentionnels
possibles.
En pratique, il n’est pas envisageable de compter le nombre de modèles d’une ontologie
ou le nombre de modèles intentionnels possibles. Pour mesurer l’écart entre l’ontologie et
la conceptualisation intentionnelle, les méthodes d’évaluation s’appuient sur une expression
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« concrète » qui approxime au mieux la conceptualisation intentionnelle. Brank et al. [15]
ont identifié dans les méthodes d’évaluation quatre manières d’exprimer la conceptualisa-
tion intentionnelle : (1) le jugement humain ; (2) une structure qui exprime formellement la
conceptualisation intentionnelle (par exemple une ontologie, un ensemble d’ontologies ou
une base de données) ; (3) un jeu de données qui exprime de façon non structurée la concep-
tualisation intentionnelle ; (4) les spécifications ou les résultats attendus d’une application qui
utilise l’ontologie.
Les méthodes d’évaluation qui utilisent le jugement humain comme expression de la
conceptualisation intentionnelle sont nomméesméthodes boîte noire (parce que la conceptua-
lisation n’est pas explicitement exprimée), et dualement les autres méthodes sont nommées
méthodes boîte transparente [49].
Plus précisément, dans le cas (1), les experts indiquent sur une échelle dans quelle mesure
certains aspects de l’ontologie correspondent à leurs connaissances et à leur jugement [5, 76,
93, 135].
Dans le cas (2), l’ontologie est comparée à une référence (« golden standard») – la struc-
ture qui exprime la conceptualisation intentionnelle. Certaines méthodes comparent l’ontolo-
gie et la référence au niveau du lexique [26, 81, 116], d’autres essayent d’aligner l’ontologie
et la référence [16, 34, 49, 86, 142].
Dans le cas (3), la comparaison de l’ontologie avec le jeu de données [17, 32, 122] est
réalisée en deux étapes : un prétraitement du jeu de données à l’aide d’algorithmes spé-
cifiques (notamment des algorithmes de traitement du langage naturel) pour extraire des
connaissances structurées suivie d’une comparaison similaire au cas (2) entre l’ontologie
et les connaissances structurées extraites.
Dans le cas (4), l’ontologie est comparée avec les spécifications qui définissent les cas
d’utilisation [49], ou les résultats obtenus par une application qui utilise l’ontologie sont
comparés aux résultats qui étaient attendus [104, 140, 141].
5.2.1.2.3 L’évaluation de la dimension d’utilisabilité Pour évaluer cette facette des on-
tologies, Gangemi et al. [49] ont proposé quatre mesures focalisées exclusivement sur les
annotations associées à l’ontologie et à ses composants : présence, quantité, complétude et
fiabilité. A notre connaissance, mis à part Gangemi et al., peu d’auteurs se sont intéressés à
l’évaluation de ces aspects.
Comme pour les mesures pour la dimension structurelle, la méthode utilisée pour évaluer
concrètement cette dimension est le comptage des différentes annotations et l’application des
formules proposées.
5.2.2 Problèmes affectant la qualité d’une ontologie
En sus d’une analyse globale de la qualité, il est important d’un point de vue opérationnel
d’identifier explicitement la liste des problèmes qui nuisent à la qualité d’une ontologie.
Ces problèmes sont souvent identifiés sous le terme d’erreurs mais certaines études publiées
durant cette dernière décennie ont introduit des termes plus spécifiques : (1) les erreurs de
taxonomie ou erreurs structurelles [10, 19, 39, 54, 55] ; (2) les défaillances ou les anomalies
de conception (« design anomalies ») [10, 11] ; (3) les anti-patrons [19, 30, 106, 114] ; (4)
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les embûches (« pitfalls ») ou mauvaises habitudes (« worst practices ») [106, 107] ; (5) les
défauts logiques [19].
On pourrait ajouter à cette énumération (6) les erreurs de syntaxe [19] et (7) les erreurs de
type données liées (« linked data ») [19]. Les erreurs de syntaxe concernent les violations des
conventions du langage utilisé pour représenter l’ontologie. Nous ne les considérons pas dans
cette thèse car, de façon générale, nous n’abordons pas les erreurs qui relèvent de l’ingénierie
logicielle. Les erreurs de type données liées concernent les importations de concepts entre
différentes ontologies – ce que permettent certains moteurs d’inférences lorsque ces dernières
sont décrites en OWL. Cependant, à notre connaissance, ces importations sont peu utilisées
en pratique.
5.2.2.1 Les erreurs de taxonomie
Depuis les travaux de Gomez-Perez et al. [54, 55] l’expression erreurs de taxonomie est
utilisée pour identifier trois types d’erreurs qui peuvent affecter la structure taxonomique de
l’ontologie : les inconsistances, les incomplétudes et les redondances.
Gomez-Perez et al. [55] ont décrit trois types d’inconsistances qui affectent la structure
taxonomique des ontologies :
1. les erreurs de circularité (par exemple un concept qui est une spécialisation ou une
généralisation de lui même) ;
2. les erreurs de partitionnement qui produisent des inconsistances logiques (par exemple
un concept qui est la spécialisation de deux concepts qui sont disjoints) ;
3. les erreurs de sémantique (par exemple une relation taxonomique qui n’est pas consis-
tante avec le sens de ses deux concepts).
Dans les deux premiers cas, l’inconsistance apparaît sur un plan logique, alors que dans
le troisième cas l’inconsistance se manifeste sur le plan sémantique.
Les erreurs d’incomplétude concernent l’absence de certaines informations dans l’onto-
logie. Deux types d’incomplétudes ont été décrits :
1. l’absence des relations taxonomiques, qui rend la structure taxonomique incomplète ;
2. l’absence d’axiomes indiquant les éventuelles propriétés (exhaustivité, disjonction) des
différents partitionnements des concepts.
Les redondances apparaissent quand la même information est présente plusieurs fois dans
l’ontologie. Deux types de redondances ont été ainsi décrits :
1. la déclaration explicite d’une relation taxonomique qui peut être déduite, par inférence,
à partir des autres relations taxonomiques présentes dans l’ontologie ;
2. l’existence des concepts ou des instances qui ont des définitions formelles identiques.
5.2.2.2 Les anomalies de conception
L’expression anomalies de conception (« design anomalies »), utilisée dans l’ingénierie
logicielle, a été utilisée par Baumeister et al. [10, 11] pour identifier des situations qui, bien
que exemptées de toute erreur logique, posent des problèmes pour la compréhension et la
maintenance des ontologies. Cinq types d’anomalies de conception ont été décrits :
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1. les concepts isolés (« lazy concepts ») qui sont des concepts de l’ontologie qui n’ont
pas d’instances et qui ne sont impliqués dans aucune relation ou axiome ;
2. les chaînes d’héritage qui sont de longues chaînes de spécialisation où les concepts
intermédiaires ont un seul père et un seul fils et ne sont pas impliqués dans d’autres
relations ou axiomes ;
3. les disjonctions lointaines (« lonely disjoint ») qui sont des axiomes de disjonction
superflus qui peuvent affecter le processus d’inférence ;
4. la surspécialisation du domaine des propriétés (« over-specific property range ») –
par exemple, quand pour une propriété, « temperature », il est possible de choisir
parmi 5 valeurs très spécifiques : Domaine(temperature) = {very high ; high ; normal ;
low ; very low}, alors que l’application envisagée ne nécessite pas une telle précision
mais seulement un choix parmi 3 valeurs : Domaine’(temperature) = {high’ ; normal ;
low’} ;
5. les groupements répétitifs de propriétés (« property clumps »), quand un group de deux
ou plusieurs propriétés apparaît, en se répétant, dans la définition d’au moins deux
concepts.
5.2.2.3 Les anti-patrons
Les notions de patron de conception ontologique (« ontology design pattern ») et d’anti-
patron (« anti-pattern ») sont inspirées du génie logiciel. Les patrons de conception onto-
logique sont des formalisations des solutions de modélisation utilisées par les experts pour
résoudre des problèmes récurrents de conception [50]. Les anti-patrons sont, par opposition,
des formalisations de mauvais choix de modélisation qui sont connus a priori pour provoquer
« des erreurs, des comportements inattendus ou une lenteur à l’exécution » [115].
Trois types d’anti-patrons ont été décrits :
1. les anti-patrons logiques – des expressions contenant des conflits détectables par les
raisonneurs de la logique de description ;
2. les anti-patrons cognitifs – des expressions contenant des erreurs de modélisation dûes
à une méconnaissance des axiomes logiques ;
3. les conseils (« guidelines ») – des expressions complexes qui sont correctes d’un point
de vue logique et cognitif mais qui peuvent être exprimées de façon plus simple et
précise.
Roussey et al. [115] ont décrit 4 anti-patrons logiques, 3 anti-patrons cognitifs et 4
« conseils ». Les définitions de ces 11 anti-patrons sont présentées dans la Section A.2.
Dans la littérature, une attention particulière a été accordée aux patrons décrivant des si-
tuations dont la présence dans une ontologie réduit de manière significative les performances
des moteurs d’inférences [19, 75]. Bien que, dans la littérature, ces patrons n’aient pas été in-
clus dans les différentes listes d’anti-patrons, nous considérons qu’ils peuvent être considérés
comme des cas particuliers d’anti-patrons de type "conseils".
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5.2.2.4 Les embûches
La notion d’embûche (« pitfall ») a été introduite comme un complément à la notion de
patron de conception ontologique et a été utilisée pour identifier les situations problématiques
qui existent dans une ontologie et qui ne correspondent à aucun patron connu. Poveda et al.
[106, 107] ont identifié expérimentalement et décrit de façon informelle 24 types d’embûches
(ces descriptions sont présentées dans la Section A.1). Ils ont positionné ces embûches dans
sept classes inspirées des trois dimensions mesurables des ontologies (Section 5.2.1.1) .
5.2.2.4.1 Positionnement par rapport aux dimensions de l’ontologie
Quatre classes correspondent à la dimension structurelle :
1. décisions de conception («modelling decisions », MD) – des situations où les primi-
tives du langage OWL ne sont pas utilisées de façon appropriée ;
2. inférences fausses (« wrong inference », WI) – des situations où, à cause d’axiomes
imprécis, des connaissances fausses sont déduites par inférence ;
3. inférences impossibles (« no inference », NI) – des situations (absence de relations et
d’axiomes) qui empêchent le processus d’inférence et ne permettent pas la découverte
de connaissances nouvelles et désirables ;
4. conception réaliste (« real world modeling », RWM) – l’ontologie ne contient pas les
informations de « bon sens » associées à ses éléments.
Une classe d’embûches correspond à la dimension fonctionnelle :
5. satisfaction des spécifications (« requirement completeness», RC) – l’ontologie ne cor-
respond pas aux spécifications.
Deux classes d’embûches correspondent à la dimension d’utilisabilité :
6. compréhensibilité de l’ontologie (« ontology understanding»,OU) – des situations qui
rendent difficile la compréhension de l’ontologie, comme, par exemple, l’utilisation
d’une étiquette polysème pour un concept ;
7. clarté de l’ontologie (« ontology clarity », OC) – des situations qui nuisent à la clarté
de l’ontologie comme, par exemple, l’utilisation, dans le cadre d’une même ontologie,
de plusieurs écritures des étiquettes des concepts.
A partir de cette description informelle, il est facile de déduire que les sept classes ne
sont pas complètement disjointes et qu’il existe des embûches qui peuvent être positionnées
dans plusieurs classes simultanément. Par exemple, le fait que l’ontologie ne précise pas
qu’une relation soit l’inverse d’une autre relation correspond à la fois au cas « inférences
impossibles » et au cas « compréhensibilité de l’ontologie ».
5.2.2.4.2 Positionnement par rapport à la typologie des erreurs de taxonomie
Poveda et al. [107] ont également essayé de positionner les embûches dans les trois
classes d’erreurs de taxonomie décrites par Gomez-Perez et al. [55] et d’aligner leur clas-
sification avec celle de Gomez-Perez et al.
Mais, comme les erreurs de taxonomie portent uniquement sur la structure et le contenu
de l’ontologie, quatre des embûches décrites par Poveda et al. concernant le contexte de
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l’ontologie n’ont pu être positionnées dans une classe. Et, seules quatre des sept classes de la
classification de Poveda et al. ont pu être alignées. Trois d’entre elles (inférences impossibles,
satisfaction des spécifications et conception réaliste) couvrent des cas particuliers d’incom-
plétude et la quatrième (inférences fausses) correspond à des cas particuliers d’inconsistance.
Les embûches des trois autres classes (compréhension de l’ontologie, clarté de l’ontologie
et décisions de conception) peuvent se retrouver dans plusieurs classes de la typologie de
Gomez-Perez et al. ou couvrent des situations qui n’ont pas pu être positionnées dans cette
typologie.
5.2.2.5 Les défauts logiques
Les défauts logiques incluent les concepts insatisfiables (les concepts qui n’acceptent
aucune instance) et les inconsistances logiques. Une partie des défauts logiques sont des
erreurs taxonomiques (voir Section 5.2.2.1), mais pas tous (par exemple, le défaut logique
« deux concepts de l’ontologie qui sont déclarés comme étant, en même temps, disjoints et
équivalents » n’est pas une erreur taxonomique). Dans la littérature, ces défauts sont aussi
identifiés sous le nom de erreurs sémantiques [19], terme utilisé avec un sens différent de
celui de la Section 5.2.2.1 : ici il fait référence à des erreurs logiques, identifiables par les
moteurs d’inférences, alors que dans la Section 5.2.2.1 il fait référence à des contradictions
entre le contenu de l’ontologie et les connaissances des utilisateurs.
5.3 Vers une typologie des problèmes
L’état de l’art présenté dans la section précédente a mis en évidence l’hétérogénéité de
la terminologie utilisée pour identifier les différents problèmes qui affectent la qualité des
ontologies. Dans cette thèse, nous préférons utiliser un terme très générique – « problème » –
pour identifier toutes les situations non optimales du point de vue de la qualité des ontologies.
Ce terme couvre donc à la fois les erreurs, les anomalies, les embûches et les situations
correspondant à des anti-patrons qui ont été décrites dans la littérature.
Dans la Section 5.3.1, nous proposons un cadre formel qui vise une description explicite
des problèmes qui affectent les ontologies. Sur la base de ce cadre formel, nous introduisons
ensuite dans la Section 5.3.2 une nouvelle typologie de ces problèmes qui a pour ambition
d’offrir une vue unitaire et cohérente sur les problèmes de qualité. Elle est une première étape
vers une démarche de vérification systématique des ontologies.
5.3.1 Cadre formel
Notre cadre formel recourt à plusieurs notions (conceptualisation, interprétation, modèles
intentionnels, modèles de l’ontologie) définies formellement par Guarino et al. [60] et intro-
duites dans la Section 2.6. Nous nous sommes aussi inspirés du modèle de qualité oQual
[49], qui a été introduit dans la Section 5.2.1.1, et des travaux sur la qualité des modèles
conceptuels (le modèle SEQUAL [72, 73]) et sur la qualité en génie logiciel (les standards
ISO 9126 et ISO 25000).
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Le modèle de qualité SEQUAL propose une déclinaison de la notion de qualité des mo-
dèles conceptuels sur la base des relations entre le modèle, le domaine de modélisation,
l’objectif de la modélisation, le langage utilisé pour la modélisation et les interprétations que
les acteurs techniques et sociaux donnent au modèle. L’idée qu’on a retenue est la sépara-
tion entre l’acteur technique et l’acteur social qui peuvent interpréter différemment le même
modèle.
Les standards ISO 9126 et ISO 25000 définissent un modèle de qualité pour les logiciels.
Ce modèle est composé de six groupes de caractéristiques qui définissent la qualité d’un
logiciel :
1. capacité fonctionnelle : pertinence, exactitude, interopérabilité, sécurité, conformité
aux spécifications fonctionnelles ;
2. fiabilité : maturité, tolérance aux pannes, facilité de récupération, conformité aux spé-
cifications de fiabilité ;
3. utilisabilité (ou facilité d’utilisation) : facilité de compréhension, facilité d’apprentis-
sage, facilité d’exploitation, pouvoir d’attraction, conformité aux spécifications d’uti-
lisabilité ;
4. rendement / efficacité : comportement temporel, utilisation des ressources, conformité
aux spécifications de rendement ;
5. maintenabilité : facilité d’analyse, facilité de modification, stabilité, testabilité, confor-
mité aux spécifications de maintenabilité ;
6. portabilité : facilité d’adaptation, facilité d’installation, coexistence, interchangeabilité,
conformité aux spécifications de portabilité.
L’idée qu’on a retenue du modèle de qualité oQual et des standards ISO 9126 et ISO
25000 est la séparation entre les aspects fonctionnels et les aspects non fonctionnels d’une
ontologie, respectivement d’un logiciel.
5.3.1.1 Les dimensions du cadre formel
Le cadre formel que nous proposons est composé de deux dimensions complémentaires :
(1) erreurs vs situations indésirables et (2) aspect logique vs aspect social de l’ontologie.
5.3.1.1.1 Erreurs et situations indésirables
Les erreurs sont les problèmes qui rendent l’ontologie inutilisable : soit l’ontologie ne
peut pas être utilisée dans certains cas d’utilisation, soit les résultats obtenus ne sont pas
conformes aux attentes.
Les situations indésirables sont des problèmes qui affectent l’ontologie sans la rendre
inutilisable ; l’ontologie peut être utilisée dans l’ensemble des cas d’utilisation prévus et les
résultats obtenus sont conformes aux attentes.
Si l’on fait référence aux standard ISO 9126 et ISO 25000, les erreurs touchent aux
qualités « fonctionnelles » d’une ontologie, alors que les situations non désirables touchent
aux qualités « non fonctionnelles » de celle-ci.
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5.3.1.1.2 Aspect logique et aspect social
Les définitions d’une ontologie introduites au début de cette thèse (Chapitre 2) mettent
en évidence une forme de dualité : à la fois une spécification formelle et explicite et en
même temps le résultat de la mise en commun et du partage des connaissances de plusieurs
personnes. Une ontologie peut être utilisée et interprétée en même temps par des machines
(des acteurs techniques, dans le langage du modèle SEQUAL) et par des humains (des acteurs
sociaux).
Les machines interprètent une ontologie sur la base de ses spécifications logiques et uti-
lisent un moteur d’inférence pour faire des déductions à partir de ces spécifications. Les
utilisateurs humains interprètent l’ontologie non seulement sur la base de ses spécifications
logiques, des étiquettes associées aux concepts, des annotations (de l’ontologie et de ses élé-
ments) mais aussi de leurs expériences, leurs vécus, leurs connaissances tacites (voir Section
2.2).
Dans cette section, on considère que les connaissances explicites sont exprimées sur la
forme de modèles intentionnels, mais un ensemble d’exemples et de contre-exemples peut
jouer un rôle similaire.
5.3.2 Proposition d’une typologie
Notre typologie s’appuie sur une déclinaison des deux aspects de la deuxième dimension
(aspect logiques / aspect social) selon les deux aspects de la première (erreurs / situations
indésirables).
Pour formaliser ce cadre et pour décrire les exemples de la partie logique, où cette for-
malisation est possible, nous utilisons le formalisme de la logique de description et les deux
relations , ⊢ qui existent dans tout langage logique. Rappelons que la relation  est utili-
sée pour indiquer, d’une part, qu’une interprétation I est un modèle d’une théorie logique T
(toutes les formules de T sont vraies dans I : pour chaque formule ϕ ∈ T , I  ϕ), et, d’autre
part, pour exprimer la conséquence logique (tout modèle d’une théorie logique T est aussi
le modèle d’une formule : T  ϕ). La relation ⊢ est utilisée pour indiquer le calcul logique :
l’ensemble de règles utilisées pour prouver un théorème (toute formule) ϕ en partant d’une
théorie T , s’écrit T ⊢ ϕ.
5.3.2.1 Problèmes qui affectent l’aspect logique des ontologies
Les problèmes qui relèvent de la facette logique d’une ontologie sont soit des problèmes
internes à l’ensemble de formules qui compose l’ontologie (contradictions internes, redon-
dances, etc.), soit des problèmes dûs à des différences entre l’ontologie et ses modèles in-
tentionnels. Dans les paragraphes suivants, on présente les différents problèmes logiques en
précisant s’ils concernent le rapport de l’ontologie avec ses modèles intentionnels.
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5.3.2.1.1 Erreurs logiques
On distingue 5 erreurs logiques :
L1. Inconsistance logique
Présence de contradictions logiques dans une ontologie pour laquelle aucun modèle
ne peut exister (comme l’ensemble des modèles intentionnels n’est jamais vide, une
ontologie sans modèle n’a aucun sens). Formellement, étant donnée une ontologie O
et la relation  (conséquence logique) correspondant au langage logique L utilisé pour
construire O, il n’existe aucune interprétation I de O telle que I  O. Par exemple, si
une ontologie contient les axiomes suivants c j ⊆ ci (c j is-a ci), ci ∩ c j ⊆⊥ (ci et c j sont
disjoints), {d} ⊆ c j (d est instance-of c j), alors {d} ⊆ ci et {d} ⊆ ci ∩ c j, il y a donc une
contradiction logique dans la définition de cette ontologie ;
L2. Ontologie inadaptée par rapport aux modèles intentionnels
Situations où un fait qui est vrai dans l’ontologie est faux dans au moins un des modèles
intentionnels de L. Formellement, il existe une formule ϕ telle que pour au moins un
des modèles intentionnels de L, ϕ est fausse et O  ϕ. Par exemple, si on a dans
l’ontologie deux concepts ci et c j qui sont déclarés comme disjoints (O  ci ∩ c j ⊆⊥)
et que dans au moins un des modèles intentionnels il existe une instance d qui est
commune à ci et c j ({d } ⊆ ci ∩ c j), alors l’ontologie est inadaptée ;
L3. Ontologie incomplète par rapport aux modèles intentionnels
Ontologies qui n’affirment pas et ne permettent pas la déduction d’un fait qui est vrai
dans tous les modèles intentionnels de O. Formellement, il existe une formule ϕ telle
que pour chaque modèle intentionnel de L, ϕ est vraie et O 2 ϕ. Par exemple, si dans
tous les modèles intentionnels ck ∪ c j = ci, et l’ontologie O définit c j ⊆ ci et ck ⊆ ci,
alors il n’est pas possible de prouver ou conclure que ck ∪ c j = ci ;
L4. Inférences incorrectes par rapport aux conséquences logiques
Situations où certaines conclusions sont obtenues par inférence, en utilisant un système
de raisonnement considéré comme acceptable pour les applications envisagées pour
l’ontologie, et où ces conclusions ne sont pas vraies dans les modèles intentionnels
et ne doivent pouvoir être dérivées par aucun système d’inférence acceptable pour les
applications envisagées pour l’ontologie. Formellement, une formule ϕ, qui est fausse
dans les modèles intentionnels O 2 ϕ, peut être déduite par inférence O ⊢ ϕ par un des
systèmes d’inférence considérés comme acceptables ;
L5. Inférences incomplètes par rapport aux conséquences logiques
Situations où certaines conclusions ne peuvent pas être obtenues par inférence, en uti-
lisant un système de raisonnement considéré comme acceptable pour les applications
envisagées pour l’ontologie, bien que ces conclusions soient vraies dans les modèles
intentionnels et doivent pouvoir être dérivées par tous les systèmes d’inférence accep-
tables pour les applications envisagées pour l’ontologie. Formellement, une formule
ϕ, qui est vraie dans les modèles intentionnels O  ϕ, ne peut pas être déduite par
inférence O 0 ϕ par les systèmes d’inférence considérés comme acceptables.
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5.3.2.1.2 Situations indésirables logiques
On distingue 6 situations indésirables logiques répertoriées ci-dessous. Ces situations
ont un impact négatif sur la qualité non fonctionnelle des ontologies. Les dimensions non
fonctionnelles de la qualité (par exemple, la réutilisabilité, la maintenabilité, l’efficacité, etc.)
sont définies dans les standards pour la qualité des logiciels ISO 9126 et ISO 25000.
L6. Equivalence logique des éléments distincts de l’ontologie (concepts / instances / rela-
tions)
Situations où deux éléments distincts de l’ontologie sont équivalents du point de vue
logique. Par exemple, si ci et c j sont deux concepts dans O et O  ci = c j ;
L7. Eléments d’ontologie symétriques, indifférenciables du point de vue logique
Situations où il est impossible de prouver que deux éléments distincts de l’ontologie
sont différents du point de vue logique ; plus précisément, quand il est impossible de
prouver ces formules : (O  ci = c j), (O  ci ∩ c j ⊆⊥) et (O  {d} ⊆ ci et O  {d}
⊆ c j). Ce cas (7) est couvert partiellement par le cas (3) présenté plus haut quand les
modèles intentionnels fournissent des informations précises quant à l’équivalence ou
la différence entre ci et c j ;
L8. Eléments d’ontologie OU
Elément ci de l’ontologie défini comme la disjonction ck ∪ c j, ci , ck, c j mais où il
n’existe pas au moins un rôle non optionnel ou une propriété non optionnelle qui soit
commune à ck et à c j et où ck et c j n’ont aucune instance commune. Dans le premier
cas, une formalisation simple est de dire qu’il n’existe pas un rôle non optionnel r de
sorte que O  (ck ∪ c j) ⊆ ∃r.⊤ ; dans le deuxième cas, une formalisation encore plus
simple est O  {d} ⊆ ck et O  {d} ⊆ c j, où d est une constante qui ne fait pas partie de
O. Le premier cas cible les éléments de l’ontologie potentiellement hétérogènes comme
Voiture ∪ Personne, qui n’ont probablement aucune équivalence dans les modèles
intentionnels, ce qui peut conduire à une ontologie inadaptée conformément au cas 2.
Le deuxième cas cible les éléments de l’ontologie potentiellement ambigus comme, par
exemple, un rôle (ou une propriété) r équivalent du point de vue logique à la disjonction
(r1 ∪ r2), (r1 ∩ r2) étant satisfiable ;
L9. Eléments d’ontologie ET
Elément ci d’ontologie équivalent à une conjonction ck ∩ c j, ci , ck, c j mais pour le-
quel il n’existe pas au moins un rôle ou une propriété commune pour ck et c j. Ce cas
est important pour limiter autant que possible les éléments de l’ontologie potentielle-
ment hétérogènes comme Voiture ∩ Personne, qui peuvent conduire à des éléments
d’ontologie non satisfiables ;
L10. Insatisfiabilité
Si certains des cas d’insatisfiabilité des éléments de l’ontologie (concepts, rôles, pro-
priétés, etc.) sont couverts par le cas (2) car les modèles intentionnels ne peuvent pas
contenir des concepts vides, l’insatisfiabilité en elle-même est une situation indésirable
pour les éléments de l’ontologie : étant donné ci un élément de l’ontologie, O  ci ⊆ ⊥.
Bien qu’il soit possible de définir ce qui ne doit pas être vrai (au lieu de définir ce qui
doit être vrai), cette pratique n’est pas encouragée ;
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L11. Complexité élevée des inférences
Lorsque un fait est exprimé dans l’ontologie d’une façon qui complique le raisonne-
ment, alors qu’il existe des manières plus simple d’exprimer la même chose ;
L12. Ontologie non minimale
Ontologie contenant des informations qui ne sont pas nécessaires. Une information est
considérée comme non nécessaire quand
– elle peut être dérivée des autres informations présentes. Par exemple, la redondance
des relations taxonomiques : si on a dans une ontologie ces trois axiomes ci ⊆ c j,
c j ⊆ ck, et ci ⊆ ck, le dernier axiome peut être déduit à partir des deux premiers ;
– elle ne fait pas partie des modèles intentionnels. Par exemple, un concept ci qui fait
partie de l’ontologie mais qui n’est pas défini par les modèles intentionnels.
5.3.2.2 Problèmes qui affectent l’aspect social des ontologies
Les problèmes qui relèvent de la facette sociale des ontologies sont en lien avec la per-
ception (l’interprétation) que l’utilisateur donne à l’ontologie et avec l’utilisation que les
utilisateurs humains font de l’ontologie. La perception et l’utilisation envisagées peuvent ne
pas être exprimées de façon formelle. D’une certaine façon, une autre distinction entre la
facette sociale et la facette logique d’une ontologie repose aussi sur la différence entre les
connaissances tacites et les connaissances explicites.
5.3.2.2.1 Erreurs sociales
On distingue 4 erreurs sociales :
S1. Contradiction sociale
La perception (l’interprétation) que l’acteur social donne à l’ontologie ou à certains
de ses éléments est en contradiction avec les axiomes de l’ontologie (analogie avec
ontologie inadaptée) ;
S2. Perception d’erreurs de conception
L’acteur social indique des erreurs de conception comme, par exemple, le fait qu’une
notion a été modélisée en tant qu’instance et pas en tant que concept (analogie avec
ontologie inadaptée) ;
S3. Absence de sens du point de vue social
L’acteur social est incapable de trouver un sens à l’ontologie ou à certains de ses élé-
ments comme, par exemple, dans le cas où des étiquettes « artificielles » (XYHG45)
sont associées aux concepts (analogie avec ontologie inadaptée) ;
S4. Incomplétude du point de vue social
L’acteur social indique que des composants manquent dans l’ontologie (analogie avec
ontologie incomplète).
5.3.2.2.2 Situations indésirables sociales
Les situations indésirables sociales sont, pour la plupart, liées aux difficultés rencontrées
par l’acteur social quand il essaie de comprendre et d’utiliser l’ontologie. Comme dans le cas
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des situations indésirables logiques, il est difficile de dresser une liste exhaustive. Cependant,
on peut distinguer 7 situations indésirables parmi les plus communes.
S5. Absence ou mauvaise qualité des explications textuelles
Absence d’annotations ou annotations peu nombreuses ou d’une mauvaise qualité.
L’absence des annotations complique le travail de ceux qui essaient de comprendre
l’ontologie (pas d’analogie avec les problèmes logiques) ;
S6. Eléments d’ontologie potentiellement équivalents
L’acteur social peut percevoir comme équivalents deux éléments distincts de l’onto-
logie, comme, par exemple, des concepts qui ont des étiquettes synonymes (analogie
avec équivalence logique des éléments distincts de l’ontologie) ;
S7. Eléments d’ontologie indifférenciables du point de vue social
Situations où l’acteur social ne peut pas trouver une différence entre deux éléments
distincts de l’ontologie. Par exemple, deux concepts qui ont la même position dans
la structure hiérarchique de l’ontologie et qui ont des étiquettes synonymes (analogie
avec éléments d’ontologie symétriques, indifférenciables du point de vue logique) ;
S8. Eléments d’ontologie avec des étiquettes polysémiques
Eléments de l’ontologie qui ont des étiquettes polysèmes pouvant être interprétées
comme l’union ou l’intersection des « sens » de leurs étiquettes, alors que ces sens
peuvent être complètement disjoints (analogie avec éléments d’ontologie ET et OU) ;
S9. Ontologie plate ou absence de structuration
Ontologies qui contiennent très peu d’éléments structurants (notamment des relations
taxonomiques) par rapport au nombre d’éléments non structurants (concepts et ins-
tances). Cette situation est particulièrement indésirable dans le cas des ontologies de
grandes dimensions (analogie avec complexité élevée des inférences) ;
S10. Ontologie formalisée à l’aide d’un formalisme non standardisé
Quand l’ontologie est formalisée à l’aide de langages logiques ou de théories très spé-
cifiques, non standardisées, les utilisateurs qui ne sont pas familiers avec ces langages
doivent faire un effort significatif pour comprendre et utiliser l’ontologie (pas d’analo-
gie avec les problèmes logiques) ;
S11. Absence de versions certifiées de l’ontologie pour tous les langages standardisés
Quand il n’existe pas de versions certifiées de l’ontologie dans les langages standardi-
sés il est difficile de l’utiliser dans des contextes qui nécessitent une formalisation stan-
dardisée. Une transposition de l’ontologie du formalisme existant vers celui souhaité
est a priori possible si ces deux formalismes sont standardisés, mais cette transposition
peut introduire des erreurs et la validité de l’ontologie obtenue n’est pas certifiée (pas
d’analogie avec les problèmes logiques) ;
S12. Eléments inutiles dans l’ontologie
Eléments de l’ontologie qui semblent inutiles, dans l’interprétation que l’acteur social
lui donne (analogie avec ontologie non minimale).
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5.4 Positionnement des problèmes de l’état de l’art dans le cadre
formel
Grâce aux définitions précises du cadre formel présenté dans la section précédente il
est possible de classer dans la même typologie les problèmes décrits dans la littérature. Le
tableau 5.1 présente la classification des problèmes mentionnés dans l’état de l’art (Section
5.2.2). Les définitions de certains problèmes étant parfois larges ou ambiguës, ces derniers
peuvent être associés à plusieurs classes de notre typologie.
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Table 5.1: Positionnement des problèmes de l’état de l’art dans le
cadre formel















➢ inconsistances : "erreur de partitionnement – instances communes
dans une décomposition disjointe"
➢ défaut logique : inconsistance
2 Ontologie inadaptée
➢ inconsistances : "erreur de partitionnement – concepts communs
dans une décomposition disjointe", "inconsistance sémantique"
➢ anti-patrons logiques : "OnlynessIsLoneliness", "UniversalExis-
tence", "AndIsOR", "EquivalenceIsDifference"
➢ embûches : P5 (relation inverse erronée,WI), P14 (utilisation abusive
de "allValuesFrom",MD), P15 (utilisation abusive de "not some"/"some
not", WI), P18 (définition de domaine et / ou de codomaine trop spéci-
fiques, WI), P19 (confusion entre ∩ et ∪, WI)
3 Ontologie incomplète
➢ incompletude : "absence de relations taxonomiques", "absence
d’axiomes de disjoinction / exhaustivité"
➢ embûches : P3 (utilisation de "is a" à la place de "subclass-of",MD),
P9 (absence d’informations basiques, RC & RWM), P10 (absence de
la disjonction, RWM), P11 (absence du domaine / codomaine dans la
déclaration des propriétés, NI & OU), P12 (non déclaration de l’équi-
valence entre propriétés, NI & OU), P13 (non déclaration du fait que
deux relations sont l’une l’inverse de l’autre, NI & OU), P16 (utilisation
erronée des classes primitives et définies, NI)
4 Inférences incorrectes
5 Inférences incomplètes ➢ embûches : P3 (utilisation de "is a" à la place de "subclass-of",MD),





















➢ inconsistance : "circularité"
➢ embûche : P6 (cycles dans la hiérarchie, WI)





➢ embûche : P4 (éléments d’ontologie non connectés, RC)




➢ embûche : P7 (combiner des concepts pour former une classe,MD &
OU)
9 Eléments d’ontologie ET ➢ embûche : P7 (combiner des concepts pour former une classe,MD &
OU)
10 Insatisfiabilité
➢ inconsistance : "erreur de partitionnement – concept commun dans
une décomposition disjointe"
➢ anti-patrons logiques : "OnlynessIsLoneliness", "UniversalExis-
tence", "AndIsOR", "EquivalenceIsDifference"




➢ anti-patrons conseils : les patrons décrivant des situations qui ré-
duisent les performances des moteurs d’inférences
12 Ontologie non minimale
➢ redondance : "redondance des relations taxonomiques"
➢ embûches : P3 (utilisation de "is a" à la place de "subclass-of",MD),
P7 (combiner des concepts pour former une classe, MD & OU), P21
(classe par défaut, MD)
➢ anti-patrons cognitifs : "SomeMeansAtLeastOne"
➢ conseils : "Domain&CardinalityConstraints", "MinIsZero"
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Table 5.1: Positionnement des problèmes de l’état de l’art dans le
cadre formel














➢ inconsistance : "inconsistance sémantique"
➢ anti-patrons logiques : "AndIsOR"
➢ embûches : P1 (éléments polysémiques,MD), P5 (relation inverse er-
ronée,WI), P14 (utilisation abusive de "allValuesFrom",MD), P15 (uti-
lisation abusive de "not some"/"some not",WI), P19 (confusion entre ∩
et ∪, WI)
2 Perception d’erreurs de
conception
➢ embûches : P17 (hyperspécialisation de la hierarchie,MD), P18 (dé-
finition de domaine et / ou de codomaine trop spécifiques, WI), P23
(utilisation abusive des éléménts d’ontologie, MD)
➢ anti-patrons cognitifs : "SumOfSome"
➢ anomalies de conception : "disjonctions lointaines"
3
Absence de sens du point
de vue social
4 Incomplétude du point
de vue social
➢ embûches : P12 (non déclaration de l’équivalence entre propriétés,


































avec des étiquettes poly-
sémiques






➢ embûches : P20 (interchanger les étiquettes avec les annotations,
OU), P22 (utilisation de plusieurs critères de nommage dans l’ontolo-
gie, OC)
➢ conseils : "GroupAxioms", "DisjointnessOfComplement" et "Do-
main&CardinalityConstraints"
➢ anomalies de conception : "groupements répétitifs de propriétés"





➢ embûches : P21 (classe par défaut, MD)
Le Tableau 5.1 montre tout d’abord que notre typologie contient des classes de problèmes
qui, à notre connaissance, n’ont pas été décrites dans la littérature 2. Ces problèmes sont :
Absence de version certifiée de l’ontologie, Ontologie plate, Eléments d’ontologie indifféren-
ciables, Absence de sens du point de vue social et Inférences incorrectes. Dans la typologie,
2. Ces problèmes n’ont pas été décrits dans la littérature concernant l’évaluation et la qualité des ontologies,
mais ils ont été décrits dans autres domaines.
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il y a aussi des classes de problèmes pour lesquelles on trouve seulement des descriptions de
cas très particuliers dans la littérature, et non une description de la classe de problèmes. C’est
le cas de la classe Ontologie formalisée à l’aide d’un formalisme non standard.
Une analyse approfondie du Tableau 5.1 montre que les anti-patrons logiques sont des
problèmes concernant, sans surprise, la dimension logique des ontologies et plus particu-
lièrement l’erreur ontologie inadaptée et la situation indésirable d’insatisfiabilité. Les anti-
patrons cognitifs couvrent des situations indésirables concernant la dimension logique. Les
conseils concernent seulement des situations indésirables (liées tant à la dimension logique
qu’à celle sociale).
La classe des problèmes que Gomez-Perez et al. ont nommé inconsistances est beau-
coup plus large que l’inconsistance logique définie dans notre typologie. Un seul problème
correspond à notre définition : l’existence d’instances communes dans une décomposition
disjointe. Nous avons classé les autres problèmes comme suit : l’existence de concepts com-
muns dans une décomposition disjointe est à la fois un problème d’ontologie inadaptée et
un problème d’insatisfiabilité ; l’inconsistance sémantique est un problème d’ontologie in-
adaptée et une contradiction sociale ; la circularité est un problème d’équivalence logique
d’éléments distincts de l’ontologie. Les problèmes que Gomez-Perez et al. ont nommé in-
complétudes correspondent tous à la classe ontologie incomplète de notre typologie. Les re-
dondances identifiées par Gomez-Perez et al. sont des problèmes d’ontologie non minimale.
Aucune des anomalies de conception présentées par Baumeister et al. ne correspond à
une erreur logique.
Concernant les embûches, l’aspect le plus intéressant concerne les inférences incom-
plètes. Plus précisément, le fait d’introduire dans l’ontologie des relations ad-hoc comme
est-un, instance-de, etc., pour remplacer les relations « standard » (subsumption, member-
of, etc.) ne doit pas être considéré comme un cas d’ontologie incomplète mais comme un
cas d’inférences incomplètes parce qu’il est très peu probable que les relations ad-hoc soient
définies exactement de la même manière que les relations « standard » bien que, a priori,
cela soit possible. Lorsque les relations ad-hoc n’ont pas de définitions identiques aux re-
lations « standard », un système d’inférence qui utilise l’ontologie ne peut pas obtenir tous
les résultats qu’il aurait obtenus si l’ontologie avait été construite en utilisant les relations
« standards ».
Toutes les embûches classées conception réaliste sont des erreurs logiques classées onto-
logie incomplète. Toutes les embûches qui font partie de la classe clarté de l’ontologie sont
des situations indésirables sociales. Toutes les embûches classées satisfaction des spécifica-
tions sont des problèmes logiques dans notre typologie. Les embûches classées inférences
impossibles sont des erreurs d’incomplétude (soit du point de vue logique, soit du point de
vue social). La plupart (6/9 et 4/5) des embûches classées décisions de conception et infé-
rences fausses correspondent à des erreurs dans notre typologie. Enfin, les embûches clas-
sées comme compréhensibilité de l’ontologie correspondent à dix classes différentes de pro-
blèmes de notre typologie (erreurs et situations indésirables concernant des aspects sociaux
et logiques).
La plupart (16/20) des embûches associées à la dimension structurelle de l’ontologie
correspondent à des erreurs dans notre typologie. Toutes (2/2) les embûches associées à la
dimension fonctionnelle de l’ontologie correspondent à des problèmes logiques dans notre
typologie.
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5.5 Conclusion
La première partie de ce chapitre a été consacrée à un état de l’art sur les problèmes
de qualité des ontologies. Cet état de l’art a mis en évidence une variabilité des problèmes
rencontrés qui nous a conduit à introduire un nouveau cadre formel pour la description des
problèmes, ainsi qu’une structuration sous la forme d’une typologie organisée selon deux di-
mensions complémentaires. Sans prétendre à l’exhaustivité, notre typologie a pour ambition
d’offrir une vue unitaire et cohérente sur les problèmes de qualité. Et elle est une première
étape vers une démarche de vérification systématique.
Dans le chapitre suivant, nous confrontons cette typologie aux différentes tâches d’un
processus de construction, en s’appuyant sur Methontology. L’objectif est de mieux saisir
la cause des différents problèmes et d’en estimer une certaine probabilité d’apparition (en
restant ici très modeste sur la représentativité statistique de nos expérimentations).
6
Identification des problèmes de qualité pour des
ontologies construites automatiquement
Sommaire
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
6.2 Compromis d’imple´mentation associe´s aux proble`mes de qualite´ . . . . . . . . . . . . 86
6.2.1 Retour sur l’implémentation des tâches du processus de construction . . . . . 86
6.2.2 Origine des problèmes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
6.2.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
6.3 Retours d’expe´riences du cadre applicatif . . . . . . . . . . . . . . . . . . . . . . . 91
6.3.1 Cadre expérimental . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
6.3.2 Problèmes identifiés . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
6.3.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
6.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
85
86 Identification des proble`mes pour des ontologies construites automatiquement
6.1 Introduction
La typologie des problèmes de qualité proposée dans le chapitre précédent ouvre la voie
vers une vérification systématique des ontologies pour la détection d’éventuels problèmes de
qualité. A notre connaissance, aucune méthode ou guide de « bonnes pratiques » n’ont été
publiés dans la littérature pour cette problématique.
Dans ce chapitre, nous nous intéressons aux éléments qui peuvent servir de support à
l’élaboration d’un guide de « bonnes pratiques » adapté au cas particulier important des on-
tologies construites automatiquement à partir de textes. En particulier, il s’agit d’identifier
des problèmes dans l’ontologie, de comprendre les processus qui ont conduit à l’apparition
de chacun des problèmes, d’analyser les liens entre les différents problèmes et d’estimer leur
probabilité d’apparition.
L’analyse présentée dans les chapitres 3 et 4 nous a permis de mieux cerner les avantages
mais aussi les limites des processus de construction automatique et de leurs implémentations
logicielles. Dans ce chapitre, nous prolongeons l’analyse en faisant l’hypothèse qu’il est pos-
sible de déterminer pour chaque tâche de l’activité de conceptualisation les risques majeurs
de résultats sous-optimaux. Cela nous conduit à associer aux différentes tâches les problèmes
identifiés au chapitre précédent.
Ce chapitre est structuré en deux parties. Dans la première partie nous analysons, pour
chaque étape de l’activité de conceptualisation d’une ontologie, la manière dont les implé-
mentations imparfaites des différentes tâches impliquées dans une construction automatique
conduisent à des résultats intermédiaires sous-optimaux qui s’associent à des problèmes de
qualité dans l’ontologie construite. La deuxième partie est expérimentale.
Nous identifions les problèmes de qualité associés à deux ontologies construites automa-
tiquement à partir de corpus différents avec l’outil Text2Onto dont le choix a été guidé par
les résultats comparatifs du chapitre 4.
6.2 Compromis d’implémentation associés aux problèmes de qua-
lité
Comme nous l’avons mentionné dans la section 3.3, les approches proposées dans la
littérature ont automatisé le processus de construction d’une ontologie au prix de compromis
dans l’implémentation et l’exécution de certaines tâches.
Ces compromis conduisent à des résultats intermédiaires sous-optimaux qui peuvent dé-
grader la qualité de l’ontologie obtenue en regard d’une construction manuelle.
6.2.1 Retour sur l’implémentation des tâches du processus de construction
Visant l’absence d’intervention humaine, la plupart des approches n’implémentent en
fait qu’un sous-ensemble restreint des tâches de l’activité de conceptualisation et ignorent
les autres activités du processus global de construction. Elles se limitent à l’extraction des
concepts, des instances et des relations et à leur combinaison pour obtenir une ontologie. Elles
ignorent bien souvent la description détaillée de ces éléments à l’aide d’attributs, d’axiomes
et de règles formelles. Ainsi, elles n’implémentent pas les trois dernières tâches du processus
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de Conceptualisation décrit par Methontology, et ne proposent qu’une opérationnalisation
partielle des quatre premières.
Plus précisement, pour la première tâche (la construction du glossaire de termes) la plu-
part des approches ignorent la sous-tache d’identification de définitions en langage naturel
pour les termes qui composent le glossaire. Pour la deuxième tâche (la construction de taxo-
nomies de concepts), les sous-tâches les plus souvent ignorées sont l’agrégation de termes
synonymes pour la construction des concepts et l’association d’une étiquette non ambiguë
à chaque concept. Pour la troisième tâche (la construction de diagrammes pour les relations
binaires ad-hoc), le regroupement des termes du glossaire qui correspondent à une même
relation est rarement effectué. Pour la quatrième tâche (la construction du dictionnaire de
concepts), les approches automatiques ignorent généralement l’identification des attributs
des concepts.
Nous avons vu que même les techniques les plus performantes d’extraction automatique
de composants de base pouvaient conduire à une précision et un rappel dégradé. Par consé-
quent, il est très probable que les différents résultats intermédiaires obtenus automatiquement
soient incomplets ou qu’ils contiennent des éléments incorrects ou inutiles. Comme dans le
cadre d’une construction automatique, ces résultats intermédiaires ne sont pas validés ni cor-
rigés par un expert, ces sous-optimalités peuvent se propager et aboutir à des problèmes de
qualité.
6.2.2 Origine des problèmes
Dans le tableau 6.1 nous résumons, pour chacune des tâches du processus de Concep-
tualisation de Methontology, les principaux risques d’obtention de résultats sous-optimaux
et précisons, pour chaque risque, les problèmes de qualité qui sont générés (conséquences
directe) ou dont l’apparition est favorisée (conséquences possibles). Le reste de cette section
détaille le contenu du tableau.
Tâche 1 (Construction du glossaire de termes). Trois risques de résultats intermédiaires
(les listes de termes associés à des instances, concepts, relations, etc.) sous-optimaux sont
identifiés : (1) si des termes requis ne font pas partie du glossaire utilisé pour construire
l’ontologie, alors celle-ci sera incomplète (des problèmes L3 et S4) ; (2) si des termes inutiles
sont inclus dans le glossaire, alors ils peuvent générer des artéfacts inutiles (des problèmes
S12) qui conduisent à une ontologie non minimale (problèmes L12) et il est aussi possible que
ces artéfacts inutiles soient incompréhensibles (problèmes S3) ; (3) si le glossaire contient des
associations incorrectes des termes avec des concepts alors qu’ils auraient du être associés
à des instances, ou vice-versa, alors l’ontologie sera affectée par des erreurs de conception
(problèmes S2).
Tâche 2 (Construction de taxonomies de concepts). Les résultats sous-optimaux sont
dûs à des compromis dans la formation de concepts à partir des termes et à des imprécisions
dans la découverte des relations taxonomiques. Methontology précise qu’avant d’identifier
les relations taxonomiques il faut regrouper les termes qui font référence à un même concept
et attribuer une étiquette à chaque concept. Pour automatiser le processus la plupart des ap-
proches (Text2Onto, OntoLearn, Sprat) ont renoncé à cette agrégation et considèrent que
chaque terme correspond à un concept différent ; ce qui conduit à l’apparition de concepts
indifférenciables et potentiellement équivalents (L7 et S6). Quand les approches regroupent
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Table 6.1: Problèmes de qualité qui peuvent apparaître suite à des compromis dans l’implémenta-
tion des tâches de Methontology.








absence de termes requis L3, S4 –
termes inutiles (par exemple, qui ne concernent pas le
domaine)
L12, S12 S3
association incorrecte de termes (par exemple, des







agrégation incorrecte de termes sans aucun rapport L12, S12 L3, S4
absence d’agrégation des termes synonymes pour for-
mer un seul concept
L7, S6 –
association à un concept d’une étiquette polysémique
dans le domaine de l’ontologie
S8 L2, L9, L10, S2
absence d’au moins une relation taxonomique requise L3, S4 L7, S7
absence de la plupart des relations taxonomiques re-
quises
S9 –
relations taxonomiques qui peuvent être inférées L12, S12 L11






absence de relations ad-hoc requises L3, S4 L7, S7
relations ad-hoc non requises L12, S12 L11
relations ad-hoc incorrectes qui contredisent les mo-







absence de définitions en langage naturel pour
concepts
S5 S3
associations incorrecte d’instances avec des concepts L2, S1 –
absence d’attributs de concept nécessaires L3, S4 L7, S7






absence de description de relations ad-hoc L3, S4 L7, S7
description de relation ad-hoc contradisant les mo-
dèles intentionnels (resp. les connaissances de l’uti-
lisateur)
L2, S1 –
absence de description d’attribut L3, S4 L7, S7





absence d’axiomes nécessaires L3, S4 L7, S7
axiomes inutiles L12, S12 L11
axiomes en contradiction avec les modèles intention-
nels (resp. les connaissances de l’utilisateur)
L2, S1 L1, L10
7 Description des
instances
absence de description d’instance L3, S4 L5, L7, S7
description incorrecte d’instance L2, S1 –
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des termes pour former les concepts (comme ASIUM), les techniques utilisées ne garan-
tissent pas la validité des regroupements. Une agrégation incorrecte conduit à l’apparition
d’un concept mal défini et qui n’a pas sa place dans l’ontologie (L12, S12). Si, de plus, les
termes maladroitement associés correspondent à des concepts indépendants qui doivent faire
partie de l’ontologie, alors cette agrégation incorrecte génère en plus des problèmes d’incom-
plétude (L3, S4). Le plus souvent, dans les approches automatiques, les étiquettes associées
aux concepts sont les termes à partir desquels les concepts ont été identifiés. Comme cer-
taines approches (Text2Onto, Sprat) ne précisent pas le sens des termes utilisés comme éti-
quette, on retrouve dans l’ontologie construite des concepts ayant une étiquette polysémique
dans le domaine de l’ontologie (S8). La présence d’un concept ayant une étiquette polysé-
mique peut indiquer des erreurs de conception (S2) et suggérer que l’ontologie est inadaptée
(L2) : un concept avec une étiquette polysémique qui fait partie de l’ontologie et des modèles
intentionnels peut avoir une signification différente dans l’ontologie de celle des modèles in-
tentionnels. En plus, une étiquette polysémique peut indiquer qu’il s’agit d’un concept défini
comme la conjonction de deux significations différentes (L9) ou qui ne peut pas accepter
d’instances (L10).
Les imprécisions dans la découverte de relations taxonomiques affectent aussi les résul-
tats intermédiaires. Ainsi, si au moins une relation taxonomique requise n’est pas identifiée
(4) alors l’ontologie sera incomplète (L3, S4) et il est possible que certains concepts res-
tent indifférenciables (L7, S7). Si un nombre significatif de relations taxonomiques requises
ne sont pas identifiées (5), alors l’ontologie sera plate (S9). Si des relations taxonomiques
redondantes sont retenues (6) alors l’ontologie ne sera pas minimale (L12, S12) et la réalisa-
tion d’inférences peut être rendue plus complexe. Si des relations taxonomiques incorrectes
sont retenues (7) alors l’ontologie va être inadaptée (L2), va contredire les connaissances des
utilisateurs (S1) et l’apparition de fausses équivalences entre concepts est rendue possible
(L6).
Tâche 3 (Construction de diagrammes pour les relations binaires ad-hoc). Les résul-
tats intermédiaires sont sous-optimaux à cause des limitations des techniques d’extraction de
relations. Si des relations requises ne sont pas identifiées alors l’ontologie sera incomplète
(L3, S4) et les concepts qui auraient dû être impliqués dans ces relations vont rester indiffé-
renciables (L7, S7). Si des relations non requises sont retenues alors l’ontologie ne sera pas
minimale (L12, S12) et, éventuellement, la réalisation d’inférences sera plus complexe (L11).
Si des relations qui contredisent les modèles intentionnels (respectivement les connaissances
de l’utilisateur) sont retenues, alors l’ontologie sera inadaptée (L2) et l’utilisateur va perce-
voir des contradictions (S1).
Tâche 4 (Construction du dictionnaire de concepts). Methontology précise qu’il faut
décrire chaque concept en lui associant ses relations, ses attributs et ses instances. En pa-
rallèle, dans l’activité de Documentation, il faut associer à chaque concept une définition en
langage naturel. Sans ces définitions les concepts de l’ontologie construite automatiquement
n’auront pas les annotations (S5) et certains concepts peuvent être ininterprétables pour l’uti-
lisateur (S3). Si des attributs, des instances ou des relations 1 requises ne sont pas associés aux
concepts alors l’ontologie sera incomplète (L3, S4) et il est possible que certains concepts
1. Pour éviter les répétitions, dans le tableau 6.1 nous avons retenu comme risque seulement l’absence d’at-
tributs, parce que l’absence de relations et d’instances requises ont été déjà couvertes par les risque énumérées
pour les tâches précédentes.
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restent indifférenciables (S7, L7). Si les associations d’attributs et d’instances aux concepts
sont incorrectes alors l’ontologie sera inadaptée (L2) et les connaissances des utilisateurs
vont être contredites (S1).
Tâche 5 (Description des relations et des attributs). Les résultats intermédiaires sont
sous-optimaux si une partie de ces descriptions est manquante ; ce qui va conduire à une
ontologie incomplète (L3, S4) et qui peut contenir des concepts indifférenciables (S7, L7).
Les descriptions peuvent en plus contredire les modèles intentionnels ou les connaissances
de l’utilisateur (L2, S1).
Tâche 6 (Description des règles et des axiomes formels). Les résultats sont sous-
optimaux s’ils ne contiennent pas tous les axiomes requis ce qui conduit à une ontologie
incomplète (L3, S4) pouvant contenir des concepts indifférenciables (L7, S7). Les résultats
sont aussi sous-optimaux s’ils contiennent des axiomes non requis ce qui conduit à une onto-
logie non minimale (L12, S12) et complexifie les inférences (L11) ; des axiomes non requis
peuvent contredire les modèles intentionnels ou les connaissances de l’utilisateur (L2, S1) et
peuvent conduire à des inconsistances dans l’ontologie (L1) ou à des concepts insatisfiables
(L10).
Tâche 7 (Description des instances). Nous rappelons que pour cette dernière tâche il
faut préciser, pour chaque instance, les concepts qui lui sont associés et les valeurs de ses
attributs. En l’absence de cette description l’ontologie va être incomplète (L3, S4), certaines
instances peuvent rester indifférenciables (L7, S7) et il est possible que certaines inférences
ne soient pas réalisables (L5). Si la description est incorrecte alors l’ontologie sera inadaptée
et contredira les connaissances de ses utilisateurs (L2, S1).
6.2.3 Discussion
La synthèse présentée dans le tableau 6.1 montre que certains problèmes de qualité
peuvent apparaître suite à l’exécution sous-optimale de chacune des tâches. C’est notamment
le cas des erreurs concernant l’incomplétude de l’ontologie (L3, S4) qui peuvent prendre leur
origine dans les résultats sous-optimaux de chacune des 7 tâches de Methontology. On re-
trouve une situation similaire pour les erreurs concernant la conformité et l’adaptation de
l’ontologie par rapport aux spécifications (L2, S1) qui peuvent apparaître dans 6 tâches, les
situations où l’ontologie contient des éléments indifférenciables (L7, S7) – 5 tâches, et les
problèmes de minimalité (L12, S12) – 4 tâches.
Certains autres problèmes (L1, S8, S9) sont associés à une seule tâche et à un type parti-
culier de sous-optimalité des résultats intermédiaires.
L’identification des causes possibles dans le processus de construction de chaque type
de problème devrait aider à faire de la prédiction. Ainsi, sachant que les approches ignorent
les trois dernières tâches du processus de Conceptualisation, il est très probable d’aboutir à
une ontologie incomplète ne contenant aucun problème d’inconsistance logique. De plus, à
cause des faibles valeurs de la précision et du rappel de certaines approches proposées dans
la littérature, il est très probable que les ontologies construites automatiquement contiennent
des problèmes de type L2, S1, L12 et S12.
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Figure 6.1: La configuration de Text2Onto utilisée pour la construction de O1 et O2.
6.3 Retours d’expériences du cadre applicatif
Pour vérifier la pertinence de l’analyse présentée dans la section précédente, nous avons
identifié expérimentalement les problèmes présents dans deux ontologies construites auto-
matiquement par Text2Onto.
6.3.1 Cadre expérimental
L’analyse approfondie des résultats de Text2Onto présentée dans la Section 4.3.3 montre
que ses performances pour l’extraction de concepts et de relations taxonomiques sont nette-
ment supérieures à ses performances pour l’extraction d’instances et de relations non taxo-
nomiques. Par conséquent, pour la construction des deux ontologies que nous analysons ici,
nous avons seulement utilisé les modules d’extraction de concepts et de relations taxono-
miques de Text2Onto en activant tous les algorithmes proposés (figure 6.1).
La première ontologie (O1) a été construite à partir du même corpus que celui utilisé
lors de l’expérimentation présentée dans le chapitre 4. Rappelons que ce corpus contient
4500 mots et est une version simplifiée d’un article scientifique concernant les approches
de construction automatique des ontologies. L’ontologie construite contient 444 concepts et
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362 relations taxonomiques. Certains concepts « centraux » sont : « ontology », «method »,
« resource », « domain », « tool », « repository », « ontology component », « domain », « ex-
pert », « ontology building step », « ontology building process ».
La deuxième ontologie (O2) a été construite à partir d’un document de 9500 mots qui
concerne le domaine des matériaux composites et la fabrication d’objets en matériaux com-
posites. Plus précisément, le document utilisé est un glossaire contenant les définitions de 376
termes spécifiques au domaine. L’ontologie construite contient 965 concepts et 408 relations
taxonomiques. Certains concepts « centraux » sont : « technique », « step », « compound »,
« fiber », « resin », « polymerization », « laminate », « substance », « form ».
Tout en étant bien conscients que de nombreux auteurs préconisent le recours à des sce-
narii d’utilisation pour la conception d’ontologies de domaine [1], nous n’avons considéré ici
aucun modèle intentionnel ni d’ensemble d’exemples et de contre-exemples pouvant les rem-
placer afin d’avoir des conditions expérimentales identiques pour l’analyse des deux ontolo-
gies. Pour la première ontologie, notre analyse s’est appuyée sur notre expertise du domaine.
Pour la deuxième, notre connaissance du domaine s’est affinée au cours du projet ISTA3.
6.3.2 Problèmes identifiés
Le tableau 6.2 résume les résultats de notre analyse et présente les types et, lorsque
c’est possible, la fréquence des problèmes que nous avons identifiés dans les deux ontolo-
gies construites automatiquement. L’espace limité du tableau ne permettant pas de préciser
notre démarche, nous la décrivons dans le reste de cette section.
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Table 6.2: Problèmes identifiés dans les deux ontologies construites
automatiquement.
Types Problèmes détectées dans les ontologies
de problèmes Ontologie O1 Ontologie O2
L1 Aucune inconsistance logique Aucune inconsistance logique
L2 Impossible à détecter Impossible à détecter
L3 Impossible à détecter Impossible à détecter
L4 Impossible à détecter Impossible à détecter
L5 Impossible à détecter Impossible à détecter
L6
26 groupes de concepts équiva-
lents
3 groupes de concepts équivalents
L7
28 groupes de concepts mutuelle-
ment indifférenciables
74 groupes de concepts mutuelle-
ment indifférenciables
L8
Aucun "élément d’ontologie OU" Aucun "élément d’ontologie OU"
L9 Aucun "élément d’ontologie ET" Aucun "élément d’ontologie ET"
L10 Aucun concept insatisfiable Aucun concept insatisfiable
L11
Aucune situation susceptible de
complexifier les inférences
Aucune situation susceptible de
complexifier les inférences
L12
164 relations taxonomiques re-
dondantes
1 relation taxonomique redon-
dante
S1
147 relations taxonomiques qui
contredisent les connaissances de
l’évaluateur
15 relations taxonomiques qui
contredisent les connaissances de
l’évaluateur
S2
2 instances ont été identifiées
comme étant des concepts
5 instances ont été identifiées
comme étant des concepts
S3
13 concepts avec des étiquettes
sans aucun sens
21 concepts avec des étiquettes
sans aucun sens
S4 156 concepts non connectés 389 concepts non connectés
S5
L’ontologie ne contient aucune
annotation
L’ontologie ne contient aucune
annotation
S6
12 paires de concepts ayant des
étiquettes synonymes qui peuvent
être interprétées comme étant
équivalentes
6 paires de concepts ayant des
étiquettes synonymes qui peuvent
être interprétées comme étant
équivalentes
S7
Aucune paire de concepts indiffé-
renciables
Aucune paire de concepts indiffé-
renciables
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Table 6.2: Problèmes identifiés dans les deux ontologies construites
automatiquement.
Types Problèmes détectées dans les ontologies
de problèmes Ontologie O1 Ontologie O2
S8
64 concepts ayant des étiquettes
polysémiques
69 concepts ayant des étiquettes
polysémiques
S9
Ontologie plate, affectée par un
manque de structuration (profon-
deur moyenne des feuilles de
2.02)
Ontologie plate, affectée par un
manque de structuration (profon-
deur moyenne des feuilles de
1.99)
S10
Aucun problème (l’ontologie est
formalisée à l’aide du langage
OWL)
Aucun problème (l’ontologie est
formalisée à l’aide du langage
OWL)
S11 L’ontologie n’est pas certifiée L’ontologie n’est pas certifiée
S12 138 concepts non requis 28 concepts non requis
L1, L10. Pour détecter les inconsistances logiques et la présence de concepts insatis-
fiables, nous avons utilisé le moteur d’inférences PELLET intégré à l’éditeur d’ontologies
Protégé 2.
L2, L3, L4, L5 De par notre protocole expérimental (aucun cas d’utilisation, modèle in-
tentionnel ni ensemble d’exemples et contre-exemples), il nous est impossible de déterminer
de manière formelle si les deux ontologies sont affectées par ces types de problèmes. Dans
la Section 5.3.2.2, en introduisant les problèmes sociaux, nous avons souligné différentes
analogies entre certains types problèmes sociaux et certains types de problèmes logiques,
notamment entre {S1, S2, S3} et {L2} et entre {S4} et {L3} (la présence d’un problème du
type S4 dans une ontologie peut indiquer la présence d’un problème du type L3). Comme
nous avons identifié dans les deux ontologies des problèmes S1, S2, S3 et S4, nous pensons
qu’il est très probable d’identifier des problèmes L2 et L3 dans ces ontologies si des cas
d’utilisation et des modèles intentionnels étaient disponibles.
L6. Pour identifier les groupes de concepts logiquement equivalents, nous avons utilisé
le moteur d’inférences PELLET en le laissant réaliser toutes les inférences possibles à partir
de chaque ontologie construite par Text2Onto.
L7. Comme les deux ontologies ne contiennent que des concepts et des relations taxo-
nomiques, deux concepts c1 et c2 appartenant à l’une de ces ontologies sont différenciables
seulement s’il existe une différence entre les ensembles de relations taxonomiques Lp1 (les
relations taxonomiques dans lesquelles c1 a le rôle de père) et L
f
1 (les relations taxonomiques
dans lesquelles c1 a le rôle de fils) associées au concept c1 et les ensembles de relations taxo-
nomiques Lp2 et L
f
2 associé à c2. Tous les concepts qui partagent les mêmes ensembles de
relations taxonomiques Lp et L f sont mutuellement indifférenciables. Nous avons identifié
28 groupes de concepts mutuellement indifférenciables dans O1 et 74 groupes dans O2.
2. http://protege.stanford.edu
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L8, L9. Par définition, les concepts de type "OU" et "ET" sont des concepts définis
à l’aide d’axiomes de conjonction et de disjonction entre concepts. Comme O1 et O2 ne
contiennent aucun concept défini mais seulement des concepts primitifs, elles ne contiennent
pas non plus des concepts de type "OU" ou "ET".
L11. O1 et O2 ne contiennent pas des situations correspondant aux patrons connus dans
la littérature pour rendre les inférences complexes.
L12. Les relations taxonomiques sont les seuls éléments qui peuvent être redondants
dans O1 et O2. Pour les identifier nous avons vérifié, pour chaque relation (c1, c2), dans le
graphe correspondant à l’ontologie l’existence d’un chemin alternatif entre c1 et c2 après
avoir éliminé (c1, c2).
S3. Nous avons considéré que l’étiquette d’un concept n’a pas de sens quand elle n’est
pas un terme dans le corpus à partir duquel l’ontologie a été construite (par exemple, "term
cannot", "purpose ontology", etc.)
S4. L’incomplétude de O1 et O2 peut être considérée comme une évidence, puisqu’elles
ne contiennent que des concepts et des relations taxonomiques. Néanmoins, les ensembles
de concepts et de relations taxonomiques extraites sont également incomplets. La présence
de concepts non connectés est facilement identifiable.
S9. Le manque de structuration des deux ontologies est souligné par la proportion des
concepts non connectés (35% dans O1 et respectivement 40% dans O2) et par la faible pro-
fondeur moyenne des feuilles (2.02 dans O1 et respectivement 1.99 dans O2).
S11. Comme les cas d’utilisation ne sont pas connus, on ne peut pas savoir si les ontolo-
gies sont adaptées. Néanmoins, on sait que toute ontologie construite automatiquement est,
de par sa construction, non certifiée.
S12. Nous avons considéré comme concepts non requis seulement ceux pour lesquels
cela est une évidence (par exemple, "anything, "cannot", etc.).
6.3.3 Discussion
Parmi les cinq types de problèmes quantifiables, les quatre les plus fréquents sont des
erreurs affectant l’aspect social et trois sont communs à O1 et O2 : S4 (incomplétude du point
de vue social), S12 (éléments inutiles dans l’ontologie) et S8 (étiquettes polysémiques). Une
sixième erreur peut être ajoutée à cette liste – S9 (ontologie plate).
Deux des cinq types de problèmes les plus fréquents sont différents pour O1 et O2 : S1
(des relations taxonomiques considérées comme sémantiquement inconsistantes par l’expert)
et L12 (des relations taxonomiques redondantes) pour O1, et L7 (éléments d’ontologie indif-
férenciables du point de vue logique) et S3 (étiquettes sans sens) pour O2.
Les différences les plus importantes entre O1 et O2 sont les problèmes de type L12 (O1 :
164 ; O2 : 1), S1 (O1 : 147 ; O2 : 15) et L7 (O1 : 28 ; O2 : 74).
La différence entre le nombre de relations redondantes (L12) identifiées dans O1 par
rapport au nombre de relations identifiées dans O2 est expliquée en partie par la différence
des densités des deux graphes : le nombre moyen de relations par concept est 0.8 pour O1 et
de 0.4 pour O2. De ce fait, la probabilité d’avoir des relations "incorrectes sémantiquement"
est structurellement plus grande dans O1 que dans O2 ; ce qui explique aussi la différence
entre le nombre de situations S1 identifiées. La corrélation entre le nombre de problèmes
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L12 et le nombre de problèmes S1 n’est pas surprenante étant donné que les deux ontologies
ne contiennent pas d’instances ni de relations non taxonomiques.
Au-delà de ces différences, l’agrégation des différents problèmes concernant la structure
des ontologies indique que les ontologiesO1 etO2 partagent les mêmes propriétés générales :
leur structure est hétérogène, combinant un large nombre de concepts non connectés avec des
noyaux denses.
6.4 Conclusion
Dans la première partie de ce chapitre nous avons analysé, pour chaque étape du pro-
cessus de construction d’une ontologie, les conséquences, en terme de problèmes de qualité,
de la sous-optimalité des différentes tâches d’un processus de construction. Cette analyse
a confirmé l’intuition issue de notre expérience : les principaux problèmes concernent l’in-
complétude de l’ontologie (L3, S4) et sa conformité avec ses spécifications (L2, S1, L12,
S12).
Dans la deuxième partie, nous avons adopté une démarche expérimentale en analysant les
problèmes rencontrés pour deux ontologies – très différentes – construites automatiquement
avec Text2Onto. Cette expérience a montré que, pour les ontologies testées, parmi les types de
problèmes les plus fréquents on retrouve, en plus des problèmes concernant l’incomplétude
et la conformité de l’ontologie, des problèmes du type S8 (étiquettes polysémiques).
Cette analyse nous conduit « naturellement» à la question de l’identification automatique
des problèmes. Le chapitre suivant propose donc un petit état de l’art pour chaque problème
de qualité recensé, et décrit une heuristique que nous avons développée pour un problème
spécifique (problème d’étiquetage polysémique des concepts).
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7.1 Introduction
Dans le chapitre précédent, nous avons mis en évidence des liens entre les problèmes
de qualité dans les ontologies construites automatiquement et les compromis faits par les
approches de construction automatique dans l’implémentation et l’exécution des différentes
tâches du processus de construction. Bien que de nouvelles approches et des améliorations
soient proposées régulièrement dans la littérature, les ontologies construites automatique-
ment restent affectées par de nombreux problèmes de qualité. Une vérification préalable sui-
vie d’une correction reste donc nécessaire avant leur intégration dans un système décisionnel.
Dans cette optique, différents chercheurs ont développé des outils qui peuvent détecter cer-
tains problèmes de qualité et, pour les plus avancés, identifier les causes du problème ou
proposer à l’utilisateur des solutions pour l’amélioration de l’ontologie.
Dans ce chapitre, nous présentons tout d’abord un état des lieux des méthodes propo-
sées pour la détection de chaque type de problèmes de qualité. Puis, nous développons une
nouvelle approche pour la détection d’un problème qui est apparu fréquemment dans nos
expérimentations : les concepts ayant une étiquette polysémique (problème S8).
7.2 Méthodes pour la détection des problèmes de qualité
Dans la typologie des problèmes de qualité introduite en Section 5.3, nous pouvons dis-
tinguer les problèmes dûs à des différences entre l’ontologie et ses modèles intentionnels
ou son interprétation des problèmes internes à l’ensemble des formules qui compose l’on-
tologie. Pour la détection, cette distinction est importante : les problèmes du premier type
peuvent être détectés en comparant l’ontologie avec des ressources externes alors que la dé-
tection des problèmes du deuxième type ne nécessite aucune ressource additionnelle. Nous
appelons problèmes extrinsèques les problèmes du premier type et problèmes intrinsèques les
problèmes du second type. Dans notre typologie, les problèmes intrinsèques renvoient tous à
l’aspect logique des ontologies.
La détection des problèmes intrinsèques a été largement étudiée [19, 138]. En revanche,
à notre connaissance, peu de travaux concernant la détection des problèmes extrinsèques ont
été publiés dans la littérature.
7.2.1 La détection des problèmes affectant l’aspect logique des ontologies
Les problèmes L1, L6, L7, L8, L9, L10 et L11 sont des problèmes intrinsèques, et les
problèmes L2, L3, L4 et L5 sont des problèmes extrinsèques. Et, une partie des problèmes
L12 (les redondances) est intrinsèque, l’autre partie étant extrinsèque.
7.2.1.1 Les problèmes intrinsèques
7.2.1.1.1 Inconsistance logique (L1) et Insatisfiabilité (L10) Les inconsistances logiques
et les concepts insatisfiables sont probablement les problèmes les plus étudiés dans la littéra-
ture et sont efficacement détectés par les raisonneurs logiques (ex. Pellet [121], HermiT [88],
Racer [62], etc.). Une analyse détaillée des algorithmes utilisés par les moteurs d’inférences
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dépasse le cadre de cette thèse. On peut juste noter que pour la détection des problèmes d’in-
consistance les raisonneurs recherchent des contradictions entre les axiomes qui composent
l’ontologie ou qui ont été inférés. Une des techniques utilisées pour la détection des concepts
insatisfiables vérifie, pour chaque concept qui n’a pas d’instance, si l’ontologie reste consis-
tante après l’ajout d’une instance au concept.
Bien qu’en théorie, le nombre de situations qui puisse conduire à des inconsistances dans
une ontologie est infini [8], en pratique la plupart des inconsistances sont dûes à des situations
qui peuvent être caractérisées par un nombre réduit de patrons [19, 138] (ex. un concept ci qui
a comme père simultanément un concept c j et son complément ¬c j). Ces patrons permettent
d’identifier des problèmes d’inconsistance sans recours à un raisonneur.
Même pour des ontologies de taille réduite la compréhension des causes des problèmes
d’inconsistance ou d’insatisfiabilité peut être un problème non trivial. Pour aider les uti-
lisateurs, plusieurs outils permettent le calcul des justifications (des sous-ensembles mini-
maux d’axiomes de l’ontologie qui sont suffisants pour causer le problème) : RADON 1 [67],
DION 2, SWOOP 3 [69].
7.2.1.1.2 Eléments de l’ontologie équivalents (L6), indifférenciables (L7) ou correspon-
dant à un ET (L8) ou un OU (L9) Les éléments distincts de l’ontologie équivalents du
point de vue logique sont détectés par les raisonneurs logiques [8]. Les éléments indifféren-
ciables du point de vue logique peuvent être identifiés facilement à l’aide de la comparaison
de paires d’éléments par des requêtes sur l’ontologie. Les éléments correspondant à une dis-
jonction ou à une conjonction peuvent être identifiés à l’aide de requêtes sur les patrons qui
leur correspondent.
7.2.1.1.3 Complexité élevée des inférences (L11) Plusieurs études récentes [19, 56, 75]
ont mis en évidence un lien opaque et contre-intuitif entre les performances des différents
moteurs d’inférences et le nombre d’axiomes d’une ontologie, leur taille et leur complexité.
A priori, les performances des moteurs d’inférences les plus connus pour OWL-DL sont
non-déterministes [19] et, comme ci-dessus (7.2.1.1.1), des patrons en nombre restreint ont
été identifiés [75] ; ce qui à conduit au développement de l’outil Pellint permettant d’identifier
des axiomes (ou des groupes d’axiomes) de l’ontologie qui sont susceptibles de rendre très
complexes les processus d’inférences.
7.2.1.1.4 Ontologie non minimale (L12) L’identification des éléments redondants dans
l’ontologie est une tâche simple pour laquelle plusieurs outils ont été proposés (ex. Odeval
[29]). En revanche, l’identification des éléments inutiles de l’ontologie (inutiles parce qu’ils
ne font pas partie des modèles intentionnels) est un problème non trivial qui, à notre connais-
sance, est encore ouvert.
1. RaDON : http://radon.ontoware.org/demo-codr.htm
2. DION : http://wasp.cs.vu.nl/sekt/dion/
3. SWOOP : http://www.mindswap.org/2004/SWOOP/
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7.2.1.2 Les problèmes extrinsèques
La détection formelle des problèmes extrinsèques dans une ontologie requiert les mo-
dèles intentionnels de l’ontologie ou, le cas échéant, un ensemble d’exemples et de contre-
exemples suffisamment large.
Dans ce cas, l’identification des problèmes d’ontologie inadaptée (L2) se ramène à la
recherche de contradictions dans l’ensemble des formules obtenu par l’union de l’ontologie
avec les modèles intentionnels ou les exemples et de la présence de contre-exemples parmi les
formules qui peuvent être inférées à partir de l’ontologie. A chaque contradiction identifiée
et à chaque contre-exemple inféré à partir de l’ontologie correspond un problème d’ontologie
inadaptée.
On retrouve une argumentation similaire pour les problèmes L3, L4 et L5 : l’identifica-
tion de problèmes d’ontologie incomplète (L3) se ramène à la recherche de contre-exemples
qui, ajoutés à l’ontologie, ne produisent pas de contradictions et des formules présentes dans
les modèles intentionnels ou dans les exemples qui ne peuvent pas être obtenues par inférence
à partir de l’ontologie ; l’identification de problèmes d’inférences incorrectes (L4) se ramène
à la recherche de contradictions entre les formules obtenues par inférence à partir d’une on-
tologie adaptée (ne contenant aucun problème d’ontologie inadaptée) et les exemples ou les
modèles intentionnels et de la présence de contre-exemples parmi les formules obtenues par
inférence à partir d’une ontologie adaptée (ne contenant aucun problème d’ontologie inadap-
tée) ; et l’identification de problèmes d’inférences incomplètes (L5) se ramène à la recherche
de contre-exemples qui, ajoutés à l’ontologie et aux formules obtenues par inférence à partir
d’une ontologie complète (ne contenant aucun problème d’ontologie incomplète), ne pro-
duisent pas de contradictions et de formules présentes dans les modèles intentionnels ou
dans les exemples qui ne peuvent pas être obtenues par inférence à partir d’une ontologie
complète.
Si les modèles intentionnels ou un ensemble d’exemples et de contre-exemples ne sont
pas disponibles, une identification formelle de ces problèmes n’est pas possible. Cependant,
des outils (par exemple, OOPS ! [108]) permettent l’identification de plusieurs cas particu-
liers de ces problèmes (par exemple, les embûches P10 - « absence de la disjonction» et P11
- « absence du domaine / codomaine dans la déclaration des propriétés »– voir table 5.1). Ils
implémentent des heuristiques qui permettent d’identifier des situations susceptibles de cor-
respondre à des problèmes de qualité ; par exemple, il n’est pas usuel que le domaine d’une
relation ne soit pas précisé.
7.2.2 La détection des problèmes affectant l’aspect social des ontologies
Les problèmes qui affectent l’aspect social des ontologies sont tous des problèmes ex-
trinsèques reposant sur l’interprétation que l’utilisateur donne à l’ontologie. Huit problèmes
(S1 - S4, S6 - S8, S12) affectent des aspects locaux de l’ontologie et quatre problèmes (S5,
S9, S10, S11) ont une perspective globale sur l’ontologie. A notre connaissance, la vérifica-
tion systématique de la présence de problèmes affectant l’aspect social des ontologies est une
question ouverte. Pour les problèmes locaux, certaines méthodes de détection basées sur des
heuristiques et des patrons ont été proposées. Elles sont adaptées à des cas particuliers ; par
exemple, l’utilisation d’une « classe par défaut » ou des « disjonctions lointaines ».
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Plusieurs mesures ont été proposées pour évaluer la qualité des annotations (S5) [22].
Toutefois, elles ne permettent pas de mesurer l’impact des annotations dans le cadre du pro-
cessus d’interprétation de l’ontologie par un utilisateur.
Les problèmes d’ontologie plate (S9) sont détectables grâce à différentes mesures com-
binatoires (par exemple, le ratio entre le nombre de concepts et celui des relations taxono-
miques).
Les standards utilisés pour la formalisation (S10) des ontologies et les mécanismes de
certification sont étroitement liés aux usages acceptés dans le cadre de la communauté. Ac-
tuellement, dans le domaine de l’ingénierie des connaissances, le langage OWL s’est imposé
comme standard pour la formalisation des ontologies. Au-delà du langage utilisé pour la for-
malisation, on trouve plusieurs guides de bonnes pratiques concernant des problématiques
très variées : comment nommer les concepts, comment structurer les annotations, comment
simplifier l’ontologie en regroupant les attributs répétitifs, etc. Certains outils (par exemple
OOPS ! [108]) permettent la vérification de la conformité de l’ontologie avec ces critères.
Bien que le problème de la certification (S11) de la qualité des ontologies ait été abordé
dans la littérature, il reste aujourd’hui un problème ouvert. Il n’existe encore aucune autorité
ou mécanisme de certification permettant de garantir la qualité d’une ontologie [68].
7.3 La détection des problèmes S8 – concepts ayant une étiquette
polysémique
En vue d’une aide à la correction automatique, se pose préalablement le problème de
l’ordre de la détection des problèmes. Par exemple, on peut s’interroger sur l’intérêt de dé-
tecter des relations taxonomiques redondantes tant qu’on n’a pas éliminé toutes les rela-
tions taxonomiques incorrectes, sachant que la présence de ces dernières peut conduire à des
fausses détections de relations redondantes.
Intuitivement, il semble qu’il faille commencer par l’élimination des concepts et des re-
lations taxonomiques inutiles, puis par la correction des relations taxonomiques incorrectes
et l’ajout des concepts et des relations taxonomiques manquantes.
De plus, on sait que pour la détection et la correction automatique des problèmes d’on-
tologie non minimale, incomplète ou inadaptée, il faut disposer de modèles intentionnels ou
d’un ensemble d’exemples et de contre-exemples et que, en pratique, ces ressources sont
souvent indisponibles ; ce qui rend nécessaire une détection manuelle. On peut donc s’in-
terroger si, d’un point de vue opérationnel, il n’est pas plus intéressant de commencer par
la détection des problèmes qui peuvent être détectés automatiquement. En effet, même si
des faux positifs sont détectés à cause des problèmes d’incomplétude ou des relations taxo-
nomiques incorrectes, lors de l’analyse des résultats de la détection automatique ces faux
positifs peuvent indiquer à l’utilisateur, de manière indirecte, la présence d’autres problèmes
de qualité dans l’ontologie.
Nous faisons donc ici l’hypothèse qu’il est intéressant de pouvoir détecter automatique-
ment le plus grand nombre de problèmes même lorsque les problèmes d’ontologie inadaptée
ou incomplète n’ont pas été préalablement corrigés.
Dans ce cadre, nous avons choisi de nous focaliser sur un problème fréquent dans nos ex-
périmentations : la détection des concepts décrits par des étiquettes polysémiques (problème
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S8).
Comme nous l’avons mentionné dans la Section 5.3.2.2.2, des analogies existent entre
les problèmes sociaux S8 et les problèmes logiques L8 et L9 (éléments d’ontologie ET et
OU) : les éléments ayant des étiquettes polysémiques peuvent être interprétés comme l’union
ou comme l’intersection des différentes significations de l’étiquette.
7.3.1 Un rapide état de l’art
Le problème de la désambiguïsation d’un terme lors de sa découverte – avant de le trans-
former en concept – est un problème classique dans le domaine de l’extraction des connais-
sances à partir de textes et un nombre important d’approches ont été proposées [90]. Elles
utilisent l’analyse du contexte d’apparition des termes dans le texte et, pour certaines, des
ressources externes (e.g. WordNet, textes annotés) pour préciser le sens des termes.
D’après Navigli, 2009 [90], bien que l’objectif le plus important des recherches sur les
méthodes de désambiguïsation soit leur adaptation en vue d’une utilisation dans des appli-
cations et que ces dernières soient souvent centrées sur des domaines très spécifiques, la
désambiguïsation orientée domaine reste une problématique ouverte. La désambiguïsation
orientée domaine regroupe les approches qui cherchent à préciser le sens le plus probable
des termes dans un domaine et à améliorer la qualité de leurs résultats grâce à l’utilisation de
connaissances spécifiques au domaine.
Parmi les travaux sur la désambiguïsation quelques uns ont porté précisément sur la dé-
tection et la désambiguïsation d’étiquettes de concepts polysémiques [40, 107, 110].
Poveda et al. [107] ont décrit une situation où un concept de l’ontologie ayant une éti-
quette polysémique est utilisé dans une ontologie pour représenter deux notions distinctes :
par exemple, l’étiquette « Théâtre » désignant (1) la discipline artistique et (2) le lieu où les
représentations sont exécutées. En fonction du contexte d’apparition de ce concept dans l’on-
tologie (i.e. ses éventuels concepts pères et les relations dans lesquelles il est impliqué), il est
possible que cette situation corresponde à un problème S8 (étiquette polysémique) mais aussi
à un problème L10 (concept insatisfiable) – si le concept « Théâtre » a deux pères disjoints
« Discipline artistique » et « Lieu »– ou à un problème L8 (concept OU) – si le concept
« Théâtre » est défini comme l’union de deux concepts « Théâtre romain » (un objectif tou-
ristique dans une ville) et « Théâtre d’improvisation » (un type particulier de la discipline
artistique théâtre) qui n’ont en commun aucun rôle. L’outil OOPS ! [108] ne peut pas, pour
l’instant, détecter ce type de situations.
Fang et al. [40] se sont intéressés à la situation où un concept ayant une étiquette po-
lysémique est utilisé dans l’ontologie pour représenter une seule notion. Ils ont proposé un
algorithme qui détermine le sens le plus probable de l’étiquette en analysant les relations
entre les synsets de WordNet associés aux mots qui composent l’étiquette et les contextes
d’apparition du concept (1) dans l’ontologie (contexte défini comme l’ensemble de concepts
qui se trouvent dans l’ontologie à une distance inférieure à un seuil du concept analysé) et
(2) dans des documents annotés avec les concepts de l’ontologie (contexte défini comme
l’ensemble de concepts avec lesquels ont été annotés les termes voisins – dans une fenêtre
donnée – des termes annotés avec le concept analysé). Cette analyse associe le synset le plus
probable à chaque mot qui compose l’étiquette et la signification de celle-ci est donnée par
l’union de ces synsets.
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Qasim et Khan [110] se sont intéressés au problème qui apparaît lors d’un alignement
d’ontologies où chaque ontologie contient un concept ayant chacun la même étiquette poly-
sémique mais une signification différente. Ils ont proposé une désambiguïsation de l’étiquette
des concepts à l’aide de leur voisinage ontologique défini par les concepts pères / fils, les re-
lations non taxonomiques dans lesquels les concepts sont impliqués, leurs attributs, leurs
instances, etc.
Pour la détection et la désambiguïsation des étiquettes polysémiques les différentes ap-
proches s’appuient sur l’analyse du contexte d’apparition des concepts dans l’ontologie en
faisant l’hypothèse que ces contextes ne contiennent aucun élément inutile ou incorrect. Pour
les ontologies construites automatiquement, cette hypothèse est discutable en l’absence d’une
validation manuelle préalable à la détection d’étiquettes polysémiques. Tout en étant bien
conscients que la présence d’éléments inutiles ou incorrects dans l’ontologie peut conduire
à la détection des faux positifs, nous considérons que la détection automatique d’étiquettes
polysémiques basée sur l’analyse du contexte d’apparition des concepts reste intéressante.
7.3.2 Un nouvel algorithme pour la détection d’étiquettes polysémiques dans
les ontologies construites par Text2Onto
L’algorithme que nous proposons cherche a détecter automatiquement les étiquettes po-
tentiellement polysémiques grâce à l’analyse des significations attribuées aux étiquettes par
un des algorithmes d’extraction de relations taxonomiques de Text2Onto, plus précisément
celui basé sur WordNet – qu’on nomme ici T2O-WordNet.
Nous rappelons que, dans WordNet, chaque mot est associé à un ou plusieurs synsets et
que des relations d’hyponymie / hyperonymie peuvent exister entre deux synsets (figure 7.1).
Pour identifier une relation taxonomique entre deux concepts, l’algorithme T2O-WordNet
se base uniquement sur l’existence d’un lien de hyponymie / hyperonymie entre au moins
deux synsets associés aux étiquettes des deux concepts. De ce fait, il est possible que l’éti-
quette d’un concept soit associée à plusieurs synsets différents soit parce qu’elle a été associée
à des synsets différents dans des relations différentes, soit parce qu’une même relation peut
être déduite à partir d’au moins deux synsets différents associés à la même étiquette.
Par exemple, lors de la construction de l’ontologie O2 (Section 6.3) Text2Onto a extrait
les termes « repair », « area » et « change » et les deux relations taxonomiques (1) « re-
pair is-a area » et (2) « repair is-a change ». Dans WordNet, le mot « repair » est associé à
trois synsets et, pour détecter chacune des deux relations taxonomiques l’algorithme T2O-
WordNet a associé le mot « repair » à deux synsets différents : pour la relation (1) au synset
« un endroit visité fréquemment » et pour la relation (2) au synset « l’acte de faire fonction-
ner quelque chose à nouveau ».
L’algorithme que nous proposons prend en entrée la liste des relations taxonomiques ex-
traites par l’algorithme T2O-WordNet et produit en sortie une liste de concepts dont l’étiquette
est supposée polysémique (Procédure 1). On considère qu’il est probable que l’étiquette d’un
concept soit polysémique s’il n’existe aucun synset commun à toutes les listes de synsets
avec lesquels l’étiquette a été associée lors de la détection de chaque relation taxonomique
du concept.
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motorcar1n } associé au mot automobile ; les indices n, v, a indiquent qu’il s’agit d’un nom, d’un
verbe ou d’un adjectif ; les indices numériques indiquent le numéro du sens du terme avec lequel il est
associé au synset ; par exemple, machine6n indique que le terme machine est associé au synset avec son
sixième sens en tant que nom, alors qu’il a dans WordNet cinq autres sens en tant que nom et deux
sens en tant que verbe.
Procédure 1 DetecterEtiquettesPolysemiques(Wn, LRw)
Entrée: Wn - WordNet, et LRw - la liste des relations taxonomiques extraites par l’algo-
rithme T2O-WordNet
Sortie: LCp - liste des concepts ayant des étiquettes potentiellement polysémiques
1: LCp = ∅
2: LC∗ = ExpliciterConcepts(Wn, LRw)





.synsets_communs| = 0 then
5: LCp = LCp ∪ c
∗
return LCp
L’algorithme est basé sur l’explicitation des concepts impliqués dans les relations ex-
traites par l’algorithme T2O-WordNet (Procédure 1). La fonction ExpliciterConcepts (Pro-
cédure 2) construit une structure c∗ (nommée « concept explicité ») pour chaque concept c
impliqué dans une des relations de la liste LRw prise en entrée. Cette structure regroupe :
– c∗.etiquette – le terme qui est utilisé comme étiquette du concept ;
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– c∗.synsets – la liste des tous les synsets qui sont associés dans WordNet au terme
c∗.etiquette ;
– c∗.relations – la liste des relations taxonomiques explicitées dans lesquelles le concept
est impliqué en tant que père ou en tant que fils ; une relation taxonomique explici-
tée est une structure r∗ construite par la fonction ExpliciterRelation (Procédure 3) et
qui regroupe : r∗. f ils et r∗.pere – les étiquettes du concept fils et du concept père ;
r∗.synsets_ f ils et r∗.synsets_peres – deux listes contenant les synsets avec lesquels
les étiquettes r∗. f ils et resp. r∗.pere ont été associées lors de la détection de la relation
taxonomique par l’algorithme T2O-WordNet.
– c∗.synsets_communs – la liste des synsets qui sont communs à toutes les listes
r∗
i
.synsets_ f ils (ou r∗
i
.synsets_peres) associées au concept par chacune des relations
ri ∈ c
∗
.relations ; cette liste est calculée par la fonction S ynsetsCommuns (Procédure
4).
Exemple 7.3.1 Supposons que lors de la construction de l’ontologie O2 l’algorithme T2O-
WordNet a extrait seulement deux relations taxonomiques : r1 = « repair is-a area » et r2 =
« repair is-a change ». Alors, dans la fonction ExpliciterConcepts (Procedure 2) :
– LRw = { r1, r2 },
– LC = { repair, area, change }, et
– LC∗ = { repair∗, area∗, change∗ } où
– repair∗.synsets = { S repair1n , S repair2n , S repair3n }
4
– area∗.synsets = S area1n , S area2n , . . . , S area6n }
5
– change∗.synsets = { S change1n , S change2n , S change3n , . . . , S change10n }
6
– repair∗.relations = { r∗1, r
∗
2 }
– area∗.relations = { r∗1 }
– change∗.relations = { r∗2 }
Comme la détection de r1 est basée seulement sur l’existence d’un lien d’hyperonymie entre
les synsets S repair3n et S area1n , et celle de r2 seulement sur le lien entre S repair1n et S change3n , on
peut écrire :
– r∗1.synsets_ f ils = { S repair3n }
– r∗1.synsets_peres = { S area1n }
– r∗2.synsets_ f ils = { S repair1n }
– r∗2.synsets_peres = { S change3n }
En conséquence, les listes de synsets communs associées aux concepts sont :
– repair∗.synsets_communs = ∅
– area∗.synsets_communs = { S area1n }
4. Les synsets associés au terme « repair » :
S repair1n = {repair
1












n – the act of putting something in
working order again },
S repair2n = {repair
2
n – a formal way of referring to the condition of something },










n – a frequently visited place }.




n – a particular geographical region of indefinite boundary (usually serving some
special purpose or distinguished by its people or culture or geography) }.
6. S change3n = {change
3
n – the action of changing something }.
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– change∗.synsets_communs = { S change3n }
Comme il n’existe aucun synset commun pour le concept repair∗ il est ajouté à LCp, la liste
des concepts dont l’étiquette est supposée polysémique.
Procédure 2 ExpliciterConcepts(Wn, LRw)
Entrée: Wn - WordNet, et LRw - la liste des relations taxonomiques extraites par l’algo-
rithme T2O-WordNet
Sortie: LC∗ - la liste de concepts explicités
1: LC = ∅
2: LC∗ = ∅
3: for all relation r in LRw do
4: LC = LC ∪ r.pere
5: LC = LC ∪ r. f ils









.synsets = Wn.getS ynsets(ci)
10: LC∗ = LC∗ ∪ c∗
i






























Procédure 3 ExpliciterRelation(Wn, r)
Entrée: Wn - WordNet, et r - une relation taxonomique extraite par l’algorithme T2O-
WordNet
Sortie: r∗ - relation taxonomique explicitée
1: r∗.pere = r.pere
2: r∗. f ils = r. f ils
3: LS p = Wn.getS ynsets(r.pere)
4: LS f = Wn.getS ynsets(r. f ils)
5: for all synset S p in LS p do
6: for all synset S f in LS f do
7: if Wn.isHypernym(S p, S f ) then
8: r∗.synsets_ f ils = r∗.synsets_ f ils ∪ S f
9: r∗.synsets_peres = r∗.synsets_peres ∪ S p
return r∗
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Procédure 4 SynsetsCommuns(c∗)
Entrée: concept explicité c∗
Sortie: LS c - liste des synsets communs à toutes les relations explicitées du c∗
1: LS c = c
∗
.synsets
2: for all relation r∗ in c∗.relations do
3: if c∗.etiquette = r∗.pere then








7.3.3 Expérimentation : détection manuelle vs. détection automatique
Pour analyser expérimentalement les performances de l’algorithme, nous avons comparé
ses résultats avec ceux obtenus manuellement suite à l’analyse présentée dans la Section 6.3.
Nous rappelons que, lors de la détection manuelle des étiquettes polysémiques, nous
avons analysé l’ontologie telle qu’elle a été construite par Text2Onto sans avoir corrigé les
erreurs qu’elle contient, et nous avons retenu toutes les étiquettes qui, à notre avis, pourraient
être associées à au moins deux significations différentes. Parmi ces étiquettes certaines corres-
pondent à des concepts qui ne devraient pas faire partie de l’ontologie parce qu’ils ne font pas
partie a priori du domaine représenté ; par exemple, les étiquettes « object » et « view » pour
l’ontologie du domaine « construction d’ontologies à partir de textes ». Certaines étiquettes
peuvent être également interprétées comme polysémiques parce que les concepts correspon-
dants sont impliqués dans une relation taxonomique incorrecte ou qui ne fait pas partie du
domaine ; par exemple, l’étiquette « relation » a été considérée comme polysémique parce
que le concept correspondant est impliqué dans la relation « relation » is-a « object » qui ne
fait pas partie du domaine.
Table 7.1: Résultats obtenus avec l’algorithme de détection d’étiquettes polysémiques.
Ontologie O1 Ontologie O2
Manuellement 64 69
Algorithme 51 63
Manuellement ∩ Algorithme 51 56
Précision algorithme 100% 88%
Rappel algorithme 80% 91%
La Table 7.1 résume les résultats obtenus qui indiquent un bon rappel (80% et respective-
ment 91%) et une bonne précision (100% et respectivement 88%) pour l’algorithme proposé.
Nous avons néanmoins analysé les raisons de l’absence de détection des étiquettes poly-
sémiques par l’algorithme et de la détection d’étiquettes polysémiques non détectées manuel-
lement. Toutes les étiquettes polysémiques détectées manuellement mais pas par l’algorithme
correspondent à des concepts impliqués dans des relations taxonomiques autres que celles
identifiées par l’algorithme T2O-WordNet. Toutes les étiquettes polysémiques détectées par
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l’algorithme mais pas manuellement sont correctement détectées comme polysémiques. Tous
les concepts ayant des étiquettes polysémiques détectés par l’algorithme mais pas manuelle-
ment sont correctement détectés comme polysémiques. L’absence de détection manuelle est
certainement dûe à l’absence d’une visualisation intelligible de l’ontologie O2 qui contient
965 concepts et 408 relations taxonomiques. Cette remarque ouvre la voie à l’intégration
de supports visuels adaptés dans l’analyse des ontologies. Mais cette perspective dépasse le
cadre de cette thèse.
7.3.4 Discussion : avantages et inconvénients de l’algorithme proposé
La présence d’étiquettes polysémiques est un problème (S8) extrinsèque dont la détection
nécessite a priori une interprétation par un expert. Cependant, il est envisageable de détecter
automatiquement tous les concepts ayant des étiquettes pour lesquelles une interprétation
unique n’est pas possible à cause des relations taxonomiques impliquant le concept.
Bien que l’impossibilité d’associer une signification unique à une étiquette ne puisse pas
garantir que, lors d’une interprétation, au moins deux significations différentes puissent être
associées à l’étiquette, on peut estimer, intuitivement, que la plupart des étiquettes pour les-
quelles le contexte d’apparition du concept dans l’ontologie indique qu’elles n’ont pas une
signification unique seront identifiées comme polysémiques lors d’une interprétation ma-
nuelle.
Le principal avantage de la détection d’étiquettes polysémiques à l’aide de l’algorithme
proposé est la contribution à l’automatisation d’un processus de détection manuelle fastidieux
et susceptible d’être entravé d’erreurs. Un autre avantage est que l’algorithme peut être utilisé
sur les ontologies construites par Text2Onto (ou un autre outil qui extrait les relations taxo-
nomiques à partir de WordNet) indépendamment de la détection et de la correction d’autres
problèmes. Néanmoins, nous sommes bien conscients que la qualité de ses résultats peut être
amoindrie par la présence d’autres problèmes de qualité dans l’ontologie.
Une des limitations les plus importantes de l’algorithme est qu’il se base dans son ana-
lyse uniquement sur les relations taxonomiques extraites à partir de WordNet en ignorant les
relations taxonomiques identifiées à l’aide d’autres techniques ainsi que les autres éléments
qui peuvent éventuellement être présents dans l’ontologie (instances, relations non taxono-
miques, attributs).
Un autre inconvénient est l’absence de prise en compte du domaine de l’ontologie dans le
processus de détection. Mais, comme nous l’avons déjà rappelé (Section 7.3.1), l’intégration
des connaissances définissant les limites d’un domaine dans un processus de désambiguïsa-
tion reste un problème ouvert.
Malgré ses limitations, on peut estimer que l’utilisation de l’algorithme proposé dans
cette section apporte une accélération du processus de détection et de correction des pro-
blèmes de qualité affectant les ontologies construites automatiquement. Bien que, à cause de
la présence des problèmes L2, L3 et L12, les résultats de l’algorithme peuvent contenir des
faux positifs, ces derniers ne sont pas très gênants lors de l’analyse manuelle des résultats




L’énumération pour chacun des problèmes de qualité des approches de détection auto-
matique des problèmes existantes nous a permis de souligner la difficulté d’automatisation
de la détection des problèmes extrinsèques. La plupart des approches existantes qui reposent
sur des patrons ou des heuristiques spécifiques ne sont guère adaptées à une généricité des
traitements.
Nous finissons ce chapitre par une proposition focalisée sur un problème apparu comme
fréquent dans nos expérimentations. Notre objectif pour la détection des étiquettes polysé-
miques ne prétend évidemment pas éliminer l’indispensable expertise humaine mais notre
proposition se positionne plutôt comme une preuve de concept pour montrer que l’auto-
matisation permet de réduire l’effort humain demandé, et donc de conserver le temps de
disponibilité restreint des experts à des tâches de forte valeur ajoutée.
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8
Conclusion Générale et Perspectives
Les travaux développés dans cette thèse s’inscrivent dans le contexte de la démocratisa-
tion de l’utilisation des ontologies dans de nombreux domaines qui, couplée à l’explosion
du nombre, de la taille et de la fréquence des modifications des documents qui doivent être
étudiés pour leur construction, conduit à un besoin croissant d’automatisation des processus
de construction et d’évolution. Ce besoin a stimulé le développement d’approches associées
à des composants logiciels proposant différents degrés d’automatisation. Cependant, les re-
tours d’expériences rapportées dans la littérature semblent rendre compte d’une variabilité
importante des résultats associée à une qualité parfois défaillante.
Dans ce contexte, et avec l’objectif de contribuer à l’amélioration de la qualité des onto-
logies construites automatiquement, nous avons axé nos travaux selon trois axes principaux :
(1) une comparaison fonctionnelle, technique et expérimentale des approches (avec les outils
qui leur sont associés) pour la construction automatique d’ontologies à partir de textes, (2) la
construction d’une typologie des problèmes de qualité qui affectent les ontologies, et (3) une
première réflexion vers l’automatisation de la détection des problèmes de qualité.
Nous avons proposé un protocole de comparaison des approches qui comporte trois
étapes complémentaires : (1) à l’aide du référentiel de tâches de Methontology les approches
ont été comparées sur la base de leur degré de complétude et d’automatisation, et du type de
techniques utilisées pour la construction ; (2) puis sur la base des caractéristiques techniques
et fonctionnelles des outils associés aux approches, et (3) par une analyse expérimentale avec
une comparaison avec une ontologie de référence construite manuellement. A notre connais-
sance, ce protocole est plus complet que ceux – peu nombreux – qui ont été proposés dans la
littérature. Nous avons tenté de limiter la subjectivité de l’interprétation dans la comparaison
par le recours à des mesures (précision, rappel par rapport à une ontologie de référence) mais
nous sommes bien conscients des limites de cette démarche dans les cas réels d’applications
où les retours d’utilisateurs doivent rester un élément prédominant de l’évaluation.
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Nos expérimentations ont confirmé la forte dépendance des performances avec à la fois
la nature des textes en entrée et les algorithmes de construction utilisés. L’explication des
dépendances reste cependant une question souvent ouverte [87].
De plus, bien que souhaitant nous focaliser sur des approches automatiques, la première
étape de notre comparaison a mis en évidence le fait que la plupart des approches dévelop-
pées n’implémentaient pas toutes les étapes prônées par Methontology et qu’elles nécessi-
taient, pour certaines étapes, un recours à des tâches manuelles. L’évaluation de l’effort de
construction d’une ontologie par combinaison de tâches automatiques et manuelles est à notre
connaissance une question également largement ouverte.
Pour mieux identifier les problèmes de qualité rencontrés, nous avons proposé une typo-
logie des problèmes potentiels. La construction de cette typologie a été motivée par la variété
des propositions que nous avons rencontrées dans notre état de l’art et l’absence d’une ap-
proche standardisée. Notre typologie combine deux dimensions intervenant dans l’interpré-
tation des problèmes de qualité : les erreurs versus les situations indésirables et les aspects
logiques versus les aspects sociaux. Sa construction nous a conduit à identifier 24 classes de
problèmes qui recouvrent, en les complétant, les problèmes que nous avons pu recenser dans
la littérature. Pour compléter l’analyse, nous avons confronté cette typologie aux différentes
tâches de Methontology pour tenter d’identifier les facteurs explicatifs les plus probables. Et
nous l’avons éprouvée expérimentalement pour l’identification des problèmes de qualité ren-
contrés lors d’un processus de construction automatique. Cette analyse expérimentale n’est
que partielle puisque pour avoir un cadre de comparaison « sans biais » nous avons exclu
les connaissances exogènes relatives aux tâches d’usage, aux domaines et aux utilisateurs.
Elle nécessitera évidemment à l’avenir des prolongements dans un cadre applicatif que nous
pouvons maîtriser. Cependant, nous pensons qu’elle a le mérite de mettre en évidence la pré-
dominance de certains problèmes dont l’identification automatique et la réparation peuvent
être envisagées, et de détecter certains «maillons faibles » sur lesquels des efforts devront
porter à l’avenir.
Si au début de la thèse, nous avions espoir de contribuer plus amplement au développe-
ment d’un système opérationnel d’aide à l’identification automatique de problèmes de qua-
lité, nous n’avons finalement abordé cette question de l’automatisation qu’en dernière partie
de la thèse, l’identification et la catégorisation des problèmes étant apparues comme un préa-
lable indispensable à la mise en place d’un tel système. Nous avons cependant commencé
à recenser pour chaque problème de notre typologie quelques unes des méthodes d’iden-
tification automatique existantes ; cela nous a également permis de mettre en évidence des
problèmes qui semblent encore ouverts. Et, nous avons proposé une heuristique pour un pro-
blème fréquent que nous avons identifié (la polysémie des étiquettes). Il s’agit juste ici d’une
« preuve de concept » que nous avons testée expérimentalement dans le cadre de notre pro-
tocole.
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Perspectives à court et moyen termes
Les questions ouvertes lors de notre analyse laissent entrevoir différentes pistes de re-
cherche à plus ou moins long terme.
A court terme, nous souhaitons progresser sur la détection automatique des problèmes de
qualité, et en particulier des problèmes L12 et S12 (concepts et relations taxonomiques hors
domaine) et S8 (polysémie des étiquettes). Tout d’abord, nous envisageons d’explorer les
possibilités offertes par WordNet Domains 1 [84] pour la détection des problèmes L12 et S12.
En effet, cette extension de WordNet qui associe chaque synset à un ou plusieurs domaines
d’une liste de plus de 200 domaines organisés hiérarchiquement semble très prometteuse.
Elle a déjà montré son intérêt notamment pour des problèmes de la désambigüisation séman-
tique [4] et de détection de relations taxonomiques spécifiques [105]. En sus, nous prévoyons
de nous appuyer sur WordNet Domains pour intégrer des connaissances de domaine dans
l’heuristique de détection d’étiquettes polysémiques que nous avons développée. Pour faci-
liter leur utilisation effective ces heuristiques pourront être intégrées dans Protégé et NeOn
Toolkit.
A moyen terme, nous visons à l’intégration de ces travaux dans un système d’aide à la
validation de la qualité des ontologies construites. Dans cet objectif, différentes questions se
posent. Nous avons souligné au chapitre 6 les liens entre les différentes phases du processus
de construction et la fréquence des problèmes. Ce couplage devrait idéalement être intégré
dans un processus de construction automatique mais à notre connaissance les systèmes ac-
tuels n’intègrent pas encore une phase d’évaluation efficace à chaque étape. En attendant,
et devant la complexité prévisible de l’interopérabilité d’un système d’évaluation avec diffé-
rents systèmes de construction – très hétérogènes comme on a pu le montrer au chapitre 4 –
un système d’aide à l’évaluation autonome semble être un objectif plus raisonnable.
En parallèle, les besoins ne cessent d’évoluer. D’une part, l’intérêt pour la construction
automatique d’ontologies qui servent de support à des systèmes de recherche d’information
est croissant [35, 48, 111, 113]. Et d’autre part, si les ontologies ont longtemps été consi-
dérées – du moins d’un point de vue opérationnel – comme statiques, la question de leur
évolution est maintenant au centre des préoccupations [101, 113, 119]. L’évolution des on-
tologies est définie respectivement par Maedche et al (2003) [78], et par Stojanovic (2004)
[124] comme étant : « la modification appropriée d’une ontologie et la propagation des chan-
gements dans les autres ontologies qui en dépendent. » Une autre définition qui fait référence
a été proposée respectivement par Klein, (2004) [71], et par Noy et al (2004) [99], qui dit
que « l’évolution d’une ontologie est la capacité de gérer les changements apportés lors de
l’évolution en créant et en maintenant différentes versions d’une ontologie. Cette capacité
consiste à identifier et à différencier les versions, à modifier les versions, à spécifier des re-
lations qui rendent explicites les changements effectués entre les versions. » Ce contexte fait
donc évoluer la problématique de l’évaluation en renouvelant certains problèmes (e.g. onto-
logie incomplète (L3), ontologie non minimale (L12, S12)) et en en ajoutant de nouveaux
1. www.wndomains.fbk.eu
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(e.g. problèmes liés à la gestion des versions de l’ontologie).
Notre état de l’art et nos expérimentations ont confirmé l’importance du rôle des utilisa-
teurs experts dans le processus d’évaluation. Cette remarque module évidemment l’objectif
« idéal» d’automatisation. Cependant, comme cela se développe de plus en plus dans les do-
maines connexes de la fouille de données [12] ou de la recherche d’information [9], il s’agit
de développer des systèmes qui établissent un couplage entre les traitements automatiques et
la part d’expertise humaine difficilement modélisable en l’état. Ce couplage peut être établi
efficacement à travers des supports visuels interactifs : « visual analytics is more than visua-
lization and can rather be seen as an integrated approach combining visualization, human
factors and data analysis » [70]. Les travaux en visualisation de l’information appliqués
au génie logiciel nous paraissent une bonne source d’inspiration [112] pour proposer des
représentations graphiques interactives de grandes ontologies qui permettent d’explorer à la
fois les relations structurelles (la combinatoire des relations) et sémantiques pour faciliter la
détection des erreurs.
A
Les définitions des problèmes de qualité de
l’état de l’art
Dans le tableau 5.1 nous avons positionné dans la typologie que nous avons proposée
l’ensemble des problèmes que nous avons mentionnés dans l’état de l’art présenté dans la
Section 5.2.2, dont notamment les 24 embûches décrites par Poveda et al. [107] et les 11 anti-
patrons décrits par Roussey et al. [115]. Comme dans la Section 5.2.2 nous avons présenté
seulement une description générale des différentes classes d’embuches et d’anti-patrons, sans
définir chaque problème, nous présentons dans cette annexe les définitions de tous ces pro-
blèmes de qualité.
A.1 Les embûches
Comme nous l’avons précisé dans la Section 5.2.2.4, Poveda et al. [106, 107] ont identifié
expérimentalement et décrit de façon informelle 24 types d’embûches (« pitfalls »). Nous les
énumérons ici en rappelant leurs descriptions informelles.
P1. Eléments polysémiques : création dans l’ontologie d’une classe ayant une étiquette
polysémique et qui est utilisée pour représenter à la fois au moins deux idées concep-
tuelles différentes. Par exemple, la classe « Theatre » pour représenter la discipline
artistique et le lieu où les représentations sont exécutées.
P2. Synonymes comme classes : création dans l’ontologie de plusieurs classes déclarées
comme équivalentes et dont les étiquettes sont synonymes. Par exemple, les classes
«Waterfall » et « Cascade ».
P3. Utilisation d’une relation ad-hoc « is » à la place de « subclass-of » : la création et
l’utilisation d’une relation ad-hoc « is» à la place des primitives définies par le langage
OWL pour représenter les relations taxonomiques (« subclass-of ») dans l’ontologie.
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Figure A.1: Positionnement des 24 types d’embûches dans les sept classes inspirées des trois di-
mensions mesurables des ontologies (extrait de Poveda et al., 2010 [107]).
P4. Eléments d’ontologie non connectés : création d’éléments de l’ontologie (concepts,
relations, attributs) isolés du reste. Par exemple, la création d’une relation «membe-
rOfTeam » sans définir le concept « Team ».
P5. Relation inverse erronée : par exemple, si l’on considère un objet qui peut être vendu
et acheté les relations « vendu par » et « achète par » ne doivent pas être déclarées
comme étant l’une l’inverse de l’autre.
P6. Cycles dans la hiérarchie : par exemple, une classe « Professor » comme sous-classe
de « Person », et la classe « Person » comme sous-classe de « Professor ».
P7. Combiner des concepts pour former une classe : création d’une classe dont l’éti-
quette fait référence à deux concepts différents. Par exemple, création d’une classe
« StyleAndPeriod », ou » ProductOrService « .
P8. Absence des annotations
P9. Absence d’informations basiques : par exemple, ajouter à une ontologie une relation
« follows » mais pas son inverse « precedes ».
P10. Absence de la disjonction
P11. Absence du domaine / codomaine dans la déclaration des propriétés
P12. Non déclaration de l’équivalence entre propriétés
P13. Non déclaration du fait que deux relations sont l’une l’inverse de l’autre
P14. Utilisation abusive de "allValuesFrom" : utilisation du quantificateur universel à
la place du quantificateur existentiel ou pour ne pas permettre l’ajout de nouveaux
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Figure A.2: Positionnement de 18 des 24 types d’embûches dans les trois classes d’erreurs de
taxonomie (extrait de Poveda et al., 2010 [107]).
éléments au domaine d’une relation. Par exemple, cette définition
« Book ≡ ∃producedBy.Writer ∩ ∀uses.Paper » ne permet pas d’ajouter « Ink »
comme un élément utilisé pour écrire un livre.
P15. Utilisation abusive de "not some"/"some not" : par exemple, définir une pizza vé-
gétarienne comme une pizza qui contient des ingrédients qui ne sont pas de la viande
et des ingrédients qui ne sont pas du poisson, au lieu de préciser que tout ingrédient
n’est ni de la viande, ni du poisson.
P16. Utilisation erronée des classes primitives et définies : déclarer comme primitives (en
précisant seulement des restrictions nécessaires mais pas suffisantes) les classes qui
peuvent être définies complètement (à l’aide de des restrictions nécessaires et suffi-
santes).
P17. Hyperspécialisation de la hiérarchie : quand le concepteur de l’ontologie ajoute à
la hiérarchie une ou plusieurs sous-classes qui sont trop spécialisées pour accepter
des instances. Par exemple, la création des sous-classes «Madrid », « Barcelona »,
« Sevilla », etc. pour la classe «City ».
P18. Définition de domaine et / ou de codomaine trop spécifiques : par exemple, res-
treindre le domaine de la relation « isOfficialLanguage » à a classe «City », au lieu de
permettre que la classe «Country », ou une classe plus générique comme «Geopoliti-
calObject », puisse avoir une langue officielle.
P19. Confusion entre intersection et union : utilisation de l’intersection au lieu de l’union
lors de la définition du domaine d’une relation ou d’un attribut. Par exemple, définir le
domaine de l’attribut «Name» comme l’intersection des classes «City» et «Drink»
(uniquement les boissons qui sont des villes ont l’attribut « Name ») et non comme
leur union (les boissons et les villes ont l’attribut «Name »).
P20. Interchanger les étiquettes avec les annotations
P21. Classe par défaut : création d’une sous-classe par défaut lors de la décomposition
d’une classe pour contenir toutes les instances qui appartiennent à la classe racine mais
qui n’appartiennent à aucune de ses sous-classes ; cette classe par défaut est nommée
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le plus souvent «Other» ou «Miscellaneous». Par exemple, la classe «Hydrographi-
calResource », et les sous-classes « Stream », «Waterfall », etc., avec la sous-classe
par défaut «OtherRiverElement ».
P22. Utilisation de plusieurs critères de dénomination dans l’ontologie : par exemple, si
l’ontologie contient une classe dont l’étiquette commence avec une lettre majuscule,
e.g. « Ingredient », et les étiquettes de ses sous-classes commencent avec une lettre en
minuscule, e.g. « animalorigin », « drink », etc.
P23. Utilisation abusive des éléments de l’ontologie : par exemple, créer une relation
« isEcological » entre une instance de la classe « Car » et les instances « Yes » ou
«No », au lieu de créer l’attribut « isEcological » qui accepte des valeurs booléennes.
P24. Définitions récursives : un élément de l’ontologie est utilisé dans sa propre définition.
Par exemple, préciser que le domaine de la relation « hasFork » est « l’ensemble des
restaurant qui ont au moins une valeur pour la relation hasFork ».
Comme nous l’avons aussi précisé (Section 5.2.2.4) Poveda et al. [107] ont positionné
ces 24 types d’embûches dans sept classes inspirées des trois dimensions mesurables des on-
tologies (Section 5.2.1.1) et dans les trois classes d’erreurs de taxonomie décrites par Gomez-
Perez et al. (Section 5.2.2.1). Les figures A.1 et A.2 illustrent ces positionnements.
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A.2 Les anti-patrons
Roussey et al. [115] ont décrit 4 anti-patrons logiques, 3 anti-patrons cognitifs et 4
« conseils ». Nous les énumérons ici en précisant leurs défintions.
A.2.1 Les anti-patrons logiques
Les anti-patrons logiques sont des expressions dans l’ontologie qui contiennent des conflits
détectables par les raisonneurs de la logique de description.
L’anti-patron «AndIsOr »
c1 ⊆ ∃r.c2 ∩ c3 , dis j(c2, c3) 1
Cet anti-patron est une erreur de modélisation courante due à l’ambigüité des conjonc-
tions de coordination « ET » et «OU » qui ne correspondent pas forcément à la conjonction
et à la disjonction logiques. Par exemple la phrase « j’aime les gâteaux avec du chocolat et
des amandes » est ambiguë. Que contient réellement le gâteau ?
– du chocolat plus des amandes ?
Cake ⊆ ∃contain.Chocolate ∩ ∃contain.Almond
– du chocolat aux amandes ?
Cake ⊆ ∃contain.(Chocolate ∩ Almond)
– chocolat ou des amandes ?
Cake ⊆ ∃contain.(Chocolate ∪ Almond)
L’anti-patron « EquivalenceIsDifference »
c1 ≡ c2, dis j(c1, c2)
Le concepteur de l’ontologie souhaite formaliser que les instances de c1 ressemblent aux
instances de c2 mais qu’il y a néanmoins une différence. Par exemple, les instances de c1
ont une information supplémentaire. Dans ce cas le concepteur aurait dû formaliser cette
situation à l’aide d’une relation de subsomption entre c1 et c2 : c1 ⊆ c2.
L’anti-patron «OnlynessIsLoneliness »
c1 ⊆ ∀r.c2, c1 ⊆ ∀r.c3, dis j(c2, c3)
Le concepteur de l’ontologie a créé une restriction universelle pour indiquer que les ins-
tances de c1 peuvent être liées par la propriété r uniquement aux instances de c2. Au cours
du développement de l’ontologie, une nouvelle restriction universelle est ajoutée indiquant
que les instances de c1 peuvent être liées par r uniquement aux instances de c3, c2 et c3 étant
disjoints. Généralement, le concepteur a oublié au cours du développement l’existence du
premier axiome dans la classe c1 ou dans l’une de ses classes parentes.
1. dis j(c2, c3) ne veut pas dire que le concepteur de l’ontologie a précisé de manière explicite que c1 et c2 sont
disjoints, mais que ces deux concepts sont détectés comme disjoints par un moteur d’inférences. Cette notation
est utilisée pour remplacer c2 ∩ c3 ⊥
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L’anti-patron «UniversalExistence »
c1 ⊆ ∀r.c2, c1 ⊆ ∃r.c3 , dis j(c2, c3)
Le concepteur de l’ontologie ajoute une restriction existentielle (universelle) à une classe
en oubliant qu’il existe déjà une restriction universelle (existentielle) dans cette classe ou
l’une de ses classes parentes.
A.2.2 Les anti-patrons cognitifs
Les anti-patrons cognitifs sont des expressions contenant des erreurs de modélisation
dûes à une méconnaissance des axiomes logiques.
L’anti-patron « SynonymeOfEquivalence »
c1 ≡ c2
Le concepteur de l’ontologie souhaite exprimer que deux classes c1 et c2 sont identiques.
Mais, dans une même ontologie, cette relation d’équivalence n’est pas utile, surtout quand
l’une des deux classes n’est pas utilisée dans les autres axiomes de l’ontologie.
L’anti-patron « SumOfSome »
c1 ⊆ ∃r.c2, c1 ⊆ ∃r.c3, dis j(c2, c3)
Le concepteur de l’ontologie a ajouté une nouvelle restriction existentielle sans se rap-
peler qu’il a défini une autre restriction pour le même concept et le même rôle. Bien que
parfois cela peut être correct (e.g. un enfant a au moins une mère et au moins un père), cela
représente souvent une erreur de conception.
L’anti-patron « SomeMeansAtLeastOne »
c1 ⊆ ∃r.c2, c1 ⊆ (≥ 1r.T )
La restriction de cardinalité n’est pas nécessaire.
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A.2.3 Les conseils
Les conseils sont des expressions complexes qui sont correctes d’un point de vue logique
et cognitif mais qui peuvent être exprimées de façon plus simple et précise.
Le conseil «DisjointnessOfComplement »
c1 ≡ not c2
Le concepteur de l’ontologie veut exprimer que c1 et c2 ne partagent aucune instance
commune. Pour ce faire, il serait plus approprié de définir que c1 et c2 sont disjoints au lieu
de définir que c1 est le complément de c2. De plus, il est difficile de définir le complément
d’une classe au cours de la construction d’une ontologie car le nombre de classes n’est pas
encore figé. Par exemple, le concepteur pourra avoir besoin de créer une nouvelle classe c3,
disjointe de c1 et de c2.
Le conseil «Domain&CardinalityConstraints »
c1 ⊆ ∃r.c2, c1 ⊆ (= 2r.T ),
Le concepteur de l’ontologie n’a pas compris que « only » n’implique pas « some ». Il a
oublié qu’une restriction existentielle contient une contrainte de cardinalité.
Le conseil «GroupAxioms »
c1 ⊆ ∀r.c2, c1 ⊆ (= 2r.T ),
Pour faciliter la compréhension de définitions complexes de classes il est préférable de
regrouper toutes les restrictions d’une classe qui utilisent la même relation dans une seule
restriction.
Le conseil «MinIsZero »
c1 ⊆ (≥ 0r.T ),
Le concepteur de l’ontologie veut exprimer que c1 peut être le domaine de la relation r.
Cette restriction n’est pas nécessaire.
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B
Extrait 1 du code OWL décrivant l’ontologie
construite manuellement Omb
<?xml v e r s i o n ="1.0"? >
< r d f :RDF
xmlns : r d f =" h t t p : / /www.w3 . org /1999 /02 /22 − r d f −syn t ax
−ns #"
xmlns : p r o t e g e =" h t t p : / / p r o t e g e . s t a n f o r d . edu / p l u g i n s
/ owl / p r o t e g e #"
xmlns : xsp=" h t t p : / /www. owl−o n t o l o g i e s . com
/ 2 0 0 5 / 0 8 / 0 7 / xsp . owl #"
xmlns : owl=" h t t p : / /www.w3 . org / 2 0 0 2 / 0 7 / owl #"
xmlns : xsd=" h t t p : / /www.w3 . org / 2 0 0 1 /XMLSchema#"
xmlns=" h t t p : / /www. owl−o n t o l o g i e s . com /
Ontology1289983605 . owl #"
xmlns : sw r l=" h t t p : / /www.w3 . org / 2 0 0 3 / 1 1 / sw r l #"
xmlns : swr l b=" h t t p : / /www.w3 . org / 2 0 0 3 / 1 1 / swr l b #"
xmlns : r d f s =" h t t p : / /www.w3 . org / 2 0 0 0 / 0 1 / r d f −schema #"
xml : ba se=" h t t p : / /www. owl−o n t o l o g i e s . com /
Ontology1289983605 . owl">
<owl : Onto logy r d f : abou t ="" / >
<owl : C l a s s r d f : ID=" Ad j e c t i v e _noun_ph r a s e ">
< r d f s : subClassOf >
<owl : C l a s s r d f : ID="Noun_phrase " / >
</ r d f s : subClassOf >
</owl : C lass >
<owl : C l a s s r d f : ID=" B ro t he r_node ">
< r d f s : subClassOf >
<owl : C l a s s r d f : ID="Node " / >
</ r d f s : subClassOf >
</owl : C lass >
<owl : C l a s s r d f : ID=" T a x o n om i c _ r e l a t i o n _ i d e n t i f i c a t i o n
">
< r d f s : subClassOf >
<owl : C l a s s r d f : ID=" On t o l o gy_bu i l d i n g_ph a s e " / >
</ r d f s : subClassOf >
</owl : C lass >
<owl : C l a s s r d f : ID=" Un i f y i ng_concep t u a l _ f r amewo rk ">
<owl : e q u i v a l e n t C l a s s >
<owl : C l a s s r d f : ID=" Sh a r e d _und e r s t a n d i n g " / >
</owl : e q u i v a l e n t C l a s s >
</owl : C lass >
<owl : C l a s s r d f : ID=" S i m i l a r i t y ">
< r d f s : subClassOf >
<owl : C l a s s r d f : ID=" P r o p e r t y " / >
</ r d f s : subClassOf >
</owl : C lass >
<owl : C l a s s r d f : ID=" O b j e c t _ c l a s s " / >
<owl : C l a s s r d f : ID="
T e rm i n o l o g i c a l _ c o n f u s i o n _ e l im i n a t i o n ">
< r d f s : subClassOf >
<owl : C l a s s r d f : ID="
C o n c e p t u a l _ c o n f u s i o n _ e l im i n a t i o n " / >
</ r d f s : subClassOf >
</owl : C lass >
<owl : C l a s s r d f : ID=" Gen e r i c _ c on c e p t s _ p r u n i n g " / >
<owl : C l a s s r d f : ID=" S em a n t i c _ r e l a t i o n _ t y p e " / >
<owl : C l a s s r d f : ID="Axiom" / >
<owl : C l a s s r d f : ID=" Au t oma t i c _ g r a ph_bu i l d i n g ">
< r d f s : subClassOf >
<owl : C l a s s r d f : ID=" P r o c e s s " / >
</ r d f s : subClassOf >
</owl : C lass >
<owl : C l a s s r d f : ID=" S p e c i f i c i t y _m e a s u r e ">
< r d f s : subClassOf >
<owl : C l a s s r d f : ID="Measure " / >
</ r d f s : subClassOf >
</owl : C lass >
<owl : C l a s s r d f : ID="Grammar " / >
<owl : C l a s s r d f : ID=" Concep t_add ing ">
< r d f s : subCla s sOf r d f : r e s o u r c e ="# P r o c e s s " / >
</owl : C lass >
<owl : C l a s s r d f : ID=" System " / >
<owl : C l a s s r d f : ID=" Tagging_model ">
< r d f s : subClassOf >
<owl : C l a s s r d f : ID="Model " / >
</ r d f s : subClassOf >
</owl : C lass >
<owl : C l a s s r d f : ID="Warehouse " / >
<owl : C l a s s r d f : ID="User_community ">
< r d f s : subClassOf >
<owl : C l a s s r d f : ID="Community " / >
</ r d f s : subClassOf >
</owl : C lass >
<owl : C l a s s r d f : ID=" N a t u r a l _ l a n g u a g e _ d e f i n i t i o n ">
<owl : e q u i v a l e n t C l a s s >
<owl : C l a s s r d f : ID=" T e x t u a l _ d e f i n i t i o n " / >
1. L’intégralité du code OWL décrivant l’ontologie construite manuellement est disponible sur www.
tgherasim.com.
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</owl : e q u i v a l e n t C l a s s >
< r d f s : subClassOf >
<owl : C l a s s r d f : ID=" D e f i n i t i o n " / >
</ r d f s : subClassOf >
</owl : C lass >
<owl : C l a s s r d f : ID="Complex_meaning">
< r d f s : subClassOf >
<owl : C l a s s r d f : ID="Meaning " / >
</ r d f s : subClassOf >
</owl : C lass >
<owl : C l a s s r d f : ID="Approach " / >
<owl : C l a s s r d f : ID=" S y s t em a t i c _ d e f i n i t i o n ">
< r d f s : subCla s sOf r d f : r e s o u r c e ="# D e f i n i t i o n " / >
</owl : C lass >
<owl : C l a s s r d f : ID=" I n d u c t i v e _ l e a r n e r ">
< r d f s : subClassOf >
<owl : C l a s s r d f : ID=" Lea r n e r " / >
</ r d f s : subClassOf >
<owl : e q u i v a l e n t C l a s s >
<owl : C l a s s r d f : ID=" I n d u c t i v e _ l e a r n i n g _ p r o g r am " / >
</owl : e q u i v a l e n t C l a s s >
</owl : C lass >
<owl : C l a s s r d f : ID=" B i n a r y _ f e a t u r e _ r e p r e s e n t a t i o n ">
< r d f s : subClassOf >
<owl : C l a s s r d f : ID=" B i n a r y _ r e p r e s e n t a t i o n " / >
</ r d f s : subClassOf >
</owl : C lass >
<owl : C l a s s r d f : ID=" T e rm i n o l o g i c a l _ s t r i n g ">
<owl : e q u i v a l e n t C l a s s >
<owl : C l a s s r d f : ID="Term" / >
</owl : e q u i v a l e n t C l a s s >
</owl : C lass >
<owl : C l a s s r d f : ID=" O n t o l o g y _ l e a r n i n g _ a r c h i t e c t u r e ">
< r d f s : subClassOf >
<owl : C l a s s r d f : ID=" A r c h i t e c t u r e " / >
</ r d f s : subClassOf >
</owl : C lass >
<owl : C l a s s r d f : ID=" S em a n t i c _ r e l a t i o n ">
< r d f s : subClassOf >
<owl : C l a s s r d f : ID=" R e l a t i o n " / >
</ r d f s : subClassOf >
<owl : e q u i v a l e n t C l a s s >
<owl : C l a s s r d f : ID=" S em a n t i c _ i n t e r r e l a t i o n s h i p " / >
</owl : e q u i v a l e n t C l a s s >
</owl : C lass >
<owl : C l a s s r d f : ID=" Expe r imen t " / >
<owl : C l a s s r d f : ID=" Domain_ labe l " / >
<owl : C l a s s r d f : ID=" S e n s e _ i n v e n t o r y ">
< r d f s : subClassOf >
<owl : C l a s s r d f : ID=" I n v e n t o r y " / >
</ r d f s : subClassOf >
</owl : C lass >
<owl : C l a s s r d f : ID=" C o n c e p t u a l _ r e l a t i o n ">
< r d f s : subCla s sOf r d f : r e s o u r c e ="# R e l a t i o n " / >
</owl : C lass >
<owl : C l a s s r d f : ID=" Con t ex t_ f r e e_g r ammar ">
< r d f s : subCla s sOf r d f : r e s o u r c e ="#Grammar " / >
</owl : C lass >
<owl : C l a s s r d f : ID="Semi−au toma t i c_me thodo logy " / >
<owl : C l a s s r d f : ID=" Hyponymy_re la t ion ">
< r d f s : subCla s sOf r d f : r e s o u r c e ="# S em a n t i c _ r e l a t i o n
" / >
</owl : C lass >
<owl : C l a s s r d f : ID=" S t o p _wo r d _ l i s t " / >
<owl : C l a s s r d f : ID=" On to l ogy_en r i chmen t ">
< r d f s : subClassOf >
<owl : C l a s s r d f : abou t ="# On t o l o gy_bu i l d i n g_ph a s e
" / >
</ r d f s : subClassOf >
</owl : C lass >
<owl : C l a s s r d f : abou t ="# Sh a r e d _und e r s t a n d i n g ">
<owl : e q u i v a l e n t C l a s s r d f : r e s o u r c e ="#
Un i f y i ng_concep t u a l _ f r amewo rk " / >
</owl : C lass >
<owl : C l a s s r d f : ID=" A t t r i b u t e _ r e l a t i o n ">
< r d f s : subCla s sOf r d f : r e s o u r c e ="# S em a n t i c _ r e l a t i o n
" / >
</owl : C lass >
<owl : C l a s s r d f : ID=" Se t " / >
<owl : C l a s s r d f : abou t ="# S em a n t i c _ i n t e r r e l a t i o n s h i p ">
<owl : e q u i v a l e n t C l a s s r d f : r e s o u r c e ="#
S em a n t i c _ r e l a t i o n " / >
</owl : C lass >
<owl : C l a s s r d f : ID="Domain_community">
< r d f s : subClassOf >
<owl : C l a s s r d f : ID=" Group_of_peop le " / >
</ r d f s : subClassOf >
</owl : C lass >
<owl : C l a s s r d f : ID=" S eman t i c _ d i s amb i gu a t i o n ">
< r d f s : subClassOf >
<owl : C l a s s r d f : abou t ="# On t o l o gy_bu i l d i n g_ph a s e
" / >
</ r d f s : subClassOf >
< r d f s : subClassOf >
<owl : C l a s s r d f : ID=" D i s amb igua t i on " / >
</ r d f s : subClassOf >
</owl : C lass >
<owl : C l a s s r d f : ID=" S t ep " / >
<owl : C l a s s r d f : ID="Document_warehouse ">
< r d f s : subCla s sOf r d f : r e s o u r c e ="#Warehouse " / >
</owl : C lass >
<owl : C l a s s r d f : ID=" H i e r a r c h i c a l _ f a s h i o n _ a r r a n g em e n t
">
< r d f s : subClassOf >
<owl : C l a s s r d f : abou t ="# On t o l o gy_bu i l d i n g_ph a s e
" / >
</ r d f s : subClassOf >
</owl : C lass >
<owl : C l a s s r d f : ID=" Commun i t y _ r e p r e s e n t a t i v e " / >
<owl : C l a s s r d f : ID="Concept_component " / >
<owl : C l a s s r d f : ID=" C l a s s i f i c a t i o n _ t a s k ">
< r d f s : subClassOf >
<owl : C l a s s r d f : ID="Task " / >
</ r d f s : subClassOf >
</owl : C lass >
<owl : C l a s s r d f : ID="Word_sense " / >
<owl : C l a s s r d f : ID=" R e l a t i o n _ s e t ">
< r d f s : subCla s sOf r d f : r e s o u r c e ="# Se t " / >
</owl : C lass >
<owl : C l a s s r d f : ID="Example " / >
<owl : C l a s s r d f : ID=" Concep t _ t a gg i ng ">
< r d f s : subCla s sOf r d f : r e s o u r c e ="# P r o c e s s " / >
</owl : C lass >
<owl : C l a s s r d f : ID=" Gloss ">
< r d f s : subCla s sOf r d f : r e s o u r c e ="# D e f i n i t i o n " / >
<owl : e q u i v a l e n t C l a s s >
<owl : C l a s s r d f : ID=" T e x t u a l _ s e n s e _ d e f i n i t i o n " / >
</owl : e q u i v a l e n t C l a s s >
</owl : C lass >
<owl : C l a s s r d f : ID=" T a s k _ o f _ i d e n t i f y i n g _ r e l a t i o n s ">
< r d f s : subCla s sOf r d f : r e s o u r c e ="# P r o c e s s " / >
< r d f s : subCla s sOf r d f : r e s o u r c e ="#Task " / >
</owl : C lass >
<owl : C l a s s r d f : ID=" S im i l a r i t y _me a s u r e ">
< r d f s : subCla s sOf r d f : r e s o u r c e ="#Measure " / >
</owl : C lass >
<owl : C l a s s r d f : ID="Genera l_mode l ">
< r d f s : subCla s sOf r d f : r e s o u r c e ="#Model " / >
</owl : C lass >
<owl : C l a s s r d f : ID=" G r a p h _ r e p r e s e n t a t i o n _ c r e a t i o n " / >
<owl : C l a s s r d f : ID=" Know l edge_ r epo s i t o r y ">
< r d f s : subClassOf >
<owl : C l a s s r d f : ID=" Resource " / >
</ r d f s : subClassOf >
</owl : C lass >
<owl : C l a s s r d f : ID=" O b j e c t _ c l a s s i f i c a t i o n " / >
<owl : C l a s s r d f : ID=" I n d u c t i v e _ l e a r n i n g ">
< r d f s : subClassOf >
<owl : C l a s s r d f : ID=" Lea rn i ng " / >
</ r d f s : subClassOf >
</owl : C lass >
<owl : C l a s s r d f : ID=" P r o b a b i l i s t i c _ l e a r n e r ">
< r d f s : subClassOf >
<owl : C l a s s r d f : abou t ="# Lea r n e r " / >
</ r d f s : subClassOf >
</owl : C lass >
<owl : C l a s s r d f : ID=" S y n t a c t i c − s em a n t i c _ r e l a t i o n ">
< r d f s : subCla s sOf r d f : r e s o u r c e ="# R e l a t i o n " / >
</owl : C lass >
<owl : C l a s s r d f : ID=" Doma in_concep t _ f o r e s t " / >
<owl : C l a s s r d f : ID="
T e rm i n o l o g i c a l _ e x p r e s s i o n _ c a p t u r i n g " / >
. . .
</ r d f :RDF>
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De´tection de proble`mes de qualite´ dans les ontologies construites automatiquement a
partir de textes
Résumé : La démocratisation de l’utilisation des ontologies dans des domaines très variés a stimulé
le développement d’approches proposant différents degrés d’automatisation du processus de construc-
tion d’une ontologie. Cependant, malgré le réel intérêt de ces approches, parfois les résultats obtenus
peuvent être d’une faible qualité. L’objectif des travaux présentés dans cette thèse est de contribuer à
l’amélioration de la qualité des ontologies construites automatiquement à partir de textes. Nos prin-
cipales contributions sont : (1) une démarche pour la comparaison des approches, (2) une typologie
des problèmes qui affectent la qualité les ontologies, et (3) une première réflexion sur l’automatisation
de la détection des problèmes. Notre démarche de comparaison des approches comporte trois étapes
complémentaires : (1) sur la base de leur degré de complétude et d’automatisation ; (2) puis sur la base
de leurs caractéristiques techniques et fonctionnelles, et (3) expérimentalement par comparaison de
leurs résultats avec une ontologie construite manuellement. La typologie proposée organise les pro-
blèmes de qualité selon deux dimensions : les erreurs versus les situations indésirables et les aspects
logiques versus les aspects sociaux. Notre typologie contient 24 classes de problèmes qui recouvrent,
en les complétant, les problèmes décrits dans la littérature. Pour la détection automatique nous avons
recensé quelques unes des méthodes existantes pour chaque problème de notre typologie et nous avons
mis en évidence les problèmes qui semblent encore ouverts. Et, nous avons proposé une heuristique
pour un problème qui apparaît fréquemment dans nos expérimentations (étiquettes polysémiques).
Mots clés : ontologie, qualité de l’ontologie, problème de qualité, ontologie construite automatique-
ment, détection d’erreurs
Detection of quality problems in ontologies constructed automatically from texts
Abstract : The growing use of ontologies in a variety of application areas has stimulated the develop-
ment of approaches proposing different degrees of automation of the ontology construction process.
However, despite the real interest of these approaches, sometimes their results are of low quality.
The aim of the work presented in this thesis is to contribute to the improvement of the quality of
ontologies constructed automatically from texts. Our main contributions are : (1) a method for the
comparison of the approaches, (2) a typology of problems that affect the quality of ontologies, and (3)
a first reflection on automating the detection of quality problems. Our method for the comparison of
approaches consists of three complementary steps : (1) on the basis of their degree of automation and
completeness, (2) on the basis of their technical and functional characteristics, and (3) experimentally
by comparing their results with a manually constructed ontology. The proposed typology organizes
the quality problems according to two dimensions : errors versus unsuitable situations and logical
aspects versus social aspects. Our typology contains 24 classes of problems that cover and comple-
ment the problems described in the literature. Concerning the automatic detection we have inventoried
some of the existing methods for each problem in our typology and we have highlighted the problems
for which the automatic detection remains an open issue. We have also proposed a heuristic for the
detection of a quality problem that appears frequently in our experimentations (polysemic labels).
Keywords : ontology, ontology quality, quality problem, automatically built ontology, error detection
