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As-built documentation of modular structures is an important set of records for a project, that 
consist of construction drawings and specifications, project design modifications, 
prefabrication, and component assembly. In particular, manual geometric quality assessments 
of a structure’s prefabricated components are generally fraught with errors, making it 
extremely difficult to compare the as-built construction with the specified drawings, which 
affects the project. Furthermore, if the prefabricated components are manufactured with errors, 
this can result in construction schedule delays and high additional costs due to rework.  
Several technologies, such as point cloud data generated using laser sensors and 
LiDAR, have been developed to verify as-built construction accuracy. However, such 
technologies have been associated with high equipment costs, equipment mobilization 
difficulties, high computing powers, long-duration to generate models, and the need for 
expertise. The photogrammetric approach for point cloud generation has advantages in terms 
of cost, easiness of data collection, and shorter time to generate models. However, due to a 
lack of capabilities to generate high-quality, accurate point clouds, there were minimal 
research studies. However, there was an advancement in the photogrammetric approach in 
terms of software recently. 
This research aims to verify an advancement of the photogrammetric approach for 
generating a 3D point cloud model of an existing structure, especially in modular construction, 
using pictures taken by a digital handheld camera, followed by refinement of the model, and 
an accuracy assessment, compared to the 3D BIM model. The proposed approach consists of 
taking photographs of the structure at equidistant viewpoints around the structure and 
iv 
 
processing the images for the point cloud generation. Furthermore, geometric quality 
assessment was conducted by comparing point clouds’ dimensions with 3D BIM model 
dimensions to analyze the dimensional accuracy of the point clouds.  
This research demonstrated the development of an accurate point cloud model of a 
modular house with a photogrammetric approach through numerous trials and errors. The error 
percentage of the best model was a range of -0.6133% to 1.0514% for structural geometry and 
0.7250% to 0.0011% for building components.  
Additionally, challenges faced during this research and reasons for model generation 
failure were analyzed, and the lessons learned from it were documented to establish a 
foundation for future research. This study demonstrated that using a photogrammetric 
approach to develop point cloud models in the modular construction industry can be useful for 
geometric quality inspection of the structural elements, and several other purposes. The study 
also revealed that photogrammetric point cloud models could be generated with high accuracy, 
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CHAPTER 1: INTRODUCTION 
1.1 Background 
 
Modular construction is a process of structural element prefabrication off-site in a 
controlled environment at multiple shops/yards, and later assembling these elements at a 
fabrication shop and then transporting the module to the final construction site to form one 
building/facility (Choi et al., 2019). Modular construction has advantageously emerged by 
reducing the construction cost and time of construction and improving its quality. Other 
advantages of modular construction include improved accuracy and productivity, minimized 
construction waste, fewer labor requirements, and reduced climatic change impact on 
schedules (Choi, 2014; Choi et al., 2019). Due to its numerous benefits, the modular 
construction industry has thrived over the years across the globe and accounts for $8 billion of 
revenue annually in the United States of America (Dughi, 2020). Recently, innovative 
technological solutions and management approaches in the modular construction industry have 
helped speed up construction methods with improved quality and accuracy (Choi et al., 2019; 
Choi et al., 2020). 
Choi and his colleagues conducted numerous studies on modularization critical success 
factors (Choi and O’connor, 2014; Choi et al., 2016; Choi, O’Connor and Ghimire, 2019; 
O’Connor et al., 2014) business case analysis (Choi & O’Connor, 2015; Choi, O’Connor, and 
Shrestha, 2019; O’Brien et al., 2015; Sakhakarmi et al., 2018) and innovative technologies and 
management approaches (Choi et al., 2020; Choi and Kim, 2019; Choi et al. 2019; Ghimire et 





In a recent study, Choi et al. (2020) identified thirty-nine such technologies that could 
help to advance modular construction and management in several aspects. ITA’s such as 
standardization, material logistics management and automated design had the highest impact 
on successful modularization and standardization. Choi et al. (2020) identified mobile user 
interface devices, WLAN technology, and lidar/reality capture as having the highest impact on 
modularization and standardization (Choi et al., 2020). Choi and his colleagues also developed 
and demonstrated the combined application of 4D BIM Schedule and Immersive Virtual 
Reality (IVR) (Ghimire et al., 2021), a simulation model for lifting a module (Khodabandelu 
et al., 2020), and a new UAV-based module lifting and transporting method (Choi and Kim, 
2019). With the advent of technology in the construction industry, innovations are introducing 
to address the challenges that emerge on the job site (Choi et al., 2020). However, there are 
still many aspects of the construction industry where advancements are yet to thrive.  
The transportation and assembly of the prefabricated modules are some of the most 
challenging tasks in modular construction (Choi et al. 2019). The modules’ geometric quality 
dramatically impacts installation process productivity, since poor geometric qualities can 
cause construction delays and system failure (Tan et al., 2020). Hence, geometric quality 
inspection of the prefabricated modules before their transportation and assembly plays a vital 
role in modular construction. For instance, multiple prefabricated units having poor quality 
geometry will negatively impact scheduled construction progress, thereby causing high rework 
costs. A study reported that poor geometric quality of prefabricated units for a high-rise 
building resulted in major design failure (Jaillon & Poon, 2014). Hence, it becomes critical to 




transportation and assembly phase (O’Connor et al., 2016). It is also crucial to inspect the 
structure’s geometric consistency after it has been constructed or installed. 
Building unit quality control consists of three essential stages: prefabrication, 
fabrication, and post-fabrication/installation (Goodier & Gibb, 2007). Traditionally, the 
quality inspection of prefabricated units is conducted manually, as shown in Fig. 1, with the 
help of measuring tapes, straight edges and slip gauges to inspect flatness. This becomes a 
tiresome and time-consuming job for construction workers, and is also fraught with errors, 
especially when the number of prefabricated units is high, and large geometric dimensions. 
These standard methodologies are not advanced concerning prefabricated structural element 
inspection, as they mostly rely on manual inspections (Tan et al., 2020). 
  
 
Fig. 1. Manually conducted geometric inspection of prefabricated units (Tan et al., 2020) 
 
As-built models represent the actual structural conditions of any facility or a project. 




Information Modeling(BIM) is used to capture the physical or geographical data of a 
construction site. Infrastructure Modeling involves collecting physical geometric data from 
structures in the form of a point cloud (Ikeuchi, 2001), which is then processed to generate 
CAD models (Klein et al., 2012). Building Information Modeling(BIM) is a graphical 
representation of a facility’s spatial and functional characteristics  (Bhatla et al., 2012). 
Building Information Modeling(BIM) is used to provide information about a facility that is 
available to construction personnel in pre and post-construction phases, and aid decision 
making; however, it does not represent the as-built or as-is reality of a facility. BIM models 
are generated for designing and documenting building or infrastructure designs, based on the 
specified drawings of a project.  
1.2 Point Cloud Modeling 
A point cloud is a data set that is organized in spatial representation. This set of data 
points is grouped into a structure that is defined by a coordinate system. A point cloud in such 
a coordinate system represents the geographical or spatial information about the actual or 
generated physical system (Tech27, 2018). Laser scanning or LiDAR, Photogrammetry, 
Videogrammetry, and 3D range cameras are used to capture point cloud data. Point cloud 
models generated with these technologies differ from each other in terms of accuracy, quality, 
portability, range, resolution, and cost (Bhatla et al., 2012). Currently, laser scanning (LiDAR) 
is the most accurate point cloud data acquisition technique. As reported in Table 1, Zhu and 
Brilakis (2009) conducted a comparative analysis of all-optical spatial data acquisition 
techniques, considering all of the parameters that influence point cloud accuracy. However, 
the focus of the current study is on using photogrammetry to capture point cloud data for the 




The processing of geospatial data about an object or structure using details obtained from 2D 
images is known as photogrammetry (Klein et al., 2012). 2D images obtained from digital 
cameras are transformed using software to create point cloud models. Photogrammetry can be 
adopted to produce several outputs, including 3D coordinates, 3D topographical structure, and 
a structure’s wireframe (Zhu & Brilakis, 2009). Typically, image data is captured using the 
triangulation method or by taking photographs with 60% to 80% of overlap. For point cloud 
model generations, some of commercial software packages such as Autodesk Recap Photo use 
the technique of overlapping common features from two or more camera locations (ReCap 
Photo, 2017). The software provides an automated photo stitching feature by determining 
common reference points from the processed images. Following the generation of a point cloud 
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Equipment 
Portability 


















Sensitive to light Sensitive to light Operates day 
and night 
Table 1.  Comparison of optical spatial data acquisition techniques.  
(Zhu and Brilakis, 2009) 
 
Point cloud models generated by various optical-based spatial data techniques are used 
for a variety of engineering solutions. The use of these techniques in the construction industry 
facilitates the analysis of several constructional operations. For example, Gordon et al. (2003) 
used laser scanners to generate a point cloud model, which was then compared to a digital 
model to evaluate deviations in the structure. These models can also be used for feasibility 




et al. (2011) compared point clouds developed by laser scanning and photogrammetry to detect 
and visualize as-built status in construction projects. After conducting a load test on 
transmission towers, Xiao et al. (2011) used a point cloud generated from photogrammetry to 
detect deformation in the towers. As a result, after evaluating point cloud applications in the 
construction industry, this research focuses on the use of point clouds generated from 
photogrammetry for an as-built modular house to detect accuracy using an alternative 
methodology. 
1.3 Research Needs 
Most previous studies have focused on developing point clouds using laser scanning or 
LiDAR techniques on modular projects. However, such technologies have been associated 
with high equipment costs, equipment mobilization difficulties, high computing powers, long-
duration to generate models, and the need for expertise. The photogrammetric approach for 
point cloud generation has advantages in terms of cost, easiness of data collection, and shorter 
time to generate models. Nonetheless, due to the lack of capabilities to generate a high-quality, 
accurate point cloud, studies on developing point clouds using a photogrammetric approach 
were minimal in the past. However, there was an advancement in the photogrammetric 
approach in terms of software recently. 
Therefore, there is a research need to: 
• Verify an advancement of photogrammetric approach for generating a 3D point 
cloud model of an existing structure, especially in modular construction;  
• Generate high-quality point clouds using a photogrammetric approach for a modular 




• Understand the development process and document and analyze the challenges and 
lessons learned from developing a 3D point cloud model of an existing structure 
using a photogrammetric approach. 
1.4 Research Objectives 
The primary goal of this research is to demonstrate the development of a high-quality 
point model using a photogrammetric approach of an as-built modular house. After developing 
the model, this research assesses the accuracy of a photogrammetric point cloud model by 
comparing it to a BIM model. This research will also log the challenges and lessons learned 
from the various methods implemented for the point cloud generation using a photogrammetric 
approach, which will help practitioners implement this method. 
1.5 Thesis Structure 
The thesis is organized into six chapters and has a list of references. The second chapter 
shares knowledge about the previous research conducted on point clouds, emphasizing the 
optical spatial data acquisition techniques and approaches followed. It also emphasizes the 
need for more research to determine a new approach for generating better quality point clouds. 
Chapter three discusses the research methodology followed for this study: data collection 
technique adopted; point cloud model generation and BIM model generation; point cloud 
model refining; and accuracy assessment of the point cloud model. The results of the generated 
point cloud model and its analysis are discussed in chapter four. The fifth chapter reflects on 
the lessons learned from the study. Finally, chapter six discusses the summary of conclusions, 




CHAPTER 2: LITERATURE REVIEW 
2.1 Introduction 
3D point cloud modeling is gaining momentum in the construction industry with the 
help of various tools and different kinds of image capturing equipment. Technological 
advancement has facilitated the development of point cloud models to test as-built conditions 
for construction monitoring, geometric quality analysis, safety management, and quality 
assessment purposes. However, the accuracy of the models generated via various mediums 
varies, as compared to one another. When generating a point cloud model with 
photogrammetry it has been observed that the quality of the model often fails to achieve 
accuracy due to environmental conditions and manual errors. However, the 3D point cloud 
model can be reconstructed to improve the quality of the final model with the help of various 
software programs. Although solutions for 3D point cloud model development are available, 
specific problems persist, so a procedure for the development of a point cloud model for 
construction needs to be pursued and further investigated. For this reason, a subset of literature 
was selected for review based on its importance to the following questions: 
1. What equipment was used for the image data collection? 
2. What methodologies have been adopted for the generation/reconstruction of the 3D 
point cloud model? 
3. How have the adopted methodologies impacted the results? 
4. Which equipment/methodologies generated models with higher accuracy? 




The aim of this literature review is based on the details in peer-reviewed journals with 
the expectation that the conclusions are focused on solid research and a thorough examination 
of the problems.  
2.2 Point Cloud Generation 
Many research studies had been conducted to analyze or determine a suitable approach 
for generating point clouds using different equipment and software programs. The ability of 
Structure from Motion and Multi-View Stereo (SfM-MVS) technology was analyzed by Miller 
et al. (2015), using various sets of 2D images of trees to convert them into a 3D point cloud 
model. The model was further analyzed to check its accuracy by comparing it with actual 
dimensions. SfM with MVS photogrammetry is a photogrammetric method that allows 
automated 3D model reconstruction using 2D digital overlapping images (Miller et al., 2015; 
Qu, Y, et al., 2018). The SfM-MVS technique was implemented to transform images into a 
point cloud model using PhotoScan Professional software (Agisoft PhotoScan User Manual 
Professional Edition, Version 1.4, 2018) (Agisoft LLC, St. Petersburg, Russia). Similar to 
LiDAR, SfM-MVS produces precise point clouds, thus providing precise tree size and 
architecture estimates (Miller et al., 2015).  
In a different study, Autodesk Autofly was used for the generation and reconstruction 
of a 3D point cloud model of an as-built project of a bridge, and the images were captured with 
the help of a handheld DSLR camera (Bhatla et al., 2012). CAD modeling software was also 
used to evaluate the dimensional accuracies of the bridge’s components. The objective of the 




Point clouds can also be created with the help of LiDAR, which is an efficient scene 
scanning and spatial information collection technology (Chen & Lin, 2016); however, the 
equipment is costly and needs skilled operators (Bhatla et al., 2012; T. Qu et al., 2014). 
Earlier research (Xu et al., 2001) demonstrated a software 3D Mode that could be used 
for creating textured models. However, for the reconstruction of a point cloud model, Digital 
Imaging and Communications in Medicine (DICOM) datasets are one of the fast methods that 
can be employed, and are used mostly in the healthcare industry (Nguyen et al., 2018). 
Additionally, Scale-Invariant Feature Transform (SIFT) feature points can be directly 
combined with point cloud features during the real-time 3D tracking stage, to get the 
corresponding points pairs between 2D and 3D to optimize the external camera parameters via 
the Random Sample Consensus (RANSAC) (Qu, Y, et al., 2018). However, behind image-
based 3D point cloud technologies, computer vision algorithms such as SIFT and Multi-Vision 
Stereo (MSV) are very complex, and are not easy to grasp for ordinary, 
Architecture/Engineering/Construction (A/E/C) industry users, and can therefore, be 
challenging (Qu, T, et al., 2014).  
The research (Marčiš & Fraštia, 2019) into wooden truss measurements was based on 
point clouds of a wooden truss generated by the leading photogrammetry systems with a laser 
scanning point cloud. These point clouds were produced by laser scanners and processed using 
various software, such as AutoDesk Recap Photo, RealityCapture, 3DF Zephyr Pro, Agisoft 
Photoscan Professional, Bentley Context Capture, Photo Modeler UAS & VisualSFM. The 
purpose was to compare the point cloud models based on different parameters with various 
software (Marčiš & Fraštia, 2019). The results of the study suggest that the photogrammetric 




2.3 Point Cloud Processing 
Most studies have followed the triangulation method for collecting image data using 
3D range cameras or laser scanning equipment. Triangulation is a process of capturing image 
data with a higher degree of accuracy by positioning the image capturing equipment in a 
circular orbit at various station points within a specified distance around an object (Bhatla et 
al., 2012; Pal et al., 2017).  
Similarly, Miller et al., (2015) captured images of trees at regular intervals from photo-
points along clustered circular trails around each tree’s circumference with an uncalibrated 
handheld digital SLR camera. Images were captured by maintaining a minimum of 50% 
overlap between sequential pairs, accomplished by movement between each inner circle photo-
point by one or two steps (0.5–1 m) side by side, and five steps (5 m) between each photo-
point in the outer orbit. The resulting 70–90 images for each circular path were taken between 
each photo-point in the external circle (Miller et al., 2015).  
2D DICOM data processing is another approach based on digital image processing 
techniques to generate 3D point clouds that include extraction features, shape borders, noise 
data removal, and new pixels insertion for systematic 2D slice data sets (Nguyen et al., 2018). 
The authors’ reconstructed 3D model was based on the triangulation method, and the 3D 
diagnostic images were rendered, as well as projected. For reconstruction with SIFT and MVS, 
the process included the extraction of image sequences ordered with the aid of SIFT functions. 
For DICOM image processing and reconstruction, the DICOM images were matched to the 
input data. To reach an exact boundary, each 2D segment, based on an integrating image 




image processing was adopted to remove the noise. In order to get a three-point 3D object 
layer, the authors’ merged all 2D slices. In the final step, this 3D object was triangulated for 
medical entities to be rendered and seen (Nguyen et al., 2018).  
In another research, Zhang and Zhao (2018) developed an algorithm for the rapid 
reconstruction of a 3D model based on ordered images. The proposed approach consisted of 
reconstructing the model based on sequential images; then the local descriptor of the resulting 
model points was stored using the local correlation frame Barabasi-Albert (BA) algorithm. 
Furthermore, a matching relationship was formed for every image frame of a camera video 
between the stored point cloud and the 2D feature points within an image frame, based on the 
precise resolution of the camera pose (Zhang & Zhao, 2018). 
In the case of construction progress measurement with 4D BIM and 3D data (Kim et 
al., 2013), the process has been divided into 3 phases: the data was aligned with the intended 
model, the as-built data was combined with the BIM and finally, the as-built status updates 
were modified. The measurement of construction progress was based on the use of BIM and 
3D as-planned data obtained from the construction site via the application of remote sensing. 
The BIM contained different information types, such as the structural elements of the building 
on predefined or user-defined properties. In order to maintain the as-planned schedule, 
geometric information from the BIM was used to produce the expected pattern (Kim et al., 
2013).  
In the previously mentioned case of wooden truss (Marčiš & Fraštia, 2019),  the steps 
included: detection of the object's key surface points; the pairing of corresponding key points 




and relative orientation; and measuring Ground Control Points (GCP) or inserting scale detail, 
i.e., resolving the absolute guidance by potential modification of GCP orientation parameters 
to interior and exterior orientation. Based on MVS or pair-wise matching stereo techniques, 
dense clouds were computed. Furthermore, the final triangulated irregular network (TIN), or 
grid, was computed. Finally, the output was exported to the software program (Marčiš & 
Fraštia, 2019).  
2.4 Accuracy Assessment of Point Clouds 
Miller et al. (2015) validated that the SfM-MVS technique is capable of reconstructing 
extremely spatially precise 3D cloud point models. Precise figures were obtained of linear (2D) 
and volumetric (3D) metrics. Height, Diameter at Breast Height (DBH), and volume of trees 
were generally equally as accurate as terrestrial laser scanning estimates. However, the small 
potted trees used in the analysis presented a situation in which the research set-up could be 
configured to facilitate improved model development; i.e., there was no issue with the ability 
to relocate the plum trees, thus reducing the possibility of background noise (Miller et al., 
2015).  
In a different study, Bhatla et al. (2012) analyzed an off-the-shelf software program to 
generate photogrammetric point clouds to assess the precision of the point clouds generated 
from images captured with a handheld camera. However, their research findings suggest that 
the software at the time was not suitable for the point cloud generation. They found that the 
error percentage in the geometric quality assessment of the point cloud model varied from +/ -




Other research by Klein et al. (2012a) compared the structural dimensions of an as-built 
BIM model with manual measurements and image-based measurements. The error percentage 
was found within the limit of 2% as required by facility management to fulfil quality assurance 
criteria; however, measurements were correctly established errors of more than 5% (Klein et 
al., 2012a). A later study conducted by Kim et al. (2013) revealed a way to calculate 
construction progress based on 4D BIM and 3D data obtained on a building si te using remote 
sensing technologies, but the 3D data collection was found incomplete. The results showed 
that the proposed 4D BIM method, even with an incomplete 3D data set, was effective and 
could be used successfully in the construction progress management updates schedule (Kim et 
al., 2013).  
Most recently, the results from methodology proposed by Xue et al. (2019) of 
Multimodal Optimization (MMO) for BIM reconstruction from point clouds showed that, with 
adequate precision (99.3% precision and 98.0% recall), the proposed solution could recreate 
an indoor scene of 293 theatre chairs from 1.9 million noise points, and with a shorter 
simulation period than previously published algorithms. Further, a geometric histogram 
encoding method suggested by Chen and Lin (2016) incorporated the features of rotation 
invariance and noise insensitivity. Their preliminary findings of airborne LiDAR data 
demonstrated the reliability and precision of the proposed solution, while the qualitative and 
quantitative analyses indicated that the proposed process was superior to other relevant 
approaches (Chen & Lin, 2016).  
Experiments have shown that the ordered reconstruction of a scene model can be 




address camera positions, and return visual material from any viewpoint (Nguyen et al., 2018). 
In other research by Marčiš & Fraštia (2019), seven distinct SFM-based photogrammetric 
systems were tested - 3DF Zephyr, AGISOft PhotoScan Professional, Bentley Context 
Capture, RealityCapture, Eos Systems Inc., PhotoModeler UAS and VisualSFM handled 
similar sets of wooden truss files. In different phases of the 3D point cloud reconstruction 
process, each of the tools listed achieved numerous results. However, the research did not favor 
any of the software for point cloud model construction (Marčiš & Fraštia, 2019).   
3D point cloud modeling has been widely adopted in the construction industry, but 
according to previous research works, the results of point cloud models generated with 
photogrammetry have failed in evaluating accuracy. Additionally, point cloud models have not 
been adopted to date in the modular construction industry to evaluate the accuracies of the as-
built projects. There, the current research emphasizes improving the quality of a 3D point cloud 
model for a modular construction as-built project, as well as the accuracy assessment of the 
project. 
2.5 Problem Statement 
Previous research by Bhatla et al. (2012) using photogrammetric point clouds was 
conducted on an under-construction bridge site. The research followed an approach using an 
off-the-shelf software program, which took time to generate a point cloud model. Moreover, 
the approach consisted of an extensive manual photo stitching process. The dimensional 
analysis conducted resulted in high inaccuracy and generated low-quality point clouds. 
Therefore, the implementation of this technology for the geometric quality assessment of a 




2.6 Gap in the Body of Knowledge 
Laser scanning technology was used in several studies to assess the geometric quality 
of structures. However, limited studies have been conducted using the photogrammetric 
approach. Further, in the modular construction industry, a solution for geometric quality 
assessment is lacking, except for the laser scanning approach. It is also important to identify 
an inexpensive and rapid solution for the point cloud generation, which a photogrammetry 
approach may be able to deliver. The photogrammetric approach has never been tested, 




CHAPTER 3: RESEARCH METHODOLOGY 
3.1 Flow of Research Methodology 
The University of Nevada, Las Vegas’ Solar Decathlon’s modular house project was 
chosen as a test project to demonstrate the development of point clouds of a small modular 
house with a photogrammetric approach. The house was prefabricated at the fab yard in 
Henderson, Nevada, transported to the final site location in Las Vegas downtown. The house 




Fig. 2. UNLV’s Solar Decathlon modular house project 
This project was chosen because it is a typical modular house in truckable size, which 
contains basic modular construction components that can be analyzed for geometric 




prefabricated off-site, which could cause schedule delays and additional costs if the 
dimensional requirements were not fulfilled. A flowchart of the research methodology process 








•Capture photos around the structure in rectangular 
orbit 
•Use designed tripod for taking photos of roof
Data Collection
•Select appropriate photos
•Upload photos to Autodesk Recap Photo server
•Server returns point cloud model
•Remove noise from the model
•Fill holes found in the model
•Adjust the scale of the model
Model Generation
•Export point cloud model in .pts format
•Import the file to Autodesk Recap software
•Determine the dimensions of the model manually
•Compare dimensions with 3D BIM model
Analysis
•Analyze the results of several point clouds and 
determine possible causes of failure






3.2 Data Collection 
According to the Autodesk software guide, the photographs had to be captured with at 
least 60% overlap for data collection purposes. The camera positions were selected in a definite 
rectangular orbit, and pictures were taken both from ground level and 18 ft. above ground level 
to capture the roof. The software relies on the intrinsic variation in the texture of the structure 
to stitch the images together and create a 3D point cloud, but the lack of texture and contrast 
due to the reflective façade, posed another challenge. Since the façade could not be modified, 
specific camera settings were adopted for capturing the images. The camera specifications and 
settings followed were: 
• Model: EOS Canon 5D Mark iv 
• ISO: 100 
• Camera lens: 24-105 mm  
• Camera mode: Scene intelligent auto mode 
The structure was installed in the fabrication shop. Initially, it was not possible to take 
pictures from all sides of the structure at the first fab yard location. However, it became 
possible to capture all sides of the structure after it was relocated to a different venue. An 18 
ft. tripod was designed using rolled steel sections to take pictures of the roof, as shown in Fig. 
4; the camera was mounted on it at an angle to capture the roof. The photos were taken using 











A DSLR camera with 31.7 MP was used to take the pictures. The specified camera 
model was chosen because of its high resolution, full-frame capturing ability, and advanced 
automated settings. Additionally, an expert’s advice, having 27 years of experience in 
professional photography, was sought to understand the operation, and the effectiveness of the 
specifications, on the image data. The following strategy was employed to take the pictures: 
1. Camera locations were chosen in a definite rectangular orbit since the geometry of 
the structure was rectangular. 
2. Camera locations were approximately 16 ft. away from the structure, and 5 ft. apart 
for both ground level and 18 ft. above ground level. The distance between the 
structure and the camera location was limited to 16 ft. to capture the structure’s 
adjacent sides (top and side part). 
3. Photographs were taken to cover the structure only, preventing the capture of other 
obstacles on the site. 
4. Scene Intelligent Auto Mode settings were used for the camera. 
5. A total of 100 images were used to generate point clouds to capture maximum 
reference points from the photos. 
3.3 Model Generation 
Aerial and object simulation are the two point cloud generation alternatives offered by 
the software server. Aerial simulation extracts GPS data from the images, and a  targeted 
coordinate system must be chosen from the tool to track the location data (ReCap Photo, 2017). 
The coordinate system of the entire map of a location is known as the Target Co-ordinate 




images and generates point clouds without exact dimensional measurements  (ReCap Photo, 
2017). The software provides automated stitching of the photos, and does not require any 
manual stitching.  
Before the commencement of this study, a pilot study was conducted on UNLV’s 2017 
Solar Decathlon modular house and a storage container. This study was conducted to 
understand the process of generating a point cloud using the software. The resultant point cloud 
models generated are shown in Figs. 5(a) and (b). 
 
 





Fig. 5(b). Generated model of storage container 
 
For the study’s generation of the point cloud model, 100 of the most suitable photos, 
having 60% or more overlapping were selected and uploaded to the Autodesk Recap Photo 
server for object simulation. The uploading time of the photos to the server was approximately 
30 minutes, thanks to high-speed internet and a high specification computer system. The 
internet speed at which the images were uploaded was 10 Mbps and the computer system 
processor used was 2.60 GHz. Several unsuccessful attempts were made for the generation of 
a point cloud model. These attempts failed due to several reasons such as the inability to take 
pictures from all sides of the structure and failure to maintain 60% of overlap, and 
inappropriate camera settings and edited photos. After receiving the best point cloud model, it 
was processed for editing using the software’s tools. The server returned the point cloud model 
within two hours. The model was then refined by removing noise data and by fixing the 
model’s orientation. The software provides tools such as the ‘Selection tool’ for removing 




model were filled using the ‘Fill holes’ tool that automatically fills the holes by providing a 
flat surface or a smooth surface.  
Next, the model was scaled by selecting two ends of the structure and defining their 
length with reference to the BIM model. The software automatically defined the same scale to 
the remaining axes. Additionally, the model was transformed by orienting and adjusting all the 
axes with reference to the actual X-Y-Z axes through visual inspection. After finishing the 
editing process, the software returned the final point cloud model, and the camera positions 
for both the elevations as shown in Fig. 6.  
For the dimensional analysis, the point cloud model was exported to Autodesk Recap 
software, in which the dimensions were determined. These dimensions were then compared to 
a 3D BIM model designed using 2D drawings of the project. 
 
 





3.4 Accuracy Assessment 
The image-based point cloud model was compared with the 3D BIM model designed 
using 2D drawings in Autodesk Revit 2019, for dimensional analysis, as shown in Fig. 7. By 
coordinating with officials at the site, modifications made in the structure were documented 
and incorporated into the model. For the same, Autodesk Recap software was utilized to 
determine the dimensional accuracy of the structural components. At first, the model was 
exported in .pts format from Autodesk Recap Photo, and then the file was imported into 
Autodesk Recap software. The dimensions of the structural geometry and its components were 
determined manually by using the measurement tool. Data from 2D drawings may vary from 
the actual design of the structure. However, to overcome the changes in the dimensions made 
on-site, the dimensions were determined by communicating with the site personnel and 
changes were made in the 3D model. The structural components that were considered for 






Fig. 7. 3D BIM model of the structure  
 
 
3.5 Documentation of the Lessons Learned 
The research emphasizes not only the generation of point cloud models but also the 
documentation of the lessons learned from the point cloud generation. Several challenges were 
encountered during the data collection and model generation processes, and these challenges 
were documented for future studies. Model generation failures were analyzed to improve the 
quality of the final model. 
3.6 Research Scope & Limitations 





2) This study was limited to only one case project. More research with multiple case projects 
might be needed for accurate error rates. A result from a single project may be difficult to 
generalize the findings. 
3) This study was limited to a truckable modular house; however, the software may not 
generate accurate models for bigger projects (i.e., high-rise buildings), complex projects, or 
other civil infrastructure projects. 
4) The interior part of the structure was not included in this study due to spatial limitations.  
5) Several other point cloud generation software programs are available, which may have 
more/less accuracy. 






CHAPTER 4: RESULTS 
4.1 Developed 3D Point Cloud Model 
The point cloud model generated from the software Autodesk Recap Photo was refined. 
The refined model was scaled by selecting two edges of the structure and defining the 
dimension of that length. The software then automatically identifies the scale and generates a 
model by assigning the scale to all the axes. Figs. 8(a), (b), (c), (d), and 9(a) and (b) shows the 
refined point cloud model developed in the software. Patches on the North side of the structure 
can be seen, which implies that the software could not adapt the texture of the structure with 









Fig. 8(b). Dimensions of the south side of the structure 
 
 





Fig. 8(d). Dimensions of the west side of the structure 
 
 





Fig. 9(b). Diagonals of the south side of the structure 
 
4.2 Dimensional Analysis 
The model was exported to a point cloud processing software, Autodesk Recap for 
dimensional analysis after the refinement of the model as it displays multiple dimensions of 
the structure. However, the software does not provide an automated solution for defining the 
point clouds’ geometry measurements. Hence, the dimensions of the house’s geometry, doors, 
windows, and drainage louver were defined manually by selecting appropriate points from the 
point clouds. The dimensions of the house’s geometry and structural components were 
determined using the measurement tool shown in Figs. 8(a), (b), (c), and (d). Additionally, the 
diagonals of the model were determined, as shown in Figs. 9(a) and (b). 
The measurements determined from the point clouds were subtracted from the 
dimensions of the 3D BIM model for calculating deviations. The resulting value was then 




1(b) represent the resultant errors found in this geometric quality analysis (all dimensions in 
feet). Negative values in the analysis indicate increases in the dimensions of the point cloud 
model, and vice-versa. 
The resulting measurements of the model were identified as having a very low number 
of deviations. Table 2(a) shows that the highest error percentage was 1.0514%, which was 
found for the structure’s north left-side edge because the software could not generate high-
quality point clouds for the structure’s bottom part. The lowest error percentage was found to 
be 0.0067% for the structure’s south right-side edge. Other edges also had relatively lower 
error percentages. From Table 2(b), the highest error percentage for house components was 
found to be 0.725%, at the drainage louver’s top edge. In contrast, the lowest error percentage 
was found to be 0.0011% for the left edge of the mechanical room’s door. In most of the cases 
inspected, the structure’s dimensional measurements were found to be less than the structure’s 
original size.  
Compared with the previous research (Bhatla et al., 2012), this study reveals a 
significant reduction in the percentage of errors and an increase in the model’s quality. 
Although the structure’s geometric quality was found to be slightly off compared to the BIM 
model, the quality of the point clouds generated in Autodesk Recap Photo was found to be of 
superior quality, when compared to previous research (Bhatla et al., 2012). The software 
generated a high-quality point cloud because of the technically advanced software, high 






Geometry of the structure 
    LAD LPC 
∆L = LAD - 
LPC 
∆L% 
1 Top Edge N 58 58.0088 0.0088 -0.0151 
2 Bottom Edge N 58 57.9406 0.0594 0.1024 
3 Diagonal N 58.9428 58.9125 0.0303 0.0514 
4 Diagonal N 58.9428 58.9528 -0.0100 -0.0170 
5 Left Edge N 10.5 10.3896 0.2391 1.0514 
6 Right Edge N 10.5 10.4185 0.0815 0.7762 
7 Top Edge S 58 57.8318 0.1682 0.2900 
8 Bottom Edge S 58 57.9608 0.0392 0.0676 
9 Diagonal S 58.9428 58.7997 0.1431 0.2428 
10 Diagonal S 58.9428 58.7740 0.1688 0.2864 
11 Left Edge S 10.5 10.4664 0.0336 0.3200 
12 Right Edge S 10.5 10.4993 0.0007 0.0067 
13 Top Edge W 12.5833 12.4986 0.0847 0.6731 
14 Bottom Edge W 12.5833 12.4812 0.1021 0.8114 
15 Top Edge E 12.5833 12.4553 0.1280 1.0053 
16 Top Edge E 12.5833 12.4568 0.1265 1.0172 











    LAD LPC ∆L = LAD - LPC ∆L% 
1 Kitchen Win Top S 8.3333 8.3152 0.0221 0.2172 
2 Kitchen Win Bottom S 8.3333 8.3098 0.0235 0.2820 
3 Kitchen Left S 2.2500 2.2638 -0.0138 -0.6133 
4 Kitchen Right S 2.2500 2.2564 -0.0064 -0.2844 
5 Bedroom Win Top S 2.2500 2.2619 -0.0191 -0.5289 
6 Bedroom Win Bottom S 2.2500 2.2573 0.0073 -0.3244 
7 Bedroom Win Left S 4.0000 4.0186 -0.0186 -0.4650 
8 Bedroom Win Right S 4.0000 4.0113 -0.0113 -0.2825 
9 Drainage Louver Top S 4.0000 3.9710 0.0290 0.7250 
10 Drainage Louver Bottom S 4.0000 3.9841 0.0159 0.3975 
11 Drainage Louver Left S 7.9115 7.8674 0.0441 0.5574 
12 Drainage Louver Right S 7.9115 7.8616 0.0499 0.6307 
13 Dining Win Left N 7.9583 7.9496 0.0087 0.1093 
14 Dining Win Right N 7.9583 7.9523 0.0060 0.0754 
15 Dining Win Top N 2.2809 2.2816 -0.0007 -0.0307 
16 Dining Win Bottom N 2.2809 2.2813 -0.0004 -0.0175 
17 Mechanical Door Top E 6.3333 6.2879 0.0454 0.7168 
18 Mechanical Door Bottom E 6.3333 6.2882 0.0451 0.7121 
19 Mechanical Door Left E 7.1667 7.1586 0.0081 0.0011 
20 Mechanical Door Right E 7.1667 7.1540 0.0127 0.1772 
Table 2(b). Dimension analysis of the structure’s components 
 
The bottom part of the generated model was low-quality, due to which it was difficult 
to measure the bottom edges. Since the photos only concentrated on the structure’s upper 
region, the software was unable to generate better quality point clouds for its bottom. In 




software may have failed to identify the exact image of the structure because the façade reflects 
different objects from multiple camera angles. The software identifies common points of 
reference, which was not achievable in this case since different camera angles showed different 
reflections. The following chapter will address many cases in-depth, and the various potential 




CHAPTER 5: LESSONS LEARNED 
During this study, several challenges were encountered concerning data collection and 
the model generation processes. These challenges were documented from time to time in order 
to analyze the problems faced during the data collection and model generation processes. The 
structure was located at the fab yard in Henderson, Nevada. Initially, some limitations on the 
site access could not be overcome in the data collection process. Furthermore, a few constraints 
on model generation in terms of the inability to produce accurate and better-quality models 
have been reported during the study. In this chapter, these challenges and limitations of the 
study are explored in greater depth, and lessons learned from them are documented.  
5.1 Obstructions on the Site 
During the initial phase of construction, the structure was located in the fab yard, such 
that its western side was blocked entirely due to the presence of the prefabrication shop. 
Moreover, other prefabricated units were placed on the structure’s southern side, which made 
it difficult to take pictures. Figs. 10(a) and (b) show the structure’s location and the 
obstructions on its west and south side. Since the manufacturer permitted access to the site 
during working hours only, disturbances to the pictures were created by the movement of 
forklifts, manlifts, and tower cranes, so it was challenging to capture undisturbed photographs. 























5.2 Insufficient Overlapping 
At the beginning of the study, an attempt was made to make the percentage of 
overlapping as low as possible. Several camera angles and positions were selected to achieve 
this, restricting the percentage of overlapping to around 50% to 60%. Unfortunately, the model 
generated using the photographs having different camera angles and positions generated a low-
quality model, as shown in Fig. 12. The resultant of the model displayed drastic changes in the 
deviations of the model’s edges.  
 
 
Fig. 12. Model generated with insufficient overlapping 
 
5.3 Low-quality GPS Data 
Autodesk Recap Photo provides two alternatives for developing a point cloud model 




attempt was made to generate a point cloud model using GPS data, as shown in Fig. 13. This 
model was generated using the photographs following the same approach as previously 
mentioned, which is capturing images in a rectangular orbit. The software recommended using 
Ground Control Points (GCP), which, was not possible in this study due to the test project’s 
small size. Therefore, the model was generated using the photographs having only GPS data 
and not the GCP’s. The quality of the generated model was high; however, the model’s 
dimensional accuracy was inadequate. Since the software tracks and generates models with 
GPS data, there is no provision for adjusting the model’s scale. Hence, the model’s accuracy 
highly depends on the photographs taken and the GPS data. Additionally, the camera was 
unable to collect GPS data for certain images, resulting in an inaccurate model.  
 
 




5.4 Movement of Object/Workers 
The modular house project was under construction, and hence, several students visited 
the site to work on the project. Because of the students’ activities on the site, taking pictures 
during working hours was difficult. Since there was no way to avoid those major obstacles, a 
model was generated using photographs having differences in the movements of students. The 
software is heavily reliant on still photographs that have identical reference points. Due to 
differences in the successive photographs, the software failed to generate a high-quality model. 
A similar case was detected when student movements were captured in successive 
photographs, as shown in Fig. 14. 
 
 






5.5 Different Exposure 
After the model generated using photographs failed, it was decided to take pictures that 
avoided any student movements or locations where they were not working.  When the students 
were working on the structure’s interior, photographs were taken of the exterior, where they 
could not be seen. However, the students’ movements were visible in the north part of the 
structure, and hence, the rest of the pictures were taken during the lunch break. This resulted 
in significant differences in exposures between photos taken in the morning and those taken 
during the lunch break. The software could not generate a high-quality model using such 
photographs. Fig. 15. shows the failure of the model generated with different sun exposure. 
 
 






5.6 Combination of Drone and Camera Photos 
An attempt was made using both drone images, and handheld camera images, to 
generate a point cloud model. However, due to the varying nature of the images, exposures, 
and specifications of the camera, the software could not process the images and failed to 
generate a high-quality model. Despite the fact that the structural geometry and the 
surroundings in both types of images were identical, the software was unable to process the 
images taken by both media together. Fig. 16. shows the resultant model generated from the 
photographs taken from a drone and handheld camera. This model failed due to varying image 
data, along with distinct exposure effects and camera specifications.  
 
 






5.7 Use of Other Software 
An attempt was made to generate and analyze point clouds using another software 
program. Arena4D is commercially available software that facilitates point cloud generation 
using photos (Veesus Arena4D, 2016). After point cloud’s generation and geometrical 
analysis, it was found that the software generated low-quality point clouds as compared to 
Autodesk Recap Photo, as shown in Fig. 17. It was also difficult to determine and select two 
points for the dimensional analysis due to low-quality point clouds. Manual errors occurred 
during the selection of two points from the point clouds during dimensional analysis using 
Autodesk Recap Photo as well.  
 
 




CHAPTER 6: CONCLUSION 
6.1 Summary of What Was Learned 
This research developed a 3D point cloud model of a modular house through a 
photogrammetric approach using commercially available software programs, Autodesk Recap 
Photo and Autodesk Recap Pro. Furthermore, the geometric quality of a modular house was 
assessed by comparing dimensions of the structural geometry and components from the point 
clouds with the dimensions of the BIM model. The research also documented the lessons 
learned from the shortcomings of the model generation process. Following are the key findings 
from this research: 
1. This research demonstrated the development of a 3D point cloud of a small modular 
house with a photogrammetric approach through numerous trials and errors. The 
error percentage of the best model was a range of -0.6133% to 1.0514 for the 
structural geometry and 0.7250% to 0.0011% for building components. In addition, 
thanks to high-speed internet and a high specification computer system, point cloud 
model generation duration was decreased dramatically compared to previous 
research. 
2. The average percentage of error for house geometry was 0.4169%, while the 
average percentage of error for house components was 0.1028%. The error 
percentage range and the average error imply that this technology can be 




3. During the data collection phase, obstructions present on the site led to  the failure 
of capturing images precisely. As a result, this failed high-quality point cloud model 
generation.  
4. Insufficient overlapping in the images impacted the quality of the point cloud model 
significantly. Hence, it is necessary to maintain 60-80% overlapping between 
consecutive images. 
5. The test project was a small one that failed to acquire high-quality GPS data. The 
Aerial simulation feature provided by the software providers could not generate a 
point cloud model with high accuracy due to inaccurate GPS data. However, at the 
same time, it could generate high-quality point clouds. 
6. Photographs were taken that included the movements of objects/workers generated 
a low-quality point cloud model. Since the software relies highly on common 
reference points, it could not generate high-quality point clouds due to the 
differences between consecutive photographs. 
7. Even though the camera settings adopted for this research were automatic, the 
camera could not capture high-quality pictures due to significant differences in time 
of day for capturing photographs, which led to an inadequate generation of a point 
cloud model.  
8. The study attempted to minimize the number of photos for point cloud generation 
by photographing the entire structure. However, this attempt was unsuccessful in 
generating a high-quality point cloud model. 
9. A point cloud model was generated by uploading a combination of photographs 




generate a high-quality model due to differences in camera specifications and 
exposure, and varying image data. Hence, it is advised that photos be taken using 
only one image-capturing device. 
6.2 Discussion 
The photogrammetric point clouds revealed that most dimensions of the structural 
geometry and its components were slightly smaller than the original dimensions.  This 
technology can be used to analyze the geometric quality of a structure for small -scale projects 
if appropriate protocols are followed. However, in this research, high-quality point clouds for 
the bottom part of the structure could not be developed due to the reflective façade and lack of 
focus on the bottom. In addition, the software processes the photos only when they are captured 
in a sequence. The Autodesk Recap Photo software program can be used for several other 
purposes including generating visualized records that can be used as data simulation and 
potential dimension takeoffs, as well as defect detection, quality inspection, renovation, and 
site safety management. With a view of keeping the research cost-effective, a students’ license 
provided by the university was utilized for this research. The software permits 300 photos in 
the generation of point clouds for commercial licenses; however, the authors believe that 100 
photos maintained 60-80% overlapping which fulfilled the needs of this research. 
6.3 Contributions to the Industry 
This study demonstrated the methodology of the generation of high-quality 3D point 
clouds with a photogrammetric approach in a modular construction project. This study also 
demonstrated that point clouds generated with a photogrammetric approach can be employed 




before transporting the module from the factory to the final jobsite. The study also revealed 
that photogrammetric point cloud models could be generated with high accuracy, at a low cost, 
and within a short period of time.  
6.4 Contributions to the Body of Knowledge 
This study validated the photogrammetric approach for point cloud generation using a 
technologically advanced digital camera and commercially available software in modular 
construction. The study also assessed the quality of 3D point clouds with the photogrammetric 
approach in a modular house project. Finally, the research documented several lessons learned 
from the development of 3D point clouds with a photogrammetric approach for future work.  
6.5 Future Work 
After analyzing the research and studying the photogrammetric point cloud generation 
technology in-depth, the author suggests the following future work: 
• More projects: The accuracy results might be very skewed as this study was 
conducted with a simple small modular house. More research should be conducted 
with more case projects for accurate error rates. In particular, further research is 
needed to analyze the technology for bigger projects (i.e., high-rise buildings), 
complex projects, or other civil infrastructure projects. 
• Different project phases: This study developed the model of a modular house right 
before transporting the module from the fab yard to the site. Further model 
developments are needed in different stages of module fabrication to verify its 




• Different cameras and software programs: Adopting a digital camera with high 
specifications, as well as drone cameras with other software programs, for point 
cloud generation could be done to reduce time and effort but improve accuracy. 
• Model generation with drone images only: The data collection process can be 
significantly reduced with drone implementation. Future research can test its 
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