University of Arkansas, Fayetteville

ScholarWorks@UARK
Graduate Theses and Dissertations
8-2022

Study of Thermoelectric and Lattice Dynamics Properties of 2D
Layered MX (M = Sn, Pb; X = S, Se, Te) and ZrS2 Compounds
using First-principles Approach
Abhiyan Pandit
University of Arkansas, Fayetteville

Follow this and additional works at: https://scholarworks.uark.edu/etd
Part of the Condensed Matter Physics Commons, Dynamics and Dynamical Systems Commons,
Engineering Physics Commons, and the Thermodynamics Commons

Citation
Pandit, A. (2022). Study of Thermoelectric and Lattice Dynamics Properties of 2D Layered MX (M = Sn,
Pb; X = S, Se, Te) and ZrS2 Compounds using First-principles Approach. Graduate Theses and
Dissertations Retrieved from https://scholarworks.uark.edu/etd/4574

This Dissertation is brought to you for free and open access by ScholarWorks@UARK. It has been accepted for
inclusion in Graduate Theses and Dissertations by an authorized administrator of ScholarWorks@UARK. For more
information, please contact scholar@uark.edu.

Study of Thermoelectric and Lattice Dynamics Properties of 2D Layered MX (M = Sn, Pb; X =
S, Se, Te) and ZrS2 Compounds using First-principles Approach

A dissertation submitted in partial fulfillment
of the requirements for the degree of
Doctor of Philosophy in Physics

by

Abhiyan Pandit
Tribhuvan University
Bachelor of Science in Physics, 2010
Tribhuvan University
Master of Science in Physics, 2014
August 2022
University of Arkansas
This dissertation is approved for recommendation to the Graduate Council.

Bothina Hamad-Manasreh, Ph.D.
Dissertation Director

Laurent Bellaiche, Ph.D.
Committee Member

Pradeep Kumar, Ph.D.
Committee Member

Hugh Churchill, Ph.D.
Committee Member

Abstract
The aim of this dissertation is the investigation of thermoelectric and lattice dynamics
properties of two-dimensional (2D) MX (M = Sn, Pb; X = S, Se, Te) and ZrS2 compounds based
on the first-principles density functional theory. The dimensionality reduction (e.g., using 2D
structure) of bulk materials is found to have enhanced thermoelectric efficiency. This enhancement
is attributed to the increase of the Seebeck coefficient as a result of higher electronic density of
states near the Fermi level in low-dimensional materials. In addition, lowering the dimensionality
increases phonon scattering near interfaces and surfaces in 2D materials, which leads to a reduction
of the lattice thermal conductivity (𝜅! ) and consequently to a higher efficiency. Particularly, for
the materials used in the present investigation, the low-energy acoustic phonon modes are found
to play a major role to the total 𝜅! . Beyond the conventional 0 K harmonic lattice dynamics
approach, I performed the finite-temperature and anharmonic lattice dynamics calculations of 2D
ZrS2 and SnTe monolayers (MLs) by using a well-tested self-consistent phonon (SCP) theory,
which implements compressive sensing lattice dynamics technique based on the efficient machine
learning algorithms within it. The inclusion of lattice anharmonicity was found to increase the
lattice thermal conductivity due to the increase in the thermodynamic parameters: group velocity,
phonon lifetime, and specific heat capacity. In addition, I also studied the structural stability,
electronic, and magnetic properties of transition-metal (Mn, Fe, and Co) atoms adsorbed SnX (X
= S, Se, and Te) MLs. In these investigations, the antiferromagnetic orderings are realized between
these TM and SnX atoms with the highest magnetic moments induced for Co atoms adsorbed SnS
and SnTe MLs. The adsorption of these TM atoms is found to reduce the electronic band gaps in
comparison to the corresponding pristine SnX MLs.
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1

Chapter One: Introduction and motivation
My dissertation is devoted to the study of structural, electronic, thermoelectric (TE) and

lattice dynamics properties of two-dimensional layered group IV monochalcogenides (SnS, SnSe,
SnTe, PbS, PbSe), ZrS2 monolayer (ML); and induced magnetism in transition metal (Mn, Fe and
Co) adsorbed SnX (X = S, Se, Te) MLs. In this chapter important background information is
presented about the TE materials, group IV monochalcogenides, and ZrS2 MLs, including the
outline of this thesis work.

1.1 Thermoelectric materials, applications, and challenges
To date, most of the global energy consumption is being fulfilled by the fossil fuel based
non-renewable energy resources. With the rapid growth of global population, the energy demand
by the human needs is increasing day by day. The overuse of these non-renewable resources
enhances the risk of future scarcity of the energy resources. In addition, the fossil fuel and natural
gas-based energy resources are responsible for the harmful carbon gas emissions and adverse
global environmental changes [1–4]. These facts have urged the governmental authorities,
industries, and researchers to seek for the new alternative energy resources, which must be
renewable, sustainable and environment friendly. Solar, wind, hydropower, geothermal, and
thermoelectric (TE) are some of the renewable energy sources as an alternative of the fossil fuel
based non-renewable energy sources. Self-charging perovskite solar capacitors, dye-sensitized
solar cells, photo-electrochemical cells, etc. are some of the promising solar energy
applications [5–10]. Likewise, TE materials are solid state semiconductors, which are made of
two dissimilar conducting materials, one containing positive charge carriers (holes) and the other
negative charge carriers (electrons). The operation of TE devices is driven by three inter-related
1

phenomena: Seebeck, Peltier and Thomson effects [11–13]. The application of temperature
gradient between these two materials diffuses the carriers from the hot to the cold side creating a
voltage drop and the flow of electricity. This phenomenon is known as the Seebeck effect, as
illustrated in Figure 1(a).

Figure 1: Thermocouples showing (a) Seebeck effect and (b) Peltier effect.
Conversely, a voltage drop applied to the TE device causing a flow of electric current creates a
temperature gradient and the heat flow from one end to the other end. This phenomenon is defined
as the Peltier effect, see Figure 1(b), which is implemented in the TE coolers [11,14–16].
Thermoelectrics have attracted a widespread attention because of their promising applications as
a renewable and pollution free source of energy. In addition, TE devices applications are performed
with noise-free operation, low fabrication cost, and durability.
Nowadays TE devices are widely applicable in many several ways. TE generator, also
known as Seebeck generator, converts heat energy into electrical energy without having any
rotation parts. TE generators are applicable for generating the electrical energy from the waste heat

2

energy of automotive, aerospace, industries, and so on [17,18]. Moreover, the TE generator can
also be used in various applications such as a photovoltaic–TE hybrid devices and as the
radioisotope TE generators for deep-space application of NASA’s spacecraft [19,20]. TE cooling
using the Petlier effect can be applicable to refrigerate/freeze in the medical purposes such as
making the wearable sensors for electrocardiography (ECG), electromyography (EMG); to make
the human implantable devices like cardiac pacemaker, neurological stimulator; preservation and
transportation of the vaccination, biological products, and blood tests [17,21,22]. TE materials are
also of potential importance in designing the heat-powered smart watch by harvesting the small
amount of available heat within a human body.
The ideal energy efficiency of a TE device can be expressed as [23,24]
𝜂=

"! – ""
"!

where

[

"! – ""
"!

%&' ("#$% )&
&"

%&'("#$% '&

],

(1.1-1)

!

is the Carnot engine efficiency; TH and TC are the temperatures of the hot and cold

ends, respectively. ZTavg is the average temperature TE figure of merit (ZT) value, which is given
as
* ' +"

ZT = (- '- ).
(

(1.1-2)

)

Here S, 𝜎, T, represent the Seebeck coefficient, electrical conductivity, temperature; and 𝜅! and
𝜅/ denote the lattice and electronic thermal conductivities, respectively. From the above Eq. (1.11) it is evident that optimizing the value of ZT essential to increase the efficiency (𝜂) of an engine.
As shown in the Eq. (1.1-2), the optimization of ZT and hence the TE performance enhancement
is driven by large values of S and 𝜎 but smaller values of 𝜅! and 𝜅/ . The Seebeck coefficient of a
material can be given by the following equation [25]:
S=

8π2 k2B T
3eh

2

π 2/3

m* 53n6 ,

(1.1-3)
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where kB, e, h, m* and n are Boltzmann constant, electronic charge, Planck’s constant, effective
mass, and carrier concentration.
The electrical conductivity of a TE material is obtained according to the following relation [2]:
σ = neμ,

(1.1-4)

where μ is the carrier mobility of the system.
Following Eqs. (1.1-3) and (1.1-4), low amount of carrier concentration gives rise to higher
Seebeck coefficient, but it also reduces the electrical conductivity. So, it has been a challenging
task to increase the TE performance of a material explicitly due to the inter-dependence of these
properties involved in the evaluation of ZT. Similarly, enhancing the electrical conductivity
increases the thermal conductivity as well [26]. Although there are no theoretical limits for the
maximum ZT, a practical ceiling of ZT ~ 1 has been investigated during the last decades from the
research on TE materials such as Bi2Te3, Sb2Te3, and Si1-xGex as affected by the interdependence
of the transport properties [11]. For a TE material to be a potential candidate in device applications,
ZT must be enhanced above 1.5 for power generation and 2 - 4 for cooling applications,
respectively [11,14,25,27]. Use of heavy element compound semiconductors and complex crystal
structures, alloy point defect scattering, carrier concentration engineering, resonant energy level
doping, band gap enlargement, valence band convergence, and reduced dimensionality are some
of the techniques implemented to enhance the TE efficiency [2,25,28]. However, the high costs,
limited scalability, and complexity of these methods are limiting their practical large-scale
applications. Hence, the potential scope/applications of TE materials in emerging technologies
along with the challenges in TE performance enhancement are the key motivational factors for my
work.

4

1.2 Two-dimensional (2D) layered group IV monochalcogenides
The group IV monochalcogenides are composed of compounds of the fourth and sixth group
of the periodic table. The examples of these compounds are SnS, SnSe, SnTe, PbS, PbSe, PbTe,
and so on. The bulk form of these compounds shows semiconducting properties, where SnTe and
Pb-based compounds have Fm3m space group with a rock-salt crystalline structure in the ground
state (see Figure 2(a)); whereas SnSe and SnS compounds fall in Pnma space group with an
orthorhombic structure, see Figure 2(b). The group IV-VI chalcogenides are found to have
relatively high Seebeck coefficient and electrical conductivity. They also have low lattice thermal
conductivity, which leads to a reasonably high TE efficiency. Lead chalcogenides are generally
known as promising TE materials with high TE performance. Researchers reported promising ZT
values of ~0.77 in pure PbTe solution at 700 K and of 1.5 for thallium doped PbTe at 773
K [29,30]. Orihashi et al. successfully prepared single crystal of Pb1-xSnxTe alloys with high
temperature stability (> 1050 K) where the ZT value was increased to 0.8 at 700 K [31]. However,
lead based materials are not good for large scale and commercial applications due to their toxicity
associated to the environment. As an alternative, tin based chalcogenides have gained research
interests due to their eco-friendly nature and enhanced TE performance in their bulk form via
doping and through nano structuring [32–34].
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Figure 2: Bulk structures of (a) SnTe and Pb-based compounds which with Fm3m space group
and (b) SnS, SnSe with Pnma space group.

These group IV monochalcogenides form layered structures with strong in-plane covalent
or ionic bonds and weak van der Waals bonds between layers. The 2D layered form of Snchalcogenides crystallize in the distorted rectangular structure, whereas Pb-chalcogenides
transform into square structure in their 2D limit (see Figure 3). Most of the group IV-VI
monochalcogenide monolayers show semiconducting properties with the electronic bandgaps in
the range of 0.5 to 1.7 eV. Many 2D van der Waals materials such as graphene, black phosphorus,
transition metal dichalcogenides, and tin chalcogenides have been experimentally synthesized by
using the exfoliation methods [35–40]. The nanocrystals of tin and germanium chalcogenides have
been predicted to show promising photo absorption properties, which make them good alternatives
for the lead-based toxic materials [41,42]. The group IV-VI 2D materials have been extensively
6

studied as potential candidates in photovoltaic, optoelectronic, and transistor-based applications
due to their novel structural, electronic, optical, and TE properties [43–49]. In addition, these
ultrathin 2D and nano-structured materials are gaining aroused attention for their reduced lattice
thermal conductivities and hence enhanced TE figure of merit over the bulk phases [2,23,50–55].
It was also found that the Seebeck coefficient increases because of the increased density of
electronic states near the Fermi level in low dimensional materials, which gives rise to enhanced
TE efficiency [25,56–59]. The exfoliated black phosphorus and SnSe monolayers were found to
have an enhanced TE figure of merit values of ~2.5 and 2.63, respectively, with respect to their
bulk counterparts [51,60]. These values are comparable to those of the best-known TE
materials [61]. Similar theoretical results have been observed for other compounds such as SnS,
SnTe, GeSe, GeS, PbS, and PbTe monolayers [51,53], which make these materials promising
candidates for the TE device applications.

Figure 3: Crystal structure of a 2 × 2 × 1 supercell of MX (M = Sn, Pb; X= S, Te) MLs. (a) Top
view and (b) Side view of SnS (SnTe); (c) Top view and (d) Side view of PbS (PbTe).
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1.3 2D ZrS2 monolayer
Transition metal dichalcogenides (TMDCs), such as MoS2, WS2, TiS2, TaS2, and ZrS2 have
been extensively studied regarding their application in catalysis, energy storage, and
electronics [62–66]. Due to the strong covalent bonding in each layer and weak van der Waals
forces between layers, the bulk phases of these TMDCs can be transformed into 2D single or fewlayered structure by using adhesive tapes for mechanical cleavage [67]. 2D layered MoS2 have
received a lot of attention as potential candidates in field effect transistors and optoelectronic
devices due to the semiconducting nature with sizable direct band gaps [68,69]. Also, the MX2 (M
= Mo, W; X = S, Se) MLs were reported to have much enhanced TE efficiency as compared to
their bulk analogs, which paves a novel opportunity of TMDCs MLs in TE device
applications [70–73]. Recent studies reported a ZT value of 0.11 at 500 K for MoS2 ML whereas
the value was increased to 0.7 at high temperature for WSe2 ML [74,75]. The low ZT values of
these compounds are mainly contributed by high LTC (e.g., 100 Wm-1K-1 for MoS2 and 40 Wm1

K-1 for WSe2 at room temperature). ZrS2 ML is another typical 2D TMDC which has been

successfully synthesized [65,76–78]. Few layers of ZrS2 are easy to exfoliate from their bulk
phases because of the weak van der Waals interactions between S-Zr-S sandwich layers [65,79].
The LTC values of bulk Zr and Hf based TMDCs were confirmed almost 15 times lower than
those of Mo and W based TMDCs, which is because of the strong hybridization of low-lying
optical modes with acoustic modes [80]. The 2D ZrS2 ML is found to crystallize in 1T (one-layer
per trigonal) structure with the p38m1 space group, where each Zr atom is coordinated by six S
atoms within S-Zr-S sandwich layers, see Figure 4. 2D ZrS2 ML is found to have significantly low
lattice thermal conductivity upon using conventional Boltzmann transport equation (BTE) within
relaxation time approximation (RTA), which leads to the improved TE figure of merit [79,81]. The
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TE figure of merit of the ZrS2 ML was predicted to be as high as 4.5 at 800 K, which is a promising
result regarding the TE device applications.

Figure 4: Crystal structure of ZrS2 ML, the red rhombic box denotes the primitive unit cell.

1.4 Outline of the thesis
This dissertation has following seven other parts in addition to the Introduction chapter:
(1) Theoretical Methods (Chapter Two)
(2) Structural, electronic, and thermoelectric properties of Pb1-xSnxTe compounds (Chapter
Three)
(3) Thermoelectric and lattice dynamics properties of two-dimensional layered MX (M = Sn,
Pb; X = S, Se, Te) compounds (Chapter Four)
(4) Thermal conductivity and enhanced thermoelectric performance of SnTe bilayer (Chapter
Five)
(5) Finite-temperature and anharmonic lattice dynamics study on two-dimensional ZrS2
monolayer (Chapter Six)
(6) Co-existence of magnetism in transition metal atoms adsorbed SnX (X = S, Se, Te)
monolayers (Chapter Seven)
9

(7) Conclusion (Chapter Eight)
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2 Chapter Two: Theoretical methods
It is very important to understand the methodology and techniques implemented while
investigating the materials properties in any experimental and theoretical studies. The
computational methods in any work can be divided into two main categories: quantum mechanical
approach based on the quantum mechanical laws and classical approach based on the classical
laws.

2.1 Quantum mechanical theory
Electrons are the key entities in materials, which transmit heat and electricity. The quantum
theory is an important approach to study electrons behavior in a material. Some of the quantum
mechanical approaches applied in this dissertation work are as follow.

2.1.1 Schrödinger equation
In quantum mechanics, the wave function (𝛹), which is the quantum state of a system of
particles, describes the likelihood of the particle being at a given point in a certain space and time.
Schrödinger equation should be solved in order to find the wave function of a system. The time
dependent and time independent Schrödinger equations for a many bodies system can be written
as

𝑖ℏ

01(2,4,5)
05

ℏ'

= − 78 ∇7 Ψ(r, R, 𝑡) + 𝑉Ψ(r, R, 𝑡),

(2.1.1-1)

where Ψ(r, R, 𝑡) is the wavefunction of the ions and electrons of a system; ℏ, μ, and V are the
Planck’s constant, reduced mass, and the potential energy, respectively. R and r represent the
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positions of the nuclei and electron. In this dissertation work, the energy is considered independent
time. The variables in 𝑉Ψ(r, R, 𝑡) can be separated as below.
Ψ(r, R, 𝑡) = Ψ(r, R)Ψ(𝑡)

(2.1.1-2)

Now, the time independent Schrödinger equation can be derived as
H Ψ(r, R) = 𝐸Ψ(r, R),
𝐻

(2.1.1-3)

H is the Hamiltonian operator, which is the sum of the
where E is the energy of the system and 𝐻
kinetic energy of electrons (TJ e ) and the nuclei (TJ N ) and the potential energy of electron-electron
Hee ), electron-nucleus (V
HeN ), and nucleus-nucleus (V
HNN ) interactions. Hence, the Hamiltonian
(V
operator can be expanded as
H =TJ e +TJ N +V
Hee +V
HeN +V
H NN
H

(2.1.1-4)

The above terms can be further expressed as
'

ℏ
;)
TJ e = − 79 ∑:<&
∇7: ,

(2.1.1-5)

)

'

ℏ
7
𝑇J; = − 7= ∑;
;<& ∇; ,

(2.1.1-6)

*

'

/
𝑉J// = ∑:@A >𝒓 )𝒓 > ,
+

(2.1.1-7)

,

'

( /
𝑉J/; = − ∑:,C >𝑹 -)𝒓 > ,
-

(2.1.1-8)

,

'

( (. /
and 𝑉J;; = ∑C@E >D- )D
.
>
-

(2.1.1-9)

.

In above equations, me and MN are the mass of the electron and nucleus, respectively, e is the
charge of an electron, and Z is the charge of the nucleus. N and Ne are the numbers of nuclei and
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electrons, respectively. (i,j) and (I,J) are the corresponding indices for the electrons and nuclei. Eq.
(2.2.1-3) above is complicated to solve exactly using the Hamiltonian of Eq. (2.1.1-4) for manybody system. However, it can only be solved for simple problems like a Hydrogen atom problem.
Therefore, some approximations developed to simplify this problem are discussed in the following
parts.

2.1.2 Born-Oppenheimer approximation
The Born-Oppenheimmer (BO) approximation assumes that the wavefunctions of atomic
nuclei and electrons in a molecule can be treated separately based on the fact that the nuclei are
much heavier than the electrons [82]. So, the nuclei are considered static in comparison to the
H NN in Eq. (2.1.1-4) are neglected, and the
electrons in an atom/molecule. Hence, the terms TJ N and V
Hamiltonian can be simplified as
H/ =TJ e +V
H ee +V
H eN ,
𝐻

(2.1.2-1)

H/ refers to the Hamiltonian of the electronic part.
where 𝐻
The total ground state energy (E0) can be written as
𝐸F =< ΨF |𝐻/ |ΨF > +𝑉;; ,

(2.1.2-2)

where 𝛹F represents the electronic ground state wavefunction.
The many-body problem is simplified to many-electron problem in the above equation (2.1.2-2),
but it is still difficult to solve for a system of many particles because of large numbers of electrons.
This situation leads one to think other methods to solve the Schrödinger equation. Hartree-Fock
approximation and density functional theory are two main approaches implemented to solve this
problem.
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2.1.3 Hartree-Fock approximation
Hartree suggested the first approximation in 1928 to convert the N many-body problem to
a one-body problem, where the wavefunction of a system is given by the product of single particle
wavefunctions ϕi(i) given as [83]
Ψ(1, … , 𝑁) = ϕ& (1)ϕ7 (2)ϕG (3) … ϕ; (𝑁),

(2.1.3-1)

where ϕi(i) is dependent on the position and spin of the ith electron.
The wavefunctions of fermions (e.g., electron) should follow the Pauli exclusion principle,
according to which no two electrons should have the same quantum numbers. It was pointed out
that the Hartree method did not follow the principle of asymmetry of the wavefunction [84,85],
which was found to be fundamentally incomplete in its neglect of quantum statistics.
To solve the lack of anti-symmetry in the Hartree method, Hartree-Fock used single Slater
determinant to write the total wavefunction of many particle systems as
ϕ& (1) ϕ& (2)
&
ϕ (1) ϕ7 (2)
Ψ(1, … , 𝑁) = ; T 7
% +
⋮
ϕ; (1) ϕ; (2)

… ϕ& (𝑁)
… ϕ7 (𝑁)
T,
⋮
⋱
… ϕ; (𝑁)

(2.1.3-2)

where the numbers in the parentheses and subscript represent the number of electrons and the
eigenstate, respectively. As shown in equation (2.1.3-2), the Pauli exclusion principle is satisfied
letting the sign of the wavefunction change during the electron-electron interactions. For the two
electrons with the same quantum state, the wavefunction becomes zero.
Hartree-Fock wavefunction of one electron ϕi(r) given as
ℏ'

W− 79 ∇7 + 𝑉/HH (𝑟)Y 𝜙: (𝑟) = 𝜀: 𝜙: (𝑟),

(2.1.3-3)

where Veff is the effective potential that includes electron-electron (Vee), electron-ion (VeN), and
exchange (Vx) potentials, respectively; and are calculated as
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𝑉// (𝑟) = −

(/ '
|J⃗|

𝑉/; (𝑟) = 𝑒

7∑

(2.1.3-4)
'

>L, (J⃗' )>

:MA ∫ |J⃗ )J⃗ |
/ '

𝑉N (𝑟) = −𝑒 7 ∑A,:MA ∫

𝑑𝑟⃗7

L, (J⃗' )∗ L+ (J⃗' )
|J⃗/ )J⃗' |

(2.1.3-5)
𝑑𝑟⃗7

(2.1.3-6)

However, Hartree-Fock approximation is useful for a system containing only fewer
atoms/molecules, it is computationally expensive and less accurate for systems that have a larger
number of electrons.

2.1.4 Density functional theory
Density functional theory (DFT) is an approximation useful to deal with the many-electron
problem in the ground state. In 1927, Thomas and Fermi proposed a method to express the total
energy (Etot) of a system as a functional of the one-electron density 𝑛(𝑟⃗) as [86]
2

Etot [n(r⃗)]=

3O3π2 P3
10

5

3
∫ n(r⃗)3 d r⃗ - Z ∫

n(r⃗) 3
d r⃗
r

1

+ 2∫∫

n(r⃗1 ) n(r⃗2 ) 3
d r⃗1
|r⃗1 -r⃗2 |

d3 r⃗2 ,

(2.1.4-1)

where one electron density is normalized to the total number of electrons (N) as
∫ 𝑛(𝑟⃗) 𝑑 G 𝑟⃗ = 𝑁.

(2.1.4-2)

After many years, Hohenberg and Kohn proposed the possibility of using the electron
density to solve the many-body problem [87], where the electron density of a system is considered
as a function of three spatial dimensions instead of solving many-electron problem for
wavefunctions of 3N variables. All the variables are expressed in terms of electron density in DFT.
Hohenberg and Kohn proposed that, by solving the ground state Schrödinger equation, the total
ground state energy can be obtained in terms of electron density as [87]
Etot [n(r⃗)] = 𝐹QR [n(r⃗)] + ∫ n(r⃗) 𝑉/; (r⃗) 𝑑𝑟⃗,

(2.1.4-3)
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where FHK [n(r⃗)] is the Hohenberg-Kohn functional, which is given by the sum of the exact kinetic
T[n(r⃗)] and electron-electron potential V[n(r⃗)] energy functionals as
𝐹QR [n(r⃗)] = 𝑇[n(r⃗)] + 𝑉 [n(r⃗)] = 𝑇F [n(r⃗)] + 𝑉Q [n(r⃗)] + 𝑉NS [n(r⃗)]

(2.1.4-4)

In above Eq. (2.1.4-4), 𝑇F [n(r⃗)], 𝑉Q [n(r⃗)], and 𝑉NS [n(r⃗)] are the kinetic energy of non-interacting
particles, Hartree energy, and exchange correlation energy functionals, respectively. The exchange
correlation energy functional is given by the sum of exchange 𝑉N [n(r⃗)] and the correlation 𝑉S [n(r⃗)]
potentials.
Now the total energy functional form can be written as
𝐸5T5 [𝑛(r⃗)] = 𝑇F [n(r⃗)] + 𝑉Q [n(r⃗)] + 𝑉N [n(r⃗)] + 𝑉S [n(r⃗)] + 𝑉/; [𝑛(r⃗)],

(2.1.4-5)

where the exchange-correlation energy is the only complex term to be evaluated within the total
energy.
Kohn and Sham further simplified the electron density, which can be written in terms of a
set of wavefunctions with each wavefunction representing only a single electron. Hence, the
ground state density of interacting electrons can be expressed as the sum over occupied states of
Kohn-Sham orbitals/wavefunctions (ψi) as
∗
𝑛(r⃗) = ∑TSSV.
⃗) 𝜓: (r⃗).
:<& 𝜓: (r

(2.1.4-6)

One can rewrite the total energy functional of a single electron ground state wavefunction using
the Kohn-Sham approach as:
𝐸5T5 = 𝑇 + 𝑉/HH = 𝑇 + 𝑉/; + 𝑉Q + 𝑉NS ,

(2.1.4-7)

where 𝑉/HH is the effective potential operator for a single electron with other usual terms as
defined earlier.
Each term of Eq. (2.1.4-7) can be evaluated as
𝑇(𝑛(r⃗)) = ∑A ∫ 𝜓:∗ (r⃗) 𝜓A (r⃗)𝑑𝑟⃗,

(2.1.4-8)
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( /'

&

𝑉/; = − XYZ ∑\<& >J⃗ 2)D[⃗ >,
1

+

(2.1.4-9)

2

\(2[⃗ )/ '

&

,
𝑉Q = XYZ ∫ >J⃗ )J
𝑑𝑟⃗A ,
⃗ >
1

and 𝑉NS =

+

(2.1.4-10)

,

]^34 [\(2[⃗)]
]\(2[⃗)

.

(2.1.4-11)

Finally, the total ground state for a set of atoms {R1, …, Rn} can be written as
&

𝐸5T5 (𝑅& , … , 𝑅\ ) = ∑ 𝐸: − 7 𝐸Q [𝑛F (r⃗)] + 𝐸NS [𝑛F (r⃗)] − ∫ 𝑉NS 𝜌F 𝑑𝑟⃗ + 𝑉;; (𝑅& , … , 𝑅\ )

(2.1.4-12)

Following above solution to each terms, the Kohn-Sham theorem placed all the complexity of
energy functional to the exchange-correlation energy.

2.1.5 Exchange-correlation energy approximation
Exchange-correlation energy, the only unknown term in the Kohn-Sham ground state
energy, is one of the fundamental parts of density functional theory. The exchange-correlation
energy is divided into two terms, one is related to the exchange term (Ex ) and the other is related
to the correlation term (Ec ) as
Exc (n(r⃗))= Ex (n(r⃗))+ Ec (n(r⃗))

(2.1.5-1)

There are several methods to estimate the exchange-correlation energy. Local density
approximation (LDA) [88] and generalized gradient approximation (GGA) [89] are two
commonly used methods to approximate the exchange-correlation energy. Further advancement
of these methods permits the inclusion of van der Waals interactions, which plays significant role
in the 2D layered materials discussed in the present dissertation. There are other more advanced
functionals such as hybrid functionals which include the part of Hartree-Fock exchange potential
during the calculation of the exchange-correlation energy [90].
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2.1.5.1 Local density approximation
The LDA assumes the electron density of a system as a function of a constant homogeneous
electron gas as
ELDA
⃗) ϵxc (n(r⃗)) 𝑑𝑟⃗,
xc = ∫ n(r

(2.1.5.1-1)

where the term ϵxc (n(r⃗) can be spitted into the exchange and correlation terms.
Here the exchange term can be evaluated analytically, and the correlation term can be calculated
by quantum Monte-Carlo simulations [91]. The LDA is limited to those systems where the electron
density varies slowly.

2.1.5.2 Generalized gradient approximation
LDA is found to have improvement upon including the gradient of the electron density
along with the local electron density at that point while approximating the ground state exchange
correlation energy ¾ the method is termed as GGA. The exchange-correlation energy via GGA is
calculated as
Eaab
⃗) ϵxc (n(r⃗))F(|∇n(r⃗)|) 𝑑𝑟⃗
xc = ∫ n(r

(2.1.5.2-1)

Some of the commonly used GGA functionals are Becke’s exchange functional combined with
correlation functional of Lee, Yang, and Parr (BLYP) and Perdew-Burke-Ernzerhof
(PBE) [89,92]. BLYP method uses hybrid approximation for the exchange-hybrid correlation
functional while PBE functional belongs to the general GGA to estimate the exchange correlation
energy.
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2.1.6 Pseudopotentials
One often needs to expand the single-particle wave functions in terms of plane wave basis
to solve the Kohn-Sham equation in solid. The Bloch theorem states that the wavefunction in a
crystal can be expressed as a product of the plane wave and a lattice periodic function as [93]
𝜓→ (𝑟⃗) = 𝑒 :d[⃗J 𝑢d[⃗ (𝑟⃗),

(2.1.6-1)

5

where 𝜓→ is the bloch wave, 𝑢d[⃗ (𝑟⃗) = 𝑢d[⃗ (𝑟⃗ + 𝑎) is the lattice periodic function, and 𝑒 :d[⃗J is the
5

plane wave.
Following the Bloch theorem, the Kohn-Sham orbital 𝜓\,d representing the single body wave
function can be expanded in the plane wave basis as
[[[[⃗
𝜓\,d = ∑a 𝐶\ (𝑘, 𝐺⃗ ) 𝑒 (a⃗ 'd).J⃗ ,

(2.1.6-2)

where k, n, G, and 𝐶\ are k-vector in the first Brillouin zone of the unit cell/supercell, band index,
reciprocal lattice vector, and a coefficient, respectively. The summation over 𝐺⃗ is truncated at the
largest value of G, which should satisfy the condition:
&
7

|𝑘 + 𝐺|7 < 𝐸SV5 ,

(2.1.6-3)

where 𝐸SV5 is the cut-off energy.
The convergence of Kohn-Sham orbital expansion using the plane waves can be slow if core
electrons are included on the basis set as 𝜓\ (𝑟) varies rapidly near the atomic nuclei. In addition,
expressing core electrons in planewaves requires an extremely large numbers of basis sets. To
overcome these limitations, it is a smart idea to use the pseudopotential method, which transforms
the all-electron problem into valence-electrons only problem as the core electrons are chemically
inert and independent of the chemical environment surrounding them. Pseudopotential
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approximation helps to substitute the ionic potential with a hypothetical potential, which helps to
obtain a smoother potential as the valence electrons are screened by the core electrons.
There are several methods to generate pseudopotentials [94–98], but they are similar in
basic principles. The works reported in this dissertation use the projector augmented wave (PAW)
pseudopotential using PBE functionals [89,99], which are based on a gradient expansion of the
exchange energy and are intended for solid state and surface systems.

2.1.7 Van der Waals interaction
LDA is appropriate to approximate the simple dense homogeneous systems like metals and
semiconductors, whereas GGA and other methods of semi-local family are useful for more
complicated compounds like transition metals and interfaces [100]. Local or semi-local density
methods fail to describe the non-local electron density interactions, known as van der Waals
interactions, which play a significant role in some systems like 2D layered Group IV
chalcogenides. The van der Waals method simplifies the exchange correlation interaction in three
terms as
Exc (n(r⃗)) = Eaab
(n(r⃗)) + Eefb
(n(r⃗)) + E\!
⃗),
x
c
c (n(r

(2.1.7-1)

where Eaab
is the exchange energy approximated by GGA; Eefb
and E\!
x
c
c are the correlation
energies of local and non-local parts, respectively.

2.1.8 Self-consistent theory
Self-consistent theory is used to obtain the ground state energy of a system by solving the
Kohn-Sham equations. In this theory, the initial electron density is guessed to find the single
particle wave functions by solving the Kohn-Sham equations. Then a new electron density is
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defined using the previously calculated single-particle wave functions, and the process continues
for a number of iterations. This iteration is continued until the difference between the initial and
the output electron density is equal to the convergence criteria. Based on the final converged
electron density, the ground state energy, forces, and other relevant parameters are then calculated.
Figure 5 below shows the schematic diagram representing the self-consistent procedure.

Figure 5: Schematic flowchart of the self-consistent loop during DFT calculations

2.2 Boltzmann transport theory
One needs to know the distribution function of an electron gas to describe the transport
properties of the electron gas. The distribution function gives information about the distribution of
electrons in momentum space or k-space (and energy-space), which is essential to evaluate the
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transport properties. At equilibrium, electrons, which are categorized as fermions, obey FermiDirac distribution function (f0(ε)) as [101,102]
𝑓 (F) (𝜀 ) =

&
/Ngh6768 i'&
59 &

,

(2.2-1)

where 𝜀 , 𝜀j , 𝑇, and 𝑘k are the carrier energy, Femi energy, temperature, and Boltzmann constant,
respectively.
The net distribution of electrons in a system is always given by the Fermi-Dirac function as long
as there are no external entities. Three possible external factors account for the change in the
electron distribution in k-space: the motion of the electrons (diffusion), external forces, and
scattering processes. The Boltzmann transport theory was developed to describe the distribution
function in the presence of these effects. As the exact solution of Boltzmann transport equation
(BTE) is complicated, the relaxation time approximation (RTA) is adopted as
∂f
∂t

=-

f-f0
τ

,

(2.2-2)

where f is the non-equilibrium distribution function,

∂f
∂t

denotes the rate of change of distribution

function, and τ represents the time constant for relaxation of the perturbation – thus the
approximation is termed as RTA.
The linearized version of the BTE can be implemented under RTA to derive the transport
distribution function as [103]
𝜎(𝜀 , 𝑇) = ∫ ∑l 𝑣l d 𝑣l,d 𝜏l,d 𝛿n𝜀 − 𝜀l d o
,
,

md
nY:

(2.2-3)

,

where 𝑣l,d , 𝜀l,d , and 𝜏l,d are the velocity, energy, and relaxation time for the electron in the b-th
band at point k in the Brillouin zone, respectively.
Then the moments of transport coefficients are obtained as
ℒ (o) (𝜇; 𝑇) = 𝑞7 ∫ 𝜎(𝜀 , 𝑇)(𝜀 − 𝜇)o 5− 0H

(1) (

Z ;8 ," )6 𝑑𝜀
,
0Z
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(2.2-4)

where q is the electric charge, f(0) is the Fermi-Dirac distribution function, 𝜇 is the chemical
potential, and α is the index (can have values 0, 1, 2, and so on).
The electrical conductivity (σ), electronic thermal conductivity (κe), and the Seebeck coefficient
(S) are then calculated as
𝜎 = ℒ (F) ,
𝜅/ =
and

&

(2.2-5)
( ) '

q'"

t(ℒ (/ )) − ℒ (7) u,
1

𝑆=

(2.2-6)

ℒ

& ℒ (/)
q" ℒ (1)

(2.2-7)
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2.3 Self-consistent phonon theory
Using the BO approximation, the Hamiltonian (H) of an interacting nuclear system can be
given by the sum of its kinetic energy operator (T) of ions and the potential energy (U) defined by
the BO energy surface, H = T + U. Using the Taylor series expansion, the potential energy (U) of
the system can be expressed with respect to the atomic displacements as [104,105]
𝑈 = 𝑈F + 𝑈7 + 𝑈G + 𝑈X + … ,
where

𝑈\ =

&
\!

(2.3-1)

∑{!,d,8} 𝛷8/ ,...,82 (𝑙& 𝑘& ; … ; 𝑙\ 𝑘\ ) × 𝑢8/ (𝑙& 𝑘& ), … , 𝑢82 (𝑙\ 𝑘\ )

(2.3-2)

is the nth-order (n = 2, 3, …, ∞) contribution to the potential energy, 𝑢8 (𝑙𝑘) is the atomic
displacement of the atom k in the lth cell along the 𝜇 (= 𝑥, 𝑦, 𝑧) direction. 𝛷8/ ,...,82 (𝑙& 𝑘& ; … ; 𝑙\ 𝑘\ )
denotes the nth-order, or n-bodies, IFC, which can be evaluated by the nth-order derivative of the
potential energy with respect to the atomic displacements. In Eq. (2.3-1) above, the linear term U1
can be neglected as the atomic forces are zero in equilibrium. In the HA, the expansion in Eq. (2.31) is truncated at the second order. The Hamiltonian here is transformed into Fourier space, and
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then the harmonic phonon frequency 𝜔 can be calculated by constructing and diagonalizing the
dynamical matrix.
The anharmonic contribution to the energy can be expressed as a small perturbation 𝐻v
added to the harmonic Hamiltonian (H0 = T + U0 + U2 ) as [106–109]:
𝐻 = 𝐻F + 𝐻v ≈ 𝐻F + 𝑈G + 𝑈X ,

(2.3-3)

where the higher order terms (n > 4) are omitted considering their contributions much smaller as
compared to the third- and fourth-order terms. However, if the anharmonic terms are significant
and comparable to the harmonic terms, they need to be treated nonperturbatively. Using the selfconsistent phonon (SCP) theory [106,107,110–112], which treats the anharmonic renormalization
of the phonon frequencies nonperturbatively, the Hamiltonian in Eq. (3) can be re-written as
𝐻 = ℋF + (𝐻F − ℋF + 𝑈G + 𝑈X ) = ℋF + ℋ v ,
where ℋF (=

&
7

(2.3-4)

∑q ℏΩq Λq Λwq ) is the effective harmonic Hamiltonian associated with the

displacement operator Λq , Ωq is the renormalized anharmonic phonon frequency, ℏ is the reduced
Planck’s constant, and q is the crystal momentum vector.
The free energy of the system can be obtained as the cumulant expansion of the term ℋ v and the
variational principle can be applied following the first-order SCP theory [107,113]. Then, the SCP
equations can be derived as
Ω7q = 𝜔q7 + 2Ωq 𝐼q ,
𝐼q = ∑q/

(2.3-5)

ℏx(q;)q;q/ ;)q/ ) [7\z=/ '&]
Xy= y=/

(2.3-6)

7

Here 𝜔q is the harmonic phonon frequency, T is the absolute temperature, 𝛷(𝑞; −𝑞; 𝑞& ; −𝑞& )
represent the fourth-order IFC, 𝑛„q/ =

&
ℏ?=/
/ 59 & )&

is the Bose-Einstein (BE) distribution function, 𝑘k

is the Boltzmann constant, and j is the phonon branch index for each q-point. Here, the anharmonic
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phonon frequencies (𝛺q ) are obtained by solving above Eqs. (2.3-5) and (2.3-6) self-consistently.
During the iteration process of the SCP equation, the interpolation is performed using q mesh
within q1 mesh for the inner loop.
The thermodynamic parameters here can be evaluated as a function of the renormalized
anharmonic frequency (Ωq ). The specific heat capacity (Cv) can be calculated as
𝐶{ =

d9

∑q,A(

;=

ℏ|=,
7d9

ℏ|=

)7 𝑐𝑜𝑠𝑒𝑐ℎ7 (7d ", ),
"

(2.3-7)
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where 𝑁q is the number of q-points.
The LTC, which is an important parameter that contributes to the TE efficiency, can be
computed generally by using the BTE within RTA as [107,114]
𝜅!k"^ =

ℏ'
;= {d9 " '

where 𝑣q =

0}=
0q

∑q 𝜔q7 𝑣q ⨂𝑣q 𝑛q n𝑛q + 1o𝜏q ,

(2.3-8)

, 𝑛q , and 𝜏q are the group velocity, BE distribution function and quasi-particle

lifetime associated with the phonon frequency ωq , respectively; and V is the volume of the unit
cell. Here as the usual BTE approach treats the anharmonic effects perturbatively, where the
temperature dependence of phonon frequencies and eigenvectors are neglected. Hence, the SCP
theory is used to overcome this limitation, in which the LTC is modified as [106,107]
𝜅̃ !*~•'k"^ =
where 𝑣„q =

ℏ'
;= {d9 " '
0y=
0q

∑q 𝛺q7 𝑣„q ⨂𝑣„q 𝑛„q n𝑛„q + 1o𝜏̃ q ,

(2.3-9)

and 𝑛„q = 𝑛q nΩq o are usual terms associated with the renormalized phonon

frequency Ωq . Here 𝜏̃q is the renormalized lifetime associated with the three-phonon scattering
processes.
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2.4 Deformation potential theory
If a gradually varying electrostatic potential is superimposed on the periodic potential of a
crystal lattice, the periodic potential can be neglected and the motion of an electron of appropriate
effective mass can be calculated in the gradually varying potential, which assumes that the change
in the gradually varying potential in one period is much small compared with the periodic potential.
This approximation can be expanded to cover effective potentials corresponding to the position of
the energy boundary as affected by gradually varying dilation – these effective potentials can be
produced by acoustic waves of long wave-length, deformation potentials (DP) [115]. The DP
theory is applied to evaluate the carrier mobility and relaxation time in this dissertation work,
which has been extensively used in similar studies [116–121].
The carrier mobility (μ) for a 2D system is evaluated using the following formula [119,122]
𝜇7f =

7/ℏ: ~ '@

(2.4-1)

Gd9 "9∗ 9A ^/'

where e is the electronic charge, ℏ is the reduced Planck’s constant, T represents the temperature,
C2D is the 2D elastic modulus, E1 is the DP constant, m* is the effective mass and md is defined as
md = •𝑚N 𝑚€ . Here mx and my are the effective masses along the armchair (x-) and zigzag (y-)
directions, respectively. The value of C2D can be obtained by fitting the energy-strain curves along
the armchair/zigzag directions. The DP constant (E1) can be defined as E1 =

0^)A%)
0]

, equivalent to

the straight-line fitting, where Eedge is the energy of CBM or VBM and 𝛿 is the uniaxial strain. The
effective mass (m*) for charge transport can be computed from the band structure. The m* value of
the electron (hole) at CBM (VBM) along the armchair and zigzag directions can be calculated as
m* =

ℏ'
C' 6(5)
C5D C5E

0 ' Z(d)

, where the term 0d

D 0dE

is obtained as the second derivative of the band energy E(k)
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with respect to k vector along Γ – X and Γ – Y for armchair and zigzag directions, respectively.
The relaxation time (𝜏) is evaluated using the relation as [116,123,124]
𝜏=

9∗ 8'@

(2.4-2)

/
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3
Chapter Three: Structural, electronic, and thermoelectric properties of
Pb1-xSnxTe alloys
3.1 Abstract
I investigated the structural, electronic, and thermoelectric properties of Pb1-xSnxTe (0 ≤ x
≤ 1; x = 0, 0.25, 0.5, 0.75, 1) alloys using density functional theory (DFT) and the semi-classical
Boltzmann transport theory. Both PbTe and SnTe binary alloys exhibit a semiconducting behavior
with narrow bandgaps of 0.114 eV and 0.107 eV, respectively. The alloying of Sn over Pb in PbTe
alloy shows diverse electronic properties depending upon the Pb/Sn concentrations. The p-type
PbTe and n-type SnTe alloys exhibit the highest Seebeck coefficients and power factors among all
Pb1-xSnxTe alloys, depending upon the temperature and doping level. However, Pb0.5Sn0.5Te alloy
shows a reasonably significant thermoelectric properties for both the p- and n-type dopings. The
interesting thermoelectric properties of these Pb1-xSnxTe alloys show high potential towards high
thermoelectric efficiency and the device applications.

3.2 Introduction
Thermoelectric (TE) devices are solid-state devices, which are capable of direct conversion
of temperature differences to electric voltage and vice versa. These devices are reliable sources of
renewable energy that have inherited the advantages of durability and high reliability. Moreover,
they are vibration free as there are no mechanical moving parts, with a small size and a light weight.
Because of these advantages, they are of great importance for a wide range of device applications.
However, the TE devices are not used broadly due to their low efficiency, which can be measured
by the dimensionless figure-of-merit (ZT) as,
ZT = S2σT/(κe+κl).

(3.2-1)
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where S is the Seebeck coefficient, σ is the electrical conductivity, T is the temperature, κe and κl are
the electronic and lattice thermal conductivity, respectively. Interesting TE materials should
possess high power factors (S2σ) and low thermal conductivities, which in turn would give rise to
a higher figure-of-merit. The TE figure-of-merit is low in metals due to their high electrical and
thermal conductivities. However, semiconductors have low thermal conductivity, and their
electrical conductivity can be increased by doping, which can lead to a higher value of ZT.
The

three-dimensional

(3D)

and

two-dimensional

(2D)

group-IV

monochalcogenides [125,126] have a great potential for utilization in electronic devices, such as
photovoltaic [127], photoelectric [128], piezo-electric [129], and energy conversion [130].
Interestingly, 2D and 3D phases of these materials also have a high thermoelectric figure-ofmerit [131–133]. Furthermore, they have possibility of realizing topological crystalline
insulators [134] [135], and in-plane ferroelectricity [136]. Lead telluride (PbTe) and other leadchalcogenide compounds such as PbSe, PbS have been extensively investigated experimentally
and theoretically due to their potential applications in TE and electronic devices [137]. For
example, Harman et al. reported a high ZT value of 1.6 at 300 K for PbTe/PbSe superlattices [138].
In addition, Caylor et al. found an enhancement of the TE performance by reducing the lattice
thermal conductivity to 5 mW/cmK in the PbTe-based structures [139]. Researchers reported
promising values of ZT about 0.77 in pure PbTe solution at 700 K [140] and about of 1.5 by
doping PbTe with Thalium at 773 K [131]. Likewise, Jaworski et al. reported a ZT value of 1.5 in
PbTe-PbS alloys at 773 K [141]. However, a larger than 1.7 was reported for PbTe – CdTe alloy at
775 K [142]. Experimental investigations using hydrothermal synthesis of tin selenide (SnTe)
reported a ZT value of about 0.79 at 873 K [143]. In addition, experiments performed through
Bridgman method showed that doping PbTe by Sn increases the figure-of-merit to 0.8 at
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700K [144]. The above-mentioned promising results were the motivation to carry out the present
study, which is focused on the structural, electronic and TE properties Pb1-xSnxTe (0 ≤ x ≤ 1) alloys.

3.3 Method of calculations
The calculations are performed using density functional theory (DFT) method [145,146],
where the exchange-correlation potential was treated using the generalized gradient approximation
of Perdew-Burke-Ernzerhof (GGA-PBE) [147], as implemented in VASP [148,149]. The energy
convergence is set to a tolerance of 10-6 eV with the force convergence of ionic step as 10-5 eV/Å.
All structures were fully relaxed by using a 18 × 18 × 18 Γ-centered k-point grid and a much denser
Γ-centered k-point grid of 24 × 24 × 24 for the calculations of the density of states (DOS). The
calculations are performed with and without spin orbit coupling (SOC) for PbTe and SnTe binary
alloys as previous studies reported a splitting of degenerate states at high-symmetry points after
the inclusion of SOC [150,151]. Further calculations with SOC are performed for the rest of
ternary alloys and considered for the TE studies. The TE properties are calculated using the
Boltzmann transport formalism as implemented in the BoltzTraP2 package [152], where the needed
crystal structures and eigen-energies are extracted from the DFT calculations and solved with a
smoothed Fourier interpolation. Using this approach, the value of S, σ/τ, and κe/τ can be calculated
2

without any fitting parameters, where τ is the relaxation time. The value of power factor (S σ) and
electrical conductivity (σ) are presented using the relaxation time (τ).

3.4 Results and discussion
In the following subsections, I discuss the calculated structural, electronic, and
thermoelectric properties of Pb1-xSnxTe (0 ≤ x ≤1) alloys.
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3.4.1 Structural properties
Both the PbTe and SnTe binary alloys crystallize in a rock-salt FCC structure with a space group
Fm3m (#225) as shown in Figure 6. A conventional unit cell that contains eight atoms (4 atoms of
Te and 4 atoms of Pb/Sn) was used for binary alloys as well as Pb1-xSnxTe ternary alloys. The
optimized lattice constant of PbTe and SnTe binary alloys are found to be 6.559 Å (6.557 Å) and 6.402
Å (6.403 Å), respectively, using GGA (GGA + SOC). My calculations are in good agreement with
previous theoretical calculations [151,153,154], and slightly larger than the experimental
results [155,156]. Further calculations for Pb1-xSnxTe (x = 0.25, 0.5, 0.75) alloys were performed
with SOC, where Sn atoms substitute Pb in a PbTe conventional unit cell. The structural
optimizations using GGA + SOC showed that the cubic symmetry is preserved in all cases. The
lattice constants are found to decrease on increasing the Sn concentrations as shown in Table 1.

Figure 6: The conventional unit cell of PbTe structure, blue and orange balls refer to Pb and Te,
respectively.
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Table 1: The optimized equilibrium lattice constants of Pb1-xSnxTe alloys using GGA+ SOC.
Alloys

Lattice constant (Å)

PbTe

6.557

Pb0.75Sn0.25Te

6.521

Pb0.5Sn0.5Te

6.490

Pb0.25Sn0.75Te

6.451

SnTe

6.403

3.4.2 Electronic properties

Figure 7: Electronic band structure of PbTe (top) and SnTe (bottom) alloys along Γ – X – L – W
– K – Γ high-symmetric line in the irreducible Brillouin zone. Left and right panels correspond to
calculations without SOC and with SOC, respectively.
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Table 2: Calculated band gap (Eg) energies in comparison with the experimental values.
Calculations are performed without and with spin-orbit coupling, denoted as GGA and GGA +
SOC, respectively.
Method

Eg (eV) - PbTe

Eg (eV) - SnTe

GGA

0.825

0.045

GGA + SOC

0.114

0.107

Experiment

0.19 at 0 K [157]

0.3 ± 0.05 at 4.2 K [159]

0.31 at 300 K [156,158]

The electronic band structure and electron DOS for the Pb1-xSnxTe alloys are directly
related to the conductivity and their thermoelectric properties. The electronic band gap energy (Eg)
for PbTe and SnTe alloys are calculated with and without SOC. The band structure of PbTe alloy
shows a direct band gap of 0.825 eV at the L high-symmetry point without SOC (Figure 7(a)),
which reduces to 0.114 eV with the inclusion of SOC (Figure 7(b)) due to the splitting of the
degenerate states at high-symmetry points. These calculations are in good agreement with previous
results [151,153,154,160]. The electronic band gap values of SnTe are 0.045 eV and 0.107 eV
without and with SOC, respectively (Figures 7(c and d)), which are also consistent with the
previous theoretical studies [160–163]. It is very important to mention here that the calculations
without SOC should not be trusted as only the SOC calculation takes the relativistic interaction
between spin and orbit into account. As a result, only the SOC included calculations provide a
closer value to the experimental findings, see Table 2. However, the band gaps of PbTe and SnTe
here are slightly less than the experimental value of 0.19 eV at 0 K (extrapolated) and 0.3 ± 0.05
eV at 4.2 K, respectively (see Table 2). The deviation of the calculated results from the
experimental values is due to the underestimation of the band gap, which is a general problem of
Kohn-Sham theory [164–166].
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Figure 8: Electronic band structure with SOC along Γ – X – L – W – K – Γ high-symmetry path in
the irreducible Brillouin zone for (a) Pb0.75Sn0.25Te, (b) Pb0.5Sn0.5Te, (c) Pb0.25Sn0.75Te alloys. (d)
The total DOS of Pb1-xSnxTe (0 ≤ x ≤ 1) alloys.

The electronic band structure calculations for the ternary Pb1-xSnxTe alloys and further
calculations are performed by including SOC. The relativistic calculations of these compounds
reveal that they exhibit similar energy band structures with narrow or zero direct band gaps at the
L high-symmetry point. We found that Pb0.75Sn0.25Te and Pb0.25Sn0.75Te alloys exhibit a zero band
gaps at the L high symmetry point (Figures 8(a and c)). However, in the case of Pb0.5Sn0.5Te
structure the band gap re-opens to 0.0833 eV (Figure 8(b)). The band structure for Pb0.5Sn0.5Te
here is found to be not symmetric along the X − L and L − W high-symmetry lines as shown in
Figure 8(b), which could lead to the topological crystalline insulators as a result of critical level of
SOC effect depending upon Pb and Sn concentrations [135]. The total electron DOS (Figure 8(d))
shows that the Pb1-xSnxTe alloys have a sharp peak near the valence band maximum (VBM) or
conduction band minimum (CBM), which implies a possible enhancement in the TE properties
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upon p- or n-type doping. The PbTe alloy is found to have a higher peak at the valence band near
the Fermi level than at the conduction band. By substituting Pb with Sn in PbTe alloy the sharp
peak of the DOS at the valence band decreases, while the peak at the conduction band increases,
and finally the DOS of SnTe alloy shows a sharp peak at the conduction band. These results would
suggest a higher Seebeck coefficient in the p-type PbTe and Pb-rich alloys (n-type SnTe and Snrich alloys). In addition, the study of local DOS (not shown here) of these compounds revealed
that the peaks near the CBM are mainly contributed by the p-orbital of Pb/Sn atoms, whereas the
peaks near the VBM are contributed by the p-orbital of Te atoms.

3.4.3 Thermoelectric properties
The Seebeck coefficients can be calculated as a function of the deviation of chemical
potential (µ) from the Fermi level (EF), and as a function of carrier concentration at different
temperatures. The value of Seebeck coefficient (S) is governed by the expression [167]
F

𝑆(𝑇) =

∫7F m^+(^)(^ ) 8)0H/0^
F

" ∫7F m^+(^)0H/0m^

,

(3.4.3-1)

where E, σ(E), f, µ, and T correspond to the energy, transport function, Fermi-Dirac function,
chemical potential, and temperature, respectively. The transport function can be expressed as
σ (E) = N(E)v2(E)τ(E),

(3.4.3-2)

where N(E), v(E) and τ(E) are density of states, Fermi velocity, and scattering time, respectively.
From the above Eq. (3.4.3-1), one can easily understand the abrupt increase of Seebeck coefficient
near the Fermi level as the term ∂f/∂E behaves like a Dirac delta function. Seebeck coefficient can
also be expressed thermodynamically as the derivative of electric potential (ϕ) with respect to the
thermal potential (T) as, [168]
S = (∂ϕ/∂T )P .

(3.4.3-3)
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Figure 9: The Seebeck coefficient (S) (top) and power factor (S2σ) ( bottom) as a function of
deviation of the chemical potential (µ) from the Fermi level (EF) at 300 K, 500 K, 700 K and 900
K of (a) PbTe, (b) Pb0.75Sn0.25Te, (c) Pb0.5Sn0.5Te, (d) Pb0.25Sn0.75 alloys. (d) The total DOS of
Pb1-xSnxTe (0 ≤ x ≤ 1) alloys.

The TE properties of Pb1-xSnxTe alloys are plotted as a function of the deviation of the chemical
potential (μ) from the Fermi level (EF) at different temperatures 300 K, 500 K, 700 K and 900 K
as presented in Figure 9. The maximum absolute values of Seebeck coefficient are found as 343.14
µV/K and 223 µV/K for p- and n-type PbTe alloy at 300 K. Although the Seebeck coefficients are
quite high at 300 K, the maximum power factor values for each of the Pb1-xSnxTe alloys are found
at 900 K, as affected by the corresponding temperature dependent electrical conductivity.
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Figure 10: (a, b) The Seebeck coefficient (S), (c, d) electrical conductivity (σ) and (e, f) power
factor (S2σ) of Pb1-xSnxTe alloys at 300 K and zero pressure as a function of carrier
concentration. Left and right panels correspond to p- and n- type dopings, respectively.

Table 3: The maximum values of absolute Seebeck coefficient (S) and power factor (S2σ) for pand n-type dopings in Pb1-xSnxTe alloys.
Alloys

Type

Max. S (µV/K)

Max. S2σ (10-3 Wm-1K-2)

PbTe

p

343.14

119.76

n

223.24

38.14

Pb0.75Sn0.25Te p

210.78

58.04

n

128.67

39.22

p

283.09

65.39

n

218.14

57.43

Pb0.25Sn0.75Te p

205.43

71.52

Pb0.5Sn0.5Te
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SnTe

n

160.59

78.80

p

229.17

87.35

n

246.32

148.32

The power factor (S2σ) values here are computed using the average relaxation time (τ = 4.48 × 1014

s) of PbTe alloy [169]. The p-type PbTe alloy and n-type SnTe alloy are found to have the

significantly highest maximum power factors of 119.76 × 10-3 Wm-1K-2 and 148.31 × 10-3 Wm1

K-2 at 900 K, respectively among all the alloys. As a result, the higher value of power factor

corresponds to the higher thermoelectric efficiency (figure-of-merit), due to which the power factor
is considered as an important thermoelectric quantity. The highest values of Seebeck coefficient
(S) and power factor (S2σ) for each of the p- and n-type alloys are shown in Table 3.
The transport coefficients calculated at 300 K and zero pressure are presented in Figure 10,
where the carrier concentrations are represented logarithmically. The p-type doping in PbTe and
n-type doping in SnTe are found to have maximum absolute Seebeck coefficients of 360.02 µV/K
at a hole concentration of 1.00 × 1018 cm-3 and 296.15 µV/K at an electron concentration of 3.99
× 1018 cm-3, respectively (Figures 10(a and b)), which are consistent with the DOS plot explained
above and in agreement with the previous studies [163,170]. For Pb0.5Sn0.5Te alloy, the Seebeck
coefficient is found be consistent for both p- and n-type dopings, which is a result of relatively
homogeneous DOS distribution in the valence and conduction bands of this compound. The
electrical conductivity (σ) increases logarithmically with the carrier concentration (see Figures
10(c and d)). The p-type doping in PbTe alloy and the n-type doping in SnTe alloy are found to
exhibit the highest power factors of 35.27 × 10-3 Wm-1K-2 at a hole concentration of 2.98 × 1020
cm-3, and 12.54 × 10-3 Wm-1K-2 at an electron concentration of 8.32 × 1020 cm-3, respectively
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(Figures 10(e and f)). The power factor for both p- and n-type doping in Pb0.5Sn0.5Te alloy is found
the second highest among all the alloys. Interestingly, the value of the power factor for PbTe alloy
here at 300 K (Figure 10(e)) (~ 6 × 10-3 Wm-1K-2 at a hole concentration of 5.01 × 1018 cm-3) is
relatively higher than the reported maximum values ~ 35 µWcm-1K-2 at a hole concentration 5.19
× 1018 cm-3, and ~ 1.90 mWcm-1K-2 in the hole concentration range of 1018 – 1019 cm-3 [170,171].
Similarly, the maximum power factor for SnTe alloy here at 300 K (Figure 10(e)) (1.08 × 10-3
Wm-1K-2 at 1018 cm-3 hole concentration) is nearly equal to the reported maximum value of about
1.1 mWcm-1K-2 in the hole concentration range of 1018 – 1019 cm-3 [171]. While having these
comparisons, it should be noted that we obtain maximum power factor values at 900 K among all
the temperature ranges for these alloys as discussed before.
In addition, I adopted the similar fixed carrier concentrations to calculate the temperature
dependence of Seebeck coefficient and power factor at different carrier concentrations and zero
pressure (Figures 11 and 12 in Supporting Information) for the better comparison with previous
studies [163,169,170]. The calculated Seebeck coefficients of PbTe (at a hole and electron
concentration of 5.19 × 1018 cm-3 and 3 × 1019 cm-3, respectively) and SnTe alloys (at a hole
concentration of 6.25 × 1020 cm-3)

here are in good agreement with the experimental

results [170,172–175], and are also in a good agreement with the theoretical works [163,169] for
the similar hole/electron concentrations in PbTe/SnTe alloys. Hence, following this, the TE
properties for the rest of Pb1-xSnxTe ternary alloys in this work are also expected to be consistent.
These all-promising results confirm the possible enhancement of TE figure-of-merit in these Pb1xSnxTe

alloys.
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3.5 Conclusion
In summary, DFT calculations were performed to obtain the structural and electronic
properties of Pb1-xSnxTe alloys combined with Boltzmann transport theory to investigate the
thermoelectric properties. The SOC was found to play a significant role in the electronic properties
of the compounds leading to narrow or zero band gaps, which are closer to the experimental band
gaps. Temperature was found as an important factor on enhancing the thermoelectric properties by
increasing the maximum values of power factor. I found that the p-type PbTe and n-type SnTe
alloys have significantly higher maximum values of Seebeck coefficient (power factor) of 343.14
μV/K at 300K (119.76 × 10-3 Wm-1K-2 at 900 K) and 246.32 μV/K at 300 K (148.32 × 10-3 Wm1

K-2 at 900 K), respectively. These higher power factor values could lead to higher values of

figure-of-merit for Pb1-xSnxTe alloys depending upon their lattice and electronic thermal
conductivities. Hence, the Pb1-xSnxTe alloys could be promising candidates for highly efficient TE
materials, and will stimulate the experimental and theoretical studies for various thermoelectric
applications. We believe that the results presented here pave the way to a deeper understanding of
the electronic and thermoelectric properties of Pb/SnTe-based materials.
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Supporting Information

Figure 11: Temperature dependence of the Seebeck coefficient for p- and n-type dopings (top
and bottom, respectively) for (a) PbTe, (b) Pb0.75Sn0.25Te, (c) Pb0.5Sn0.5Te, (d) Pb0.25Sn0.75Te,
and (e) SnTe at zero pressure and at different hole/electron concentrations. Carrier
concentrations are: nh1 = 5.19 × 1018 cm-3, nh2 = 1.2 × 1019 cm-3, nh3 = 6.25 × 1020 cm-3, nh4 = 5.0
× 1021 cm-3, ne1 = 6 × 1018 cm-3, ne2 = 3 × 1019 cm-3, ne3 = 6.25 × 1020 cm-3, and ne4 = 5.0 × 1021
cm-3.
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Figure 12: Temperature dependence of the power factor for p- and n-type dopings (top and bottom,
respectively) for (a) PbTe, (b) Pb0.75Sn0.25Te, (c) Pb0.5Sn0.5Te, (d) Pb0.25Sn0.75Te, and(e) SnTe at zero
pressure and at different hole/electron concentrations. Carrier concentrations are: nh1 = 5.19 × 1018 cm3 n = 1.2
, h2
× 1019 cm-3, nh3 = 6.25 × 1020 cm-3, nh4 = 5.0 × 1021 cm-3, ne1 = 6 × 1018 cm-3, ne2 = 3 ×
1019 cm-3, ne3 = 6.25 × 1020 cm-3, and ne4 = 5.0 × 1021 cm-3.
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4
Chapter Four: Thermoelectric and lattice dynamics properties of
layered MX (M = Sn, Pb; X = S, Te) compounds
4.1 Abstract
Lead and tin chalcogenides are extensively studied due to their promising thermoelectric (TE)
properties. They show an enhancement in the TE efficiency upon the reduction of dimension,
which is an important feature in device fabrications. Using density functional theory combined
with the semi-classical Boltzmann transport theory, we studied the structural, electronic, and TE
properties of two-dimensional (2D) MX (M = Sn, Pb; X = S, Te) monolayers (MLs). Spin-orbit
coupling played significant role on their electronic structure, particularly for the heavy
compounds. Structural optimization followed by phonon transport studies prevailed that the
rectangular (γ-) phase is energetically the most favorable for SnS and SnTe MLs, whereas the
square structure is found the most stable for PbS and PbTe MLs. These 2D materials exhibit high
Seebeck coefficients (1000 - 1500 µV/K) and power factors ((33 - 77.3) × 10-4 Wm-1K-2) along
with low lattice thermal conductivities (< 3 Wm-1K-1)—these are the essential features of good TE
materials. The maximum figure of merits (ZT) of 1.04, 1.46, 1.51, and 1.94 are predicted for ntype SnS, SnTe, PbS, and p-type PbTe MLs, respectively at 700 K, which are higher than their
bulk ZT values. Hence, these MLs are promising candidates for TE applications.

4.2 Introduction
The energy demand is increasing widely due to the surge in economic growth, which
increases the risk of a future scarcity of natural energy resources and global warming [176,177].
This fact has urged the academic governmental authorities and industries to seek new resources
that have to be renewable, sustainable, and environment friendly. One of the promising renewable
resources is thermoelectric (TE) energy. TE devices are composed of two dissimilar
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semiconductors (namely, p- and n-type) that are connected electrically in series and thermally in
parallel—these devices can operate for a direct conversion of thermal energy into electricity or
vice versa. The operation of TE devices is driven by three inter-related phenomena; Seebeck,
Peltier, and Thomson effects [178–180]. The TE performance of a material is measured by a
dimensionless quantity ZT called the figure of merit expressed as
𝑍𝑇 =

* ' +"
d

,

(4.2-1)

where S, σ, T, and κ refer to the Seebeck coefficient, electrical conductivity, temperature, and
thermal conductivity (sum of the electronic thermal conductivity (κe) and the lattice thermal
conductivity (κl)). It is important to note that improving the value of ZT has been a challenging
task because of the inter-correlated individual parameters contributing to ZT, which in turn gives
rise to a low energy conversion efficiency. High-quality PbTe samples, which are the most studied
in the group IV-VI compounds, with optimal doping is found to have inherently high TE efficiency
that can be further increased by band structure engineering [180–185]. The least studied compound
among IV-VI compounds is PbS—it was also found to have a good ZT value of 0.8 in its inherent
form that increases to ~ 1 upon delicate manipulation of the nanostructured secondary phase [186–
189]. Also, p-type doped SnTe with Ag has shown a high TE efficiency of ~ 1.23 [190]. Other
monochalcogenides such as SnS, GeSe, GeS, and GeTe were also theoretically predicted to have
a good TE performance [191,192].
Since the discovery of graphene, two-dimensional (2D) materials have been extensively
studied regarding their novel structural, electronic, optical, and TE properties due to their potential
photovoltaic, optoelectronic, and transistor based applications [193–201]. Typical 2D materials
such as group IV-VI chalcogenides are found to have relatively high electrical properties such as
the Seebeck coefficient and electrical conductivity. They also possess a low lattice thermal
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conductivity, which leads to a reasonably good TE efficiency. Nano-structuring of bulk materials
has been investigated to be efficient in reducing the lattice thermal conductivities that lead to a
higher TE figure of merit (ZT) [186,202,203]. It was also found that the Seebeck coefficient
increases as a result of the higher density of states near the Fermi level in low dimensional
materials, which corresponds to the higher efficiency [204–208]. Recent reports on 2D monolayers
(MLs) of SnS and SnSe showed optimal ZT values of 1.88 and 2.63 - 3.27, respectively [116,209].
Another study predicted higher ZT values over 2.5 for SnX (X=Te, Se, S) MLs in their hexagonal
(β-) phase [123]. All of these facts make group IV-VI layered compounds promising candidates
for TE applications.
This work is devoted to study the effect on the TE properties of lead (Pb) and tin (Sn)
chalcogenides upon the reduction of dimensionality from their bulk to the most stable 2D phases.
In the recent studies, tin chalcogenide (SnS and SnTe) MLs were found to crystallize in the γ(rectangular) phase, whereas lead chalcogenide (PbS and PbTe) MLs were found to crystallize in
the square structure at room temperature [210,211]. In specific, γ-phase of SnTe was observed to
be the most stable structure at the mono- and bi-layered limit [212,213]. Similar to previous studies
on group IV-VI layered compounds [116,214,215], a temperature range from 300 K to 700 K is
adopted in this work for the consistent comparison. A significantly high TE efficiency is predicted
in these compounds as they are found to have high Seebeck coefficients and low lattice thermal
conductivity. The rest of the paper is organized as: Section 4.3 includes the computational method;
Section 4.4 presents the results and discussion; and Section 4.5 summarizes the concluding
remarks.
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4.3 Computational methods
Structural and electronic calculations were performed using density functional theory
(DFT) based on first principles as implemented in the VASP including the van der Waals
interaction [145,146,148,149,216]. The generalized gradient approximation (GGA) using the
projector augmented wave method with Perdew-Burke-Ernzerhof (PAW-PBE) functional was
used for the exchange and correlation effects [147]. A cut-off energy of 450 eV was used with the
atomic plane, and its neighboring images were separated by up to a 15 Å vacuum in the z-direction
to avoid the interactions between the periodic images. Structures were fully optimized with the
convergence criteria for the total energy results to a threshold of 10-5 eV per atom and forces to
10-6 eV/Å. Primitive unit cells with k-meshes of 18 × 18 × 1 and 36 × 36 × 1 were used to compute
the structural relaxation and density of states/transport calculations, respectively.
The transport coefficients (S, σ, and κe) are obtained by using semi-classical Boltzmann
theory as implemented in the BoltzTraP2 code (version-19.7.3) [152], which uses the inputs from
DFT calculations based on the rigid band approximation (RBA). The Seebeck coefficient (S) is
independent of the relaxation time (τ), whereas σ and κe are calculated relative to τ. Under the
constant relaxation time approximation, the relaxation time (τ) is set to 1.0 × 10-14 s which was the
value adopted in similar calculations [191,215,217]. The lattice thermal conductivity (κl) was
calculated using the second-order (harmonic) and third-order (anharmonic) interatomic force
constants (IFCs) as implemented in the package ShengBTE [114]. To calculate the second-order
IFCs, PHONOPY code [218] was used with a supercell of 5 × 5 × 1 and k-mesh of a 5 × 5 × 1.
The force constants (Ciα;jβ) are then obtained from the forces that result from the displacements in
a system as
𝐶:o;Aƒ = −

j+D
„,E

,

(4.3-1)
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where Fiα is the force acting on atom i along the α direction due to the displacement Δjβ (along the
β direction of atom j). The displacement amplitude of 0.01 Å was applied for the atom along with
±x, ±y, and ±z directions. A nearest-neighbor interaction up to the 7th nearest neighbors with a
supercell of 5 × 5 × 1 was set up for the calculation of third-order IFCs for all compounds.
The transport properties of a system are evaluated using the distribution function of the
electron gas, which tells how the electrons are distributed in the momentum (k-) space. At
equilibrium, the distribution function follows Fermi-Dirac statistics given as [219]
𝑓 (F) (𝜀 ) =

&
/Ngh6768 i'&
59 &

(4.3-2)

,

where 𝜀 , 𝜀j , 𝑇, and 𝑘k are the carrier energy, Femi energy, temperature, and Boltzmann constant,
respectively. Three possible reasons account for the change in the electron distribution in k-space:
the motion of the electrons (diffusion), external forces, and scattering processes. The Boltzmann
transport theory was developed to describe the distribution function in the presence of these effects.
By implementing the linearized version of the Boltzmann transport equation (BTE) under
relaxation time approximation, the transport distribution function can be calculated as [152]
𝜎(𝜀 , 𝑇) = ∫ ∑l 𝑣l d 𝑣l,d 𝜏l,d 𝛿n𝜀 − 𝜀l d o
,
,

md
nY:

(4.3-3)

,

where 𝑣l,d , 𝜀l,d , and 𝜏l,d are the velocity, energy, and relaxation time for the electron in the b-th
band at point k in the Brillouin zone, respectively. The moments of transport coefficients can be
written as
ℒ (o) (𝜇; 𝑇) = 𝑞7 ∫ 𝜎(𝜀 , 𝑇)(𝜀 − 𝜇)o 5− 0H

(1) (

Z ;8 ," )6 𝑑𝜀
,
0Z

(4.3-4)

where q is the electric charge, f(0) is the Fermi-Dirac distribution function, 𝜇 is the chemical
potential, and α is the index (can have values 0, 1, 2, and so on). Then the electrical conductivity
(σ), electronic thermal conductivity (κe), and the Seebeck coefficient (S) can be calculated as
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𝜎 = ℒ (F) ,
𝑘/ =
𝑆=
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(4.3-5)
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4.4 Results and discussions
4.4.1 Structural and electronic properties
This subsection presents the structural and electronic properties of the 2D MX (M = Sn,
Pb; X= S, Te) MLs along with their bulk analogs. The structural optimizations showed that all of
them in their bulk form crystallize in the cubic structure (space group of Fm3m) except SnS, which
has an orthorhombic structure (space group of Pnma). The MLs of PbTe (PbS) and SnS retain the
square and orthorhombic/rectangular structures, respectively as shown in Figure 13. However,
SnTe is transformed into rectangular in its ML limit. The calculated lattice parameters are
summarized in Table 4, which are in good agreement with previous results. The thermodynamic
stability of these compounds was examined by calculating their formation energy (Ef), which is
the difference in the total energy of a compound and the energy of its constituent atoms in their
stable structures, and can be formulated as [220]
=
…
=…
𝐸H = 𝐸7f
− 𝑚𝐸kV!d
− 𝑛𝐸kV!d
,

(4.4.1-1)

=… is the total energy of the layered MX (M = Pb, Sn; X = S, Te) compounds, and =
where 𝐸7f
𝐸kV!d
…
and 𝐸kV!d
represent the average energy of the bulk M and X crystals, respectively, and m and n

represent the numbers of the corresponding atoms in the layered MX compound. The negative
values of the formation energy (Table 6, Supporting Information) indicate that these compounds
are energetically stable in their 2D form.
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Figure 13: Crystal structure of a 2 × 2 × 1 supercell of MX (M = Sn, Pb; X= S, Te) MLs. (a) Top
view and (b) Side view of SnS (SnTe); (c) Top view and (d) Side view of PbS (PbTe).
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Table 4: Optimized lattice constants of bulk and layered MX (M = Sn, Pb; X= S, Te) compounds
along with previous results.
Compounds Lattice constant (Å)
Bulk
This work
SnS

Monolayer
Previous results

11.41, 4.02, 4.43 11.4, 4.04, 4.35 [191]

This work

Previous results

4.33, 4.08

4.31, 4.07 [116]
4.24, 4.07 [221]

SnTe

6.40

6.41 [154]

4.66, 4.58

4.73, 4.57 [212]
4.54, 4.58 [222]

PbS

5.99

5.94 [223]

4.25

4.23 [224]

4.67

4.65 [225]

5.99 [151]
PbTe

6.56

6.56 [151,154]

4.63 [224]

The electronic band structure and total density of states (DOS) of SnS, PbS, SnTe and PbTe
MLs including spin-orbit coupling (SOC) are shown in Figure 14 (see their bulk electronic
structures in Figure 20, Supporting Information). It is found that SnS and SnTe MLs have indirect
band gaps, while PbS and PbTe MLs have direct band gaps. The values of the electronic band gap
for each of the layered compounds (with and without SOC) and their bulk forms (with SOC) are
listed in Table 4 along with previous reports. The MLs have larger band gaps than their
corresponding bulk forms, which is partially due to the quantum confinement effect [136]. These
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changes in the band gaps affect the TE properties as discussed in subsection 4.4.3. The band gaps
(without SOC) of PbS and PbTe MLs are close to previous results. However, SOC is an intrinsic
property of atoms/compounds and known to have a crucial effect that breaks the degeneracy of
band dispersion and thereby affects the band gap [226,227]. This is noticed for the investigated
compounds that have heavy elements (PbTe, PbS and SnTe). Hence, the SOC was considered for
TE calculations.

Figure 14: The SOC included electronic band structure along Γ-X-S-Y-Γ high-symmetry k-points
and total density of states (DOS) of (a) SnS, (b) SnTe, (c) PbS, and (d) PbTe MLs. The red-colored
band indicates the valence band maximum and conduction band minimum.
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Table 4: The electronic band gap of MX (M = Sn, Pb; X= S, Te) compounds in their bulk and
layered forms along with previous results. Values in parenthesis indicate the band gaps without
SOC.
Compounds
Band gap (eV)
Bulk

SnS

Monolayer

This work

Previous results

This work

Previous results

1.13

0.91 [191]

1.69 (1.62)

1.96 [228]
1.52 [224]

SnTe

0.106

0.097 [162]

0.80 (0.86)

0.7 [222]
0.72 [224]

PbS

0.113

0.074 [151]

1.44 (1.73)

1.66 [224]

PbTe

0.116

0.091 [151]

0.73 (1.31)

1.26 [225]
1.20 [224]

4.4.2 Lattice dynamics properties
Lattice dynamics properties are studied to investigate the structural stability of the
discussed materials and to evaluate their lattice thermal conductivity (κl). The phonon band
structure of these MX (M = Sn, Pb; X= S, Te) MLs are shown in Figures 15(a, d, g, j). The positive
frequencies of these compounds indicate that they are dynamically stable. However, there is a
small imaginary frequency near the G-point, which is a common numerical issue in such 2D
systems [222]. The correction of this marginal error requires higher basis set parameters such as
cut-off energy, k-points, etc. Therefore, the trade-off is acceptable in these calculations. As the unit
cell has 4 atoms, there are a total of 12 (3N) modes of vibrations, where the lowest three branches
correspond to the acoustic modes and the rest nine are the optical modes. The phonon DOS of
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these MLs show that Pb/Sn/Te atoms have relatively lower frequencies than S atoms (see Figures
15(b, e, h, k)). This can be attributed to the heavier masses of Pb/Sn/Te atoms than that of S atom.
The group velocity is defined as the slope of the dispersion relation, given as vg = 𝜕𝜔(𝑘)/𝜕𝑘, which
is an important factor in determining the κl as κl ∝ vg, see Eq. (4.4.2-1). From Figures 15(c, f, i, l),
it is evident that the intermediate optical branches show a significant contribution to the group
velocity, in agreement with previous studies [214,225,229,230]. In addition to vg, the specific heat
capacity (Cv) is also an important thermal property of a material required to estimate κl.

Figure 15: Phonon band structure along Γ-X-S-Y-Γ high-symmetry k-points, phonon density of
states (PDOS) and group velocity of (a-c) SnS, (d-f) SnTe, (g-i) PbS, and (j-l) PbTe MLs. TA1,
TA2, and LA represent out of plane transverse, in-plane transverse and longitudinal acoustic
branches, respectively.
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The dependence of Cv on the temperature in MX MLs can be observed as shown in Figure
21 of the Supporting Information. The value of Cv is found to increase as a function of the
temperature. The PbTe ML is found to exhibit a higher value of Cv than other compounds due to
its relatively higher molar mass. At higher temperatures, the value of Cv converges to a classical
limit of Dulong and Petit, which assumes a constant specific heat for solids.
The lattice thermal conductivity (κl) is an important quantity in the performance of a
thermoelectric device, which can be calculated using the following equation [114]
oƒ

𝜅!

=

&
d9 " ' y;

∑† 𝑓F (𝑓F + 1) (ℏ𝑤† )7 𝑣†o 𝐹†,ƒ

(4.4.2-1)

where Ω is the volume of the unit cell, N is the number of q-points, f0 is the phonon distribution
function, ωλ and νλ are the angular frequency and group velocity of phonon mode λ, respectively.

Figure 16: Lattice thermal conductivity (κl) of SnS, SnTe, PbS, and PbTe MLs as a function of
temperature.

Table 5: Comparison of lattice thermal conductivities (κl) of MX (M = Sn, Pb; X= S, Te) MLs
with their bulk forms at 300 K.
Compounds

κl (Wm-1K-1)
Monolayer

Bulk
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Armchair

Zigzag

SnS

2.76

2.94

0.45 [191]

SnTe

1.47

1.69

2 [162]

PbS

1.16

2.5 [189]

PbTe

1.41

2 [181]

The calculated κl at different temperatures is presented in Figure 16, which shows that SnS and
SnTe MLs have κl values of 2.76 (2.94) and 1.47 (1.69) Wm-1K-1 along with armchair (zigzag)
direction, respectively, at 300 K. At the same temperature, the values of κl for PbS and PbTe are
1.16 and 1.41 Wm-1K-1, respectively. The calculated κl values of SnS MLs in the present work are
in good agreement with the recently reported results 4.4 (4.7) Wm-1K-1 [116] and 2.95 (3.21) Wm1

K-1 [214] at 300 K along the armchair (zigzag) direction. These κl values are lower than the

corresponding bulk forms of SnTe, PbS, and PbTe MLS, whereas they are higher for the case of
SnS ML, see Table 5. Interestingly, all of these values are very low as compared to other 2D
materials: graphene (~ 2200 Wm-1K-1) [231], phosphorene (13.6 Wm-1K-1) [232], MoS2 (103 Wm1

K-1), MoSe2 (54 Wm-1K-1), WS2 (142 Wm-1K-1) and WSe2 (53 Wm-1K-1) [195]. The value of κl

decreases with increasing the temperature (κl ∝ 1/T) [233] due to the anharmonic phonon scattering
resulting from severe lattice vibration at higher temperatures. Thus, the lower values of κl
contribute to the higher values of ZT thereby leading to better TE performance.
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4.4.3 Thermoelectric properties

Figure 17: Electrical conductivity (𝜎) and electronic thermal conductivity (κe) as a function of the
deviation of the chemical potential from the Fermi level (µ-EF) at different temperatures 300 K, 500
K, and 700 K for (a and e) SnS, (b and f) SnTe, (c and g) PbS, and (d and h) PbTe MLs. Solid lines
represent the values in armchair directions and the dashed lines represent the values in zigzag
directions (for SnS and SnTe).

The calculated electrical conductivity (σ) and electronic thermal conductivity (κe) as a
function of the deviation of the chemical potential from the Fermi level (µ-EF) at different
temperatures 300 K, 500 K, and 700 K are shown in Figure 17. As SnS and SnTe MLs have the
rectangular structure, the values are shown for the zigzag (dashed line) and armchair (solid line)
directions. A significantly high value of σ in the order of 106 Ω-1m-1 is found near both the
conduction band (n-type) and valence band (p-type) (Figures 17(a-d)). However, the electrical
conductivity is lower in MLs than in their bulk forms due to the increase in band
gaps [162,186,191,234]. Besides, one can notice that σ decreases with the increase of temperature,
which is related to the increase in the scattering rate of charge carriers at higher temperatures.

56

However, κe is found to increase with the increase of temperature as more electrons are excited at
high temperatures (Figures 17(e-h)). The values of κe are higher in SnTe and PbTe MLs near the
conduction band (for n-type) in comparison with SnS and PbS MLs. The anisotropy in the value
of σ and κe for SnS and SnTe MLs can be attributed to the fact that the structures are not cubic (a1
≠ a2). The calculated κe values in this work are found to agree with the result obtained using
Wiedemann-Franz law κe = LσT (as shown in Figure 22 of Supporting Information), where L is
Lorenz number, which is about 1.5 ×10-8 WΩK-2 for non-degenerate (lightly doped)
semiconductors [235].
The Seebeck coefficients (S) and power factors (S2σ) as a function of µ-EF at different
temperatures are presented in Figure 18. As the SnX (X = S, Te) MLs have quite a similar band
distribution along Γ-X and Γ-Y directions, the effective mass along both the armchair and zigzag
directions should also be similar [123]. This leads to the less directional dependence of Seebeck
coefficient for these compounds as depicted in Figures 18(a and b). At 300 K, the value of |S| in
SnS reaches to the highest peak value ~ 1500 µV/K, while SnTe shows the lowest peak value ~
1200 µV/K among the four compounds. The value of |S| is found to decrease on increasing the
temperature, which is attributed to the bipolar conduction [116,236]. The maximum values here
are higher than their bulk counterparts [162,189,191].
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Figure 18: Seebeck coefficient (S) and power factor (S2σ) as a function of deviation of the chemical
potential from the Fermi level (µ-EF) at different temperatures 300 K, 500 K, and 700 K for (a and
e) SnS, (b and f) SnTe, (c and g) PbS, and (d and h) PbTe MLs. Solid lines represent the values in
armchair directions and the dashed lines represent the values in zigzag directions (for SnS and
SnTe).

On the contrary, the power factors (S2σ) are found higher at the higher temperatures as
affected by the corresponding higher σ values (Figures 18(e-h)). The optimized maximum values
of S2σ for p- and n-type of these compounds at 700 K are summarized in Table 6. PbS and PbTe
MLs have high S2σ values near the valence band (p-type), whereas SnS and SnTe MLs have higher
values near the conduction band (n-type). Among all compounds, SnTe shows the maximum S2σ
of 77.3 × 10-4 Wm-1K-2, whereas SnS has the least value of 33 × 10-4 Wm-1K-2. However, higher
S2σ values do not necessarily imply higher ZT due to its dependence on the values of thermal
conductivities κe and κl.

58

Figure 19: Calculated TE figure of merit (ZT) as a function of the deviation of the chemical
potential from the Fermi level (µ-EF) at different temperatures 300 K, 500 K and 700 K for (a)
SnS, (b) SnTe, (c) PbS, and (d) PbTe MLs. Solid lines represent the values in armchair directions
and the dashed lines represent the values in zigzag directions (for SnS and SnTe).

Table 6: Maximum values of power factor (S2σ) and the TE figure of merit (ZT) for p- and n-type
of SnS, SnTe, PbS, and PbTe MLs along with their bulk forms.
Compounds

SnS

Monolayer
Type

S2σ (10-4 Wm-1K-2)

ZT

ZT

p

33.38

0.87

~ 1 (Only κe

33

1.05

used) [191]

43.76

1.41

0.3 [162]

77.3

1.46

42.24

1.47

28.5

1.51

58.61

1.96

41.22

1.59

n
SnTe

p
n

PbS

p
n

PbTe

Bulk

p
n

59

0.96 [189]

0.77 [140]

The calculated figure of merit (ZT) under different temperatures as a function of µ-EF is shown in
Figure 19, where the value of ZT increases with temperature. The n-type SnS is found to have a
maximum ZT value of 1.04 (0.87) at 700 K along the armchair (zigzag) direction. However, in the
case of SnTe, the armchair and zigzag directions exhibit maximum ZT values of 1.46 and 1.41 for
n- and p-type doping, respectively at 700 K. The anisotropy in ZT here is due to the anisotropy in
σ, κe, and κl values along the armchair and zigzag directions. The highest ZT values of 1.51 and
1.96 are obtained for n-type PbS and p-type PbTe, respectively at 700 K. However, these
compounds can be used both as p- or n-type in TE applications as the peaks on ZT along both the
conduction and valence bands are significantly high. The maximum values of ZT for the p- and ntype of each of the materials are much higher as compared to their bulk counterparts as listed in
Table 6.

4.5 Conclusion
Structural, electronic, phonon transport, and TE properties of 2D SnS, SnTe, PbS, and PbTe
MLs are investigated using DFT method combined with the Boltzmann transport theory. All
compounds show direct band gaps except SnS, which exhibits an indirect band gap. Among all
compounds, PbS ML shows the lowest lattice thermal conductivity at all temperatures. The highest
ZT value of 1.96 was predicted for PbTe ML at 700 K. These materials show good TE properties
such as high Seebeck coefficients, high power factors, and low thermal conductivities, which make
them promising materials for efficient TE applications. In addition to the good TE performance of
layered structures, they are important to miniature the size of devices and also require less material
to fabricate a TE device than while using the bulk forms. Further experiments and theoretical
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studies on these compounds with a wider range of doping levels and carrier concentrations could
be an important path forward to shed light on TE efficiency enhancement and device applications.
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Supporting Information

Table 7: Formation energy of the layered MX (M = Sn, Pb; X = S, Te) compounds. The negative
values of the formation energy imply the structural stability of these compounds.
Compound

Ef (eV)

SnS

-0.22

SnTe

-0.08

PbS

-0.25

PbTe

-0.13

Figure 20: The electronic band structure of bulk (a) SnS, (b) SnTe, (c) PbS, and (d) PbTe.
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Figure 21: Specific heat capacity (Cv) as a function of temperature for (a) SnS, (b) SnTe, (c) PbS,
and (d) PbTe MLs.

Figure 22: Electronic thermal conductivity (ke) using the Wiedemann-Franz law (ke = LσT) at
different temperatures 300 K, 500 K and 700 K for (a) SnS, (b) SnTe, (c) PbS, and (d) PbTe
MLs. Solid lines represent the values in armchair directions and the dashed lines represent the
values in zigzag directions (for SnS and SnTe).

63

5
Chapter Five: Thermal conductivity and enhanced thermoelectric
performance of SnTe bilayer
5.1 Abstract
Tin chalcogenides (SnS, SnSe, and SnTe) are the emerging key thermoelectric (TE) materials with
low toxicity and eco-friendly nature, which could serve as an alternative to toxic lead-based alloys.
The Sn-based alloys are also found to have improved TE properties upon the reduction of their
dimensionality. The structural optimization, molecular dynamics and phonon transport
calculations predicted the tilted AA + s stacked two-dimensional (2D) SnTe bilayer as the
energetically stable structure. The deformation potential theory was used to evaluate the carrier
mobility and relaxation time, which are found to be relatively high due to the high 2D elastic
modulus, low deformation potential constant and moderate effective masses. The SnTe bilayer
shows a high Seebeck coefficient, high electrical conductivity and significantly low lattice thermal
conductivity (< 1.91 W m-1 K-1). The as high TE figure of merit (ZT) values as 3.48 (4.61) along
the armchair (zigzag) direction, are predicted for SnTe bilayer within the carrier concentration
range of the order 1012 - 1013 cm-2. These ZT values are greatly enhanced as compared to bulk as
well as monolayer SnTe and other 2D compounds.

5.2 Introduction
With the rapid growth of global population, the energy demand by human needs is increasing
day by day. To date, most of the energy consumption is being fulfilled by the conventional energy
source based on the fossil fuels, which, in addition of being non-renewable, are responsible for the
large amounts of carbon dioxide emissions and adverse global environmental changes [237,238].
These facts have stimulated researchers and governmental authorities to search for the ecofriendly, carbon neutral and renewable energy sources. Solar, wind, hydropower, geothermal and
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thermoelectric (TE) energy are some of the renewable energy sources. Recently proposed
technologies: self-charging perovskite solar capacitors, dye-sensitized solar cells, photoelectrochemical cells, etc. are of a particular interest for promising solar photovoltaics energy
applications [238–244]. Likewise, the TE materials are solid-state semiconductors that can be used
for harvesting the waste heat produced in thermal power generation and convert it into electricity
or vice versa. The ideal energy conversion efficiency of a TE device can be expressed as [203,245]
𝜂=

"! ) ""

where

"!

[
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(5.1-1)
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is the Carnot efficiency; TH and TC are the temperatures of the hot and cold ends,

respectively. ZTavg is the average temperature TE figure of merit (ZT) value, which is given as
* ' +"

ZT = (- '- ).
(

(5.1-2)

)

Here S, 𝜎, T, 𝜅! and 𝜅/ represent the Seebeck coefficient, electrical conductivity, temperature,
lattice and electronic thermal conductivities, respectively. From Eq. (5.1-1) it is clear that,
optimizing the ZT value is essential to increase the energy conversion efficiency (𝜂).
Group IV-VI compounds are widely used in photovoltaics and thermoelectrics as they are earthabundant, less toxic, chemically stable and environmentally compatible [188,246–248].
Germanium and tin chalcogenides have attracted a great deal of interest due to their large Seebeck
coefficient, high power factor and low thermal conductivity [191,249]. In addition, lead and tin
chalcogenides are investigated intensively as TE materials due to their intrinsic lattice
anharmonicity

and

structural

anisotropy,

which

are

useful

in

improving

the

TE

performance [131,132,250,251]. The TE materials based on SnTe alloys have been explored with
great interests in the industrial and automotive applications as alternatives of PbTe-based alloys
due to the toxicity associated with Pb to the environment and human health [252–256]. Although
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SnTe is nontoxic, earth-abundant and known to be stable in the intermediate temperature range of
400 - 900 K, it has much smaller Seebeck coefficient and ZT values in its pristine bulk form as
compared to that of PbTe. This is related to the inherent Sn vacancies of SnTe which lead to higher
hole concentrations [256].
Lowering the dimensionality is one of the efficient methods for increasing the TE efficiency
due to the increase in the Seebeck coefficient and the electrical conductivity along with the lattice
thermal conductivity reduction [186,202,203]. Two-dimensional (2D) monolayers (MLs) of black
phosphorus and group-IV chalcogenides are found to have much enhanced TE performance than
their bulk forms [116,257,258]. Moreover, ultrathin SnTe layers and SnS thin films are recently
synthesized

along

with

their

diverse

structural,

electronic

and

ferroelectric

properties [136,213,259]. Recent theoretical studies of SnTe MLs predicted promising ZT values
above 3.81 in 𝛽′ (hexagonal)-phase at 900 K and ~ 1.46 in 𝛾 (rectangular)-phase at 700
K [258,123]. The SnTe ML has zigzag and armchair like projections of atoms within the plane.
The bilayer structure of a layered compound can be created by stacking two MLs (one at the top
of other in a certain pattern). Importantly, the most stable type of stacking (AA, AB, etc.) at room
temperature entirely depends on the chemical and structural properties of the corresponding
material. The most stable bilayer structure of group IV-VI compounds, such as GeSe and SnSe,
was found to be the AA stacked configuration [117,260]. Although there are intensive studies on
the TE properties of SnTe MLs, reports on its bilayer structures are rare, which is the stimulus of
the present work.
In this work, the structural, electronic, lattice dynamics and thermoelectric properties of AA +
s (upper ML shifted by

&
‡

a1) SnTe bilayer are presented. The rest of this paper is organized as
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follows: Section 5.3 presents the computational methods, section 5.4 includes the results and
discussion and, finally, the concluding remarks are presented in section 5.5.

5.3 Computational Methods
Calculations are based on density functional theory combined with the Boltzmann transport
formalism as implemented in VASP package [149]. The exchange and correlation energy
contributions were described by the Perdew-Burke-Ernzerhof (PBE) functional [147], and the
ionic cores of the atoms were represented within the projector augmented-wave (PAW) formalisms
as the pseudopotentials [261]. The van der Waals interaction is included by using the vdW-DF
scheme [216] with the optimized cut-off energy of the plane wave expansion is set to 500 eV. The
Brillouin zone (BZ) is sampled using 18 × 18 × 1 Monkhorst-Pack (MP) k-point grids, centered at
Γ-point for the structural optimization. A vacuum region of 15 Å perpendicular to the z-direction
was employed to avoid the interactions between the periodic images of the unit cell. Total energies
and forces were converged up to 0.001 meV per atom and 0.001 eV/Å, respectively. The electronic
transport calculations were performed using the semiclassical Boltzmann transport theory as
implemented in the BoltzTraP2 package (version - 20.2.1) [152]. Sufficiently dense k-point grids
of 36 × 36 × 1 were used to compute the density of states calculations. The deformation potential
(DP) theory [262] is applied to study carrier mobility and the relaxation time as the DP theory has
been extensively applied in similar 2D and 1D materials [116–121].
The lattice dynamics and vibrational stability were investigated using PHONOPY [218].
A supercell of 4 × 6 × 1 of SnTe bilayer unit cell with the 4 × 4 × 1 k-point grids were used for the
phonon dispersion and the second-order (harmonic) interatomic force constants (IFCs) calculation
with a default finite displacement of 0.01 Å. The third-order (anharmonic) IFCs were calculated
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using a supercell of 4 × 4 × 1 with the 4 × 4 × 1 k-point grids, where the interactions are considered
oƒ

up to the fifth nearest neighbors. The second- and third-order IFCs are evaluated as 𝜙:A =
oƒˆ

and 𝜙:Ad =

0: {
,

0JD+ JE JG5

0' {
,

0JD+ JE

, respectively, where V is the potential energy of the phonon system, r represents

the atomic positions of the corresponding atoms (i, j, and k) and 𝛼, 𝛽, 𝛾 represent the cartesian
directions of the finite displacements [114,263]. The calculated second- and third-order IFCs are
used in ShengBTE code [114] to evaluate the lattice thermal conductivity and other
thermodynamic parameters. The CONTROL file with the input tags used in this calculation is
available in theSupporting Information.
The structural vibrational stability of SnTe bilayer was tested by using the Car-Parrinello
molecular dynamics (MD) calculations, as implemented in SIESTA package [264], at 700 K for
an NPT ensemble. A 4 × 4 × 1 supercell was used up to 17,000 fs, with 1.5 fs time resolution for
each time step. Standard DZP basis sets with Troullier-Martins pseudopotentials considering van
der Waals correction by Berland and Per Hyldgaard were employed [265–267]. The MD
calculations were performed using identical Parinello-Rahman mass and Nose mass of 3500 Ry ×
fs2 with a sampling of 1 × 1 × 1 k-point grid and cut-off energy of 150.0 Ry.

5.4 Results and discussions
5.4.1 Structural and electronic properties
The structural optimization was carried out by taking SnTe ML as a basic building block
with various-stacking configurations. The initial configuration was chosen as the AA-stacking,
and then the upper ML is shifted by some fractions of the lattice constant along x-direction (a1).
The cohesive energy here is calculated as
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Ec = (E(SnTe-bilayer) – E(SnTe-low) – E(SnTe-up))/(m + n),

(5.4.1-1)

where E(SnTe-bilayer), E(SnTe-low) and E(SnTe-up) are the total energies of SnTe bilayer, SnTe lower layer
and the upper layer, respectively; m and n are the numbers of Sn and Te atoms in the SnTe bilayer.
As the SnTe ML has 4 atoms, the unit cell of SnTe bilayer is composed of 8 atoms (4 Sn and 4 Te
atoms). The structural relaxation (and cohesive energy calculations then) predicted that the AA +
&
‡

a1 (AA + s hereafter with s used for the shift) stacked SnTe bilayer as the stable structure with a

negative cohesive energy of -77 meV, where a1 is the lattice constant along the x-direction. The
optimized lattice constants of AA + s stacked SnTe bilayer are 4.63 Å and 4.56 Å along the
armchair (x-) and zigzag (y-) directions, respectively. The optimized structure of AA + s stacked
SnTe bilayer is shown in Figure 23, where Figure 23(a) represents the top view of the SnTe bilayer
structure. Figures 23(b and c) are the side views along the armchair and zigzag directions,
respectively. It can be clearly noticed that the SnTe bilayer is tilted along the z-x plane (with an
angle of 77º), as shown in Figure 23(b). The detailed optimized lattice constants along with the
atomic positions are presented in the Supporting Information.

Figure 23: Crystal structure of AA + s stacked SnTe bilayer: (a) top view, (b) side view along the
armchair direction and (c) side view along the zigzag direction.
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In addition, the MD calculations at 700 K were performed to confirm the stability of AA +
s stacked SnTe bilayer, see Figure 24. The results here indicate that the total energy of the AA + s
stacked structure remains almost invariant after 2 ps (with an average energy of - 21174 eV).
Therefore, the SnTe bilayer should be thermally stable in the temperature range of 300 K – 700 K,
within which the TE properties are calculated.

Figure 24: Total energy fluctuations as a function of time using molecular dynamic calculations
at 700 K. The energy remains almost invariant after 2 ps.

Figure 25: Electronic band structure and DOS of AA + s stacked SnTe bilayer. The red-colored
bands indicate the CBM and VBM.

The electronic band structure of AA + s stacked SnTe bilayer is presented in Figure 25.
The SnTe bilayer is found to have an indirect bandgap of 0.72 eV without spin-orbit coupling
(SOC) interaction, which reduces to 0.65 eV upon including the SOC. The conduction band
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minimum (CBM) is found along Y – Γ path, whereas the valence band maximum (VBM) is along
Γ – X path, as shown in Figure 25. The electronic bandgap here is smaller than the experimental
value ~ 0.9 eV [136], which is a typical problem of Kohn Sham theory to underestimate band gaps
up to 50% [164,165]. The electronic density of states (DOS) plot shows that p-orbitals of Sn and
Te atoms have a significant contribution to the sharper peaks at the conduction (n-type) and
valence (p-type) bands, respectively. As the peaks near the valence and conduction band are nearly
equal, AA + s stacked SnTe bilayer can be suitable for both p- or n-type dopings in TE applications.

5.4.2 Carrier mobility and relaxation time
The carrier mobility (μ) for a 2D system is evaluated using the following formula [119,122]
𝜇7f =

7/ℏ: ~ '@

(5.4.2-1)

Gd9 "9∗ 9A ^/'

where e is the electronic charge, ℏ is the reduced Planck’s constant, T represents the temperature,
C2D is the 2D elastic modulus, E1 is the DP constant, m* is the effective mass and md is defined as
md = •𝑚N 𝑚€ . Here mx and my are the effective masses along the armchair (x-) and zigzag (y-)
directions, respectively. The value of C2D can be obtained by fitting the energy-strain curves along
the armchair/zigzag directions. The two curves are nearly identical as shown in Figure31,
Supporting Information), and, respectively, the values of C2D along the two directions are very
close (86.65 N/m along the armchair and 89.84 N/m along the zigzag direction). The DP constant
(E1) can be defined as E1 =

0^)A%)
0]

, equivalent to the straight-line fitting, where Eedge is the energy

of CBM or VBM and 𝛿 is the uniaxial strain. The shift in CBM by applying the uniaxial strain
along both directions is shown in Figure 32 (Supporting Information). The effective mass (m*) for
charge transport can be computed from the band structure. The m* value of the electron (hole) at
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CBM (VBM) along the armchair and zigzag directions can be calculated as m* =

ℏ'
C' 6(5)

, where

C5D C5E

0 ' Z(d)

the term 0d

D 0dE

is obtained as the second derivative of the band energy E(k) with respect to k vector

(along Γ – X and Γ – Y for armchair and zigzag directions, respectively). At 300 K, similar
effective masses for electrons (0.15me along x- and y-directions) and holes (0.12me along x- and
0.15me along y-directions) are predicted, which is attributed to the similar parabolic nature of band
dispersions of CBM and VBM (see Figure 25). Based on the obtained values of C2D, E1 and m*,
the carrier mobility (𝜇7f ) can be calculated using Eq. (5.4.2-1). Normally, the adopted value of
relaxation time (𝜏) is in the order of 10-14 s within the constant relaxation time
approximation [191,215,217,268]. However, the 𝜏 actual value of a specific material may vary
depending on its physical property [116,117,119,123]. Here, the relaxation time (𝜏) is evaluated
using the relation [116,123,124]
𝜏=

9∗ 8'@

(5.4.2-2)

/

The calculated C2D, E1, m*, 𝜇7f and 𝜏 for AA + s stacked SnTe bilayer at 300 K and higher
temperatures are compiled in Table 8. The SnTe bilayer is found to have relatively high relaxation
time and mobility as compared to other group IV-VI layered compounds as a consequence of its
low deformation potential, high elastic modulus and the moderate value of effective
mass [116,117,123].
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Table 8: Deformation potential constant (E1), 2D elastic constant (C2D), effective mass (m*), carrier
mobility (𝜇7f ) and relaxation time (𝜏) of SnTe bilayer for electrons (e) and holes (h) at different
temperatures along the armchair and zigzag directions. Here me represents the rest-mass of an
electron.
Direction Carrier E1
C2D
m*
𝜇7f
𝜏 (10-14 s)
(eV)

(N/m)

(me)

(cm2 V-1 s-1)

300 K

500 K

700 K

Armchair e

- 4.09

86.65

0.15

3158.06

27.47

16.48

11.77

h

- 4.09

86.65

0.12

4413.52

30.71

18.43

13.16

e

4.68

89.84

0.15

2503.24

21.77

13.06

9.33

h

4.68

89.84

0.15

2798.70

24.34

14.61

10.43

Zigzag

5.4.3 Lattice dynamics and thermal conductivity
The TE efficiency of a material is contributed by its lattice and electronic transport
properties. The phonon dispersion relation is a good measure to test the vibrational stability and
lattice dynamics of a system. The positive phonon frequencies, as shown in Figure 26(a), indicate
that the AA + s stacked SnTe bilayer is dynamically stable. As the unit cell has eight (N) atoms
there are 24 (3N) phonon branches, where the lowest three are the acoustic modes and rest nine
are the optical modes. Out of three acoustic modes, two are transverse acoustic (TA) and one is
longitudinal acoustic (LA). TA1 and TA2 are clearly noticed to be degenerate along the X – S –
Y path, as shown in Figure 26(a). The phonon DOS is depicted in Figure 26(b), which shows that
both Sn and Te atoms occupy the similar frequency range since there is no significant difference
in the atomic weight of both atoms. The group velocity (vg), which is defined as vg = ∂𝜔(𝑘)/𝜕𝑘, is
an important factor in determining the lattice thermal conductivity (κl) since it is directly
proportional to vg, see Eq. (5.4.3-1). From Figure 26(c), the minority of the TA2, LA and optical
branches are found to contribute to higher group velocity.
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Figure 26: (a) Phonon dispersion relation, (b) Phonon DOS and (c) Group velocity of AA + s
stacked SnTe bilayer.

In addition to vg, the Grüneisen parameter (γ) and the specific heat capacity (Cv) are also
important quantities to calculate κl. The Grüneisen parameter (γ), which measures the
anharmonicity of a system, is inversely related to 𝜅! according to Slack’s theory [269].
Accordingly, the value of γ is found to increase with increasing the temperature and reaches the
saturation on increasing the temperature, as shown in Figure 27(a). The temperature dependence
of Cv, which is obtained using the second and third-order IFCs, is presented in Figure 27(b). The
value of Cv is found to increase by increasing temperature and starts to saturate near 700 K
approaching the classical limit of Dulong and Petit [270]. The total converged scattering rate along
the irreducible q-points at 300 K is displayed in Figure 27(c), which indicates that the scattering
rate is larger for the branches that have a larger value of vg. The effect of grain size on the κl values
at different temperatures (300 K, 500 K and 700 K) can be investigated by plotting the cumulative
κl as a function of mean free path (MFP) (see Figure 27(d)). As an example, at 300 K an MFP of
0.79 Å is required to change κl value by about 50 % (from 0.165 W m-1 K-1 to 0.252 W m-1 K-1).
Large MFP phonons contribute to a significant amount on the cumulative 𝜅! values at a lower
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temperature (300 K). The cumulative κl values are found to increase with increasing the MFP (for
all temperatures) and saturate at a certain threshold.

Figure 27: (a) Grüneisen parameter and (b) specific heat capacity as a function of temperature.
(c) Phonon scattering rate at 300 K for different phonon branches and (d) the cumulative 𝜅! at
300 K, 500 K and 700 K as a function of mean free path.

The lattice thermal conductivity (κl) is calculated using the following equation [114]
oƒ

𝜅!

=

&
d9 " ' y;

∑† 𝑓F (𝑓F + 1) (ℏ𝑤† )7 𝑣†o 𝐹†ƒ ,

(5.4.3-1)

where 𝑘k , N, T and f0 are the Boltzmann constant, the number of q-points, temperature and the
phonon (Bose-Einstein) distribution function, respectively; ωλ and νλ are the angular frequency
and group velocity of phonon mode λ, respectively. Using the iterative method for phonons, the
calculated 𝜅! values of AA + s stacked SnTe bilayer along the armchair and zigzag directions are
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shown in in Figure 28 as a function of temperature, which indicates an anisotropic behavior. This
anisotropy in 𝜅! is closely related to the anisotropy of phonon group velocity, as depicted
mathematically in Eq. (5.4.3-1) [214,271]. The calculated value of 𝜅! is 1.63 (1.91) W m-1 K-1 at
300 K along armchair (zigzag) direction, which is much lower as compared to bulk SnTe
experimental value (~ 3 W m-1 K-1) [272,162], other 2D compounds such as graphene,
phosphorene, SnS, SnSe MLs [231,232,116]; higher as compared to SnSe bilayer [117] and 𝛾SnTe MLs [258]. The value of 𝜅! decreases with the increase of temperature due to the anharmonic
phonon scattering resulting from the lattice vibration at higher temperatures [233]. The lower 𝜅!
value contributes to the enhancement of the TE performance of a material by the increase of its
figure of merit (ZT).

Figure 28: The lattice thermal conductivity (𝜅! ) of AA + s stacked SnTe bilayer as a function of
temperature along armchair and zigzag directions.

5.4.4 Thermoelectric properties
The Seebeck coefficient (S) and electrical conductivity (𝜎) are calculated using the
expressions [152]
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(5.4.4-2)

where E, g(E,T), f, µ, q and T correspond to the carrier energy, transport function, Fermi-Dirac
function, chemical potential, carrier charge and temperature, respectively. The transport function
is given as
g(E,T) = N(E)v2(E)𝜏(E),

(5.4.4-3)

where N(E), v(E) and 𝜏(E) are the density of states, Fermi velocity and scattering time, respectively.
A similar carrier concentration range (of the order 1012 – 1013 cm-2) is adopted for a better
comparison with the similar layered compounds [116,117,123]. The Seebeck coefficient (S) as a
function of the carrier concentration (n) for the SnTe bilayer along the armchair and zigzag
directions at 300 K, 500 K and 700 K is presented in Figure 29(a). The negative values of n
represent the electron carrier concentration (n-type), whereas the positive values represent the hole
carrier concentration (p-type). Figure 29(a) shows an abrupt increase in the values of |S| near the
Fermi level due to the Dirac delta function behavior of

0H
0^

term, where |S| values are found to

decrease by increasing the carrier concentration with a discontinuity at n = 0. Furthermore, the
value of S is found to increase by increasing the temperature. This implies the occurrence of more
frequent carrier scattering events at higher temperatures, in agreement with the experimental
results of bulk SnTe [162,173]. Interestingly, the calculated Seebeck coefficients of bulk SnTe
using the Boltzmann transport theory were found to agree well with the experimental
results [163,162,173], which highlights the potential reproducibility of the present work in
experiments. The value of S for SnTe bilayer here is significantly larger than that of bulk
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SnTe [162], but smaller as compared to the SnTe monolayer [123,273]. This behavior is ascribed
to the fact that the bipolar conduction is inversely proportional to the electronic bandgap [256,274].

Figure 29: Electrical transport properties of SnTe bilayer as a function of the carrier concentration
(n) at 300 K, 500 K and 700 K. (a) Seebeck coefficient (S), (b) electrical conductivity (𝜎) and (c)
electronic thermal conductivity (𝜅/ ). The positive and negative values of n indicate holes and
electrons concentrations, respectively. The solid and dotted lines represent the armchair and zigzag
directions, respectively.

The electrical conductivity (𝜎) and electronic thermal conductivity (𝜅/ ) are obtained within the
constant relaxation time approximation as 𝜎/𝜏 and 𝜅/ /𝜏 using BoltzTraP2 [152]. The computed
values of 𝜏 (see Table 8) are used to obtain 𝜎 and 𝜅/ at different temperatures. The calculated 𝜎 as
a function of carrier concentration (n) at 300 K, 500 K and 700 K along the armchair and zigzag
directions is shown in Figure 29(b). The value of 𝜎 increases with the increase of n as they are
directly proportional to each other (Eq. (5.4.4-2)). The electrical conductivity (𝜎) is found to
decrease by increasing temperature—this is related to the intrinsic electrons scattering mechanism
at higher temperatures. The electrical conductivity for SnTe bilayer here is lower as compared to
its bulk form due to the increase in the bandgap. Interestingly, 𝜎 values are slightly higher than
those of SnTe ML [123,273,275], which suggests a possible enhancement in the TE performance
of the bilayer structure. The electronic thermal conductivity (𝜅/ ) results from the heat transport by
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electrons and holes in a system. The calculated 𝜅/ is found to increase as a function of n at different
temperatures (see Figure 29(c)). The electronic thermal conductivity is found to be relatively larger
for the p-type than that of the n-type material. The increase in the 𝜅/ value by increasing
temperature is related to the excitation of more electrons at higher temperatures.

Figure 30: Power factors (S2𝜎) and TE figure of merit (ZT) of AA + s stacked SnTe bilayer as a
function of the carrier concentration along the armchair (a, c) and zigzag (b, d) directions.

The power factor (S2𝜎) values of SnTe bilayer along the armchair and zigzag directions are
presented in Figures 30(a and b), respectively, for electrons and holes at 300 K, 500 K and 700 K.
There is no clear monotonic change in the value of S2𝜎 with the temperature as a result of a tradeoff between S and 𝜎 values. The S2𝜎 value remains as high as 40 up to 96.65 mW K-2 m-1 within a
wide range of temperatures in a carrier concentration range of the order 1012 - 1013 cm-2, where the
peak is relatively higher for holes than for that of electrons due to the higher electrical conductivity
and higher Seebeck coefficients of holes.
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Table 9: Maximum values of figure merit for SnTe bilayer and other phases/compound.
Compound

Maximum ZT
h (p-type)

e (n-type)

4.61

4.11

SnTe bulk [162]

~ 0.3

-

SnTe ML [275]

~ 2.2

2.9

SnSe bilayer [117]

~ 0.38

0.78

SnTe bilayer
Previous study

The TE figure of merit (ZT) values obtained using the calculated TE parameters along the
armchair and zigzag directions, as a function of carrier concentration at different temperatures, are
shown in Figures 30(c) and 8(d), respectively. The TE figure of merit (ZT) of SnTe bilayer is found
to be higher along the armchair direction in the case of p-type, whereas the n-type shows a higher
ZT value along the zigzag direction. Overall, SnTe bilayer shows better TE performance along the
zigzag than the armchair direction, which is mainly due to the higher Seebeck coefficients along
the zigzag direction. The ZT peaks are predicted to be 3.48 (4.61), 2.27 (3.41) and 1.48 (3.86)
along the armchair (zigzag) direction at 700 K, 500 K and 300 K, respectively. These values are
significantly higher than those of bulk SnTe [162], other 2D group IV MLs (Sn, Pb and Ge
chalcogenides) [116,123,215,258] and SnSe bilayer [117], as compiled in Table 9. This behavior
is attributed to the high Seebeck coefficient, high electrical conductivity and low lattice thermal
conductivity of SnTe bilayer. The high values of ZT suggest AA + s stacked SnTe bilayer as a
promising material for TE device applications and fabrications.
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5.5 Conclusions
Two-dimensional Sn-chalcogenides are recognized as potential candidates towards green
energy applications due to their significantly low thermal conductivity and high ZT values.
Motivated by these facts, first-principles calculations combined with the Boltzmann transport
theory were performed to investigate the lattice dynamics, structural, electronic and thermoelectric
properties of 2D SnTe bilayer. The structural optimization, molecular dynamics and phonon
transport calculations predicted AA + s stacked SnTe bilayer as the energetically most stable
configuration among several stackings. Being a narrow bandgap semiconductor, SnTe bilayer is
found to have a high Seebeck coefficient, high electrical conductivity, and low lattice thermal
conductivity. These properties lead to significantly high ZT values of 3.48 and 4.61 along the
armchair and zigzag directions, respectively. This study not only presents the detailed promising
TE properties of SnTe bilayer, but also stimulates further experimental and theoretical studies with
suitable dopants on few layers of group IV chalcogenides regarding TE efficiency enhancement
and device applications in emerging technologies.
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Supporting Information

Structural parameters of AA + s stacked SnTe bilayer
Relaxed cell (in Å)
4.5987133417461035

0.0000000000000000 0.4994492056255578

0.0000000000000000

4.5583289432794034

2.8291477321240790

0.0000000000000000 26.7632544791791531

0.0000000000000000

Atomic positions (in direct coordinate system)
Sn 0.5555498218596208 0.5000000000000000 0.1477170428380853
Sn 0.1751135603974473 0.0000000000000000 0.0403232901557029
Sn 0.2389902140212588 0.5000000000000000 0.3941460520112779
Sn 0.8841524132948551 0.0000000000000000 0.2867500600534332
Te 0.0782629041556943 0.0000000000000000 0.1543736417082746
Te 0.7304379338649517 0.5000000000000000 0.0328111370772661
Te 0.7756297034554799 0.0000000000000000 0.4016481048403809
Te 0.4230993129507154 0.5000000000000000 0.2800978763155940
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Figure 31: The change in total energy (EEqu - EStr) of AA + s stacked SnTe bilayer unit cell as a
function of uniaxial strain along (a) armchair and (b) zigzag directions. Here, EEqu and Estr are
the total energies of the equilibrium state and strained state, respectively. A quadratic fitting of
the above curves gives rise to the value of C2D in the corresponding directions.

Figure 32: The conduction band minima (CBM) energies as a function of uniaxial strain along
(a) armchair and (b) zigzag directions. A straight-line fitting of the above plots gives rise to the
value of deformation potential (E1) in the corresponding direction.
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6
Chapter Six: Thermal conductivity of ZrS2 monolayer driven by finitetemperature and anharmonic lattice dynamics
6.1 Abstract
Two-dimensional (2D) ZrS2 monolayer (ML) has emerged as a promising candidate for
thermoelectric (TE) device applications due to its high TE figure of merit, which is mainly
contributed by its inherently low lattice thermal conductivity. This work investigates the effect of
the lattice anharmonicity driven by temperature-dependent phonon dispersions on thermal
transport of ZrS2 ML. The calculations are based on the self-consistent phonon (SCP) theory to
calculate the thermodynamic parameters along with the lattice thermal conductivity. The higherorder (quartic) force constants were extracted by using an efficient compressive sensing lattice
dynamics technique, which estimates the necessary data based on the emerging machine learning
program as an alternative of computationally expensive density functional theory calculations.
Resolve of the degeneracy and hardening of the vibrational frequencies of low-energy optical
modes were predicted upon including the quartic anharmonicity. As compared to the conventional
Boltzmann transport equation (BTE) approach, the lattice thermal conductivity of the optimized
ZrS2 ML unit cell within SCP + BTE approach is found to be significantly enhanced (e.g., by 21%
at 300 K). This enhancement is due to the relatively lower value of phonon linewidth contributed
by the anharmonic frequency renormalization included in the SCP theory. Mainly, the
conventional BTE approach neglects the temperature dependence of the phonon frequencies due
to the consideration of harmonic lattice dynamics and treats the normal process of three-phonon
scattering incorrectly due to the use of quasi-particle lifetimes. These limitations are addressed in
this work within the SCP + BTE approach, which signifies the validity and accuracy of this
approach.
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6.2 Introduction
It is well known that atoms in real crystals are not fixed at rigid lattice sites but vibrating from
their equilibrium position. Lattice vibrations play a vital role in describing the thermal properties
of crystalline solids by means of scattering in charge transports. The density functional theory
(DFT) based on the standard harmonic approximation (HA) has been routine nowadays to study
the phonon dispersion relations and several thermodynamical properties [146,276–278]. The HA
is based on the second-order derivative of the Born-Oppenheimer (BO) energy surface around the
ionic equilibrium, where the atomic displacements are considered sufficiently small compared to
the interatomic distances. The HA is a useful technique to describe the elastic properties, phonon
spectra and lattice vibrations of a crystal at 0 K. However, the lattice anharmonicity and
temperature dependences of phonon, which play a key role to explain the lattice thermal
conductivity (LTC) and thermal expansion in solids, cannot be accounted within the harmonic
limit. In particular, the HA fails in the crystals that have significant anharmonic effects and for the
materials that are dynamically unstable at 0 K.
The consistent explanation of equilibrium properties in crystals and the limited thermal
conductivity of an insulating solid requires the presence of anharmonic terms [279], which include
the cubic and higher-order terms in the energy expansion. Anharmonic effects are useful properties
in the finite temperature phonon dispersion relation, phonon-phonon scattering rate, phonon
lifetime, shift in phonon frequencies, and so on. These parameters play an important role in the
phonon transport mechanism, which determines the LTC. The density functional perturbation
theory (DFPT) [280–283] or the finite-displacement method [284] have been used to treat the
anharmonicity. The finite-displacement approach uses the force-displacements data to extract the
cubic, quartic and higher order terms. However, this approach becomes computationally expensive
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as the range of the nearest neighboring atomic interaction and the order of anharmonicity increases.
The DFPT, on the other hand, considers the anharmonic self-energies as a small perturbation of
the harmonic terms, which is valid only when the anharmonic terms are sufficiently smaller than
the harmonic term. The high temperature phases of the ferroelectric materials with the dynamical
instability [106,285–288] and systems with light atoms (like hydrogen) [289–292] are some
examples where the perturbation theory is not applicable. Therefore, a nonperturbative approach
is needed to account the anharmonic effects for the emergent thermoelectric (TE) materials and
hybrid perovskite solar cells [287,293,124,294,295].
Ab initio molecular dynamics (AIMD) simulations based approaches are generally used to
account the anharmonic effects nonperturbatively [296–298]. However, the underlying problem
here is in the Newtonian dynamics as its application is limited to the temperatures above Debye
temperature. In addition, these AIMD based approaches are computationally expensive as well to
obtain the converged phonon energies [299]. The temperature-dependent effective potential
(TDEP) is one of the AIMD based approaches, which uses AIMD simulations and extracts the best
possible harmonic or higher order potential energy surfaces at finite temperatures [300]. But this
approach, being an AIMD based, is limited when accounting for the zero-point vibration according
to the aforementioned problem within the AIMD simulations. The self-consistent phonon (SCP)
theory is another useful nonperturbative approach to include the lattice anharmonicity, which
considers the quantum effect of phonons [301]. An efficient implementation of the SCP theory
was developed recently [106,107], which inputs the higher order anharmonic force constants
obtained using the compressive sensing lattice dynamics (CSLD) technique [302].
Zirconium disulphide (ZrS2) monolayer (ML) is a typical two-dimensional (2D) transition
metal dichalcogenide that has been successfully synthesized [303–306]. Lowering the
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dimensionality and nano-structuring are reported to play major roles in suppressing the LTC that
leads to an enhancement in the figure of merit (ZT) [214,116,123,258,307]. As compared to other
similar 2D compounds, ZrS2 ML is predicted to have a significantly low LTC upon using the
conventional Boltzmann transport equation (BTE) within the relaxation time approximation
(RTA), based on the harmonic phonon frequencies at 0 K [124]. In addition, the ZrS2 ML has been
predicted to have a higher ZT value of 4.5 at 800 K, which is an important result for TE efficiency
enhancement and device applications. However, the inadequate understanding of the lattice
anharmonicity and its effect on the phonon dispersion and lattice thermal conductivity can be
misleading in revealing the actual significance of ZrS2 ML in thermoelectrics. One may wonder
how does the lattice anharmonicity and finite temperatures affect the lattice dynamics and
thermodynamic properties of the ZrS2 ML? This important issue has not been examined to date,
which is the stimulus of the present work. In this work I investigated the effect of finitetemperature anharmonic phonons on the thermal transport along with the LTC of the 2D ZrS2 ML.
We used an efficient first-principles method based on the SCP theory [106,107,308,113], which
calculates the temperature-dependent phonon frequencies and LTC using the interatomic force
constants (IFCs) within a supercell. The validity of this method was also well-demonstrated by
carefully comparing the computed numerical results with experiments. We present brief details on
the theoretical background of this work in section 6.3. The computational methods of the
calculations are provided in section 6.4. The main results concerning the temperature dependence
of the anharmonic phonons, lattice dynamics, thermodynamic parameters, and LTC are described
in section 6.5. In section 6.6, the results are summarized by drawing final conclusions.
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6.3 Theory
According to the BO approximation, the Hamiltonian (H) of an interacting nuclear system
can be given by the sum of its kinetic energy operator (T) of ions and the potential energy (U)
defined by the BO energy surface, H = T + U. The potential energy (U) of the system can be
expressed as a Taylor expansion with respect to the atomic displacements as [106,309]
𝑈 = 𝑈F + 𝑈7 + 𝑈G + 𝑈X + … ,
where

𝑈\ =

&
\!

(6.3-1)

∑{!,d,8} 𝛷8/ ,...,82 (𝑙& 𝑘& ; … ; 𝑙\ 𝑘\ ) × 𝑢8/ (𝑙& 𝑘& ), … , 𝑢82 (𝑙\ 𝑘\ )

(6.3-2)

is the nth-order (n = 2, 3, …, ∞) contribution to the potential energy, 𝑢8 (𝑙𝑘) is the atomic
displacement of the atom k in the l-th cell along the 𝜇 (= 𝑥, 𝑦, 𝑧) direction, and
𝛷8/ ,...,82 (𝑙& 𝑘& ; … ; 𝑙\ 𝑘\ ) represents the nth-order, or n-bodies, IFC, which is obtained by the nthorder derivative of the potential energy with respect to the atomic displacements. In Eq. (6.3-1)
above, the linear term U1 is neglected as the atomic forces are zero in equilibrium. In the HA, the
expansion in Eq. (6.3-1) is truncated at the second order. The Hamiltonian here is transformed into
Fourier space and then the harmonic phonon frequency 𝜔 is computed by constructing and
diagonalizing the dynamical matrix.
The anharmonic contribution to the energy is generally expressed as a small perturbation
𝐻v added to the harmonic Hamiltonian (H0 = T + U0 + U2 ) as [106–109]
𝐻 = 𝐻F + 𝐻v ≈ 𝐻F + 𝑈G + 𝑈X ,

(6.3-3)

where the higher order terms (n > 4) are omitted considering their contributions much smaller as
compared to the third- and fourth-order terms. However, if the anharmonic terms are significant
and comparable to the harmonic terms, they should be treated nonperturbatively. Using the SCP
theory [106,107,110–112], which treats the anharmonic renormalization of the phonon frequencies
nonperturbatively, the Hamiltonian in Eq. (6.3-3) can be re-written as
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𝐻 = ℋF + (𝐻F − ℋF + 𝑈G + 𝑈X ) = ℋF + ℋ v ,
where ℋF (=

&
7

(6.3-4)

∑q ℏΩq Λq Λwq ) is the effective harmonic Hamiltonian associated with the

displacement operator Λq , Ωq is the renormalized anharmonic phonon frequency, ℏ is the reduced
Planck’s constant, and q is the crystal momentum vector.
The free energy of the system can be obtained as the cumulant expansion of the term ℋ v and the
variational principle can be applied following the first-order SCP theory [107,113]. Then, the SCP
equation can be derived as
Ω7q = 𝜔q7 + 2Ωq 𝐼q ,
𝐼q = ∑q/

(6.3-5)

ℏx(q;)q;q/ ;)q/ ) [7\z=/ '&]
Xy= y=/

7

.

(6.3-6)

Where 𝜔q is the harmonic phonon frequency, T is the absolute temperature, 𝛷(𝑞; −𝑞; 𝑞& ; −𝑞& )
represent the fourth-order IFC, 𝑛„q/ =

&
ℏ?=/
/ 59 & )&

is the Bose-Einstein (BE) distribution function, 𝑘k

is the Boltzmann constant, and j is the phonon branch index for each q-point. Here, the anharmonic
phonon frequencies (Ωq ) are obtained by solving above Eqs. (6.3-5) and (6.3-6) self-consistently.
During the iteration process of the SCP equation, the interpolation is performed using q mesh
within q1 mesh for the inner loop

6.4 Computational details
First-principles DFT calculations were performed by employing the VASP package [148,149],
where the generalized gradient approximation (GGA) was used by applying the projector
augmented wave method with the Perdew-Burke-Ernzerhof (PAW-PBE) functional [147]. The
primitive unit cell of the 2D ZrS2 ML was fully optimized within the self-consistent field loop
convergence criteria of 10-6 eV. A cut-off energy of 500 eV and a Monkhorst-Pack k-mesh of 18
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× 18 × 1 was used including the van der Waals interactions [216]. The atomic plane and its
neighboring images were separated by a sufficiently large vacuum of 22 Å in the z-direction to
avoid interactions between the mirror images during the DFT calculations. The electronic band
structure calculations were also performed prior the lattice dynamics calculations.
A 5 × 5 × 1 supercell of ZrS2 ML containing 75 atoms were used to extract the IFCs. To
extract the harmonic IFCs, the finite-displacement approach was used. In this approach each atom
was displaced from its equilibrium position by 0.01 Å including all possible nearest neighbor
interactions. For the cubic IFCs, we considered up to three-body nearest neighbor interaction
within a cut-off length of 2.6 Å. The atomic forces on each of the displaced configurations were
calculated, and then the cubic IFCs were extracted by using the ordinary least squares (OLS) fitting
method with the harmonic IFCs as implemented in ALAMODE package [106,107,113,310]. A
fitting error of 0.11% was found here.
In order to estimate the IFC for the higher (quartic, or higher) order terms, the usual finite
displacement method requires a large number (more than 5,000) of DFT calculations to get the
atomic forces, which is computationally expensive. So, the quartic IFCs were extracted by using
the CSLD technique [302], which is based on the machine learning programs as discussed and
implemented in Refs. [106,107]. A 5 × 5 × 1 supercell of ZrS2 ML was initially used to conduct
AIMD simulations at 300 K for 14,000 steps with a time step of 1.5 fs. From the trajectory of
AIMD simulations, 50 equally spaced atomic configurations were extracted. All the atoms in each
of the atomic configurations were then displaced by 0.1 Å in random directions. The atomic forces
were then calculated for these configurations using the DFT calculations. These calculated atomic
forces were then used to estimate the quartic IFCs based on the least absolute shrinkage and
selection operator (LASSO) technique [311], which solves the following equation
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œ = 𝑎𝑟𝑔 𝑚𝑖𝑛x ∥ 𝔸𝜱 − ℱfj" ∥77 + 𝛼 ∥ 𝜱 ∥& .
𝚽

(6.4-1)

Here, L1 regularization term is added to the least-squares method, Φ = [Φ& , Φ7 , … , Φ= ]" is the
vector composed of M linearly independent IFCs, ℱfj" is the vector of atomic forces and 𝔸 is the
matrix of atomic displacements. Moreover, 𝛼 stands for the hyperparameter that controls the tradeoff between the sparsity and accuracy of the model, whose optimal value was chosen from the
cross-validation (CV) technique. The second order (harmonic) IFCs were fixed to the values
obtained by OLS method and anharmonic terms were optimized during the LASSO regression
step. The anharmonic phonon frequency (Ωq ) then can be estimated by using the IFCs obtained
after solving Eqs. (6.3-5) and (6.3-6).
The thermodynamic parameters here can be evaluated as a function of the renormalized
anharmonic frequency (Ωq ). The specific heat capacity (Cv) can be calculated as
𝐶{ =

d9
;=

∑q,A(

ℏ|=,
7d9

ℏ|=

)7 𝑐𝑜𝑠𝑒𝑐ℎ7 (7d ", ),
"

(6.4-2)

9

where 𝑁q is the number of q-points.
The LTC, which is an important parameter that contributes to the TE efficiency, can be
computed generally by using the BTE within RTA as [107,114]
𝜅!k"^ =

ℏ'
;= {d9 " '

where 𝑣q =

0}=
0q

∑q 𝜔q7 𝑣q ⨂𝑣q 𝑛q n𝑛q + 1o𝜏q ,

(6.4-3)

, 𝑛q , and 𝜏q are the group velocity, BE distribution function and quasiparticle

lifetime associated with the phonon frequency ωq , respectively; and V is the volume of the unit
cell. Here as the usual BTE approach treats the anharmonic effects perturbatively, where the
temperature dependence of phonon frequencies and eigenvectors are neglected. Hence, the SCP
theory is used to overcome this limitation, in which the LTC is modified as [106,107]
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ℏ'

𝜅̃ !*~•'k"^ =
where 𝑣„q =

;= {d9 " '
0y=
0q

∑q 𝛺q7 𝑣„q ⨂𝑣„q 𝑛„q n𝑛„q + 1o𝜏̃ q ,

(6.4-4)

and 𝑛„q = 𝑛q nΩq o are usual terms associated with the renormalized phonon

frequency Ωq . Here 𝜏̃q is the renormalized lifetime associated with the three-phonon scattering
processes.

6.5 Results and discussions
6.5.1 Structural and electronic properties
The 2D ZrS2 ML is found to crystallize in 1T structure (space group 𝑝38𝑚1) as shown in
Figure 33(a), where each Zr atom is octahedrally coordinated by six S atoms within the S-Zr-S
sandwich layers. The unit cell of ZrS2 ML is composed of three atoms (two Zr atoms and one S
atom) with lattice parameters of a1 = a2 = 3.69 Å separated by angle of 120°. This result is in
agreement with the previous experimental and theoretical results [124,303,304,195,222,312]. The
electronic structure calculations predicted an indirect band gap where the valence band maximum
(VBM) and conduction band minimum (CBM) are located at Γ and M points, respectively, as
shown in Figure 33(b). The band gap value is found to be 1.13 eV, without including the spin-orbit
interaction (SOI), which remains almost the same (1.14 eV) upon including the SOI, see Figure
33(b). These results are in agreement with previous studies [124,222,270,313]. The Brillouin zone
with the selected high symmetry points for the electronic band structure calculation is shown in
Figure 33(c).
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Figure 33: (Color online) (a) Crystal structure of ZrS2 ML, the red rhombic box denotes the primitive
unit cell. (b) The electronic band structure of ZrS2 ML along the high-symmetry path Γ – M – K – Γ
in the first Brillouin zone, the solid and dotted lines indicate the bands without and with spin-orbit
interaction, respectively. (c) The Brillouin zone with labelled high-symmetry points

6.5.2 Anharmonic force constants from the compressive sensing technique
While the cubic terms are needed to perform the BTE calculations, the harmonic and quartic IFCs
are necessary inputs to conduct the SCP calculations. The aforementioned LASSO technique was
adopted to estimate the quartic IFCs, where the 50 displacement-force data sets obtained using
AIMD are used. The predictive accuracy of LASSO regression was tested beforehand by using a
four-fold cross-validation (CV) technique. The results of the CV are shown in Figure 34, where
Figure 34(a) represents the relative error of the atomic forces, defined as a square root of ∥
œ − ℱfj" ∥77 /∥ ℱfj" ∥77 , as a function of the hyperparameter 𝛼. As the value of 𝛼 decreases,
𝔸Φ
the CV error decreases and reaches its minimum value at 𝛼 = 4.96 × 10-6 as indicated by the dotted
vertical line in the figure. This value of 𝛼 was chosen for the estimation of quartic IFCs because it
is expected to give an accurate prediction for the data sets. With the chosen 𝛼 value, I obtained a
total of 9134 non-zero quartic IFCs as shown in Figure 34(b), which represents about 55% of the
total number of quartic IFCs with the rest of the physically irrelevant IFCs driven to be exactly
zero.
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Figure 34: (Color online) (a) Relative errors in the atomic forces and (b) the number of non-zero
quartic IFCs as a function of the hyperparameter (𝛼). The dotted vertical line represents the value of
𝛼 at which the cross-validation error is minimum.

6.5.3 Self-consistent phonons at finite temperature
Phonons are the vibrations resulting from the thermal energy of atoms or molecules within a
system. The phonon dispersion curves, and density of states (DOS) of ZrS2 ML within the HA and
SCP approach are shown in Figure 35. Sufficiently converged anharmonic phonon frequencies
(Ωq ) were found with a 5 × 5 × 1 q-grid points with respect to the intermediate 10 × 10 × 2 q1grid points. The non-analytic correction was included by employing the Born effective charges
and dielectric constants during SCP calculations. As the ZrS2 unit cell has 3 atoms, there are a total
of 9 phonon modes (3 acoustic and 6 optical), see Figure 35(a). The lowest 3 phonon modes
represent the acoustic modes, which are composed of in-plane longitudinal acoustic (LA), in-plane
transverse acoustic (TA) modes, and out-of-plane flexural acoustic (ZA) mode. While LA and TA
modes have a linear behavior near the Γ point, the ZA mode exhibits a quadratic behavior, which
is due to the 2D nature ML structure [214,314]. This behavior is consistent with the results
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obtained for other two-dimensional materials such as graphene [278,315–317], boron
nitride [318,319], silicene [320], InX (Sn, Se, and Te) [321], and MoSe2 [322]. The phonon
frequencies of ZrS2 ML are found to increase by including the quartic anharmonicity within the
SCP approach, which is predominant here in low-energy optical modes. The harmonic phonon
frequency of the lower optical mode at Γ point is 145.36 cm-1, which increases to 152.57 cm-1 by
including the quartic anharmonicity within the SCP approach at 0 K. The frequency further
increases to 162.55 cm-1 at 300 K temperature due to the temperature dependent term 𝐼q within the
SCP calculations (see Eqs. (6.3-5) and (6.3-6)). The degeneracy of the optical modes 4 and 5 at
the Γ point in the case of the harmonic phonon spectra is broken by the inclusion of the quartic
anharmonicity within the SCP method, where the frequency of the optical mode 5 increases as
seen in Figure 35(a) with the corresponding phonon frequencies provided in Table 10. This resolve
of the degeneracy and hardening of the optical modes within SCP approach highlights the
particular importance of the lattice anharmonicity for ZrS2, which is expected to affect the LTC
later. The phonon DOS as a function of vibrational frequency are depicted in Figure 35(b), where
the higher peaks in the phonon DOS are found at the frequency region beyond 200 cm-1. This can
be attributed to the fact that the number of the lighter S atom, which contributes to the higher
frequency, is double than that of the heavier Zr atom in the ZrS2 ML unit cell.
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Figure 35: (Color online) (a) Temperature-dependent anharmonic phonon dispersion and (b) the
phonon density of states (DOS) of the ZrS2 ML. The black dotted lines indicate the harmonic
lattice dynamics.

Table 10: Phonon frequencies (cm-1) of the lower optical modes of ZrS2 ML calculated using
different approaches.
Phonon modes

Harmonic

SCP at 0 K

SCP at 300 K

4

145.36

152.57

162.55

5

145.38

230.55

243.45

6.5.4 Thermodynamic parameters
The specific heat capacity (Cv) is a crucial thermodynamic quantity, which directly
contributes to the LTC (𝜅! ) as 𝜅! ∝ Cv. The calculated Cv as a function of temperature obtained
within the SCP theory is shown in Figure 36(a). The low values of Cv at temperatures below 400
K indicate smaller contributions to LTC at low temperatures. The value of Cv is found to increase
as a function of the temperature until it converges to the classical limit of Dulong and Petit at
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higher temperatures. The mean-square displacement (MSD) is an important quantity that measures
the deviation of atoms with respect to the equilibrium position in a system. The average MSD
tensor of atom k is computed as
〈𝑢87 (𝑘)〉 =

ℏ
=5 ;=

∑q,A
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¦𝑒8 n𝑘; 𝑞A o¦ (𝑛„q, + 7 ),

(6.5.4-1)

There is an increase in the MSDs upon increasing the temperature, which is ascribed to the
increased heating effect at higher temperatures, see Figure 36(b). The calculated MSDs of S atoms
are found to be higher than those of Zr atoms because of the higher atomic mass of Zr atoms and
the inverse relation between atomic displacement and mass, see Eq. (6.5.4-1). The total vibrational
free energy is given by the sum of the free energy within the quantum harmonic approximation
(QHA) and the SCP correction term due to the anharmonicity within SCP method (ETotal = EQHA +
ESCP). Although there is a negligible effect of SCP correction to the free energy within QHA at
lower temperatures, the effect becomes more pronounced as the temperature increases as shown
in Figure 36(c). For instance, the SCP correction energy of -2.2 meV at 300 K decreases to -7.8
meV at 700 K. This decrease in total energy using the SCP correction indicates that the system is
more stabilized by including the quartic anharmonicity. This fact also clearly highlights the
importance of the anharmonic frequency renormalization on the thermal properties.

Figure 36: (Color online) Temperature dependence of (a) the specific heat capacity and (b) the root
mean-square displacement of the Zr and S atoms, and (c) free energies within the QHA and SCP
correction for the ZrS2 ML.
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The phonon mode dependent Grüneisen parameter (𝛾qA ) is another important
dimensionless quantity that measures the anharmonic nature of the structure. This parameter is
evaluated as the change of phonon frequency (𝜔qA ) with respect to the change in volume (V):
𝛾qA = −

0(‹Œ• Ž=, )
0(‹Œ• •)

. A positive value of 𝛾qA indicates a decrease in the frequency of the phonon

mode q,j with the increase of volume. The calculated 𝛾qA of ZrS2 ML as a function of the phonon
frequency is shown in Figure 37(a). The larger negative value of 𝛾qA in the low frequency region
(acoustic phonon modes) changes to small positive values at higher frequencies. This suggests
larger phonon anharmonicity in the case of acoustic phonon modes. This nature closely affects the
)&
7
LTC via phonon life time (𝜏) as 𝜏qA
∝ 𝛾qA
according to the continuum theory [323,324].

Figure 37: (Color online) (a) Grüneisen parameter, (b) the cumulative phonon group velocity, and
(c) the phonon lifetime of ZrS2 ML as a function of the phonon vibrational frequency obtained with
the harmonic and SCP lattice dynamics.

The cumulative phonon group velocities (vg) of ZrS2 ML as a function of the phonon
frequency is illustrated in Figure 37(b). On average, group velocities of the acoustic phonon modes
are found to be higher than those of the optical phonons. The average group velocities of the
acoustic and optical phonons within the harmonic (SCP) lattice dynamics are 1.84 kms-1 (1.83
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kms-1) and 1.1 kms-1 (1.05 kms-1), respectively. Hence, the contribution of the acoustic phonon
modes to the LTC should be larger than that of optical modes.
The phonon lifetime (𝜏) is another significant quantity that is related to the LTC as 𝜅! ∝ 𝜏
(see Eqs. (6.4-2) and (6.4-3)). It is calculated from the imaginary part of the anharmonic self)&
energy (∑q(𝜔q )) as 𝜏q,•\‘
= 2Γq•\‘ = 2𝐼𝑚 ∑q(𝜔q ) [106,107,113], where Γq•\‘ is the phonon

linewidth. Figure 37(c) shows the calculated 𝜏 of ZrS2 ML at 300 K as a function of the phonon
vibrational frequency by using the harmonic and SCP lattice dynamics, where 𝜔q is replaced by
Ωq for the SCP lattice dynamics. The longer phonon lifetime is found in the low frequency range
(acoustic modes) due to the low phonon-phonon scattering rate. This means the low frequency
phonon modes have the major contribution to transport most of the heat in ZrS2 ML, and
consequently, a larger contribution to the LTC. As the obtained quasi-particle 𝜏 values by harmonic
phonons are used in usual BTE approach, where the normal process of three-phonon scattering is
incorrectly treated—this would result in 𝜅!k"^ < 𝜅!•S5V•! [107] as a consequence. The average value
of 𝜏 using the SCP approach (2.24 ps) is higher than that of the harmonic phonons (1.59 ps) used
in BTE approach, which is due to the three-phonon scattering processes included within the SCP
lattice dynamics.

6.5.5 Lattice thermal conductivity
The LTC (𝜅! ) spectrum as a function of the vibrational frequency and contributions of
different phonon branches to 𝜅! for the optimized unit cell of ZrS2 ML are shown in Figure 38.
The low energy phonons below 160 cm-1 are found to account for about 91% (94%) of the total 𝜅!
value within BTE (SCP + BTE) method at 300 K. The increase in cumulative 𝜅! becomes
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negligible above the phonon frequency of 160 cm-1 indicating the major contribution of the
acoustic modes to 𝜅! . The significant decrease of 𝜅! values above 160 cm-1 is attributed to the
increase in the available three-phonon scattering phase space (SPS), which describes the number
of scattering channels available for a phonon. In ZrS2 ML system, the three-phonon SPS at 300 K
increases upon increasing the phonon frequency (above 160 cm-1 as shown in Figure 40,
Supporting Information), which corresponds to the subsequently lower 𝜅! [325,326] thereby

Figure 38: (Color online) (a) LTC (𝜅! ) spectrum and cumulative 𝜅! as a function of the phonon
frequency and (b) contributions of different phonon branches to the LTC of 2D ZrS2 ML at 300 K
obtained with the BTE and SCP + BTE methods. In (a), the curves with shaded region indicate the
𝜅! spectrum and the curves without shade indicate cumulative 𝜅! .

increasing the available scattering channels. The three phonon SPS values for absorption processes
at 300 K reach to its minimum at higher frequencies (Figure 40, Supporting Information). In
contrast, the SPS values for emission processes reach the peak at higher frequencies for both the
harmonic and SCP methods. The contribution of different phonon branches to LTC is shown in
Figure 6(b). The low-energy acoustic phonon modes (branch 1 to 3) are found to have major
contributions to the 𝜅! values than the higher-energy optical modes (branch 4 to 9). In specific, the
phonon branch 2 (branch 3) is found to have the highest contribution to 𝜅! within BTE (SCP +
BTE) approach.
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Figure 39 shows the temperature dependence of LTC (𝜅! ) values of the DFT optimized unit
cell of ZrS2 ML calculated by using the conventional BTE and SCP + BTE approaches. The LTC
calculations were performed using a sufficiently high 60 × 60 × 1 q-grid points with the
neighboring images separated by a sufficiently large vacuum of 22 Å in the z-direction for both the
BTE and SCP + BTE methods. The value of 𝜅! is found to decrease with increasing temperature,
in line with the standard relation 𝜅! ∝ T-1. This behavior is ascribed to the increase in the phonon
linewidth (Γq•\‘ ) (see Figure 41, Supporting Information) at higher temperatures, which is simply
related to the increase in the BE distribution function with the temperature that leads to an increase
in the scattering probability. The anisotropy in LTC values between the zigzag and armchair
directions is appreciably enhanced within the SCP + BTE approach as illustrated in Figure 39,
which is attributed to the increase in the lattice anharmonicity upon the inclusion of the quartic
IFCs. The calculated average 𝜅! value of ZrS2 ML at 300 K using the BTE method is 3.19 Wm1

K-1 (3.16 Wm-1K-1 and 3.22 Wm-1K-1 along zigzag and armchair directions), which is in

agreement with the recently reported result of 3.29 Wm-1K-1 [124] obtained using the BTE method.

Figure 39: (Color online) LTC (𝜅! ) of the ZrS2 ML as a function of temperature obtained with the
BTE and SCP + BTE approach. The solid and dotted lines indicate the values along zigzag and
armchair directions, respectively.
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Table 11: Calculated LTC of 2D ZrS2 ML and its bulk system at 300 K.
System

𝜅! (Wm-1K-1) at 300 K

References

ZrS2 ML

3.19

This work (BTE)

3.85

This work (SCP + BTE)

3.29

Previous work (BTE) [124]

8.5 (In plane)

Previous work (BTE) [324]

ZrS2 Bulk

1.4 (Cross plane)

The predicted 𝜅! value of ZrS2 ML in this work is found to be lower than that of bulk ZrS2 along
the in-plane direction, but higher as compared to that along the cross-plane direction [324], see
Table 11. It is remarkable that the calculated 𝜅! values by SCP + BTE method are found to be
relatively higher than those obtained by the conventional BTE method. At 300K, the average 𝜅!
value of ZrS2 ML by using SCP + BTE approach is found to be 3.85 Wm-1K-1 (4.28 Wm-1K-1 along
zigzag direction and 3.39 Wm-1K-1 along armchair direction), which is higher than the BTE value
by 21%. A deeper insight into the origin of the difference in 𝜅! can be obtained by comparing the
calculated phonon linewidth (Γq•\‘ ) within the BTE and SCP + BTE approaches (see Figure 41,
Supporting Information), where 𝜅! ∝ (Γq•\‘ ))& as discussed above. The lower value of Γq•\‘ within
SCP + BTE approach (which uses SCP lattice dynamics) than that within the BTE approach (which
uses harmonic lattice dynamics) leads to a higher LTC value for the former than the latter approach
(𝜅! *~•'k"^ > 𝜅! k"^ . These outcomes are in line with previous studies [106,107,308] that
predicted the anharmonic lattice dynamics properties of cubic SrTiO3 and SCF3 using SCP + BTE
approach, where the calculated results using SCP + BTE approach were found to agree well with
the experimental results. Most crucially, the usual BTE approach neglects the temperature
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dependence of the phonon frequencies as it takes only the harmonic phonon frequencies into
account. With these all facts, the 𝜅! value calculated using the SCP + BTE approach is expected
to be more accurate, and helps to predict reliable TE figure of merit value and energy conversion
efficiency. The prediction should be validated by a future experimental study.

6.6 Conclusion
The lattice dynamical properties of 2D ZrS2 ML are investigated using the SCP theory. The
CSLD technique has proven to be a useful approach, as an alternative of the computationally
expensive DFT calculations, to estimate the higher order anharmonic IFCs. The temperaturedependent phonon frequencies renormalized with the quartic anharmonicity are calculated
nonperturbatively based on the SCP approach. The frequency renormalization phenomenon is
found to be more pronounced at the low-energy optical modes. The LTC value obtained using the
SCP + BTE approach is enhanced as compared to that predicted using the conventional BTE
method. This is attributed to the relatively lower phonon linewidth due to the anharmonic phonon
frequency renormalization phenomena included within the SCP theory. The conventional BTE
approach i) neglects the temperature dependence of the phonon frequencies due to the
consideration of harmonic lattice dynamics and ii) the normal process of three-phonon scattering
is incorrectly treated due to the use of quasi-particle lifetimes. These limitations are addressed in
this work within the SCP + BTE approach, which indicate the validity and accuracy of this
approach. I expect that the present work not only correct the 𝜅! value of ZrS2 ML reported
previously but also provides an insight to explain the effect of phonon anharmonicity on the lattice
dynamics and thermodynamic properties. The effect of anharmonic frequency renormalization on
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lattice dynamics of similar ultralow-LTC 2D materials followed by experimental findings could
be interesting future works regarding the TE efficiency measurement and device applications.

104

Supporting Information

Scattering phase space
The three-phonon SPS of phonon q can be expressed as follows:
𝑊q± =

1
𝑛qMM − 𝑛qM
¨ ©
ª 𝛿(𝜔q − 𝜔qM ± 𝜔qMM ) 𝛿q ± qM , qMM 'a ,
𝑁 M MM 𝑛qM + 𝑛qMM + 1
q ,q

where the summation is restricted to the pairs (𝑞v , 𝑞vv ) satisfying the momentum conservation
relation 𝑞v ± 𝑞vv = 𝑞 + 𝐺 with G as the reciprocal lattice vector.
The harmonic phonon frequencies (𝜔q ) are replaced by temperature dependent anharmonic
frequencies (Ωq ) during the SPS calculation using the SCP method. In Fig. S1, the calculated
three-phonon scattering phase space (SPS) of ZrS2 monolayer (ML) at 300 K is shown as a
function of the vibrational frequencies. The SPS values are zero in the low-frequency region
because the combination satisfying 𝜔q = 𝜔qM ± 𝜔qMM becomes zero when 𝜔q ≈ 0. The SPS values
for the absorption process (𝑊q' ) are found to increase with frequencies and reaches zero in the
high-frequency region as there are no states, and in turn, the emission process (𝑊q) ) reaches its
peak there.

Phonon linewidth (Full width at half maximum)
The full width at half maximum (FWHM) is evaluated from the imaginary part of the
phonon anharmonic self-energy (∑q(𝜔q )) as 2Γq•\‘ = 2𝐼𝑚 ∑q(𝜔q ). The FWHM of different
phonon modes at q = [0.5, 0.5, 0] as a function of temperature calculated by using harmonic phonon
and SCP frequencies is presented in Fig. S2. The values of FWHM are found to decrease upon
including the quartic anharmonicity within the SCP method in comparison with the harmonic
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lattice dynamics. This should be due to the SCP correction to the anharmonic self-energy within
the SCP method. In addition, the FWHM values of different phonon modes are found to increase
with the increase of temperature because of the increase in the Bose Einstein (BE) occupation
function (nq) at higher temperature.

Figure 40: (Color online) The three-phonon scattering phase space (SPS) at 300 K as a function of
phonon frequencies calculated by using harmonic and SCP method. Figures in the upper and lower
panel represent the SPS values for absorption and emission processes, respectively.
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Figure 41: (Color online) The full width at half maximum (FWHM) of different phonon modes at
q = [0.5, 0.5, 0] as a function of temperature calculated by using harmonic phonon and SCP
frequencies.
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7
Chapter Seven: Coexistence of magnetism in SnX (X = S, Se, Te)
monolayers by the adsorption of 3d transition-metal atoms
7.1 Abstract
Magnetism can be induced in two-dimensional (2D) group IV monochalcogenide monolayers
(MLs) by the decoration of transition-metal (TM) atoms. The induced magnetism in the group IV
monochalcogenide enhances their potentiality in 2D spintronic devices, which has attracted
extensive attention nowadays. In this context, the structural, electronic and magnetic properties of
transition metal atoms (Mn, Fe, Co) adsorbed SnX (X = S, Se, Te) MLs are investigated by using
first-principles calculations. The TM atoms adsorbed SnX MLs are found to be energetically stable
with the pnma space-group and show the semiconducting nature with electronic band gaps in the
range of 0.52 – 1.05 eV revealing the negligible spin-orbit coupling effect in most of the studied
systems. The asymmetry between spin majority and spin minority channels is revealed in the
electronic density of states of the adsorbed systems, which is mainly contributed by the
hybridization of the 3d orbitals of TM atoms with the 4p and 4s orbitals of Sn and X atoms.
Magnetic states are realized for SnX atoms in the adsorbed systems with the induced magnetic
moments between -0.03 to -0.33 𝜇k , which indicates the antiferromagnetic alignment between TM
atoms and neighboring SnX atoms. Co adsorbed SnSe and Fe adsorbed SnTe MLs are found to
have significant magneto-crystalline anisotropy energy values of 0.37 and 0.84 meV/TM atom,
respectively, with the preferred perpendicular direction. In addition, the p-type doping is induced
in the SnX MLs as indicated by the calculation of charge transfer between the adsorbed TM and
SnX atoms. The results demonstrate potential applications of TM atoms adsorbed SnX MLs for
spintronic and magnetic storage devices.
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7.2 Introduction
Since the discovery of graphene [314,327], two dimensional (2D) semiconducting
materials are widely explored due to their extraordinary electronic, thermoelectric, optical, and
magnetic characteristics, which make them potential candidates for optoelectronic, thermal energy,
photovoltaic, beta voltaic, and spintronic device applications [193,194,197–199,307,328–331].
The 2D layered structures of several compounds, such as silicene [332], germanene [333,334],
phosphorene [335–337], SnTe [136], and SnS [338,339] have also been reported experimentally
with their innovative applications relative to their bulk counterparts. Generally, most of the
discovered 2D layered materials (e.g., group IV-VI chalcogenides) are nonmagnetic as they are
composed of nonmagnetic entities. As such, the application of 2D materials in nano-spintronic
devices is restricted. Therefore, it is extremely crucial to induce and tune the magnetism in 2D
materials. There are several methods to induce magnetism on these 2D materials including
adsorption of 3d transition-metal (TM) atoms, impurities, and vacancy defects.
To that end, group-IV monochalcogenide (SnS, SnSe, GeS, GeSe, SnTe) monolayers
(MLs) have been predicted to be 2D magnetic semiconductors upon doping with the TM
atoms [340–344]. Moreover, TM atoms structured 2D materials are investigated as potential
candidates in catalysis and oxides sensing applications [345–349]. The possibility of 2D triferroics
(ferromagnetic + ferroelectric + ferroelastic) was also reported by doping TM ions in 2D groupIV monochalcogenides [342]. TM atoms adsorbed silicene and germanene were investigated to
have induced magnetism with the prediction of quantum anomalous Hall effect [350,351].
Recently, the Cr-doped SnTe (111) thin films have been successfully fabricated with the
realization of ferromagnetism with the perpendicular anisotropy [352], which indicates the
experimental possibility of introducing ferromagnetism in layered ferroelectric materials like SnTe
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ML. One may wonder how the magnetism gets induced and tuned in SnX (X = S, Se, Te) MLs
upon the adsorption of TM atoms. However, from the electronic and ferromagnetic device
applications point of view, it is crucial to understand the behavior of TM adsorbed SnX MLs. With
this aim, here I studied the structural stability, electronic, and magnetic properties of TM (Mn, Fe,
and Co) atoms adsorbed SnX (X = S, Se, and Te) MLs by using first-principles calculations.
Interestingly, antiferromagnetic orderings are realized between these TM and SnX atoms, where
the highest magnetic moments are induced for Co adsorbed SnS and SnTe atoms. The adsorption
of these TM atoms is found to reduce the electronic band gaps in comparison to the corresponding
pristine SnX MLs.

7.3 Computational methods
All calculations are carried out within the density functional theory (DFT) implemented in the
VASP package [148,149], where the generalized gradient approximation was used by applying the
projector-augmented

wave

method

with

the

Perdew-Burke-Ernzerhof

(PAW-PBE)

functional [147]. The van der Waals interactions are included in all calculations to account the
correct description of the long-range interaction as acquired in the 2D layered compounds [216].
A vacuum layer of 15 Å is adopted along the z-direction in order to avoid the interactions between
the periodic images during the DFT calculations. A plane wave cut-off energy of 500 eV with the
self-consistent field convergence criteria of 10-5 eV are used. Monkhorst-Pack k-meshes of 18 ×
18 × 1 and 5 × 5 × 1 are used for the unit cell and supercell, respectively. The k-mesh was tested
for the convergence and found sufficient during the magneto-crystalline anisotropy energy (MAE)
calculations. A 5 × 5 × 1 supercell of SnX (X = S, Se, Te) ML with 1 TM atom is taken for the
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adsorption. As the supercell contains 32 Sn atoms, 32 X atoms, and 1 TM atom, it ensures that the
density of the impurity is low enough to neglect the interaction between TM atom impurities. The
relative stability of 4 different possible adsorption sites; Top sites (i) T1 (above Sn atom) and (ii)
T2 (above X atom), (iii) a bridge B site between Sn and X atoms, and (iv) a hollow H site are
compared during the adsorption. An on-site finite Coulomb interaction of U = 4.0 eV is used to
get an accurate description of 3d orbitals of TM atoms, which has been implemented in the
previous studies [351,353,354].

7.4 Results and discussions
7.4.1 Pristine SnX monolayer
The SnX MLs are found to crystallize in the distorted rectangular structure with the pnma
space-group as shown in Figure 42. The optimized structure is in agreement with the experimental
observation for atomic-thick SnTe 1-unit cell [136], where the large in-plane ferro-electric
polarization has been realized due to the relative displacement of the Sn and Te atoms. The lattice
constants (a, b) of the optimized SnS, SnSe, and SnTe MLs are found to be (4.33 Å, 4.08 Å), (4.47
Å, 4.30 Å), and (4.66 Å, 4.58 Å), respectively. These compounds are well known semiconductors
with electronic band gaps of 1.58, 1.14 and 0.87 eV as shown in Figures 43, 45, and 47,
respectively. The structural and electronic results of pristine MX MLs are consistent with previous
theoretical investigations [343,221,116,222,212,258,224,209], as compiled in Table 12.
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Table 12: The calculated lattice constants (a, b) and the electronic band gaps of SnX monolayers
along with the results from previous theoretical studies.
Compounds

SnS

This study

Previous study

a, b (Å)

Eg (eV)

a, b (Å)

Eg (eV)

4.33, 4.08

1.58

4.24, 4.07 [221] 1.52 [224]
4.31, 4.07 [116]

SnSe

4.47, 4.30

1.14

4.46, 4.29 [116] 1.28 [209]
0.99 [116]

SnTe

4.66, 4.58

0.87

4.67, 4.55 [343] 0.86 [258]
4.73, 4.57 [212] 0.7 [222]

7.4.2 Structural and electronic properties
As discussed in the computational section, there are four possible sites for a single TM
atom adsorption on the SnX MLs, which is also demonstrated in Figure 42. The system is fully
relaxed for each adsorption site. Then the adsorption energy of the corresponding site is calculated
to verify the stability of the structure by using the formula
𝐸•m“ = 𝐸*\… + 𝐸"= − 𝐸*\…'"= ,

(7.4.2-1)

where 𝐸*\… , 𝐸"= , and 𝐸*\…'"= are the total energies of the 5 × 5 × 1 SnX ML supercell, the
isolated TM atom, and the TM atom adsorbed 5 × 5 × 1 SnX ML supercell, respectively. The
positive values of the obtained adsorption energy indicate the structural stability of the adsorbed
TM on SnX compounds.
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Figure 42: Top view of the 5 × 5 × 1 supercell of SnX ML with the possible TM atoms adsorption
sites: top sites T1 and T2 (above Sn and X atoms, respectively), bridge site B (between Sn and X
atoms), and hollow H site.

The structural optimization calculations shows that the adsorbed systems maintain the
pnma ground state. The adsorption sites with the largest adsorption energies are the energetically
most stable configurations. Hence, the corresponding configurations are considered for further
calculations of the electronic and magnetic properties. The most stable adsorption sites and the
corresponding energies of each TM atoms adsorbed SnX MLs are listed in Table 13. It is found
that the H adsorption site is the most stable site for nearly all configurations except for Mn
adsorbed SnS and SnSe that are stable at the T2 site. In addition, the adsorption energies of Fe and
Co adsorbed SnX compounds are found to be higher than those of Mn adsorbed SnX MLs in
agreement

with

the

previous

results

for

germanene [350,351,355].
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TM

atoms

adsorbed

on

silicene

and

Table 13: The most stable adsorption site, adsorption energy, and the electronic band gap (with
and without spin-orbit coupling) of TM atoms adsorbed SnX MLs.
SnX

Adsorbents

MLs

SnS

SnSe

SnTe

Adsorption

Eads

Eg

site

(eV)

(eV)
wo SOC

SOC

Mn

T2

0.68

0.76

0.77

Fe

H

2.52

1.05

1.04

Co

H

1.61

0.70

0.72

Mn

T2

0.74

0.67

0.65

Fe

H

2.54

0.77

0.76

Co

H

2.38

1.04

0.57

Mn

H

0.73

0.60

0.55

Fe

H

2.86

0.85

0.81

Co

H

1.90

0.52

0.60

Figure 43 shows the electronic band structures of TM atoms adsorbed SnS MLs, where the
adsorbed configurations are found to have smaller band gaps as compared to the pristine SnS MLs.
The band gaps of Mn, Fe, and Co adsorbed SnS MLs are 0.76, 1.05, and 0.70 eV, respectively, as
complied in Table 13. The reduction in the band gap values is attributed to the strong hybridization
observed between 4p and 4s orbitals of Sn and S atoms with 3d orbitals of the TM atoms near the
Fermi level, see Figure 44. The calculated spin-resolved partial density of states (PDOSs) of Mn
adsorbed SnS MLs shows that the bands near the Fermi level are mainly contributed by TM 𝑑N” ,
𝑑” ' , and 𝑑€” TM orbitals. The conduction band minimum (CBM) is further shifted down in the
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case of Fe adsorbed SnS ML, where the major contribution to the DOS comes from 𝑑N ' )€ ' and
𝑑” ' orbitals of the adsorbed system in hybridization with the 4p and 4s orbitals of Sn and S atoms.
The Co adsorbed SnS ML is found to have much reduced band gap than Mn and Fe adsorbed cases
as shown in Figure 44. This is due to the 3d orbitals located near the Fermi level of Co atom,
mainly contributed by the 𝑑N€ and 𝑑N ' )€ ' orbitals coming from the minority spin level as depicted
by PDOSs diagram in Figure 44.

Figure 43: Electronic band structure of single TM atoms adsorbed SnS ML. The Fermi level is set
to zero. The solid-blue and dotted-magenta lines in the adsorbed systems represent the spin majority
and spin minority channels, respectively.
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Figure 44: Calculated PDOSs of single Sn, S and TM atoms in the TM adsorbed SnS.

The electronic band structure of the TM adsorbed SnSe ML is displayed in Figure 45, where the
band gaps of adsorbed systems are found to decrease as compared to pristine SnSe ML. The Mn
adsorbed SnSe ML has a band gap of 0.67 eV, which is smaller than that of the pristine SnSe ML
due to the hybridization between 4p orbitals states of Sn and S atoms with 3d states of adsorbed
system near the Fermi level as shown in Figure 46. Here 𝑑N€ and 𝑑” ' orbitals, in particular, are
found to have major contributions. A band gap of 0.77 eV is obtained for Fe adsorbed SnSe ML,
where the main contribution to 3d states is due to the 𝑑N ' )€ ' and 𝑑” ' orbitals in the minority spin
level at the valence band as shown in Figure 46. For Co adsorbed system, the band gap is found to
be 1.04 eV, where the CBM shifts down at the vicinity of the Fermi level due to the major
contribution of the 𝑑N€ , 𝑑” ' , and 𝑑€” states of the minority spin level as shown in Figure 46.

116

Figure 45: Electronic band structure of single atoms TM adsorbed SnSe ML. The Fermi level is
set to zero. The solid-blue and dotted-magenta lines in the adsorbed systems represent the spin
majority and spin minority channels, respectively.

Figure 46: Calculated PDOSs of single Sn, Se, and TM atoms in the TM adsorbed SnSe.
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Figure 47 shows the electronic band structure of pristine and TM atoms adsorbed SnTe ML. A
band gap of 0.60 eV is predicted for the Mn adsorbed SnTe ML, where both the CBM and valence
band maximum (VBM) come closure as compared to the pristine SnTe ML. This is due to the
hybridization between 4p and 4s orbital states of Sn and S atoms with the 𝑑N€ and 𝑑” ' orbitals of
3d states of the adsorbed system, which is shown by the spin-polarized PDOSs diagram in Figure
48. The Fe adsorbed SnSe ML is found to have a band gap of 0.85 eV. Here the CBM significantly
shifts near the Fermi level, where the 𝑑N” and 𝑑N ' )€ ' orbitals have major contribution in the
majority and minority spin levels. Whereas the 𝑑N ' )€ ' , 𝑑N” , and 𝑑€” states attribute to the VBM
near Fermi level. The Co adsorbed SnTe ML shows a band gap of 0.52 eV, where the CBM due
to the minority spin level falls below Fermi level. This is attributed to the major contribution by
the 𝑑N€ and 𝑑N ' )€ ' orbitals of 3d states of adsorbed system. The 𝑑N€ , 𝑑€” , and 𝑑N” orbitals mainly
contribute to hybridize with the 4p and 4s orbital states of Sn and Te atoms at the VBM near the
Fermi level.

Figure 47: Electronic band structure of single TM atoms adsorbed SnTe ML. The Fermi level is set
to zero. The solid-blue and dotted-magenta lines in the adsorbed systems represent the spin majority
and spin minority channels, respectively.
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Figure 48: Calculated PDOSs of single Sn, Te, and TM atoms in the TM adsorbed SnTe.
The spin-orbit coupling (SOC) is also investigated to study the effect of the relativistic interaction
on the electronic band structure of the studied systems. The SOC is found to have negligible effect
on the electronic band gap in most of the systems (see Table 13) except in the Co adsorbed SnSe
and SnTe MLs. The higher effect of SOC on electronic band gaps of Co adsorbed SnSe and SnTe
MLs can be attributed to the effect of the larger atomic mass of Co transition element in addition
to those of Se and Te elements. The non-symmetric nature of majority and minority spin levels as
revealed from the electronic band structure and PDOS in TM atoms adsorbed configurations is
due to the existence of the magnetism. Particularly, as shown by the PDOSs diagrams, the
asymmetry of the majority and minority spin levels are dominant at the valence band, as mainly
contributed by the adsorbed TM atoms while the contribution from the Sn and X atoms is found
symmetric over the whole energy range. The tuning of flat VBM of the TM atoms adsorbed SnX
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MLs indicates the potential usefulness of these compounds in photoelectrode application on the
nanostructured materials [356].

7.4.3 Magnetic and electric properties
The valence electron configurations of Mn, Fe and Co atoms are 3d54s2, 3d64s2, and 3d74s2,
respectively, which indicates that Mn, Fe, and Co atoms have 5, 4, and 3 unpaired spin states,
respectively. Table 14 presents the total and local magnetic moments of the TM atoms adsorbed
SnS ML. The total magnetic moments of these systems are 4.67, 2.98, and 1.12 𝜇k . The main
contribution of the total magnetic moment is due to Mn, Fe, and Co adsorbents with 4.70, 3.04,
and 1.37 𝜇k , respectively. These TM atoms induced small antiferromagnetic moments on SnS
atoms as a whole, see Table 14. Here a stronger antiferromagnetic ordering is found to be induced
for SnS atoms in the Co adsorbed case with a magnetic moment of -0.25 𝜇k . The Mn, Fe, and Co
adsorbed SnSe ML are found to have the induced total magnetic moments of 4.66, 3.01, and 1.82
𝜇k , respectively [357]. All TM atoms are found to have induced antiferromagnetic ordering with
SnSe atoms leaving the magnetic moments of about -0.04 𝜇k on SnSe atoms upon the adsorption.
Likewise, the TM atoms adsorbed SnTe ML resulted in the total magnetic moments of 4.64, 3.03,
and 1.80 𝜇k for Mn, Fe, and Co adsorptions, respectively. The TM atoms adsorption induces the
antiferromagnetism in SnTe atoms with the highest induced magnetic moment of -0.33 𝜇k for the
Co adsorbed configuration. MAE is also evaluated in this work to check the stable magnetic
arrangements of the systems. Magnetic anisotropy is an interesting phenomenon in layered
structures, which is produced because of the SOC (intrinsic magneto-crystalline anisotropy) and
magnetic dipole coupling (shape anisotropy). The MAE can be calculated as the difference
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between the total energy of a system with magnetic moments perpendicular to the plane, E001, and
that of in-plane, E100 as [357] MAE = E001 – E100.
Table 14 presents the values of MAE for the TM adsorbed SnX MLs. Among the studied systems,
only Co adsorbed SnSe and Fe adsorbed SnTe MLs are found to have significant MAE values of
0.37 and 0.84 meV/TM atom, respectively. The magnetic moments in these cases are found to
prefer the perpendicular rather than the in-plane direction. The magnetic properties induced on the
TMs adsorbed SnX MLs in this work are mainly attributed to the p-d hybridization mechanism. It
should be noted that most of the spin-polarized electrons located in the d orbitals of TM atoms
results in large magnetic moments, as compiled in Table 14. The higher spatial spin density
distributions of TM atoms confirm the strong magnetization. As all the TM atoms adsorbed SnX
MLs in this study are (i) semiconductors with electronic band gaps in the range of 0.52 – 1.05 eV
and (ii) magnetic materials with induced magnetism in them, they can be used as the magnetic
semiconductors in the 2D SnX spintronic device applications.

Figure 49: (a) Top and (b) side views of the charge density difference isosurfaces in TM atoms
adsorbed SnX MLs. The red and blue colored regions represent the charge gain and charge loss,
respectively. The isosurface here corresponds to a value of 3 × 10-4 e/Å3.
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Table 14: Total magnetic moment of the adsorbed system, TM, Sn, and X atoms, MAE, and the
charge transfer from adsorbed TM atom to SnX atoms at the most stable adsorption site.
SnX

Adsorbents

Compounds

𝑚 "T5

𝑚 "=

mSn

mX

MAE

∆q

(𝜇k )

(𝜇k )

(𝜇k )

(𝜇k )

(meV/TM

(e)

atom)
SnS

SnSe

SnTe

Mn

4.67

4.70

-0.056

0.02

0.03

-0.03

Fe

2.98

3.04

-0.08

0.015

0.05

-0.59

Co

1.12

1.37

-0.211

-0.04

-0.02

-0.45

Mn

4.66

4.70

-0.073

0.032

-0.03

-0.03

Fe

3.01

3.05

-0.026

-0.014

-0.04

-0.55

Co

1.82

1.86

-0.057

0.011

0.37

-0.23

Mn

4.64

4.68

-0.09

0.047

-0.01

-0.04

Fe

2.85

2.98

-0.165

0.026

0.84

-0.56

Co

1.31

1.63

-0.276

-0.052

-0.08

-0.29

The charge transfer between the TM atoms and the SnX atoms upon adsorption can be
investigated by calculating the difference in charge (∆𝑞) of the TM atoms before and after
adsorption. As presented in Table 14, the negative ∆𝑞 values of TM atoms indicate that the
electrons transfer from TM atoms to SnX atoms (mainly to X atoms) upon the adsorption, and
hence induce the p-type doping in SnX MLs. Fe atoms are found to have higher negative ∆𝑞 values
among all, which indicate the relatively stronger p-type doping than other TMs. Figure 49 displays
the difference in charge density isosurfaces between adsorbed TM atoms and the SnX atoms,
where red color represents the negative charges, and the blue color represents the positive charges.
From the figure, it is found that Sn and TM atoms lose electrons, while X atoms gain electrons in
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the interface. This charge transfer plays a key role on the electronic structure of the SnX MLs as
investigated in the previous section. Particularly, the polarized charges are found mostly localized
around TM atoms, and the neighboring Sn and X atoms have small contribution.

7.5 Conclusions
The structural, electronic, and magnetic properties of TM atoms decorated SnX MLs are
explored using the first-principles calculations. The TM atoms adsorbed SnX MLs are found to be
energetically stable and are semiconductors with the tuned electronic band gaps in the range of 0.5
– 1.05 eV. 3d orbitals of TM atoms are found to play the key role for the spin-polarization in the
adsorbed systems as demonstrated by the asymmetric nature in the electronic structures. The
magnetic moments induced in the SnX atoms in the TM atoms adsorbed systems are in the range
of -0.03 to -0.33 𝜇k indicating the antiferromagnetic ordering between TM atoms and SnX atoms.
The calculation of charge transfer between the adsorbed TM atom and SnX atoms revealed the ptype doping induced in SnX MLs. These results contribute to understand the effect of TM atoms
impurities to the electronic structure and electric charge along with the induced magnetism on the
new class of 2D material beyond graphene, silicene, and germanene. The coexistence of
magnetism in TM decorated 2D SnX MLs could provide theoretical framework for designing the
novel 2D magnetic devices. The investigation of thermoelectric performance on these TM
decorated SnX MLs could be interesting future work for the device applications.
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8

Chapter 8: Conclusion

8.1 Summary
In this dissertation, I investigated the structural, electronic, thermoelectric, and lattice
dynamics properties of group IV-VI (SnS, SnSe, SnTe, PbS, and PbTe) and ZrS2 compounds using
the first-principles density functional theory. In the first chapter, I introduced thermoelectrics with
the application and challenges of thermoelectric (TE) devices along with the brief information
about materials that I used in this dissertation work. In Chapter 2, I briefly explained the density
functional theory and other physical principles/theories applied here.
In Chapter 3, 4, and 5, I focused on the investigation of TE properties and TE performance
enhancement of the bulk and layered group IV-VI (SnS, SnSe, SnTe, PbS, and PbTe) compounds.
The dimensionality reduction is found to enhance the TE efficiency of the materials. This is due
mainly due to (i) the increase of the Seebeck coefficient because of higher electronic density of
states near the Fermi level in low-dimensional materials, and (ii) the reduction of the lattice thermal
conductivity (𝜅! ) at the surfaces and interfaces of 2D materials as a result of the enhanced phonon
scattering.
In chapter 6, I focused on the effect of the lattice anharmonicity and finite-temperature
phonons on the lattice dynamics properties of the 2D ZrS2 monolayer. The calculations are based
on the well-tested self-consistent phonon (SCP) theory, which implements compressive sensing
lattice dynamics technique based on efficient machine learning algorithms within it. The phonon
frequency renormalization is found to be more pronounced at the low-energy optical modes upon
including the quartic anharmonicity. The lattice thermal conductivity obtained using the SCP
lattice dynamics is much enhanced as compared to that predicted using the conventional
Boltzmann transport equation (BTE) approach, which inputs the harmonic lattice dynamics. This
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is attributed to the relatively lower phonon linewidth due to the anharmonic phonon frequency
renormalization phenomena included within the SCP theory.
I studied the coexistence of magnetism on the SnX (X = S, Se, Te) monolayers by
adsorption of the 3d transition metal (TM) atoms in chapter 7. Antiferromagnetic orderings are
realized between TM atoms and neighboring SnX atoms. Co adsorbed SnSe and Fe adsorbed SnTe
MLs are found to have significant magneto-crystalline anisotropy energy values of 0.37 and 0.84
meV/TM atom, respectively, with the preferred perpendicular direction. In addition, the p-type
doping is induced in the SnX MLs as indicated by the calculation of charge transfer between the
adsorbed TM and SnX atoms. The results demonstrate potential applications of TM atoms
adsorbed SnX MLs for spintronic and magnetic storage devices.

8.2 Outlook
As the future/on-going work, I am investigating the role of quartic anharmonicity on the
lattice- and thermo-dynamic properties of rectangular and square phases of 2D SnTe monolayer
(ML) by using the self-consistent phonon (SCP) theory. Recently, two-dimensional (2D) atomicthick ferroelectric SnTe films have been experimentally synthesized with the discovery of in-plane
spontaneous polarization. The study also revealed a ferroelectric phase transition from rectangular
to square phase at 270 K for SnTe films, which is greatly enhanced as compared to the bulk SnTe.
The increase of in-plane lattice constants of SnTe thin films with rock-salt structure has been
attributed to the ferroelectric Tc enhancement thereby adjusting balance between long-range
Coulomb interaction and short-range repulsion. Interestingly, 2D SnTe thin film is proposed as a
potential candidate for a ferroelectric random-access memory (FeRAM) device applications based
on its high ferroelectric transition temperature and small size. However, although much crucial, an
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in-depth theoretical investigation and qualitative predictions of anharmonic lattice dynamics and
phase transition in the 2D SnTe ML are challenging due to the complexities associated within firstprinciples computational approaches. So, I am planning to study the temperature-dependent
anharmonic lattice dynamics properties of rectangular and square phases of 2D SnTe ML by
implementing first-principles SCP theory. Followed by the structural relaxation and temperaturedependent phonon transport properties of both phases, I will calculate the structural energy gain,
difference in vibrational free energy, and lattice thermal conductivity. Then I will analyze and
compare my theoretical predictions about the structural stability, lattice dynamics, and phase
transition with the available experimental findings.
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