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1 Introduction
Soient p un nombre premier, et k un corps parfait de caracte´ristique p. On note W = W (k)
l’anneau des vecteurs de Witt a` coefficients dans k, K0 le corps des fractions deW et on fixe K une
extension totalement ramifie´e de K0 de degre´ e, d’anneau des entiers note´ OK . On fixe e´galement
K¯ une cloture alge´brique de K, on de´signe par GK le groupe de Galois absolu de K et par I le
sous-groupe d’inertie.
Si V est une Qp-repre´sentation semi-stable (voir [9]) de GK de dimension d, on sait lui associer
plusieurs invariants nume´riques. Il y a classiquement les poids de Hodge-Tate et les pentes de
l’action du Frobenius sur le module filtre´ de Fontaine correspondant. Ce sont tous deux des d-
uplets de rationnels (entiers pour les poids de Hodge-Tate) que l’on repre´sente parfois sous la
forme de polygones appele´s alors respectivement polygone de Hodge et polygone de Newton. (Pour
les de´finitions de ces multiples objets, voir paragraphe 2.1.) On sait que ces deux polygones ont
meˆme point d’arrive´e et que le polygone de Hodge est toujours situe´ en-dessous de celui de Newton.
Si h1 6 h2 6 · · · 6 hd sont les poids de Hodge-Tate et n1 6 n2 6 · · · 6 nd les pentes de Frobenius,
la condition visuelle sur les polygones se traduit par les ine´galite´s
h1 + · · ·+ hk 6 n1 + · · ·+ nk
pour tout k ∈ {1, . . . , d} avec e´galite´ si k = d.
Il existe toutefois un troisie`me invariant nume´rique que l’on peut associer a` V . Rappelons avant
de le de´finir que toute Fp-repre´sentation irre´ductibleH du groupe d’inertie I est simplement de´crite
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par ses poids de l’inertie mode´re´e : ils forment une suite de d′ = dimH entiers compris entre 0 et
p− 1 (de´finie a` permutation circulaire pre`s). (Pour des pre´cisions sur cette classification, le lecteur
pourra se reporter au paragraphe 1 de [13].)
Conside´rons a` pre´sent T un Zp-re´seau dans V stable par l’action du groupe de Galois (un
tel re´seau existe toujours par compacite´ de GK), et focalisons-nous sur la repre´sentation T/pT
restreinte au groupe d’inertie I. D’apre`s les rappels que nous venons de faire, a` tout quotient de
Jordan-Ho¨lder de cette repre´sentation, il correspond une suite d’entiers compris entre 0 et p − 1.
D’autre part, un the´ore`me de Brauer-Nesbitt (voir paragraphe 82.1 de [7]) montre que la famille
des quotients de Jordan-Ho¨lder de T/pT ne de´pend que de la repre´sentation V (et pas du choix
de T ). Ainsi, en regroupant les poids associe´s a` chacun des quotients de Jordan-Ho¨lder, on obtient
une collection de d entiers compris entre 0 et p− 1 qui est canoniquement associe´e a` V . Notons-les
i1 6 i2 6 · · · 6 id.
Il est naturel de se demander si ces entiers ont un rapport avec les autres invariants. Lorsque
e = 1 et lorsque la repre´sentation est cristalline, Fontaine et Laffaille ont montre´ dans [10] que
les poids de l’inertie mode´re´e sont les meˆmes que les poids de Hodge-Tate. Toutefois, ce re´sultat
simple est mis en de´faut pour les repre´sentations semi-stables non cristallines, meˆme dans les cas
les plus simples : dimension 2 et e = 1. Plus pre´cise´ment, dans cette situation, Breuil et Me´zard
ont montre´ dans [5] par un calcul explicite que si les poids de Hodge-Tate sont 0 et r, alors les
poids de l’inertie mode´re´e peuvent eˆtre n’importe quel couple (i1, i2) pourvu que i1 + i2 = r.
Dans cette note, nous de´gageons des contraintes explicites sur les poids de l’inertie mode´re´e
dans le cas ge´ne´ral. Commenc¸ons pour cela par de´finir le polygone de l’inertie mode´re´e comme le
polygone associe´ aux rationnels i′k =
ik
e . Nous montrons le the´ore`me suivant :
The´ore`me 1.1. Supposons que tous les poids de Hodge-Tate soient compris entre 0 et r pour un
entier r ve´rifiant er < p−1. Alors, le polygone de l’inertie mode´re´e est situe´ au-dessus du polygone
de Hodge. De plus ils ont meˆme point terminal. Autrement dit, pour tout k ∈ {1, . . . , d} :
e(h1 + · · ·+ hk) 6 i1 + . . .+ ik
avec e´galite´ si k = d.
Remarque. L’hypothe`se er < p− 1 se justifie aise´ment puisque les poids de l’inertie mode´re´e sont
par de´finition borne´s par p − 1. On pourrait toutefois se demander si le re´sultat demeure avec la
condition plus faible er 6 p− 1. La re´ponse est ne´gative en ge´ne´ral, mais il est tout a` fait probable
qu’elle devienne positive sous certaines hypothe`ses supple´mentaires simples.
Forts de ce re´sultat, nous essayons ensuite de comprendre s’il y a un rapport entre polygone de
l’inertie mode´re´e et polygone de Newton. Nous obtenons le re´sultat partiel suivant :
The´ore`me 1.2. Supposons que tous les poids de Hodge-Tate soient compris entre 0 et r pour un
entier r ve´rifiant er < p− 1. Alors, tant que les polygones de Hodge et de Newton ne se se´parent
pas, le polygone de l’inertie mode´re´e co¨ıncident aussi avec eux. En particulier, si polygone de Hodge
et polygone de Newton co¨ıncident, ils co¨ıncident e´galement avec le polygone de l’inertie mode´re´e.
Avec des e´galite´s, cela se traduit de la fac¸on suivante. Soit k ∈ {1, . . . , d}. Supposons que pour
tout k′ 6 k, on ait hk′ = nk′ . Alors ik = ehk(= enk).
L’organisation de cette note se fait comme suit. La partie 2 est consacre´e a` des rappels sur la
the´orie de Breuil de´veloppe´e dans [1], [2], [3] et [6], qui joue un roˆle central dans la de´monstration des
re´sultats pre´ce´demment annonce´s. La partie 3, quant a` elle, regroupe les preuves desdits re´sultats.
Finalement, dans une dernie`re partie, nous menons a` terme le calcul des invariants pre´ce´dents
sur un exemple simple en dimension 2. Il en ressort que, contrairement a` ce qui se passe pour
e = 1, les polygones de Hodge et de l’inertie mode´re´e ne sont en ge´ne´ral pas confondus pour les
repre´sentations cristallines.
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2 La the´orie de Breuil
Cette section est de´die´e aux pre´liminaires de the´orie de Hodge p-adique, rationnelle et entie`re.
Nous rappelons dans un premier temps la correspondance, duˆe a` Fontaine, entre repre´sentations
p-adiques semi-stables et (ϕ,N)-modules filtre´s faiblement admissibles. Ensuite, nous de´taillons
la the´orie de Breuil qui permet de comprendre les re´seaux a` l’inte´rieur de telles repre´sentations
galoisiennes et les re´ductions modulo p de ces re´seaux.
2.1 The´orie de Hodge p-adique rationnelle
Les (ϕ,N)-modules filtre´s de Fontaine
De´finition On note MFK(ϕ,N) la cate´gorie dont les objets sont la donne´e de :
– un K0-espace vectoriel D de dimension finie ;
– une filtration de´croissante FiltDK exhautive et se´pare´e sur DK = D ⊗K0 K par des sous
K-espaces vectoriels ;
– une application K0-semi-line´aire (par rapport au Frobenius sur K0) injective ϕ : D → D
(appele´e Frobenius) ;
– une application K0-line´aire N : D → D (appele´e monodromie) ve´rifiant Nϕ = pϕN .
Les morphismes dans cette cate´gorie sont les applications K0-line´aires compatibles au Frobenius,
a` la monodromie et a` la filtration apre`s extension des scalaires a` K. On associe a` tout objet
D ∈ MFK(ϕ,N) deux invariants nume´riques qui sont son nombre de Hodge et son nombre de
Newton. Si D est de dimension 1, le nombre de Hodge tH(D) est de´fini comme le plus grand entier
t tel que FiltDK = DK alors que le nombre de Newton tN (D) est la pente du Frobenius sur D
(c’est-a`-dire la valuation p-adique de α ∈ K tel que φ(x) = αx pour un x ∈ D). Si D est de
dimension d, on pose par de´finition tN(D) = tN (Λ
dD) et tH(D) = tH(Λ
dD). Un objet D est dit
faiblement admissible si tN (D) = tH(D) et si pour tout D
′ ⊂ D stable par ϕ et N et muni de
la filtration induite, on a tH(D
′) 6 tN (D
′). On note MFfaK(ϕ,N) la sous-cate´gorie de MFK(ϕ,N)
forme´e des objets faiblement admissibles. On montre que c’est une cate´gorie abe´lienne, stable par
produit tensoriel et dualite´.
Polygones de Hodge et de Newton Plutoˆt que les nombres de Hodge et de Newton, on
conside`re parfois les polygones de Hodge et Newton. Comme ceux-ci sont centraux dans toute cette
note, nous en rappelons la de´finition. Rappelons dans un premier temps que si n1 6 n2 6 · · · 6 nd
sont des nombres, on leur associe un « polygone » de la fac¸on suivante : on rejoint dans le plan les
points de coordonne´es (k, n1 + · · ·+ nk) et on trace les verticales issues du de´but et de la fin de la
ligne brise´e pre´ce´dente. Le point (d, n1 + · · ·+ nd) est appele´ point d’arrive´e ou point terminal du
polygone. Si les entiers ni ne sont pas trie´s, on commence par le faire.
Si maintenant D est un objet de MFK(ϕ,N), son polygone de Hodge est le polygone associe´
aux entiers t pour lesquels Filt+1DK 6= FiltDK avec la convention que l’entier t est repe´te´ autant
de fois que la dimension de Filt+1DK/Fil
tDK . Le polygone de Newton de D quant a` lui est le
polygone associe´ aux pentes de l’action de Frobenius ; c’est aussi le polygone de Newton (usuel) du
polynoˆme caracte´ristique de la matrice de ϕ dans une base quelconque de D sur K0. On montre
que si D est faiblement admissible alors le polygone de Hodge est en-dessous le polygone de Newton
et que ceux-ci ont meˆme point d’arrive´e.
Lien avec les repre´sentations semi-stables Dans [8], Fontaine construit un anneau Bst muni
de structures supple´mentaires (dont nous ne rappelons pas la de´finition ici, car elle ne nous servira
pas). Il montre que si V est une repre´sentation semi-stable de GK , alors :
Dst(V ) = (Bst ⊗Qp V )GK
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est un objet de MFfaK(ϕ,N). Mieux, le foncteur Dst e´tablit une anti-e´quivalence de cate´gories entre
la cate´gorie des repre´sentations galoisiennes semi-stables et MFfaK(ϕ,N). Les polygones de Hodge
et de Newton de la repre´sentation galoisienne sont alors de´finis comme les polygones de Hodge et
de Newton de l’objet de MFfaK(ϕ,N) correspondant.
Les SK0-modules filtre´s de Breuil
De´finitions Soit fπ : W [u] → OK l’application qui envoie u sur π. Notons E(u) le polynoˆme
minimal de π sur K0 de sorte que le noyau de fπ soit l’ide´al principal engendre´ par E(u). On note
S le comple´te´ p-adique de l’enveloppe a` puissances divise´es de W [u] relativement au noyau de fπ
(et compatible avec les puissances divise´es canoniques sur pW [u]). L’application fπ se prolonge a`
S. De plus, S est naturellement muni d’une filtration FiliS (la filtration a` puissances divise´es), d’un
Frobenius W -semi-line´aire φ : S → S continu pour la topologie p-adique de´fini par φ(u) = up, et
d’un ope´rateur de monodromie W -line´aire N : S → S continu pour la topologie p-adique, ve´rifiant
la condition de Leibniz et de´fini par N(u) = −u. On note c = φ(E(u))/p ; c’est une unite´ de
S. Finalement, on de´signe par f0 : S → W le morphisme d’anneau (continu pour la topologie
p-adique) qui envoie u et toutes ses puissances divise´es sur 0.
On pose SK0 = S⊗WK0 ; les structures supple´mentaires que l’on vient de de´finir s’y prolongent.
Ceci permet de de´finir la cate´gorieMF(φ,N). Ses objets sont la donne´e de :
– un SK0-module D libre de rang fini ;
– une filtration FiltD telle que FiliS · FiltD ⊂ Filt+iD pour tous i et t ;
– un Frobenius SK0-semi-line´aire φ : D → D ;
– un ope´rateur de monodromie N : D → D ve´rifiant Nφ = pφN et N(FiltD) ⊂ Filt−1D pour
tout t.
Une e´quivalence de cate´gories Si D est un objet de MFK(ϕ,N), on peut lui associer un objet
de D ∈ MF(φ,N) de la fac¸on suivante. On pose D = D ⊗K0 SK0 . Il est muni de φ = φ⊗ ϕ et de
N = N ⊗ 1 + 1⊗N . La filtration, quant a` elle, est de´finie par :
FiltD = {x ∈ D / ∀i > 0, fπ(N i(x)) ∈ Filt−iD}.
On montre (voir [1], section 6) que cette association de´finit une e´quivalence de cate´gories entre
MFK(ϕ,N) et MF(φ,N). Un quasi-inverse est de´crit comme suit. Soit D ∈ MF(φ,N). On pose
D = D⊗SK0 K0 (ou` le morphisme SK0 → K0 est f0). Il est muni des ope´rateurs φ et N qui passent
au quotient et de´finissent respectivement le Frobenius et l’ope´rateur de monodromie de l’objet de
MFK(ϕ,N). La de´finition de la filtration demande un peu plus de travail, et notamment un lemme
pre´liminaire.
Lemme 2.1. Avec les notations pre´ce´dentes, il existe une unique section s : D → D de id ⊗ f0,
qui soit K0-line´aire et compatible au Frobenius.
De´monstration. Voir proposition 6.2.1.1 de [1].
Le section s du lemme fournit en particulier une fle`che K0-line´aire D → D/Fil1D. En utilisant
que D/Fil1SK0D est un espace vectoriel sur SK0/Fil1SK0 ≃ K (par la fle`che u 7→ π) dont le rang
est le meˆme que celui de D, on montre facilement que s s’e´tend en un isomophisme K-line´aire
sK : DK → D/Fil1SK0D. La filtration est alors obtenue par FiltD = s−1K (FiltD/F il1SK0D).
Finalement, mentionnons que de la de´finition de la filtration, on de´duit l’e´galite´ suivante, qui
nous sera utile pour la suite :
Filt−iD = {x ∈ D /E(u)ix ∈ FiltD} (1)
valable pour tous entiers t et i.
2.2 The´orie de Hodge p-adique entie`re et de torsion
A` partir de maintenant, on se donne un entier positif r < p − 1 et on se restreint aux
repre´sentations pour lesquelles Fil0DK = DK et Fil
r+1DK = 0 sur le module filtre´ de Fontaine D
associe´. L’inte´reˆt d’utiliser la the´orie de Breuil est qu’elle permet de de´crire les re´seaux dans les
repre´sentations semi-stables (ve´rifiant l’hypothe`se pre´ce´dente).
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Modules fortement divisibles SoitD un objet deMF(φ,N) associe´ a` un objetD ∈ MFK(ϕ,N)
dont la filtration est comprise entre 0 et r. Un module fortement divisible (ou re´seau fortement
divisible) dans D est un sous-S-moduleM⊂ D ve´rifiant :
– M est libre de rang fini sur S ;
– le morphisme naturelM⊗S SK0 → D est un isomorphisme ;
– φ(FilrM) ⊂ prM ou` FilrM =M∩ FilrD ;
– φpr (Fil
rM) engendre M sur S.
On montre (voir corollaire 2.1.4 de [3]) que si D admet un re´seau fortement divisible, alors D
correspond a` un D faiblement admissible V , et donc a` une repre´sentation galoisienne. La re´ciproque
est e´galement vraie : si er < p − 1 (cas qui nous inte´resse principalement ici), c’est le re´sultat
principal de [3], sinon c’est une conse´quence des travaux de Kisin (voir [11]) et de Liu (voir [12]).
En outre, dans le cas ou` D est faiblement admissible, la dernie`re condition (a` savoir « φpr (Fil
rM)
engendre M ») est implique´e par les pre´ce´dentes, ce qui explique par exemple que nous ne la
ve´rifierons dans la section 4.
D’autre part, on dispose d’un foncteur Tst (dont nous renvoyons a` [2] pour la de´finition) qui
a` M associe un Zp-re´seau stable par Galois T a` l’inte´rieur de V . Ce foncteur e´tablit en fait une
bijection entre les re´seaux fortement divisibles dans D et les re´seaux stables par Galois dans V .
(Pour ce dernier re´sultat, voir [12].)
Les cate´gories Modφ,N/S1 et Mod
φ,N
/S˜1
On est maintenant tente´ de re´duire modulo p les modules
fortement divisibles que l’on vient d’introduire pour obtenir une description des repre´sentations de
la forme T/pT . On pose pour cela S1 = S/pS. Les structures supple´mentaires sur S passent au
quotient pour de´finir des structures analogues sur S1. On introduit la cate´gorie Mod
φ,N
/S1
dont les
objets sont la donne´e de :
– un module M libre de type fini sur S1 ;
– un sous-module FilrM⊂M contenant FilrS1M ;
– une application semi-line´aire φr : Fil
rM→M dont l’image engendreM sur S1 ;
– une application N : M → M ve´rifiant la condition de Leibniz, telle que ueN(FilrM) ⊂
FilrM et faisant commuter le diagramme suivant :
FilrM φr //
ueN

M
cN

FilrM φr //M
Si er < p−1, la cate´gorie Modφ,N/S1 est e´tudie´e dans [6] : on montre en particulier qu’elle est abe´lienne
et artinienne et on de´crit ses objets simples lorsque le corps re´siduel k est alge´briquement clos. De
plus, elle est e´galement e´quipe´e d’un foncteur exact Tst vers la cate´gorie des Fp-repre´sentations
de GK . Finalement, si M est un module fortement divisible, le quotient M/pM est un objet de
Modφ,N/S1 et si T est le re´seau associe´ a` M par le foncteur Tst, on a Tst(M/pM) = T/pT .
Pour les calculs de la section 4, nous aurons besoin de manipuler la cate´gorie Modφ,N
/S˜1
: sa
de´finition est analogue a` celle de Modφ,N/S1 hormis que S1 est partout remplace´ par S˜1 = k[u]/u
ep.
Le morphisme d’anneaux S1 → S˜1 qui envoie u sur u et les puissances divise´es γi(ue) sur 0 pour
i > p de´finit via extension des scalaires un foncteur Modφ,N/S1 → Mod
φ,N
/S˜1
. La proposition 2.3.1 de
[6] assure que ce dernier est une e´quivalence de cate´gories.
3 Position relative des divers polygones
Nous prouvons a` pre´sent les the´ore`mes 1.1 et 1.2. Nous commenc¸ons par quelques rappels sur
les bases adapte´es qui jouent un roˆle essentiel dans la de´monstration du the´ore`me 1.1.
5
3.1 Notion de bases adapte´es
Modules libres sur les anneaux « principaux »
Nous isolons ici un lemme, conse´quence facile du the´ore`me de structure des modules de type
fini sur les anneaux principaux. Bien qu’e´le´mentaire, ce lemme peut eˆtre vu comme la cle´ de la
de´monstration du re´sultat de comparaison entre polygone de Hodge et de l’inertie mode´re´e.
Lemme 3.1. Soit A un anneau principal et p un e´le´ment non nul irre´ductible de A. On note
encore p ⊂ A l’ide´al principal maximal engendre´ par p. Soient r < N et d des entiers, et M ′ un
sous-A-module de M = (A/pN)d tel que prA ⊂M ′. Alors, il existe (e1, . . . , ed) une base de M (sur
A/pN) et des entiers 0 6 n1 6 n2 6 · · ·nd 6 r tels que M ′ soit le sous-module engendre´ par les
pniei.
De plus, les ni sont uniquement de´termine´s ( i.e. ne de´pendent pas de la base (e1, . . . , ed)) et
peuvent s’obtenir de la fac¸on suivante. Soit (x1, . . . , xD) une famille ge´ne´ratrice de M
′. Soient G
la matrice d×D obtenue en e´crivant en colonne les composantes des vecteurs xi et Gˆ une matrice
a` coefficients dans A relevant G. Alors, pour tout k 6 d, le nombre n1 + · · ·+ nk est la plus petite
valuation p-adique d’un mineur k × k de Gˆ.
De´monstration. D’apre`s la the´orie des diviseurs e´le´mentaires, il existe des matrices inversibles P
et Q (a` coefficients dans A) telles que :
Gˆ = P ·


a1 0 0
ad 0 0

 ·Q
ou` ak est le Pgcd des mineurs k × k de Gˆ. De ceci, il de´coule toutes les assertions du lemme a`
part l’unicite´ des ni. Pour cette dernie`re, on remarque que pour tout entier n 6 r la longueur du
A-module pnM/(M ′ ∩ pnM) s’e´galise avec la somme des max(0, ni − n), et que la connaissance de
toutes ces sommes permet de retrouver les ni.
Existence de bases adapte´es
Le lemme 3.1 donne directement le re´sultat suivant, de´ja` bien connu.
Proposition 3.2. SoitM un module filtre´ sur SK0 (resp. un objet deModφ,N/S1 ). Il existe (e1, . . . , ed)
une base de M et des entiers n1, . . . , nd compris entre 0 et r (resp. entre 0 et er) tels que :
FilrM = FilpSK0 M+
d∑
i=0
E(u)ni eiSK0
(resp. FilrM = FilpS1M+
d∑
i=0
uni eiS1).
De plus les entiers ni sont uniquement de´termine´s (a` l’ordre pre`s).
De´monstration. On applique le lemme 3.1 respectivement aux quotients SK0/Fil
pSK0 ≃ K0[u]/E(u)p
et S1/Fil
pS1 ≃ k[u]/uep.
Une base comme en fournit la proposition est appele´ une base adapte´e pour les entiers n1, . . . , nd.
On prendra garde au fait qu’il n’est pas vrai que tout module fortement divisible admet une base
adapte´e. Toutefois, c’est le cas si r = 1 (et la de´monstration repose encore sur la the´orie des
diviseurs e´le´mentaires, l’anneau principal qui intervient e´tant ici S/Fil1S ≃ OK).
L’e´galite´ (1) conduit directement a` la proposition suivante :
Proposition 3.3. Soit V une repre´sentation semi-stable de GK et D son SK0-module filtre´ associe´.
Si n1, . . . , nd sont les entiers qui apparaissent dans l’e´criture d’une base adapte´e de D, alors les
poids de Hodge-Tate de V sont les hi = r − ni.
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3.2 Preuve du the´ore`me 1.1
On suppose er < p − 1. On fixe V une repre´sentation semi-stable de GK de dimension d. On
note D son SK0 -module filtre´ associe´. D’apre`s le re´sultat principal de [3], il existe M ⊂ D un
re´seau fortement divisible. La repre´sentation galoisienne T = Tst(M) est un re´seau dans V stable
par GK et on a T/pT = Tst(M/pM). Le but est de comparer les poids de Hodge-Tate de V , note´s
h1 6 · · · 6 hd, avec les poids de l’inertie mode´re´e de T/pT , note´s i1 6 · · · 6 id.
Notons n1 > · · · > nd (resp. n′1 > · · · > n′d) les entiers qui interviennent dans l’e´criture d’une
base adapte´e de D (resp. deM/pM). Par la proposition 3.3, on a la relation hk = r−nk pour tout
k ∈ {1, . . . , d}. De´finissons les poids de Hodge-Tate de M/pM comme les rationnels h′k = r − n
′
k
e
et appelons polygone de Hodge de M/pM le polygone associe´ a` ces nombres. La de´monstration
se de´coupe alors naturellement en deux e´tapes : tout d’abord on montre que le polygone de Hodge
de M/pM est au-dessus de celui de V (avec meˆme point terminal), puis qu’il est au-dessous du
polygone de l’inertie mode´re´e (avec e´galement meˆme point terminal).
Premie`re e´tape : comparaison entre polygones de Hodge
On conserve les notations pre´ce´dentes. Montrons tout d’abord que pour tout k ∈ {1, . . . , d}, on
a :
e(nd + . . .+ nk) 6 n
′
d + . . .+ n
′
k
et que l’e´galite´ a lieu lorsque k = 1.
Soit (e1, . . . , ed) une base adapte´e de M/pM, donc associe´e aux entiers n′1, . . . , n′d. Notons
xˆi ∈ FilrM un releve´ de un′iei et xi sa projection dans FilrM/FilpSM. On ve´rifie facilement que
la famille des xi engendre Fil
rM/FilpSM. Soit G la matrice carre´e de taille d obtenue en e´crivant
en colonne les coordonne´es des vecteurs xi dans une base quelconque (mais fixe´e) de M/FilpSM.
C’est une matrice a` coefficients dans W [u]/E(u)p. Soient Gˆ une matrice a` coefficients dans W [u]
relevant G et G¯ la re´duction de Gˆ dans l’anneau k[u].
Fixons un entier k ∈ {1, . . . , d}. D’apre`s le lemme 3.1, n = nd+ . . .+nk (resp. n′ = n′d+ . . .+n′k)
est la plus petite valuation E(u)-adique (resp u-adique) d’un mineur (d + 1− k) × (d + 1 − k) de
Gˆ (resp. de G¯). Ainsi, E(u)n divise certainement tous les mineurs de taile d + 1 − k de Gˆ. Par
re´duction modulo p, il s’ensuit que uen divise tous les mineurs de taille d+1−k de G¯. D’ou` en 6 n′
comme annonce´.
Il reste a` montrer que l’e´galite´ a lieu lorsque k = 1. Par hypothe`se FilrSM ⊂ FilrM. On en
de´duit qu’il existe une matrice Hˆ a` coefficients dans W [u] telle que GˆHˆ ≡ E(u)rI (mod E(u)p)
(ou` I de´signe la matrice identite´). Comme p − r > 1, il existe une matrice C a` coefficients dans
W [u] telle que GˆHˆ = E(u)r(I − E(u)C). En conside´rant les de´terminants, il vient :
det(Gˆ) det(Hˆ) = E(u)rd ∆
ou` ∆ ∈ W [u] est congru a` 1 modulo E(u). L’anneau W [u] e´tant factoriel, det(Gˆ) prend la forme
E(u)nδ ou` n 6 rd est un entier et ou` δ divise ∆. En particulier E(u) ne divise pas δ et la valuation
E(u)-adique de det(Gˆ) est n. Ainsi n = n1 + · · · + nd. D’autre part, en re´duisant modulo p, on
obtient det(G¯) = uenδ¯ ou` δ¯ divise un e´le´ment congru a` 1 modulo ue. En particulier sa valuation
u-adique est nulle et donc celle de det(G¯) vaut en. Le re´sultat annonce´ s’ensuit.
Il re´sulte de ceci le re´sultat de comparaison, objet de ce paragraphe.
Lemme 3.4. Avec les notations pre´ce´dentes, le polygone de Hodge de V est au-dessous du polygone
de Hodge de M/pM. De plus, ils ont meˆme point d’arrive´e.
De´monstration. En soustrayant e(n1 + · · · + nd) = n′1 + · · · + n′d des deux coˆte´s de l’ine´galite´
pre´ce´demment prouve´e, on obtient e(n1 + · · ·+ nk) > n′1 + · · ·+ n′k. Le re´sultat s’obtient alors en
divisant par (−e), puis en ajoutant kr a` cette dernie`re ine´galite´. Bien entendu, le cas d’e´galite´ se
traite par la meˆme manipulation alge´brique.
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Deuxie`me e´tape : polygone de Hodge de M/pM et polygone de l’inertie mode´re´e
Nous prouvons en fait de fac¸on plus ge´ne´rale le lemme suivant :
Lemme 3.5. Soit N un objet de Modφ,N/S1 . Le polygone de Hodge de N est au-dessous du polygone
de l’inertie mode´re´e de Tst(N ). De plus, ils ont meˆme point d’arrive´e.
La cate´gorie Modφ,N/S1 e´tant abe´lienne et artinienne, il suffit de prouver d’une part que le re´sultat
est vrai pour les objets simples de cette cate´gorie et d’autre part qu’il passe aux extensions. Comme
les poids de l’inertie mode´re´e ne de´pendent que de l’action du groupe d’inertie et que les poids de
Hodge-Tate sont invariants par extension non ramifie´e, on peut supposer que le corps re´siduel k
est alge´briquement clos. Dans ce cas, les objets simples sont de´crits dans [6] (the´ore`me 4.3.2) et la
repre´sentation galoisienne associe´e a` ceux-ci est e´galement calcule´e dans loc. cit. (the´ore`me 5.2.2).
On constate alors sans difficulte´ que les polygones sont bien dispose´s comme on le souhaite. (En
re´alite´, les polygones sont meˆmes confondus, ici.)
Traitons a` pre´sent le cas des extensions. Donnons-nous :
0→ N ′ → N → N ′′ → 0
une suite exacte dans Modφ,N/S1 . Notons a
′
1 6 · · · 6 a′d′ (resp. b′1 6 · · · 6 b′d′) les poids de Hodge-
Tate de N ′ (resp. de l’inertie mode´re´e de Tst(N ′)) et a′′1 6 · · · 6 a′′d′′ (resp. b′′1 6 · · · 6 b′′d′′)
ceux correspondant a` N ′′. E´tant donne´ que le foncteur Tst est exact et que les poids de l’inertie
mode´re´e de Tst(N ) ne de´pendent que des quotients de Jordan-Ho¨lder de ladite repre´sentation, ils
sont exactement les nombres b′1, . . . , b
′
d′ , b
′′
1 , . . . , b
′′
d′′ .
E´valuons maintenant les poids de Hodge-Tate de N , que nous notons a1 6 a2 6 · · · 6 ad avec
d = d′ + d′′. D’apre`s la preuve du lemme 3.1, pour tout entier n 6 er, ils ve´rifient la relation :
dimk
unN
unN ∩ FilrN =
d∑
i=1
max(0, e(r − ai)− n)
et l’on dispose bien entendu de formules analogues pour N ′ et N ′′. Conside´rons les deux applica-
tions :
unN ′
unN ′ ∩ FilrN ′ →
unN
unN ∩ FilrN →
unN ′′
unN ′′ ∩ FilrN ′′ .
La seconde est clairement surjective et la premie`re est injective : en effet, si x ∈ unN ′ s’envoie
dans FilrN , il est aussi e´le´ment de FilrN ′ en vertu de la stricte compatibilite´ a` la filtration (voir
corollaire 3.5.7 de [6]). Il s’ensuit que la dimension du terme central est supe´rieure a` la somme des
dimensions des termes extre´maux. D’ou` on de´duit l’ine´galite suivante :
d∑
i=1
max(0, e(r − ai)− n) >
d′∑
i=1
max(0, e(r − a′i)− n) +
d′′∑
i=1
max(0, e(r − a′′i )− n). (2)
Il en re´sulte que pour tout k ∈ {1, . . . , d} la somme des k plus petits entiers parmi les ai est
infe´rieure a` la somme des k plus petits e´le´ments parmi a′1, . . . , a
′
d′ , a
′′
1 , . . . , a
′′
d′′ .
Par ailleurs, si n = 0, la suite :
0→ N
′
FilrN ′ →
N
FilrN →
N ′′
FilrN ′′ → 0
est exacte. En effet, il suffit d’apre`s ce qui pre´ce`de de ve´rifier l’exactitude au milieu. Pour cela, on
conside`re x ∈ N qui s’envoie sur un e´le´ment y ∈ FilrN ′′ et il s’agit de montrer que x s’e´crit comme
la somme d’un e´le´ment de N ′ et d’un e´le´ment de FilrN . Par la stricte compatiblite´ a` la filtration,
l’application FilrN → FilrN ′′ est surjective, d’ou` il existe x′ ∈ FilrN qui s’envoie e´galement sur
y ∈ FilrN ′′. Mais alors x− x′ est nul dans N ′′ et donc est e´le´ment de N . L’exactitude en de´coule.
De celle-ci, on de´duit que lorsque n = 0, l’ine´galite´ (2) est en fait une e´galite´, c’est-a`-dire :
d∑
i=1
ai =
d′∑
i=1
a′i +
d′′∑
i=1
a′′i .
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En regroupant tout ce qui pre´ce`de, on s’aperc¸oit que l’on vient de prouver que le polygone de
Hodge de N est situe´ au-dessous du polygone associe´ aux nombres (retrie´s) a′1, . . . a′d′ , a′′1 , . . . , a′′d′′ ,
et qu’ils ont meˆme point terminaux. Pour conclure, il ne reste donc plus qu’a` prouver le lemme
suivant.
Lemme 3.6. Supposons que le polygone associe´ aux nombres a′1, . . . , a
′
d′ (resp. a
′′
1 , . . . , a
′′
d′) soit au-
dessous du polygone associe´ aux nombres b′1, . . . , b
′
d′′ (resp. b
′′
1 , . . . , b
′′
d′′) et qu’ils aient meˆme points
d’arrive´e. Alors le polygone associe a` a′1, . . . , a
′
d′ , a
′′
1 , . . . , a
′′
d′′ est au-dessous du polygone associe´ a`
b′1, . . . , b
′
d′ , b
′′
1 , . . . , b
′′
d′′ , et ils ont meˆme point d’arrive´e.
De´monstration. L’assertion sur les points d’arrive´e est imme´diate.
Pour le reste, on peut e´videmment supposer que les a′i, les a
′′
i , les b
′
i et les b
′′
i sont range´s
par ordre croissant. Soit k compris entre 1 et d. La somme des k plus petits nombres parmi
a′1, . . . , a
′
d′ , a
′′
1 , . . . , a
′′
d′′ est e´gale a` :
min
16m6k
(a′1 + · · ·+ a′m) + (a′′1 + · · ·+ a′′k−m) (3)
et, bien entendu, on dispose d’une formule analogue lorsque la lettre a est remplace´e par b. La
conclusion s’obtient en remarquant que chacun des termes qui apparaˆıt dans le minimum de (3) est
majore´ par hypothe`se par le terme correspondant ou` a est remplace´ par b, et que cette majoration
se transporte directement sur les minimas.
Remarques
Le cas er > p− 1 Comme nous le disions dans l’introduction, le the´ore`me 1.1 peut eˆtre mis en
de´faut si on oˆte l’hypothe`se er < p− 1. Voici un contre-exemple tre`s simple. Conside´rons K0 = Qp
et K = K0(
p
√
1) ; l’extension K/K0 est totalement ramifie´e de degre´ e = p − 1. Le caracte`re
cyclotomique a pour seul poids de Hodge-Tate 1 mais sa re´duction modulo p est triviale, de sorte
que le poids de l’inertie mode´re´e est 0. On remarque qu’ici on peut choisir r = 1, de sorte que
er = p− 1 qui est la premie`re situation dans laquelle l’ine´galite´ de l’e´nonce´ est viole´e.
Que dire des repre´sentations de Hodge-Tate ? Si V n’est pas semi-stable, mais simplement
de Hodge-Tate, l’e´nonce´ du the´ore`me 1.1 a encore un sens, et on peut le´gitimement se demander
s’il est encore vrai dans ce contexte plus ge´ne´ral. La re´ponse est ne´gative et, la` encore, les contre-
exemples sont aise´s a` produire. On prendK = K0 = Qp, et on fixe π ∈ K¯ une racine (p−1)-ie`me de
p. De´finissons le caracte`re GK → Gal(K(π)/K)→ Q⋆p, σ 7→ σππ . Il correspond a` une repre´sentation
p-adique de dimension 1 qui est de Hodge-Tate1 et son seul poids de Hodge-Tate est nul. Toutefois,
modulo p, cette repre´sentation s’identifie par construction au caracte`re fondamental de Serre : son
poids de l’inertie mode´re´e est donc 1 et le re´sultat est mis en de´faut.
3.3 Preuve du the´ore`me 1.2
On conserve notre entier positif r ve´rifiant er < p − 1. De plus comme les invariants qui
interviennent dans l’e´nonce´ du the´ore`me 1.2 ne changent pas apre`s une extension non ramifie´e, on
peut supposer que le corps re´siduel k est alge´briquement clos.
Soit V une repre´sentation semi-stable dont on note les poids de Hodge-Tate h1 6 · · · 6 hd 6 r
et les pentes de l’action de Frobenius n1 6 · · · 6 nd. On suppose que les polygones de Newton
et de Hodge commencent par un segment de meˆme pente, c’est-a`-dire que h1 = n1 = s. Notons
d′ > 1 le plus grand entier pour lequel nd′ = s. E´tant donne´ que le polygoˆne de Newton est situe´
au-dessus du polygoˆne de Hodge, on a nk = hk = s pour tout k 6 d
′.
Soit D ∈ MFfaK(ϕ,N) le (ϕ,N)-module filtre´ de Fontaine associe´ a` V . Appelons Ds la partie de
pente s de D. D’apre`s la de´finition de d′, c’est un sous-espace de dimension d′ stable ϕ. Par ailleurs
l’ope´rateur de monodromie doit envoyer Ds sur Ds−1 (partie de pente s− 1) mais celle-ci est nulle
puisque s est la plus petite pente. Ainsi N = 0 sur Ds, et Ds est stable par ϕ et N . Soit D
′ ⊂ Ds
un sous-espace de dimension n stable par ϕ et N . Par les conditions de faible admissibilite´, on
1Elle est meˆme « potentiellement triviale ». En particulier, elle est potentiellement cristalline.
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tH(D
′) 6 tN (D
′) = ns. Par ailleurs, FiltDK = DK pour tout t 6 s et donc Fil
tD′K = D
′
K pour
tout t 6 s. On en de´duit qu’il n’y a pas de saut dans la filtration avant s et donc que tH(D
′) > ns.
Finalement tH(D
′) = tN (D
′) = ns, et il s’ensuit que Ds est un sous-objet de D dans la cate´gorie
MFfaK(ϕ,N) auquel il correspond une sous-repre´sentation Vs de V .
Comme on a suppose´ le corps k alge´briquement clos, il existe une base de Ds qui diagonalise
l’action du Frobenius avec des valeurs propres toutes e´gales a` ps (on rappelle que s est entier
puisque c’est un poids de Hodge-Tate). Il en re´sulte que Vs ≃ Qp(s)d′ . Il est alors imme´diat de
calculer les poids de l’inertie mode´re´e sur Vs : on trouve qu’ils sont e´gaux a` es comme attendu.
Les conside´rations pre´ce´dentes de´montrent le the´ore`me 1.2 pour la premie`re pente. Pour la
suite, on conside`re le quotient D/Ds auquel on re´applique les arguments pre´ce´dents. On continue
comme cela jusqu’a` ce que les polygones se se´parent, et cela cloˆt la preuve du the´ore`me.
Remarques
Le re´sultat pre´ce´dent n’est pas re´ellement satisfaisant. On aimerait par exemple avoir une
comparaison entre polygone de l’inertie mode´re´e et polygone de Newton qui ne repose sur aucune
hypothe`se. Bien entendu, la question la plus simple que l’on puisse poser est la suivante :
Question 3.7. On suppose toujours que les poids de Hodge-Tate sont compris entre 0 et r (avec
er < p − 1). Est-il vrai que le polygone de l’inertie mode´re´e est situe´ entre le polygone de Hodge
et celui de Newton ?
On peut e´galement s’interroger sur la positive relative du polygone de Newton et celui de Hodge
de la re´duction modulo p :
Question 3.8. On suppose r < p − 1. Soit M un module fortement divisible. Est-il vrai que le
polygone de Hodge de M/pM est situe´ dessous le polygone de Newton de D =M⊗S K0 ?
L’avantage de la question 3.8 est qu’elle poser pour tout r < p − 1 : on entend par la` qu’elle
n’est semble-t-il pas trivialement mise en de´faut lorsque er > p − 1 comme, nous l’avons de´ja`
explique´, c’est le cas pour la question 3.7. En revanche, elle propose un re´sultat un peu plus faible.
He´las, on dispose de trop peu d’exemples pour se faire une ide´e claire de la re´ponse aux questions
pre´ce´dentes. Lorsque e = 1, dans [5], Breuil et Me´zard ont classifie´ comple`tement les repre´sentations
semi-stables de dimension 2 et ont calcule´ les poids de l’inertie mode´re´e pour chacune d’entre elles.
Leurs re´sultats sont re´sume´s dans la partie 5 de [4], et montrent que la re´ponse a` la question 3.7
(et donc aussi a` la question 3.8) est affirmative dans ce cas. Toutefois, cela ne doit pas eˆtre pris
comme un indicateur tre`s fort car dans la situation e´tudie´e ici, soit la repre´sentation est cristalline
et alors le polygone de l’inertie mode´re´e s’identifie avec le polygone de Hodge par les re´sultats de
Fontaine-Laffaille, soit la repre´sentation n’est pas cristalline, et alors le polygone de Newton est
« le plus haut possible ».
Sans l’ope´rateur de monodromie
La constatation initiale est la suivante : les objets polygone de Hodge, polygone de Hodge de la
re´duction modulo p, polygone de Newton et polygone de l’inertie mode´re´e se calculent directement
sur les modules de la the´orie de Breuil, inde´pendamment des repre´sentations. Mieux encore, leur
calcul ne fait jamais intervenir l’ope´rateur de monodromie N . Pre´cise´ment, on a vu que le polygone
de Hodge et le polygone de Hodge de la re´duction modulo p s’obtiennent a` partir des entiers
qui interviennent dans l’e´criture d’une base adapte´e des modules correspondants. Le polygone de
Newton d’un SK0 -module filtre´ D est construit a` partir des pentes de l’action du Frobenius sur
D ⊗SK0 K0. Finalement, le polygone de l’inertie mode´re´e de M peut s’obtenir en recollant les
polygones de Hodge des quotients de Jordan-Ho¨lder2 deM/pM, ce dernier n’e´tait de´fini que pour
er < p− 1.
2On peut montrer (voir [6]) qu’il existe une sous-cate´gorie commune a` Modφ,N
/S1
a` Modφ
/S1
(meˆme de´finition que
Modφ,N
/S1
mais sans le N) qui contient tous les objects simples de ces deux cate´gories. Ainsi, avec la de´finition que
l’on donne, le polygone de l’inertie mode´re´e est le meˆme qu’il soit calcule´ dans Modφ,N
/S1
ou Modφ
/S1
.
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Par ailleurs, on s’aperc¸oit que dans les e´nonce´s des the´ore`mes 1.1 et 1.2, il revenait au meˆme
de de´buter avec un module fortement divisible plutoˆt qu’une repre´sentation semi-stable. En effet,
si l’on part d’une repre´sentation semi-stable, on peut trouver un module fortement divisible dans
son SK0-module filtre´ associe´ comme cela a de´ja` e´te´ explique´. Et re´ciproquement, si l’on part d’un
module fortement divisible, le SK0 -module filtre´ obtenu en inversant p correspond a` un module
filtre´ de Fontaine qui est faiblement admissible (corollaire 2.1.4 de [3]), et donc a` une repre´sentation
galoisienne semi-stable.
Au vu de ces remarques, il est le´gitime de se demander si les the´ore`mes 1.1 et 1.2 s’e´tendent a` une
situation plus ge´ne´rale ou` l’on de´buterait avec un pseudo-module fortement divisible (c’est-a`-dire
un module fortement divisible sans l’ope´rateur N). Pour le the´ore`me 1.1, la re´ponse est affirmative
et la de´monstration est textuellement la meˆme que celle que nous avons de´ja` donne´e puisqu’elle
ne fait aucune´ment intervenir l’ope´rateur de monodromie. Les auteurs, par contre, ne savent pas
ce qu’il en est pour le the´ore`me 1.2. Toutefois, il est possible de produire un contre-exemple a` la
ge´ne´ralisation e´vidente de la question 3.7 a` cette situation.
On suppose que r = 2n est un entier pair, que e = 1 et que l’uniformisante choisie est p de
sorte que E(u) = u − p. Soit le pseudo-module fortement divisible de´fini par M = Se1 ⊕ Se2. On
le munit de FilrM engendre´ par (u− p)ne1, pe1+ (u− p)ne2 et FilpSM, et du Frobenius φ de´fini
par φ(e1) = c
npne2 et φ(e2) = c
npne1 − pe2. Les entiers qui apparaissent dans l’e´criture d’une
base adapte´e de M/pM se calculent directement par le lemme 3.1 et valent n et n. Le polygone
de Hodge de M/pM a donc pour seule n, et comme le polygone de l’inertie mode´re´e doit eˆtre
situe´ au-dessus, il a lui aussi pour seule pente n. Cependant, on calcule facilement les pentes du
Frobenius sur M⊗S K0 : elles valent 1 et r − 1. Le polygone de Newton est donc strictement
en-dessous celui de l’inertie mode´re´e.
4 Un (contre-)exemple dans le cas cristallin
Comme nous l’avons dit dans l’introduction, les travaux de Fontaine et Laffaille assurent que
dans le cas cristallin (i.e. N = 0 sur le (ϕ,N)-module filtre´ de Fontaine) non ramifie´ (i.e. e = 1),
le polygone de l’inertie mode´re´e s’identifie avec celui de Hodge. Nous avons e´galement de´ja` dit que
Breuil et Me´zard ont montre´ par un calcul explicite que ce re´sultat simple est mis en de´faut de`s
que la repre´sentation n’est plus suppose´e cristalline (meˆme dans le cas e = 1). E´galement par un
calcul explicite, nous ne proposons de montrer dans cette dernie`re section que l’identification entre
polygone de l’inertie mode´re´e et polygone de Hodge n’est pas non plus satisfaite en ge´ne´ral pour
les repre´sentations cristallines de`s que e > 2 (voir the´ore`me 4.9 et la remarque qui le suit). Le cas
de Fontaine-Laffaille apparaˆıt donc, de ce point de vue, comme tre`s isole´.
Soient n1 6 n2 des entiers positifs ou nuls tels que e(n1+n2) < p− 1 (on prendra relativement
rapidement n1 = n2 = 1, mais on pre´fe`re commencer avec un peu plus de ge´ne´ralite´). On pose
r = n1 + n2 et on de´finit pour tout L ∈ K, le (ϕ,N)-module filtre´ suivant :

D(L) = K0e1 ⊕K0e2
ϕ(e1) = p
n1e1, ϕ(e2) = p
n2e2
Fil1D(L)K = · · · = FilrD(L)K = K(Le1 + e2)
Fil0D(L)K = D(L)K , Filr+1D(L)K = 0
N = 0
Dans le cas ou` n1 = n2, ce module est admissible si, et seulement si L 6∈ Qp. Si n1 6= n2, il est
toujours admissible sauf pre´cise´ment dans le cas ou` n1 > 0 et L = 0. On suppose a` partir de
maintenant que L est choisi de fac¸on a` ce que D(L) soit admissible.
Le polygone de Hodge de D(L) est directement visible sur la description pre´ce´dente : c’est celui
qui a pour pentes 0 et r. Notre objectif de´sormais est de de´terminer (au moins dans certains cas),
le polygone de l’inertie mode´re´e associe´ a` D(L). Pour cela, nous allons successivement de´terminer
le module filtre´ sur SK0 qui lui correspond (sous-section 4.1), trouver un re´seau fortement divisible
a` l’inte´rieur de ce dernier (sous-section 4.2) et finalement re´duire celui-ci modulo p (sous-section
4.3).
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4.1 Calcul du module filtre´ sur SK0
Par de´finition le SK0-module filtre´ associe´ a` D(L) est D(L) = SK0⊗K0D(L) muni du Frobenius
et de l’ope´rateur de monodromie obtenus par extension des scalaires. On a donc directement

D(L) = SK0e1 ⊕ SK0e2
φ(e1) = p
n1e1, φ(e2) = p
n2e2
N(e1) = 0, N(e2) = 0
ou` dans un le´ger abus de notation, on continue a` noter e1 et e2 les e´le´ments 1 ⊗ e1 et 1 ⊗ e2.
De´terminer la forme de la filtration demande par contre un peu de travail. Conside´rons, l’applica-
tion :
Tπ : K0[u]/E(u)
r −→ Kr
P 7→ (P (π), P ′(π), . . . , P (r−1)(π))
ou` P (i) de´signe la de´rive´e i-ie`me du polynoˆme P . Il est clair que Tπ est K0-line´aire et on ve´rifie
facilement qu’elle est injective. Comme les espaces de de´part et d’arrive´e sont tous les deux de
dimension er sur K0, Tπ est une bijection. Notons Lr l’unique polynoˆme de degre´ < er dont
l’image par Tπ est (L, 0, . . . , 0). Bien entendu Lr peut e´galement eˆtre vu comme un e´le´ment de
SK0 .
Proposition 4.1. On a FilrD(L) = (Lre1 + e2)SK0 + FilrSK0 .
De´monstration. Apre`s avoir ve´rifie´ quelques compatibilite´s, la proposition peut s’obtenir comme
une application de la formule donne´e dans la remarque finale de [1] (celle qui suit la preuve de la
proposition A.4). Nous donnons malgre´ tout ci-dessous une de´monstration plus directe qui n’uti-
lise que la de´finition de la filtration. Pre´cise´ment, nous allons prouver par re´currence sur s que
FilsD(L) = (Lre1 + e2)SK0 + FilsSK0 pour tout s compris entre 0 et r. La proposition s’ensuivra
directement.
L’initialisation de la re´currence est imme´diate. Fixons a` pre´sent un entier s < r et supposons
que l’on ait re´ussi a` montrer FilsD(L) = (Lr+1e1 + e2)SK0 + FilsSK0 . Par de´finition
Fils+1D(L) = {x ∈ D /N(x) ∈ FilsD(L), fπ(x) ∈ FiltD(L)}.
La dernie`re condition « fπ(x) ∈ FiltD(L) » e´tant e´quivalente a` x ∈ Fil1D(L), on obtient en utilisant
la de´croissante de la filtration et N(Fils+1D(L)) ⊂ FilsD(L), la suite d’implications suivante :
(x ∈ Fils+1D(L)) ⇒ (x ∈ FilsD(L), N(x) ∈ FilsD(L))
⇒ (x ∈ Fil1D(L), N(x) ∈ FilsD(L)) ⇒ (x ∈ Fils+1D(L)).
Toutes ces implications sont donc des e´quivalences, d’ou` on de´duit que Fils+1D(L) s’identifie a`
l’ensemble des x ∈ FilsD(L) pour lesquelsN(x) ∈ FilsD(L). Conside´rons maintenant x ∈ FilsD(L).
D’apre`s l’hypothe`se de re´currence, il existe des e´le´ments A et B dans SK0 tels que x ≡ (ALt +
BE(u)s)eˆ1 +Aeˆ2 (mod Fil
s+1SK0D(L)). Un calcul direct donne :
N(x) ≡ (N(A)Lr +AN(Lr) + tBE(u)s−1N(E(u)))eˆ1 +N(A)eˆ2
≡ (N(A)Lr + tBE(u)s−1N(E(u)))eˆ1 +N(A)eˆ2 (mod FilsSK0D(L))
la dernie`re congruence s’obtenant apre`s avoir remarque´ queN(Lr) = −uL′r(u) est multiple de E(u)s
e´tant donne´ que par de´finition toutes ses de´rive´es d’ordre < r − 1 (et donc a fortiori d’ordre < s)
s’annulent. Ainsi, en utilisant a` nouveau l’hypothe`se de re´currence, on trouve que x ∈ Fils+1D(L) si,
et seulement si tBE(u)s−1N(E(u)) ∈ FilsSK0 , i.e. BN(E(u)) ∈ Fil1SK0 . Comme SK0/Fil1SK0 ≃
K est un corps et queN(E(u)) ne s’annule pas dans ce quotient, cela e´quivant encore a` B ∈ Fil1SK0 ,
a` partir de quoi l’he´re´dite´ s’obtient directement.
4.2 Calcul d’un re´seau fortement divisible
Nous cherchons maintenant a` construire un re´seau fortement divisible a` l’inte´rieur de D(L),
essayant par la`-meˆme de ge´ne´raliser l’exemple 2.2.2.(4) de [4] (qui est le point de de´part de tout
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notre calcul). En re´alite´, nous n’allons y parvenir (probablement par manque de courage) que pour
n1 = n2 = 1, ce qui sera de´ja` suffisant pour mettre en de´faut l’analogue du re´sultat de Fontaine-
Laffaille explique´ dans l’introduction de cette section. Nous commenc¸ons toutefois par donner un
outil pour construire des re´seaux fortement divisibles qui s’applique a` tous n1 et n2, et donc —
nous l’espe´rons — pourra eˆtre utilise´ fructueusement dans de futures re´fe´rences.
4.2.1 Un outil pour obtenir des re´seaux fortement divisibles
De´finition 4.2. Pour tout e´le´ment X ∈ SK0 , on appelle r-ie`me troncation de X et on note
troncr(X) l’unique polynoˆme en u a` coefficients dans K0 de degre´ < er congru a` X modulo
FilrSK0 .
Le lemme suivant re´unit quelques proprie´te´s imme´diates de l’application de troncation.
Lemme 4.3. 1. L’application troncr est K0-line´aire.
2. Pour tous X et Y dans SK0 , on a l’e´quivalence :
X ≡ Y (mod FilrSK0) ⇐⇒ troncr(X) = troncr(Y ).
3. Pour tout X ∈ S, on a φ(X) ≡ φ ◦ troncr(X) (mod prS).
De´monstration. Les deux premie`res proprie´te´s sont e´videntes. Pour la dernie`re, il suffit de remar-
quer que X − troncr(X) ∈ S ∩ FilrSK0 = FilrS et que φ(FilrS) ⊂ prS.
Proposition 4.4. On suppose donne´s un entier relatif n et un e´le´ment Z ∈ pn−n1S satisfaisant
l’implication suivante :
H(L) :
{
A ∈ S
A(Z − Lrpn2−n1) ∈ pnS + FilrSK0 =⇒
{
φ(A) ∈ pn1S
φ ◦ troncr(ALr) ≡ φ(A)Z (mod pn+n1S)
Alors le S-module engendre´ par Ze1 + p
n2−n1e2 et p
ne1 est un re´seau fortement divisible dans
D(L).
De´monstration. De´finissons f1 = Ze1 + p
n2−n1e2 et f2 = p
ne1. Le de´terminant de la matrice( pn Z
0 pn2−n1
)
e´tant manifestement une puissance de p, il est clair que le S-moduleM = Sf1+Sf2
est libre et qu’il ve´rifie M⊗S SK0 = D. Il ne reste donc qu’a` montrer que φ(FilrM) ⊂ prM ou`,
par de´finition, FilrM =M∩ FilrD. Soit x ∈ FilrM. Alors x ∈ M, d’ou` on de´duit qu’il existe A
et B dans S tels que x = Af1 +Bf2. Cette dernie`re e´galite´ se re´e´crit encore :
x = Apn2−n1(Lre1 + e2) + (pnB +AZ −ALrpn2−n1)e1
ce qui, combine´ a` l’hypothe`se « x ∈ FilrD » et a` la de´finition de FilrD, montre que
pnB +AZ −ALrpn2−n1 ∈ FilrSK0 . (4)
En particulier A(Z − Lrpn2−n1) ∈ pnS + FilrSK0 et le pre´misse de H(L) est satisfait. Ainsi,
par hypothe`se, pn1 divise φ(A) et φ ◦ troncr(ALr) ≡ φ(A)Z (mod pn+n1S). Rappelons que nous
souhaitons obtenir φ(x) ∈ prM. Les e´galite´s
φ(x) = pn1φ(AZ)e1 + p
2n2−n1φ(A)e2 + p
n+n1φ(B)e1
= pn2φ(A)f1 +
[
pn1−nφ(AZ) + pn1φ(B)− pn2−nφ(A)Z]f2
assurent que cela e´quivaut a` de´montrer que pr divise a` la fois pn2φ(A) et pn1−nφ(AZ)+pn1φ(B)−
pn2−nφ(A)Z. Pour le premier, c’est imme´diat puisque l’on sait que pn1 divise φ(A). Pour le second,
on remarque dans un premier temps que la condition (4) entraˆıne graˆce aux sorites du lemme 4.3 :
pn troncr(B) + troncr(AZ) = p
n2−n1troncr(ALr)
puis :
pnφ(B) + φ(AZ) ≡ pn2−n1φ ◦ troncr(ALr) (mod pr+n−n1S)
(on rappelle que Z est dans pn−n1S par hypothe`se). On est donc ramene´ a` prouver que pn2−nφ ◦
troncr(ALr) ≡ pn2−nφ(A)Z (mod prS), ce qui s’obtient directement en multipliant par pn2−n la
congruence φ ◦ troncr(ALr) ≡ φ(A)Z (mod pn1+nS).
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4.2.2 Le cas n1 = n2 = 1
A` partir de maintenant on suppose n1 = n2 = 1 (et donc r = 2 et p > 2e + 1). Le but de ce
paragraphe est de construire des re´seaux fortement divisibles a` l’inte´rieur des D(L). On commence
par un lemme qui va nous permettre de re´duire notre e´tude a` certains L particuliers pour lesquels
la proposition 4.4 pourra eˆtre applique´e.
Lemme 4.5. Pour tous L ∈ K et a ∈ Qp, les SK0-modules filtre´s D(L) et D(L + a) sont iso-
morphes.
Pour tous L ∈ K et n ∈ Z, les SK0-modules filtre´s D(L) et D(pnL) sont isomorphes.
De´monstration. Pour la premie`re assertion, l’isomorphisme est donne´ par e1 7→ e1, e2 7→ ae1 + e2.
Pour la seconde assertion, il est donne´ par e1 7→ pne1, e2 7→ e2.
Ainsi, pour le calcul que l’on souhaite faire, on peut sans perte de ge´ne´ralite´ remplacer L par
pn(L+ a) avec a ∈ Qp et n ∈ Z. Se faisant, il est facile de voir que l’on peut se ramener a` l’un de
deux cas suivants (on rappelle que L est suppose´ ne pas appartenir a` Qp) :
(i) vp(L) = 0 et l’image de L dans le corps re´siduel n’appartient pas au sous-corps premier
(ii) 0 < vp(L) < 1.
Soit L0 ∈ K0[u] l’unique polynoˆme de degre´ < e tel que L0(π) = L. Comme l’on a suppose´
0 6 vp(L) < 1, L0 est a` coefficients dans W . Par ailleurs son terme constant λ est inversible
dans le cas (i) et multiple de p dans le cas (ii). En outre, dans le cas (i), l’hypothe`se indique que
µ = φ(λ) − λ est aussi inversible dans W . Dans le cas (ii), e´videmment µ est multiple de p. En
utilisant la de´finition de L2, on montre qu’il s’e´crit :
L2 = L0 + 1
p
L1E(u)
ou` L1 est l’unique polynoˆme de degre´ < e a` coefficients dans K0 tel que L1(π) =
pL′
0
(π)
E′(π) . Comme
E(u) est un polynoˆme d’Eisenstein de degre´ e < p, la valuation de E′(π) est 1− 1e . Ainsi L1(π) est
divisible par π, d’ou` on de´duit L1 ∈ uS + pS.
Lemme 4.6. Il existe un e´le´ment t ∈ S tel que :
• (φ(λ) − L0)t ≡ L1 (mod Fil1S) ;
• 1 + cφ(t) est inversible dans S (on rappelle que c = φ(E(u))p ) ;
• dans le cas (i), t ∈ uS + pS.
De´monstration. On traite se´pare´ment les deux cas. Dans le cas (i), on note que le terme constant
de φ(λ) − L0 est φ(λ) − λ = µ, inversible dans W . Ainsi φ(λ) − L0 est lui-meˆme inversible dans
S, et on pose t = L1φ(λ)−L0 . Il ve´rifie a` l’e´vidence la premie`re et la troisie`me condition. La seconde,
quant a` elle, re´sulte directement de la troisie`me.
Passons maintenant au cas (ii). On choisit pout t le polynoˆme a` coefficients dans K0 de degre´
< e tel que t(π) = L1(π)φ(λ)−L0(π) . Il s’agit donc de montrer d’une part que t a ses coefficients dans W ,
et d’autre par la deuxie`me condition du lemme (la premie`re e´tant imme´diate par construction).
Posons pour cela j = evp(L). C’est un entier strictement compris entre 0 et e et L0 s’e´crit :
L0(u) = ℓ0 + ℓ1u+ · · ·+ ℓe−1ue−1
ou` les ℓi sont des e´le´ments deW tels que p divise ℓ0, . . . , ℓj−1 tandis que ℓj est inversible. A` partir de
cela, on obtient facilement les congruences L0(π) ≡ ℓjπj (mod πj+1) et L′0(π) ≡ jℓjπj−1 (mod πj).
En faisant des manipulations analogues avec le polynoˆme E(u), il en ressort que E′(π) ≡ eπe−1
(mod πe) et p ≡ −πec0 (mod πe+1) si pc0 est le coefficient constant de E(u). Ainsi trouve-t-on :
t(π) =
L1(π)
φ(λ) − L0(π) =
−pL′0(π)
E′(π)(φ(λ) − L0(π)) ≡ −
j
ec0
(mod π)
d’ou` il re´sulte que t est a` coefficients dans W et que son coefficient constant est congru a` − jec0
modulo p. Par suite, le coefficient constant de 1 + cφ(t) est congru a` 1 − je modulo p et donc, en
particulier, inversible dansW (car 0 < j < e). Il s’ensuit que 1+ cφ(t) est inversible dans S comme
annonce´.
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On fixe maintenant un e´le´ment t ∈ S satisfaisant les conditions du lemme pre´ce´dent et on pose
Z =
φ(L0) + cφ(tφ(λ))
1 + cφ(t)
∈ S. (5)
Lemme 4.7. On a Z − φ(λ) ∈ pS + Fil2S.
De´monstration. Un calcul donne :
Z − φ(λ) = φ(L0 − λ) + cφ(tµ)
1 + cφ(t)
.
Il suffit donc de montrer que φ(L0 − λ) + cφ(tµ) ∈ pS + Fil2S. Comme, par de´finition, λ est
le terme constant de L0, on a L0 − λ multiple de u et donc φ(L0 − λ) est divisible par up. Or
up = up−2eu2e ≡ up−2eE(u)2 (mod pS), d’ou` up ∈ pS + Fil2S. Il en re´sulte que φ(L0 − λ) est
toujours dans pS + Fil2S. Ainsi, pour terminer la preuve, il suffit de justifier que φ(tµ) est lui
aussi dans pS + Fil2S. C’est clair si on est dans le cas (ii) puisqu’alors µ est multiple de p. Si,
au contraire, on est dans le cas (i), le lemme 4.6 nous dit que t ∈ uS + pS et on conclut comme
pre´ce´demment.
Notre but de´sormais est de montrer que le couple (1, Z) satisfait l’hypothe`se H(L). Si on y
parvient, par application de la proposition 4.4, on aura bien re´ussi a` construire un re´seau fortement
divisible dans D(L). On conside`re un e´lement A ∈ S satisfaisant le pre´misse deH(L) (et on souhaite
bien e´videmment montrer la conclusion). On observe qu’ajouter a` A un e´le´ment de Fil2S ne modifie
pas la ve´racite´ de H(L). Ainsi, on peut supposer que A = tronc2(A) et par suite qu’il s’e´crit sous
la forme A = pA0 + A1E(u) ou` A0 (resp. A1) est un polynoˆme a` coefficients dans
1
pW (resp. W )
de degre´ < e.
Lemme 4.8. Avec les notations pre´ce´dentes, A0 est a` coefficients dans W .
De´monstration. Encore une fois, on traite se´pare´ment les cas (i) et (ii).
Dans le cas (i), on remarque que A(L2 − Z) appartient simultane´ment a` pS + Fil2SK0 et 1pS
(puisque L2 ∈ 1pS). Ainsi A(L2−Z) ∈ pS+ 1pFil2S et en appliquant φ on obtient φ(A)φ(L2−Z) ∈
pS. Or, en utilisant le lemme 4.7, on ve´rifie facilement que φ(L2 − Z) = φ(L0) + cφ(L1) − φ(Z) a
un terme constant congru a` −φ(µ) modulo p, et donc qu’il est inversible dans W . Ainsi φ(L2 −Z)
est inversible dans S et, de φ(A)φ(L2 − Z) ∈ pS, on de´duit φ(A) ∈ pS. Comme φ(A) = pφ(A0) +
pcφ(A1), il suit φ(A0) ∈ S a` partir de quoi le lemme s’obtient facilement.
Dans le cas (ii), on a AZ ∈ pS + Fil2SK0 et donc le pre´misse de H(L) s’e´crit ici AL2 ∈
pS + Fil2SK0 . Soit X le polynoˆme a` coefficients dans W de degre´ < e tel que X(π) =
p
L
∈ W .
Alors, L2Xp − 1 s’annule en π, ce qui permet d’e´crire
L2X
p
− 1 ≡ Y
p
E(u) (mod Fil2SK0) (6)
pour un certain polynoˆme Y a` coefficients dans K0, uniquement de´termine´ si on impose en outre
deg Y < e (ce que nous ferons par la suite). En de´rivant (6) et en e´valuant en π, on obtient
Y (π) = pX
′(π)
X(π)E′(π) . Un argument analogue a` celui conduit lors de la preuve du lemme 4.6 permet
d’acce´der a` la valuation de Y (π) : on trouve vp(Y (π)) = 0. Ainsi Y est a` coefficients dans W et
son terme constant est inversible dans cet anneau. On en de´duit que Y est inversible dans S. Par
ailleurs, on a
A0Y E(u) ≡ A
(L2X
p
− 1
)
=
AL2
p
X −A (mod Fil2SK0)
d’ou` on trouve A0Y E(u) ∈ S+Fil2SK0 puis A0Y ∈ S+Fil1SK0 . De l’inversibilite´ de Y , on de´duit
enfin A0 ∈ S + Fil1SK0 a` partir de quoi la conclusion est imme´diate.
En combinant les lemmes 4.3 et 4.8, il vient
φ(A) ≡ φ ◦ tronc2(A) = pφ(A0) + pcφ(A1) (mod p2S). (7)
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En particulier φ(A) ∈ pS (ce qui avait de´ja` e´te´ vu dans la preuve du lemme 4.8 dans le cas (i)). Il
ne reste donc plus qu’a` de´montrer que p2 divise
∆ = φ ◦ tronc2(AL2)− φ(A)Z. (8)
En appliquant φ ◦ tronc2 a` la congruence
AL2 ≡ pA0L0 + (A0L1 +A1L0)E(u) (mod Fil2SK0) (9)
et en utilisant a` nouveau le lemme 4.3, on de´duit :
φ ◦ tronc2(AL2) ≡ pφ(A0L0) + pcφ(A0L1 +A1L0) (mod p2S). (10)
En remplac¸ant dans (8) φ◦ tronc2(AL2), φ(A) et Z par les expressions donne´es respectivement par
les e´quations (10), (7) et (5), on obtient apre`s un calcul un peu laborieux :
∆
p
≡ cφ(A0)
1 + cφ(t)
φ
(
L1 + L0t− φ(λ)t
)
+
c2φ(t)
1 + cφ(t)
φ
(
A0L1 +A1L0 − φ(λ)A1
)
(mod pS).
Le premier terme du membre de droite est divisible par p e´tant donne´ que, par la premie`re condition
du lemme 4.6, L1+L0t−φ(λ)t ∈ Fil1S. Il ne reste donc plus qu’a` prouver qu’il en est de meˆme du
second terme. Pour cela, on remarque que le lemme 4.7 et la congruence (9) entraˆınent ensemble
A(L2 − Z) ≡ E(u)
(
A0L1 +A1L0 −A1φ(λ)
)
(mod pS + Fil2SK0). (11)
Ainsi, en utilisant l’hypothe`se du pre´misse de H(L), il vient E(u)(A0L1 + A1L0 − A1φ(λ)) ∈
pS + Fil2S puis A0L1 + A1L0 − A1φ(λ) ∈ pS + Fil1S. En appliquant φ, on obtient finalement
φ(A0L1 +A1L0 −A1φ(λ)) ∈ pS comme souhaite´.
4.3 Re´duction modulo p et poids de l’inertie mode´re´e
On conserve les hypothe`ses et les notations de la partie pre´ce´dente : notamment, on continue
de supposer que L rele`ve soit du cas (i), soit du cas (ii) (on rappelle que, graˆce au lemme 4.5, on
peut toujours se ramener a` l’un de ces deux cas), et en particulier donc que 0 6 vp(L) < 1. Soit
M = M(L) le re´seau fortement divisible de D(L) qui est donne´ par la proposition 4.4, et soit
T = Tst(M) le Zp-re´seau de V (L) correspondant. Posons M = M/pM, et pour tout m ∈ M,
notons m son image dans M. De meˆme, si s est un e´le´ment de S, de´finissons s comme l’image de
s dans S˜1 = k[u]/u
ep (cf le dernier aline´a du paragraphe 2.2). L’objectif de cette sous-section est
de de´montrer le the´ore`me suivant.
The´ore`me 4.9. Le polygone de Hodge de M a pour pentes vp(L) et 2 − vp(L). De plus, si v =
vp(t(π)) (ou` on rappelle que t ∈ S est un e´le´ment satisfaisant les condition du lemme 4.6), on a
1. si 0 6 v < 1, alors T/pT est re´ductible et les pentes de son polygone de l’inertie mode´re´e
sont 1− v et 1 + v ;
2. si v > 1, alors T/pT est irre´ductible et les pentes de son polygone de l’inertie mode´re´e sont
0 et 2 ( i.e. le polygone de l’inertie mode´re´e est confondu avec le polygoˆne de Hodge).
Remarque. Lorsque e = 1, on a t(π) = 0, et donc T/pT est toujours irre´ductible et son polygone
de l’inertie mode´re´e a pour pentes 0 et 2. Si, au contraire, e > 1, alors tous les couples (i′1, i
′
2)
d’e´le´ments de 1eN ve´rifiant i
′
1 6 i
′
2 et i
′
1 + i
′
2 = 2 peuvent apparaˆıtre comme pentes du polygone
de l’inertie mode´re´e. En effet, si x est n’importe quel e´le´ment de O×K0 dont la re´duction modulo p
n’appartient pas au sous-corps premier, et si 0 < j < e est un entier, alors les parame`tres L = πj ,
x+ πj et x conduisent respectivement a` v = 0, je et ∞.
Avant de commencer la de´monstration, introduisons quelques notations supple´mentaires. Soient
U et V les uniques polynoˆmes a` coefficients dansW de degre´< e tels que U(L0−φ(λ)) = p+V E(u).
Dans le cas (i), on remarque que U et p sont associe´s modulo Fil1S (i.e. ils de´finissent le meˆme
ide´al principal de S/Fil1S), alors que dans le cas (ii), on observe qu’e´tant donne´ que les termes
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constants de U et L0−φ(λ) sont tous deux divisibles par p, le terme constant de V est, lui, congru
a` −c−10 modulo p. Finalement, remarquons que si t satisfait les conditions du lemme 4.6, il en est
de meˆme de tronc1(t) et qu’en outre modifier t en tronc1(t) ne change pas la valeur de v. Ainsi,
on peut supposer sans perte de ge´ne´ralite´ que t = tronc1(t) ; c’est ce que nous faisons a` partir de
maintenant.
Soit A ⊂ S l’ide´al forme´ des e´le´ments A qui satisfont le pre´misse de H(L), c’est-a`-dire :
A = {A ∈ S /A(Z − L2) ∈ pS + Fil2SK0}.
Lemme 4.10. L’ide´al A est engendre´ par p+ tE(u), UE(u) et Fil2S.
De´monstration. Bien entendu, on a Fil2S ⊂ A. En outre, la formule (11) combine´e a` la premie`re
condition du lemme 4.6 montre que p+ tE(u) ∈ A.
Soit A ∈ A un e´le´ment arbitraire. Quitte a` ajouter a` A un e´le´ment de Fil2S, on peut supposer
que A = tronc2(A). Par le lemme 4.8, on peut alors e´crire A = pA0+A1E(u) avec A0, A1 ∈ W [u].
Quitte a` soustraire maintenant le multiple ade´quat de p + tE(u), on peut supposer que A0 = 0,
et donc que A = A1E(u). On est finalement ramene´ a` de´terminer les polynoˆmes A1 ∈ W [u] pour
lesquels A1E(u) ∈ A. Par une nouvelle application de la formule (11), c’est le cas si et seulement
si A1(L0 − φ(λ)) ∈ pS + Fil1S.
Dans le cas (i), L0 − φ(λ) est inversible, d’ou` on obtient l’e´quivalence entre A1(L0 − φ(λ)) ∈
pS + Fil1S et A1E(u) ∈ pE(u)S + Fil2S. Comme UE(u) et pE(u) sont associe´s modulo Fil2S, la
condition est encore e´quivalente a` A1E(u) ∈ UE(u)S + Fil2S, et le lemme est de´montre´.
Dans le cas (ii), on note que p divise A1(π)(L0(π) − φ(λ)). On en de´duit qu’il existe U ′ ∈ S
tel que A1 − U ′U ∈ Fil1S, puis que A1E(u) ∈ UE(u)S + Fil2S comme annonce´. Re´ciproquement
U(L0 − φ(λ)) ∈ pS + Fil1S par construction de U , d’ou` UE(u) ∈ A.
Pour tout A ∈ A, de´finissons
m(A) = A · f1 + 1
p
tronc2(A(L2 − Z)) · f2 .
A` partir de la congruence (4) et du lemme 4.10, on de´montre rapidement le corollaire suivant.
Corollaire 4.11. Pour tout A ∈ A, m(A) est un e´le´ment de Fil2M. De plus, Fil2M est engendre´
par m(p+ tE(u)), m(UE(u)) et (Fil2S)M.
Dans la suite, nous e´crirons m(A) a` la place de m(A). On cherche a` pre´sent a` construire deux
e´le´ments qui engendrent Fil2M et a` calculer leur image par φ2. Le lemme suivant nous sera utile.
Lemme 4.12. Soit A ∈ A. Alors
φ2(m(A)) = (φ(A)/p)f1 + Cf2
ou`
C =
φ ◦ tronc2(AL2)− φ(A)Z + φ(φ(λ))φ(A − tronc2(A))
p2
∈ S.
De´monstration. Le lemme suivra de la preuve de la proposition 4.4 une fois que l’on aura montre´
que C et 1p2 (pφ(B) + φ(AZ) − φ(A)Z) sont congrus modulo p, ou` B = 1p tronc2(A(L2 − Z)).
Puisque A ∈ pS + Fil1S et Z − φ(λ) ∈ pS + Fil2S, on a A(Z − φ(λ)) ∈ pS + Fil3S. Ainsi
tronc2(A(Z − φ(λ))) −A(Z − φ(λ)) ∈ pFil2S + Fil3S
puis, en appliquant φ :
φ ◦ tronc2(A(Z − φ(λ))) − φ(A(Z − φ(λ))) ≡ 0 (mod p3).
Apre`s un petit calcul :
p2C ≡ pφ(B) + φ(AZ) − φ(A)Z (mod p3)
ce qui est exactement ce que l’on voulait.
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Proposition 4.13. 1. Dans le cas (i), Fil2M est engendre´ par m(p+ tE(u)) et E(u)2f1.
2. Dans le cas (ii), Fil2M est engendre´ par m(p+ tE(u)) et m(UE(u)).
De´monstration. Il suffit, dans chacun des cas, de montrer que les images par φ2 des deux e´le´ments
qui apparaissent dans l’e´nonce´ du lemme engendrentM comme S˜1-module.
On commence avec A = p + tE(u). Alors φ(A)/p = 1 + cφ(t) et (φ(A)/p) est une unite´ in S˜1
graˆce a` la seconde condition du lemme 4.6. On calcule maintenant l’e´le´ment C du lemme 4.12.
Comme AL2 ≡ pL0 + (tL0 + L1)E (mod Fil2SK0), le premier terme du nume´rateur de C est
φ ◦ tronc2(AL2) = pφ(L0) + pc · φ ◦ tronc1(tL0 + L1) .
Le second terme, quant a` lui, est φ(A)Z = pφ(L0)+pcφ(tφ(λ)). Comme tronc2(A) = A, le troisie`me
terme s’annule et, apre`s s’eˆtre rappele´ que l’on a suppose´ t = tronc1(t), on obtient
p2C = pc · φ ◦ tronc1(tL0 + L1 − tφ(λ)) .
La premie`re condition du lemme 4.6 montre que la quantite´ pre´ce´dente s’annule, et donc que C = 0.
Au final
φ2(m(p+ tE(u))) = (1 + cφ(t))f1.
On retiendra en particulier que le coefficient devant f1 dans le membre de droite est inversible.
Inte´ressons-nous maintenant a` l’autre ge´ne´rateur, c’est-a`-dire m = E(u)2f1 dans le cas (i) et
m = m(UE(u)) dans le cas (ii). Dans le cas (i), on remarque que puisque tronc2(E(u)
2(L2−Z)) = 0,
on am = m(A) avec A = E(u)2. Ainsi on peut appliquer le lemme 4.12 pour calculer φ2(f). Comme
φ(A) = p2c2, on a φ(A)/p = 0. Par ailleurs, apre`s avoir remarque´ que φ ◦ tronc2(AL2) = 0, on
trouve facilement
C =
c2φ(φ(λ) − L0)
1 + cφ(t)
.
Ainsi φ2(m) = Cf2 et le fait qu’il engendre toutM avec φ2(m(p+ tE(u))) re´sulte de l’inversibilite´
de C satisfaite puisque φ(λ) − L0 est une unite´ dans ce cas.
Dans le cas (ii), on a clairementm = m(A) avec A = UE(u). On peut donc appliquer a` nouveau
le lemme 4.12. On a d’abord clairement φ(A)/p = cφ(U). Par ailleurs, apre`s un assez long calcul qui
utilise les e´galite´s tronc2(A) = A, tronc1(φ(λ)U) = φ(λ)U et tronc2(AL2) = tronc1(UL0)E(u) =
(p+ φ(λ)U)E(u) ainsi que la de´finition de U et V , on trouve
C =
c2φ(t− V )
1 + cφ(t)
.
Donc
φ2(m(UE(u))) = cφ(U)f1 + Cf2.
Pour conclure, il suffit donc encore une fois de justifier que C est inversible dans S. Or nous avons
de´ja` e´value´ les termes constants de t et V , et trouve´ qu’ils sont respectivement congrus a` − jec0 et
− 1c0 modulo p. Ainsi, ils ne sont pas congrus entre eux, et la proposition s’ensuit.
De´finissons g1 = m(p+ tE(u)) et g2 = E(u)2f1 (resp. g2 = m(UE(u))) dans le cas (i) (resp. le
cas (ii)). Posons e´galement
B1 = (L0 − φ(λ)) + tronc1
(
t(φ(λ) − Z)
p
)
ue
et dans le cas (ii) seulement
B2 =
(
1 +
1
p
tronc1(U(φ(λ) − Z))
)
ue .
On remarque tout de suite que par le lemme 4.7, B1 et B2 sont tous les deux des e´le´ments de S.
La structure de M est alors re´sume´e dans la proposition suivante.
18
Proposition 4.14. 1. Dans le cas (i), Fil2M est engendre´ par
g1 = u
etf1 +B1f2
g2 = u
2ef1
avec
φ2(g1) = (1 + cφ(t))f1
φ2(g2) =
c2φ(φ(λ) − L0)
1 + cφ(t)
f2
ou` les deux coefficients dans les deux dernie`res e´quations sont des unite´s.
2. Dans le cas (ii), Fil2M est engendre´ par
g1 = u
etf1 +B1f2
g2 = u
eUf1 +B2f2
avec
φ2(g1) = (1 + cφ(t))f1
φ2(g2) = cφ(U)f1 +
c2φ(t− V )
1 + cφ(t)
f2
et les coefficients de f1 dans φ2(g1) et f2 dans φ2(g2) sont des unite´s.
De´monstration. A` la lumie`re de la proposition 4.13 et de sa preuve, il ne reste qu’a` montrer que
nos formules pour B1 et B2 sont correctes.
Pour le premier, il s’agit de montrer que si A = p + tE(u) et B = 1p tronc2(A(L2 − Z)), alors
B ≡ B1 (mod p). Or, le lemme 4.7 donne pZ ≡ pφ(λ) (mod p2S + Fil2S), a` partir de quoi un
calcul direct utilisant la premie`re condition du lemme 4.6 entraˆıne
A(L2 − Z) ≡ p(L0 − φ(λ)) + tE(u)(φ(λ) − Z) (mod p2S + Fil2SK0)
puis la conclusion.
Pour le second, il s’agit de meˆme de montrer que si A = UE(u) et B = 1p tronc2(A(L2 − Z)),
alors B ≡ B2 (mod p). Mais c’est imme´diat par le lemme 4.7 et la de´finition de U .
Dans le cas (i), on observe que B1 est inversible, alors que t est soit e´gal a` 0, soit le produit de
uj (j 6 1) par une unite´ avec v = j/e si 0 < j < e et v > 1 sinon. Dans le cas (ii), par contre, B1
(resp. U , resp. B2) est le produit d’une unite´ par u
j (resp. ue−j , resp. ue), alors que t est, quant
a` lui, inversible (c’est-a`-dire v = 0). De plus, on ve´rifie que le coefficient en ue dans tB2 − B1U
n’est autre que le terme constant de t− V , dont on sait qu’il ne s’annule pas. La premie`re partie
du the´ore`me 4.9 re´sulte facilement des conside´rations pre´ce´dentes, alors que la seconde est une
conse´quence du the´ore`me 5.2.2 de [6] et de la proposition suivante.
Proposition 4.15. Soit M un objet de Modφ,N
/eS1
de rang 2 admettant pour base (e1, e2). Dans la
suite de la proposition, toutes les lettres grecques font re´fe´rences a` des e´le´ments inversibles de S˜1.
0. Supposons que Fil2M soit engendre´ par e2 et u2ee1 et que
φ2(e2) = µe1 , φ2(u
2ee1) = ρe2 .
Alors Tst(M) est irre´ductible et les pentes de son polygone de l’inertie mode´re´e sont 0 et 2.
1. Supposons que Fil2M soit engendre´ par αue+je1 + e2 et u2ee1 et que
φ2(αu
e+je1 + e2) = µe1 , φ2(u
2ee1) = ρe2 .
Si j > e, alors Tst(M) est irre´ductible et les pentes de son polygone de l’inertie mode´re´e
sont 0 et 2. Au contraire, si j < e, alors M admet un sous-objet M′ de rang 1 tel que
Fil2M′ = ue−jM′.
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2. Supposons que Fil2M soit engendre´ par αuee1 + βuje2 et γu2e−je1 + δuee2 avec j < e et
αδ − βγ ∈ S˜×1 . Supposons e´galement que
φ2(αu
ee1 + βu
je2) = µe1 , φ2(γu
2e−je1 + δu
ee2) = σu
p(e−j)e1 + ρe2 .
Alors M admet un sous-objet M′ de rang 1 tel que Fil2M′ = ueM′.
De´monstration. L’aline´a (0) est imme´diat par le the´ore`me 5.2.2 de [6].
Passons a` (1). Si j > e, posons e′1 = φ2(e2) = µe1 − φ(α)up(j−e)e2. A` partir de e2 ∈ Fil2M et
φ(u2e) = 0, on obtient φ(u2ee′1) = φ(µ)ρe2. Comme (e
′
1, e2) est encore une base de M, le re´sultat
suit de (0).
Supposons de´sormais j < e. On cherche M′ engendre´ par un vecteur m ∈ M de la forme
m = e2 +Xu
p(e−j)e1 ou` X est inversible dans S˜1. On calcule
φ2(u
e−je2) = −ρφ(α)e2 + µup(e−j)e1 .
puis, en utilisant 2e < (p+ 1)(e− j) :
φ2(u
e−jm) = ρ(−φ(α) + φ(X)up((p+1)(e−j)−2e))e2 + µup(e−j)e1.
Ainsi, si X est une solution
ρX(−φ(α) + φ(X)up((p+1)(e−j)−2e)) = µ (12)
on a termine´. Mais on montre facilement que (12) admet une unique solution en re´solvant l’e´quation
coefficient par coefficient. En outre, le coefficient constant de X est celui de − µρφ(α) , d’ou` on de´duit
l’inversibilite´ souhaite´e de X . Il faut encore ve´rifier queM′ est stable par N , mais cela ne pose pas
de proble`me car la relation de commutation a` φ2 implique directement N ◦ φ2(ue−jm) = 0 puis la
stabilite´ souhaite´e e´tant donne´ que φ2(u
e−jm) est un ge´ne´rateur de M′.
Finalement, on traite (2). On cherche a` nouveau M′ engendre´ par un vecteur m ∈ M de la
forme m = e2 + Xu
p(e−j)e1, toutefois sans imposer a` X cette fois-ci d’eˆtre inversible. En posant
∆ = αδ − βγ, on calcule
φ2(∆u
ee2) = ρφ(α)e2 + (φ(α)σ − φ(γ)µ)up(e−j)e1 .
On a up(e−j)e1 ∈ Fil2M car p(e− j) > 2e, d’ou` il suit φ2(ue · up(e−j)e1) = 0. Ainsi
φ2(u
em) = φ2(u
ee2) =
ρφ(α)
φ(∆)
(
e2 +
φ(α)σ − φ(γ)µ
ρφ(α)
up(e−j)e1
)
et, puisque ρφ(α)φ(∆) est inversible, on peut prendre X =
φ(α)σ−φ(γ)µ
ρφ(α) . De meˆme que dans le cas
pre´ce´dent, on ve´rifie pour finir que M′ est stable par N .
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