Abstract. Toponym extraction and disambiguation are key topics recently addressed by fields of Information Extraction and Geographical Information Retrieval. Toponym extraction and disambiguation are highly dependent processes. Not only toponym extraction effectiveness affects disambiguation, but also disambiguation results may help improving extraction accuracy. In this paper we propose a hybrid toponym extraction approach based on Hidden Markov Models (HMM) and Support Vector Machines (SVM). Hidden Markov Model is used for extraction with high recall and low precision. Then SVM is used to find false positives based on informativeness features and coherence features derived from the disambiguation results. Experimental results conducted with a set of descriptions of holiday homes with the aim to extract and disambiguate toponyms showed that the proposed approach outperform the state of the art methods of extraction and also proved to be robust. Robustness is proved on three aspects: language independence, high and low HMM threshold settings, and limited training data.
Introduction
Toponyms are names used to refer to locations without having to mention the actual geographic coordinates. The process of toponym extraction (recognition) is a subset of Named Entity Recognition (NER) that aims to identify location name boundaries in text. While toponym disambiguation (resolution) is the process of mapping between a toponym and an unambiguous spatial coordinates of the same place.
Toponyms extraction and disambiguation are highly challenging. For example, according to GeoNames 1 , the toponym "Paris" refers to more than sixty different geographic places around the world besides the capital of France. Around 46% of toponyms in GeoNames have more than one reference. Duplicate geographic names comes from the fact that emigrant settlers prefer to use their original land names to denote their new homes, leading to referential ambiguity of place names [1] . Another source of ambiguity is that some common English words have references in GeoNames and might be extracted as toponyms under some conditions. For example, words like {Shop, Park, Villa, Airport} represent location names in GeoNames.
A general principle in this work is our conviction that toponym extraction and disambiguation are highly dependent [2] . Mena et al. [3] studied not only the positive and negative effect of the extraction process on the disambiguation process, but also the potential of using the result of disambiguation to improve extraction. They called this potential for mutual improvement, the reinforcement effect.
The extraction techniques fall into two categories: machine learning and rulebased approaches. The advantage of statistical techniques for extraction is that they provide alternatives for annotations along with confidence probabilities. Instead of discarding these, as is commonly done by selecting the top-most likely candidate, we use them to enrich the knowledge for disambiguation. It was proved that extraction probability can be used to enhance the disambiguation so that the contribution of each extracted item to the disambiguation of other extracted items is proportional to its extraction probability [3] . We believe that there is much potential in making the inherent uncertainty in information extraction explicit in this way. Certainty can also be improved using informativeness features and coherence features derived from the disambiguation results.
Most of existing extraction techniques are language-dependent as they need a POS tagger. And it is known that it takes some effort to tune the thresholds and that they are typically trained on large corpuses. In practice, one would like to have more robustness so that accuracy is not easily hampered. In this paper, we specifically address robustness against threshold settings, situations with other languages, and situations with limited training data.
In this paper we propose a hybrid extraction approach based on Hidden Markov Models (HMM) and Support Vector Machines (SVM). An initial HMM is trained and used for extraction. We used a low cutting threshold to achieve high recall resulting in low precision. A clustering based approach for disambiguation is then applied. A set of coherence features are extracted for the extracted toponyms based on the disambiguation results feedback and also on informativeness measures (like Inverse Document Frequency and Gain). A SVM is then trained with the extracted features to classify the HMM extracted toponyms into true positives and false positives resulting in improving the precision and hence the F1 measure. Our hybrid approach outperforms the Conditional Random Fields (CRF), the state of the art method of extraction and Stanford NER, the prominent Named Entity Recognition System. Furthermore, our hybrid approach is shown to be language independent as all the used methods are not based on language dependent techniques like Part Of Speech (POS) which is commonly used with the NER systems. Robustness of the proposed approach is experimentally proved by applying different HMM cutting thresholds, evaluating it across multiple languages and also with smaller training sets. More aspects of robustness like evaluating across multiple domains and using different types of named entities are left for future work.
To examine our hybrid approach, we conducted experiments on a collection of holiday home descriptions from the EuroCottage 2 portal. These descriptions contain general information about the holiday home including its location and its neighborhood (See figure 2 for an example). As a representative example of toponym extraction and disambiguation, we focused on the task of extracting toponyms from the description and using them to infer the country where the holiday property is located.
Contributions: We can summarize our contributions as follows: (1) We propose a hybrid toponym extraction approach based on HMM and SVM. (2) The proposed system is proved to be robust against three aspects: different languages, different cutting thresholds, and limited training data. (3) We introduce some features (informativeness and coherence-based) that can be used to enhance the process of toponym extraction.
The rest of the paper is organized as follows. Section 2 presents related work on toponym extraction and disambiguation. Our proposed approach for toponym extraction and disambiguation is described in Section 3. In Section 4, we describe the experimental setup, present its results, and discuss some observations and their consequences. Finally, conclusions and future work are presented.
Related work
Toponym extraction and disambiguation are special cases of a more general problem called Named Entity Recognition (NER) and Disambiguation (NED). In this section, we briefly survey a few major approaches for NER and toponym disambiguation.
Named entity extraction
NER is a subtask of Information Extraction (IE) that aims to annotate phrases in text with its entity type such as names (e.g., person, organization or location name), or numeric expressions (e.g., time, date, money or percentage). The term 'named entity recognition (extraction)' was first mentioned in 1996 at the Sixth Message Understanding Conference (MUC-6) [4] , however the field started much earlier. The vast majority of proposed approaches for NER fall in two categories: handmade rule-based systems and supervised learning-based systems.
One of the earliest rule-based system is FASTUS [5] . It is a nondeterministic finite state automaton text understanding system used for IE. The other category of NER systems is the machine learning based systems. Supervised learning techniques applied in NEE include Hidden Markov Models (HMM) [6] , Decision Trees [7] , Maximum Entropy Models [8] , Support Vector Machines [9] , and Conditional Random Fields (CRF) [10] [11] .
Multilingual NER is discussed by many researchers. Florian et al. [12] used classifier-combination experimental framework for multilingual NER in which four diverse classifiers are combined under different conditions. Szarvas et al. [13] introduced a multilingual NER system by applying AdaBoostM1 and the C4.5 decision tree learning algorithm. Richman and Schone utilized the multilingual characteristics of Wikipedia to annotate a large corpus of text with NER tags [14] . Similarly, Nothman et al. [15] automatically created multilingual training annotations for NER by exploiting the text and structure of parallel Wikipedia articles in different languages.
Using informativeness features in NER is introduced by Rennie et al. [16] . They conducted a study on identifying restaurant names from posts to a restaurant discussion board. They found the informativeness scores to be an effective restaurant word filter. Furche et al. [17] introduce a system called AMBER for extracting data from an entire domain. AMBER employs domain specific gazetteers to discern basic domain attributes on a web page, and leverages repeated occurrences of similar attributes to group related attributes into records.
Some researches focused only on toponym extraction. In [18] , a method for toponym recognition is presented that is tuned for streaming news by leveraging a wide variety of recognition components, both rule-based and statistical. Another interesting toponym extraction work was done by Pouliquen et al. [19] . They present a multilingual method to recognize geographical references in free text that uses minimum of language-dependent resources, except a gazetteer. In this system, place names are identified exclusively through gazetteer lookup procedures and subsequent disambiguation or elimination.
Toponym disambiguation
Toponym reference disambiguation or resolution is a form of Word Sense Disambiguation (WSD). According to [20] , existing methods for toponym disambiguation can be classified into three categories: (i) map-based: methods that use an explicit representation of places on a map; (ii) knowledge-based: methods that use external knowledge sources such as gazetteers, ontologies, or Wikipedia; and (iii) data-driven or supervised: methods that are based on machine learning techniques.
An example of a map-based approach is [21] , which aggregates all references for all toponyms in the text onto a grid with weights representing the number of times they appear. References with a distance more than two times the standard deviation away from the centroid of the name are discarded.
Knowledge-based approaches are based on the hypothesis that toponyms appearing together in text are related to each other, and that this relation can be extracted from gazetteers and knowledge bases like Wikipedia. Following this hypothesis, [22] used a toponym's local linguistic context to determine the toponym type (e.g., river, mountain, city) and then filtered out irrelevant references by this type.
Supervised learning approaches use machine learning techniques for disambiguation. [23] trained a naive Bayes classifier on toponyms with disambiguating clues and tested it on texts without these clues. Similarly, [24] used Support Vector Machines to rank possible disambiguations.
Proposed hybrid approach
The hybridness of our proposed approach can be viewed from two points of view. It can be viewed as a hybrid approach of toponym extraction and disambiguation processes. Clues derived from the disambiguation results are used to enhance extraction. Also our system can be viewed as a hybrid machine learning approach for extraction where HMM and SVM are combined to achieve better results. An initial HMM is trained and used for extraction with high recall. A SVM is then trained to classify the HMM extracted toponyms into true positives and false positives resulting in improving the precision and hence the F1 measure.
System phases
The system illustrated in Figure 1 has the following Phases:
Phase 1: HMM training 1. Training data is prepared by manually annotating all toponyms. Tokens are tagged, following the CoNLL 3 standards, by either a LOCATION or O tag which represents words that are not part of a location phrase.
Training data is used to train a HMM
45 [25] for toponym extraction. The advantage of statistical techniques for extraction is that they provide alternatives for annotations accompanied with confidence probabilities. Instead of discarding these, as is commonly done by selecting the top-most likely candidate, we use them to enrich the knowledge for disambiguation. The probabilities proved to be useful in enhancing the disambiguation process [3] . Phase 2: SVM training 1. The trained HMM is then used to extract toponyms from the training set.
A low cutting threshold is used to get high recall. The extracted toponyms are then matched against GeoNames gazeteer. For each toponym, a list of candidate references are fed to the disambiguation process. 2. The disambiguation process tries to find only one representative reference for each extracted toponym based on its coherency with other toponyms mentioned in the same document. Details of the disambiguation approach used is described in section 3.2.
3. Two sets of features (informativeness and coherence-based) are computed for each extracted toponym. Details of the selected features are described in section 3.3. 4. The extracted set of features are used to train the SVM classifier 67 to distinguish between true positives toponyms and false positives ones. Phase 3: Production 1. The trained HMM is applied on the test set. The extracted toponyms are matched against GeoNames and their candidate references are disambiguated. Informativeness and coherence features are computed and fed to the trained SVM to find the final results of toponyms extraction process. 2. Disambiguation process can be repeated using the final set of extracted toponyms to get the improvement reflected on the disambiguation results.
The main intuition behind our approach is to make use of more clues than those often used by traditional extraction techniques (like POS, word shape, preceding and succeeding words). We deliberately use set of language-independent features to ensure robustness across multiple languages. To make use of those features we start with high recall and then filter the extracted toponyms based on those features. Even by using a higher cutting threshold, our approach is still able to enhance the precision at the expense of some recall resulting in enhancement of the overall F1 measure. Moreover, the features are found to be highly discriminative, so that only few training samples are required to train the SVM classifier good enough to make correct decisions.
Toponym disambiguation approach
For the toponym disambiguation task, we only select those toponyms annotated by the extraction models that match a reference in GeoNames. We use the clustering approach of [3] with the purpose to infer the country of the holiday home from the description. The clustering approach is an unsupervised disambiguation approach based on the assumption that toponyms appearing in same document are likely to refer to locations close to each other distance-wise. For our holiday home descriptions, it appears quite safe to assume this. For each toponym t i , we have, in general, multiple entity candidates. Let R(t i ) = {r ix ∈ GeoNames gazetteer} be the set of reference candidates for toponym t i . Additionally each reference r ix in GeoNames belongs to a country Country j . By taking one entity candidate for each toponym, we form a cluster. A cluster, hence, is a possible combination of entity candidates, or in other words, one possible entity candidate of the toponyms in the text. In this approach, we consider all possible clusters, compute the average distance between the candidate locations in the cluster, and choose the cluster Cluster min with the lowest average distance. We choose the most often occurring country Country winner in Cluster min for disambiguating the country of the document. In effect the abovementioned assumption states that the entities that belong to Cluster min are the true representative entities for the corresponding toponyms as they appeared in the text.
Selected features
Coherence features derived from disambiguation results along with informativeness features are computed for all the extracted toponyms generated by the HMM. For each extracted toponym the following set of informativeness features are computed:
1. Inverse Document Frequency (IDF): IDF is an informativeness score that embodies the principle that the more frequent a word is, the lower the chance it is a relevant toponym. The IDF score for an extracted toponym t is:
where d t is the document frequency of the toponym t, and D is the total number of documents. 2. Residual Inverse Document Frequency (RIDF): RIDF is an extension of IDF that has proven effective for NER [16] . RIDF is calculated as the difference between the IDF of a toponym and its expected IDF according to the poisson model. The RIDF score can be calculated by the formula: expIDF = −log(1 − e −ft/D ) RIDF = IDF − expIDF where f t is the frequency of the toponym across all documents D. 3. Gain: Gain is a feature that can be used to identify "important" or informative terms. For a toponym t, Gain is derived as:
Extraction Confidence (EC): Extraction confidence (probability) is the HMM conditional probability of the annotation given an input word. The goal of HMM is to find the optimal tag sequence T = t 1 , t 2 , ..., t n for a given word sequence W = w 1 , w 2 , ..., w n that maximizes:
The prior probability P (t i |t i−2 , t i−1 ) and the likelihood probability P (w i |t i ) can be estimated from training data. The optimal sequence of tags can be efficiently found using the Viterbi dynamic programming algorithm [26] . The extraction confidence is the probability of being a part of toponym given a token P (t|w). Furthermore, the following set of coherence features are computed based on the disambiguation results:
1. 
Number of GeoNames candidate references (#Geo):
It is simply the number of candidate references for the toponym ti. #GeoNames Refs = |r ix | 4. Belongingness to the disambiguated country (Bel): Indicates whether or not r ij belongs to Country winner .
Belongingness to Country winner = 1 if Country(r ij ) = Country winner 0 otherwise Informativeness features tend to find those false positives that appear multiple times across the collection. Those highly repeated words are more likely to be false positives toponyms. On the other hand, some false positives appear only rarely in the collection. Those toponyms can not be caught by informativeness features. Here where we make use of coherence-based features. Coherence features tend to find those false positives that are not coherent with other toponyms. The usage of a combination of both sets of features maximizes the extraction effectiveness (F1 measure).
Unlike traditional features commonly used with NER systems like (POS), all our selected features are language independent and thus our approach can be applied to any language as the GeoNames gazetteer has representations for toponyms in different languages. Furthermore we avoid using word shape features as languages like German require the capitalization of all nouns making capitalization a useless feature to extract NE.
Experimental results
In this section, we present the results of experiments with the proposed approach applied to a collection of holiday properties descriptions. The goals of the experiments are to compare our approach with the state of the art approaches and systems and to show its robustness in terms of language independence, high and low HMM threshold settings, and limited training data.
Data set
The data set we use for our experiments is a collection of traveling agent holiday property descriptions from the EuroCottage 8 portal. The descriptions not only contain information about the property itself and its facilities, but also a description of its location, neighboring cities and opportunities for sightseeing. Descriptions are also available in German and Dutch. Some of these descriptions are direct translations and some others have independent descriptions of the same holiday cottage. The data set includes the country of each property which we use to validate our results. Figure 2 shows a representative example of a holiday property description. The manually annotated toponyms are written in bold. The data set consists of 1181 property descriptions for which we constructed a ground truth by manually annotating all toponyms for only the English version. The German and the Dutch versions of descriptions are annotated automatically by matching them against all toponyms that appear in the English version or their translations. For example "Cologne" in the English version is translated to "Köln" and matched in the German version and translated to "Keulen" and matched in the Dutch version. Although this method is not 100% reliable due to slight differences in translated versions, we believe that it is reliable enough as ground truth for showing the language independency of our approach.
We split the data set into a training set and a validation test set with ratio 2 : 1. We used the training set for training the HMM extraction model and the SVM classifier, and the test set for evaluating the extraction and disambiguation effectiveness for "new and unseen" data.
Experiment 1: Data set analysis
The aim of this experiment is to show some statistics about the test set in all versions through different phases of our system pipeline. Table 1 shows the number of toponyms per property description [#Top./Doc.], the number of toponyms per property that have references in GeoNames [#Top./Doc. ∈GeoNames], and the average degree of ambiguity per toponyms [Degree of ambiguity] (i.e the average number of references in GeoNames for a given toponym). Ground Truth represents manual annotations statistics. HMM(0.1) represents statistics of the extracted toponyms resulting from applying HMM on the test set with cutting probability threshold 0.1, while HMM(0.1)+SVM represents statistics of the extracted toponyms resulting from applying SVM after HMM on the test set.
As can be observed from table 1 that HMM extracts many false positives. Examples of those false positives that have references in GeoNames are shown in figure 3 9 . It can also be noticed that the English version contains more toponyms per property description. Our method of automatically annotating the German and the Dutch texts misses a few annotations. This doesn't harm the evaluation process of the proposed method as our approach works on improving the precision bath[34] shop [1] terrace [11] shower [1] parking [3] house [5] garden [24] sauna [6] island [16] farm [5] villa [49] here [7] airport [3] [2] hal [20] chalet [8] binnen [3] rond [1] (c) Dutch with some loss in recall. Hence, we can claim that precision/recall/F1 measures of our proposed approach applied on German and Dutch versions shown on the section 4.4 can be regarded as a lower bound. 
Experiment 2: SVM features analysis
In this experiment we evaluate the selected set of features used for SVM training on the English collection. We want to show the effect of these features on the effectivness of the SVM classifier. The aim of the SVM is to find the false positives toponyms among those extracted by the HMM. Two groups of features are used. Informativness features and coherence features (features derived from disambiguation results). Table 2 shows:
-Extraction and disambiguation results using each of the features individually to train the SVM classifier. -Information Gain [IG] for each feature. IG measures the amount of information in bits about the class prediction (in our case true positive toponym or false positive). -The extraction and disambiguation results using each group of features (Informativeness (Inf ) and coherence (Coh)) and using both combined (All ). The coherence features can be only calculated for toponyms that belong to GeoNames. This implies that its effect only appears on false positives that belong to GeoNames. To make their effect more clear, we presented two sets of results:
-All extracted toponyms: where all toponyms are used to train HMM and SVM regardless of whether they exist in GeoNames or not. Evaluation is done for all extracted toponyms. [#Geo] seems to be a bad feature as it has no effect at all on the SVM output.
Using manually annotated toponyms for disambiguation, the best possible input one would think, may not produce the best possible disambiguation result. For example, the disambiguation result of HMM(0.1)+SVM(Gain) is higher than that of the ground truth. This is because some holiday cottages are located on the border with other country, so that description mentions cities from other country rather than the country of the cottage. This does not mean that the correct representative candidates for toponyms are missed. Moreover, since our disambiguation result is based on voting, we attribute this effect to chance: the NER may produce a false positive toponym which happens to sway the vote to the correct country, in other words, there are cases of correct results for the wrong reasons.
It can be also observed that low recall leads to poor disambiguation results. That is because low recall may result in extracting no toponyms from the property description and hence the country of that property is misclassified. Table 2 shows how using the SVM classifier enhances the extraction and the disambiguation results. The effect of combining both set of features is more clear in the results of [Only toponyms ∈ GeoNames]. Precision is improved significantly, and hence the F1 measure, by using the coherence features beside the informativeness ones. Table 3 shows the extracted toponyms for the property shown in figure 2 using different methods. Informativeness features tend to find those false positives that appear multiple times across the collection like {In, Shop}. On the other hand, disambiguation features tend to find those false positives that are not coherent with other toponyms like {Airport}. The usage of a combination of both sets of features maximizes the extraction effectiveness (F1 measure).
Experiment 3: Multilinguality, different thresolding robustness and competitors
In this experiment we want to show the multiligualitiy and system robustness across different languages and against different threshold settings. Multilinguality is guaranteed by our approach as we only use language independent methods of extraction and filtering. We effectively avoided using Part-Of-Speech (POS) as feature since it is highly language-dependent and for many languages there are no good automatic POS-tagger available. Table 4 shows the effectiveness of our proposed approach applied on English, German, and Dutch versions in terms of the F1 and the disambiguation results over the state of the art: the CRF, and the Stanford NER models 10 . CRF is considered one of the famous techniques in NER. We trained a CRF on set of features described in [3] . One of the used features is POS which we were only able to extract for the English version. Stanford is a NER system based on CRF model trained on CoNLL data collection. It incorporates long-distance information [11] . Stanford provides NER models for English and German. Unfortunately, we didn't find a suitable NER system for Dutch to compare with. It can be observed that the CRF models achieve better precision at the expense of recall. Low recall sometimes leads to extracting no toponyms from the property description and hence the country of that property is misclassified. This results in a poor disambiguation results. Table 4 also shows the robustness of our approach against different HMM thresholding settings. We used two different cutting thresholds (0.1, 0.9) for HMM. It is clear that our approach improves the precision and F1 measure on both cases.
Experiment 4: Low training data robustness
Robustness across different languages and using different cutting probability threshold is shown in the previous sections. In this section we want to prove the third aspect of robustness of our system which is its capability to work even with limited training samples. Figures 4(a) and 4(b) shows the required size of training data to achieve a desired result for F1 and disambiguation respectively (applied on the English collection). It can be observed that our approach requires low number of training data to outperform our competitors the CRF and Stanford NER. Only 160 annotated documents are required to achieve 0.7 F1 and 75% correct disambiguation and to outperform the the CRF. Much less documents are required to outperform the CRF disambiguation results as we mentioned before that the high precision of CRF systems is accompanied by low recall leading to poor disambiguation results.
Conclusion and future work
In this paper we introduced a hybrid approach for toponym extraction and disambiguation. We used a HMM for extraction and a SVM classifier to classify the HMM output into false positive and true positive toponyms. Informativeness features beside coherence features derived from disambiguation results were used to train the SVM. Experiments were conducted with a set of holiday home descriptions with the aim to extract and disambiguate toponyms. Our system is proved to be robust on three aspects: language differences, high and low HMM threshold settings, and limited training data. It also outperforms the state of the art methods of NER.
For future research, we plan to apply and enhance our approach for other types of named entities and other domains. We claim that this approach is also robust against domain differences and can be adapted to suit any kind of named entities. To achieve this it is required to develop a mechanism to find false positives among the extracted named entities. Coherency measures can be used to find highly ambiguous named entities. We also want to estimate locations of toponyms not existing in gazetteers using other toponyms found in the textual context of the unknown toponym.
