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Abstract
Behavioral rewriting diﬀers from standard rewriting in taking account of the weaker
inference rules of behavioral logic, but it shares much with standard rewriting, in-
cluding notions like termination and conﬂuence. We describe an eﬃcient implemen-
tation of behavioral rewriting that uses standard rewriting. Circular coinductive
rewriting combines behavioral rewriting with circular coinduction, giving a surpris-
ingly powerful proof method for behavioral properties; it is implemented in the
BOBJ system, which is used in our examples. These include several lazy functional
stream program equivalences and a behavioral reﬁnement.
1 Introduction
Behavioral speciﬁcation is the area where models (implementations) only be-
haviorally satisfy speciﬁcations; it also supports inﬁnitary data structures,
behavioral reﬁnement, and coinductive proof methods. Behavioral speciﬁca-
tions distinguish visible from hidden sorts, with equality being strict on visible
sorts and behavioral on hidden sorts, in the sense of indistinguishability under
experiments. Behavioral equational deduction is now well understood, and
behavioral rewriting [6,20] is to behavioral deduction what standard rewriting
is to standard equational deduction, a simple but useful proof method. Cir-
cular coinductive rewriting is an algorithm for proving behavioral equalities
that combines behavioral rewriting with circular coinduction [22,14]; it also
strengthens the duality with induction by allowing coinductive hypotheses to
be used in proofs. It is surprisingly powerful in practice, even though no
such algorithm can be complete [3]. We also discuss the existence of multiple
cobases, and the concurrent connection of systems.
1 The research reported in this paper has been supported in part by National Science
Foundation grant CCR-9901002, and by the CafeOBJ project of the Information Promotion
Agency (IPA), Japan, as part of its Advanced Software Technology Program.
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Space constraints force us to omit all proofs and many deﬁnitions, and to
assume the reader already familiar with algebraic speciﬁcation and theorem
proving (e.g., [11]), especially many and order sorted algebra and term rewrit-
ing; some familiarity with OBJ [15] is also needed. The BOBJ system imple-
ments behavioral rewriting, circular coinductive rewriting, automatic cobasis
generation, and concurrent connection. We use it for our examples, which
include several equivalences of streams, such as might arise in lazy functional
programming, the behavioral reﬁnement of stack by a pointer into an array,
and equivalence of regular expressions.
2 Behavioral Speciﬁcation and Reasoning
We ﬁrst review the basics of our current hidden algebra, which drops all restric-
tions from the original formulation in [8], such as that behavioral operations
cannot have multiple hidden arguments. A hidden signature Σ is an order
sorted signature, with a partition of its sorts into visible V and hidden H.
A model of Σ is a Σ-algebra. The elements of visible sort in models are
called data and those of hidden sorts states. A behavioral speciﬁcation
or theory B is a hidden signature Σ, a hidden subsignature Γ, and a set E
of Σ-equations. The operations in Γ are called behavioral and are used to
build experiments or contexts, which are Γ-terms of visible result having a
distinguished hidden variable. These generate the behavioral equivalence
relation on any model, denoted ΓΣ or just , under which two data elements
are related iﬀ they are equal, and two states are related iﬀ they cannot be
distinguished by any experiment, i.e., iﬀ all experiments produce the same
value when applied to them. A model behaviorally satisﬁes a Σ-equation
iﬀ the two terms evaluate to behaviorally equivalent elements under all as-
signments of values to the variables. The equations in E restrict the class of
models to those that behaviorally satisfy each equation. A Σ-operation σ is
Γ-behaviorally congruent, or just congruent (“coherent” in the original
terminology of Diaconescu [7]), iﬀ σ is congruent for  on every model that
satisﬁes B. See [6,20] for more detail.
Some special cases of this general framework include the original hidden
algebra of [8,9,13,12], the coherent hidden algebra of CafeOBJ [7,6], the ob-
servational logic of Bidoit and Hennicker [17,2], and our own previous ver-
sions [8,22,23]. Important related approaches include coalgebra [1,18] and the
swinging types of Padawitz [19].
2.1 Hidden Equational Deduction
Standard equational deduction is unsound for behavioral satisfaction, because
the congruence rule is unsound for non-congruent operations. However, stan-
dard equational deduction can be adapted [22]. Given a behavioral speciﬁca-
tion B = (Σ,Γ, E), deﬁne ≡Eq on terms by the following:
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(1) Reﬂexivity :
t ≡Eq t
(2) Symmetry :
t ≡Eq t′
t′ ≡Eq t
(3) Transitivity :
t ≡Eq t′, t′ ≡Eq t′′
t ≡Eq t′′
(4) Substitution :
(∀Y ) t = t′ if t1 = t′1, ..., tn = t′n ∈ E, θ(ti) ≡Eq θ(ti)
θ(t) ≡Eq θ(t′)
(5) Congruence :


a)
t ≡Eq t′, sort(t, t′) ∈ V
σ(W, t) ≡Eq σ(W, t′), for each σ ∈ Der(Σ)
b)
t ≡Eq t′, sort(t, t′) ∈ H
δ(W, t) ≡Eq δ(W, t′), for each congruent δ ∈ Σ


Deﬁne B  (∀X) t = t′ iﬀ t ≡Eq t′. These rules generalize those in [7] by
considering both congruent and non-congruent operations. Notice that (5b)
only applies to congruent operations; if all operations are congruent, these
rules become standard equational deduction. Since behavioral operations are
congruent, we have many cases where (5b) applies, and more can be obtained
by proving operations congruent, e.g., with methods in [14]. We will see that
behavioral rewriting is a special case of behavioral deduction in the same way
that standard term rewriting is a special case of standard equational deduc-
tion. The following expresses soundness with respect to both equational and
behavioral satisfaction, generalizing a result in [6,7] that equational deduction
is sound when all operations are congruent.
Proposition 2.1 Given B  (∀X) t = t′, then E |=Σ (∀X) t = t′ and also
B |≡ (∀X) t = t′. If all operations are congruent, then equational deduction is
sound for behavioral satisfaction.
2.2 ∆-Coinduction
It often happens that not all experiments are needed, because the equations
imply that some experiments are equivalent to others. A similar but dual
situation occurs in abstract data type theory when all elements are generated
by a subset of operations, called constructors, generators, or a basis (when
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induction is involved). The dual notion of cobasis appeared in [22], and was
later simpliﬁed [14,20,23,21]; for this paper, readers may consider a cobasis
∆ to be a subset of operations in Γ that generates enough experiments, in
the sense that no other experiment can distinguish two states that cannot be
distinguished by these experiments.
If ∆ is a cobasis for B, then let ≡Eq,∆ be the relation generated by rules
(1)–(5) in Section 2.1, with ≡Eq replaced by ≡Eq,∆ , plus
(6) ∆-Coinduction:
δ(W, t) ≡Eq,∆ δ(W, t′) for all appropriate δ ∈ ∆
t ≡Eq,∆ t′
Soundness of (6) is proved in [21]; therefore ≡Eq ⊆ ≡Eq,∆ ⊆ ≡. This
implies that to prove that two terms t, t′ behaviorally equivalent, it suﬃces to
show t ≡Eq,∆ t′. The advantage of ∆-coinduction is that it is completely au-
tomatic once a cobasis is given. Finding a minimal cobasis seems undecidable,
but there are cobasis criteria that work well in practice [2,22,23] (see [21] for
a detailed exposition).
2.3 Circular Coinduction
Although ∆-coinduction is useful, it is limited for large practical examples
because of the circularities that occur in behavioral speciﬁcations due to re-
cursively deﬁned operations. Therefore we extend ∆-coinduction to circular
coinduction, which improves ∆-coinduction by detecting and then using circu-
larities in reductions. More precisely, it declares a goal t ≡ t′ proved whenever
it proves either that δ(W, t) ≡ δ(W, t′), or that δ(W, t) and δ(W, t′) are in-
stances of t and t′, respectively, for every operation δ in the cobasis; the
meaning of “instance” is complex and described in detail in [21], but for this
paper one may think of it as substitution.
3 Behavioral Rewriting
Behavioral rewriting [6,20] restricts behavioral deduction to a single “forward”
direction. Much of standard rewriting theory carries over. In particular, if be-
havioral rewriting is conﬂuent, then an equation (∀X) t = t′ is derivable by
the ﬁve rules above iﬀ t and t′ behaviorally rewrite to a common term. Also
termination of standard rewriting implies termination of behavioral rewriting,
because is a subrelation of standard rewriting; thus, any termination crite-
rion for standard rewriting can be applied to behavioral rewriting. Moreover,
behavioral rewriting can be implemented with standard term rewriting in an
elegant and eﬃcient way, that could add behavioral veriﬁcation to systems
like PVS [24] and Maude [4]. We ﬁrst introduce our general formulation:
Deﬁnition 3.1 A Σ-rewrite rule is a pair of terms, written (∀Y ) l → r,
where Y is the set of variables in l, r. A behavioral (or hidden) Σ-rewriting
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system is a triple (Σ,Γ, R), where Σ is a hidden signature, Γ is a hidden
subsignature of Σ, and R is a set of Σ-rewrite rules.
In the following, we assume that R = (Σ,Γ, R) is a behavioral Σ-rewriting
system, and that B = (Σ,Γ, E) is its associated behavioral spec, i.e., E =
{(∀Y ) l = r | (∀X) l→ r ∈ R}.
Deﬁnition 3.2 The behavioral (term) rewriting relation associated to
the behavioral rewriting system R is the smallest relation  such that:
- θ(l) θ(r), for each (∀Y ) l→ r in R and each θ : Y → TΣ(X),
- if t t′ and sort(t, t′) ∈ V , then σ(W, t) σ(W, t′) for all σ ∈ Der(Σ),
- if t t′ and sort(t, t′) ∈ H then δ(W, t) δ(W, t′) for all δ ∈ Γ.
Behavioral rewriting modiﬁes standard term rewriting as follows: whenever
a hidden redex is found, apply the rule when there are only behavioral 2
operations on the path from that redex to the root until a visible sort is
found; if no visible sort is found, the rewrite is still applied if all operations
on the path from the redex to the root are behavioral.
Deﬁnition 3.3 A Σ-context c is behavioral iﬀ all operations on the path to
its distinguished variable are behavioral, and is safe iﬀ either it is behavioral
or there is some visible behavioral context c′ such that c = c′′[c′] for some c′′.
A Σ-term t is weakly linear iﬀ for any variable x occurring in t such that
t = c1[x] = c2[x], c1 is safe if and only if c2 is safe. R is weakly left (right)
linear iﬀ l (r) is weakly linear for every rewrite rule (∀Y ) l→ r in R.
Proposition 3.4 t  t′ iﬀ there is a rewrite rule (∀Y ) l → r in R, a safe
context c, and a substitution θ such that t = c[θ(l)] and t′ = c[θ(r)].
CafeOBJ implements a subrelation of behavioral rewriting in its reduce
command: a rule is applied when there are only behavioral operations on
the path from the redex to the root until a visible sort appears; if no visible
sort is on that path, the rewrite is not done. However the general version
of behavioral rewriting could easily be implemented in CafeOBJ’s currently
unsound behavioral-reduce command [6]. Our experience is that in many
practical situations all operations are congruent, so Γ can be taken as Σ [22],
in which case behavioral rewriting is exactly standard rewriting.
Proposition 3.5 If  is conﬂuent then ≡Eq =
∗
;
∗
.
Let bnf (t) denote the normal form of t, if it exists. Then we have
Corollary 3.6 If  is canonical then t ≡Eq t′ iﬀ bnf (t) = bnf (t′).
2 Our methodology calls for as many operations as possible to be behavioral, and in par-
ticular, all congruent operations [22]. But if preferred, one may replace “behavioral” by
“behavioral or congruent” here and hereafter.
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3.1 BOBJ
BOBJ supports behavioral speciﬁcation and veriﬁcation based on the hid-
den algebra of Section 2. In addition to standard rewriting and behavioral
rewriting over order sorted equational logic, it also implements circular coin-
ductive rewriting; all forms of rewriting are modulo attributes that can be any
combination of associative, commutative and identity. BOBJ automatically
computes cobases for speciﬁcations using congruence criteria [22]. BOBJ was
much inspired by the CafeOBJ system, which provides rewriting logic as well
as a more restricted version of hidden algebra [6].
BOBJ syntax is almost the same as that of OBJ3 [15], with exceptions
that include the following: term syntax is more ﬂexible, due to using JavaCC
for parsing; in addition to the keywords “th” and “obj” from OBJ3, BOBJ
modules can also begin with the keywords “dth” for data theories (equiva-
lent to the keyword “obj”) having initial semantics, and “bth” for behav-
ioral theories having hidden semantics; all modules close with keyword “end”;
operations in behavioral theories are considered congruent unless given the
attribute “ncong”; the automatically generated cobasis for the currently se-
lected module is shown by the command “show cobasis .”, and circular
coinductive rewriting is invoked with the command “cred”, whereas “red”
invokes behavioral rewriting without circularity (which is standard rewriting
for visible sorts). The command “set trace on .” causes BOBJ to output
information about its computation. The BOBJ implementation is due to Kai
Lin, and includes novel techniques for speeding up rewriting and implementing
behavioral and circular coinductive rewriting.
The speciﬁcations STREAM and ZIP below are used in our examples, and
should be considered pre-loaded. The ﬁrst declares inﬁnite streams parame-
terized by TRIV, a builtin visible theory having only the visible sort Elt.
bth STREAM[X :: TRIV] is sort Stream .
op head : Stream -> Elt .
op tail : Stream -> Stream .
op _&_ : Elt Stream -> Stream .
var E : Elt . var S : Stream .
eq head(E & S) = E .
eq tail(E & S) = S .
end
BOBJ’s cobasis algorithm discovers that & is not needed:
The cobasis for sort Stream is:
op head : Stream -> Elt
op tail : Stream -> Stream
The second speciﬁcation adds an operation that “zips” two streams together
by taking elements alternately; BOBJ ﬁnds the cobasis {head, tail}.
bth ZIP[X :: TRIV] is pr STREAM[X] .
op zip : Stream Stream -> Stream .
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vars S S’ : Stream .
eq head(zip(S,S’)) = head(S) .
eq tail(zip(S,S’)) = zip(S’,tail(S)) .
end
Several data types and many equations are “builtins,” i.e., are available
without having to be declared by the user. In particular, the data types BOOL
of Booleans and NAT of natural numbers are built in. Users can see what a
module MOD provides with the command “show MOD .” for both user supplied
and builtin modules. For example, “show TRUTH ..” will reveal the equations
for the builtin if then else fi conditional.
3.2 Implementing Behavioral Rewriting with Standard Rewriting
This section describes a method for implementing behavioral rewriting with
standard rewriting; it can extend a standard rewriting engine to a behav-
ioral rewriting engine with relatively little programming and small runtime
overhead. In this method, operations are “painted” either green or red, and
a rewrite is applied to a position in a term iﬀ the operation at that po-
sition is painted green. To simplify exposition, we use the same symbols
for green operations, and new symbols with subscript r for red operations:
given a hidden signature Σ, let Σr be the standard signature having the
same sorts as Σ, and having an operation σr : s1...sn → h for each op-
eration of hidden result σ : s1...sn → h in Σ; also let Σ′ be the signature
Σ ∪Σr ∪ {g : s→ s | for each sort s}. Finally let Γ be a hidden subsignature
of Σ and let PaintΣ,Γ be the following Σ
′-term rewriting system:
1) (∀X) g(σr(X))→ g(σ(X)), for all operations σ : s1...sn → h in Σ of hidden
result h, where X is a set of appropriate distinct variables, {x1 : s1, ..., xn :
sn}, and σ(X) is a shorthand for σ(x1, ..., xn);
2) (∀Zj, X) τ(Zj, σ(X))→ τ(Zj, σr(X)), for all τ : w1...wj−1hwj+1...wk → s in
Σ−Γ and σ : s1...sn → h in Σ such that h is a hidden sort, whereX is a set of
variables as above and Zj = {z1 : w1, ..., zj−1 : wj−1, zj+1 : wj+1, ..., zk : wk},
and τ(Zj, σ(X)) is a short hand for τ(z1, ..., zj−1, σ(x1, ..., xn), zj+1, ..., zk);
3) (∀Zj, X) σ′r(Zj, σ(X))→ σ′r(Zj, σr(X)), for all σ′ : w1...wj−1hwj+1...wk →
s and σ : s1...sn → h in Σ such that h is a hidden sort;
4) (∀Zj, X) δ(Zj, σr(X))→ δ(Zj, σ(X)), for all δ : w1...wj−1hwj+1...wk → s in
Γ and σ′ : s1...sn → h in Σ such that h is a hidden sort.
These rules paint terms so that behavioral rewriting can be applied only at
green positions. The ﬁrst rule ensures that the operation on top of every
term is green. The operations g are introduced to control the operation on
top of a term. The second rule says that an operation of hidden sort which is
immediately below a non-behavioral operation must be red, so that behavioral
rewriting will not be applied at that position. The third and fourth rules
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propagate colors downward.
Proposition 3.7 PaintΣ,Γ is canonical.
See [21] for a proof. It follows that any Σ′-term has a unique normal form.
Deﬁnition 3.8 Let
Σ,Γ
=⇒ be the Σ′-term rewriting relation associated to PaintΣ,Γ,
and given a Σ′-term u, let ϕ(u) be its unique normal form in PaintΣ,Γ; if t is a
Σ-term, call ϕ(t) the coloring of t. Given a (Σ∪Σ′)-term u, let ψ(u) be the
Σ-term forgetting all colors on u. Let ϕ(R) be {(∀X) ϕ(l)→ ϕ(r) | (∀X) l→
r ∈ R}, let ϕ(R) be the associated (Σ∪Σr)-rewriting system, let ϕ(R)=⇒ be the as-
sociated rewriting relation, let R′ be the Σ′-rewriting system ϕ(R)∪PaintΣ,Γ,
and let ⇒ be the relation ϕ(R)=⇒∪ Σ,Γ=⇒.
We generalize Deﬁnition 3.3 to (Σ ∪ Σr)-contexts:
Deﬁnition 3.9 A (Σ ∪ Σr)-context c is behavioral iﬀ all operations on the
path to the distinguished variable are in Γ, and c is safe iﬀ either it is be-
havioral or there is some visible behavioral context c′ such that c = c′′[c′] for
some appropriate c′′.
Proposition 3.10 If c is safe, then ψ(c[θ(ϕ(l))])  ψ(c[θ(ϕ(r))]) for any
appropriate rewrite rule (∀X) ϕ(l)→ ϕ(r) in ϕ(R) and any substitution θ.
Theorem 3.11 Suppose that g(ϕ(t)) ⇒	 g(u) is an innermost rewrite se-
quence, where t is a Σ-term and u is a (Σ ∪ Σr)-term. Then
1) t	 ψ(u);
2) If R is weakly left linear and g(u) is a normal form in R′ then ψ(u) is a
bnf in R;
3) If R terminates on t then R′ terminates on g(ϕ(t)).
See [21] for the (non-trivial) proof.
We now describe a behavioral rewriting engine, abbreviated BRE, that
takes as input a behavioral rewriting system R and a term t over the signature
of R, and returns a behavioral normal form of t in R:
(R, t)⇒ BRE ⇒ bnf(t).
Given a term rewriting engine RE that can be set to use innermost rewriting,
such as OBJ3 [15], CafeOBJ [6], or Maude [4], we can implement BRE with
RE as in Figure 1.
Step 1 is easily implemented in O(n2), where n is the size ofR. Proposition
3.7 implies that Step 2 terminates and ϕ(t), the painted t, is unique. By 3)
in Theorem 3.11, step 3 terminates whenever R terminates as a behavioral
rewriting system, and by 2) in Theorem 3.11, if R is weakly linear then a
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Algorithm BRE (R, t)
(i) generate ϕ(R) and PaintΣ,Γ
(ii) get ϕ(t) using RE(PaintΣ,Γ, t)
(iii) get nf(g(ϕ(t))), say g(u), using RE(ϕ(R) ∪ PaintΣ,Γ, g(ϕ(t)))
(iv) return ψ(u).
Fig. 1. Implementing behavioral rewriting by standard term rewriting
behavioral normal form forR can be extracted from any normal form returned
at step 3.
Example 3.12 Because stack examples have been much used, they provide a
useful benchmark, and also, they often reveal something new and interesting.
Here we give a behavioral speciﬁcation for non-deterministic stack, without
the usual mix-ﬁx-notation:
bth NDSTACK is protecting NAT .
sort Stack .
op top : Stack -> Nat .
op pop : Stack -> Stack .
op push : Stack -> Stack [ncong] .
var S : Stack .
eq pop(push(S)) = S .
end
Then PaintΣ,Γ as a BOBJ standard theory is as follows:
th PAINT is pr NAT .
sort Stack .
op top : Stack -> Nat [strat (1 0)] .
ops pop popr : Stack -> Stack [strat (1 0)] .
ops push pushr : Stack -> Stack [strat (1 0)] .
op g : Stack -> Stack [strat (1 0)] .
op g : Nat -> Nat [strat (1 0)] .
var S : Stack .
eq g(popr(S)) = g(pop(S)) . *** type 1)
eq g(pushr(S)) = g(push(S)) . *** type 1)
eq push(pop(S)) = push(popr(S)) . *** type 2)
eq push(push(S)) = push(pushr(S)) . *** type 2)
eq popr(pop(S)) = popr(popr(S)) . *** type 3)
eq popr(push(S)) = popr(pushr(S)) . *** type 3)
eq pushr(pop(S)) = pushr(popr(S)) . *** type 3)
eq pushr(push(S)) = pushr(pushr(S)) . *** type 3)
eq top(popr(S)) = top(pop(S)) . *** type 4)
eq top(pushr(S)) = top(push(S)) . *** type 4)
eq pop(popr(S)) = pop(pop(S)) . *** type 4)
eq pop(pushr(S)) = pop(push(S)) . *** type 4)
end
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Now we reduce some terms to normal forms as follows:
open PAINT .
op s : -> Stack .
red push(pop(push(s))) .
***> should be: push(popr(pushr(s)))
red pop(push(pop(push(s)))) .
***> should be: pop(push(popr(pushr(s))))
red pop(pop(push(push(pop(push(s)))))) .
***> should be: pop(pop(push(pushr(popr(pushr(s))))))
red push(pop(pop(push(push(pop(push(s))))))) .
***> should be: push(popr(popr(pushr(pushr(popr(pushr(s)))))))
close
since operations below push are red, the R′ rule below will not apply directly:
th R’ is protecting PAINT .
eq pop(push(S)) = S .
end
Let us now compute normal forms for the above using the translation:
open R’ .
op s : -> Stack .
red g(push(popr(pushr(s)))) .
***> should be: g(push(popr(pushr(s))))
red g(pop(push(popr(pushr(s))))) .
***> should be: g(s)
red g(pop(pop(push(pushr(popr(pushr(s))))))) .
***> should be: g(s)
red g(push(popr(popr(pushr(pushr(popr(pushr(s)))))))) .
***> should be: g(push(popr(popr(pushr(pushr(popr(pushr(s))))))))
close
Theorem 3.11 implies the behavioral normal forms are push(popr(pushr(s))),
s, s, and push(pop(pop(push(push(pop(push(s))))))) respectively. If one
reduces ϕ(t2) or ϕ(t3) (where t2, t3 are the second and third terms) instead of
g(ϕ(t2)) or g(ϕ(t3)), one gets the normal form popr(pushr(s)) in R′. The
operation g changes the color to green and then further reduces, obtaining
the true behavioral normal form, s. It should be noted that BOBJ does not
implement behavioral rewriting with this method, but rather does it directly,
which of course is more eﬃcient. We now discuss some questions concerning
the above method.
1. Is weak left linearity of R really needed? Yes, it is. We don’t know
any real example, so we give an artiﬁcial example:
bth R is protecting TRIV-VISIBLE .
sort h .
op a : h -> v .
op f : h h -> v .
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op m : h -> h [ncong] .
var x : h .
eq f(m(x),x) = a(x) .
end
Applying bre to the term t = f(m(m(x)),m(x)), whose behavioral normal
form is a(m(x)), we get in step 2 that ϕ(t) is f(m(mr(x)),m(x)). Then
g(f(m(mr(x)),m(x))) cannot be reduced in step 3, so the result in step 4 is
f(m(m(x)),m(x)) and no behavioral rewriting occurs, which is wrong since
f(m(m(x)),m(x))  a(m(x)). However, it may be possible to “linearize”
non-weakly linear behavioral systems into conditional rewriting systems, e.g.,
in the above example, replace the behavioral rule (∀x) f(m(x), x) → a(x) in
R′ by the conditional rule (∀x) f(m(x), x′)→ a(x) if ψ(x) = ψ(x′), where ψ
is implemented recursively with unconditional rules that forget the colors.
Conjecture 3.13 t is a bnf in R iﬀ ϕ(t) is an normal form in R′.
Proving this conjecture would probably be tedious, but if it is true, then weak
left linearity of R is not needed in 2) of Theorem 3.11.
2. Are the operations g : s→ s really needed in PaintΣ,Γ? Not always.
The operations g : v → v for v visible are not really necessary, they just
simplify the algorithm; without them, case analysis is needed on terms g(t), to
replace g(t) by t if the sort of t is visible. However, the operations g : h→ h
for h hidden may be needed. For example, in NDSTACK the normal form of
ϕ(t2) and ϕ(t3) in R′ is popr(pushr(s)), and there is no way to extract s,
the behavioral normal form of t2 and t3. But if no rule has just a variable as
its rightside, then no g operations are needed.
3. Is innermost rewriting necessary? We don’t know; but we do know
that R′ term rewriting with no strategy can produce unsound simulated R
behavioral rewriting. Consider the following artiﬁcial example:
bth R is protecting TRIV-VISIBLE
sort h
op a : h -> v
ops b c d : h -> h
op m : h h -> h [ncong]
var x : h
eq b(x) = m(x,x)
eq c(x) = d(x)
...
end
Then b(c(x)) b(d(x)) m(d(x), d(x)). On the other hand, the following is
a non-innermost valid reduction in R′,
g(ϕ(b(c(x)))) = g(b(c(x)))
ϕ(R)
=⇒ g(m(c(x), c(x)))
ϕ(R)
=⇒ g(m(c(x), d(x))) Σ,Γ=⇒∗ g(m(cr(x), dr(x))),
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and g(m(cr(x), dr(x))) is reduced. Since m is not in Γ, the behavioral reduc-
tion b(c(x)) ∗ m(c(x), d(x)) may be unsound; the unsound rewrite above
occurred because R′ was not weakly right linear.
Conjecture 3.14 If R is weakly right linear, then Theorem 3.11 holds for
arbitrary rewriting in R′.
4 Circular Coinductive Rewriting in BOBJ
Few behavioral properties can be proved with just equational behavioral rea-
soning. Context induction [16] and coinduction are much more powerful, but
need human intervention. Circular coinductive rewriting integrates behav-
ioral rewriting with circular coinduction [23]. Its input is a pair of terms, and
it returns true when it proves the terms behaviorally equivalent, and other-
wise returns false or fails to terminate, much as with proving term equality by
rewriting. See [21] for the (non-trivial) correctness proof; here we just describe
the BOBJ implementation.
Given a behavioral speciﬁcation B = (Σ,Γ, E) and a cobasis ∆ ⊆ Γ, a
set of pairs of terms (which BOBJ may reorder to reduce the possibility of
non-termination) C, and a Σ-term u, let bnfC(u) denote the term derived from
u by rewriting as much as possible with E under the usual restrictions for
behavioral rewriting, and then applying equations in C at a term position if
all (zero or more) operations on the path to that position are in Γ−∆.
Given a pair of Σ-terms (t, t′), the circular coinductive rewriting algorithm,
hereafter denoted CCRW, is as follows:
(i) let C = ∅ and G = {(t, t′)}
(ii) for each (u, u′) in G
(iii) move (u, u′) from G to C
(iv) for each δ ∈ ∆
(v) let v = bnfC(δ[u, x]) and v
′ = bnfC(δ[u
′, x])
(vi) if v = v′ then add (v, v′) to G
G contains the still unproved goals and C contains the “circularities” to be
used in proofs. By deﬁnition of cobasis, to prove t ≡ t′, it suﬃces to prove
δ[t, x] ≡ δ[t′, x] for all δ ∈ ∆ and all appropriate x. Note that an equation (t, t′)
in C can be used in the special way described above in proving an equation
(δ[t, x], δ[t′, x]), which is then used in proving (t, t′); this explains the word
“circular.” Note also that the algorithm may fail to terminate.
5 Some Examples
We ﬁrst give examples from lazy functional programming. Many similar ex-
amples were done by Louise Dennis using a system called CoClam with a
12
Goguen, Lin, Ros¸u
complex heuristic planning algorithm [5]; all her examples that we tried were
done in BOBJ without human intervention or machine heuristics. Thanks to
Wolfram Schulte for starting us on this.
Example 5.1 Deﬁne a function rev taking an inﬁnite stream of boolean val-
ues and returning a stream where each value is reversed, as follows:
bth REV is pr STREAM[BOOL] .
op rev : Stream -> Stream .
var S : Stream .
eq head(rev(S)) = not head(S) .
eq tail(rev(S)) = rev(tail(S)) .
end
Now we show that rev(rev(S)) is equivalent to S:
BOBJ> set trace on
BOBJ> cred rev(rev(S)) == S .
=========================================
c-reduce in REV : rev(rev(S)) == S
using cobasis for REV:
op head : Stream -> Bool
op tail : Stream -> Stream
--------------------------------------
reduced to: rev(rev(S)) == S
-----------------------------------------
add rule (C1) : rev(rev(S)) = S
-----------------------------------------
target is: rev(rev(S)) == S
expand by: op head : Stream -> Bool
reduced to: true
nf: head(S)
-----------------------------------------
target is: rev(rev(S)) == S
expand by: op tail : Stream -> Stream
deduced using (C1) : true
nf: tail(S)
-----------------------------------------
result: true
c-rewrite time: 82ms parse time: 6ms
The ﬁrst command, set trace on, tells BOBJ to display information about
its execution; this often helps to ﬁnd errors in the spec, and to suggest lemmas.
BOBJ’s cobasis algorithm discovers that rev is congruent, so the cobasis is
just {head, tail}. The cobasis operations are applied to the two terms, giv-
ing the subgoals head(rev(rev(S))) == head(S) and tail(rev(rev(S)))
== tail(S). The ﬁrst follows directly by behavioral rewriting (the builtin
module BOOL contains the fact not not B == B for any boolean B). The sec-
ond subgoal needs the circularity, since it is reduced to rev(rev(tail(S)))
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== tail(S), which is an instance of its initial goal, where S is replaced by
tail(S). BOBJ reports circularity by displaying the keyword “deduced” in-
stead of “reduced” with the normal form tail(S) of rev(rev(tail(S))).
Example 5.2 We deﬁne inﬁnite streams zero, one, and blink, containing
only 0’s, only 1’s, and alternations of 0 and 1, as follows:
bth BLINK is pr ZIP[NAT] .
ops zero one blink : -> Stream .
eq head(zero) = 0 .
eq tail(zero) = zero .
eq head(one) = 1 .
eq tail(one) = one .
eq head(blink) = 0 .
eq head(tail(blink)) = 1 .
eq tail(tail(blink)) = blink .
end
BLINK imports ZIP instantiated with the builtin module NAT of natural num-
bers. The property that blink = zip(zero,one) is proved by circular coin-
duction as follows:
BOBJ> cred blink == zip(zero, one) .
produces output
c-reduce in BLINK : blink == zip(zero,one)
using cobasis for BLINK:
op head : Stream -> Nat
op tail : Stream -> Stream
--------------------------------------
reduced to: blink == zip(zero , one)
-----------------------------------------
add rule (C1) : blink = zip(zero , one)
-----------------------------------------
target is: blink == zip(zero , one)
expand by: op head : Stream -> Nat
reduced to: true
nf: 0
-----------------------------------------
target is: blink == zip(zero , one)
expand by: op tail : Stream -> Stream
reduced to: tail(blink) == zip(one , zero)
-----------------------------------------
add rule (C2): tail(blink) = zip(one,zero)
-----------------------------------------
target is: tail(blink) == zip(one , zero)
expand by: op head : Stream -> Nat
reduced to: true
nf: 1
-----------------------------------------
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target is: tail(blink) == zip(one , zero)
expand by: op tail : Stream -> Stream
deduced using (C1) : true
nf: zip(zero , one)
-----------------------------------------
result: true
The cobasis algorithm found {head, tail} for BLINK, and the next four steps
used this for circular coinductive rewriting. First head is applied to the two
streams, giving 0 in each case. Then tail is applied, giving the new goal
tail(blink) == zip(one, zero). Again head is applied to the two new
terms, giving 1, and then tail is applied, giving a circularity, namely the
subgoal blink == zip(zero, one), so that the result is true.
Example 5.3 One obvious way to deﬁne the stream of all natural numbers,
0 1 2 3 4 ...., is to deﬁne a function nat by nat(N) = N & nat(N + 1)
for all N, and then consider nat(0). Less obvious is to deﬁne a function
succ incrementing all elements in a stream by succ(S) = (head(S) + 1) &
succ(tail(S)), and then deﬁne nat’ by nat’(N) = N & succ(nat’(N)).
bth NAT-STREAM is pr STREAM[NAT] .
op nat : Nat -> Stream .
var N : Nat . var S : Stream .
eq head(nat(N)) = N .
eq tail(nat(N)) = nat(N+1) .
op succ : Stream -> Stream .
eq head(succ(S)) = head(S) + 1 .
eq tail(succ(S)) = succ(tail(S)) .
op nat’ : Nat -> Stream .
eq head(nat’(N)) = N .
eq tail(nat’(N)) = succ(nat’(N)) .
end
We show these deﬁnitions equivalent, i.e., nat(0) == nat’(0), by proving
the more general result nat(N) == nat’(N) for all N:
BOBJ> cred nat(N) == nat’(N) .
=========================================
c-reduce in NAT-STREAM : nat(N) == nat’(N)
reduced to: nat(N) == nat’(N)
-----------------------------------------
add rule (C1) : nat(N) = nat’(N)
-----------------------------------------
.......
add rule (C2) : nat’(1+N) = succ(nat’(N))
-----------------------------------------
.......
result: true
The new rule (C1) was used for (C2), and (C2) for the ﬁnal subgoal.
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Example 5.4 We show equivalence of two deﬁnitions of the Fibonacci stream.
dth FIBO-NAT is ex NAT .
var N : Nat .
op f : Nat -> Nat .
eq f(0) = 0 . eq f(1) = 1 .
eq f(N + 2) = f(N + 1) + f(N) .
end
bth FIBO-STREAM is pr ZIP[FIBO-NAT] .
var N : Nat . var S : Stream .
op nat : Nat -> Stream .
eq head(nat(N)) = N .
eq tail(nat(N)) = nat(N + 1) .
op f : Stream -> Stream .
eq head(f(S)) = f(head(S)) .
eq tail(f(S)) = f(tail(S)) .
op fib : Nat -> Stream .
eq fib(N) = f(nat(N)) .
op add : Stream -> Stream .
eq head(add(S)) = head(S) + head(tail(S)) .
eq tail(add(S)) = add(tail(tail(S))) .
op fib’ : Nat -> Stream .
eq head(fib’(N)) = f(N) .
eq head(tail(fib’(N))) = f(N + 1) .
eq tail(tail(fib’(N))) = add(zip(fib’(N),tail(fib’(N)))).
end
We omit the long BOBJ output, but note that three circularities are found.
Example 5.5 We show that two behavioral speciﬁcations of stream are equiv-
alent. First we declare their common signature:
bth SIGMA[X :: TRIV] is sort Stream .
op head : Stream -> Elt .
op tail : Stream -> Stream .
op _&_ : Elt Stream -> Stream .
ops odd even : Stream -> Stream .
op zip : Stream Stream -> Stream .
end
The ﬁrst three operations and the last are as usual, while odd and even
give the streams formed by the elements in the odd and even positions, re-
spectively. For example, odd(1 2 3 4 5 6 7 8 9 ...) is 1 3 5 7 9 ....,
while even(1 2 3 4 5 6 7 8 9 ...) is 2 4 6 8 .... All operations are
behavioral, since they preserve the intended behavioral equivalence, that two
streams are equivalent iﬀ they have the same elements in the same order.
bth STREAM1[X :: TRIV] is using SIGMA[X] .
var E : Elt . var S S’ : Stream .
eq head(E & S) = E .
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eq tail(E & S) = S .
eq head(odd(S)) = head(S) .
eq tail(odd(S)) = even(tail(S)) .
eq head(even(S)) = head(tail(S)) .
eq tail(even(S)) = even(tail(tail(S))) .
eq head(zip(S, S’)) = head(S) .
eq tail(zip(S, S’)) = zip(S’, tail(S)) .
end
This has the expected cobasis {head, tail}, but there is another interesting
cobasis, with the operations head, odd and even. For example, the term
head(even(odd(odd(S)))) “observes” the ﬁfth element of S, while the term
head(even(even(odd(even(odd(S)))))) “observes” the 27th element. The
following is in this spirit:
bth STREAM2[X :: TRIV] is using SIGMA[X] .
var E : Elt . var S S’ : Stream .
eq head(tail(S)) = head(even(S)) .
eq odd(tail(S)) = even(S) .
eq even(tail(S)) = tail(odd(S)) .
eq head(E & S) = E .
eq odd(E & S) = E & even(S) .
eq even(E & S) = odd(S) .
eq head(zip(S, S’)) = head(S) .
eq odd(zip(S, S’)) = S .
eq even(zip(S, S’)) = S’ .
eq head(odd(S)) = head(S) .
end
BOBJ ﬁnds the cobasis {head,odd,even}, and also easily proves the two
speciﬁcations behaviorally equivalent, in the sense of having the same models
with the same behavioral equivalences [22,14], by proving all equalities in
each spec from those in the other (see also [23]). We encourage the reader to
investigate why the last equation in STREAM2 is needed (hint: without it there
could be models of STREAM2 that are not models of STREAM1).
There are situations where the second cobasis is better than the ﬁrst.
For example, a stream’s elements can be reached more quickly (e.g., the
27th element can be observed in 6 steps instead of 27). Also properties like
zip(odd(S),even(S)) = S have much easier proofs by {head, odd, even}-
coinduction. On the other hand, head(S) & tail(S) == S is easy to prove
over {head, tail} in STREAM1, but cannot be proved over {head, odd,
even} in STREAM2. So neither cobasis is the best for all purposes, and their
equivalence has practical value.
BOBJ supports the concurrent connection of systems (as deﬁned in [9] via
a universal property of their specs), with syntax a binary associative inﬁx op-
erator “||”. Some readers may question correctness of how BOBJ implements
this with tupling; our behavioral framework makes a signiﬁcant contribution
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here, since the tupling deﬁnition is behaviorally equivalent to the original more
sophisticated deﬁnition, in which concurrency is obviously present. Therefore
tupling is justiﬁed as a practical simpliﬁcation for theorem proving. We must
omit the details.
The code below for concurrent connection of two behavioral theories is
equivalent to the BOBJ builtin; note that the projection operations are non-
congruent. The sort Tuple is hidden, even if its component sorts are visible
(BOBJ provides a diﬀerent syntax for purely visible tupling). Tupling is a
prime example of a congruent operation with multiple hidden sorts.
bth 2[1 2 :: TRIV] is sort Tuple .
op < _,_ > : Elt.1 Elt.2 -> Tuple .
op 1* _ : Tuple -> Elt.1 [ncong].
op 2* _ : Tuple -> Elt.2 [ncong].
var E1 : Elt.1 . var E2 : Elt.2 . var T : Tuple .
eq 1* < E1, E2 > = E1 .
eq 2* < E1, E2 > = E2 .
eq < 1* T, 2* T > = T .
end
BOBJ also implements n-fold concurrent connection, with a new sort
Tuple, a tupling operation <_,_,...,_> : S1 S2 ... Sn -> Tuple, and
projection operations i* : Tuple -> Si where i ranges from 1 to the number
of modules connected, plus the “untupling equation”
eq <1*(T),2*(T),...,n*(T)> = T,
which says that all states are tuples of component states. BOBJ’s cobasis algo-
rithm augments our previous congruence criterion [22] by using the untupling
equation to simplify cobases.
Example 5.6 Behavioral ReﬁnementWe illustrate behavioral reﬁnement with
the familiar implementation of stack as a pointer into an array, with the in-
dicated array element as the top, the pointer incremented and the element
inserted into the array for push, and the pointer decremented for pop.
bth STACK[X :: TRIV] is sort Stack .
op top_ : Stack -> Elt .
op pop_ : Stack -> Stack .
op push : Elt Stack -> Stack .
op empty : -> Stack .
var E : Elt . var S : Stack .
eq top push(E,S) = E .
eq pop push(E,S) = S .
end
BOBJ ﬁnds the cobasis {top, pop}. We have left top and pop undeﬁned on
empty to allow a larger class of models. The stack operations are implemented
on pointer array pairs as expected:
bth ARRAY[X :: TRIV] is sort Arr .
protecting NAT .
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op nil : -> Arr .
op put : Elt Nat Arr -> Arr .
op _[_] : Arr Nat -> Elt .
vars I J : Nat . var A : Arr . var E : Elt .
eq nil [I] = 0 .
cq put(E, I, A) [J] = E if eq(I, J) .
cq put(E, I, A) [J] = A [J] if not eq(I, J) .
end
bth STACKIMP[X :: TRIV] is
pr (NAT || ARRAY[X]) * (sort Tuple to Stack) .
op top_ : Stack -> Elt .
op pop_ : Stack -> Stack .
op push : Elt Stack -> Stack .
op empty : -> Stack .
vars I J : Nat . var A : Arr . var E : Elt .
eq empty = <0, nil>.
eq push(E, <I, A>) = <s I, put(E, I, A)> .
eq top <s I, A> = A [I] .
eq top <0, A> = 0 .
eq pop <s I, A> = <I, A> .
eq pop <0, A> = <0, A> .
end
The operation eq used in ARRAY belongs to NAT, and returns true when its
arguments can be proved equal, false when they can be proved unequal, and
a normal form when BOBJ cannot prove them equal or unequal.
To prove the reﬁnement, we ﬁrst prove a lemma,
<I, put(E, J, A)> = <I, A> if I <= J,
for all I,J,E,A, by induction on I, using circular coinductive rewriting:
open .
set cobasis of STACK
***> base case
cred <0, put(E, J, A)> == <0, A> .
***> induction step
ops i j : -> Nat . eq i < j = true .
cq <i, put(E,J,A)> = <i,A> if i <= J .
cred <s i, put(E, j, A)> == <s i, A> .
close
Because this is a reﬁnement proof, we want to use the cobasis {top, pop} of
STACK, not that of STACKIMP, which BOBJ correctly ﬁnds to include push.
For this reason, BOBJ has a command “set cobasis of <modname>” to tell
it to use the cobasis of <modname>. Since both reductions give true, we can
add the equation:
bth STACKIMP is pr STACKIMP .
vars I J : Nat . var A : Arr . var E : Elt .
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cq <I, put(E,J,A)> = <I, A> if I <= J .
end
The two equations of STACK now follow by just behavioral rewriting.
Example 5.7 Equivalence of Regular Expressions It is possible to give a be-
havioral speciﬁcation B for regular expressions, and then prove their equiva-
lence using circular coinductive rewriting in B; surprisingly, BOBJ does all the
work, with no human intervention; see [10] for details. Of course, the surprise
is not that equivalence of regular expressions is decidable, but that circular
coinductive rewriting suﬃces:
Theorem 5.8 Two regular languages are equal iﬀ they are behaviorally equiv-
alent under the speciﬁcation B, that is, iﬀ they cannot be distinguished by
experiments involving the cobasis operations.
6 Summary and Future Work
This paper has described behavioral and circular coinductive rewriting, which
are useful methods for proving behavioral properties. The paper has also
brieﬂy described some hidden speciﬁcation theory and the BOBJ system. Ex-
amples have demonstrated the surprising power of circular coinductive rewrit-
ing. Future research will investigate other examples, such as the equivalence
of automata, ﬁnite state machines, processes in process algebra and similar
formalisms, context-free grammars, lambda-expressions, linear temporal logic,
concurrent connections of buﬀers and streams, and eventually, more complex
examples like communication protocols.
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