Abstract. Classical lacunae in the solutions of hyperbolic differential equations and systems (in the spaces of odd dimension) are a manifestation of the Huygens' principle. If the source terms are compactly supported in space and time, then, at any finite location in space, the solution becomes identically zero after a finite interval of time. In other words, the propagating waves have sharp aft fronts. For Maxwell's equations though, even if the currents that drive the field are compactly supported in time, they may still lead to the accumulation of charges. In that case, the solution won't have the lacunae per se. We show, however, that the notion of classical lacunae can be generalized, and that even when the steady-state charges are present, the waves still have sharp aft fronts. Yet behind those aft fronts, there is a nonzero electrostatic solution rather than one identically zero.
Introduction.
Consider the inhomogeneous scalar wave (d'Alembert) equation
∂t 2 − Δu = f (x , t), x ∈ R 3 , t 0, subject to zero initial conditions, and with the source term f that is compactly supported on a bounded domain Q ⊂ R 3 × [0, +∞). Then, the solution u = u(x , t) is known to have a secondary lacuna, or simply lacuna (see [19] ), that we denote Λ: (1.2) u(x , t) ≡ 0 ∀(x , t) ∈ (ξ,τ )∈Q (x ,t) |x − ξ| < c(t − τ ),t > τ def = Λ.
Mathematically, formula (1.2) implies that the lacuna Λ of the solution can be interpreted as the intersection of all characteristic cones (i.e., forward light cones) of the wave equation (1.1) once the vertex of the cone sweeps the support Q of the right-hand side f (x , t). From the standpoint of physics, Λ is the part of space-time on which the waves generated by a compactly supported source have already passed and for which the solution has become zero again. In contradistinction to that, the primary lacuna (as opposed to the secondary lacuna) is the part of space-time (ahead of the propagating fronts) where the waves have not reached yet. Hereafter, we will be focusing on the secondary lacunae, and will refer to those merely as lacunae. The phenomenon of lacunae is inherently three-dimensional (more precisely, it pertains to the spaces of odd dimension). The surface of the lacuna represents the trajectory of aft (trailing) fronts of the waves. The existence of sharp aft fronts in odd-dimension spaces is known as the Huygens' principle, as opposed to the so-called wave diffusion which takes place in spaces of even dimension; see, e.g., [4, 27] .
The question of identifying those hyperbolic equations and systems that admit diffusionless propagation of waves was first formulated by Hadamard [8, 9, 10] . He, however, did not know any examples other than the d'Alembert equation (1.1). The notion of lacunae was introduced and studied by Petrowsky in [19] ; see also [4, Chapter VI] . He obtained conditions for the coefficients of hyperbolic equations that guaranteed the existence of lacunae. Subsequent developments can be found in the work by Atiyah, Bott, and Gȧrding in [1, 2] . However, since [19] , no other constructive examples of either scalar equations or systems that satisfy the Huygens' principle have been found except for the wave equation (1.1) and its equivalents. Specifically, Matthisson [17] has shown that in the standard 3 + 1-dimensional space-time with Minkowski metric, the only scalar hyperbolic equation that has lacunae is the wave equation (1.1). Later, Stellmacher [13, 22, 23] has built examples of nontrivial (i.e., irreducible to the wave equation) diffusionless equations, but only in the spaces R n for odd n 5. Günther and his school have provided examples of nontrivial diffusionless systems (as opposed to scalar equations) in the standard Minkowski 3 + 1 space-time [3, 7, 21] , and examples of nontrivial scalar Huygens' equations in a 3 + 1-dimensional space-time but equipped with a different metric (the so-called plane wave metric that contains off-diagonal terms); see [3, 6, 7] . Lax and Phillips [16] have shown that the wave equation on the n-dimensional sphere, where n 3 is odd, satisfies the Huygens' principle; this spherical wave equation can be transformed to the Euclidean wave equation locally, but not globally.
Maxwell's equations of electromagnetism [14] ,
govern the electric and magnetic fields E and H that are driven by the electric current with density j and charge with density ρ. System (1.3) is a first order hyperbolic system (the Faraday law and the Ampère law) supplemented by two steady-state equations (the Gauss law for magnetism and the Gauss law for electricity). By taking divergence of the second unsteady equation of (1.3) and substituting the second steady-state equation, we obtain the continuity equation for the charges and currents:
From the standpoint of physics, (1.4) accounts for the conservation of electric charge, which is an independent property. The fact that (1.4) can also be derived from Maxwell's equations means that the conservation of charge is a necessary solvability condition for system (1.3). By differentiating the first unsteady equation of (1.3) in time, substituting ∂ ∂t curlE from the second unsteady equation, and employing the identity curl curlH = −ΔH + grad divH along with the first steady-state equation of (1.3), we arrive at the inhomogeneous vector wave equation for H :
A very similar argument yields the inhomogeneous vector wave equation for E :
In the Cartesian coordinates, the left-hand side of each equation (1.5a) or (1.5b) reduces to three independent scalar d'Alembert operators for individual field components (identical to the operator on the left-hand side of (1.1)). Therefore, according to the Matthisson criterion [17] , one might expect that solutions to Maxwell's equations (1.3) will have lacunae. There is, however, a subtle issue related to the structure of the right-hand sides of (1.5a) and (1.5b). Namely, even if the electric current j = j (x , t) is compactly supported in time, it may still cause the accumulation of charge ρ = ρ(x , t) according to the continuity equation (1.4) . Hence, even after the current j ceases, a steady-state nonzero distribution of charge ρ = ρ(x ) may carry on in space for all subsequent moments of time. Consequently, the right-hand side of the wave equation (1.5b) will not, generally speaking, be compactly supported in space-time because of the term gradρ, and as such, solutions to Maxwell's equations (1.3) won't have the lacunae per se.
A particular case when Maxwell's equations still have lacunae is that of the solenoidal current, divj = 0; see [20, 25] . If divj = 0, then (1.4) implies ∂ρ ∂t = 0, and provided that ρ = 0 at t = 0, the charge will remain zero thereafter. Hence, the right-hand side of (1.5b) will be compactly supported in space-time, 1 and the fields H and E will have lacunae. In general, however, this is not the case. Therefore, in this paper we introduce the notion of quasi-lacunae that generalizes the notion of classical lacunae for Maxwell's equations.
2. Quasi-lacunae. Let the electric current j = j (x , t) be compactly supported on the bounded region of space-time Q ⊂ R 3 × [0, +∞). With no loss of generality we can assume that Q = Q 0 × [0, T ], where Q 0 ⊂ R 3 is a bounded domain in space. Using Cartesian representation, we split the vector wave equation (1.5b) into three uncoupled scalar d'Alembert equations of type (1.1); in doing so, u can be any of the components E x , E y , or E z , and f will be the respective component of the righthand side of (1.5b). Solution of (1.1) subject to zero initial conditions is given by the Kirchhoff integral:
For subsequent analysis, it will be convenient to split the right-hand-side f (x , t) into the time-dependent and steady-state parts: 
is zero everywhere:
From (2.3) is is clear that ρ(x , t) ≡ ρ(x ) for t > T
. Accordingly, the Kirchhoff integral (2.1) also gets split into two parts:
is a solution to the d'Alembert equation (1.1) driven by the right-hand side f (1) (x , t), which is compactly supported in space-time on the domain
Note that the domain of integration in the second integral of formula (2.4) is defined by two inequalities; the left inequality appears there precisely because f (1) (x , t) switches off at t = T . If, for a given (x , t), either of the inequalities c(t − T ) |x − ξ| ct in (2.4) is violated for all ξ ∈ O 0 , then the domain of integration is empty and hence u (1) (x , t) = 0. Violation of the right inequality corresponds to the area where the waves have not reached yet, i.e., to the primary lacuna ahead of the propagating front; see Figure 2 .1. Violation of the left inequality corresponds to the secondary lacuna of u (1) (x , t) (see Figure 2 .1), whose shape is given by (1.2).
The second part of (2.1), u (2) (x , t), can be considered driven by the right-hand side θ(t − T )f (2) (x ), where θ( · ) is the Heaviside function; see (2.2) . This right-hand side is compactly supported in space but not in time; see Figure 2.1. As, however, its dependence on time is a mere step function, the substitution of this right-hand side into the Kirchhoff integral yields the following representation for u (2) :
The solution u (2) (x , t) depends on time only because the domain of integration in (2.5) depends on time: it is a ball of variable ξ centered at x with the radius c(t − T ). In particular, for any point (x , t) inside the lacuna Λ defined by (1.2), the domain of integration in (2.5) contains Q 0 = supp f (2) . This, indeed, becomes apparent by setting τ = T in (1.2). Consequently, for the points inside the lacuna Λ, (2.5) can be recast as
Integral (2.6) is essentially the Newton's volume potential with compactly supported density f (2) (x ); see [24, 27] . It is a solution to the Poisson equation Δu (2) = −f (2) . The only difference between expression (2.6) and the conventional Newton's potential is that representation (2.6) holds only inside the lacuna Λ given by (1.2), whereas the conventional potential is a function defined on the entire space R 3 and vanishing at infinity. In this sense, for every given moment of time t > T for which the lacuna Λ has already developed (see Figure 2 .1), the solution u (2) (x , t) can be interpreted as the fragment of the true Newton's volume potential "cut out" by Λ.
If, on the other hand, the point (x , t) is not inside the lacuna Λ, then there is either a partial overlap or no overlap at all between the integration region |x −ξ| c(t−T ) in (2.5) and the domain Q 0 = supp f (2) . Indeed, the inequality in (1.2) becomes equality precisely at the aft front, and further into the region termed as propagating waves in Figure 2 .1, the inequality no longer holds, which means that there will be points ξ ∈ Q 0 such that |x − ξ| > c(t − T ). Moreover, if (x , t) ∈ Λ and the distance between (x , t) and the aft front is greater than diam Q 0 , then ∀ξ ∈ Q 0 : |x − ξ| > c(t − T ). It is also easy to see that the distance between the aft front and the front of the propagating wave is always greater than diam Q 0 as long as T > 0. Consequently, the potential solution u (2) (x , t) that occupies the lacuna Λ dies off completely inside the propagating waves region before reaching the actual propagating front; see Figure 2 .1.
The foregoing findings can be summarized as a theorem, which we formulate using specific electromagnetic variables as opposed to the generic notation.
Theorem 2.1. Let the electric and magnetic fields E = E (x , t) and 
Proof. The implication for the electric field E is justified by the previous analysis, specifically, by the transformation of the Kirchhoff integral (2.5) into the Newton's potential (2.6). Indeed, it is the Newton's volume potential that yields the unique solution of the Poisson equation on R 3 that vanishes at infinity. The result for the magnetic field H is obtained immediately, because the right-hand side of (1.5a) is compactly supported in space-time as long as the current j (x , t) is compactly supported in space-time.
Theorem 2.1 suggests that the propagating electromagnetic waves due to compactly supported electric currents in three dimensions still have sharp aft fronts, but behind those aft fronts there is, generally speaking, a nonzero electrostatic solution for the electric field. Hence, the notion of a classical lacuna for the electric field is replaced by a similar yet more general concept that we propose to call the quasi-lacuna. Note that in our previous work [26] we studied the residual field behind aft fronts due to the temporal dispersion of electric permittivity in the cold plasma [5, 18] , and referred to the corresponding solutions as having weak lacunae. In contrast to [26] , the phenomenon of quasi-lacunae introduced in this paper does not require that the propagation be dispersive.
The form of (2.7) also indicates that the electric field inside the quasi-lacuna Λ can be represented as E = −gradϕ, where the electrostatic potential ϕ satisfies the scalar Poisson equation
Δϕ = −4πρ
and also vanishes at infinity if considered on the entire R 3 .
Other forms of Maxwell's equations.
Along with the classical Maxwell equations (1.3), one can consider their modified version that is made symmetric by adding a magnetic current to the Faraday law (on the right-hand side of the first unsteady equation of (1.3)) and magnetic charge to the Gauss law of magnetism (on the right-hand side of the first steady-state equation of (1.3)). The magnetic charges and currents are not physical [14, 15] , but having them may sometimes be convenient from the standpoint of mathematical analysis; see, e.g., [25] . Applying the same arguments as in section 2 to the modified Maxwell equations, one can obtain that solutions for both the electric and magnetic field will now have quasi-lacunae as opposed to classical lacunae. In particular, there will be a nonzero magnetostatic field behind the propagating aft fronts.
It is also well known that, even though the Maxwell equations (1.3) are written with respect to two vector unknowns, E and H , which altogether comprise six scalar quantities, the electromagnetic field is, in fact, fully determined by only four scalar quantities that can be taken in the form of the vector potential A = A(x , t) and scalar potential ϕ = ϕ(x , t) so that 
Substituting the first equation of (3.1) into the second unsteady equation of (1.3), the Ampère law, using the identity curl curlA = −ΔA + grad divA, and applying the Lorenz gauge (3.3), we arrive at the d'Alembert equation for A:
As the electric current j = j (x , t) is compactly supported in space-time on the domain
, we conclude that the vector potential A under the Lorenz gauge (3.3) has a classical lacuna in the sense of Petrowsky.
Similarly, substituting the first equation of (3.1) into the second steady-state equation of (1.3), the Gauss law of electricity, and replacing the term − 
However, unlike in (3.4), the right-hand side of (3.5) is compactly supported in space (on the domain Q 0 ) but not necessarily in time (see Figure 2 .1), because the electric charge may accumulate. Hence, the scalar potential ϕ under the Lorenz gauge (3.3) has a quasi-lacuna rather than a classical lacuna. The Coulomb gauge [11] is defined as follows:
Substituting the first equation of (3.1) into the second steady-state equation of (1.3) and using (3.6), we arrive at the scalar Poisson equation for ϕ:
Unlike in (3.5), there is no variation in time for the solution ϕ to (3.7), except due to the varying charge density ρ = ρ(x , t), which becomes constant in time, ρ = ρ(x ), as of t = T ; see Figure 2 .1. Hence, under the Coulomb gauge the scalar potential ϕ is equivalent to the electrostatic potential defined on the entire R 3 . The governing equation for the vector potential under the Coulomb gauge becomes
The right-hand side of (3.8) is not compactly supported in space (although it is compactly supported in time on [0, T ]). Therefore, neither A nor ϕ has either classical lacunae or quasi-lacunae under the Coulomb gauge (3.6).
We note, however, that as the fields E and H are gauge invariant, their structure, including the existence and the shape of either lacunae or quasi-lacunae, is not affected by the changes that the potentials A and ϕ undergo under different gauges. Indeed, the governing equation (1.5a) for the magnetic field is obtained directly from (3.8) by applying the definition given by the second equation of (3.1). The governing equation (1.5b) for the electric field is recovered by applying the operation − 1 c ∂ ∂t to (3.8), taking the gradient of (3.7), subtracting the second equation from the first one, and using the definition of E given by the first equation of (3.1).
Finally, the gauge can also be taken as (see [14, Chapter III])
In fact, if ρ(x , t) ≡ 0, then constraints (3.9) and (3.6) can be enforced simultaneously, but otherwise they cannot. Substituting the first equation of (3.1) along with (3.9) into the Gauss law of electricity (see (1.3) ), we can write
Consequently, the governing equation for the vector potential becomes
The right-hand side of (3.10) is compactly supported in space on the domain Q 0 , but not necessarily in time. Moreover, unlike the right-hand side (2.2), it does not, generally speaking, become constant in time after a certain interval elapses. Therefore, the vector potential A has neither a classical lacuna nor a quasi-lacuna in the sense of section 2. We note, though, that as the integral on the right-hand side of (3.10) yields a mere linear growth for t T , we can still, perhaps, talk about a quasi-lacuna, but such that the "steady-state" solution behind the aft fronts will be increasing linearly as a function of time. We also note that, similarly to the Coulomb gauge, the equations for the fields (1.5a) and (1.5b) can be recovered from (3.10) by applying the definitions H = curl A and E = − 1 c ∂A ∂t , respectively. 4. Examples. To illustrate the previously introduced constructs, we first consider the case of spherical symmetry, for which all quantities may depend only on the radius r, i.e., 
which is equivalent to a point charge (monopole) of unit magnitude that "pops up" in the origin at t = 0. The corresponding solution of the d'Alembert equation (3.5) can easily be obtained with the help of the Kirchhoff integral (2.1), which yields the following scalar electromagnetic potential under the Lorenz gauge:
In the solution (4.2), the aft front coincides with the front |x | = ct, and behind the front there is the Coulomb potential |x | −1 . For the current density that corresponds to (4.1), we can write using the conservation (1.4):
In the spherical coordinates, and under the assumption of spherical symmetry, (4.3) transforms into
and integration yields the current j = (j r , 0, 0) in the form
Under the same assumption (spherical symmetry), the vector d'Alembert equation 
whereas the solutions A θ and A φ to the two remaining scalar equations of (3.4) appear trivial. Hence, as for the current (4.4), the vector potential is radial, A = (A r , 0, 0), and so the electric field E is obtained with the help of the first formula in (3.1). The magnetic field H in this case vanishes. We note, however, that as the current (4.4) is not compactly supported in space, then no secondary lacunae shall be expected to be observed in the solutions for either A or E .
The noncompact nature of the current (4.4) can be understood and explained in the general perspective. Indeed, the current is a process of transporting the charge from one spatial location to another, and the very nature of conservation implies that if a charge appears at a given location (x = 0 in the previous example) due to the operating current, then the same charge must be withdrawn from somewhere else. In other words, the charge of the same magnitude and opposite sign must appear elsewhere in the space. If we want to keep the current spherically symmetric and compactly supported at the same time, then the density of the resulting opposite charge that compensates (4.1) shall also be spherically symmetric,
and compactly supported,ρ (r, t) ≡ 0 for r R, so that the integral in (4.5) can, in fact, be recast as
This, however, implies that the total charge inside the sphere of radius R centered at the origin is zero, and given that the distribution of charge is spherically symmetric, the corresponding electrostatic potential outside this sphere is zero as well. Hence, to have a nonzero electrostatic potential (such as (4.2)) that extends all the way to the propagating front |x | = ct for every t > 0, the charge (4.1) may not be drawn
Unlike the solution (4.10), for which the leading front and the aft front coincide, solution (4.19) has a finite size propagating waves region between the leading front |x | = c(t + ) and the aft front |x | = c(t − ). The electrostatic solution behind the aft front in (4.19) is the same dipole field as in (4.10), but unlike in (4.10), where it is cut off abruptly at the front, in (4.19) the electrostatic solution gradually dies off in the region c(t − ) |x | c(t + ). Of course, as → +0, the solution (4.19) converges to the solution (4.10) in the sense of distributions D .
Let us also emphasize that, as this last example shows, the notion of a front (specifically, a sharp front) does not necessarily imply a singularity of any kind. Indeed, the solution (4.19) is smooth at both the leading front and the aft front because the functions (4.12) and (4.13) are smooth. Hence, the fronts can rather be described as clearly identifiable surfaces at which the behavior of the solution changes in a particular way; for example, the solution becomes purely electrostatic.
Discussion.
We have shown that electromagnetic waves driven by compactly supported electric currents in three dimensions always have sharp aft fronts. However, unlike in the case of the classical Huygens' principle, the solution behind these aft fronts is not always zero. Specifically, if the steady-state electric charge accumulates in space after the current ceases, then there will be a nonzero electrostatic field behind aft fronts of the propagating waves, i.e., on the region that in the case of scalar propagation would have been a lacuna of the solution in the sense of Petrowsky. Accordingly, we propose to call such regions quasi-lacunae as opposed to the conventional lacunae.
As the unsteady electromagnetic waves propagate away from their sources (compactly supported electric currents), the quasi-lacuna is expanding; see Figure 2 .1. In other the words, the region of space occupied by the electrostatic field increases in size as time elapses. Eventually, as the time t approaches infinity, the electrostatic solution will be present on the entire space R 3 . This evolution process can be interpreted as gradual onset of the steady-state electrostatic solution.
We have also analyzed some alternative forms of Maxwell's equations and shown, in particular, that the vector and scalar potentials may or may not have lacunae or quasi-lacunae under different gauges. As, however, the electric and magnetic fields themselves are gauge invariant, our conclusions regarding the presence and the shape of their lacunae or quasi-lacunae remain unaffected by the choice of a specific gauge.
