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В данной статье предлагается алгоритм проверки гипотезы о наличии
в трафике двух разных независимых компонент с одинаковым пара-
метром Хёрста 𝐻. В качестве модели для 𝛼–компоненты рассматри-
вается 𝛼–устойчивое движение Леви, 𝛽–трафик моделируется с помо-
щью фрактального броуновского движения. Тестовая статистка осно-
вана на сумме по частоте и масштабу логарифмов модулей вейвлет–
коэффициентов и имеет в пределе нормальное распределение при ну-
левой (𝛽–трафик) и альтернативной (𝛼 + 𝛽–трафик) гипотезах.
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Введение
Анализ сетевого трафика, а также его моделирование играют важную роль в
оценке характеристик производительности сети. Такие модели позволяют созда-
вать более совершенные сетевые маршрутизаторы, а также контролировать сете-
вой поток. Современные исследования показали, что традиционные модели типа
марковских процессов оказываются неадекватными реальным данным, посколь-
ку не обладают такими важными свойствами как долговременная зависимость и
тяжёлые хвосты, которые присущи трафику в современных системах телекомму-
никации. Поэтому были предложены некоторые новые модели [2]. Одной из них
является дробное броуновское движение. Но, как выяснилось позднее, данный
подход обладает рядом недостатков. В частности, когда стандартные отклонения
трафика превышают его среднее значение, значительная часть синтезированного
трафика в такой модели является отрицательной. Это привело исследователей к
более сложным моделям для агрегированного трафика, таким как мультифрак-
талы и бесконечно делимые каскады [1]. Но, хотя эти модели статистически бо-
лее точны, им не хватает сетевой значимости в их параметризации. В частности,
они не определяют почему возникает всплески сетевой активности (burstiness).
1Работа выполнена при финансовой поддержке РФФИ (проект № 18-07-00678).
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Сравнительно недавно была предложена так называемая 𝛼/𝛽–модель [3], в кото-
рой часть трафика содержит 𝛼–компоненту в виде устойчивого движения Леви,
а другая часть — 𝛽–компоненту в виде дробного броуновского движения. Первая
компонента появляется в случае медленного роста числа соединений с сервером, а
вторая — в случае быстрого роста. Было отмечено, что за взрывной характер тра-
фика отвечает именно первая компонента, то есть редко появляющаяся, но очень
тяжелая нагрузка. Таким образом смешанный трафик обладает всеми необходи-
мыми свойствами, описанными выше.
В рамках такой модели важной задачей является проверка наличия 𝛼–
компоненты. Следующей задачей является разделение по имеющимся данным тра-
фика на эти две компоненты. Настоящая работа посвящена первой задаче. Вторая
задача будет рассмотрена в последующих статьях.
1. Вспомогательные понятия и результаты
1.1. Устойчивые распределения
Определение 1. Распределение вероятностей 𝐹 называется устойчивым, ес-
ли для любых н.о.р.с.в. 𝑋1, 𝑋2, 𝑋3, имеющих распределение 𝐹 , и любых положи-
тельных 𝑎1 и 𝑎2 существуют 𝑎3 > 0 и 𝑐 ∈ 𝑅1 такие, что
𝑎1𝑋1 + 𝑎2𝑋2
𝑑
= 𝑎3𝑋3 + 𝑐,
где символ
𝑑
= означает равенство по распределению.
Если 𝑐 = 0 для всех 𝑎1, 𝑎2 > 0, то распределение называется строго устой-
чивым.
Устойчивые распределения абсолютно непрерывны, но за исключением трех
специальных случаев: 𝛼 = 2 (гауссовское распределение), 𝛼 = 1 (распределение
Коши), 𝛼 = 0.5, 𝛽 = 1 (распределение Леви) у их плотностей нет явного аналити-
ческого выражения. Поэтому обычно такие распределения описываются в терми-
нах характеристических функций:
𝑀
(︀
𝑒𝑖𝑡𝑋
)︀
=
⎧⎪⎪⎨⎪⎪⎩
exp
{︁
−𝜎𝛼|𝑡|𝛼
(︁
1− 𝑖𝛽 𝑠𝑖𝑔𝑛(𝑡) tg (︀𝜋𝛼2 )︀)︁+ 𝑖𝜇𝑡}︁, если 𝛼 ̸= 1,
exp
{︁
−𝜎|𝑡|
(︁
1 + 𝑖𝛽 2𝜋 𝑠𝑖𝑔𝑛(𝑡) ln |𝑡|
)︁
+ 𝑖𝜇𝑡
}︁
, если 𝛼 = 1,
где 0 < 𝛼 6 2 — показатель устойчивости; 𝛽 ∈ [−1, 1] — параметр асимметрии;
𝜎 > 0 — параметр масштаба; 𝜇 ∈ 𝑅1 — параметр сдвига. Данный 4–х параметри-
ческий закон распределения часто обозначают как 𝑆𝛼(𝛽, 𝜎, 𝜇).
При 𝛽 = 0 имеем симметричное относительно 𝜇 устойчивое распределение,
характеристическая функция которого при 𝜇 = 0 имеет вид
𝑀
(︀
𝑒𝑖𝑡𝑋
)︀
= exp{−𝜎𝛼|𝑡|𝛼}.
Характеристическая экспонента 𝛼 отвечает за скорость убывания хвоста
распределения. Случай 𝛼 = 2 соответствует нормальному распределению —
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единственному из устойчивых законов c конечными математическим ожиданием
и дисперсией. При 0 < 𝛼 < 2 распределение с.в. 𝑋 имеет тяжёлый хвост, по-
скольку при 𝑥→∞
𝑃 (𝑋 > 𝑥) ∼ 𝐶𝛼 𝜎𝛼 (1 + 𝛽) · 𝑥−𝛼,
𝑃 (𝑋 < −𝑥) ∼ 𝐶𝛼 𝜎𝛼(1− 𝛽)𝑥−𝛼, 𝐶𝛼 =
2 Γ(𝛼)
𝜋
sin
(︁𝜋 𝛼
2
)︁
. (1)
Если 0 < 𝛼 < 1, 𝜇 = 0 и 𝛽 = 1, то случайная величина 𝑋 положительна с
вероятностью 1. В дальнейшем будем говорить, что случайная величина 𝑋 имеет
стандартное 𝛼–устойчивое распределение, если 𝜇 = 0 и 𝜎 = 1.
Для дальнейшего анализа нам понадобится следующий хорошо известный ре-
зультат.
Теорема 1. Положим 𝛼1 = 2 и 𝛼2 = 𝛼/2. Тогда любая случайная величина 𝑋 c
𝛼–устойчивым симметричным распределением представима в виде:
𝑋 = 𝑌1 ·
√︀
𝑌2, (2)
где 𝑌2 — односторонняя
𝛼
2 –устойчивая с.в., а с.в. 𝑌1 имеет стандартное нор-
мальное распределение.
1.2. Фрактальное броуновское движение и устойчивый процесс Леви
Определение 2. Случайный процесс 𝑋 =
(︀
𝑋(𝑡), 𝑡 > 0
)︀
называется процессом
Леви, если выполнены условия:
1. 𝑋(0) = 0 почти наверное;
2. 𝑋 имеет независимые и однородные (по времени) приращения;
3. 𝑋 является стохастически непрерывным;
4. траектории 𝑋 непрерывны справа и имеют конечные пределы слева при
𝑡 > 0.
В силу независимости и однородности приращений, распределение процесса
𝑋 полностью и единственным образом определяется распределением с.в. 𝑋(1),
которое обладает свойством безграничной делимости.
Определение 3. Случайный процесс 𝑋 = (𝑋(𝑡), 𝑡 > 0) называется самоподоб-
ным с параметром Хёрста 𝐻 > 0, если он удовлетворяет условию
𝑋(𝑡)
𝑑
= 𝑐−𝐻𝑋(𝑐𝑡), ∀𝑡 > 0, ∀𝑐 > 0.
где символ
𝑑
= означает равенство конечномерных распределений.
Дробное броуновское движение — один из наиболее известных примеров такого
процесса.
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Определение 4. Дробным броуновским движением (fractal brownian motion,
FBM) с параметром Хёрста 𝐻 называется гауссовский процесс (𝐵𝐻(𝑡), 𝑡 > 0)
с нулевым средним и ковариационной функцией
𝛾𝐻(𝑡, 𝑠) =
1
2
[︀|𝑡|2𝐻 + |𝑠|2𝐻 − |𝑡− 𝑠|2𝐻]︀. (3)
При 𝐻 = 1/2 имеем обычное броуновское движение.
Однородность ковариационной функции, с одной стороны, обуславливает са-
моподобие дробного броуновского движения
𝐵𝐻(𝑎𝑡) ∼ |𝑎|𝐻 ·𝐵𝐻(𝑡).
Из (3) следует, что при 𝐻 = 0.5 приращения процесса независимы (обычное
броуновское движение); при 0.5 < 𝐻 < 1 — приращения процесса положительно
коррелированы; при 0 < 𝐻 < 0.5 — приращения процесса отрицательно коррели-
рованы.
С другой стороны, асимптотически
𝛾𝐻(𝑘) ∼ 𝑘−𝛽 · 𝐿(𝑘), 0 < 𝛽 = 2− 2𝐻 < 1, 𝑘 →∞,
где 𝐿(𝑘) есть медленно меняющаяся на бесконечности функция, что даёт несум-
мируемую корреляционную функцию
∞∑︁
𝑛=0
𝜌(𝑛) = ∞,
характеризующую свойство долгой памяти.
Другим популярным примером является 𝛼–устойчивое движение Леви.
Определение 5. Случайный процесс 𝐿𝛼 = (𝐿𝛼(𝑡), 𝑡 > 0) называется
𝛼–устойчивым процессом Леви, если это процесс Леви такой, что 𝐿𝛼(1) име-
ет заданное 𝛼–устойчивое распределение.
Поскольку
𝑃
(︀
𝐿𝛼(𝑡) > 𝑥
)︀
= 𝑃
(︀
𝑡1/𝛼𝐿𝛼(1) > 𝑥
)︀ ∼ 𝑐𝛼 · 𝑡 · 𝑥−𝛼, 𝑥→∞
имеем самоподобный процесс с параметром 𝐻 = 1/𝛼.
Устойчивый процесс Леви самоподобен и имеет независимые приращения с
тяжёлыми хвостами. Фрактальное броуновское движение при 0.5 < 𝐻 < 1 —
самоподобный процесс с долгой памятью, приращения которого характеризуются
лёгкими хвостами. Таким образом модель
𝑋(𝑡) = 𝜎𝐵 𝐵𝐻(𝑡) + 𝜎𝐿 𝐿𝛼(𝑡),
объединяющая оба этих процесса, позволяет отразить все характерные особен-
ности современного сетевого трафика: самоподобие, долгую память и тяжёлые
хвосты.
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1.3. Дискретное вейвлет–преобразование
Вейвлет–анализ является разновидностью гармонического анализа. Вейвлеты
представляют собой систему базисных функций, ограниченных по времени/про-
странству и частоте для сигналов/изображений. Это позволяет получить одновре-
менно как временные/пространственные так и частотные характеристики изучае-
мого сигнала/изображения, при гораздо меньшем числе коэффициентов по срав-
нению с анализом Фурье.
Существуют непрерывное и дискретное вейвлет–преобразования. В рам-
ках нашего исследования мы будем работать с дискретным вейвлет–
преобразованием (ДВП) поскольку для него существуют быстрые алгоритмы
вычислений, экономные как по числу операций так и по требуемой памяти.
Дискретное вейвлет–преобразование (ДВП) опирается на ортонормированный
базис функций вида
𝜓𝑗,𝑘(𝑡) = 2
−𝑗/2𝜓0(2−𝑗𝑡− 𝑘), 𝑗, 𝑘 ∈ Z,
где 𝜓0(𝑡) и 𝜓𝑗,𝑘(𝑡) есть материнский и дочерний вейвлеты, 1 6 𝑗 6 𝐽 отвечает за
глубину разложения или уровень декомпозиции сигнала, причём за нулевой уро-
вень 𝑗 = 0 обычно принимается уровень максимального временного разрешения
сигнала, т.е. сам сигнал, 𝐽 = ⌊log2𝑁⌋ — число октав, 𝑘 = 1, 𝑛𝑗 — номер коэффи-
циента, а 𝑛𝑗 = ⌊2−𝑗 · 𝑁⌋ — число доступных вейвлет–коэффициентов на шкале
𝑗.
Для локализации спектра на материнский вейвлет обычно накладывают тре-
бование равенства нулю первых 𝑀 моментов:
∞
−∞
𝑡𝑚 · 𝜓0(𝑡) 𝑑𝑡 = 0, (4)
где 𝑚 = 0, . . . ,𝑀 − 1,𝑀 .
В этом случае любая функция 𝑓(𝑡) ∈ 𝐿2(R) разложима по этому базису
𝑓(𝑡) =
∑︁
𝑗∈Z
∑︁
𝑘∈Z
𝑑𝑗,𝑘 · 𝜓𝑗,𝑘(𝑡), 𝑑𝑗,𝑘 =
∞
−∞
𝑓(𝑡) · 𝜓𝑗,𝑘(𝑡) 𝑑𝑡, (5)
где коэффициенты коэффициенты 𝑑𝑗,𝑘 определяют проекции сигнала на новый
ортогональный базис.
2. Гипотеза о наличии в трафике 𝛼– и 𝛽–компонент
2.1. Постановка задачи
Пусть 𝑋(𝑡), 𝑡 > 0 есть самоподобный процесс с параметром Хёрста 𝐻. Нас
интересует возможность одновременного присутствия в анализируемом трафике
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независимых 𝛼– и 𝛽–компонент с одинаковым параметром Хёрста 𝐻. Если рас-
сматривать фрактальное броуновское движение как шум, а устойчивый процесс
Леви как полезный сигнал, то нулевая и альтернативная гипотезы примут вид
𝐻0 : 𝑋(𝑡) = 𝜎𝐵 𝐵𝐻(𝑡),
𝐻1 : 𝑋(𝑡) = 𝜎𝐵 𝐵𝐻(𝑡) + 𝜎𝐿 𝐿𝛼(𝑡),
(6)
где 𝜎𝐵 , 𝜎𝐿 > 0 — масштабные параметры, 𝛼 = 𝐻
−1 .
В силу самоподобия процесса 𝑋(𝑡) справедливо
𝑋(𝑐𝑡)
𝑑
= 𝑐𝐻𝑋(𝑡)
и частотно–временная декомпозиция его приращений с помощью вейвлетов
приводит к эргодичной и стационарной последовательностям коэффициентов
{𝑑𝑗,𝑘, 𝑘 ∈ 𝑍} вида
𝑑𝑗,𝑘 =
∞
−∞
𝜓𝑗,𝑘(𝑡) 𝑑𝑋(𝑡) =
∞
−∞
2−0.5·𝑗 · 𝜓0,𝑘(2−𝑗 · 𝑡− 𝑘) 𝑑𝑋(𝑡) =
=
∞
−∞
2−0.5·𝑗 · 𝜓0,𝑘(𝑢− 𝑘) 𝑑𝑋(2𝑗 · 𝑢) =
∞
−∞
2𝑗·(𝐻−0.5) · 𝜓0,𝑘(𝑢− 𝑘) 𝑑𝑋(𝑢) =
= 2𝑗·(𝐻−0.5) · 𝑑0,𝑘 = 2𝑗·𝜈 · 𝑑0,𝑘, (7)
где 𝜈 = 𝐻 − 0.5.
В рамках проверяемой гипотезы структура вейвлет–коэффициентов принимает
вид
𝐻0 : 𝑑𝑗,𝑘 = 𝜃𝑗 ·𝐵(1),
𝐻1 : 𝑑𝑗,𝑘 = 𝜃𝑗 ·𝐵(1) + ̃︀𝜃𝑗 · 𝐿(1), (8)
где 𝐵(1) ∼ 𝑁(0, 1), 𝐿(1) = 𝐿𝛼(1) — устойчивая симметричная с.в. с нулевым сред-
ним, а 𝜃𝑗 , ̃︀𝜃𝑗 > 0 — масштабные параметры, подчиняющиеся условию
𝜃𝑗 = 2
𝑗·𝜈 · 𝑐, ̃︀𝜃𝑗 = 2𝑗·𝜈 · ̃︀𝑐. (9)
Декоррелирующие свойства ортогонального ДВП позволяют полагать, что:
1. для фиксированного 𝑗 с.в.
{︀
𝑑(𝑗, 𝑘)
}︀
𝑘∈𝑍 независимы и одинаково распределе-
ны;
2. последовательности
{︀
𝑑(𝑗, 𝑘)
}︀
𝑘∈𝑍 независимы при разных 𝑗.
Пусть 𝑌1 =
{︀
𝑌1,𝑘
}︀
и 𝑌2 =
{︀
𝑌2,𝑘
}︀
— взаимонезависимые последовательности
н.о.р.с.в, такие что
𝑌1,𝑘 ∼ 𝑁(0, 1), 𝑌2,𝑘 ∼ 𝑆𝛼(0, 1, 0),
где обобщённые обозначения 𝑌1 и 𝑌2 будут использоваться в дальнейшем для упро-
щения записи.
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Заметим, что для с.в. 𝐿(1) справедливо представление
𝐿𝛼(1)
𝑑
= 𝑌1
√︀
𝑌2, 𝑌1 ∼ 𝐵(0, 1), 𝑌2 ∼ 𝑆𝛼2 (1, 1, 0),
которое будет полезно при выводе распределения статистики критерия при аль-
тернативной гипотезе.
Тогда справедливо
|𝑑𝑗,𝑘| 𝑑=
{︂
𝜃𝑗 · |𝑌1,𝑘|, верна 𝐻0
𝜃𝑗 · |𝑌1,𝑘| ·
√︀
1 + 𝜆 · 𝑌2,𝑘, верна 𝐻1 , 𝜆 =
(︂̃︀𝑐
𝑐
)︂2
, (10)
где 𝜆 > 0 есть отношение «сигнал–шум» (signal–to–noise ratio).
2.2. Анализ тестовой статистики
Определим тестовую статистику
𝑇𝐹 =
1
𝐽0
𝐽0∑︁
𝑗=1
𝑇𝑗 =
1
𝐽0
𝐽0∑︁
𝑗=1
(︃
1
𝑛𝑗
𝑛𝑗∑︁
𝑘=1
log2
⃒⃒
𝑑𝑗,𝑘
⃒⃒)︃
. (11)
Рассмотрим величину
𝑇𝑗 =
𝑛𝑗∑︀
𝑘=1
log2
⃒⃒
𝑑𝑗,𝑘
⃒⃒
𝑛𝑗
=
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
log2 𝜃𝑗 +
𝑛𝑗∑︀
𝑘=1
ln |𝑌1,𝑘|
𝑛𝑗 · ln 2 , верна 𝐻0,
log2 𝜃𝑗 +
𝑛𝑗∑︀
𝑘=1
ln |𝑌1,𝑘|+ 0.5 ln(1 + 𝜆 · 𝑌2,𝑘)
𝑛𝑗 · ln 2 , верна 𝐻1
(12)
и найдём её характеристики.
Для с.в. ln |𝑌1| справедливо
𝑀
(︀
ln |𝑌1|
)︀
= −𝛾 + ln 2
2
, 𝐷
(︀
ln |𝑌1|
)︀
=
𝜋2
8
, (13)
где 𝛾 = lim
𝑛→∞
𝑛∑︀
𝑘=1
1
𝑘
− ln𝑛 ≈ 0.5772 есть постоянная Эйлера.
В силу независимости 𝑑𝑗,𝑘 для разных 𝑘, при верной гипотезе 𝐻0, мы полу-
чаем
𝜇0,𝑗 = 𝑀
(︀
𝑇𝑗 |𝐻0
)︀
= log2 𝜃𝑗 −
𝛾 + ln 2
2 · ln 2 = 𝑗 · 𝜈 + log2 𝑐−
𝛾 + ln 2
2 · ln 2 = 𝑗 · 𝜈 + 𝑐0,
𝜎20,𝑗 = 𝐷
(︀
𝑇𝑗 |𝐻0
)︀
=
𝜋2
8 · 𝑛𝑗 · ln2 2
,
где 𝑐0 — константа независящая от 𝑗.
Поскольку 𝜇0,𝑗 <∞ и 𝜎0,𝑗 <∞ в силу центральной предельной теоремы
𝑇𝑗 |𝐻0 ∼ 𝑁(𝜇0,𝑗 , 𝜎20,𝑗), 𝑛𝑗 →∞.
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Таким образом по крайней мере на уровнях декомпозиции 1 6 𝑗 6 𝐽0 < 𝐽 с
числом коэффициентов 𝑛𝑗 > 30 можно ожидать нормального распределения для
𝑇𝑗 .
В силу независимости 𝑑𝑗,𝑘 при разных 𝑗 для статистики 𝑇𝐹 при верной 𝐻0
справедливо
𝑇𝐹 ∼ 𝑁(𝜇0, 𝜎20), (14)
где
𝜇0 = 𝑀
(︀
𝑇𝐹 |𝐻0
)︀
=
1
𝐽0
𝐽0∑︀
𝑗=1
𝜇0,𝑗 = log2 𝑐−
𝛾 + ln 2
2 · ln 2 +
𝜈
𝐽0
𝐽0∑︀
𝑗=1
𝑗 =
= log2 𝑐−
𝛾 + ln 2
2 · ln 2 +
𝜈 · (𝐽0 + 1)
2
.
(15)
В силу равенства 𝑛𝑗 = 2
𝐽0−𝑗 , 1 6 𝑗 6 𝐽0, имеем бесконечно убывающую гео-
метрическую прогрессию с 𝑏1 = 1 и 𝑞 = 0.5, т.е.
𝐽0∑︁
𝑗=1
1
2𝐽0−𝑗
→ 2, 𝐽0 →∞
и, следовательно,
𝜎20 = 𝐷
(︀
𝑇𝐹 |𝐻0
)︀
=
𝜋2
8 · 𝐽20 · ln2 2
·
𝐽0∑︁
𝑘=1
1
2𝐽0−𝑗
≈ 𝜋
2
4 · 𝐽20 · ln2 2
. (16)
Далее обозначим через 𝑍 = ln(1 + 𝜆 · 𝑌2) и положим
𝑚(𝐻,𝜆) = 𝑀(𝑍), 𝑑2(𝐻,𝜆) = 𝐷(𝑍). (17)
Следовательно, при верной 𝐻1 имеем
𝑇𝑗 |𝐻1 ∼ 𝑁(𝜇1,𝑗 , 𝜎21,𝑗), 𝑛𝑗 →∞,
где
𝜇1,𝑗 = 𝑀
(︀
𝑇𝑗 |𝐻1
)︀
= 𝜇0,𝑗 +
𝑚(𝐻,𝜆)
2𝑛𝑗 ln 2
= 𝑗 · 𝜈 + log2 𝑐−
𝛾 + ln 2
2 · ln 2 +
𝑚(𝐻,𝜆)
2 · ln 2 =
= 𝑗 · 𝜈 + 𝑐1(𝐻,𝜆),
𝜎21,𝑗 = 𝐷
(︀
𝑇𝑗 |𝐻1
)︀
= 𝜎20,𝑗 +
𝑑2(𝐻,𝜆)
4 · 𝑛𝑗 · ln2 2
=
𝜋2 + 2 · 𝑑2(𝐻,𝜆)
8 · 𝑛𝑗 · ln2 2
=
𝑐2(𝐻,𝜆)
𝑛𝑗
.
Здесь 𝑐1(𝐻,𝜆) и 𝑐2(𝐻,𝜆) — константы, зависящие от 𝐻 и 𝜆, и не зависящие от 𝑗.
При 𝑛𝑗 →∞ справедливо
𝑇𝐹 |𝐻1 ∼ 𝑁(𝜇1, 𝜎21), (18)
где
𝜇1 = 𝑀(𝑇𝐹 |𝐻1) = 𝜇0 + 0.5𝑚(𝐻,𝜆)
ln(2)
. (19)
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𝜎21 = 𝐷(𝑇𝐹 |𝐻1) = 𝜎20 +
𝑑2(𝐻,𝜆)
2 ln2(2) · 𝐽20
. (20)
Задав допустимое значение вероятности «ложной тревоги» (ошибки пер-
вого рода)
𝑝0 = 𝑃
(︀
𝐻1|𝐻0
)︀
= 𝑃
(︀
𝑇𝐹 > 𝜂|𝐻0
)︀
= 1− Φ
(︂
𝜂 − 𝜇0
𝜎0
)︂
,
можно определить значение соответствующего порога
𝜂 = Φ−1(1− 𝑝0) · 𝜎0 + 𝜇0 = 𝜇0 + 𝑢𝑝0 · 𝜎0, (21)
где 𝑢𝑝0 — верхняя квантиль порядка 𝑝0 для стандартного нормального закона.
Следовательно, решение на уровне значимости 𝑝0 принимает вид
𝐻0 : 𝑇𝐹 < 𝜂, 𝐻1 : 𝑇𝐹 > 𝜂. (22)
Вероятность «правильного решения» (мощность критерия) при этом бу-
дет равна
𝑃
(︀
𝐻1|𝐻1
)︀
= 𝑃
(︀
𝑇𝐹 > 𝜂|𝐻1
)︀
= 1− Φ
(︂
𝜂 − 𝜇1
𝜎1
)︂
. (23)
Для оценки параметра 𝐻 в случае смешанного трафика можно использовать
регрессионный метод, описанный в [4]. Далее, при известном 𝐻, численными ме-
тодами можно получить оценки для 𝑚(𝐻,𝜆) и 𝑑2(𝐻,𝜆).
Заключение
В настоящей статье описан метод тестирования самоподобного трафика на при-
сутствие независимых компонент с разными свойствами. Процедура проверки ос-
нована на вейвлет–декомпозиции сигнала с помощью ортогонального ДВП. С од-
ной стороны, это позволит оценить по известным алгоритмам (см. выше) параметр
Хёрста 𝐻 и отношение «cигнал–шум» 𝜆, необходимые для построения критерия.
С другой стороны, сама статистика 𝑇𝐹 является суммой по частоте и масшта-
бу логарифмов модулей вейвлет–коэффициентов. Случайная величина 𝑇𝐹 имеет
асимптотически нормальное распределение, что позволяет легко проверять соот-
ветствующую гипотезу.
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This article proposes some test for presence in traffic two different indepen-
dent components with a single Hurst parameter 𝐻. We use 𝛼–stable Levy
motion and fractal Brownian motion as models for 𝛼– and 𝛽–components re-
spectively. The test statistic is based on frequency–scale sum of logarithms
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