A generalization of the growth curve model which allows missing data  by Kleinbaum, David G
JOURNAL OF MULTIVARIATE ANALYSIS 3, 117-l 24 (1973) 
A Generalization of the Growth Curve 
Model Which Allows Missing Data* 
DAVID G. KLEINBAUM 
Department of Biostatistics, University of North Carolina, Chapel Hill, 
North Carolina 27514 
Communicated by P. R. Krishnaiah 
This study presents methods for estimating and testing hypotheses about 
linear functions of the unknown parameters in a generalization of the growth 
curve model which allows missing data. The estimators proposed are best 
asymptotically normal (BAN). A testing method for large samples is described 
which uses a test criterion given in general form by Wald. The asymptotic null 
distribution of the test statistic is a central chi-square variable. A BAN estimator 
of a linear vector function of the unknown parameters of the expectation model 
and consistent estimators of the variance-covariance parameters are required 
for computation. 
1. INTRODUCTION 
Experimental techniques which consider the response of an individual over 
a period of time, perhaps over a sequence of doses of some drug, are generally 
discussed under the title of growth curve experiments. Growth curve models 
have been studied extensively in the literature by Rao [9, lo], Khatri [4], 
Potthoff and Roy [7], Allen and Grizzle [2], and others. The model considered 
by all these authors (hereafter referred to as the GCM model) may be given in 
general form as 
E(Y) = A@ 
Var(Y) = I, @ Z, 
(1.1) 
where Y(n x q), A(n x m), I(m x p), P(p x Q), -Z((Q x Q) is p.d., J?(A) = 
r(< m), R(P) = P, and the rows of Y are independently normally distributed. 
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This paper considers a generalization of the GCM model which allows for 
missing data in the sense that different individuals may not have observations 
at the same time points. The importance of studying this missing data problem 
should be clear to any researcher carrying out a large scale multivariate experi- 
ment. Very rarely do such experiments yield “complete” data (i.e., with no 
missing observations). Furthermore, the number of individuals affected is often 
too large a proportion of the total to allow for these individuals to be dropped 
from the study without seriously jeopardizing the results. Thus the researcher 
is all too frequently faced with the necessity of analyzing the data in its “incom- 
plete” form. 
The missing data problem can also be approached from another viewpoint. 
The researcher, having realized in advance the limitations of data collection for 
his study, may decide to design his experiment to yield “incomplete” data. For 
example, if there is a limited budget for the experiment and the measurement 
of responses is very costly, then the researcher may have to be content with 
measuring fewer than 4 responses on each individual. Several authors including 
Trawinski and Bargmann [15], Srivastava [12], [13], Srivastava and McDonald 
[14] and Kleinbaum [5] h ave dealt with models that involve incomplete data 
obtained by design. 
In order to consider growth curve models in which the data is missing either 
by chance or by design, we define a model called the Generalized Growth Curve 
Multivariate (GGCM) Model. This model is written as follows: 
E(Yj) = AJPB, 
Var( Yj) = Iaj @ Bj’ZB, , j = I,..., 24, 
(14 
where Yj has dimensions (ni x qi); Aj has dimensions (nj x m); Bj is an inci- 
dence matrix of O’s and l’s and has dimensions (q x qj); and 6, 2 and P are as 
in the GCM model (1.1). Here we are assuming that there are 71 experimental 
units and q time points t, , t, ,..., to at which measurements are taken. The 
q time points correspond to q response variates V, , V, ,..., vq. The 71 experi- 
mental units (e.g., individuals) are divided into u disjoint sets of experimental 
units S, , S, ,..., S, where Sj has ni units. On each individual in Sj , measure- 
ments are taken on qj(< q) response variates L’l,l , Vtiz ,. .,, vl,, . No two dif- 
ferent sets Sj and Si, can have measurements at the same qj time pbints (although 
two sets can have the same number of measurements, i.e., qi = qi,). We further 
assume, analogous to the GCM situation, that Yj and Yj, are independent if 
j # j’ and that the rows of Yj are independent and multinormally distributed 
for each j. 
For this generalized model, we present in subsequent sections a BAN estima- 
tor of an estimable linear function H’S, a straightforward and consistent estima- 
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tor of 2, an asymptotic Wald test of the hypotheses H,, : H’S, = 0 and a com- 
peting test statistic. 
2. ESTIMATION IN THE GGCM MODEL 
As with the GCM model, it is of interest to estimate in the GGCM model 
estimable linear sets of the form C[D where C(g x m) and D(p x V) are known 
matrices. It is well known (e.g., Khatri [4]) that when the model is complete 
(i.e., the GCM model applies) the maximum likelihood estimator (NILE) is 
given by CfD where 
f = (A’A)-A’YElP~(PFlP’)-1, 2 = ‘, y’[I - A(A’A)-A’]Y 
and A- denotes any generalized inverse of A. However, for the GGCM model 
a solution to the maximum likelihood equations (assuming underlying normality) 
for the elements of E and Z is not directly attainable. Nevertheless, an estimator 
which is “Best Asymptotically Normal” (BAN) can be easily obtained which 
will have the same nice large sample properties as the MLE. These properties 
also enable us to formulate tests of hypotheses. 
We first put the (g x V) matrix CED into the (gn x 1) vector form 
g(g) = H’s by letting H’ = D’ @ C and then rearranging the elements of 5 
into the vector 5 = (&’ &’ ... SD’)‘, where g, is the s-th column of 5. (Note that 
g(e) contains the same gu elements as C[D.) Also we define vectors yj(njqj x l), 
j = l,..., u by putting the columns of Yj underneath each other. Then, a BAN 
estimator of an estimable linear set H’S can be given by the formula: 
H’g = H’ 2 PBj(B$B,)-lBi’P’ @ A,‘A, 
[ j=l I 
- ‘f [PBj(B$Bj)-1 @ A,‘]yj 
I=1 (2-l) 
This result follows from letting y(N x 1) = (yl’ , ya’ ,..., y,‘)’ so that our model 
can be re-written simply as 
E(Y) = De, Var(y) 
where 
B,‘P’ @ A, 
D(N x mp) = [ 1 i B,‘P’ @ A, 
and 
p,‘m) 0 4Q 
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Clearly (2.2) is of the form of the general univariate weighted least squares 
model with unknown positive definite variance matrix Q and with the usual 
normality assumptions. Thus if 2 is a consistent estimator of ,Z then 
H’g = H’(D’&lD)- &Fly, 
where &) = J2 Ic=b is BAN for H’$. The result in (2.1) then follows by direct 
computation using matrix formulae involving Kronecker Products and gener- 
alized inverses. Also, the asymptotic variance-covariance matrix of H’e is 
directly computed to be: 
H’(D’&‘D)-H = H’ f PBj(Bj’zBj)-lBj’P’ @ A,‘A, -H. 1 (2.3) j=l 
A straightforward unbiased and consistent estimator of 2 = ((a,.,)) can be 
obtained by forming the usual pooled estimate of a,., from only those experi- 
mental units on which variates V, and Vs are both observed. More formally, 
we may write 6,, as follows: 
N -‘R(D ) x;,[’ - Dr,(Di8Dm)- ‘id x,,’ I, s = l)..., 4, (2.4) TS 9.s 
where 
NJ> 2) is the number of experimental units in which both V, and V, are 
observed, 
x,&V,, x 1) is the observation vector on V, corresponding to those expe- 
rimental units on which both VT and V, are observed, 
D,,(N,., x m) is the design matrix, consisting of a row of A, matrices, 
corresponding to x,, . 
3. TESTING LINEAR HYPOTHESES IN THE GGCM MODEL 
In this section, we propose a method for testing linear hypotheses of the 
form H,,: H’s = 0 where H(mp x w) is of full rank w and H’S is estimable. 
This method was first suggested by Wald [16]. The test statistic, henceforth to 
be referred to as the Wald Statistic, is a quadratic form constructed from a 
BAN estimator of H’S and a consistent estimator of 2. Its null asymptotic 
distribution is a central chi-square variable. Thus when the sample size is large, 
the test criterion yields a chi-square test. 
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By assuming the underlying data to be independent and identically distributed 
(i.i.d.) and to satisfy certain regularity conditions and by using MLE’s to 
estimate unknown parameters, Wald showed in [16] that the Wald Statistic and 
the likelihood ratio statistic were asymptotically equivalent and had desirable 
asymptotic properties. These assumptions can be relaxed to allow data which 
are not i.i.d. and BAN estimators which are not necessarily MLE’s. This has 
previously been done by Allen [I] f or nonlinear multivariate models and by 
Bhapkar [3] and others for problems with categorical data. Also Kleinbaum [5] 
has used the Wald Statistic for testing linear hypotheses in models which gen- 
eralize the standard MANOVA model. His test criterion reduces to Hotelling’s 
To2 for the standard MANOVA situation. 
For the GGCM, the Wald Statistic for testing H,,: H’g = 0 is given by 
f PBj(Bj’zBj)-lBjfP’ @ 
i=l 
where H’e is any BAN estimator of H’S, 2 is any consistent positive definite 
estimator of Z and the asymptotic variance matrix is given by equation (2.3). 
For H(mp x ru) of full rank w, W, is asymptotically distributed as ~,,,a. In 
particular, the 2 of (2.4) and the H’g of (2.1) may be used in (3.2). 
When restricted to the GCM model and the hypothesis C[D = 0, the Wald 
Statistic of (3.2) reduces by direct computation using standard matrix formulae 
to 
W, = n tr S&&r, (3.3) 
where 
S, = (@D)‘[C(A’A)- Cl]-l(@D), SE = D’(PS-lP’)-lD, 
and 
$ = (A’A)- A’YS-lP’(PS-lP’)-1, S = Y’[I - A(A’A)- A’]Y. 
It is important to observe that the test statistic (3.3) is not the same as the 
trace statistic W* given by Khatri in [4], which is usually used for the GCM 
model. The latter has the same form as (3.3), with the same error matrix SE , 
but the hypothesis matrix is written instead as 
where 
S, = (C$D)‘[CRc’]-l(CfD), 
R = (A’A)- + (A’A)- A’Y[S-l - S-lP’(PS-lP’)-l PS-l] Y’A(A’A)-. (3.4) 
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Clearly W* and (l/n) W, are asymptotically equivalent since they have the 
same asymptotic distribution. Also both of these statistics use the information 
in S, the sample covariance matrix. It is not obvious, however, which of these 
statistics is better in small samples, either as an approximation of a chi-square 
variable or with regard to protection against alternative hypotheses. A study 
similar to that of Schatzoff [Ill would perhaps be needed to compare the two 
with regard to the latter. 
Use of Khatri’s W* for the GCM model clearly suggests an analogous com- 
petitor to (3.2) for the GGCM model. We can arrive at such a competitor by 
using the method of covariance adjustment as in Rao [IO]. To do this, we must 
find for each j a (e - p) x qj matrix Fj of full rank qj - p satisfying P,F,’ = 0, 
where Pj = PB, , i.e., we can choose Fj to be a column basis for 
I,, - Pj’(PjPj’)-l Pi ) j = l)..., 
ti;or to (3.2): 
u. We can then consider the following compe- 
where 
f PBj(Bj’ZBj)-IBj’P’ @Qj -H -l(H’e), (3.5) 
j=l 1 1 
Qj = A,‘A, - Ai’YjFj’(FjYj’YiFi’)-lFjY,‘Aj , j = I,..., u. (3.6) 
To complete the analogy, it is necessary for Qj to be independent of the choice 
of Fj in the sense that Qi has a generalized inverse Ri = Qi- which is analogous 
to R. Such a generalized inverse is formed by adding the subscript j to each of 
the matrices in (3.4). 
4. ITERATIVE TECHNIQUES FOR OBTAINING ADDITIONAL BAN ESTIMATORS 
AND ADJUSTED ESTIMATORS OF 2 
Two iterative techniques which use the estimator (2.1) can be used to obtain 
alternative BAN estimators. The first is analogous to that used by Zellner [17] 
for a model which generalizes the MANOVA model. It uses (2.1) in the notation 
of (2.2) to calculate a new set of residuals leading to a new estimate of J2. This 
estimate in turn is used for obtaining new estimates of H’S and so on. 
An alternative procedure, which should converge to the same result, but 
which is more difficult computationally, uses the method of scoring (e.g. Rao [ 111). 
This method requires the calculation of Fisher’s information matrix for the 
& - 1)/2 independent parameters in z. 
In a computer study of Zellner’s [17] model, Kmenta and Gilbert [6] have 
compared several BAN estimators with regard to small sample properties. Two 
of their estimators were Zellner’s analog of (2.1) and its iterative estimator; 
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a third was the solution to the MLE equations. They found that the iterative 
estimator always converged to the MLE solution. Furthermore they concluded 
that, overall, the (2.1) analog was superior in small samples to the MLE. Clearly 
these results suggest that the GGCM model estimators will have similar prop- 
erties, although this needs to be demonstrated. 
Turning to the estimate of Z, it is important to note that the ,J? of (2.4) is 
not necessarily positive definite in small sampfes. Proof of this can be seen by 
example (as shown in [5]). U sm a non-positive definite estimate in the BAN ’ g 
estimator (2.1) may not seriously effect its accuracy (see [5] for examples). 
However, use of such an estimate in the Wald Statistic will certainly lead to 
spurious test statistics, since W, may thus be negative. When this situation 
arises, one can use a prior (positive definite) estimator of Z if one is available. 
Otherwise, one could use a “complete” (i.e. if all 4 responses are measured) 
subset of the data if one exists for a sufficient number of individuals, If, how- 
ever, neither of these options are available, a method for adjusting the 2 of 
(2.4) would be necessary. One approach would be to use the method of scoring 
until a positive definite estimate is obtained. Another approach would be to 
find the “closest” (in some mathematical sense) positive definite matrix to 2. 
Both of these approaches remain for further work. 
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