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1  Introduction 
Quorum-based  mutual  exclusion  algorithms  enjoy  many  ad- 
vantages  such  as  low  message  complexity  and  high  failure 
resiliency.  Many  algorithms  exist  to  construct  quorums  that 
can  reduce  the  message  complexity  or increase  the  resiliency 
to  site  and  communication  failures.  However,  not  much  work 
has been  done  on minimizing  the  synchronization  delay.  Be- 
cause  all  quorum-based  algorithms  are  Maekawa-type  algo- 
rithms,  they  have  a  high  synchronization  delay  of  2T  (T 
is  the  average  message  delay).  In  this  paper,  we  propose 
a delay-optimal  quorum-based  algorithm  which  reduces  the 
synchronization  delay  to  T  and  still  has  a low  message  com- 
plexity. 
2  A  Delay-Optimal  Quorum-Based  Algorithm 
Quorum-based  mutual  exclusion  algorithms  associate  a  re- 
quest  set  (quorum)  Ri  with  a site  S;  such  that: 
(i)  (Vi  :: Si  E Ri)  and 
(ii)  (ViVj  :: Ri  f~ Rj  #  4) 
A  site  Si  executes  its  Critical  Section  (CS)  only  after  it 
has  locked  all  the  sites  in  Ri  in  exclusive  mode.  To  do  this, 
Si  sends  request  messages  to  all  the  sites  in  R;.  On  receipt 
of the  request  message,  a site  Sj  immediately  sends  a reply 
message  to  Si  (indicating  Sj  has  been  locked  by  Si)  only  if 
Sj  is not  locked  by  some  other  site  at  that  time.  Site  Si  can 
access  the  CS  only  after  receiving  reply  messages  from  all 
the  sites  in  Ri.  After  having  finished  the  execution  of CS,  Si 
sends release  messages  to  all  the  sites  in  Ri  to  unlock  them. 
Mutual  exclusion  is  guaranteed  because  of  the  intersection 
property  of  quorums.  However,  the  synchronization  delay 
of  quorum-based  algorithms  becomes  2T  because  a  site  ex- 
iting  the  CS must  first  send  a release  message  to  unlock  the 
arbiter  site  which  in  turn  sends  a reply  message  to  the  next 
site  to  enter  the  CS. 
Our  algorithm  [l]  reduces  the  synchronization  delay  to 
T  as follows:  instead  of  first  sending  a  release  message  to 
unlock  the  arbiter  site  which  in  turn  sends  a reply  message 
to  the  next  site  to  enter  the  CS,  a  site  exiting  the  CS  di- 
rectly  sends  a  reply  message  to  the  site  to  enter  the  CS 
next.  We  implement  the  idea  by  using  a transfer  message 
as follows.  Assume  Si  receives  a  request  from  Sj  after  Si 
has  sent  a reply  to  Sk.  On  receipt  of  the  request,  5’; sends 
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a  transfer(j,i)  message  to  Sk  to  notify  it  that  Sj  is  the 
next  site  to  execute  the  CS.  When  Sk  finishes  its  CS  access, 
it  sends  a  reply  to  Sj  on  behalf  of  Si.  When  Sj  receives 
the  reply,  it  gets  the  permission  to  enter  CS  from  Si  even 
though  the  reply  was  sent  by  Sk. 
3  A  Performance  Analysis 
Our  algorithm  only  adds  one transfer  message  to  the  Maekawa 
algorithm.  Since  this  message  can  be  piggybacked  with 
other  messages  such  as reply  and  inquire,  the  message  com- 
plexity  is  similar  to  the  Maekawa  algorithm.  The  synchro- 
nization  delay  under  light  load  becomes  meaningless  because 
it  depends  upon  the  inter-request  arrival  time.  In  the  fol- 
lowing,  we  analyze  the  delay  of  our  algorithm  under  heavy 
load. 
3.1  Synchronization  delay  when  E  2  T  (E  is  the  CS  ex- 
ecution  time) 
In  our  algorithm,  instead  of first  sending  a release  message 
to  unlock  the  arbiter  site  which  in turn  sends a reply  message 
to  the  next  site  to  enter  the  CS,  the  site  exiting  the  CS 
directly  sends  a  reply  message  to  the  site  to  enter  the  CS 
next.  Thus,  after  one  site  exits  the  CS,  it  only  needs  one 
message  delay  for  the  next  site  to  obtain  the  reply  message 
from  the  site  locking  the  arbiter  site.  Under  heavy  load,  a 
site  that  is  waiting  to  execute  the  CS  has  enough  time  to 
obtain  all  reply  messages  except  the  reply  from  the  site  in 
the  CS  before  the  site  in  the  CS  exists  the  CS.  Thus,  the 
synchronization  delay  is  mainly  determined  by  the  site  in 
the  CS  (not  other  sites).  Therefore,  our  algorithm  reduces 
the  synchronization  delay  from  2T  to  T. 
3.2  Synchronization  delay  when  E  <  T 
When  E  <  T,  the  synchronization  delay  may  be  longer  than 
T  in  some  special  cases.  For  example,  when  a  site  Si  that 
sent  a transfer(k,  i)  earlier  receives  a release  indicating  the 
reply  has  been  sent  to  some  other  site  Sj,  Si  has  to  send 
the  transfer(k,  i)  to  Sj.  If  Sk  is  the  next  site  to  enter  the 
CS,  since  Sk  cannot  get  the  transfered  reply  in  time,  the 
synchronization  delay  will  be  2T  (techniques  exist  to  reduce 
the  synchronization  delay  to  2T  -  E), 
When  E  <  T,  the  synchronization  delay  increases  since 
transfer  messages  may  not  arrive  at  the  site  executing  the 
CS  in  time.  To  solve  the  problem,  we  allow  transfer  mes- 
sages  to  be  sent  to  a  site  which  is  not  locking  the  arbiter’s 
reply;  that  is,  we  allow  the  transfer  to  be  sent  one  step 
ahead.  In  the  previous  example,  When  the  reply  is  being 
sent  to  Sj,  the  transfer(k,i)  is  also  piggybacked.  Then, 
when  Sj  gets  out  of CS,  it  can  send  reply  to  Sk.  With  these 
enhancements  [l],  the  synchronization  delay  is reduced  to  T 
without  increasing  message  overhead  even  when  E  <  T. 
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