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Abstract 
Two of the most intuitively appealing heuristics in Resolution Theorem 
Proving are Unit Resolution, in which a pair of clause8 is resolved only if one 
or both of the clauses in the pair is a unit, and Unit Pre/erance, in which 
pairs of clauses containing at least one unit clause are given pref erance over 
other pairs of clauses. A natural generalization is to partition the database 
of clauses into n + I sets of clauses L1 , ••• , Ln, Ln+ 1 for some n > 0, such 
that for each k = I ... n, L1c is the set of all clauses in the database which 
have length k, and Ln+l is the set all clauses in the database with length 
n + 1 or greater. Pairs of clauses are then scheduled to be resolved in order of 
increasing length, the length of a pair of clauses being the sum of the lengths 
of the two clauses in the pair. This gives rise to a family An, n = 0, 1, 2, ... 
of scheduling algorithms which we call Shortest Clause First. 
This thesis presents an empirical comparison of the performance of the 
first three members of this family. Our experimental results show that for 
n < 3, one may expect significantly better performance as n increases. Our 
experimental results show further that there do exist unsatisfiable formulae 
on which A1 performs better than A2 , and also that there exist unsatisfiable 
formulae on which Ao performs better than A1 . We give an example that 
shows that unlike Ao, the strategies A1 and A2 are not complete. Finally, 
some suggestions for improving the performance of these strategies are made. 
1 
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Chapter 1 
Automated Theorem Proving 
Automated Theorem Proving, as we know it today, came into its own in the 
1950's, when the first digital computers began to become widely available. 
The first workers were logicians and mathematicians who sought to use the 
computer as an implementation medium for the proof procedures of classical 
logic, and practitioners in the (also newly born) field of Artificial Intelligence 
(AI), who desired to write computer programs with general problem solving 
capabilities. 
Although many early theorem provers were undoubtedly written at that' 
time, we will only mention two of the best known here. The first is the "The 
Logic Theory Machine", which was written by Newell, Shaw and Simon [1] 
and could prove a number of theorems in the sentential calculus of Bertrand 
Russell's Principia Mathematica. This it did by simulating the way human 
mathematicians go about proving theorems. The second prover, "The Ge-
ometry Theorem-Proving Machine" of Gelernter, et. al. [2] proved theorems 
in plane geometry and was a pioneer in the AI technique of using heuristics. 
It appeared in 1959, three years after the appearance of the Logic Theory 
Machine. 
By the end of the fifties, two different approaches to building automated 
I 2 
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theorem provers had emerged: the so called logie approach, which built upon 
the decision procedure.a of cl888ical logic and on the the foundational work of 
. . 
Herbrand [4], and the human aimulation approach, which sought to imitate 
the way a h11man problem solver would go about solving a problem. 
One of the better known implementations· of this time that used the logic 
approach was due to Gilmore [5]. Gilmore's prover was a straight forward 
implementation of a proof procedure of Herbrand. Gilmore's prover was 
not efficient, and it encountered decisive difficulties in proving all but the 
simplest theorems. Shortly thereafter, Davis and Putnam introduced an-
other Herbrand based proof procedure [3]. Although more efficient than 
that of Gilmore, and able to prove much more difficult theorems than that 
of Gilmore, it was not considered fast enough to be of value in practical theo-
rem provers, and the search for more efficient procedures continued. A fruit 
of this research was Robinson's 1965 discovery of his Resolution Principle 
[6]. 
The Resolution Principle was a vast improvement over previous proof 
procedures. Like the methods of Gilmore, and of Davis and Putnam that 
predated it, the Resolution Principle is a refutation pr()(!edure, that is , it 
proves that a theorem is valid by showing that its negation is logically in-
consistent. 
Roughly speaking, the Resolution procedure works as follows: starting 
with a database of assertions ( called a set of clauses) that represent the 
negation of the theorem to be proved, it generates all immediate logical 
consequences of these and adds them to the database. If the database now 
contains a pair of mutually contradictory clauses, a contradiction is derived 
from these, and the process terminates. Otherwise, the process is repeated 
with the new set of clauses. A theorem of Herbrand guarantees that if the 
original set of clauses is logically inconsistent, a contradiction will eventually 
\', 
' 
3 
be found by this method, and the procedure will terminate. 
Unfortunately, for moat theorems, the Resolution Principle generates too 
many redundant and unneceaary clauaes on its way to finding a contradiction. 
In the latter half of the 1960'a, and in the early aeventies, many restrictions 
and refinements of the basic resolution procedure were devised, with the goal 
of curtailing the generation of unnecessary and/or redundant clauses. We 
will examine some of these strategies in a later chapter, after we have studied 
the basic resolution principle. 
Two areas of Computer Science have close interaction with Theorem Prov-
ing. These are program verification, concerned with proving assertions about 
the properties of computer programs; and logic programming, concerned with 
the use of logic as a programming language. Introductory treatises on the 
former may be found in [7,10], and on the latter, in [8,10]. 
0 
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Chapter 2 
First Order Predicate Logic 
In this chapter, we present that portion of classical first order logic that is 
necessary for an understanding of what is to follow. 
We view first order logic as a formal language. A formal language consists 
of a vocabulary, a syntax, and semantics. The vocabular11 of a language is 
the set of all symbols that may be used in the formation of sentences of that 
language. The syntax of the language is a set of rules detailing how elements 
of the vocabulary may be concatenated to give correctly formed sentences. 
The semantics define how meaning may be assigned to a correctly formed 
sentence. 
2.1 Syntax 
The vocabulary of first order predicate logic consists of the following symbols: 
1. Variable symbols: u, v, w, x, y, z, possibly subscripted; 
R I\ 
' . 
2. Function symbols : for each n ~ 0, /" ,. g", h", possibly subscripted; 
I 
3. Predicate symbols : for each n ~ O, P", Q", Ji", possibly subscripted; 
5 
4. Logical connectives : ,..., (negation), > (implication), and 3 (existen-
tial quantifier); 
5. Punctuation symbols : (, ), comma. 
Other symbols will be introduced later, u needed. 
The superscript n associated with a function or predicate symbol is called 
the arit11 of that symbol. It denotes the number of arguments taken by 
the symbol. ff a function symbol has arity zero, it is called a constant. It is 
customary to denote constant symbols with lowercase letters at the beginning 
of the English alphabet, such as a, b, c, .... A predicate symbol of arity zero 
is called a propositional letter, or more simply, a proposition. 
A term is defined recursively as follows: 
1. All variables and constant symbols are terms; 
2. ff t 1 , ••• , tn are terms, and /" is a function symbol of arity n, then 
/"(t1 , .•. , tn) is a term, for every n > I. 
For example, the following are terms: 
( 
g(a, f(x)) 
g(f(x)) 
h(x,g(a)). 
Here we have suppressed the arities of the function symbols to enhance read-
ability. 
An atomic /ormula is defined as follows: 
1. All predicate symbols of arity zero are atomic formulae; 
2. Let n ~ 1. H t1 , ••• , tn are terms, and pn is a predicate symbol, then 
P"(t1 , ••• , tn) is an atomic formula. 
6 
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A tDdl formed formula ia defined u Collom: 
1. Each atomic formula is a well for med formula; 
2. · H F is a well formed formula, then so is ( ,,__, F); 
3. HF is a well formed formula, and x is a variable, then 3x(F) is a well 
formed formula; 
4. If F, G are well formed formulae, then so is (F > G). 
Some examples of well formed formulae are: 
P(a, f (g(x))) 
(~ P(a, / (g(x)))) 
(P(a,b) > 3x(Q(x,h(a,f(x))))) 
As a notational convenience, we introduce the following symbols: V, I\, 
< >, which we refer to as logical or (disjunction}, logical and (conjunction}, 
and logical equivalence, respectively. Their meaning is given by the following 
equations: 
(AV B) 
(A/\ B) 
(A< > B) 
((~A) >B) 
(~((""'A) V (~ B))) 
((A > B) /\ (B > A)) 
... 
where A and B are arbitrary formulae. In addition, we introduce the uni-
versal quantifier V, which is defined by the equation 
Vx(A) = (~ (3x(~ A))) 
for any formula A and for any variable symbol x . 
."! 
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Formulae written according to the above syntax tend to be difficult to 
read owing to the excessive number of parentheaia present. To alleviate this 
problem, we will 888ume the following logical operators 
"",3,V 
have equal priority, and that their priority is higher than that of the other 
operators 
V,A,< >, >. 
Accordingly, the following are examples of well formed formulae: 
\lx3y(P(a, x) > Q(f(y))) 
""3xP(a, f(x)) 
R(a, f (x)) v VyP(y). 
By an expression, we mean a term or a well formed formula. 
Consider now a well formed formula of the form Qx(W), where we have 
used Q to designate one of the quantifiers 3 or V, and x is a variable which 
may or may not appear in the well formed subformula W. We say that Q 
emplo11s x, and that W is the scope of Q. A variable y is said to be bound 
if it occurs within the scope of some quantifier that employs y. We say that 
a variable is / ree if it is not bound. In the list of examples of well formed 
formulae given above, and in the last formula in the list, x is free, and y is 
bound. It is possible for a variable to have multiple occ~rrences in the same 
formula, with some of the occurrences being bound, and others being free. 
For instance, in the formula 
Vz(P(y,f(z)) > 3y(Q(z,y))) 
the first occurrence of y is free while the second occurrence is bound. 
We will sometimes write F[x] when we wish to emphasize the fact that 
. the formula F contains a free occurrence of the variable x. 
8 
2.2 Semantics of first order logic 
We are now ready to disc11u the mechanica of •uigning meaning, or interpre-
tations, to well formed formulae. From now on, we a._,auDV! that no formulae 
have any free variables. (Interpretations for formulae with free variables can 
be defined, but we will not need the added generality). Informally, we pro-
ceed as follows. One first specifies some non empty set [) as the universe or 
domain of discourse. Terms are then interpreted as referring to objects in 
[), and formulae are construed as making assertions about properties which 
members of D may or may not have. We formalize these concepts below: 
[) . 
Let F be a formula. An Interpretation I of F consists of the following: 
1. A non empty set [), the called the domain of interpretation; 
2. To each constant symbol a in F, the assignment of some element a1 of 
[); 
3. To each function symbol / that appears in F with arity n > 1, the 
assignment of some function / 1 : [)" , • D; 
4. To each predicate symbol P that appears in F with arity n > 0 , the 
assignment of a function P 1 : [)", • {T,F}. 
In the definition above, D" denotes the Cartesian product of n copies of 
'·' 
Once an interpretation I for a formula F has been given, one evaluates 
the truth value of F with respect to I as follows: 
1. Each term t ·appearing in Fis associated with a an element t1 of D as 
follows: 
(a) If t is some constant a, then t1 = a1 as defined above, 
g 
(b) Ht = /(ti, ... , tn) where / ia some function of arity n ~ 1, then 
tl=Jl(tf, ... ,t!). 
2. For each atom P(t1, ... , tn) occuring in F, we MSign a value of true if 
P 1 (tf, ... , t!) has value T, and a value of falae otherwise; 
3. H F is not an atomic formula then we auign a value of true or false 
according to the following rules: 
(a) ~ F evaluates to true if F evaluates to false, otherwise, it eval-
uates to false; 
(b) HF has the form \/xF'[x], then F evaluates to true if and only if 
for all elements a E [), the formula F'[x/a] derived from 
replacing all free occurrences of the variable x in Ft[x] with a 
evaluates to true. 
(c) H F has the form 3xF'[x], then F evaluates to true if and only 
if there exists some element a E D such that the formula F' [ x /a] 
derived from replacing all free occurrences of the variable x in 
Ft[x] with a evaluates to true. 
where the values of F1 , F2 are already known, then F is assigned 
a value according to table given in figure 2.1. 
Let I be an interpretation for a formula F. We say that I satisfies F 
if F evaluates to true in I. In this case, we say that I is a model for F. 
A formula with a model is called satisfiable. An unsatisfiable formula is one 
I 
~ 
which has no models, that is, F is unsatisfiable if and only if, whenever I is 
an interpretation for F, then F evaluates to false in I. A formula F is valid 
if every interpretation of F satisfies F. 
,, 
10 
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F1 F2 F1 V F2 F1 A F2 F1 > F2 Fi< > F2 
false false falae false true true 
false true true falae true false 
true false true false fa)ae fal1e 
true true true true true true 
Figure 2.1: Truth value assignments for compound formulae 
The concepts of satisfiability, models, and interpretations can be extended 
to sets of well formed formulae by regarding such sets as the conjuction of 
their constituent formulae. 
Given a set of well formed formulae W, and another well formed formula 
F, we may be interested in ascertaining whether F "logically follows" from 
W. To this end, we need a formal definition of the concept of logical conse-
quence, also called logical implication. We say that F is a logical consequence 
of W if every interpretation that satisfies W also satisfies F. This is re~lly 
equivalent to saying that the formula W > F is true in every interpreta-
tion, that is, that W > F is valid. Thus, it may then be said that the goal 
of automated theorem proving is to find mechanical methods for deciding 
logical validity. 
11 
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Chapter 3 
Proof procedures and 
preparation of formulae 
3.1 Proof and Refutation Procedures 
Mechanical Theorem Proving is concerned with finding algorithms for de-
termining the validity of well formed formulas of first order logic. Ideally, 
one would like to have a purely mechanical procedure, which, when applied 
to an arbitrary well formed formula F, will halt after a finite number of 
steps, and give the answer 'valid' if and only if F is indeed valid. Such a 
·, 
procedure would be called a decision procedure for the validity problem. It 
has been proved [9] that first order pre.dicate logic does not admit a decision 
procedure. 
Even though the validity of an arbitrary formula can not be decided by a 
mechanical procedure, there do exist mechanical procedures that will confirm 
the validity of a formula if it is indeed valid. Such are called partial decision 
procedures. If a valid formula is given to a partial decision procedure as input, 
the procedure halts after a finite n11mber of steps, and outputs the message 
'valid', say. If the input formula is not valid, a partial decision procedure 
12 
will continue to compute forever. 
We are interested in a special kind of partial decision procedure, called 
a proof procedure. A proof procedure consists of a set of GZiom, and one or 
more rule, of inference, and a search ,trategr. By uaing the rules of inference, 
the proof procedure can generate well formed formulae which logically follow 
from the axioms. Each time a new formula is generated, it is checked to 
see if it is the the desired theorem. ff it is, the procedure terminates. The 
search strategy is used guide the generation of formulae toward the desired 
theorem. 
We will normally talk about the problem of deciding the validity of a 
single formula, as opposed to proving that one formula follows from another. 
As we have seen, the two questions are really equivalent. 
In view of the undecidability of the validity problem for formulae of first 
order logic, the most one can hope for in a mechanical proof procedure P is 
the following 
1. Given a valid well formed formula as input, P should halt finitely and 
output the message 'valid'; 
2. Given an invalid well formed formula, P should report 'not valid' if P 
halts. 
If a proof procedure meets the first of the above two criteria, it is said 
to be complete, whereas a proof procedure that meets the second criterion 
is said to be sound. Obviously, soundness and completeness are desirable 
qualities in a proof procedure. 
A Refutation procedure R is one which, when given an unsatisfiable input 
formula F, will halt and confirm that F is indeed unsatisfiable. Since a 
formula is valid if and only if its negation is unsatisfiable, it is a matter 
of indifference whether one prefers to work with proof procedures, or with 
~ 
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refutation procedures. The Resolution principle, which we examine in this 
thesis, ia a refutation procedure based on Herbrand'a Theorem. 
Naturally, we say that a Refutation procedure ia sound if, whenever it 
halts and reports that an input formula is unsatisfiable, the said formula is 
indeed unsatisfiable. A refutation procedure ia complete if, when given an 
unsatisfiable input formula, the procedure will eventually halt and report 
that the given formula is indeed unsatisfiable. 
3.2 Clause form 
A literal is either an atomic formula, or the negation of an atomic formula. 
If C is a collection of well formed formulae, say C = { F1 , •.• , Fn}, then the 
formulae F1 V F2 ••• V F", F1 I\ F2 ••• I\ Fn are the disjunction and conjuction, 
respectively, of the formula in C. 
A clause is a disjunction of literals. A formula F is said to be in clause 
/orm if F is a quantifier free conjuction of clauses. 
We give below a procedure for converting a well formed formula F into 
another well formed formula F', such that F' is in clause form, and F' is 
unsatisfiable if and only if the original formula F is unsatisfiable. 
We illustrate the procedure using the formula 
3yv'z(P(z, y) < >~ 3x(P(z, x) A P(x, z))). 
The procedure consists of the following steps: 
Eliminate the logical connectives >, < >: 
This is done by replacing every subformula of the form F1 < > F2 by 
(F1 > F2) A (F2 > F1), and then replacing every subformula of the 
form F > G by""' FVG. Applying the above to our example formula 
transforms it into the formula 
3yv'z((""' P(z, y)V ""' 3x(P(z, z) A P(x, z))) 
14 
A(P(z,u)v ~~ 3:r:(P(.1,2:) A P(z,.1)))). 
Reduce the scope of negation 1lgn1: 
Thia is done by repeatedly using the following replacements to reduce 
the scope of each negation sign to a single atom: (here F, G are well 
formed formulae and xis a variable) 
1. Replace~ (F v G) by(~ Fl\""' G) 
2. Replace "-I ( F /\ G) by ( ~ Fv ""' G) 
3. Replace r-..1 3xF by Vx(""' F) 
4. Replace ~ \:/xF by 3x(""' F) 
5. Replace r-..1 (""' F) by F 
The application of the above step to our example yields the following 
formula: 
3yVz((""' P(z,y) VVx(""' P(z,x)V ""'P(x,z))) 
/\(P(z,y) V 3x(P(z,x) /\ P(x,z)))). 
Rename variables so each quantifier employs a unique variable: 
This step may be skipped if it is unnecessary. In our example formula, x 
is employed by two quantifiers, one universal, and the other existential. 
We rename the existentially quantified x to w, yielding the formula 
3y\lz((""' P(z, y) V \:/x(""' P(z, x)v ~ P(x, z))) I\ 
(P(z,y) V 3w(P(z,w) I\ P(w,z)))). 
Push all quantifiers to the right: 
,, 
This is done by replacing: 
Qx(F VG) by F V QxG if x is not free in F 
QxF V G if x is not free in G 
15 
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Qx(F I\ G) by FI\ QxG if z ia not free in F 
QxF I\ G if z ii not free in G 
where Q represents any one of the quantifiers V, 3. Our example for-
mula remains unchanged when this step ia applied. 
Eliminate existential quantifiers: 
ff our formula, say F, contains no existential quantifiers, then we are 
, 
' 
done (with this step). Otherwise, we remove the leftmost existential 
quantifier E, as follows. Let x be the variable employed by E, and 
let Ui, i == 1, ... n be all the universal quantifiers in whose scope E 
lies. Drop the existential quantifier E from F, together with the oc-
currence of x that immediately follows E. Now, for every occurrence 
of x remaining in F, replace that x with the term f (x1, ••• , xn), where 
xi, i = 1, ... , n are the variables employed by the quantifiers Ui, and 
/ is a function symbol of arity n that does not already appear in F. 
In the case that n is 0, x would be replaced by some constant symbol 
that does not already appear in F. (The function symbol f is called a 
skolem function, if it has arity 0, then it is called a skolem constant.) 
This step may be repeated until no more existential quantifiers remain. 
In our example, we first drop the 3y from the formula, and then replace 
y by a skolem constant a. We also note that the existentially quan-
tified variable w lies within the scope of the the universal quantifier 
employing z. We therefore replace w by f (z), getting 
\lz((""' P(z, a) V \Ix(""' ·p(z, x)V ""' P(x, z) )) 
/\(P(z, a) V (P(z, /(z)) /\ P(/(z), z)))). 
Push all universal quantifiers to the left: 
16 
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Applying thia to our example, we get 
Vz'v'z((---., P(z, a) V ( ~ P(z, z)V ,.__ P(%, z))) 
A(P(z, a) V (P(z, /(z)) /\ P(/(z), z))) ). 
After the application of this step, the formula will consist of a string 
of quantifiers called the prene%, followed by a quantifier free formula 
called a matrix. 
Put the matrix into conjuc:tive normal form: 
The matrix will be in conJ·uctive normal form when it is expressed as 
a conjuction of disjunctions of literals. The required transformation of 
the matrix can be effected by the repeated distribution of the operator 
V over /\. That is, every subformula of the form 
F V (GI\ H) 
is replaced by 
( F V G) /\ ( F V H), 
and every formula of the form 
(GI\ H) VF) 
is replaced by 
( G V F) /\ ( H V F). 
In our example formula, the matrix becomes 
{---., P(z, a)v ---., P(z, x)V ,...., P(x, z)} /\ 
{P(z,a) V P(z,/(z))} /\ {P(z,a) V P(/(z),z)} 
where we have taken the liberty of using curly braces to improve read-
.. t' 
ability, and have gotten rid of redundant parenthesis. 
17 
Drop the Unlver1al quantlftert: 
At this stage, every quantifier remaining ia universal; we can there-
fore drop all quantifiers, with the undentanding that every variable 
apprearing in the formula is universally quantified. The resulting for-
' 
.. mula is a conjuction of clauses. It is customary to drop the conjunction 
signs /\, and regard the resulting formula u a set of clauses. 
It can be shown (see [10,3]) that if the above procedure is used to trans-
form an initial formula F into another formula F' in clause form, then F is 
unsatisfiable if and only if F' is. 
18 0 
Chapter 4 
Herbrand's Theorem 
4.1 Herbrand Interpretations 
We are interested in mechanical methods of proving the validity of a first 
order formula F, or equivalently, mechanical methods of proving the unsat-
isfiability of r.J F, the negation of F. By the results presented in the last 
chapter, we may ass11me that rtJ F is in clause form, and is given as some set 
of clauses S. 
We need to show that S is unsatisfiable. According to the 
definition, this can be done by enumerating all possible interpretations of 
S, and showing that none of them satisfies S. This simple minded approach 
s 
fails for the following reason. There are infinitely many possible domains of 
interpretation, and also, over each domain of interpretation, there may well 
be infinitely many interpretations. 
In this chapter, we study the work of Herbrand, upon which many modern 
refutation procedures, including the Resolution principle, are based. A major 
contribution of Herbrand's was to show that to prove the unsatisfiability of 
a set of clauses S, one need only consider certain kinds of interpretations of 
S, over only one domain of interpretation. 
19 
Let S be a set of clauaes. The Her6rand Uniwr,e , NH of S ia constructed 
aa follows: 
1. For each constant symbol a appearing in S, put some symbol 'a' in JIJ. 
H there are no constant symbols in S, then we select some arbitrary 
constant symbol, say a, and put it in 'JIJ. 
2. If t1, ... , tn are in JIJ, (n > 1) and / is a function symbol of arity n 
appearing in S then put '/'(t1, ••• , tn) in NJ. 
3. Nothing else is in JIJ. 
When there is no possibility of confusion, we will suppress the apostrophes. 
The Herbrand Universe JIJ has an alternate, but equivalent characteriza-
tion which is useful from a computational point of view. Let 
Jlo = { a I a is a constant in S} 
if there are constant symbols appearing in S, otherwise, let 
Jlo == { a} 
for some arbitrarily selected constant symbol a. Now for k > 1, let 
i-1 
JI c = JI c- 1 LJ { / ( t1, ••• , t") I ti E LJ 'JI; , i = 1, ... , n} 
j=O 
where n ranges over all positive integers , and / ranges over all function 
' 
symbols of arity n appearing in S. It is clear that 
00 
JIJ == u JI;. 
j=O 
Since each JI; is finite, It follows that JIJ can be exhaustively enumerated. 
We also note that JIJ is countably infinite whenever S has at least one 
function symbol. 
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The Her6rand Baae of a set of clauaea S, denoted by NJ, ia defined as 
follows: 
JIJ = {'P'(t1, ... ,tn) It; E JIJ,j = 1, ... ,n} 
where n ranges over the nonnegative integers and P ranges over all predicate 
symbols appearing in S with arity n. Again, we will suppress the apostrophes 
whenever there is no possibility of confusion. 
Since there exist only finitely many predicate symbols in S, and JIJ is a 
countable set, it follows easily that the Herbrand base is itself also countable. 
The Her brand base of a set of clauses is also called the atom set of S. 
Example 4.1 Let S be the set of clauses 
{P(x) V Q(a, y),""' Q(z, b)}. 
Then 
JIJ={a,b} 
and 
JIJ = {P(a),P(b),Q(a,a),Q(a,b),Q(b,a),Q(b,b)}. 
Example 4.2 Let S' be the set of clauses 
{""' P(f (x)) V Q(h(a, y)), P(b) }. 
Then 
JIJ' = {a, b, f(a), f(b), h(a, a), h(a, b), h(b, a), h(b, b), f(f(a)), f(f(b)), .. . } 
and 
JIJ' = {P(a),P(b), Q(a),Q(b),P(f(a)),P(f(b)), .. . }. 
" 
We are now in position to specify the construction of a particular kind of 
interpretations, the examination of which suffices to establish the unsatisfi-
ability of an unsatisfiable set of clauses. The idea is the following. Given a 
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set of clauses S, rather than considering all pouible nonempty sets as do-
mains of interpretation for S, we restrict our attention to one particular set: 
the Herbrand Universe. Then, among all interpretations of S over JI/, we 
coll8ider only one particular kind, the so called Her6rand Interpretations. It 
turns out that a set of clauses is unsatisfiable if and only if there exists no 
Herbrand Interpretation that satisfies it. 
A Herbrand Interpretation of a set of clauses S is constructed as follows: 
1. For each constant symbol a appearing in S, MSign the corresponding 
constant symbol 'a' in NJ. 
2. For every n > I , to each n-ary function symbol / appearing in S, 
assign the function 
'/ 
1 
: ( 'JI J ) n I • 'JI J 
which maps the tuple (ti, ... , tn) to the term '/'(t1 , ••• , tn) in JIJ. 
3. To each atom in N /, assign a value of either true or false. 
The assignment of the values true, false serve& to specify an assignment 
of a map 
'P' : (NJ)" , • { true, false}, 
to each n-ary predicate symbol P appearing in S. Thus, every predicate 
symbol P in S is associated with a relation over JIJ. 
Note that the first two steps in the construction of the Herbrand Universe 
do not allow any choice. Hence, two Herbrand Interpretations for a set of 
clauses can only differ in the way a value of true or false is assigned to 
the members of the atom set. This means that, for a set of clauses S, all 
possible Herbrand Interpretations can be enumerated simply by considering 
all possible ways of assigning truth values to the elements of NJ. Note also 
that a Herbrand Interpretation can be given by exhibiting a subset of the 
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Herbrand bue, with the undentanding that only the atorn• ao exibited are 
a,aigned the value true, with all others being 111igned the value falae . 
Example 4.3 Let S be the set of clauaes 
{ ~ P(z) V Q(z), R(f (a, 11))}. 
It is easily seen that 
JIJ = {a, /(a, a), /(a, /(a, a)), /(/(a, a), a), /(/(a, a), /(a, a)), ... } 
and that 
Jlj = {P(a), Q(a), R(a), P(f(a, a)), Q(f (a, a)), ... } 
Two different Herbrand Interpretations for S are 
I = {P(a), ~ Q(a), R(a),"' P(/(a, a)), ... } 
and 
I'= { ~ P(a), Q(a),"' R(a), P(f(a, a)), ... }. 
Here we have prefixed atoms assigned the value false with the negation 
• sign ~. 
For a set of clauses S, there exist non-Her brand interpretations of S: for 
example, any interpretation over a domain other than the Herbrand Universe 
will be a non-Herbrand interpretation. The following theorem says that 
to prove the unsatisfiability of S, it suffices to show that there exists no 
Herbrand model for S. 
Theorem 4.1 Let I be an interpretation that satisfies S. Then there exists 
a Herbrand interpretation 111 that also satisfies S. 
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Proof: Let I be an interpretation aatiafying S, and let D be the correspond-
ing domain of Interpretation. We will specify a Berbrand Interpretation Ix 
that also satisfies S . 
It suffices to specify truth value.a for each atom in NJ. Note that each 
symbol 'a' in JIJ can be mapped to a unique element a1 in D, and each 
term '/' ('t~, ... 't~) can be mapped to an element f 1 ( t{, ... , t~) in [). Let 
'P'('t~, ... ,'t~) be an atom in Herbrand base of S. The atom P 1 (tf, ... ,t~) 
has a truth value assigned to it by the interpretation I. Assign this same 
value to '.P'('ti, ... , 't~). Then Ix satisfies S. 
Example 4.4 Consider the set of clauses 
S == {P(x, f (x, a)), Q(h(y))}. 
Let I be the Interpretation, over the domain of Interpretat·on [) == {0, 1}, 
. '1 . 
that is defined by the assignments for the constant a and for e functions 
/, h and the predicates P, Q as given in figure 4.1. 
The reader may readily verify that this specifies an interpretation that 
satisfies S. We now show how to construct a Her brand Interpretation that 
also satisfies S. The Her brand Base is 
,,s -
"B - {P(a, a), Q(a), P(a, /(a, a)), P(f(a, a), a), P(f(a, a), /(a, a)), 
Q(f(a, a)), P(a, h(a)), .. . }. 
To assign truth values to each element of JIJ, we "mimic" the assignment 
of values by I a.s follows: 
P(a,a) = P(O,O) = F 
Q(a) = Q(O) = T 
P(a,f(a,a)) = P(0,/(0,0)) = P(0,1) = T 
• • • 
. . . ( 
'1 
.· / '/ 
t.. ,, 
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a 
0 
z h(z) 
0 1 
1 0 
xi x2 /(x1,z2) 
0 0 1 
0 1 0 
1 0 1 
1 1 1 
x1 x2 P(z1,z2) 
O O F 
0 1 T 
1 0 F 
1 1 T 
X Q(x) 
0 T 
1 T 
Figure 4.1: An interpretation for the clauses of Example 4.4. 
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Clearly, this assignment will give a Herbrand Interpretation that satisfies 
s. 
We end this section on a note of caution. The previous theorem holds 
only for well formed formulae S in clause form, u illustrated by the following 
example. 
Example 4.5 [8] Let S be the set of clauses 
S = {P(a), 3x ~ P(x)}. 
Certainly S is satisfiable, for we may take [) = {O, 1} for the domain of 
interpretation, and let the interpretation itself be given by the following 
assignments: 
a=O 
P(O) = T , P(l) = F 
Note, however, that any Herbrand Universe would consist of only one 
element 'a', and thus no Herbrand Interpretation could satisfy S. 
4.2 Semantic Trees 
In seeking to demonstrate the unsatisfiability of a set of clauses S, it suffices 
to enumerate all possible Her brand Interpretations of S, and show that none 
of them satisfy S. In this section, we consider a method of effecting such 
enumerations. This method is based on the concept of semantic trees [11]. 
Definition 4.1 Let S be a set of clauses. A (possibly infinite) binary tree 
" 
T is a semantic tree for S if 
1. Each link between nodes of T is labelled with an atom from Jlj, or 
with the negation of such an atom. 
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2. For any node N of T, with linb L1, Li emanating from N, the atom11 
labelling the links L1, Li are complimentary, that ia, one ia the negation 
of the other. 
3. For each node N of T, the set of literals labelling a link on the path 
from the root of T to N contains no complimentary pair of literals. 
The idea is that a branch of a semantic tree T for S (i.e. a path beginning ~ 
at the root of T) should specify a partial 888ignment of truth values values 
to elements of the Her brand base of S. In traversing a link of such a branch, 
if the link is labelled with an atom A, then one 888igns a truth value T to A, 
and if the link is labelled with the negation of A, then one assigns F to the 
atom A. The purpose of the last clauses in the above definition is to ensure 
that no atom of )I J is assigned two conflicting values. 
-Definition 4.2 Let N be a node of a semantic tree T. The set of literals 
I(N) labelling a link on the path from the root of T down to N is called the 
partial interpretation (of S) up to N. 
Definition 4.3 A semantic tree T for a set of clauses S is complete if for 
every terminal node N of T and for every atom A in the atom set of S, either 
A E J(N) 
or 
~ A E I(N). 
Example 4.6 Let 
S = {~ P(x) V Q(x), P(a), ~ Q(x), ~ P(x) V R{a)}. 
Then 
JIJ = {P(a),Q(a),R(a)}. 
A complete semantic tree for S is shown in figure 4.2. 
27 
" 
. --~------------
~(ct\ 
Figure 4.2: Semantic tree for Example 4.6. 
Example 4.7 Let 
S == { ~ P(x) V Q(f(x)), P(x), ~ Q(f(a)) }. 
Then 
JIJ == {P(a), Q(a), P(f(a)), Q(f(a)), .. . }. 
Figure 4.3 is a semantic tree for S, but it is not complete . 
Given a set of clauses S and a complete semantic tree T for S, each branch 
of T corresponds to an assignment of values of T, F to each element of JIJ, 
and therefore, to a Herbrand Interpretation. In this way, a complete semantic 
tree for S is an enumeration of all possible Herbrand Interpretations of S. 
In general, a set of clauses S to be proved unsatisfiable will contain func-
tion symbols, causing the associated Herbrand base to be infinite, and there-
fore S will have an infinite number of Herbrand Interpretations. It would 
seem that any systematic method of examining all these interpretations, and 
showing that none of them can satisfy S, can never terminate. Her brand's 
~\ 
... 
P(f(C\)) "'91 p lf (CAI) 
Figure 4.3: Semantic tree for Example 4. 7. 
theorem, which we will study next, is the basis for terminating refutation 
procedures. 
4.3 Herbrand's Theorem 
Definition 4.4 Let N be a node of a semantic tree T for a set of clauses 
S. Then N is a / ailure node if the partial interpretation I ( N) falsifies some 
clause of S, and for all nodes N' of T, such that N' is an ancestor of N, 
I(N') does not falsify any clause of S. 
Definition 4.5 A node N of a semantic tree is an inference node if both of 
its descendants are failure nodes. 
Definition 4.6 A semantic tree T is closed if each branch of T ends at a 
failure node. 
Theorem 4.2 A set S of clauses is unsatisfiable if and only if for every 
complete semantic tree T for S, ever11 branch of T has a failure node, and 
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tile num6er of node, of T above the /ailure notk, i, finite. 
Proof Suppose that S is unsatisfiable. Let B be a branch of a complete 
semantic tree T. H B has no failure node, then by starting at the root of T 
and following the path defined by B, one can anign truth values to atoms 
in JIJ, without falsifying any clause of S, and thereby get an interpretation 
• 
that satisfies S. But this contradicts the unsatisfiability of S. Therefore, 
each branch of T must have a failure node. The nodeJS of T above the failure 
nodes (together with the associated links) form a subtree T' of T (with the 
same root as T) that is also a semantic tree for S. T' must have a finite 
number of nodes, for otherwise, by Konig's Lemma [12], T' must have an 
infinite branch. But tracing along the path defined by this branch gives an 
interpretation that satisfies S, a contradiction. 
Conversely, if every branch of any complete semantic tree has a failure 
node, then every Her brand interpretation of S must falsify some clause of S, 
and therefore cannot satisfy S. 
An obvious strategy for demonstrating the unsatisfiability of a set of 
clauses S by considering some complete semantic tree for S is suggested 
by the above theorem and its proof. 
The particular semantic tree is the one constructed in the following fash-
ion. Let 
Jlj = {Ao, A1, ... } 
be the atom set for S. Initialize T to a tree consisting of only one node, 
which will be the root of T. For each k such that A, E J/J, and for each 
node N of T, such that N has depth k, (the depth of the root node is O, and 
the depth of every other node is the number of links on the path from the 
root to that node) extend T by adding two nodes as children of N. Label 
the the left link emanating from N with ,-,J A,, and the right link emanating 
from N with Ai, Clearly, this process results in (a possibly infinite) complete 
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aemaotic tree T for S. 
H S ia unsatisfiable, this fact can be verified u follows. Imagine that we 
have a processor with the following capabilitiea. At any one stage of time, 
the processor examines a node N of T; if the node is a failure node, the 
processor reports this fact and terminates, otherwise, the processor splits 
into two identical copies of itself, and each copy then gets ready to examine 
one of the two children of N at the next stage of time. We start with one 
such processor at the root of T. Since each branch of T has a failure node, 
and there are only finitely many nodes above the failure nodes, we will need 
at most a finite number of processors, and all of them will terminate after a 
finite n11mber of "stages" of time. 
This procedure for demonstrating the unsatisfiability of S is correct for 
the following reason. When a processor is at a failure node N, the partial 
interpretation I ( N) falsifies some clause of S. We therefore need not con-
sider any fart her any branch of T that passes through N, since any such 
branch must correspond to an interpretation which includes I ( N), and no 
such interpretation can satisfy S. Hence at the termination of the above 
procedure, we will have examined all possible Her brand Interpretations of S, 
and shown that none of them satisfy S. 
Example 4.8 The set of clauses S given in the previous example is shown 
here with the individual clauses numbered for easy reference. 
~ P(x) V Q(/(x)) 
P(y) 
rw Q(/(a)) 
(4.1) 
(4.2) 
(4.3) 
Figure 4.4 illustrates the application of the above procedure to an in-
complete semantic tree S. Here all the branches of the semantic tree have 
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Q lt.L) 
"'P(f {~) 
Figure 4.4: Semantic tree for Example 4.8. 
been closed off by some failure node, except for the branches labelled P(a), 
Q(a), .. . , and P(a), ,...., Q(a), P(f(a)), .. .. It is clear how these remaining 
branches can be closed off. We identify for each failure node N (where N 
is implicitly given by a partial intepretation which represents the path from 
the root of the semantic tree to N) the clause of S which is failed by I(N). 
Clause 4.2 is failed by the partial interpretation{~ P(a)}: since the formula 
P(a) is a special case of P(y) (substitute a for y). Likewise, clause 4.1 is 
failed by the partial interpretation 
{P(a), ~ Q(a), ~ P(f(a)), ~ Q(f (a))} 
upon replacement of x by a, and finally, the branch of the semantic tree 
labelled 
P(a). ~ Q(a), ~ P(f (a)), Q(f (a)) 
fails clause 4 .3. 
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Chapter 5 
The basic Resolution Principle 
5.1 Substitution of terms for variables 
In determining whether a partial interpretation falsifies a clause, we infor-
mally used the concept of replacing every occurrence of a variable in the 
clause by some term. Such systematic replacements of variables by terms 
feature prominently in Automated Theorem Proving. 
Definition 5.1 A substitution is a finite set 
{ Vi f- ti I i = 1, ... n} 
where n > 0 and i =I= j > Vi =I= v;. We refer to each individual member 
vi ..._ ti of the substitution as a replacement pair. 
Let E be an expression, and let u be the substitution 
{ Vi f- ti ' i = 1, ... n}. 
We denote by Eu the result of applying u to E, that is, the result of simul-
taneously replacing each occurrence of Vi in E by the term ti. 
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It ia desirable to have a notation for the application of a substitution to 
a set of expressions. H E ia set of expresaiona, aay 
E = {E1, ... ,E,.} 
for some n > 1, then hy,,Eu, we mean the set of expressio11B 
Definition 5.2 Let E be an expression. ff u is a substitution, then the 
expression Ea is called a (substitution) inata~e of E. Moreover, if Eu 
contains no variables, it is said to be a ground instance of E. 
Definition 5.3 Let u, A be substitutions 
' 
u == { xi +- ti I i = 1, ... , n} 
and 
A== {Y; +- s; I j = 1, ... ,m}. 
The composition u o A of a, A is obtained as follows : Let r be the set of 
replacements 
that is, r is just u with all trivial replacements of the form x +- x removed. 
Say 
{ I I I . '} r = xi -+- t 1 = 1, ... , n . 
Let 
P := {Y;-+- s; I j = 1, . .. ,m,y; f= x; for any i = 1, ... ;n'}. 
The composition u o A is defined to be 
{ Xi +- t;p I i = 1, ... , n'} LJ p. 
/: . 
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Example 5.1 Let o, ,\ be u follOW'I: 
a= {z +- /(u)}, ,\ = {z +- a,r +- 6,.c +- r} 
then 
a o A= {z +- /(b),JJ +- 6,z +- r}. 
The following properties of composition of substitutions can be proved 
easily from the definition. 
1. Composition of substitutions is associative: for any substitutions a, A, 
p, we have 
a o (Ao p) = (a o A) op. 
2. Let e be the empty substitution. Then for all substitutions u, 
UOe=eO(j 
3. For any expression E, 
E(u o A) = (Eu),\ 
5.2 The Unification Algorithm 
It is often necessary to determine when two expressions are syntactically 
the same, and, if they are not the same, whether they can be transformed 
into the same expression through substitution of terms for variables. In this 
section we consider an algorithm for accomplishing such a transformation 
when it is possible [6]. 
Definition 5.4 Let E = {E1, ••• , Ei} be a set of expressions, k ~ 2. E is 
unifiable if there exists a substitution (J such that the set EfJ is a singleton. 
8 is called a unifying aubstitution for E. 
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Example 5.2 The set of expressions 
E = {P(/(z,g(z)),P(/(.1,f))} 
is unifiable. Two possible unifying substitutiona are 
u1 = {z +- z, JI+- g(z)} 
and 
u2 = {x +- a, z +- a, 11 +- g(a)}. 
Note that Eu1 = P(f (z, g(z)) whereas Eu2 = P(f(a, g(a)). 
Definition 5.5 A substitution u is a most general unifier (mgu) for a set of 
expressions E if 
l. u unifies E, 
2. For every substitution A that unifies E, there exists a substitution T 
such that A= u or. 
Before presenting the unification algorithm, let us consider how one would 
go about unifying a pair of simple expressions, or determining that the ex-
pressions are not unifiable. 
Consider the case of the two expressions P(x, f (a)), P(z, z). We ask if 
these two expressions can be unified. The two expressions have the same 
predicate form, therefore, we consider the problem of unifying their respec-
tive arguments. Working from left to right, we find that the two expressions 
disagree in the first argument, that is, in the pair of subexpressions { x, z }. 
This disagreement can be removed by application of the substitution { x +- z} 
to both expressi~ns. (Other choices are possible). It now remains to unify 
the pair { P ( z, f (a)), P ( z, z)}. The disagreement is now with the pair of 
subexpressions {f(a), z}. This disagreement can be removed by applying 
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the substitution {z +- /(a)}. Finally, we note that the compoeition of these 
two substitutions unifies the original pair of expre11iona: 
{P(x, /(a), P(z, z)}{x +- /(a), z +- /(a)}= {P(/(a), /(a))}. 
We now give a formal presentation of the unification algorithm. We begin 
with the following definition. 
Definition 5.6 The disagreement set of a nonempty set of expressions 
{E1, ••• , E,} is formed as follows: 
1. ff E 1 = E2 = · · · = Ei then the disagreement set is empty; terminate 
the procedure. 
2. Set a pointer Pi to point to an imaginary symbol just before the first 
symbol of expression Ei, for each i, i = 1, ... , k. 
3. For each i = 1, ... , k advance the pointer Pi so it points to the next 
symbol in Ei. 
4. Hall symbols pointed to by the Pi's are the same, repeat the previous 
step. 
5. The disagreement set is the set of all subexpressions of E, that begin 
at the positions pointed to by the Pi 's. Terminate the procedure. 
Exampl~).3 In the set of expressions 
{ Q( a, x), Q( a, f (g(x)) ), Q( a, h( a, y)) }, 
we indicate below the positions at which the expressions first have different 
symbols: 
{ Q(a, ~), Q(a, f (g(x))), Q(a, ll(a, y))} 
-
The disagreement set is 
{x,f(g(x)),h(a,y)}. 
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The main idea of the unification algorithm ia to identify the disagreement 
set of a set of expressiom, and then try to remove thia diaagreeJMnt by the 
substitution of terms for variables. We give it in the form of a procedure that 
takes a set of expressions as parameter, and retW111 an mgu if E is unifiable. 
The procedure returns a failure mt'Jl&age if E i.e not unifiable. 
1. u := E. /* initialize to empty substitution•/ 
2. As long as E is not a singleton repeat next two steps. 
3. Set D := disagreement set for E. 
I 
4. if there is a variable v in D and a term t in D such that v does not 
occur in t then set a := a o { v +- t} and E := Eo otherwise terminate 
and return "nonunifiable". ' 
5. return u. 
5.3 The Resolution Principle 
The basic Resolution principle can now be described. We will find it conve-
nient to regard a clause as a set of literals, and treat the disjunction of two 
clauses as the union of the corresponding sets of literals. 
Definition 5. 'T Let C1, C2 be clauses with no variables in common, and let 
11 , ~ 12 be literals in C1, C2 , respectively. Let 11, 12 have a most general unifier 
o. The resolvent of C1, C2 is the clause 
C1, C2 are called the parent clauses while the literals 11, 12· are called the 
literals resolved upon. 
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Example 6.4 To form the resolvent of the clau1ea 
Ci = P(/(x)) V Q(u) 
C2 = ~ P(z)v ~ R(x) v Q(/(x)) 
we first rename the x in C2 to v, getting 
C2 = ~ P(z)v ~ R(v) V Q(/(v)). 
We can now resolve upon the two literals P(/(x)), ~ P(z) using as mgu the 
substitution {z +--- / (x)}. The resolvent obtained is the clause 
Q(y)v ~ R(w)v ~ Q(f (w)). 
A resolvent is always a logical consequence of its parent clauses. We may 
therefore think of the resolvent as being deduced from its parent clauses. 
More generally, we will think of a clause C as being deduced from a set of 
clauses S if 
1. C is a member of S, or 
2. C is the resolvent of some· two clauses that are deduced from S. 
To demonstrate the unsatisfiability of an unsatisfiable set of clauses S0 via 
the Resolution principle, we proceed as follows. For each i > 0, we form the 
set of clauses Si+l by adding the set of all resolvents of all pairs of clauses 
from Si to Si. Clearly, each Si is unsatisfiable if and only if S0 is. For each i, 
we check Si to see if it contains the empty clause<>. If Si does contain<>, S0 
is unsatisfiable; we terminate the procedure, otherwise, we go on to generate 
Si+t· 
This procedure for checking the unsatisfiability of a set of clauses is clearly 
.. sound, that is, if the empty clause <> is generated, the set S0 must be un-
satisfiable. The next section is devoted to establishing the completeness of 
Resolution. 
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5.4 Completeness of Resolution 
Theorem 6.1 If S i, an unaati,fiable ,et of elaeuu, tM empt11 elauae can 
be deduced from S using Reaolution. 
Proof: We assume that no two claUBeB of S have variables in common. Let 
T be a finite closed semantic tree for S. T muat have some inference· node, 
say N. Let N 1 , N 2 be the failure nodes immeadiately below N in T. There 
exist ground literals Li, k = 1, ... , n + 1 such that the partial interpretations 
up to the nodes N, N1, N 2 are 
I(N) = {L1,···,Ln} 
Choose two clauses 
C1 = { l~, .. . , ll} 
C2 = { l~, ... , l~} 
such that C1 , C2 fail at N 1 , N 2 respectively. There exists a substitution fJ 
such that the instances C11J , C21J of the above clauses are falsified by the 
partial interpretations 
respectively. Now, since the clauses C11J, C2IJ are not falsified by I(N), we 
must have Ln+l E C1(J while rtJ Ln+l E C2• Therefore the two clauses contain 
complementary clauses and therefore may be resolved. Furthermore, the 
resolvent must itself have failed at or above the node N. To see this, note 
' ,. 
that since the clause C11J is failed first by 
!(N1) = I(N) LJ{Ln+1}. 
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the clause C1I \ ·{Ln+1} muat be failed by J(N). Similarly, C2I \ { ~ Ln+1} 
muat also be failed by I (N). Therefore, the reaolvent, being the union of 
two clauses both of which are failed by J(N), muat also be failed by I(N). 
In terrx1s of semantic trees, this means that the resolvent fails at or above 
the node N. Consequently, adding the resolvent to S generates a new set 
of clauses S1 with a closed semantic tree T1 such that T1 has strictly fewer 
nodes T. This process may be repeated to produce a series of closed semantic 
trees T, T1, T2 , ••• , for a sequence of clauses S, S1 , S2, ••• with each Ts having 
strictly fewer nodes than its predecessor. We must eventually arrive at some 
s• with a tree r• such that the root of T· is an inference node with failure 
nodes N;, N; causing some complementary pair of unit clauses in s• to fail. 
Resolving these produces the empty clause. 
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Chapter 6 
Experiments with some 
refinenients of Resolution 
• 
6.1 The level saturation strategy 
A formalization of the method outlined in section 5.3 for using the basic 
resolution principle is as follows. One starts with set of clauses S, and 
obtains a sequence of sets of clauses S0 , S1, ••• , with the Si's being formed 
as follows: 
So = </>., !lo = S 
81 = So U /lo, R1 = R(81, !lo) 
82 = 81 U R1, R2 = R(S2, R1) 
• 
• 
• 
where R(X, Y) denotes the set of all clauses gotten from resolving each clause 
o( X against a clause of Y. .The process terminates as soon as some ~ is 
found to contain the empty clause. At any stage of this method, we will refer 
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to the current S, as the "database" of clauw. Thia 1irople minded approach 
baa been called the level aaturation atrate,11. 
Level saturation, while being easy to implement, does have a number of 
serious shortcomings. First, many clauses may be generated that are not 
necessary in the production of the empty clauae (in theorem proving by hu-
mans, this corresponds to deducing facts from the hypothesis that are not 
used in the proof). While it is often not poesible to tell beforehand which 
clauses will ultimately be used in producing the empty clause, a tautolog-
ical clause will obviously never participate in the generation of the empty 
clause, since such a clause is true in every interpretation. Secondly, many 
clauses produced by level saturation turn out to be redundant, in that they 
are logically implied by clauses already in the database. Examples of redun-
dant clauses which immediately come to mind are clauses which are either 
duplicates of clauses already in the database, or are alphabetic variants of 
such clauses (they can be obtained from a clause already in the database by 
the application of a substitution in which the terms being substituted for 
variables are themselves variables). Such extraneous clauses, when allowed 
to remain in the database, are eventually resolved against other clauses, pro-
ducing more unnecessary and redundant clauses. They should therefore be 
deleted as soon as they are generated. 
In the theorem proving literature, the criterion used for redundacy is 
subsumption: that is, a clause is considered redundant if it is subsumed by 
another clause in the database. We say that a clause C1 is subsumed by 
another clause C2 if there exists a substitution fJ such that every literal in 
C29 also appears in C1• 
Clearly, if C _subsumes D, C logically implies D. However, the two con-
j 
cepts are not equivalent [13]. There exist algorithms for testing subs11mp-
tion [10]. Using a subsumption checking algorithm, one can identify redun-
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dant cla11aea aa they are generated, and thua prevent their addition to the 
database. Level saturation, coupled with deletion of 1ubeumed and tauto-
logical clauses, gives the deletion atrategr. 
The following example illustrates the need for the deletion strategy. 
Example 6.1 Let the initial set of clauses be 
{P V Q, ~ p V Q, Pv ~ Q, ~ Pv ~ Q}. 
An application of the level saturation strategy might result in the production 
of new clauses as follows: 
1. Pv Q 
2. ~ P V Q 
3. Pv ~ Q 
4. ~ Pv ~ Q 
5. Q 
6. p 
7. Qv ~ Q 
8. Pv Q 
9. Q 
10. "'P V Q 
resolve 1 and 2 
resolve 1 and 3 
resolve 1 and 4 
resolve 1 and 7 
resolve 2 and 6 
resolve 2 and 7 
Here, clause 7 is unnecessary, and the clauses n11mbered 8, 9 are redun-
dant. Clause 7 can never be used in the generation of the empty clause since 
it is a tautology. 
We now outline an algorithm for the deletion strategy. 
1. Set S to <P, and R to the initial set of input clauses. 
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2. Set S := SUR 
3. Set R := R(S, R) 
4. if R contains the empty clause then terra,inate with success: original 
set of clauses is unsatisfiable. 
5. delete all redundant and unnecessary clauses from R. 
6. go to step 2. 
The loop of the above algorithm is repeated until the empty clause is 
produced, or until an iteration through the loop results in no change to S. 
In the latter case, we terminate and report that the original set of clauses 
was satisfiable. 
In practice, we found that incorporation of the deletion strategy did not 
always enhance performance of the theorem prover. On the contrary, perfor-
mance often degraded considerably after adding the deletion strategy. This 
finding was rather unexpected. The reasons for this surprising turn of events 
are as follows. The problem of subs11mption checking is NP-Complete [14], 
hence it is unlikely that algorithms which decide subsumption in less than ex-
ponential time will ever be found. The database of clauses itself grows quite 
rapidly. Now whenever a new clause C is generated, we may have to apply 
the subsumption algorithm to every pair { C, D}, where D is a clause in the 
database. Naturally, this requires an exorbitant amount of time. To make 
things worse, the subsumption algorithm generates a lot of clauses during its 
operation, which have to be discarded upon termination of the algorithm. 
In systems that do garbage collection, the theorem prover works slower as it 
has to yield the CPU to the garbage collector more often. In systems that 
do not do garbage collection, the theorem prover eventually is forced to halt 
as memory breaks down into unuseable fragments. 
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For the reasoll8 explained above, our 111e of the deletion strategy ia limited 
to the detection and elimination of tautologies. 
6.2 The shortest clause first strategy 
Although the deletion strategy (modified u explained above) increases the 
efficiency of the basic level saturation, time is wasted in generating unneeded 
cla11ses, and then more time is spent to delete them. Many refinements of 
resolution which seek to prevent the generation of such unneeded clauses 
have been devised [10]. Many of these strategies seek to achieve this goal by 
restricting the types of clauses that can be resolved against each other. IT 
resolution is regarded as a search for the empty clause, then such a restriction 
of resolution may be regarded as a confinement of the search to a particular 
subspace of the search space. IT the subspace is much "smaller" than the 
entire search space, the generation of the empty clause may be considerably 
speeded up. 
However, it may happen that the subspace to which the search is confined 
does not "contain" the empty clause for some sets of input clauses, in which 
case the method will not be complete. 
The rest of this thesis is devoted to a description of the shortest clause 
first strategy. In addition, results obtained from experimenting with different 
versions of this strategy will be described. 
A good way to ensure completeness in a strategy of resolution is, rather 
than the search process being restricted to some proper subspace of the 
search space, it is guided by means of heuristics so that the clauses that 
are likely to participate in the generation of the empty clause are generated 
first. It is therefore a reordering, rather than a restriction, of the search. A 
9 
good heuristic that is also intuitively appealing is to resolve together "short 
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clauses• before "long" clauaea. By a abort cla111e, we of courae mean one that 
bu a small number of literala. Thia tenda to reault in short clauaea being 
produced before longer ones. The empty clauae ill of course the ultimate 
short clause. 
Three versions of resolution strategies were implemented in Modula-2 on 
an IBM AT compatible with 640K of memory. The three veraions incorpo-
rated different levels of Shortest Clause First Preferance. In what follows, 
we refer to these strategies as Ao, A1, and A2. 
Ao is just level saturation. For A1 we first partition the list of clauses S 
into two lists L1, L, where the list L1 consists of all clauses of S with length 
one, and L consists of all the other clauses, which have length greater or 
equal to two. 
We now consider the set 
of all unordered pairs of clauses of S, and to each member { c1, c2} of P, we 
assign a weight as follows: 
The weight is 1 if c, E L1 for i = 1, 2. 
The weight is 2 if c1 E L1 and c2 E L, or c1 E L and c2 E L1. 
The weight is 3 if c, EL for i = 1, 2. 
The method may now be described as follows (we caution the reader that 
this description does not lead to an efficient implementation). We make use 
of a list Le to keep track of all clauses generated, initially Le is set to S. 
Now, from P, we select a pair p = { c1, c2} of lowest weight, remove p from P, 
and attempt to resolve c1 against c2• H the two clauses cannot be resolved 
against each other, we return to P and select another pair; if at any time, 
P becomes empty, the original set of clauses S must he satisfiable. H the 
resolvent is the empty clause, terminate the process, otherwise, we have one 
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or more nonempty clauses. For each such new clause e, add c to Le, and, 
for each l E Le such that {c,l} ia not already in P, add {e,l} to P. 
A 2 is an extension of A1, it is implemented u follows. We partition S 
into three lists, L1, consisting of unit clauses, Li, consisting of clauses with 
two literals, and L, consisting of clauses of three literals or more. P and 
Le remain as in the method of A1. Weights are wigned according to the 
following scheme: 
The weight is 1 if c, E L1 for i = 1, 2. 
The weight is 2 if c1 E L1 and c2 E L2, or c1 E L2 and c2 E L1. 
The weight is 3 if c1 E L1 and c2 E L, or c1 E L and c 2 E L1• 
The weight is 4 if Ci E L2 for i = 1, 2. 
The weight is 5 if c1 E L2 and c2 E L, or c1 E L and c2 E L2• 
The weight is 6 if ci E L for i = 1, 2. 
For reasons of space efficiency, the set P should not be explicitly con-
structed. The details of implementation will depend on the language of 
implementation, but the following concept is useful in implementing version 
1. Set up three coroutines C1, C1L, and CLL which cooperate with each other 
to implement the above scheme, as follows. C1 resolves unit clauses against 
unit clauses, C1L resolves unit clauses against clauses of length two or greater, 
and CLL resolves clauses of length two or greater against clauses of length 
two or greater. Any coroutine which produces the empty clause may termi-
nate the program. Whenever a coroutine produces a new nonempty clause, 
that clause is added to the back of one of the lists L1 or L, according to its 
length. Whenever either one of C1L or CLL is executing and it produces a 
new unit clause, it suspends its own execution and resumes C1, and likewise, 
C1 resumes C1L when no 'new' pair of unit clauses remains. C1L resumes 
CLL when it has finished resolving all currently available unit clauses against 
clauses in L. Each coroutine will need a mechanism to keep track of pairs of · 
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Theoretically, we can incorporate the deletion 1trategy into the shortest 
clause first strategy: as each new clause is generated, we teat it to see whether 
it is tautological, or subs11med by another clause already in the database. 
The strategy explained above, although intuitively appealing, is not com-
plete when the number of partitions of the original database exceeds 2. Con-
sider a database of which initialy contains the clauses: 
1. P(a) 
2. ~ P(x) V P(f(x)) 
3. ~ Q(a, x) V ~ Q(a, /(y)) 
4. ~ P(f (/ (a)) V Q(a, y) V Q(a, x) 
The above set of clauses is clearly unsatisfiable. However, use of the shortest 
clause first strategy as outlined above, would result in the generation of the 
infinite sequence of clauses 
P(f(a)), P(f(f(a)), P(f(f(f(a)) ), ... 
and never arrive at the empty clause. In this case, our clever strategy does 
a lot worse than the simple minded level saturation method we were trying 
to beat! 
The problem here is that there are some clause pairs in the database, 
which are essential to the production of the empty clause, which are never 
considered because the system is busy generating infinitely many new clause 
pairs of higher priority (lower weight). Since the weight of e&Ch member of 
this infinite sequence is __ bounded below (by the weight of any clause pair that 
· is being "starved") and weight of a pair is inversely related to the length of 
the constituent clauses, the length of the new clauses being generated must 
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be bounded above. We can then conclude that either aome clause already 
in the database is being regenerated infinitely often, or the level of function 
nesting of the clauses being generated is increuing without bound. We can 
rule out the first possibility by discarding new clauses which are copies of 
existing clauses. 
Suppose now that we knew a nonnegative integer B such that there is 
some derivation of the empty clause which uses only clauses whose level of 
function nesting does not exceed B. Clearly, we can safely discard all clauses 
whose level of function nesting exceeds B without compromising complete-
ness. Unfortunately, there does not seem to be any easy way of estimating 
B. In all cases encountered by the author, B seems to be an integer only 
slightly larger than the maximum level of function nesting in the original 
database of clauses. 
We complete this thesis by exhibiting some experimental results. As men-
tioned previously, theorem proving is inherently difficult, and no strategy, 
however clever, is likely to work uniformly well for any nontrivial class of 
input formulas. The design choices in the implementations described here 
reflect these difficulties. We have chosen to delete tautologies, but elected 
not to use subsumption because of its high cost in memory and time. An 
alternative that seems reasonable, but which we we have not implemented, 
is to employ a limited subsumption strategy, and only delete those clauses 
which are subsumed by unit clauses. It may be possible to implement such 
a strategy in a way that is reasonably efficient. 
The foil owing data shows the relative performance of the three strategies 
on 20 test cases, most of which are taken from the theorem proving literature 
[10,7]. Given in the table figure 6.1 is the amount of time (in seconds) re-
quired by each of the three strategies to refute an unsatisfiable set of clauses. 
Not every strategy was able to run to completion on each test case due limi-
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tationa of heap space; this ia indicated in the data table by the words "heap 
ovfl." 
Level saturation (Ao) is clearly inferior to the other two strategies: It runs 
out of heap space on half of the test cases. On thoae test cases that it manages 
to terminate, it is consistently outperformed by the other two methods. A1 
does better than A2 on the "easy" formulas, that is, those for which it finds 
a refutation in 0.6 seconds or less. However, A1 is outperformed by A2 on 
the "hard" clauses, and that by a wide margin. Clearly, the overhead of 
maintaining the complex data structures used by A2 does not begin to pay 
off until the input formulas get "hard." More data would have been nice, 
but it is difficult to find "hard" problems for which we do not run out of 
memory. 
As mentioned above, the majority of the problems used as test cases are 
·~ 
taken from the theorem proving literature. To give the reader some sense 
of the which formulae the provers found "hard," and which ones the provers 
found "easy," we list below the formulae used in tests 1 and 4. They are given 
in the prefix syntax expected by the theorem provers; the reader familiar with 
first order logic should have no problems with it. 
The formula used in test 1 is the following: 
and 
forall x forall y forall u 
forall z forall w forall v 
or -p(x,y,u); -p(y,z, v); -p(x, v, w); P(u,z,w) end or 
endforall endforall endforall 
endforall endforall endforall: 
forall x forall y forall u 
forall z forall w forall v 
or -p(x, y,u); -p(y,z,v): -p(u,z,w): P(x,v,w) end or 
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TEST Ao Ai A2 
1 heap ovfl 6.48 3.195 
2 heap ovfl 1.87 .93 
3 heap ovfl 2.14 heap ovfl 
4 .17 .05 .11 
5 .49 .11 .16 
6 3.24 heap ovfl .22 
7 .38 .11 .11 
8 .27 .11 .11 
9 .05 .05 .05 
10 heap ovfl .66 .61 
11 .43 .17 .22 
12 .22 .06 .05 
13 heap ovfl heap ovfl heap ovfl 
14 .77 .22 .27 
15 .83 .28 .22 
16 .66 .22 .22 
17 .87 .22 .28 
18 .63 .06 .11 
19 heap ovfl 6.65 3.96 
\ 
20 heap ovfl 1.48 .65 
Figure 6.1: Comparative performance of the 3 versions. 
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endforall endforall endforall 
endforall endforall endforall: 
I ,, 
' . 
forall x forall y P(g(x,y), x, y) endforall endforall: 
forall x forall y P(x,h(x,y), y) erulforall endforall: 
forall x forall y P(x, y, f(x,y)) endforall endforall: 
forall x -p(k(x), x, k(x)) endforall 
end and. 
The formula used in test 4 is 
forall x1 forall x2 
thereexists y 
imply 
,'') 
imply P(x1): Q(x2, y) end imply: 
forall z 
imply 
imply Q(x2, y): R(z) end imply: 
imply P(x1), R(z) end imply 
end imply 
end for all 
end imply 
end there exists 
end for all end for all 
end not. 
6.3 Conclusion 
Theorem Proving is a computationally hard problem. Resolution is the most 
widely used approach to theorem proving, but it requires exponential time 
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and apace (15). The theorem proven diacnued in this thesis have to oper-
ate without the benefit of a garbage collector, &nd that, within the 640K of 
memory that DOS is limited to. Pnaaible enhancements are to incorporate 
garbage collection, and to use some sort of virtual memory where some of 
the cla118e8 generated are stored on disk until they are needed. This will 
not be easy to do, considering the complex data structures used by Shortest 
Pref erance. More important, some sort of subsumption should he incorpo-
rated if a garbage collector is available. The author conjectures this might 
go a long way toward improving performance. 
The programs implementing the above theorem provers are written in 
Logitech Modula2, and are structured as a collection of modules that perform 
various functions necessary in a theorem prover. Included is a module for 
transforming a first order formulae into clause form (thus the user is saved 
the tedium of having to preprocess the input into clause form). Also included 
are modules for perfoming unification, and for testing subs11mption of a pair 
of clauses. The programs (with source code) may be obtained by contacting 
Professor G. Rayna, of the Department of Computer Science and Electrical 
Engineering, at Lehigh University . 
.. 
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