We treat infinite horizon optimal control problems by solving the associated stationary Hamilton-Jacobi-Bellman (HJB) equation numerically, for computing the value function and an optimal feedback area law. The dynamical systems under consideration are spatial discretizations of nonlinear parabolic partial differential equations (PDE), which means that the HJB is suffering from the curse of dimensions. To overcome numerical infeasability we use low-rank hierarchical tensor product approximation, or tree-based tensor formats, in particular tensor trains (TT tensors) and multipolynomials, since the resulting value function is expected to be smooth. To this end we reformulate the Policy Iteration algorithm as a linearization of HJB equations. The resulting linear hyperbolic PDE remains the computational bottleneck due to high-dimensions. By the methods of characteristics it can be reformulated via the Koopman operator in the spirit of dynamic programming. We use a low rank tensor representation for approximation of the value function. The resulting operator equation is solved using high-dimensional quadrature, e.g. Variational Monte-Carlo methods. From the knowledge of the value function at computable samples x i we infer the function x → v(x). We investigate the convergence of this procedure. By controlling destabilized versions of viscous Burgers and Schloegl equations numerical evidences are given.
Introduction
In optimal control theory, finding a feedback law enables us to get a robust, online control for dynamical systems. One prominent approach to finding an optimal feedback law is calculating the value function, which can be done by either solving the Bellman equation or the Hamilton-Jacobi-Bellman equation. Popular numerical solutions to this problem are semi-Lagrangian methods [12; 17; 47] , Domain splitting algorithms [18] , variational iterative methods [26] , data based with Neural Networks [35] or Policy Iteration with Garlerkin ansatz [27; 33] .
However, most of these methods cannot overcome the curse of dimensionality, i.e. the exponential growth of complexity with respect to the dimensions of the constrained differential equation. To alleviate this problem different methods have been proposed, like combinations of Proper Orthogonal Decomposition and semi-Lagrangian methods [1] , efficient polynomial Galerkin approximation and model reduction [27] or, recently, tensor based approaches [14] .
As in [14] , the proposed approach uses Policy Iteration in combination with a tensor product ansatz to find a good polynomial approximation of low complexity. Our method allows for straight forward generalizations to model-free controlling and is very flexible to additional regularization constraints or change of basis functions. This provides a bridging concept to the field of Reinforcement Learning. Instead of solving the linearized Hamilton-Jacobi-Bellman equation by means of Galerkin approximation, we use the method of Characteristics, which yields in principle the Bellman equation associated to the HJB equations. Then, for fixed initial values solving the linearized HJB equation is reduced to computing the trajectory of the underlying dynamical system and using quadrature rules to integrate the total time derivative of the value function.
With the help of the Koopman operator, we reinterpret Bellman's principle, or dynamic programming as an operator equation and show convergence of the policy iteration in a general context. Then, we introduce the manifold of tensor trains with fixed TT-rank as our ansatz space and will specify the numerical routines that are used to optimize on this set. The Koopman operator can be evaluated point-wise providing in formation on the value function in certain quadrature points. From this knowledge we can infer the approximate value function by least squares or variational Monte Carlo method, like in statistical progression. After introducing the Variational Monte Carlo approach to actually solve the least-squares problem of the Bellman's principle on the tensor set we will present some numerical results.
Let us remark that the present approach and particularly the Variational Monte Carlo (or least squares method) method can be used straightforwardly for other tools in high-dimensional approximation as well. For example (polynomial) kernel methods (support vector machine-SVM) [44; 45] , or deep neural networks [19] from machine learning, or sparse polynomials like in uncertainty quantification [8] etc. can be used to discretize the Koopman operator in the way explained below.
The generalization of the present approach to stochastic control problems, to control constraints, finite horizon problems is relatively straightforward, and should be discussed in forthcoming papers. We would like to mention groundbreaking recent progress in the treatment of backward Kolmogorov equations by means of deep neural networks by [6] and further papers of these authors. One reason we have restricted ourself to the deterministic setting is that we can compare our predicted costs with computable reference values.
We want to keep in mind that our final interest is the feedback control for parabolic nonlinear partial differential equations. The dimensions of the HJB equation are the size of the of the spatial discretization of the PDE, which in theory is infinite and in practise is extremely high, and we treat only extremely small model problems so far.
Optimal control and the Bellman principle
In order to find an optimal feedback law, we want to find the value function of our optimal control problem. We show that the Bellman equation has a natural representation as an operator equation via the Koopman operator in a very general context.
Control problem setting
We consider a (potentionally high-dimensional) ODE in R n . In order to control it we define the set of all admissible controls A ⊂ R m . For γ ≥ 0 we want to minimize a cost functional J (x, u) = ∞ 0 e −γt c(x(t)) + λb(u(t)) dt, where c : R n → R ≥0 is some Lipschitz continuous cost function and b : R m → R ≥0 is some quadratic regularization term, i.e. b(u) = u T Bu for some positive semi-definite matrix B ∈ R m,m . For initial data x and fixed control u(t) ⊂ A, we denote by x(t) ⊂ R n the trajectory of the dynamical systeṁ
Here,f , h i : R n → R n are (nonlinear) functions. More details on f and h i will be specified later. In the following we refer to the case γ > 0 as the discounted and to γ = 0 as the undiscounted problem. We write r(x, u) := c(x)+ λb(u).
We define Ω as the biggest set such that for all initial values x ∈ Ω there exists a control such that the cost is finite and the state is asymptotically transported to 0 R n , i.e. This set can be unbounded and it can immediately be seen that for x ∈ Ω it follows that x(t) ∈ Ω for all t > 0.
Since this paper is presenting numerical techniques to control parametrized dynamical systems, we will not focus on existence results of solutions to the optimal control problem but assume that we can find a (sufficiently smooth) solution. Thus, we will rely on the following hypothesises (A.1) There exists an optimal control with finite costs for any initial state x 0 ∈ Ω.
(A.
2) The 0 R n state is a steady state of the dynamical system.
Note that the existence of an optimal control u : [0, ∞) → A for any initial state implies the existence of an optimal feedback law α : Ω → A since α(x(t)) = u(t) is well defined. Then we can define the set of feedback laws that induce finite costs, i.e.
For any α ∈ F the closed loop system is supposed to have a well-defined, continuous forward flow Φ α t : Ω → Ω, i.e. Φ α t (x 0 ) = x(t) for x(0) = x 0 , i.e. we assume the existence of unique solutions of the ODE continuous in the initial data. Note that a sufficient condition for a continuous forward flow is that f (x, α(x)) fulfills a Lipschitz condition.
The aim of this paper is to find a numerical method to calculate an optimal policy (i.e. a feedback law) α : Ω → A with u(t) = α(x(t)) for (2.1), i.e. the infinite horizon problem. We also target to design the algorithm as model-free as possible, such that we can solve optimal control problems resulting from experiments or simulations of research partners with unknown discretization of the controlled dynamical system. In the end, the only a priori information we need are the control functions h i and the cost functions.
We can now define the running cost function (or value function for fixed α) of a given policy α ∈ F as Lemma 2.1. Assume that v * is continuous. Then the set Ω is closed in R n and path connected.
The proof is given in the appendix.
The Bellman-Principle
The value function obeys Bellmann's Principle, i.e. solution to such an optimal control problem on the time interval [0, ∞) is also optimal on every subinterval. 
where x(s) is the solution of the controlled dynamical system at time s with initial value x.
Bellman's principle holds in a very general context, which includes our setting [4; 5; 10; 34] . Using the flow Φ α t (x) of the dynamical system with given feedback law α ∈ F we can rephrase (2) as
since we know, that the optimal feedback law and the optimal control coincide. Notice, that for fixed feedback law α ∈ F , the value function v α satisfies a linearized Bellman-type equation
This notion of a flow of a dynamical system allows us to lift the dynamics from the state space to the space of all functionals on the state space via a family of Koopman operators
for v in some appropriate function class [7; 29; 30] . Then Bellman's principle reads
This can be reformulated as an operator equation
In the case of a linear ODE and quadratic cost functional the value function is given by a quadratic and positive function and the set Ω is unbounded [31] . Thus the value function is in this case only locally integrable. Thus we do our analysis in the very general setting in L loc,∞ (Ω). We define the Koopman operator as an operator that acts on L loc,∞ (Ω). For 1 ≤ p ≤ ∞, the space of all locally p-integrable functions L loc,p (Ω) is a complete metric space, endowed with the metric
with an arbitrary family of compact sets {Ω ν } such that Ω ν Ω ν+1 compactly included and ∪ ∞ ν=1 Ω ν = Ω [37; 43] . In the following we choose w.l.o.g. a certain sequence of Ω ν such that Koopman operator restricted to the subsets has nice properties. We set for ν ∈ N Ω ν = {x ∈ Ω : |x(t)| ≤ ν for all t > 0} .
One immediately sees, that the flow Φ maps Ω ν onto itself. Thus, the restriction of the Koopman operator onto L ∞ (Ω ν ) is well-defined. Moreover, the following lemmas show that this sequence of sets is a valid choice for the metric and that the Koopman operator behaves nicely on the sets. Lemma 2.3. The following statements hold 1. The sets Ω ν are non-empty and bounded.
2. The sets are compact in R n .
3. It holds Ω ν ⊂ Ω ν+1 for all ν ∈ N and if Ω ν = Ω ν+1 then it also holds Ω ν = Ω.
We have ∪
The proofs are given in the appendix.
. In the case of γ > 0, e −γτ K α τ is a strict contraction.
Proof. We again write K := K α τ . Let f, g ∈ L loc,∞ (Ω). From Lemma 2.4 we deduce that for all ν ∈ N it holds that Kf L ∞ (Ων ) ≤ f L ∞ (Ων ) . Thus, using that the function x → x 1+x is strictly monotone, we obtain
The strict inequality follows from the same monotony argument.
These Lemmata allow us to prove that the operator I − e −γτ K α τ is bijective as a linear operator on L loc,∞ (Ω). Theorem 2.6. Let α be a stabilizing policy on Ω and let γ > 0. Then the operator
Proof. We again write K = K α τ and we denoteK = e −γτ K and Φ = Φ α τ the flow of the closed-loop system. For r ∈ L loc,∞ (Ω) define the mapping T (f ) := r +Kf . We use the Banach fixed point theorem to prove that T has a unique fixed point f * and thus f * is the unique solution to (I −K)f * = r. For f, g ∈ L loc,∞ (Ω) we have d(T f, T g) = d(r +Kf, r +Kg) = d(Kf,Kg), i.e. the metric is translation invariant. Thus, by Lemma 2.5, the mapping T is a contraction. As L loc,∞ (Ω) is a complete metric space, the Banach fixed point theorem yields an unique fixed point.
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For the second part we first prove (4) holds for K. Let f ∈ L ∞ (Ω). Now Kf = f • Φ. Thus we see that K[f ](Ω) ⊂ f (Ω), since Φ(Ω) ⊂ Ω. Now the claim follows for K and as multiplying by e −γτ does not change the sign it also follows forK.
We now prove that (4) holds for (I −K) −1 | L∞(Ων ) . From Lemma 2.4 we deduce that K L∞(Ων ) < 1 and thus
. As (4) holds forK, we deduce that (4) also holds for (I −K)| −1 L∞(Ων ) , i.e. on every Ω ν . We now prove the second statement.
Let f ∈ L loc,∞ (Ω) such that f (x) ≥ 0 a.e.. Towards a contradiction assume that there exists a non-null set S ⊂ Ω such that
Then there exists ν such that Ω ν ⊃ S and we proved before that (4) holds on Ω ν . This is a contradiction and thus (4) holds on L loc,∞ (Ω).
We continue by formally deriving the corresponding Hamilton-Jacobi-Bellman equation. Dividing the Bellman equation by s and considering the limit s → 0 we get an infinitesimal version of Bellman's principle
where L α is the infinitesimal generator of the family of discounted Koopman operators. On the other hand, the family of Koopman operators K α t are the semigroup generated by L α . Thus we can formally write e tLα = K α t [41] . This is
and, hence, we can rephrase the infinitesimal Bellman's principle as the well known Hamilton-Jacobi-Bellman equation, [5] min
Notice, that for fixed policy α ∈ F equation (6) becomes linear, i.e.
− γv(x) + Dv(x) · f (x, α(x)) + r(x, α(x)) = 0.
Remark 1. We are interested particularly, in the case γ = 0. In order to get finite costs J (x, α) we must assume that the solution t → x(t) of the dynamical system (1) satisfies lim t→∞ x(t) = 0. This implies the boundary condition v(0) = 0 ,
which has to be added to the non-homogeneous hyperbolic PDE (6) . Remark 2. If we add a Q-Wiener process W to our dynamical system, i.e. dx = f (x, u)dt + σdW , we can define the Koopman operator as [29; 32; 48] where the expectation has to be taken over all paths with initial condition x(0) = x. Then we can still define the infinitesimal generator L α . However, due to Itô 's formula we get [48] 
and, thus, we recover the stochastic version of the Hamilton-Jacobi-Bellman equation [16; 38] 
In the stochastic case there does not exist a single trajectory for an initial value. Thus the objective function has to be modified by taking the expectation
HJB as coupled equation and the optimality condition
In preparation for the Policy Iteration method, we reinterpret the HJB equation as a coupled systems of simultaneous equations, i.e. If the Hamiltonian is convex and differentiable with respect to the control, we get α * (x) = arg min
Using our assumption that the dynamical system depends only linearly on the control parameters and b is a quadratic function we obtain the optimality condition
We can rewrite the deterministic HJB equation 6 as a coupled system
For fixed policy α this system is uncoupled and the running cost v α solve the linear hyperbolic PDE
We can treat this equation by the method of characteristics, [9] . Recall that for a linear PDE in two variables of order one, i.e. a 1 (x, y, u)u x + a 2 (x, y, u)u y = c(x, y, u), the characteristic curves fulfill the system of ODE's dx ds = a 1 dy ds = a 2 du ds = c.
In our setting we have a i = f (x, α(x)) i and c = γv α (x) − r(x, α(x). Hence, parametrising x = x(s), the characteristic curves are the solution of the dynamical systeṁ
Assuming that lim
Indeed, we have recovered the definition of the running cost function or value function for fixed α. This means that in principle the linearized HJB equation (14) can be solved (pointwise) by the method of characteristics. We have reverted the derivation of the HJB equation.
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Remark 3. Using the Bellmann principle and the Bellmann equation is often referred as the dynamical programming approach for treating the original optimal control problem. We insist on the method of chararacteristics and the Koopman operator to highlight that this is a profound method to treat the (linear) hyperbolic equation 14.
The characteristics method allows us to transfer the coupled HJB equation to a set of coupled Bellmann like equations, i.e.
This can be seen by noticing that for smooth value functions
with respect to the control α.
Policy Iteration
In order to solve (2) we employ the Policy Iteration methods that alternates between the two coupled equations (12) and (13) . Therefore, the Policy Iteration provides a linearization of the nonlinear HJB equation. The remaining numerical bottleneck is the solution of the high-dimensional linear transport equation
Algorithm 4 (Policy Iteration). Fix a policy α ∈ F and solve the linear equation
then update the policy according to
whereṽ is the solution to (15) .
In the following we show that the results from [42] apply to our setting. Theorem 3.1. Consider the discounted problem, i.e. γ > 0. Then the Policy iteration, i.e. find v ∈ L(L loc,∞ (Ω)) such that
and then update the policy according to
Proof. Notice, that L loc,p (Ω) is an Riesz ideal in the space of all measurable Functions on (Ω), i.e. M(Ω), since for g ∈ M and f ∈ L loc,p with 0 ≤ g ≤ f we have g ∈ L loc,p (Ω) by monotonicity of the integral or the essential supremum respectively. Since M(Ω) is super Dedekind complete , L loc,p (Ω) is Dedekind super complete as Riesz ideal in M(Ω). Thus monotone bounded sequences converge in order [36] .
According to Theorem (2.6) the operator e −γτ K α τ − Id is invertible and the inverse (e −γτ K α τ − Id) −1 is non-positive, i.e. for all v ≥ 0 we have (e −γτ K α τ − Id) − 1v ≤ 0. Furthermore, as L loc,∞ (Ω) is a super Dedekind complete space. Then, by choosing T = e −γτ K α τ − Id and c T = τ 0 K α t [r]dt in the argumentation of [42] convergence follows.
The geometry of our closed loop systems, allows us to extend this results to some undiscounted optimal control problems, that in particular are of interest for many applications in engineering. This can be seen in three steps. First we show, that only the constant functions are in the kernel of I − K α τ , as an operator on continuous functions. Then we will show, that for some flows the value function is indeed continuous, and, lastly, we can prove the convergence of an adapted Policy Iteration.
To that end we need additional assumptions on the convergence rate of the global attractor and on the growth behavior of the cost function, i.e. we assume that the cost function c(x) is coercive and that x = 0, u = 0 is the only root of r(x, u). Then we can prove the following.
Proof. Let x ∈ Ω and f as above. We know that
Since we assumed, that c(x) is coercive, i.e. r(x, α(x)) → ∞ for |x| → ∞, as well as that x = 0 is the only root of r we obtain that |x(t)| → 0 as t → ∞ since r(x(t), α(x(t)) ≥ 0 for all t and r(x, α(x)) = 0 if and only if x = 0.
If the closed loop system is exponentially stable in the origin or Ω is a compact manifold without boundaries, the optimal value function as well as the value functions v α are Lipschitz continuous [10; 11] . However, assuming, that all α ∈ F are locally Lipschitz,we can even show the following Proof. It holds
where L 1 is the local Lipschitz constant of c and L 2 = 2 sup K (α(x)L 3 with L 3 the local Lipschitz constant of α.
If our first guess for a policy is stabilizing, i.e. α 0 ∈ F , then the convergence of the undiscounted system can be shown. Also, one can note, that C(Ω) ⊂ L loc,∞ (Ω) is naturally embedded as a consequence of the theorem of extrema of continuous functions on compact sets. 
converges in order.
Proof. In order to prove this theorem, we will first show that (18) can be solved and that the solution is the corresponding value function v α . We then prove, that we obtain a monotone decreasing sequence of value functions with respect to some partial ordering. Finally, using results from Riesz spaces convergence follows.
since α is stabilizing. It is also continuous by assumption.
We have, that v α p solves
Hence, we found a particular solution to our linear system.
Considering now the homogeneous linear system we find that
Then we can write any solution w to
The constraint w(0) = 0 gives us then the particular solution.
Now fix a policy α old ∈ F . The policy update
yields a stabilizing policy again. This can be seen by
due to the Policy Iteration procedure. Furthermore, the Koopman operator maps positive functions to positive func-
Considering the limit v αnew p = lim n→∞ n i=0 (K αnew τ τ 0 r(x, α new (x))dt ≤ v α old p , we get a monotone sequence indexed by the policies α bounded from below by 0.
Since v α0 p ∈ L loc,p (Ω), Dedekind super completeness guarantees convergence in order. If v α0 p in L p (Ω) the sequence converges relative uniform [36, Ch.4 §23 and Ch.10 §71].
Following the ideas of [42] , we will now show, that
]v αn p = 0 and the limit of the Policy Iteration solves the Bellman principle.
To numerically solve the optimal control problem, we now focus on a bounded subset of the state space Ω, i.e. Ω ν . As the value function is L loc,∞ (Ω) it is in particular L 2 (Ω ν ). As L 2 (Ω ν ) is a Hilbert space, we can extract a finite dimensional subspace U ⊂ L 2 (Ω ν ) with a corresponding orthonormal basis of U . We further assume that this basis is also L ∞ (Ω ν ), which is the case for i.e. polynomials. This basis can be extended to an orthonormal system
can be solved as orthogonal projection of the solution of the original system to U , i.e.ṽ = P
where v is the solution to (15) . Note that the solution to this problem can naturally be identified with a function in L loc,∞ (Ω), and if the solution to the least squares problem solves it with residuum 0, this solution is the value function restricted to Ω ν . This argument also holds in the case of any compact subset of K ⊂ Ω if Φ α τ (K) ⊂ K. In the following we thus always assume that Ω is bounded. Proof. First one can notice, that P and K α τ commute. Indeed,
and
Notice, that due to the Neuman series also (Id − K α τ ) −1 commutes with P. Let α old ∈ F , then the least squares problem 
by using (20) and the fact that P and (Id − K α τ ) −1 commute. Then we get
Multiplying (21) by −(e −γs K αnew
Hence, we obtain a monotone decreasing bounded sequence. The rest of the proof follows as before from the Dedekind super completeness.
This holds true also, if (Id − K α τ ) is not invertible. Theorem 3.6. Let γ = 0, i.e. (K α t − Id) be not invertible. Then the Projected Policy Iteration: findṽ such thatṽ
converges in order in L 2 (Ω).
The proof is given in the appendix. 
Tree Based Tensor Representation -Tensor Trains
For the approximation of the value function, we define a nonlinear model class to circumvent the curse of dimensionality.
To this end we choose an underlying finite dimensional subspace for the approximation of the sought value function.
For the present purpose we take a family of one-dimensional polynomials φ i and consider the tensor product of such polynomial spaces, e.g.
This is a space of multivariate (tensor product) polynomials with bounded multi-degree. For the sake of simplicity we choose p i = p, i = 1, . . . , d. Although the dimension of V p is finite dimV p = p d it is prohibitively large. In this space we consider a nonlinear manifold given by so-called tensor trains with has much smaller dimensions.
Using structured representations of polynomials like hierarchical tensor formats allows to reduce the number of parameters [20] . Interpreting the coefficient representation of a polynomial in this vector space as an order d tensor
We consider a sub-manifold in ⊗ d j=1 R p defined by multi-linear parametrizations. Here we use tensor trains which are a special case of an hierarchical or tree based tensor format [20] . Tensor trains has been invented by [39; 40] , and applied to various high-dimensional PDE's [28] , but the parametrization has been used in quantum physics much earlier as Matrix Product States and Tensor Network States, successfully used for the approximation of spin systems and Hubbard model. For a good survey, we refer to the papers [3; 21; 22; 46] . The present tensor train representation have appealing properties making them attractive for treatment of the present problems, compare [14] . For example they contain sparse polynomials, but are much more flexible at a price of a slightly larger overhead, see e.g. [2] for a comparison concerning parametric PDEs.
In order to get some notion of the representation and compression, we introduce the TT-rank r ∈ N d−1 of the tensor A ∈ R (n1,...,n d−1 ) as elementwise smallest tuple such that
holds for some U i ∈ R ri−1,ni,ri for i = 1, . . . , d where we set r 0 = r d = 0. The TT rank is well defined and the tensors of fixed TT rank form a smooth manifold of dimension in O(dnr 2 ) [24] . We use this approach to tackle the curse of dimensionality.
We can use this TT tensors to represent polynomials as follows. Consider
Note that any polynomial basis x i → P i (x i ) ij , j = 1, . . . , p can be chosen for P i . For numerical reasons, we choose a set of orthogonal polynomials. In this case, we have a Parseval formular, providing a norm equivalence between L 2 and ℓ 2 , which guarantees stability of our representations and approximation schemes. However the set one-dimensional basis functions can be modified to fit better to other norms rather than L 2 .
Then p(x 1 , . . . , x d ) = n1,...,n d i1,...,i d r1,...,r d−1 k1,...,k d−1
Figure 1: Graphical representation of TT tensor train induced polynomial in four variables
is a multivariate polynomial of degree ( i n i ) − d. Using the graphical tensor network representaion, this polynomial can be interpreted as in figure 1 .
It turns out, that optimization procedures in this TT format can be solved by consecutively optimize one components while the others are fixed. This alternating least squares algorithms converges at least to a local minimum [23] . To that end, reorder the coefficients of p with respect to index j, i.e. 
Optimizing the component U j corresponds then to an optimization of the polynimial p in a subspace spanned by 
the contraction of TT representation of p. Then T α = 0 if and only if α = 2e j for some j = 1, . . . , d with α in multiindex notation and e j the jth standard unit vector. Now consider the kth matrification (or unfolding) of T .
To this end split the multiindex α = ((α 1 , . . . , α k ), (α k+1 , . . . , α d )) = : (α − , α + ) and use a (bijective) ordering of the submultiindices, i.e. i = ord(α − ) and j = ord(α + ). Then we have (Mat k (T )) ij = 0 ⇔ (α − = 2ẽ l and α + = 0) or (α − = 0 and α − =ê l ), where α − corresponds to i and α + corresponds to j and for someẽ l the lth standard unit vector in R k andê m the mth standard unit vector in R d−k .
However, α − = 0 implies i = 0. Hence, in the first row we have non zero elements. Similarly, the condition α + = 0 implies j = 0 and, hence, we have non zero elements in the first column. All together, the matrification has only in the first row and the first column non zero elements and thus is of rank 2.
Since this is true for any matrification this defines the seperation rank s = (2, . . . , 2). According to [24] the seperation rank equals the TT rank.
Solving the Bellman principle with Variational Monte Carlo
In order to solve (19) we need to consider the minimal residual problem
The high-dimensional integration can be done by the TT-cross algorithm, which was done in [14] for a Galerkin scheme. However, we follow the argumentation from [15] and introduce the surrogate functional
As v ∈ L 2 (Ω) we know that v has bounded norm. Hence, we can intersect our finite dimensional approximation class M with a closed ball B(0, 2R) where R is a bound on v . This intersection is then compact. Due to a mean value theorem for Banach spaces [13] and the differentiability of our cost functional we fulfill all assumptions of [15] . Then we can give some bounds on errors in probability.
with c 1 , c 2 , γ, Γ are regularity constants of the assumptions in [15] and µ is the covering number.
Then by Lemma 4.21 in [15] and with E 2 best ≤ ǫ, we get 
Variations of the VMC equation
We first consider the VMC equation in a linear ansatz space. We distinguish between the formulation in the function space, where we denote the loss functional by R N (v), and the formulation in the coefficient space, where v is represented by its coefficients in some appropriate basis. To this end we define v(
a basis of an appropriate M dimensional ansatz space. We obtain an equivalent loss functional, which we denote by R N (c). The least squares loss functional in function space is given by
where R(x i ) is the trapezodial or some other quadrature rule operator. The formulation of the loss functional in coefficient space is
It is well known that the minimizer of this functional is attained by c such that A T Ac = A T R.
We now derive some variations of this loss functional, where more information is encoded and focus on the formulation in function space. We know that v(0) = 0 and Dv(0) = 0, and thus we introduce penalty terms for constant and linear polynomials. Note that in the case of linear ansatz spaces, we could simply not include the constant and linear polynomials. However, this will later not be possible. In order to circumvent overfitting, we add a penalty term for the norm of the value functionR
. If we choose the basis b to be orthonormal with respect to H 1 (Ω), we can represent the last term of the loss functional in coefficient space using Parseval's identity:
The VMC equation on the TT Manifold
In the TT case with fixed rank we do not have a linear ansatz space and thus the solution to the problem is not found as easily. We can still fomulate R N (v), but the coefficient representation of the loss functional demands further clarification. The alternating least squares algorithm solves this problem by reducing the nonlinear least squares problem to a sequence of several small linear problems, where the above formulation is valid. This is done by using the multilinearity of tensor spaces. If we fix every component of the tensor train except one, the remaining ansatz space becomes linear and low-dimensional. For the small problem we can use the above formulation of R N (c). More precisely, from figure 2, we see that by fixing every core except for one, we obtain a local polynomial basis, which we denote by b(x). The dimension of this basis is r 1 · r 2 · n 2 , where n 2 is the degree of the one-dimensional polynomials used in the second dimension. This is again a linear ansatz space and the above formulation ofR N (c) is valid, c.f. [23] for details of the algorithm. Once every core has been optimized once, we say that one half sweep is complete. Similarly, two half sweeps yield one sweep.
The algorithm is summarized as follows Algorithm 8 (Basic policy iteration). Start with an initial stabilizing control α 0 and initialize v 0 , e.g. by the Riccati solution. Do until v k − v k+1 F < tol 1. Solve (26) using the ALS algorithm.
2. Update the policy according to α k+1 = − 1 2λ (h(x)) T ∇v(x).
A preconditioner of the Bellman equation
In order to simplify notation, we consider the undiscounted problem. For small time step τ , the Koopman operator is close to the identity operator and thus the underlying equation
, arranged in an order 3 tensor of dimension r 1 · n 2 · r 2 , where n 2 is the degree of the one-dimensional polynomials used in the second dimension.
is badly conditioned. Assuming that (Id − K α τ ) is invertible we know that the inverse is the Neumann series
In the same manner we obtain From this equation we see that calculating longer trajectories can be seen as a preconditioner of the Bellman equation. This observation can of course also be used in the variational monte carlo ansatz. Remark 9. Note that due to the Neumann series, we can solve (27) pointwise by calculating whole trajectories. In this case, the VMC ansatz reduces to fitting the ansatz function into the evaluation points. The numerics of this approach will however not be presented in this paper, but instead in a forthcoming paper.
Numerical results
We present results of numerical studies for different optimal control problems. For the implementation of the tensor networks we use the open source c++ library xerus [25] . The calculations were performed on a AMD Phenom II 6x 3.20GHz, 8 GB RAM openSUSE Leap 15.0 Linux distribution.
In every test we consider a cost functional of the form arg min
and a PDE, which we denote here asẋ = f (x) + g(x)u, x ∈ Ω. As the first step we discretize the PDE in space, such that we obtain a finite dimensional system of ODEs, which we also denote asẋ = f (x) + g(x)u, x ∈ R n . Note that in order to fight the curse of dimensionality we apply tensor methods. Thus, we do not use an advanced method of discretization and instead use simple finite differences methods. We implement Algorithm 10 for the spatially discretized PDE. As polynomial ansatz spaces we use the tensor product of one-dimensional H 1 -orthogonal polynomials as described in section 4. The degree of the one-dimensional polynomials is specified in the test cases.
Test 1: Viscous Burgers'-like equation
As underlying equation we use a one-dimensional Viscous Burgers'-like equation similar to [27, Test 1] with Dirichlet boundary condition. Solve (28) for x ∈ Ω = L 2 (−1, 1) subject tȯ
with Dirichlet boundary condition and χ = χ(x) is the characteristic function w.r.t. ω = [−0.5, 0.2] ⊂ [−1, 1]. We choose σ = 0.2. We use a finite differences grid with n ∈ N grid points to discretize the spatial domain, such that we obtain a system of n ordinary differential equations. Using the step-size h = 2 n+1 we get a finite dimensional approximation of the term x(t) 2 H in the cost functional. For this test we choose a spatial dimension of n = 32. As the underlying equation is nonlinear, our ansatz for the value function is the tensor product of polynomials up to degree 4. The internal ranks chosen are [3, 4, 5, 5, 5, 6, 6, 6, 6, 7, 7, 7, 7, 7, 7, 7, 7, 7, 7, 6, 6, 6, 6, 6, 6, 6, 5, 5, 5, 4, 3] .
We stress that the choice of ranks is in this case arbitrarily chosen and corresponds to the ranks of the LQR controller in TT-format, rounded with threshold 10 −6 . We solve the HJB equation in 32 dimensions on the set [−3, 3] n . While the full ansatz space has dimension 5 32 , the TT has 5395 degrees of freedom. We test two different loss functionals. First we choose the loss functional (26) with δ 1 = δ 2 = 100. We choose δ 3 to be adaptive. In the beginning of one sweep, we calculate the residuumR N (v) and then set δ 3 = 10 −6R N (v) and keep it constant until the sweep is complete. We denote the resulting value function by V L2 and 32768 quasi Monte Carlo samples.
For the second loss functional we incorporate information about χ T ω ∇v into the loss functional. As χ ω ∈ R n is in our case a vector, we want the derivative of v to be accurate in the direction of χ ω . Denoting for a sample x i bỹ
and plugging R H 1 N into (26) . For this cost functional we choose 16384 quasi monte carlo samples and denote the value function by V H1 . For every sample we calculate a trajectory with 1000 steps of size τ = 0.01 using the classical Runge-Kutta 4 method. We report that when we ran the same algorithms with only 100 steps, the resulting controls where not better than the LQR controller. This shows the effect of the preconditioner, c.f. section 6. In both cases we stop after 100 policy updates, where the relative difference between value functions was 10 −3 . Note that so many iterations were necessary, because we stopped the ALS algorithm after 20 ALS sweeps, where the solution was not exact.
From figure 3 we deduce that for certain initial values, significant improvement of cost is possible for both cost functional with the highest improvment being 9.2% of the cost. In both cases the H 1 cost functional gave small performance improvements. In figure 3d we also plot the difference between estimated cost, which is v(x) and real cost, which is J (x, α(x)), i.e. |v(x) − J (x, α(x))| 2 . Here, we again notice that for these initial values our calculated value functions are more accurate than the Riccati value function.
Finally, we test the feedback law for random initial values. Note that because of the diffusion, equally distributed samples and normally distributed samples yield low cost and in this case no improvements of the cost is to be expected. Thus we use a special distribution of initial values that we specify now. For every initial value we choose an equally distributed integer between 2 and 20. This number is the degree of a random polynomial. Next we choose a polynomial with normal distributed coefficients of the degree we chose. As this polynomialp has its maximum in the interval [−1, 1] on the boundary with high probability, and the PDE we consider has Dirichlet boundary, we modify the polynomial in the following way p(x) :=p(x)(x − 1)(x + 1), such that we have p(0) = p(1) = 0. Finally, we rescale p such that its maximum in [−1, 1] is 2.75. In order to have an idea how these initial values look, we plotted 10 initial values in figure 4a. In figure 4 we compare the performance of the controllers for 1000 random initial values. For x ∼ U(−3, 3), no significant improvements in cost are visible, while the cost prediction for our value functions is more exact. The improvements are, however, not significant for these initial values. For x distributed in the way described above there is a visible difference. On average, 6% of the cost is saved by V L2 and V H1 . Moreover, the value functions are more exact.
Test 2: Unstable Schlögl like system
We consider a Schlögl like system with Neumann boundary condition, c.f. [27, Test 2] . Solve (28) for x ∈ Ω = L 2 (−1, 1) subject toẋ Here, we use the same discretization as in section 7.1. The constants are the same except for σ = 1, ω = [−0.4, 0.4].
Again, an ansatz of polynomials up to degree 4 is used. We choose the same ranks as in the last test [3, 4, 5, 5, 5, 6, 6, 6, 6, 7, 7, 7, 7, 7, 7, 7, 7, 7, 7, 6, 6, 6, 6, 6, 6, 6, 5, 5, 5, 4, 3] and solve the HJB on [−2, 2] 32 . We calculate V L2 and V H1 as before only change the step size τ = 0.001 and δ 3 = 10 −3R N (v). Note that as this system is unstable, the LQR controller is not stabilizing on the whole integration area. This is why we use as initial controller 10 · V LQR , which generates a more stabilizing control.
We run similar tests as before, visualized in figure 5 . Again, for both the V L2 and the V H1 controller, significant improvement in cost is noticable, with the highes being approximately 50% of the cost saved compared to the LQR controller. Next we again test random initial values. We are using the same setup as in test 7.1. The normalization of the polynomial random initial values is changed to 1.75 instead of 2.75 because the integration area was changed. We report that for these initial values the LQR controller was not stabilizing in 53 out of 100 initial values. Thus we cannot report average improvement compared with the LQR controller, but instead report that our controllers yielded better cost than the LQR controller for every initial value and was stabilizing for every initial value. As a next step, we can obtain a model of reduced order by truncating some dimensions, if the coordinate transformation is obtained from a method for reduced order, like diagonalizing the Riccati matrix, POD or balanced truncation. Denoting the projection into the reduced space again as P ∈ R m,n and the injection into the state space I p = P T , we can find a reduced value function v : R m → R corresponding to the real dynamics with observer:
We obtain a feedback law α(y). Moreover, we obtain a reduced systeṁ
that can be used to fasten up the policy iteration.
Extending the dimensions of the HJB equation
The reduced system above can yield a good approximation of the dynamics. However, it might be improvable, if we carefully add dimensions to the system.
The coordinate transform described in section 8 yields a sort of hierarchical basis B n = {b 1 , . . . , b n }. We denote reduced basis for r < n by B r = {b 1 , . . . , b r } ⊂ B n and the solution of the HJB equation on the reduced state space R r by v r . We can embed v r into the state space R r+1 , by adding a single core with rank 1 to v r . Say v r = U 1 (P (x 1 )) · U 2 (P (x 2 )) · · · · · U r (P (x r )), the embedded value function v e r has a representation v e r = U 1 (P (x 1 )) · U 2 (P (x 2 )) · · · · · U r (P (x r )) · U r+1 (P (x r+1 )),
This observation is of great importance for improving the condition of the HJB equation, c.f. Algorithm 10 and of course it can also be used to embed the value function into the full state space.
We now show the effect of this approach for two examples, a simple LQR problem and a nonlinear problem.
Test 3: Linear quadratic problem
We test the impact of the thoughts from section 8. 
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For this test we choose σ = 0.2 and
where ω 1 = [−1, 1]×[0, 1] and ω 2 = [−1, 1]×[−1, 0] and χ is the characteristic function on R n . Using 15 2 = 225 grid points, the discretized areas where the controls act are visualized in figure 7a . We study the effect of the reduced model in combination with different cost parameters. First we choose the regularization parameter in (28) to be λ = 0.1.
It is well known that the Riccati controller (LQR) yields an optimal solution and we can only expect to obtain a similar solution. Thus the task is finding a representation of the LQR controller in the TT-format. We preprocess the PDE using the diagonalization of the Riccati matrix, as described in section 8. The decay of singular values is slow, as seen in figure 7b , and thus we do not expect good recovery of the value function in low dimensions. As the value function in the LQR case is a homogenous quadratic polynomal, the tensor product of polynomials up to degree 2 is a promising ansatz. Moreover, because of the diagonalization of the Riccati matrix and Lemma 4.1, we know that the value function is a TT of rank 2. Thus we are able to solve the HJB in 150 dimensions with only 16384 samples. We stress that this problem with the additional preprocessing is a sandbox problem, which can be solved easily using specialized methods, as the diagonalization of the Riccati matrix makes the value function essentially a polynomial in 225 degrees of freedom. This problem does, however, allow us to study the discrepancy between the dimension of the value function and the dimension of the controller. The TT ansatz not optimal for these quadratic problems, because it ignores a lot of structure that is known beforehand. Thus instead of searching in the space of homogeneous polynomials of degree two, we search for the value function in a space in dimension 3 150 . As our aim is nonlinear problems, where the exact structure of the value function is not known, we still use this ansatz.
Because of the Dirichlet boundary condition, the zero control is stabilizing in this case. Thus we start Algorithm 10 with the zero control and a four dimensional value function. Note that for this problem it was sufficient to use trajectories of 10 steps of length τ = 0.001. Although the singular values do not decay in a fast way, we obtain exact recovery of the optimal controls as seen in figure 7 in low dimensions. Note that while the initial value seems to be arbitrarily chosen, it is in fact x 0 = P −1 1, i.e. the injection of the vector with every entry equal to one from the transformed space into the state space. We stress that in by solving the HJB in 6 dimensions yields a controller with 0.00035% more relative cost compared to the optimal controller. However, the Bellman error decreases slowly with increasing of dimensions. This observation goes hand in hand with the slow decay of the singular values. We change the setup by setting λ = 10 −3 . Here, we observe a different behavior, as seen in figure 8 . We see that in this case more dimensions are needed for finding an optimal controller. In fact, in order to again obtain an accuracy of 0.00035%, now 46 dimensions are needed. We report that the decay of the Bellman error was comparable to before, which again goes hand in hand with the decay of the singular values. We see, that while the value function is a high-dimensional function, low-dimensional approximations can still yield close to optimal controls. Finding a way to abuse the discrepancy between the controller's and the value function's dimension will be a concern for future work. Relative difference to optimal cost (b) Relative difference between the optimal cost (LQR) and the reduced HJB controller. Relative difference to optimal cost (b) Relative difference between the optimal cost (LQR) and the reduced HJB controller. Figure 8 : The generated controls for different initial values.
Conclusion
We have proven that the policy iteration is an algorithm that converges in a general setting. Moreover, we have proven convergence of a projected policy iteration in a least squares setting. Solving the HJB via the method of characteristics is a starting point for model free controlling. Using Variational Monte Carlo an easy implementation of the algorithm is possible and in our numerical study, we have empirically shown that for nonlinear tensor ansatz spaces the algorithm is indeed converging.
We have observed that the LQR controller works surprisingly good even in the nonlinear case. And need careful and accurate treatment of our equations to beat this controller. Further it is expected that the present value functions are very smooth or even analytic. Our present approach is closely related to dynamical programming and reinforcement learning, but with some essential modifications. Indeed modern tools from machine learning like deep neural network can be applied instead of hierarchical tensor representations. We have doubts that a deep neural network with stochastic gradient optimization can produce such accurate results in a comparable setting, e.g number of samples. For such smooth functions sparse polynomial approximations seems to be promising, too. This may change when imposing control inequality constraints or bang-bang control, where the ReLu activation function even appears in the definition of the problem.
In order to approach real high-dimensional problems, we are planning to do a more in depth numerical study of this problem, and dimension reduction and reduced ansatz spaces in the near future. While they are not included in this paper, first tests of the reduced order systems for nonlinear problems yield promising results.
Here is the proof for Lemma 2.4.
Proof. Fix a policy α and τ > 0. We denote by K = K α τ the Koopman operator and by Φ = Φ α τ the flow of the closed-loop system. Let f ∈ L ∞ (Ω ν ) and x ∈ Ω ν . Then by definition of Ω ν it holds that Φ(x) ∈ Ω ν and thus Φ(Ω ν ) ⊂ Ω ν . Finally we obtain We give the proof of Theorem 3.6.
Proof. We combine the proof of Theorem 3.4 and Theorem 3.5.
In analogy to the proof of Theorem 3.4 we define The convergence in order again follows from the Dedekind super completeness.
We now give a more detailed insight into some ALS variations we use for the numerical tests. From section 8, we see that the coordinate transformation yields a hierarchical basis of the state space, where the basis functions are sorted by importance (for the linearized system). Following the argumentation from section 8.1, we deduce the following algorithm for the Policy Iteration (P.I.) Algorithm 10 (P. I. with increased dimension). Choose r < n and α 0 stabilizing. Do until r = r max ≤ n.
Algorithm 11 (P. I. with increased sweep range and rank adaptivity). Choose r < n and V 0 stabilizing. Do until V k+1 < V k < tol or r = r max ≤ n.
Do until
k by minimizing (25) w.r.t α j using ALS for the first r cores until certain precision as in algorithm (8) Bellman error squared
