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Die DNA besteht aus zwei verbundenen, langen Ketten aus sogenannten Nukleo-
tiden. Die einzelnen Nukleotide unterscheiden sich dadurch, welche der vier Basen
Adenin (A), Guanin (G), Cytosin (C) und Thymin (T) an sie gekoppelt ist. Jedes
Nukleotid des einen Stranges ist mit einem aus dem anderen verbunden, wobei A
und T sowie C und G aneinander binden ko¨nnen. Durch diese Bindung ergibt sich
ein Doppelstrang, in dem jeder der beiden einzelnen Stra¨nge aus dem anderen rekon-
struiert werden kann. Jeweils drei aufeinanderfolgende solcher Basenpaare kodieren
ein Protein. Abbildung 1 zeigt ein Beispiel fu¨r einen solchen Doppelstrang. Wir be-
schra¨nken uns in der Darstellung auf die Basen, da der Rest des Moleku¨ls fu¨r unsere
Zwecke unerheblich ist.
→ A C G A C T T A →
← T G C T G A A T ←
 
 
Abbildung 1: Beispiel fu¨r einen DNA-Doppelstrang
Weite Teile des menschlichen Erbgutes, u¨ber 90%, sind immer gleich. Bei genetisch
bedingten Krankheiten spielen die sogenannten “single nucleotide polymorphisms”
(SNP) eine wichtige Rolle. Ein SNP ist ein abweichendes Basenpaar in diesen kon-
stanten Bereichen des Erbgutes, wie etwa das in Abbildung 1 eingerahmte Paar. Bei-
spielsweise wird Sichelzellenana¨mie durch einen solchen SNP verursacht. Die Analyse
von SNPs ist folglich ein medizinisch wichtiges Gebiet. Dazu muß ein einzelnes Ba-
senpaar aus einem DNA-Strang ausgelesen werden. Das heute ga¨ngige Verfahren
dazu ist, den Doppelstrang in die beiden einzelnen Stra¨nge zu zerlegen und durch
Experimente herauszufinden, welche Base an der zu untersuchenden Stelle bindet.
Dafu¨r beno¨tigt man einen sogenannten Primer, der neben der fraglichen Stelle an den
Strang bindet (Abbildung 1). Zusammen mit Primern und markierten Basen kann
in weiteren Arbeitsschritten ermittelt werden, welche Base an der Stelle auftritt, da
sich die Base im DNA-Strang aus den Bindungsregeln ergibt.
Bei der Wahl der Primer gibt es zwei Faktoren, die variiert werden ko¨nnen. Zum
einen kann der Primer unterschiedlich lang gewa¨hlt werden, zum anderen hat man
die Wahl, aus welchem der beiden Einzelstra¨nge die entsprechende Position ausge-
lesen wird. Typische Primer umfassen etwa 25 Nukleotide.
Um herauszufinden, ob eine Krankheit genetisch bedingt ist und gegebenenfalls die
auslo¨senden Gene zu finden, mu¨ssen in einem DNA-Strang sehr viele solcher Ab-
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Einleitung
→ A C G A C T T A →
← ?>=<89:;? G A A ←  
Abbildung 2: Ein Primer (unten eingerahmt) bindet neben der zu analysierenden
Stelle an den DNA-Strang
fragen durchgefu¨hrt werden. Aus zeitlichen wie auch o¨konomischen Gru¨nden sollen
mo¨glichst viele der dafu¨r notwendigen Abfragen gleichzeitig in einem Vorgang durch-
gefu¨hrt werden. Ein Problem stellt dabei die Wahl der Primer dar, denn es mu¨ssen
einige Punkte von allen Primern erfu¨llt werden:
• die Primer du¨rfen nur an der jeweils auszulesenden Stelle binden
• sie du¨rfen nicht untereinander binden
• die unterschiedlichen Primer mu¨ssen in etwa bei gleichen Bedingungen wie
Temperatur etc. binden.
Wenn Primer nicht miteinander vertra¨glich sind, ko¨nnen diese zwei Abfragen nicht
in demselben Vorgang erfolgen. Um mo¨glichst viele Analysen in einem Experiment
durchfu¨hren zu ko¨nnen, mu¨ssen die Primer folglich so gewa¨hlt werden, daß diese
Konflikte vermieden werden und gleichzeitig nur eine geringe Anzahl unterschiedli-
cher Experimente notwendig wird.
In [6] wird ein graphentheoretisches Modell vorgestellt, mit dem sich das Problem
der Primer-Auswahl lo¨sen la¨ßt. Dabei werden die mo¨glichen Primer fu¨r ein Basen-
paar als eine Gruppe von Knoten aufgefaßt, ein Konflikt wird durch die Verbindung
dieser zwei Primer modelliert. Ziel ist es, aus jeder Gruppe einen Primer so aus-
zuwa¨hlen, daß die gewa¨hlten Primer in mo¨glichst wenige Gruppen eingeteilt werden
ko¨nnen und daß zwischen den Primern einer Gruppe keine Konflikte auftreten.
Dieses Modell fu¨hrt zu einer Verallgemeinerung eines der klassischen Probleme der
Graphentheorie. Diese Verallgemeinerung ist u¨ber diese konkrete Anwendung hinaus
interessant und lohnt daher auch eine isolierte Betrachtung. Im folgenden wird nach
einer kurzen Einfu¨hrung in die grundlegenden mathematischen Konzepte und das
mathematische Modell in Kapitel 3 die generelle Schwierigkeit des Problems analy-
siert. In Kapitel 4 werden wir die bekannten und zwei neue Heuristiken vorstellen,




1.1 Grundlagen der Graphentheorie
1.1.1 Begriffe und Notationen
Graphen
Ein Graph ist ein Tupel G = (V,E) bestehend aus einer endlichen Menge V und
E ⊂ {{v, w} ∈ V : v 6= w}. Die v ∈ V heißen Knoten, die Elemente von E die
Kanten des Graphen. Oft werden die Knoten als Punkte in der Ebene und Kanten
als Linien zwischen den entsprechenden Punkten dargestellt.
Die Koten w ∈ V , fu¨r die {v, w} ∈ E gilt, heißen die Nachbarn von v in G. Die
Menge der Nachbarn von v wird mit δ(v) notiert. Zwei benachbarte Knoten werden
auch adjazent genannt. Die Knoten v und w bezeichnet man als die Endpunkte der
Kante {v, w}.
Der Grad eines Knotens v ist d(v) = |δ(v)|. Knoten mit Grad 0 werden isoliert
genannt.
Teilgraphen
Oft interessiert man sich fu¨r Teilmengen eines Graphen. Dazu definieren wir die
Menge aller Kanten, deren Endpunkte in einer gegebenen Knotenmenge liegen und
umgekehrt:
E(V ′) = {{v, w} ∈ E : v, w ∈ V ′} fu¨r V ′ ⊂ V (1.1)
V (E ′) = {v ∈ V : ∃e ∈ E mit v ∈ e} fu¨r E ′ ⊂ E (1.2)
E(V ′) heißt die von V ′ induzierte Kantenmenge, entsprechend V (E ′) die von E ′
induzierte Knotenmenge.
Ein Teilgraph von G = (V,E) ist ein Graph G′ = (V ′, E ′) mit V ′ ⊆ V und
E ′ ⊆ E(V ′), das heißt G′ umfaßt eine Teilmenge der Knoten von G und allenfalls
Kanten, die auch in G vorhanden sind. Meistens werden wir jedoch die Teilgraphen
der Form G′ = (V ′, E(V ′)) oder G′ = (V (E ′), E ′) betrachten, die sogannten indu-
zierten Teilgraphen. Je nach Form spricht man auch von knoten- beziehungsweise
kanteninduzierten Teilgraphen.
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Besondere Knotenmengen
Wenn zwischen zwei Knoten v und w keine Kante verla¨uft, heißen die Knoten un-
abha¨ngig. Eine Menge von Knoten heißt entsprechend unabha¨ngig oder auch stabil,
wenn keine Kante zwischen ihren Elementen verla¨uft.
Das Gegenteil einer stabilen Menge sind die Cliquen. Dies sind Teilgraphen, in de-
nen alle Knoten zueinander adjazent sind. Wenn der gesamte Graph eine Clique ist,
spricht man auch von einem vollsta¨ndigen Graphen.
Ein Teilgraph ({v1, . . . , vl+1}, {e1, . . . , el}) wird als Pfad von v1 nach vl+1 bezeichnet,
wenn ei = {vi, vi+1} fu¨r 1 ≤ i ≤ l. Gilt zusa¨tzlich vi 6= vj fu¨r i 6= j, spricht man
von einem Weg. Wege sind also Pfade, in denen jeder Knoten nur einmal auftritt.
Wichtig ist, daß zwischen den Knoten eines Weges durchaus weitere Kanten verlau-
fen du¨rfen. Wenn zwischen je zwei Knoten eines Graphen ein Weg existiert, nennt
man den Graphen zusammenha¨ngend.
Eine besondere Form von Wegen sind die Kreise, bei denen Start- und Endpunkt des
Pfades identisch sind. Wie schon bei Wegen ko¨nnen weitere Kanten zwischen den
Knoten eines Kreises existieren. Oft wird auch nur die Knoten- oder Kantenmenge
eines Kreises als Kreis bezeichnet.
Spezielle Graphen
Ein Graph wird als Baum bezeichnet, wenn er zusammenha¨ngend und kreisfrei ist.
Ist der Zusammenhang nicht gegeben, spricht man von einem Wald.
Definition 1.1 (bipartite und n-partite Graphen). Ein Graph G = (V,E) heißt
bipartit wenn es eine Partition der Knotenmenge V = V1∪˙V2 gibt (mit V1 ∩V2 = ∅),
so daß oBdA gilt {v, w} ∈ E ⇔ v ∈ V1, w ∈ V2.
Allgemeiner heißt ein Graph n-partit, wenn die Knotenmenge so in V1, . . . , Vn par-
titioniert werden kann, daß {v, w} ∈ E mit v ∈ Vi, w ∈ Vj nur dann mo¨glich ist,
wenn i 6= j.
Satz 1.2 (Ko¨nig, [8]). Ein Graph ist genau dann bipartit, wenn er keinen Kreis
ungerader La¨nge entha¨lt. Es existiert ein Linearzeit-Algorithmus, der zu einem ge-
gebenen Graphen entweder eine Bipartition oder einen ungeraden Kreis findet.
1.1.2 Graphenfa¨rbungen
Das Graphenfa¨rbungsproblem ist eines der klassischen Probleme der Graphentheo-
rie. Die Aufgabe dabei ist, die Knoten so in disjunkte Gruppen einzuteilen, daß
zwischen den Knoten einer Gruppe keine Kante verla¨uft. Aus der Anschauung mo-
tiviert spricht man davon, die Knoten zu fa¨rben, wobei benachbarte Knoten un-
terschiedliche Farben erhalten mu¨ssen. Formal ist eine Fa¨rbung eine Abbildung
c : V → 1, . . . , k mit {v, w} ∈ E ⇒ c(v) 6= c(w). Wir gehen immer davon aus,
daß c surjektiv ist, also alle Werte der Bildmenge auch angenommen werden. Eine
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k-Fa¨rbung ist eine Fa¨rbung, die k Farben benutzt. Es ist durchaus mo¨glich, daß ein
Graph mehrere unterschiedliche k-Fa¨rbungen hat. Das Graphenfa¨rbungsproblem ist,
zu einem gegebenen Graphen das kleinste k zu bestimmen, fu¨r das eine k-Fa¨rbung
des Graphen existiert.
Definition 1.3 (χ(G)). Sei G = (V,E) ein Graph. Die chromatische Zahl χ(G) ist
die kleinste Anzahl Farben, mit der G gefa¨rbt werden kann:
χ(G) = min {k ∈ N : es existiert eine k-Fa¨rbung von G} (1.3)
Das Graphenfa¨rbungsproblem ist also das Problem, χ(G) zu bestimmen.
Bemerkung. Im Kontext der Graphenfa¨rbung sind die bipartiten Graphen genau
die Graphen, die 2-fa¨rbbar sind. Die chromatische Zahl eines n-partiten Graphen
ist ho¨chstens n. Da die Kanten nur zwischen Knoten aus verschiedenen Partitionen
verlaufen, ist es eine zula¨ssige Fa¨rbung, fu¨r jede Partition eine Farbe einzufu¨hren
und diese allen Knoten der Partition zuzuweisen.
Knoten mit derselben Farbe sind per Definition paarweise unabha¨ngig und bilden
eine stabile Menge. Diese Mengen werden die Farbklassen der Fa¨rbung genannt.
Graphenfa¨rbungen werden bei vielen Optimierungsproblemen zur Modellierung be-
nutzt, insbesondere bei Routing- und Schedulingproblemen. Allerdings ist das Gra-
phenfa¨rbungsproblem selbst bereits schwierig:
Satz 1.4 (R. Karp, [7]). Das Graphenfa¨rbungsproblem ist NP-vollsta¨ndig.
1.2 Modellierung des Primer-Designs
Das Problem des Primer-Designs hat zwei Kernbestandteile. Zum einen mu¨ssen die
Primer gewa¨hlt werden, zum anderen mu¨ssen die gewa¨hlten Elemente in Grup-
pen eingeteilt werden, die jeweils nur miteinander vertra¨gliche Primer enthalten.
In [6] beschreiben Kaderali, Deshpande, Nolan und White ein graphentheoreti-
sches Modell fu¨r dieses Problem, das eine Verallgemeinerung des klassischen Gra-
phenfa¨rbungsproblems darstellt.
Das Graphenfa¨rbungsproblem eignet sich sehr gut, um die Gruppeneinteilung zu mo-
dellieren. Dazu muß ein Graph konstruiert werden, der die Problemstruktur wider-
spiegelt. Eine Mo¨glichkeit dazu ist, jeden Knoten des Graphen mit einem gewa¨hlten
Primer zu identifizieren. Zwei Knoten werden genau dann durch eine Kante verbun-
den, wenn die entsprechenden Primer nicht miteinander vertra¨glich sind, also nicht
beide gemeinsam in einem Experiment eingesetzt werden ko¨nnen.
Es ist leicht zu sehen, daß jede zula¨ssige Gruppeneinteilung der Primer einer Fa¨rbung
des Graphen entspricht, wobei jede Gruppe genau die Knoten einer Farbe umfaßt.
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Diese A¨quivalenz folgt unmittelbar aus der Tatsache, daß die entsprechenden Kno-
ten nur dann dieselbe Farbe haben ko¨nnen, wenn sie keine Kante verbindet. Da-
mit ko¨nnen nach Konstruktion Knoten einer Farbe nie zu unvertra¨glichen Primern
geho¨ren. Andererseits kann eine Gruppe paarweise vertra¨glicher Primer stets diesel-
be Farbe erhalten. Somit entspricht die kleinste Anzahl notwendiger Experimente
genau der chromatischen Zahl des auf diese Art konstruierten Graphen.
Zusa¨tzlich zur Gruppeneinteilung besteht das Problem, fu¨r jedes zu analysierende
Nukleotid im DNA-Strang einen Primer aus einer ganzen Gruppe von Kandidaten
zu wa¨hlen. Dabei soll die Wahl natu¨rlich so erfolgen, daß die gewa¨hlten Primer
in mo¨glichst wenige Gruppen eingeteilt werden ko¨nnen. Im Bezug auf das gerade
beschriebene Fa¨rbungsproblem heißt dies, daß die chromatische Zahl des von den
ausgewa¨hlten Primern induzierten Graphen so klein wie mo¨glich sein soll. Die Kom-
bination der beiden Probleme fu¨hrt zu einer Variante des Fa¨rbungsproblems. Der
Graph wird wie vorhin so konstruiert, daß die Knoten den Primern und die Kanten
den Konflikten entsprechen. Der einzige Unterschied ist, daß der Graph nun statt der
gewa¨hlten Primer alle mo¨glichen Kandidaten entha¨lt. In diesem Graphen muß bei
der Gruppeneinteilung nicht jedem Knoten eine Farbe zugewiesen werden, schließ-
lich wird nur je ein Primer fu¨r jedes auszulesende Nukleotid beno¨tigt. Man hat bei
der Fa¨rbung also die Wahl zwischen mehreren Knoten, die alle zu Primern fu¨r die-
selbe Stelle im DNA-Strang geho¨ren, aus denen nur jeweils einer ausgesucht werden
muß. Wichtig ist nur, daß zu jedem Nukleotid auch ein Primer gewa¨hlt wird.
Damit entsteht eine Variante des Graphenfa¨rbungsproblems, in dem die Knoten-
menge in mehrere Gruppen zerfa¨llt, hier eben die Primer fu¨r eine bestimmte Stelle.
Die Aufgabe ist, aus jeder dieser Gruppen je einen Knoten so zu wa¨hlen, daß diese
ausgesuchten Knoten mit mo¨glichst wenigen Farben gefa¨rbt werden ko¨nnen. Diese
Variante des Graphenfa¨rbungsproblem wird als Partition Coloring Problem bezeich-
net.
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(b) Eine Fa¨rbung des Graphen
Abbildung 1.1: Beispiel fu¨r das verallgemeinerte Fa¨rbungsproblem. 1.1(a): Alle
Knoten mit derselben Nummer bilden eine Gruppe, aus der jeweils






Das Partition Coloring Problem ist ein Beispiel fu¨r die Verallgemeinerung graphen-
theoretischer Fragestellungen auf partitionierte Graphen. In vielen Fa¨llen kann man
den Lo¨sungsbegriff so anpassen, daß in einer Optimallo¨sung mindestens ein Knoten
aus jedem Block auftreten muß.
2.1 Verallgemeinerte aufspannende Ba¨ume
Die Frage nach einem minimal gewichteten aufspannenden Baum ist eine der a¨ltesten
Fragestellungen in der Graphentheorie. Wenn ein ungerichteter Graph G = (V,E)
und eine Gewichtsfunktion c : E → R+ gegeben sind, soll ein kreisfreier, zusam-
menha¨ngender Teilgraph von G gefunden werden, der minimales Gewicht hat. Die-
ses Problem ist mit Greedyalgorithmen effizient lo¨sbar, siehe z.B. [9], Kapitel 6.
Die Verallgemeinerung dieses Problems auf partitionierte Graphen ist in den letz-
ten Jahren ausfu¨hrlich erforscht worden, da diese beim Design von VLSI-Chips und
Netzwerken auftritt. Die Forderung nach einem aufspannenden Baum wird wie oben
beschrieben so abgeschwa¨cht, daß der optimale Baum nur mindestens einen Knoten
aus jeder Partition enthalten muß. Dieses verallgemeinerte Problem wird als gene-
ralized minimum spanning tree oder auch group Steiner tree problem bezeichnet,
wobei die erste Formulierung benutzt wird um anzuzeigen, daß genau ein Knoten
aus jedem Block gewa¨hlt werden soll.
Die erste Formulierung des allgemeinen Problems stammt von Reich und Widmayer
[13], die auch bewiesen haben, daß das verallgemeinerte Problem im Gegensatz zur
Berechnung der u¨blichen minimalen aufspannenden Ba¨ume NP-vollsta¨ndig ist. Im
Jahr 2000 haben Garg, Konjevod und Ravi ein Verfahren mit polylogarithmischer
Approximationsgu¨te fu¨r das group Steiner tree problem vorgestellt [4].
Das group Steiner tree Problem kann selbst weiter verallgemeinert werden. So haben
z.B. Konjevod und Ravi auch das Covering Steiner Problem untersucht, bei dem aus
jeder Partition eine bestimmte Anzahl Knoten gewa¨hlt werden muß. Penn und Ro-
zenfeld [12] stellten 2003 einen Algorithmus zur Approximation einer Variante vor,
bei der eine bestimmte Menge Pfade zwischen den Repra¨sentanten existieren soll.
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2.2 Partitionierte Matchings
Ein Matching in einem Graphen G = (V,E) ist eine Teilmenge von Kanten, so daß
keine zwei Kanten einen Knoten gemeinsam haben. Das Matchingproblem ist ein
weiteres klassisches Problem in der Graphentheorie. Es ist sehr genau erforscht, sie-
he wiederum [9]. Die bekanntesten Varianten sind das Kardinalita¨tsmatching, bei
dem nach einem Matching mit mo¨glichst vielen Kanten gesucht wird, und das ge-
wichtete Matchingproblem. Alle diese Varianten des Problems sind effizient lo¨sbar.
Auch bei diesem Problem ist die Verallgemeinerung auf partitionierte Graphen of-
fensichtlich. Wie auch beim Graphenfa¨rbungsproblem, das in den folgenden Kapiteln




Das Partion Coloring Problem (PCP)
3.1 Problembeschreibung
Wir betrachten wie in Kapitel 1 dargestellt ein Graphenfa¨rbungsproblem, bei dem
nur je ein Knoten aus einer ganzen Gruppe gefa¨rbt werden muß. In diesem Abschnitt
werden wir einige fundamentale Eigenschaften des Problems vorstellen und anschlie-
ßend einige Resultate zur Komplexita¨t des gesamten Problems sowie der Berechnung
unterer Schranken vorstellen. Zuna¨chst beno¨tigen wir jedoch einige Begriffe.
Definition 3.1 (partionierter Graph). Sei G = (V,E) ein Graph. Wir nennen den
Graphen partitioniert, wenn eine Einteilung der Knotenmenge V in k disjunkte




Vi und Vi ∩ Vj = ∅ wenn i 6= j
Die einzelnen Partitionen Vi nennen wir Blo¨cke, die Anzahl k der Blo¨cke die Blockzahl
des Graphen.
Definition 3.2 (Repra¨sentantensytem). Sei G = (V = V1∪˙ · · · ∪˙Vk, E) ein partitio-
nierter Graph. Ein Repra¨sentantensystem fu¨r G ist eine Knotenmenge R ⊂ V , die
aus jeder der Partitionen Vi genau einen Knoten entha¨lt, also |R ∩ Vi| = 1 fu¨r alle
i im Bereich 1, . . . , k. Jeder Knoten in R heißt der Repra¨sentant seines jeweiligen
Blockes.
Definition 3.3 (Partition Coloring Problem). Sei G = (V = V1∪˙ · · · ∪˙Vk, E) ein
partitionierter Graph. Wir betrachten das Problem, ein Repra¨sentantensystem mit
minimaler chromatischer Zahl zu finden und eine optimale Fa¨rbung anzugeben. Die-
ses Problem wird als Partition Coloring Problem (kurz: PCP) bezeichnet. Die
kleinste chromatische Zahl eines Repra¨sentantentsystems bezeichnen wir mit χP (G),
das heißt
χP (G) = min
R
χ(R,E(R)) mit |R ∩ Vi| = 1 fu¨r alle i (3.1)
Das Partition Coloring Problem ist somit, χP zu bestimmen und ein Repra¨sentan-
tensystem zu finden, fu¨r das das Minimum in (3.1) angenommen wird.
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Abbildung 3.1: Unterschied zwischen χP -Fa¨rbung und χ-Fa¨rbung eines Graphen
3.2 Unterschiede zwischen χ und χP
Es ist klar, daß in jedem Graphen χP (G) ≤ χ(G) gilt. Wenn eine optimale Fa¨rbung
des gesamten Graphen G gegeben ist, ist jeder Knoten zula¨ssig mit einer Farbe aus
dem Bereich 1, . . . , χ(G) gefa¨rbt. Folglich ist auch jeder Teilgraph zula¨ssig gefa¨rbt,
und kann auf keinen Fall mehr Farben erfordern.
Ein einfacher Graph, in dem χP < χ gilt, wird in Abbildung 3.1 gezeigt. Zwischen
den vier Knoten “•” verla¨uft keine Kante, und da sie alle Blo¨cke u¨berdecken, bilden
sie auch ein Repra¨sentantensystem fu¨r den Graphen. Somit gilt χP (G) = 1. Ande-
rerseits bilden die Knoten “◦” eine Clique. Fu¨r diese Knoten sind also bereits vier
Farben notwendig. Man sieht leicht, daß vier Farben auch fu¨r den gesamten Graphen
ausreichen, und folglich gilt χ(G) = 4.
An diesem Graph kann man auch sehen, daß nicht unbedingt eine χ-Fa¨rbung des
ganzen Graphen existiert, in der die Knoten eines optimalen Repra¨sentantensys-
tems die Farben aus einer χP -Fa¨rbung haben. Wenn die vier Knoten mit Grad 1
mit einer einzigen Farbe gefa¨rbt werden, werden fu¨r den gesamten Graphen 5 Farben
beno¨tigt. Da jeder der vier Knoten “◦” zu einem der Knoten “•” adjazent ist, ist
die erste Farbe fu¨r keinen der Knoten aus der Clique zula¨ssig. Da diese wie bereits
beschrieben unterschiedliche Farben erhalten mu¨ssen, werden 4 zusa¨tzliche Farben
beno¨tigt.
Die Konstruktion von Abbildung 3.1 kann leicht so erweitert werden, daß die Dif-
ferenz zwischen χ(G) und χP (G) beliebig groß wird. Wir werden im Beweis des
entsprechenden Satzes allerdings eine andere Konstruktion verwenden, so daß die
erzeugten Graphen eine zusa¨tzliche Eigenschaft haben. Es soll verhindert werden,
daß die Nachbarmenge eines Knotens eine Obermenge der Nachbarn eines anderen
Knotens aus dem selben Block ist. In Abschnitt 4.2 werden wir zeigen, daß in diesem
Fall der Knoten mit der gro¨ßeren Nachbarmenge bei der Wahl eines Repra¨sentanten-
systems nicht betrachtet werden muß und aus dem Graphen entfernt werden kann.
Genau diese Situation tritt bei dem Graphen aus Abbildung 3.1 ein. Er wu¨rde so
auf die vier Knoten “•” reduziert.
Satz 3.4. Es gibt eine Folge von Graphen (Gn)n∈N, so daß χ(Gk) = k und χP (Gk) =
1 fu¨r alle k ∈ N mit k ≥ 2.
12
3.2 Unterschiede zwischen χ und χP
Beweis. Die folgenden Graphen erfu¨llen den Satz:
Gk = (Vk = V
(1) ∪˙ · · · ∪˙ V (k), Ek)
mit V (i) = {v(i)1 , v(i)2 , v(i)3 } 1 ≤ i ≤ k
Ek =
{
{v(p)1 , v(q)1 }, {v(p)3 , v(q)3 }, {v(p)2 , v(q)3 }, {v(p)2 , v(q)1 } : p 6= q
} (3.2)
Offensichtlich gilt χ(Gk) ≥ k, da die v(i)1 und v(i)3 jeweils eine Clique der Gro¨ße k
bilden. Da innerhalb jedes Blockes V (i) keine Kanten verlaufen, ist der Graph k-
partit und hat somit eine k-Fa¨rbung. Eine mo¨gliche k-Fa¨rbung ergibt sich, wenn
alle Knoten eines Blockes dieselbe Farbe erhalten.




2 verla¨uft wieder keine Kante, so daß χP (Gk) = 1.
Mit dem gleichen Argument wie eben ergibt sich auch fu¨r diese Graphen, daß keine k-
Fa¨rbung des gesamten Graphen mo¨glich ist, bei der alle v
(p)
2 dieselbe Farbe erhalten.
Denn jeder der Knoten v
(q)
3 ist zu k−1 dieser Knoten adjazent, so daß er nicht diese
Farbe erhalten kann. Da die v
(q)
3 eine Clique bilden, werden in diesem Fall mindestens
k + 1 Farben beno¨tigt.












































































































Abbildung 3.2: G3 aus Satz 3.4
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3.3 Komplexita¨t des allgemeinen PCP
Das klassische Graphenfa¨rbungsproblem kann auch als eine spezielle Form des Par-
tition Coloring Problems aufgefaßt werden. Dazu betrachtet man jeden Knoten als
eigenen Block, das heißt V = {v1}∪˙ · · · ∪˙{vn}. Bereits diese Teilmenge von Instanzen
von PCP ist NP-vollsta¨ndig (R. Karp, [7]), so daß das allgemeine Problem minde-
stens genau so schwer zu lo¨sen ist.
Satz 3.5. Das Partition Coloring Problem ist NP-vollsta¨ndig.
Beweis. Zum Beweis der NP-Vollsta¨ndigkeit eines Problems sind zwei Eigenschaften
zu zeigen:
• Das Problem muß in NP enthalten sein. Dazu muß gezeigt werden, daß fu¨r
einen Lo¨sungskandidaten effizient entschieden werden kann ob er zula¨ssig ist.
In diesem Fall bedeutet dies, daß fu¨r jede gefa¨rbte Knotenmenge schnell ge-
pru¨ft werden kann, ob sie aus jedem Block einen Knoten entha¨lt und ob die
Fa¨rbung zula¨ssig ist.
• Das Problem muß NP-schwer sein, also ein schwerstes Problem fu¨r NP. Dafu¨r
ist zu zeigen, daß alle Instanzen der Probleme in NP effizient auf Instanzen
dieses Problems abgebildet werden ko¨nnen, so daß sich die Optimallo¨sungen
entsprechen. Da zwei effiziente Abbildungen hintereinander ausgefu¨hrt wieder
eine effiziente Abbildung ergeben, langt es zu zeigen, daß die Instanzen ei-
nes NP-vollsta¨ndigen Problems entsprechend auf dieses Problem transformiert
werden ko¨nnen.
Sei G = (V1∪˙ · · · ∪˙Vk, E) ein beliebiger Graph. PCP ∈ NP , denn zu jeder Kno-
tenmenge V ′ ⊂ V kann offensichtlich in polynomieller Zeit entschieden werden, ob
aus jeder Partition mindestens ein Knoten gewa¨hlt worden ist und ob V ′ zula¨ssig
gefa¨rbt ist.
Die Behauptung folgt nun unmittelbar aus der Tatsache, daß, wie oben erwa¨hnt,
jede Instanz des Graphenfa¨rbungsproblems auch eine PCP-Instanz ist, wenn man
die triviale Partitionierung von V mit jedem Knoten als Block betrachtet. Da nach
Satz 1.4 das Graphenfa¨rbungsproblem NP-vollsta¨ndig ist, folgt die Behauptung.
In diesem Beweis nutzt man aus, daß man eine Verallgemeinerung eines schwierigen
Problems betrachtet. Die Frage ist, ob Instanzen mit gro¨ßeren Blo¨cken eventuell
einfacher zu behandeln sind. Dies ist jedoch nicht der Fall, wie die folgende Variante
des Satzes zeigt:
Satz 3.6 (Li und Simha [10]). PCP ist NP-vollsta¨ndig, auch wenn die minimale
Anzahl Knoten in einem Block mindestens c ∈ N, c > 1 ist.
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Beweis. Sei c ∈ N beliebig, aber fest gewa¨hlt und G = (V,E) ein beliebiger Graph.
Wir zeigen, daß sich das Graphenfa¨rbungsproblem auch auf eine PCP-Instanz in
einem Graphen G′ = (V ′, E ′) abbilden la¨ßt, in der jeder Block mindestens c Knoten
entha¨lt.
Den entsprechenden Graphen G′ konstruiert man, indem jeder Knoten aus V in
V ′ durch c Knoten ersetzt wird, wobei jeder dieser Knoten dieselben Nachbarn wie
der urspru¨ngliche Knoten hat. In G′ besteht jeder Block aus c Knoten, doch jedes
Repra¨sentantensystem ist isomorph zu G, so daß χP (G
′) = χ(G) ist. Abbildung 3.3



























Abbildung 3.3: Beispiel zur Konstruktion von G′ in Satz 3.6 mit c = 2
3.4 Stabile Repra¨sentantensysteme und untere
Schranken
Durch jede zula¨ssige Fa¨rbung eines Repra¨sentantensystems wird eine obere Schranke
fu¨r die Farbzahl einer Optimallo¨sung bestimmt, da auf keinen Fall mehr Farben
benutzt werden mu¨ssen. Um jedoch die Qualita¨t einer Lo¨sung abscha¨tzen zu ko¨nnen,
muß man wissen, wie groß der Abstand zum Optimum ho¨chstens ist. Dazu mu¨ssen
untere Schranken fu¨r χP bekannt sein, die man statt des Optimums zur Bewertung
heranzieht. Diese Schranken sollten selbstversta¨ndlich “mo¨glichst groß” sein, um eine
gute Na¨herung an die Optimallo¨sung χP zu liefern. Offensichtlich wird fu¨r jedes Re-
pra¨sentantensystem mindestens eine Farbe beno¨tigt, so daß 1 die triviale untere
Schranke ist.
In diesem Abschnitt werden wir zeigen, daß im Gegensatz zum klassischen Fa¨rbungs-
problem nicht effizient entschieden werden kann, ob es eine Lo¨sung gibt, die mit einer
einzigen Farbe auskommt. Ein Graph hat genau dann eine 1-Fa¨rbung, wenn es keine
einzige Kante gibt. In dem hier betrachteten Problem muß dagegen gepru¨ft werden,
ob es eine stabile Menge gibt, die aus jedem Block mindestens einen Knoten entha¨lt.
Wir werden zeigen, daß bereits dieses Problem NP-vollsta¨ndig ist und ableiten, daß
die Berechnung unterer Schranken generell schwierig ist.
Im na¨chsten Abschnitt werden wir das Reduktionsproblem XSAT vorstellen, auf
das diese Frage zuru¨ckgefu¨hrt werden kann. Danach werden wir die entsprechenden
Resultate fu¨r das Fa¨rbungsproblem vorstellen.
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3.4.1 Das Exact-SAT-Problem (XSAT)
Das SAT-Problem (von Satisfiability) ist das zentrale Problem der Komplexita¨ts-
theorie. Es ist das erste Problem, das als NP-vollsta¨ndig erkannt wurde. Dabei wer-
den Formeln aus Variablen betrachtet, die nur die Werte 0 oder 1 annehmen du¨rfen,
sogenannte Booleschen Variablen. Fu¨r diese Variablen werden die folgenden Opera-
tionen definiert:
Definition 3.7 (Disjunktion und Konjunktion). Seien x und y zwei Boolesche Va-
riablen. Man schreibt:
Disjunktion: x ∨ y = 1 ⇔ (x, y) 6= (0, 0) (3.3)
Konjunktion: x ∧ y = 1 ⇔ x = y = 1 (3.4)
Negation: x = 1 ⇔ x = 0 (3.5)
Die Disjunktion wird auch “logisches Oder”, die Konjunktion “logisches Und” ge-
nannt.
Fu¨r das SAT-Problem wird ein bestimmter Typ Ausdruck untersucht, der aus diesen
drei Operationen zusammengesetzt wird, die SAT-Formeln.
Definition 3.8 (SAT-Formel). SeiX = {x1, . . . , xk} eine endliche Menge von {0, 1}-
Variablen. Ein Literal ist eine einzelne Variable oder deren Negation. Eine Klausel
ist die Disjunktion mehrer Literale, also ein Ausdruck der Form
x1 ∨ x2 ∨ x3. (3.6)
Eine SAT-Formel ist eine Konjunktion von derartigen Klauseln, z.B.
(x1 ∨ x2 ∨ x3) ∧ (x1 ∨ x3 ∨ x4) (3.7)
Eine konkrete Zuweisung der Werte 0 oder 1 zu den einzelnen Variablen einer Formel
nennen wir eine Belegung der Variablen.
Definition 3.9 (SAT-Problem). Gegeben sei eine SAT Formel. Das SAT-Problem
ist zu entscheiden, ob es eine Belegung gibt, so daß das Ergebnis der Formel 1 ist.
Wenn es eine solche Belegung gibt, heißt die Formel erfu¨llbar. Beispielsweise erfu¨llt
die Belegung (x1, x2, x3, x4) = (1, 0, 0, 1) die Formel (3.7).
Es ist nach der Rechenregel (3.4) klar, daß eine Belegung, die die gesamte Formel
erfu¨llt, auch jede einzelne Klausel erfu¨llen muß.
Definition 3.10 (k-SAT). Das k-SAT Problem ist das SAT-Problem, bei dem in
jeder Klausel exakt k Literale auftreten.
Satz 3.11 (Cook [2]). SAT ist NP-vollsta¨ndig. Fu¨r k ≥ 3 ist auch k-SAT NP-
vollsta¨ndig.
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Um zu zeigen, daß stabile Repra¨sentantensysteme schwer zu finden sind, betrachten
wir eine Verscha¨rfung der oben eingefu¨hrten Erfu¨llbarkeit von Klauseln und Formeln,
die exakte Erfu¨llbarkeit.
Definition 3.12 (exakte Erfu¨llbarkeit). Eine Belegung der Variablen erfu¨llt eine
Klausel exakt, wenn genau ein Literal den Wert 1 hat und alle anderen 0. Entspre-
chend wird eine Formel exakt erfu¨llt, wenn dies fu¨r alle Klauseln zutrifft.
Es ist offensichtlich, daß jede exakt erfu¨llte Formel auch erfu¨llt ist. Es gibt jedoch
Formeln, die zwar erfu¨llbar, aber nicht exakt erfu¨llbar sind. Dazu ein Beispiel:
(x1 ∨ x2 ∨ x3) ∧ (x1 ∨ x2 ∨ x4) ∧ (x1 ∨ x3 ∨ x4) (3.8)
Diese Formel wird z.B. durch (x1, x2, x3, x4) = (0, 1, 0, 0) erfu¨llt, doch es gibt keine
exakt erfu¨llende Belegung. Dies sieht man schnell, wenn man versucht, die erste
Klausel exakt zu erfu¨llen. Jede der drei Mo¨glichkeiten dies zu tun fu¨hrt zwingend zu
Belegungen, in denen eine der beiden anderen Klauseln entweder nicht oder durch
mehr als ein Literal erfu¨llt ist.
Definition 3.13 (Exact-SAT-Problem). Gegeben sei eine SAT-Formel. Das Exact-
SAT-Problem ist zu entscheiden, ob diese Formel exakt erfu¨llbar ist.
Diese Variante des SAT-Problems bezeichnen wir kurz auch als XSAT. Analog zu
Definition 3.10 ist das k-XSAT-Problem das XSAT-Problem, bei dem in jeder Klau-
sel genau k Literale vorkommen.
Im Gegensatz zur normalen Erfu¨llbarkeit ist XSAT schon schwer zu entscheiden,
wenn keine Negationen in der Formel auftreten. Wenn in einer Klausel mehrere
Literale den Wert 1 haben du¨rfen, kann man in diesem Fall einfach alle Variablen
auf 1 setzen und so die Formel erfu¨llen. Bei XSAT ist bereits dieses Problem NP-
vollsta¨ndig. Dies ist eine Konsequenz aus dem folgenden Satz.
Satz 3.14 (T. J. Schaefer [14]). Seien S1, . . . , Sm Teilmengen einer endlichen
Grundmenge S mit |Si| ≤ 3. Das Problem, festzustellen, ob eine Menge T j S
mit ∀i : |T ∩ Si| = 1 existiert, ist NP-vollsta¨ndig.
Korollar 3.15. 3-XSAT ist NP-vollsta¨ndig, selbst wenn keine Negationen auftreten.
Beweis. Die in Satz 3.14 betrachtete Fragestellung ist a¨quivalent zum 3-XSAT Pro-
blem. Dazu fu¨hren wir fu¨r jedes Element der Grundmenge S eine Variable ein. Die
Klauseln sollen den Teilmengen Si entsprechen und enthalten genau die Variablen zu
den entsprechenden Elementen. Einer Teilmenge {s1, s2, s3} entspricht so die Klau-
sel (x1 ∨ x2 ∨ x3). Wenn es eine exakt erfu¨llende Belegung gibt, erha¨lt darin genau
eine Variable aus jeder Klausel den Wert 1. Diese Variablen entsprechen zusammen
der Menge T aus dem Satz von Schaefer (3.14).
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3.4.2 NP-Vollsta¨ndigkeit der Berechnung unterer Schranken
Eine wichtige Teilfrage bei der Analyse von PCP-Instanzen ist die Frage nach ei-
nem stabilen Repra¨sentantensystem, da ein solches System zwangsla¨ufig eine Opti-
mallo¨sung ist. Leider fu¨hrt die Erkenntnis, daß es ein solches System nicht gibt, nicht
zu guten unteren Schranken. Die einzige Garantie ist, daß mindestens zwei Farben
no¨tig sind. Damit ist keine sinnvolle Aussage u¨ber die Qualita¨t eines Repra¨sentanten-
systems mit vielen Farben mo¨glich. Dazu wa¨ren bessere Informationen notwendig,
insbesondere daru¨ber, wie groß der Abstand zwischen der unteren Schranke und χP
ist.
In diesem Abschnitt werden wir allerdings zeigen, daß bereits die vermeintlich ein-
fachere Frage nach stabilen Repra¨sentantensystemen NP-vollsta¨ndig ist. Außerdem
wird dieses Problem durch jede untere Schranke außer der trivialen Untergrenze 1
implizit gelo¨st, so daß eine effiziente Berechnung guter unterer Schranken nicht zu
erwarten ist.
Satz 3.16. In allgemeinen partitionierten Graphen ist es ein NP-vollsta¨ndiges Pro-
blem festzustellen, ob ein stabiles Repra¨sentantensystem existiert.
Beweis. Wir zeigen die Reduktion des 3-XSAT-Problems aus dem vorangegangenen
Abschnitt auf dieses Problem. Sei f eine SAT-Formel, wobei keine Negationen auf-
treten und jede Klausel nicht mehr als drei Literale entha¨lt. Seien fi, 1 ≤ i ≤ k, die
Klauseln von f , also
f(x1, . . . , xn) =
k∧
i=1
fi(x1, . . . , xn) (3.9)
Zum Beweis des Satzes mu¨ssen wir einen partitionierten Graphen konstruieren, in
dem genau dann ein unabha¨ngiges Repra¨sentantensystem existiert, wenn die Formel




xij : xj ∈ fi, 1 ≤ j ≤ n
}
fu¨r 1 ≤ i ≤ k
V = V1∪˙ · · · ∪˙Vk
(3.10)
Die Knotenmenge Vi entspricht mit dieser Definition den Variablen, die in der Klau-
sel fi vorkommen. Zu beachten ist, daß der Knoten x
i
j nur dann im Graphen ent-
halten ist, wenn die Variable xj in Klausel fi vorkommt. Ansonsten sagen wir, der
Knoten xij existiere nicht.
Die Kanten wa¨hlen wir wie folgt:
{xpi , xqj} ∈ E :⇔ xqi oder xpj existiert, p 6= q und i 6= j (3.11)
Eine Kante verbindet also genau dann zwei Knoten, wenn die Variable zu einem der
beiden Knoten auch in der Klausel vorkommt, zu der der andere geho¨rt.
Abbildung 3.4 zeigt einen Graphen, der auf diese Art aus einer Formel konstruiert
worden ist.
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Abbildung 3.4: Beispiel fu¨r die Konstruktion eines Graphen aus der SAT-Formel
f(x1, . . . , x5) = (x1 ∨ x2 ∨ x3) ∧ (x3 ∨ x4 ∨ x5) ∧ (x1 ∨ x2 ∨ x4)
Zu zeigen ist nun, daß in dem so konstruierten Graphen tatsa¨chlich die stabilen
Repra¨sentantensysteme genau den exakt erfu¨llenden Belegungen der Formel f ent-
sprechen.
Sei x1, . . . , xn eine Belegung der Variablen, die f exakt erfu¨llt. Fu¨r xi = xj = 1 gilt
dann fu¨r alle p, q (sofern die entsprechenden Knoten existieren):
{xpi , xqj} 6∈ E
Im Fall p = q ko¨nnen nicht beide Knoten xpi und x
p
j existieren, weil jede Klausel von
f exakt erfu¨llt ist. Wenn p 6= q gilt, existiert die Kante {xpi , xqj} genau dann, wenn
oBdA auch xpj existiert, im Widerspruch dazu daß f exakt erfu¨llt wird. Folglich sind
die Knoten, die Variablen mit Wert 1 entsprechen, unabha¨ngig. Da jede Klausel
erfu¨llt wird, wird so auch jeder Block u¨berdeckt.
Sei nun umgekehrt ein unabha¨ngiges Repra¨sentantensystem R von G gegeben. Ge-
zeigt wird, daß die Repra¨sentanten genau den 1-Variablen einer exakt erfu¨llenden
Belegung entsprechen. Damit auf diese Weise eine Variablenbelegung induziert wird,
mu¨ssen entweder alle Knoten zu einer Variablen in R enthalten sein oder keiner die-
ser Knoten. Angenommen es existiert ein unabha¨ngiges Repra¨sentantensystem, das
diese Forderung nicht erfu¨llt, d.h. oBdA x11 ∈ R, aber x21 6∈ R. Sei x2j der Re-
pra¨sentant von V2. Dann gilt nach (3.11) {x11, x2j} ∈ E, da x21 ja existiert. Dies ist
allerdings ein Widerspruch zur Unabha¨ngigkeit von R.
Es bleibt noch zu zeigen, daß f exakt erfu¨llt ist. Angenommen, in Klausel fp seien
mehrere Literale erfu¨llt, etwa durch xi und xj (mit i 6= j). Da aus jedem Block nur
je genau ein Knoten gewa¨hlt worden ist, mu¨ssen diese von zwei Knoten xpi und x
q
j
(p 6= q) aus unterschiedlichen Blo¨cken induziert worden sein. Nach (3.10) existiert
aber auch xpj , da xj in Klausel p auftritt. Nach (3.11) existiert somit die Kante
{xpi , xqj}, d.h. R ist nicht unabha¨ngig.
Korollar 3.17. Satz 3.16 gilt bereits, wenn die Gro¨ße der Blo¨cke auf 3 beschra¨nkt
ist.
Beweis. Keiner der in (3.10) definierten Blo¨cke Vi entha¨lt mehr als drei Knoten, da
in jeder Klausel der Formel f maximal 3 Literale auftreten.
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Aus Satz 3.16 folgt nun das Hauptresultat dieses Abschnittes:
Satz 3.18. Festzustellen, ob eine natu¨rliche Zahl s > 1 eine untere Schranke fu¨r
χP einer gegebenen PCP-Instanz ist, ist ein NP-vollsta¨ndiges Problem.
Beweis. Wenn χP (G) ≥ s > 1 gilt, kann es kein stabiles Repra¨sentantensystem ge-
ben. Nach Satz 3.16 ist es ein NP-vollsta¨ndiges Problem, festzustellen ob ein solches
System existiert, d.h. ob χP (G) = 1 ist. Der Test fu¨r die untere Schranke lo¨st dieses
Problem implizit, ist also mindestens genauso schwer.
3.4.3 Ein effizient lo¨sbarer Spezialfall
Obwohl das Problem, ein stabiles Repra¨sentantensystem zu indentifizieren, NP-
vollsta¨ndig ist, kann es in bestimmten Graphen effizient gelo¨st werden. Dies ist
zum Beispiel in Graphenklassen mo¨glich, in denen unabha¨ngig von der Blockstruk-
tur alle stabilen Knotenmengen effizient bestimmt werden ko¨nnen und die Anzahl
dieser Mengen nicht zu groß ist. Dann kann man alle stabilen Mengen aufza¨hlen und
jede daraufhin untersuchen, ob sie aus jedem Block einen Knoten entha¨lt. Dies ist
natu¨rlich nur dann ein polynomielles Verfahren, wenn die Anzahl der unahbha¨ngigen
Mengen polynomiell in der Gro¨ße des Graphen beschra¨nkt ist, eine exponentielle
Anzahl solcher Mengen wu¨rde wieder zu einem ineffizienten Verfahren fu¨hren. Wir
werden nun eine Graphenklasse vorstellen, bei der diese Voraussetzungen erfu¨llt sind.
Streng genommen muß nicht die Anzahl der stabilen Mengen polynomiell beschra¨nkt
sein, sondern es langt, wenn dies fu¨r die inklusionsmaximalen stabilen Mengen zu-
trifft. Dabei handelt es sich um die folgenden Mengen:
Definition 3.19. Eine Knotenmenge heißt inklusionsmaximal bezu¨glich einer Ei-
genschaft, wenn keine echte Obermenge diese Eigenschaft hat.
Es ist leicht einzusehen, daß diese schwa¨chere Bedingung fu¨r unsere Zwecke ausreicht.
Jede stabile Menge ist in einer inklusionsmaximalen stabilen Menge enthalten. Wenn
also keine dieser maximalen stabilen Mengen alle Knoten u¨berdeckt, tut dies auch
keine der u¨brigen. Sollte eine stabile Menge jedoch alle Knoten u¨berdecken, leistet
dies auch jede Obermenge. Es langt also vo¨llig, sich mit den maximalen stabilen
Mengen zu bescha¨ftigen.
Die inklusionsmaximalen unabha¨ngigen Mengen in einem Graphen zu berechnen
ist a¨quivalent zu dem Problem, die inklusionsmaximalen Cliquen in einem anderen
Graphen zu finden, dem sogenannten Komplement des Graphen:
Definition 3.20 (Komplement eines Graphen). Das Komplement eines Graphen
G = (V,E) ist der Graph
G = (V, {{v, w} : {v, w} 6∈ E})
d.h. G entha¨lt dieselben Knoten wie G und genau die Kanten, die nicht in G ent-
halten sind.
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Lemma 3.21. Die inklusionsmaximalen stabilen Mengen eines Graphen sind genau
die inklusionsmaximalen Cliquen im Komplement des Graphen.
Beweis. Zwischen den Knoten einer stabilen Menge existiert per Definition keine
Kante. Folglich sind alle diese Kanten im Komplement enthalten, die Knoten bilden
also dort eine Clique. Damit ist klar, daß jede stabile Menge im Komplement eine
Clique bildet und umgekehrt, und folglich bleibt auch die Maximalita¨t bezu¨glich
Mengeninklusion erhalten.
Definition 3.22. Ein Graph heißt trianguliert wenn es in jedem Kreis mit La¨nge
gro¨ßer als 3 eine Sehne gibt. Eine Sehne in einem Kreis (v1, . . . , vl) ist eine Kante
{vi, vj}, deren Endpunkte im Kreis nicht benachbart sind.
Satz 3.23. In einem triangulierten Graphen mit n Knoten gibt es ho¨chstens n in-
klusionsmaximale Cliquen. Diese ko¨nnen effizient berechnet werden.
Beweisskizze. Ein Graph ist genau dann trianguliert wenn er eine Simplizialzerlegung
besitzt, d.h. eine Numerierung v1, . . . , vn der Knoten, so daß die Nachbarn von vi,
deren Nummer gro¨ßer als i ist, eine Clique bilden. Eine solche Simplizialzerlegung
kann in O(|V |+ |E|), also in Linearzeit, berechnet werden.
Die inklusionsmaximalen Cliquen eines solchen Graphen haben alle die Form
vi ∪ (δ(vi) ∩ {vj : j ≥ i})
d.h. es gibt ho¨chstens n maximale Cliquen, und diese ko¨nnen effizient bestimmt
werden.
Eine genaue Ausfu¨hrung mit vollsta¨ndigen Beweisen findet man z.B. in [5], Kapitel 4.
Zusammengefaßt ergeben die vorhergehenden Betrachtungen eine Graphenklasse, in
der es, wie am Anfang des Abschnittes verlangt, nur eine begrenzte Anzahl inklusi-
onsmaximaler stabiler Mengen gibt, die effizient aufgeza¨hlt werden ko¨nnen.
Satz 3.24. Sei G ein partitionierter Graph, dessen Komplement trianguliert ist.
Dann kann effizient festgestellt werden, ob in G ein stabiles Repra¨sentantensystem
existiert.
Beweis. Wenn G trianguliert ist, ko¨nnen dort nach Satz 3.23 die maximalen Cli-
quen effizient berechnet werden. Diese Cliquen im Komplement entsprechen nach
Lemma 3.21 genau den maximalen stabilen Mengen im Ausgangsgraphen. Folglich
gibt es in G ho¨chstens n inklusionsmaximale stabile Mengen. Offensichtlich kann fu¨r
jede dieser Mengen effizient getestet werden, ob sie mindestens einen Knoten aus
jeder Partition entha¨lt und somit ein stabiles Repra¨sentantensystem entha¨lt.
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(b) G = (V,E)
Abbildung 3.5: Beispiel fu¨r einen Graphen mit trianguliertem Komplement
Beispiel. Abbildung 3.5 zeigt einen Graphen 3.5(a), dessen Komplement 3.5(b)
trianguliert ist. Die Blo¨cke in diesem Graphen sind {1, 2, 3}, {4, 5, 6} und {7, 8}. Im
Komplement gibt es sechs maximale Cliquen, von denen die vier {2, 5, 7}, {2, 5, 8},
{3, 5, 8} und {3, 6, 8} alle Blo¨cke u¨berdecken. Diese Cliquen entsprechen den stabilen
Repra¨sentantensystemen im urspru¨nglichen Graphen.
Eine Klasse von Graphen, die diese Eigenschaft haben, sind die Komparabilita¨tsgra-
phen von Intervallordnungen. Die Knoten dieser Graphen entsprechen reellen Inter-
vallen [v1l , v
1




r ]. Die Kante {vi, vj} existiert, wenn sich die entsprechenden
Intervalle nicht u¨berlappen. Im Komplement dieser Graphen sind zwei Knoten also
folglich genau dann adjazent, wenn sich die Intervalle schneiden. Solche Graphen
sind nach [5] trianguliert.
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Heuristiken fu¨r das Partition Coloring
Problem
Im vorangegangen Kapitel haben wir gezeigt, daß PCP NP-vollsta¨ndig ist. Nach
derzeitigem Stand der Forschung heißt dies, daß im allgemeinen Fall die Opti-
mallo¨sungen nicht effizient berechnet werden ko¨nnen. Doch selbst die Kenntnis
eines optimalen Repra¨sentantensystems wu¨rde nur bedingt helfen, da schon bei
verha¨ltnisma¨ßig kleinen Graphen eine optimale Fa¨rbung nicht mit zufriedenstel-
lender Laufzeit bestimmt werden kann. Selbst die besten derzeit bekannten exakten
Fa¨rbungsalgorithmen enumerieren im wesentlichen alle mo¨glichen Fa¨rbungen und
unterscheiden sich hauptsa¨chlich darin, wie nicht erfolgversprechende Teilfa¨rbungen
erkannt und vermieden werden. Ein Beispiel fu¨r einen exakten Fa¨rbungsalgorithmus
findet man in [1].
Fu¨r das Problem in partitionierten Graphen bedeutet dies, daß zusa¨tzlich zur
Fa¨rbung auch noch die mo¨glichen Repra¨sentantensysteme aufgeza¨hlt werden mu¨ßten.
Dieses Vorgehen ist nicht realistisch, da die Anzahl dieser Systeme im Vergleich zur
Gro¨ße des Graphen enorm ist. Beispielsweise gibt es in einem relativ kleinen Gra-
phen mit 25 Blo¨cken aus je zwei Knoten bereits 225 ≈ 3 · 107 Mo¨glichkeiten, die
Knoten zu wa¨hlen. Die Graphen, die beim Primerdesign entstehen, bestehen oft aus
mehreren tausend Knoten, so daß sich die Enumeration praktisch verbietet.
Das Ziel ist also, Heuristiken zu entwickeln, die bei akzeptabler Laufzeit eine
mo¨glichst gute Lo¨sung bestimmen. In diesem Kapitel werden wir die bisher exi-
stierenden Verfahren vorstellen und im Anschluß zwei neue Methoden vorstellen.
Zusa¨tzlich pra¨sentieren wir ein effizientes Verfahren, mit dem Knoten identifiziert
werden ko¨nnen, die in Heuristiken nicht beru¨cksichtigt werden mu¨ssen.
4.1 bisher bekannte Heuristiken
In diesem Abschnitt mo¨chten wir die bisher bekannten Heuristiken fu¨r das Parti-
tion Coloring Problem vorstellen. Die bisher bekannten Algorithmen wurden
fu¨r ein Routing-Problem in optischen Netzwerken entwickelt. Das dafu¨r entwickelte
Modell fu¨hrt auf dasselbe Modell wie das von uns untersuchte Primer-Design.
In optischen Netzwerken sind die Kommunikationspartner mit Glasfasern verbun-
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den. Die U¨bertragung erfolgt u¨ber Licht einer vorher festgelegten Frequenz. U¨ber
eine Faser ko¨nnen mehrere Verbindungen gleichzeitig laufen, wenn sie unterschied-
liche Frequenzen benutzen. In derartigen Netzwerken ist das Problem des Routings
und der Frequenzzuweisung (RWA, “Routing and Wavelength Assignment”), fu¨r ei-
ne vorgegebene Menge von Verbindungen zwischen Netzwerkknoten die Wege durch
das Netzwerk so zu wa¨hlen, daß mo¨glichst wenige Frequenzen benutzt werden.
In der Praxis wird fu¨r jede Verbindungsanfrage eine gewisse Anzahl mo¨glicher Wege
durch das Netzwerk vorgegeben, da die Anzahl mo¨glicher Routingwege sehr groß
sein kann. Das Ziel ist, die Wege aus den gegebenen Mengen so auszuwa¨hlen, daß
mo¨glichst wenige Frequenzen beno¨tigt werden. Dieser Ansatz fu¨hrt zum Partition
Coloring Problem. Hier entsprechen die Knoten des Graphen den mo¨glichen We-
gen, die Blo¨cke werden von allen gegebenen Wegen zu je einer Verbindung gebildet.
Zwei Knoten sind genau dann verbunden, wenn die entsprechenden Wege zumindest
eine Faser gemeinsam benutzen, also nicht dieselbe Frequenz benutzen ko¨nnen. Auch




Der Greedy-Algorithmus ist die am weitesten verbreitete Methode um Graphen-
fa¨rbungen zu berechnen. Das Prinzip des Greedy ist, die Knoten nacheinander in
einer frei wa¨hlbaren Reihenfolge zu fa¨rben. Dabei wird dem Knoten stets die niedrig-
ste zula¨ssige Farbe zugewiesen. Wenn keine der bisher verwendeten Farben zula¨ssig
ist, wird eine weitere Farbe eingefu¨hrt und fu¨r diesen Knoten benutzt. Die Details
dieses Verfahrens sind noch einmal in Algorithmus 1 ausgefu¨hrt. Dort werden die
Knoten erst numeriert (Schritte 2 bis 5) und anschließend wie gerade beschrieben
gefa¨rbt (Schritte 6 bis 8)
Algorithmus 1 Greedyalgorithmus
Eingabe: Graph G = (V,E)
Ausgabe: Fa¨rbung von G
1: i = 1
2: while Es existiert v ∈ V ohne Nummer do
3: wa¨hle einen Knoten v ∈ V ohne Nummer als vi
4: i = i+ 1
5: end while
6: for i = 1, . . . , n do
7: fa¨rbe vi mit der kleinsten zula¨ssigen Farbe
8: end for
Die Reihenfolge, in der die Knoten ausgewa¨hlt werden, hat bei diesem Vorgehen
einen entscheidenden Einfluß auf das Ergebnis. Zum Beispiel kann der Graph in
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Abbildung 4.1 mit zwei Farben gefa¨rbt werden, wenn die Knoten in der Reihenfolge























Abbildung 4.1: Unterschiedliche Auswahlstrategien a¨ndern die Anzahl beno¨tigter
Farben
Die Knotenauswahl (im Algorithmus Schritt 3) ist also die kritische Komponen-
te des Greedy-Verfahrens. Die folgenden Auswahlstrategien sind die am ha¨ufigsten
verwendeten:
LargestFirst [15]: Ordne die Knoten absteigend nach Knotengrad. v1 wird also
ein Knoten mit maximalem Grad etc. Der Grad wird jeweils im gesamten
Graphen ermittelt.
SmallestLast [11]: Wa¨hle einen Knoten mit minimalem Knotengrad als vi. Dabei
wird nur der Grad in dem Teilgraphen betrachtet, der von den unnumerierten
Knoten induziert wird. Abweichend von der Darstellung in Algorithmus 1 wird
in umgekehrter Reihenfolge gefa¨rbt, das heißt beginnend mit vn bis v1.
DSatur [1]: Bei dieser Variante wird ein Knoten sofort bei der Auswahl gefa¨rbt,
der Schritt 7 wird in den Schritt 3 integriert. Als vi wird ein Knoten gewa¨hlt,
der maximalen Farbgrad hat. Der Farbgrad eines Knotens ist die Anzahl un-
terschiedlicher Farben, mit denen seine Nachbarn gefa¨rbt sind. Aus mehre-
ren Kandidaten mit gleichem Farbgrad wird der Knoten mit den meisten un-
gefa¨rbten Nachbarn ausgewa¨hlt.
Greedyalgorithmen fu¨r PCP
Li und Simha haben in [10] Adaptionen der oben beschriebenen Greedyverfahren
fu¨r das Partition Coloring Problem entwickelt. Dabei ist die Grundannahme, daß
die Wahl von Knoten mit kleinem Grad wahrscheinlich auch zu einer geringeren
Farbzahl fu¨hrt. Diese Annahme ist intuitiv einzusehen, da die chromatische Zahl
eines Graphen den maximalen Knotengrad ho¨chstens um eins u¨berschreitet (siehe
[9], Theorem 16.11). Der Grund dafu¨r ist, daß mit dieser Farbzahl fu¨r jeden Knoten
selbst dann eine Farbe zula¨ssig ist, wenn alle seine Nachbarn unterschiedlich gefa¨rbt
sind.
Wenn ein Knoten aus einem Block gewa¨hlt worden ist, ko¨nnen die u¨brigen Kno-
ten des Blockes entfernt werden, da diese nicht mehr betrachtet werden mu¨ssen. In
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Kombination mit den oben beschriebenen Auswahlstrategien fu¨r das Greedyverfah-
ren ergeben sich damit die folgenden Strategien:
LargestFirst: In jedem Schritt soll der Knoten mit dem “gro¨ßten kleinsten Grad”
ausgewa¨hlt werden. Man bestimmt dazu zuna¨chst aus jedem Block, fu¨r den
noch ein Repra¨sentant gesucht wird, einen Kandidaten und bestimmt anschlie-
ßend aus diesen den na¨chsten Repra¨sentanten. Als Kandidaten wa¨hlt man aus
jedem Block einen Knoten mit mo¨glichst kleinem Knotengrad. Aus diesen
vorgewa¨hlten Knoten wa¨hlt man den mit dem gro¨ßten Grad aus. Sollten bei
einem dieser Auswahlschritte mehrere Wahlen mo¨glich sein, kann ein beliebiger
Knoten ausgesucht werden. Dem ausgewa¨hlten Knoten weist man die kleinste
zula¨ssige Farbe zu und entfernt alle anderen Knoten aus dem entsprechenden
Block.Diese beiden Auswahlschritte werden wiederholt, bis fu¨r alle Blo¨cke ein
Repra¨sentant ausgewa¨hlt und gefa¨rbt worden ist.
SmallestLast: Hier entfa¨llt der doppelte Auswahlschritt, da beide Male der klei-
nere Grad entscheiden soll. Es muß also aus den Knoten aller Blo¨cke einer mit
minimalem Grad gewa¨hlt werden. Anschließend kann der gesamte entspre-
chende Block, auch der gewa¨hlte Knoten, aus dem Graphen entfernt werden.
Wenn alle Repra¨sentanten so gewa¨hlt worden sind, erhalten die ausgesuchten
Knoten in umgekehrter Reihenfolge der Auswahl die jeweils kleinste mo¨gliche
Farbe.
DSatur: Das Vorgehen ist a¨hnlich wie bei LargestFirst. Aus jedem Block, fu¨r
den noch kein Repra¨sentant gewa¨hlt wurde, wird ein Knoten mit minima-
lem Farbgrad gesucht. Wenn es mehrere Kandidaten innerhalb eines Blockes
gibt, entscheidet die kleinere Anzahl ungefa¨rbter Nachbarn. Aus diesen Kno-
ten wa¨hlt man den mit dem gro¨ßten Farbgrad, bei Gleichheit entscheidet in
diesem Schritt die gro¨ßere Anzahl ungefa¨rbter Nachbarn. Dem so gewa¨hlten
Knoten wird die kleinste zula¨ssige Farbe zugewiesen und alle anderen Knoten
des Blockes entfernt.
Zusa¨tzlich zu diesen Algorithmen haben Li und Simha auch die Varianten des Gree-
dyalgorithmus untersucht, bei denen man erst die Repra¨sentanten wa¨hlt und an-
schließend fa¨rbt. Ausgehend von der oben beschriebenen Annahme, daß Knoten
kleinen Grades die besten Repra¨sentanten sind, gehen diese Verfahren so vor:
Zuna¨chst wird ein Knoten kleinsten Grades gewa¨hlt. Alle anderen Knoten aus dem
Block, in dem dieser Knoten liegt, werden aus dem Graphen entfernt. Dann wird
aus den u¨brigen Blo¨cken wieder ein Knoten mit minimalem Grad gewa¨hlt und so
fort, bis aus jedem Block ein Knoten gewa¨hlt worden ist. Der Graph besteht dann
nur noch aus den gewa¨hlten Repra¨sentanten. Im zweiten Schritt wird die Fa¨rbung
des von den gewa¨hlten Knoten induzierten Teilgraphen bestimmt, indem eine der
im vorangegangen Abschnitt beschrieben Greedy-Strategien benutzt wird.
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4.1.2 Tabu-Search
Eine weitere Heuristik fu¨r das Partition Coloring Problem haben Noronha
und Ribeiro in [3] vorgestellt. Sie benutzen die Tabu-Search Technik, um ausgehend
von einer gegebenen Lo¨sung des Problems eine Lo¨sung zu finden, die eine Farbe
weniger beno¨tigt.
Das Prinzip von Tabu-Search ist kurz gesagt folgendes: Ausgehend von einer
zula¨ssigen Lo¨sung eines Problems wird eine gewisse Menge a¨hnlicher (“benachbar-
ter”) Lo¨sungen untersucht, und die beste davon akzeptiert, selbst wenn sie eine
Verschlechterung darstellt. Anschließend wird fu¨r eine gewisse Anzahl Iterationen
verboten, die dabei an der Lo¨sung vorgenommenen Modifikationen ru¨ckga¨ngig zu
machen. Diese Verbote werden in der sogenannten Tabu-Liste gespeichert, von der
das Verfahren seinen Namen hat. Mit dieser Liste soll verhindert werden, daß man
zu einer bereits untersuchten Lo¨sung zuru¨ckkehrt.
Der Erfolg dieser Methode ha¨ngt entscheidend von drei Faktoren ab: den generier-
ten Nachbarschaften einer Lo¨sung, der Anzahl Iterationen und der Verweildauer von
Verboten in der Tabu-Liste. Diese Parameter mu¨ssen jeweils auf die konkrete An-
wendung abgestimmt werden.
Das Ziel des Verfahrens von Noronha und Ribeiro ist, wie eingangs erwa¨hnt, eine
Farbe gegenu¨ber einer gegebenen Lo¨sung einzusparen. Dazu wird allen Knoten einer
Farbe zufa¨llig eine der u¨brigen Farben zugewiesen. Die so entstandene Fa¨rbung wird
im allgemeinen nicht zula¨ssig sein, sondern Konflikte, also adjazente Knoten mit der
selben Farbe, enthalten. An dieser Stelle setzt die Tabu-Suche an, um die Konflikte
aufzulo¨sen.
Um die benachbarten Fa¨rbungen zu erzeugen sucht man in allen Blo¨cken, die in
der aktuellen Fa¨rbung von Konflikten betroffen sind, nach Verbesserungen. Sei B
die Menge dieser Blo¨cke. Man beginnt in einem dieser Blo¨cke und probiert statt
des Repra¨sentanten und dessen Farbe in der aktuellen Lo¨sung alle nicht verbotenen
Kombinationen aus Knoten und Farbe in diesem Block aus. Wenn sich dabei eine
Fa¨rbung mit weniger Konflikten ergibt, wird diese die neue aktuell beste Fa¨rbung. B
wird aktualisiert und die Suche beginnt von neuem in den entsprechenden Blo¨cken.
Sonst fa¨hrt man mit dem na¨chsten Block aus B fort. Wenn alle Blo¨cke aus B un-
tersucht worden sind, ohne eine Fa¨rbung mit weniger Konflikten zu finden, wa¨hlt
man aus allen in dieser Iteration untersuchten neuen Fa¨rbungen die mit den wenig-
sten Konflikten. Immer wenn eine neue Fa¨rbung gewa¨hlt wird, werden alle Paare
aus Knoten und Farbe aus der Fa¨rbung davor in die Tabu-Liste aufgenommen, um
nicht zu der vorigen Lo¨sung zuru¨ckzukehren.
Wenn sich im Laufe der Suche eine Lo¨sung ohne Konflikte ergibt, wird die Tabu-
Liste geleert und das Verfahren beginnt von vorne, um eventuell eine weitere Farbe
einzusparen. Das gesamte Verfahren wird beendet, wenn insgesamt q(cmax−1) ·Fend
Fa¨rbungen untersucht worden sind, wobei q die Anzahl der Blo¨cke, cmax die Anzahl
benutzter Farben in der Startlo¨sung und Fend ein wa¨hlbarer Faktor ist.
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4.2 Preprocessing
Ein erster Schritt bei der Entwicklung von Heuristiken ist zu pru¨fen, ob Teile des
Graphen nicht in die Suche einbezogen werden mu¨ssen. Damit wird erreicht, daß zum
einen die notwendige Datenmenge und somit auch der Ressourcenbedarf mo¨glichst
klein bleibt, zum anderen mu¨ssen keine Knoten betrachtet werden, die nicht in einer
Optimallo¨sung auftreten werden.
Es ist offensichtlich, daß Kanten innerhalb eines Blockes bei der Suche nach einem
Repra¨sentantensystem nicht beachtet werden mu¨ssen. Weil aus jedem Block nur
je ein Knoten gewa¨hlt wird, kann keine dieser Kanten in dem von der Auswahl
induzierten Teilgraphen vorkommen. Diese Kanten wegzulassen kann allerdings die
Suchzeiten in den Nachbarmengen von Knoten drastisch reduzieren. Im weiteren
gehen wir deshalb davon aus, daß die Knoten eines Blockes paarweise unabha¨ngig
sind, d.h. nicht durch eine Kante verbunden sind.
Zusa¨tzlich wollen wir Knoten identifizieren, die nicht betrachtet werden mu¨ssen. In
diesem Abschnitt werden wir ein Kriterium vorstellen, wann ein Knoten aus dem
Graphen entfernt werden kann, sowie einen effizienten Algorithmus um diese Knoten
zu finden.
4.2.1 Knoten mit nichtminimaler Nachbarmenge
Ein Knoten muß in den Berechnungen nicht betrachtet werden, wenn in jeder op-
timalen Lo¨sung, die diesen Knoten entha¨lt, ein anderer Repra¨sentant fu¨r den ent-
sprechenden Block gewa¨hlt werden kann, ohne daß die Anzahl beno¨tigter Farben
steigt. Selbstversta¨ndlich muß entweder dieser oder einer der alternativen Knoten
im Graphen erhalten bleiben, um diese Lo¨sung nicht zu verbieten.
Ein hinreichendes Kriterium fu¨r eine solche Konstellation ist, wenn es zu einem
Knoten w einen weiteren Knoten v im selben Block gibt, dessen Nachbarmenge
δ(v) eine Teilmenge der Nachbarn von w ist. In diesem Fall kann in jedem Re-
pra¨sentantensystem, das w entha¨lt, v als neuer Repra¨sentant gewa¨hlt werden. Die
Farbe von w ist auch fu¨r v zula¨ssig, da v nur zu Knoten adjazent ist, die auch
Nachbarn von w sind. Fu¨r diese Situation schreiben wir v ≺ w.
Definition 4.1. Sei G = (V := V1∪˙ . . . ∪˙Vk, E) und Vi = {vi1, . . . , vil}. Seien vip
und viq zwei unterschiedliche Knoten aus Vi. Wir schreiben
vip ≺ viq ⇐⇒ entweder δ(vip) $ δ(viq)oder δ(vip) = δ(viq) und p < q (4.1)
Insbesondere gilt u ≺ v, v ≺ w ⇒ u ≺ w. Die Ausnahme fu¨r den Fall, daß die
Nachbarmengen gleich sind, dient dazu, den Fall v ≺ w und gleichzeitig w ≺ v zu
verbieten. So wird die Relation “≺” auf eine beliebige, aber feste Weise auf Knoten
mit gleicher Nachbarmenge fortgesetzt.























Abbildung 4.2: Beispiel fu¨r nichtminimale Knoten in G≺. Es gilt y2 ≺ y1, erst nach
entfernen von y1 auch x2 ≺ x1
Nachbar von v. Ein Knoten heißt minimal beziehungsweise maximal bzgl. “≺”,
wenn er keinen unteren bzw. oberen Nachbarn hat.
In dieser Notation sind die Knoten, die nach der U¨berlegung oben aus dem Gra-
phen entfernt werden ko¨nnen, genau die, die bezu¨glich “≺” nicht minimal sind. Wir
definieren daher den Graphen, in dem nur noch die minimalen Knoten enthalten
sind:
Definition 4.2 (reduzierter Graph). Sei G wie in Definition 4.1. Wir definieren
V≺ := {v ∈ V : es existiert kein v′mit v′ ≺ v}
G≺ := (V≺, E(V≺))
G≺ entha¨lt also alle bezu¨glich “≺” minimalen Knoten und heißt der reduzierte Graph
zu G. Die Sonderbehandlung von δ(v) = δ(w) in Definition 4.1 fu¨hrt hier dazu, daß
aus einer Gruppe von Knoten mit identischer Nachbarmenge genau einer gewa¨hlt
wird.
In dem so definierten Graphen kann es allerdings wieder bzgl. ≺ nicht minimale
Knoten geben. Diese Situation illustriert Abbildung 4.2. Daher kann man zum re-
duzierten Graphen wieder dessen reduzierten Graphen berechnen etc. Damit erha¨lt
man eine Folge von immer kleiner werdenden Graphen, die ineinander enthalten
sind. Es kann allerdings nur eine begrenzte Anzahl derartiger Graphen geben:




≺ )≺. Dann gibt es ein kleinstes l ∈ N, so daß
Gl≺ = G
i
≺ fu¨r alle i ≥ l.
Beweis. Der Satz folgt unmittelbar aus der Tatsache daß |V (Gi≺)| ≤ |V (Gi+1≺ )|,
wobei Ungleichheit genau dann gilt wenn Gi≺ 6= Gi+1≺ . Durch die Vorschrift fu¨r
δ(v) = δ(w) wird sichergestellt, daß mindestens ein Knoten in jedem Block u¨brig
bleibt. Somit gibt es nur endlich viele so konstruierte Graphen Gi≺.
Definition 4.4. Der Graph Gl≺ aus Satz 4.3 heißt der vollsta¨ndig reduzierte Graph
zu G.
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4.2.2 Ein Algorithmus zum Entfernen nichtminimaler Knoten
Es ist naheliegend, sukzessive die reduzierten GraphenGi≺ aus Satz 4.3 zu berechnen.
Dazu mu¨ßten bei naivem Vorgehen in jeder Iteration alle Nachbarmengen von Kno-
ten innerhalb eines Blockes miteinander verglichen werden. Dieses unter Umsta¨nden
recht aufwendige Verfahren ist jedoch vermeidbar. Betrachten wir noch einmal den
Graphen in Abbildung 4.2. x1 kann aus G≺ entfernt werden, weil mit y1 der ein-
zige nicht auch zu x2 adjazente Nachbar von x1 wegfa¨llt. Dies ist auch die einzige
Konstellation, in der weitere Knoten entfernt werden ko¨nnen, wie die folgende Cha-
rakterisierung zeigt.
Lemma 4.5. Sei v ≺ w. In G′ = (V ′ = V \ w,E(V ′)) gilt x ≺ y fu¨r zwei Knoten
x, y 6= w genau dann, wenn
x ≺ y in G
oder x ≺ y in G′ und {w} = δ(x) \ δ(y) in G (4.2)
Das heißt, daß durch das Entfernen von w nur solche Knoten y nichtminimal werden
ko¨nnen, fu¨r die ein x existiert bei dem x ≺ y nur wegen w ∈ δ(x) nicht gegolten hat.
Beweis. Wenn schon in G x ≺ y gilt, muß dies in G′ immer noch der Fall sein.
Entweder war w weder zu x noch zu y adjazent, dann gilt weiter x ≺ y. Sonst war
w wegen δ(x) ⊂ δ(y) auf jeden Fall zu y adjazent. Selbst wenn w kein Nachbar von
x war gilt weiter x ≺ y, da y immer noch mit allen Nachbarn von x verbunden ist.
Wenn x ≺ y erst in G′ gilt, kann in G noch nicht δ(x) ⊂ δ(y) gewesen sein. Da in
G′ nur w fehlt, kann außer w kein weiterer Knoten zu x, aber nicht zu y, adjazent
sein, das heißt gerade {w} = δ(x) \ δ(y).
Im Folgenden werden wir einen Algorithmus vorstellen, der den vollsta¨ndig redu-
zierten Graphen berechnet. Dabei wird mit Hilfe von Lemma 4.5 die Menge der
zu u¨berpru¨fenden Knoten eingeschra¨nkt, um mo¨glichst wenige Mengenvergleiche
durchfu¨hren zu mu¨ssen.
Sei M die Menge aller Knoten v, fu¨r die v ≺ w fu¨r ein geeignetes w aus demselben
Block gelten kann. Zu Beginn ist M = V , da keine Informationen vorhanden sind.
Um entsprechende w zu finden wird fu¨r jeden Knoten des Blockes getestet, ob seine
Nachbarn eine Obermenge der Nachbarn von v sind. Wird ein solches w gefunden,
wird es aus dem Graphen entfernt. Nach Lemma 4.5 sind die Nachbarn von w die
einzigen Knoten, die nun zusa¨tzliche obere Nachbarn haben ko¨nnen, und werden
deshalb wieder inM eingefu¨gt. Solange M nicht leer ist wird ein v gewa¨hlt und nach
entsprechenden Knoten w gesucht. In Algorithmus 2 wird das Vorgehen noch einmal
ausfu¨hrlich dargestellt.
Satz 4.6. Sei |V | = n. Algorithmus 2 berechnet den vollsta¨ndig reduzierten Graphen




Eingabe: G = (V := V1∪˙ . . . ∪˙Vk, E)
Sei block(v) = Vi : v ∈ Vi
1: Initialisiere eine Menge M = V
2: while M 6= ∅ do
3: wa¨hle v ∈M
4: M =M \ v
5: for all w ∈ block(v) do
6: if δ(w) ⊃ δ(v) then
7: block(v) = block(v) \ w




Lemma 4.7. Die Reihenfolge, in der die nichtminimalen Knoten entfernt werden,
beeinflußt das Ergebnis bis auf Isomorphie nicht.
Beweis. Wenn fu¨r zwei Knoten v ≺ w gilt, also w einen unteren Nachbarn hat,
wird dies nach Lemma 4.5 durch das Entfernen von nichtminimalen Knoten nicht
vera¨ndert. Sollte durch die Lo¨schoperation zusa¨tzlich δ(w) ⊂ δ(v) gelten, dann kann
einer dieser beiden Knoten entfernt werden. Sollte v entfernt werden, da u ≺ v gilt,
dann war u ≺ v ≺ w und somit auch u ≺ w. Ein nichtminimaler Knoten kann diese
Eigenschaft also nicht mehr verlieren.
Es bleibt noch zu zeigen, daß ein Knoten, der durch eine bestimmte Reihenfolge von
Lo¨schoperationen nichtminimal wird, dies auch bei jeder anderen Reihenfolge wird.
Sei also z ein Knoten, der bei einer Reihenfolge nichtminimal wird, bei einer anderen
jedoch nicht. Wir betrachten die erste Elimination der ersten Reihenfolge, die in der
zweiten nicht durchgefu¨hrt wird. Nach Lemma 4.5 wa¨re diese jedoch mo¨glich, wenn
alle vorangegangenen Eliminationen der ersten Reihenfolge durchgefu¨hrt worden
sind. Daraus folgt, daß z auch in der zweiten Reihenfolge als nicht minimal erkannt
wird, im Widerspruch zur Annahme.
Beweis von Satz 4.6. Zum Beweis der Korrektheit des Verfahrens zeigen wir, daß zu
jedem Zeitpunkt die Menge M alle Knoten entha¨lt, die einen oberen Nachbarn bzgl.
≺ haben ko¨nnen. Bei der Initialisierung gilt dies auf jeden Fall. Wenn in Schritt 7
ein Knoten w entfernt wird, werden alle seine Nachbarn in M aufgenommen. Nach
Lemma 4.5 sind dies alle Knoten, die im dadurch entstandenen Graphen zusa¨tzliche
obere Nachbarn haben ko¨nnen. Somit gilt die Behauptung fu¨r M weiter. Da nach
Lemma 4.7 die Reihenfolge der Operationen das Ergebnis nicht beeinflußt, folgt die
Korrektheit des Verfahrens.
Der Algorithmus muß terminieren, da M nur dann wa¨chst, wenn ein Knoten aus
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dem Graphen entfernt wurde. Da mindestens ein Knoten pro Block u¨brig bleibt,
kann dies nur endlich oft passieren, d.h. das Verfahren endet nach endlicher Zeit.
Zur Laufzeit. Der Graph wird in sogenannten Adjazenzlisten gespeichert, d.h. fu¨r
jeden Knoten existiert eine Liste seiner Nachbarn. Weiterhin seien die Knoten auf
eine beliebige aber feste Weise geordnet und die Listen entsprechend sortiert. Dies ist
mit einem einmaligen Aufwand von O(n log n) pro Knoten, insgesamt also n2 log n
mo¨glich. Mit sortierten Listen kann in Linearzeit gepru¨ft werden, ob eine Liste Teil-
menge der anderen ist.
Ein Knoten kann mit dieser Datenstruktur in O(n2) aus dem Graphen entfernt wer-
den. Es mu¨ssen schlimmstenfalls alle n Listen mit La¨nge O(n) durchsucht werden,
das eigentliche Lo¨schen geht in konstanter Zeit. Damit ergibt sich insgesamt O(n2).
Die Menge M kann als (2,4)-Baum implementiert werden, so daß alle Operationen
wie Suchen, Einfu¨gen und Lo¨schen in O(log n) durchgefu¨hrt werden ko¨nnen.
Insgesamt sind somit fu¨r jedes w in der Schleife 5 bis 10 O(n) Operationen fu¨r
den Listenvergleich, eventuell O(n2) fu¨r einen Lo¨schvorgang und n log n fu¨r die Ak-
tualisierung von M notwendig, wobei die Gro¨ße der Adjazenzmenge von w mit n
abgescha¨tzt wird. Fu¨r eine Iteration der Schleife 2 bis 11 sind folglich
log n+ n(O(n) +O(n2) +O(n log n)) = O(n3)
Operationen no¨tig.
Wie oft wird die Schleife 2 bis 11 durchlaufen? Ein Knoten kann ho¨chstens n−k+1-
mal in die Menge M aufgenommen werden. Einmal wird er bei der Initialisierung
eingefu¨gt, und im schlimmsten Fall auch jedes Mal, wenn in Schritt 7 ein Knoten
entfernt wird. Da es nKnoten gibt und mindestens k u¨brig bleiben, kann es ho¨chstens
n− k Lo¨schvorga¨nge geben. Jeder Knoten wird also maximal (n− k + 1)-mal in M
eingefu¨gt. Da es n Knoten gibt, sind folglich ho¨chstens n(n− k+ 1) Iterationen der
Schleife mo¨glich. Daraus ergibt sich eine Gesamtzahl von
n (n− k + 1) O(n3) = O(n5)
Operationen fu¨r den gesamten Algorithmus.
4.3 Zwei einfache Heuristiken fu¨r PCP
Unsere neue Heuristik fu¨r das Partition Coloring Problem berechnet nicht selb-
sta¨ndig eine Lo¨sung, sondern versucht, eine bereits vorhandene Lo¨sung zu verbes-
sern. Das Ziel ist selbstversta¨ndlich, eine neue Lo¨sung zu finden, fu¨r die weniger
Farben beno¨tigt werden. Damit die Laufzeit akzeptabel bleibt, werden nur einzelne
lokale Vera¨nderungen gesucht. Im Folgenden werden wir zuna¨chst das Kernstu¨ck
der Heuristiken beschreiben, einen Algorithmus, der in jeweils einem Block die Aus-
wahl beziehungsweise Fa¨rbung anpaßt. Im Anschluß daran zeigen wir, wie auf dieser
Grundlage Verfahren zur Verbesserung einer Lo¨sung von PCP aussehen ko¨nnen.
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4.3.1 Prinzip und Notationen
In diesem Abschnitt werden wir die folgenden Bezeichnungen benutzen
• der Graph hat die Struktur G = (V = V1∪˙ · · · ∪˙Vk, E), insbesondere wird mit
k die Anzahl der Blo¨cke bezeichnet.
• zu G geho¨rt das Repra¨sentantensystem C, also |C ∩ Vi| = 1 fu¨r alle 1 ≤ i ≤ k.
• Der Knoten v hat die Farbe c(v). Die Knoten, die das Repra¨sentantensystem
C bilden, sind mit einer Farbe aus dem Bereich 1, . . . , cmax gefa¨rbt, die u¨brigen
mit Farbe 0. Ein Knoten mit Farbe 0 wird auch als ungefa¨rbt bezeichnet.
• Fu¨r V ′ ⊂ V setzen wir c(V ′) = {c(v) : v ∈ V ′ ∩ C}, d.h. c(V ′) ist die Menge
der Farben, mit denen benachbarte Repa¨sentanten gefa¨rbt sind.
• Es gilt C = C1 ∪ · · · ∪ Ccmax so daß Ci = {v ∈ C : c(v) = i}
• Wie beim Preprocessing (Algorithmus 2) ist block(v) = Vi : v ∈ Vi.
Das Ziel ist es, durch einfache und vor allem schnell ausfu¨hrbare A¨nderungen am
Repra¨sentantensystem oder dessen Fa¨rbung zu einer besseren Fa¨rbung zu gelan-
gen. Bei diesen Anpassungen betrachten wir immer nur einen einzigen Block und
beschra¨nken uns dort auf die folgenden beiden Operationen
1. den gewa¨hlten Knoten umfa¨rben, ohne das Repra¨sentantensystem zu a¨ndern
2. fu¨r den Block einen anderen Repra¨sentanten zu wa¨hlen.
Das genaue Vorgehen ist, nach Mo¨glichkeit dem Repra¨sentanten des gerade betrach-
teten Blockes eine andere Farbe zuzuweisen. Dies ist genau dann mo¨glich, wenn fu¨r
die gefa¨rbten Nachbarn maximal cmax − 2 Farben benutzt werden. Eine Farbe wird
bereits fu¨r den Knoten benutzt, und eine andere als diese muß zula¨ssig sein. Wenn
fu¨r den gerade betrachteten Knoten keine weitere Farbe zula¨ssig ist, suchen wir in
diesem Block nach einem Knoten, dem eine andere Farbe zugewiesen werden kann.
Wenn ein solcher Knoten gefunden wird, wird er mit der kleinsten zula¨ssigen Farbe
gefa¨rbt und als neuer Repra¨sentant des Blockes gewa¨hlt. Die Suche in diesem Block
wird nicht fortgesetzt. Wichtig ist insbesondere, daß keine neuen Farben eingefu¨hrt
werden. Algorithmus 3 zeigt noch einmal die Details dieses Verfahrens. Der Algo-
rithmus beno¨tigt drei Parameter: den aktuellen Repra¨sentanten v des Blockes, die
Anzahl der derzeit benutzten Farben cmax, und natu¨rlich das aktuelle Repra¨sentan-
tensystem C wie oben beschrieben. Die Ru¨ckgabe ist true wenn eine A¨nderung
vorgenommen worden ist, sonst false.
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Algorithmus 3 RecolorOrMove
Eingabe: Knoten v, ho¨chste verwendete Farbe cmax, Repra¨sentanten C
Ausgabe: true wenn fu¨r block(v) eine andere Farbe benutzt werden kann, sonst
false
1: function RecolorOrMove(v, cmax, C)
2: if |c(δ(v))| ≤ cmax − 2 then # ist fu¨r v eine weitere Farbe zula¨ssig?
3: Cc(v) = Cc(v) \ v
4: c(v) = min ({1, . . . , cmax} \ c(δ(v) ∪ v))
5: Cc(v) = Cc(v) ∪ v
6: return true
7: else # existiert ein v′ fu¨r das eine Farbe außer c(v) zula¨ssig ist?
8: if ∃v′ ∈ block(v) mit |c(δ(v′)) ∪ c(v)| ≤ cmax − 1 then
9: Cc(v) = Cc(v) \ v, c(v) = 0
10: c(v′) = min({1, . . . , cmax} \ c(δ(v′) ∪ v))






Beweis. Fu¨r jeden Knoten aus block(v) mu¨ssen die Farben seiner Nachbarn festge-
stellt werden. Das Durchmustern alles Adjazenzlisten eines Knotens w dauert |δ(w)|.
Die Suche nach einer mo¨glichen Farbe kann anschließend in O(|cmax|) durchgefu¨hrt
werden, wenn bei der Suche in der Adjazenzliste bereits die benutzten Farben ab-
gespeichert worden sind.
4.3.2 Lokale Verfeinerung
Der RecolorOrMove-Algorithmus bestimmt den Repra¨sentanten eines einzel-
nen Blockes. A¨hnlich wie bei den Greedy-Algorithmen (Abschnitt 4.1.1) entscheidet
auch hier die Reihenfolge, in der diese Anpassungen vorgenommen werden, u¨ber
die Qualita¨t des Ergebnisses. Das Ziel ist folglich, eine Abfolge der Repra¨sentanten
zu wa¨hlen, so daß durch die wiederholte Anwendung von RecolorOrMove die
Farbzahl mo¨glichst stark und schnell reduziert wird.
Die Idee des hier vorgestellten Verfahrens ist, nacheinander alle Knoten einer Farbe
zu wa¨hlen, um so mo¨glichst diese Farbe einzusparen. Sollte dies nicht erfolgreich
sein, wa¨hlt man die na¨chste Farbe aus, bis eine Verbesserung erzielt worden ist. Es
ist allerdings wahrscheinlich, daß bei diesem Vorgehen nicht sofort eine Farbe ein-
gespart werden kann. In den meisten Fa¨llen wird es notwendig sein, in Blo¨cken mit
unterschiedlich gefa¨rbten Repra¨sentanten Vera¨nderungen durchzufu¨hren, um zu ei-
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ner besseren Lo¨sung zu gelangen. Von daher sollte jeder Block mehrmals untersucht
werden. Am leichtesten erreicht man dies, indem man wieder von vorne beginnt
nachdem alle Farbklassen einmal untersucht worden sind.
Um die Aussicht, Fortschritt zu machen, weiter zu steigern, wa¨hlen wir die Farbklas-
sen nicht beliebig aus, sondern nach steigender Gro¨ße. Dahinter steht die Vermutung,
daß es einfacher ist, in wenigen Blo¨cken entsprechende Repra¨sentanten zu finden als
in vielen. Innerhalb einer Farbklasse betrachten wird die Repra¨sentanten nicht in
einer bestimmten Reihenfolge. Es empfiehlt sich, hier eine Abfolge zu wa¨hlen, die
mo¨glichst schnell zu implementieren ist.
Zu dem Verfahren wird natu¨rlich noch ein Abbruchkriterium beno¨tigt. Wir haben
uns dafu¨r entschieden die Suche abzubrechen, wenn eine bestimmte Anzahl von
Suchvorga¨ngen in allen Farbklassen erfolglos waren. Dieser Parameter entscheidet
u¨ber die Qualita¨t und die Laufzeit des Verfahrens und ist daher die kritische Gro¨ße.
Auf die Wahl dieses Parameters werden wir bei der Analyse der so erzielten Ergeb-
nisse in Kapitel 5 genauer eingehen.
Das vollsta¨ndige Verfahren wird in Algorithmus 4 noch einmal technisch ausgefu¨hrt.
Algorithmus 4 Lokale Verfeinerung
1: procedure RefineLocal(G, C = C1∪˙ · · · ∪˙Ccmax)
2: count = 0
3: while count < MaxIter do
4: for i = cmax, . . . , 1 do
5: for all v ∈ Ci do RecolorOrMove(v, cmax, C)
6: end for
7: if Ci = ∅ then
8: vertausche Farben i und cmax
9: lo¨sche Ccmax
10: cmax = cmax − 1
11: Sortiere C so daß wieder |C1| ≥ · · · ≥ |Ccmax|




16: count = count+ 1
17: Sortiere C so daß wieder |C1| ≥ · · · ≥ |Ccmax|
18: end while
19: end procedure
Ein Durchlauf durch alle Farbklassen findet in der for-Schleife von Schritt 4 bis 15
statt. Wir gehen davon aus, daß zu Beginn jeder Iteration |C1| ≥ · · · ≥ |Ccmax| gilt, so
daß Ccmax die Farbklasse mit der kleinsten Kardinalita¨t ist. Innerhalb dieser Schleife
wird fu¨r alle Repra¨sentanten, die mit der aktuellen Farbe gefa¨rbt sind, Recolor-
OrMove aufgerufen, um nach im Sinne der Heuristik besseren Repra¨sentanten zu
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suchen. Die Repra¨sentanten mit Farbe i sind nach Definition gerade die Knoten in
Ci. Die Anzahl nicht erfolgreicher Iterationen u¨ber alle Farbklassen wird im Za¨hler
“count” festgehalten.
Wenn die Farbe i nicht mehr benutzt wird, also Ci = ∅ gilt, werden die Farben i und
cmax vertauscht und die jetzt leere Farbklasse Ccmax gelo¨scht. Damit wird sicherge-
stellt, daß die benutzten Farben aufeinanderfolgende Nummern haben. cmax muß an-
schließend selbstversta¨ndlich vermindert werden. Dann wird die Sortierung der Farb-
klassen wiederhergestellt, damit die na¨chste Iteration wieder mit den richtigen Start-
bedingungen beginnt. Schließlich wird der Iterationsza¨hler “count” zuru¨ckgesetzt
und ein neuer Durchlauf durch die Farbklassen gestartet, bei dem wieder mit der
Farbklasse kleinster Kardinalita¨t Ccmax begonnen wird. Das Ru¨cksetzen des Za¨hlers
soll sicherstellen, daß die Chancen auf eine weitere Verbesserung nicht durch eine zu
geringe verbleibende Anzahl Iterationen vermindert werden.
Wenn keine Farbe eingespart werden kann, wird nur der Za¨hler erho¨ht und die Sor-
tierung der Farbklassen wieder angepaßt.
Bei dem hier vorgestellten Verfahren werden die Vera¨nderungen aus Iterationen,
in denen die Farbzahl nicht gesunken ist, nicht ru¨ckga¨ngig gemacht. Damit soll
erreicht werden, daß nicht immer wiederkehrende Konfigurationen untersucht wer-
den und sich blockierende Repra¨sentanten u¨ber mehrere Iterationen hinweg auf-
gelo¨st werden ko¨nnen (siehe dazu auch Abbildung 4.3). Die Minimumbildung bei
der Farbauswahl aus RecolorOrMove sorgt außerdem dafu¨r, daß die Farben zu
den großen Farbklassen hin vera¨ndert werden. Das Ziel hiervon ist, auch in nicht
erfolgreichen Iterationen eine Art Fortschritt zu machen, also die Kardinalita¨t der
kleineren Farbklassen weiter zu verringern.
4.3.3 Rekursive Verfeinerung
Das im vorangegangenen Abschnitt beschriebene Verfahren ist nicht die einzige
Mo¨glichkeit, wie auf Basis des RecolorOrMove-Algorithmus eine Lo¨sung fu¨r
PCP berechnet werden kann. Bereits bei der Beschreibung der lokalen Verfeinerung
haben wir erwa¨hnt, daß eine Verringerung der Farbzahl unter Umsta¨nden nur durch
Vera¨nderungen in verschiedenen Farbklassen erreicht werden kann. Ein Beispiel fu¨r
eine solche Konstellation ist der Graph in Abbildung 4.3. Die Repra¨sentanten bilden
ein Dreieck, beno¨tigen also drei Farben. Beim Repra¨sentanten des mittleren Blockes
wu¨rde RecolorOrMove nicht funktionieren. Dafu¨r kann im rechten Block der
andere Knoten als Repra¨sentant gewa¨hlt werden und die Farbe 2 erhalten. Dadurch
wird fu¨r den Knoten im mittleren Block die Farbe 2 zula¨ssig. In diesem Abschnitt
beschreiben wir eine Auswahlstrategie, die auf dieser Beobachtung basiert.
Die grundsa¨tzliche Technik, zuerst in den Farbklassen kleiner Kardinalita¨t zu su-
chen, bleibt. Wenn jedoch in einem Block RecolorOrMove scheitert, kommt
ein rekursives Auswahlverfahren zum Einsatz, um den Knoten eventuell doch noch
umfa¨rben zu ko¨nnen.
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Abbildung 4.3: Beispiel fu¨r die Verminderung der Farbzahl durch Operationen in
zwei Blo¨cken
RecolorOrMove schla¨gt fehl, wenn fu¨r keinen Knoten des betrachteten Blockes
eine andere Farbe als die des aktuell gewa¨hlten Repra¨sentanten zula¨ssig ist. Folglich
sind alle diese Knoten zu Knoten aller anderen Farben adjazent. Daraus folgt, daß
eine Vera¨nderung in diesem Block erst mo¨glich sein wird, wenn diese Situation fu¨r
mindestens einen Knoten aufgelo¨st werden kann.
Dazu betrachten wir nun eine beliebige Farbe außer der des aktuellen Knotens, und
alle Blo¨cke mit Repra¨sentanten in der gewa¨hlten Farbe, die zu diesem Knoten adja-
zent sind. Wenn man durch lokale Anpassung in diesen Blo¨cken jeweils eine andere
Farbe benutzen kann, hat der Ausgangsknoten keinen Nachbarn mehr in der ent-
sprechenden Farbe und kann nun umgefa¨rbt werden. Daraus leitet sich das folgende
Vorgehen ab:
Wir beginnen mit der lokalen Verfeinerung. Wenn RecolorOrMove keine
A¨nderung vornimmt, bestimmen wir eine Farbe und wenden RecolorOrMove
auf alle Nachbarn des Knotens in dieser Farbe an. Wenn dies bei allen diesen Kno-
ten gelingt, ist die gewa¨hlte Farbe fu¨r den aktuellen Knoten jetzt zula¨ssig. Sonst
wird bei den entsprechenden Knoten rekursiv mit dem gleichen Verfahren weiter
gesucht.
Bei dieser Strategie muß allerdings bei den rekursiven Versuchen die Farbzahl weiter
eingeschra¨nkt werden. Die Farben, die bereits ausgewa¨hlt worden sind, du¨rfen nicht
mehr fu¨r Knoten benutzt werden. Wenn also z.B. alle Nachbarn mit Farbe 2 eines
Knotens mit Farbe 1 untersucht werden, darf natu¨rlich auch Farbe 1 nicht weiter
benutzt werden, schließlich ist das eigentliche Ziel, ohne Farbe 1 auszukommen.
Algorithmus 5 beschreibt dieses Vorgehen noch einmal ausfu¨hrlich. Er ist in zwei Pro-
zeduren geteilt, den Hauptteil RefineRecursive und die rekursive Suche Refine-
Vertex. Der Beginn von RefineRecursive ist eine Kopie von Algorithmus 4, mit
dem einzigen Unterschied, daß RefineVertex statt RecolorOrMove aufgeru-
fen wird.
RefineVertex beno¨tigt wie RecolorOrMove den aktuellen Knoten und das
Repra¨sentantensystem C als Parameter. Zusa¨tzlich wird die Menge F u¨bergeben, in
der festgehalten wird, welche Farben nicht verwendet werden du¨rfen.
Zuerst wird versucht, ob RecolorOrMove bereits zu einer Verbesserung fu¨hrt,
wobei auch dort keine Farbe aus F verwendet werden darf. Ansonsten wird die aktu-
elle Farbe verboten, damit keine weiteren Knoten diese Farbe erhalten. Anschließend
wird die Farbe mit der ho¨chsten Nummer gewa¨hlt, die nicht in F enthalten ist. Dann
ruft sichRefineVertex rekursiv fu¨r alle Nachbarn des Knotens auf, die diese Farbe
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Algorithmus 5 Rekursive Verfeinerung
1: procedure RefineRecursive(G, C)
2: count = 0;
3: while count < MaxIter do
4: for i = cmax, . . . , 1 do
5: for all v ∈ Ci do
6: RefineVertex(v, i, ∅, C)
7: end for
8: if Ci = ∅ then
9: vertausche Farben i und cmax
10: lo¨sche Ccmax
11: cmax = cmax − 1
12: Sortiere C so daß wieder |C1| ≥ · · · ≥ |Ccmax|




17: count = count+ 1
18: Sortiere C so daß wieder |C1| ≥ · · · ≥ |Ccmax|
19: end while
20: end procedure
21: function RefineVertex(v, i, F , C)
22: if RecolorOrMove(v, cmax, C, F ) then
23: return true
24: end if
25: F = F ∪ i
26: j = max {i : i 6∈ F}
27: for all w ∈ δ(v) ∪ Cj do




32: c(v) = j
33: Cj = Cj ∪ v, Ci = Ci \ v
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haben.
4.3.4 Problemfa¨lle
Die beiden vorgestellten Heuristiken vera¨ndern die Fa¨rbung nur, wenn eine lokale
Verbesserung mo¨glich ist. Die Idee ist, eher in einem anderen Block nach vermutlich
besseren Knoten zu suchen als an einer bestimmten Stelle des Graphen viel Zeit zu
investieren. Folglich werden bei der Suche alle Wahlen u¨bergangen, bei denen sich
die Farbe des Repra¨sentanten nicht a¨ndert. Dies ko¨nnte in manchen Graphen zu
nicht optimalen Ergebnissen fu¨hren. Abbildung 4.4 zeigt eine Konstellation, in der
erst ein solcher Zug zur optimalen Wahl fu¨hrt. Die Eintra¨ge in den Knoten sind
entweder die Farbe oder “-” fu¨r “nicht gewa¨hlt”. Beide in diesem Abschnitt vorge-
stellten Verfahren ko¨nnten hier keine Verbesserung finden, da alle Knoten im rechten
Block mit dem Repra¨sentanten des linken Blockes verbunden sind und umgekehrt.
Somit kann in keinem der beiden Blo¨cke mit den von uns zugelassenen Anpassungen
erreicht werden, daß beide Repra¨sentanten dieselbe Farbe erhalten ko¨nnen. Erst die















































































































Abbildung 4.4: Problemfall, derzeit nicht abgedeckt
Der abgebildete Graph ist zwar nicht reduziert, allerdings la¨ßt er sich mit
zusa¨tzlichen Blo¨cken so erweitern, daß kein Knoten mit der in Abschnitt 4.2 ge-
schilderten Methode entfernt werden ko¨nnte. Abbildung 4.5 zeigt eine solche Erwei-
terung. Das Problem bleibt gleich, wenn als Repra¨sentant des zusa¨tzlichen Blockes
der Knoten “◦” gewa¨hlt wird.
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In diesem Kapitel werden wir Resultate vorstellen, die wir mit Implementierungen
der beiden Verfeinerungs-Heuristiken erzielt haben. Um die generelle Tauglichkeit
der Verfahren zu testen, benutzen wir zufa¨llig erzeugte Graphen, in denen jeder
Block jeweils zehn Knoten entha¨lt. Neben den Fragen nach der besten Wahl der
Parameter, dem Einfluß der Startlo¨sung und selbstversta¨ndlich der Laufzeit interes-
siert uns dabei auch das Verhalten in Abha¨ngigkeit von der Graphenstruktur. Wir
konzentrieren uns hier auf die Anzahl der Blo¨cke und die Dichte des Graphen, die
angibt, mit welcher Wahrscheinlichkeit eine Kante zwischen zwei Knoten existiert.
Insgesamt haben wir folgende Strukturparameter benutzt
Anzahl Blo¨cke: 50, 100, 150, 200, 250, 300, 400
Dichte: 10%, 20%, 30%, 40%, 50%, 60%, 70%, 80%, 90%
Bei den unterschiedlichen Dichten haben wir jede Kante mit der angegebenen Wahr-
scheinlichkeit erzeugt, nicht unbedingt die angegebene Prozentzahl der mo¨glichen
Kanten.
Um den Einfluß der Startlo¨sung auf die Ergebnisse zu untersuchen, benutzen wir
fu¨r jeden Versuch 14 verschiedene Startlo¨sungen, und zwar:
• die Lo¨sungen, die von den drei Adaptionen des Greedy-Algorithmus aus Ab-
schnitt 4.1.1 bestimmt werden
• die Lo¨sungen, die nach [6] konstruiert werden, indem aus jedem Block ein
Knoten mit mo¨glichst kleinem Grad gewa¨hlt wird, und der von diesen Knoten
induzierte Teilgraph mit dem Greedyalgorithmus gefa¨rbt wird (ohne besondere
Auswahlstrategie). Diese Strategie bezeichnen wir mit SmallestDegree.
• zehn zufa¨llig ausgewa¨hlte Repra¨sentantensysteme, die mit dem Greedyalgo-
rithmus gefa¨rbt worden sind.
Die zufa¨llig erzeugten Startlo¨sungen sollen daru¨ber Aufschluß geben, ob es sich lohnt,
Zeit in die Berechnung einer mo¨glichst guten Startlo¨sung zu investieren.
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Generell zeigt sich, daß unter den Startlo¨sungen die DSatur-Adaption immer deut-
lich bessere Ergebnisse liefert als die u¨brigen Greedy-Varianten oder die zufa¨llige
Auswahl. Unter den u¨brigen Greedy-Varianten ist LargestFirst die beste, gefolgt
von SmallestDegree und SmallestLast, wobei die Absta¨nde dieser drei unter-
einander deutlich geringer sind als der Vorsprung von DSatur auf die zweitbeste
Startlo¨sung. Die genauen Ergebnisse sind im Anhang auf Seite 60 in Tabelle A.1
aufgefu¨hrt.
Die Laufzeitmessungen beziehen sich auf Testla¨ufe auf einem Rechner mit DEC
Alpha EV 6.7 Prozessor mit 667Mhz Takt, mit dem Betriebssystem Compaq Tru64
UNIX V5.1 (Rev. 732). Im Verha¨ltnis zu den dort ermittelten Laufzeiten erreicht
ein PC mit 2,4 Ghz etwa die vier- bis fu¨nffache Leistung. Wir haben den GNU g++
Compiler in Version 3.2.4 mit dem Optimierungsschalter -O3 eingesetzt.
5.1 Lokale Verfeinerung
5.1.1 Lo¨sungen
Die wichtigste Gro¨ße bei den Verfeinerungsheuristiken ist der Parameter MaxIter,
mit dem gesteuert wird, nach wie vielen aufeinanderfolgenden Iterationen des Al-
gorithmus ohne Verminderung der Farbzahl das Verfahren beendet wird. Zuna¨chst
wollen wir natu¨rlich wissen, ob unsere Verfahren mindestens so gute Ergebnisse er-
reichen wie die beste Startlo¨sung. In immerhin 35 der 63 Graphen war schon bei
MaxIter = 10 selbst die schlechteste der vierzehn ermittelten Lo¨sungen besser als
die beste Startlo¨sung. Die beste erzielte Lo¨sung unterbot diesen Wert sogar in 52
Graphen. In nur 5 Graphen, alle mit Dichte 10% oder 20%, benutzte die beste
Startlo¨sung weniger Farben als die schlechteste mit unserem Verfahren berechnete
Lo¨sung. Insgesamt liegen die so erzielten Ergebnisse also zumindest im Bereich der
Greedy-Algortithmen. Bei den hohen Dichten von 60% an aufwa¨rts sind die ermit-
telten Ergebnisse zum Teil schon um mehrere Farben besser als die Startlo¨sungen.
Eine Steigerung von MaxIter auf die Werte 50, 100 und 200 bringt kontinuierliche
Verbesserungen der Ergebnisse. Vor allem die Qualita¨t der schlechtesten errechneten
Lo¨sung steigt, diese sind ab etwa MaxIter = 200 bis auf wenige Ausnahmen besser
als jede Startlo¨sung. Außerdem na¨hern sich bei diesem Wert die beste und schlech-
teste Lo¨sung meistens bis auf eine Farbe.
Weitere Steigerungen des Abbruchkriteriums bringen vor allem bei den mittleren
Dichten und in den großen Graphen weitere Fortschritte. Dabei verbessern sich
normalerweise einzelne Lo¨sungen noch um eine Farbe, gro¨ßere Erfolge wie beim
U¨bergang von MaxIter von 10 zu 50 werden hier nicht mehr erzielt. In den Graphen
mit Dichten oberhalb von 70% a¨ndern sich die Lo¨sungen kaum noch.
Dieses Verhalten illustrieren die Abbildungen 5.1, 5.2 und 5.3. Sie zeigen die Entwick-
lung der durchschnittlichen Farbzahl mit steigender Iterationszahl fu¨r die Graphen
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mit Dichte 10%, 50% und 90%. Die Werte sind jeweils u¨ber die Ergebnisse mit allen
14 Startlo¨sungen gemittelt. Hier wird noch einmal deutlich, daß die Qualita¨t der
Lo¨sungen mit steigender Dichte der Graphen fru¨her relativ stabil wird. Insbesonde-
re bei Dichte 50% fa¨llt auf, daß die Erho¨hung von MaxIter auf 500 stellenweise noch
Verbesserungen bringt.
Die Methode, mit der die Startlo¨sungen bestimmt werden, scheint keinen erheblichen
Einfluß auf die Ergebnisse zu haben. Die Anzahl benutzter Farben schwankt zwar bei
unterschiedlichen Anfangsfa¨rbungen, doch ist dieser Effekt weitgehend unabha¨ngig
von der Farbzahl der Startlo¨sung. Natu¨rlich kann die Farbzahl der urspru¨nglichen
Fa¨rbung nicht u¨berschritten werden. Dies fu¨hrt dazu, daß die Ergebnisse, die auf der
DSatur-Adaption basieren immer mindestens so gut wie diese beste Startlo¨sung
sind, was bei kleinen MaxIter-Werten durch die zufa¨llig gewa¨hlten Repra¨sentanten
nicht immer erreicht wird. Bei großen Werten von MaxIter oder mittleren bis hohen
Dichten zeigt sich dieser Effekt nicht mehr, und alle Startlo¨sungen fu¨hren in einigen
Fa¨llen zum besten und in anderen zum schlechtesten Ergebnis.
Der Einfluß der Graphenstruktur ist wie erwartet. Die Abbildungen 5.4 und 5.5
zeigen die Auswirkungen der Anzahl Blo¨cke und Dichte der Graphen auf die Farb-
zahl, wobei wir jeweils die gemittelten Werte mit MaxIter = 1000 verwenden. Er-
wartungsgema¨ß steigt die Zahl verwendeter Farben in etwa linear mit der Anzahl
Blo¨cke im Graphen, wobei der Anstieg bei ho¨herer Dichte sta¨rker ist. Dies deckt sich
mit der Erwartung, da in dichten Graphen die maximalen stabilen Mengen wegen
der ho¨heren Kantenzahl normalerweise weniger Knoten enthalten. Bei fester Gro¨ße
eines Graphen steigt die Farbzahl mit wachsender Dichte, wobei hier ein angena¨hert
exponentielles Verhalten beobachtet werden kann.
Detaillierte Daten zu den Ergebnissen sind in Tabelle A.2 auf Seite 62 aufgefu¨hrt.
5.1.2 Laufzeit
Die Laufzeiten mit unterschiedlichen Startlo¨sungen zeigen teilweise große Schwan-
kungen, insbesondere bei den Graphen mit vielen Blo¨cken. Wa¨hrend die meisten
La¨ufe anna¨hernd die gleiche Zeit beno¨tigen, liegen einzelne Extrema zum Teil um den
Faktor zwei auseinander. Dies scheint hauptsa¨chlich daran zu liegen, daß die Fort-
schritte nach unterschiedlich vielen Iterationen erzielt werden. Wenn die Farbzahl
immer erst nach fast MaxIter Iterationen sinkt, werden sehr viel mehr Durchla¨ufe
gemacht als wenn die Farbzahl mit wenigen Iterationen reduziert werden kann. Dies
ist eine direkte Auswirkung der Strategie, auf eine bestimmte Anzahl erfolgloser
Durchla¨ufe zu warten anstatt eine feste Iterationszahl vorzugeben. Diese Technik
ist jedoch aus dem selben Grund notwendig, um unabha¨ngig von der gewa¨hlten
Startlo¨sung mo¨glichst gleichbleibende Ergebnisse zu erreichen.
Wie schon bei den Ergebnissen zeigt sich kein eindeutiges Bild zu Gunsten eines be-
stimmten Typs Startlo¨sung. In der Tendenz schneidet hier die DSatur-Startlo¨sung















































































































































Abbildung 5.5: Einfluß der Dichte auf die Farbzahl (MaxIter = 1000)
bene Effekt. Bei guten Startlo¨sungen sind weniger erfolgreiche Iterationen bis zu
einer gewissen Farbzahl erforderlich, wodurch die Laufzeiten zumindest in den mei-
sten Fa¨llen recht gut sind. Allerdings werden a¨hnliche oder leicht bessere Laufzeiten
auch von manchen zufa¨llig gewa¨hlten Startlo¨sungen erreicht.
Die gemittelte Laufzeit wa¨chst wie erwartet in etwa linear mit steigenden Werten
von MaxIter. Die einzelnen Iterationen der Heuristik ko¨nnen in Linearzeit ausgefu¨hrt
werden. Im schlimmsten Fall wird fu¨r jeden Knoten RecolorOrMove aufgerufen.
In der Summe ergibt sich damit nach Satz 4.8 die lineare Laufzeit. Die Abbildungen
5.6 und 5.7 zeigen diese Entwicklung fu¨r 50% und 90% Dichte.
Bezogen auf eine feste Anzahl Blo¨cke steigt die Laufzeit mit gro¨ßer werdender Dichte
stark an, wie man an den Abbildungen 5.8 und 5.9 sieht. Auffa¨llig ist, daß die
Laufzeit bei 400 Knoten bei Dichte 90% wieder sinkt. Dieser Effekt ist auch bei den
u¨brigen Werten von MaxIter zu beobachten. Anscheinend ist dieser Graph so dicht,
daß nach fru¨hen Verbesserungen schnell die zula¨ssige Anzahl erfolgloser Iterationen
erreicht wird. Bei den u¨brigen Graphen zeigt sich dieses Verhalten nicht, hier steigt
die Laufzeit stark mit Dichte oder Anzahl Blo¨cke an. Abbildung 5.10 zeigt das
Laufzeitverhalten mit wachsender Anzahl Blo¨cke im Graphen. Auch hier sieht man
den im Vergleich mit 70% oder 80% deutlich geringeren Anstieg des Zeitbedarfs bei
400 Knoten bei 90% Dichte.

































































































































Die Messwerte fu¨r die rekursive Verfeinerung beziehen sich auf dieselben Graphen
wie im vorangegangenen Abschnitt. Allerdings haben wir aus Zeitgru¨nden auf die
Auswertung der beiden gro¨ßten Graphen verzichtet und pra¨sentieren hier nur die Er-
gebnisse fu¨r die Instanzen bis einschließlich 250 Blo¨cke. Die Werte fu¨r das Abbruch-
kriterium MaxIter mu¨ssen selbstversta¨ndlich an die vera¨nderte Vorgehensweise des
Verfahrens angepaßt werden. Bei dem rekursiven Verfahren ist die Erfolgsquote einer
Iteration erwartungsgema¨ß ho¨her, da durch die erweiterte und zielstrebigere Suche
mit gro¨ßerer Wahrscheinlichkeit eine Farbe eliminiert wird. Außerdem werden bei
den rekursiven Aufrufen bereits weitere Vera¨nderungen am Repra¨sentantensystem
vorgenommen. Insgesamt erwarten wir daher, daß kleinere Werte fu¨r MaxIter aus-
reichen. Hier beschra¨nken wir uns auf die Werte 10, 20, 30 50 und 100. Wie schon
im vorangegangenen Abschnitt sind Teile der Ergebnisse im Anhang in den Tabellen
A.4 und A.5 ab Seite 66 aufgefu¨hrt.
5.2.1 Lo¨sungen
Im Vergleich mit der besten Startlo¨sung zeigt sich, daß hier bereits ein MaxIter-Wert
von 10 zu relativ guten Ergebnissen fu¨hrt. Schon bei diesem Wert unterschreitet die
schlechteste erzielte Lo¨sung die beste Startlo¨sung in immerhin 30 der 45 Graphen.
Die beste Lo¨sung erreicht dies sogar in 39 Graphen. Wie schon bei der lokalen Ver-
feinerung werden die besten Resultate bei den Graphen mit hoher Dichte erreicht,
wa¨hrend bei den niedrigeren Dichten la¨nger gerechnet werden muß, bis auch die
schlechteste Lo¨sung mindestens so gut wie die beste Startlo¨sung ist. In den Graphen
mit 50 und 200 Knoten bei Dichte 10% wird die beste Startlo¨sung von jeweils einer
Lo¨sung zumindest mit den untersuchten Einstellungen nicht erreicht.
Insgesamt zeigt sich bei der Steigerung des Wertes MaxIter eine leichte, kontinuierli-
che Verbesserung der Werte. Meistens verbessern sich etwa zwei bis vier der vierzehn
Lo¨sungen beim U¨bergang zu einem gro¨ßeren Wert. Dies gilt insbesondere auch bei
einer Steigerung auf MaxIter = 100, so daß in diesem Bereich noch keine endgu¨ltige
Stabilisierung der Ergebnisse eintritt. Auch die erzielten besten oder schlechtesten
Lo¨sungen ko¨nnen noch schwanken. Diese Tendenz zeigen die Abbildungen 5.11, 5.12
und 5.13. Stichproben zeigen jedoch, daß mit ho¨heren MaxIter-Werten keine signi-
fikanten Verbesserungen mehr zu erzielen sind.
Abgesehen davon, daß auch hier wieder die Farbzahl der jeweiligen Startlo¨sung nicht
u¨berschritten werden kann, zeigt sich auch hier kein besonderer Vorteil einer spezi-
ellen Art der Startlo¨sung. Wie schon beim lokalen Verfahren werden die Extrema
der Farbzahlen bei allen Arten von Startlo¨sungen angenommen.
Der Einfluß der Graphenstruktur hat sich durch die Wahl eines anderen Verfahrens














































































Abbildung 5.13: Entwicklung der Farbzahl bei 80% Dichte
5.2.2 Laufzeit
Die enormen Schwankungen der Laufzeiten bei unterschiedlichen Startlo¨sungen tre-
ten auch bei diesem Verfahren auf, sogar noch sta¨rker. Vereinzelt kann eine Lo¨sung
dreimal so lange beno¨tigen wie eine andere. Zusa¨tzlich zu dem bereits beschriebenen
Einfluß der Anzahl erfolgloser Iterationen kommt bei diesem Verfahren die Rekur-
sionstiefe hinzu. Auch in erfolgreichen Iterationen ko¨nnen sehr wenige oder auch
sehr viele rekursive Schritte durchgefu¨hrt worden sein, was die Schwankungen mit
hervorruft.
Ein unmittelbarer Einfluß der Methode, mit der die Startlo¨sungen bestimmt worden
sind, kann wieder nicht beobachtet werden. Allerdings zeigt sich, daß mit den bei-
den besten Startlo¨sungen DSatur und LargestFirst fast immer Ergebnisse in
der unteren Ha¨lfte der gemessenen Spanne erzielt werden. Dies ist vermutlich ebenso
wie bei der lokalen Verfeinerung auf die insgesamt niedrigere Zahl erfolgreicher Ite-
rationen zuru¨ckzufu¨hren. Die Laufzeiten mit zufa¨llig gewa¨hlten Startlo¨sungen sind
u¨ber den gesamten benutzten Bereich verteilt.
Abgesehen von den Schwankungen steigt die gemittelte Laufzeit mit zunehmenden
MaxIter-Werten massiv an. In den Abbildungen 5.14 und 5.15 zeigen wir die Ent-
wicklung in den Graphen mit 30% und 80% Dichte. Hier ist vor allem auffa¨llig,
daß die Zunahme beim U¨bergang von 50 zu 100 als Abbruchkriterium langsamer
verla¨uft als bei den kleineren Werten von MaxIter. Statt sich wie beim U¨bergang
von 20 zu 50 ungefa¨hr zu verdreifachen, verdoppelt sich die Laufzeit bei diesem
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letzten U¨bergang. Dies liegt wohl daran, daß in den meisten Fa¨llen nur noch einmal
eine weitere Farbe eingespart werden kann und danach das Abbruchkriterium erfu¨llt
wird.
Der Einfluß der Graphenstruktur ist a¨hnlich wie beim lokalen Verfahren, nur daß
die entsprechenden Steigerungen sta¨rker ausfallen. In den Abbildung 5.16 und 5.17
wird das entsprechende Verhalten fu¨r MaxIter = 100 dargestellt. Fu¨r die anderen
Werte dieses Parameters ergeben sich a¨hnliche Bilder, nur mit anderen absoluten
Zahlen.
5.3 Graphen aus dem Primer-Design
Zusa¨tzlich zu den beschriebenen ku¨nstlich erzeugten Graphen haben wir die Ver-
fahren auch mit drei Graphen getestet, die beim Primer-Design entstehen. Diese
Graphen sind relativ du¨nn, es existieren etwa 20% der mo¨glichen Kanten. Typisch
enthalten sie etwa 50 Blo¨cke mit 40 bis 60 Knoten. Im Gegensatz zu den zufa¨llig
generierten Graphen zeigt das Preprocessing aus Abschnitt 4.2 hier eine enorme
Wirkung und entfernt etwa ein Drittel der Knoten. Diese Reduktion ist mo¨glich, da
die la¨ngeren Primer die ku¨rzeren als Teilstrang enthalten und somit auch zu allen
Primern inkompatibel sind, zu denen diese Teilstra¨nge es auch sind.
Da diese Graphen wenige Kanten enthalten, bestimmt der DSatur-Greedy oft
schon eine sehr gute Startlo¨sung. In zwei der drei Graphen konnte diese Lo¨sung
nicht unterboten werden. Dabei mußten MaxIter nur auf 50 (lokal) beziehungsweise
20 (rekursiv) gewa¨hlt werden, um diese Farbzahl immer zu erreichen. Im dritten
Graphen konnte die beste Startlo¨sung mit rekursiver Verfeinerung um eine Farbe
verbessert werden, was ab MaxIter = 50 auch mit allen Startlo¨sungen gelang. Der
lokalen Suchstrategie gelang dies selbst mit dem ho¨chsten Wert fu¨r MaxIter nicht
immer, vor allem mit den guten Startlo¨sungen.
Die Laufzeiten waren bei diesen Graphen erfreulich, keine Rechnung beno¨tigte mehr
als zwei Minuten. Bei diesen Gro¨ßen spielen die Nachteile der rekursiven Technik
noch keine entscheidende Rolle.
5.4 Fazit
Beide Verfahren bestimmen auf der Testmenge gute Lo¨sungen. Bei den du¨nnen
Graphen ist das lokale Verfahren zuverla¨ssiger und liefert bereits bei MaxIter = 200
meistens mit allen Startlo¨sungen dieselbe Farbzahl. Im Gegensatz dazu schafft es
das rekursive Verfahren bei diesen Graphen nicht immer, die beste Startlo¨sung zu
erreichen. Das rekursive Verfahren ist dagegen bei den dichten Graphen (Dichte u¨ber
50%) u¨berlegen, ab MaxIter = 20 ist der Durchschnitt der Farbzahl um 0.3 bis 0.5







































































































dieser Vorsprung weiter, besonders bei 250 Blo¨cken kann der Vorsprung auf fast eine
Farbe wachsen.
Dabei sollte man nicht vergessen, daß die Laufzeiten der rekursiven Verfeinerung
deutlich ho¨her sind als die des lokalen Verfahrens. Selbst wenn nach 20 erfolglosen
Iterationen abgebrochen wird, la¨uft das Verfahren bei dichten Graphen schon bis
zu dreimal so lange. Der enorme Mehrbedarf an Laufzeit bei spa¨terem Abbruch
steigert diesen Faktor auf bis zu 10 bei dem gro¨ßten von uns untersuchten Wert von
MaxIter (100). Hier muß allgemein also ein Kompromiss aus Laufzeit und Qualita¨t
der Ergebnisse gefunden werden. Insgesamt legt das Laufzeitverhalten nahe, mit
guten Startlo¨sungen zu beginnen und so den Zeitaufwand soweit mo¨glich gering zu
halten.
Damit ergibt sich kein eindeutig bestes Verfahren, sondern es muß nach Beschaffen-
heit der entsprechenden Graphen und der maximalen zula¨ssigen Laufzeit entschie-
den werden, welche Strategie benutzt werden soll. Als Faustregel ist außer bei sehr
du¨nnen Graphen die rekursive Verfeinerung jedoch vorzuziehen, wenn der erho¨hte
Zeitaufwand unproblematisch ist.
Genauso muß die Wahl der Parameter problemspezifisch erfolgen, eine allge-
meingu¨ltige Regel gibt es dazu nicht. Hier muß der geeignete Kompromiss aus Lauf-
zeit und Qualita¨t gefunden werden. Es scheint jedoch so, daß oberhalb der hier
beschriebenen Werte nur noch marginale Verbesserungen zu erwarten sind, so daß
die hier beschriebenen Werte als Indikator dienen ko¨nnen. Beim lokalen Verfahren
spricht wenig dagegen, MaxIter auf 1000 zu setzen, da die Laufzeit fu¨r die meisten
Anwendungen akzeptabel sein du¨rfte. Fu¨r das rekursive Verfahren sollte dieser Wert
nicht unter 30 gewa¨hlt werden, besser noch ho¨her. Die genaue Auswahl muß hier
auf die Anforderungen an das Laufzeitverhalten abgestimt werden.
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Im Bereich der Heuristiken sind noch Probleme offen. Weitere heuristische Techniken
wie Simulated Annealing ko¨nnen auf ihre Tauglichkeit fu¨r dieses Problem u¨berpru¨ft
werden. Auch Modifikationen der vorgestellen Verfahren sind denkbar, um die Qua-
lita¨t der Lo¨sungen weiter zu verbessern oder den Zeitbedarf zu verringern.
Vor allem die theoretische Analyse des Problems befindet sich noch im Anfangssta-
dium. Fu¨r den allgemeinen Fall sind wie gezeigt effiziente Lo¨sungsverfahren nicht
zu erwarten, es sei denn P = NP . Es bleibt jedoch die Frage offen, ob das Pro-
blem zumindest in speziellen Graphenklassen in polynomieller Zeit gelo¨st werden
kann. Weiterhin muß noch erforscht werden, ob χP wenigstens in Spezialfa¨llen mit
einer gewissen Qualita¨t approximiert werden kann. Insbesondere wa¨ren Verfahren






In diesem Kapitel geben wir zusa¨tzlich zur Auswertung in Kapitel 5 Teile der
Messwerte an. Um die Darstellung dabei u¨bersichtlich zu halten, beschra¨nken wir
uns auf im Text besonders erwa¨hnte Parameter und Daten, die die Entwicklung der
Ergebnisse verdeutlichen.
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Anhang A Ausgesuchte Daten
Tabelle A.1: Farbzahlen der Startlo¨sungen. SD=SmallestDegree,
SL=SmallestLast, LF=LargestFirst, DS=DSatur. Fu¨r
die zufa¨llig gewa¨hlten Startlo¨sungen geben wir Minimum, Durch-
schnitt und Maximum an.
Greedy-Adaptionen Zufa¨llige Wahl
#Blo¨cke Dichte SD SL LF DS min av max
50 10% 4 4 3 2 5 5 5
50 20% 6 6 6 3 7 7 7
50 30% 8 9 7 5 8 8,8 9
50 40% 9 11 7 6 10 10,8 12
50 50% 11 12 12 7 12 12,8 13
50 60% 12 12 13 9 14 15 17
50 70% 16 17 15 11 17 17,4 18
50 80% 20 21 19 14 20 21,3 22
50 90% 25 26 24 17 24 26,4 29
100 10% 6 7 6 3 7 7,6 8
100 20% 9 10 8 5 10 10,4 11
100 30% 12 13 12 8 12 13,8 15
100 40% 16 16 16 10 16 17,6 19
100 50% 19 19 18 13 20 21,3 23
100 60% 22 24 23 16 24 25,5 27
100 70% 28 30 27 19 29 30,8 32
100 80% 32 34 30 24 35 36,5 37
100 90% 41 46 40 30 45 47 50
150 10% 9 8 7 4 8 9 10
150 20% 12 13 12 8 13 14,2 16
150 30% 17 17 16 11 17 18,6 19
150 40% 22 23 21 14 23 24,2 26
150 50% 25 28 26 18 27 28,7 30
150 60% 33 34 32 22 33 35,2 37
150 70% 40 39 39 27 40 41,6 43
150 80% 49 49 48 34 48 50,7 53
150 90% 60 64 57 47 63 66 70
Fortsetzung auf der na¨chsten Seite
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Fortsetzung von Tabelle A.1
Greedy-Adaptionen Zufa¨llige Wahl
#Blo¨cke Dichte SD SL LF DS min av max
200 10% 10 10 9 5 10 10,7 11
200 20% 15 16 14 10 15 16,7 18
200 30% 21 22 20 14 22 22,5 24
200 40% 27 27 26 19 28 29,2 30
200 50% 33 34 32 23 35 36,1 39
200 60% 40 41 39 29 42 43,8 46
200 70% 51 50 46 35 51 52,1 54
200 80% 61 59 59 46 63 64,7 66
200 90% 77 80 75 60 78 81,9 86
250 10% 11 11 10 7 12 12,9 14
250 20% 17 20 17 11 19 19,8 21
250 30% 25 25 23 16 26 27,1 29
250 40% 32 32 31 23 33 34,3 35
250 50% 41 40 38 28 41 41,9 43
250 60% 49 52 46 35 51 51,7 53
250 70% 62 61 58 43 59 62,3 64
250 80% 74 76 72 54 73 76,2 78
250 90% 93 97 89 72 94 98,5 103
300 10% 12 13 11 8 13 13,7 14
300 20% 21 21 20 14 21 22 23
300 30% 28 30 28 19 29 30,4 32
300 40% 36 36 35 25 37 39,4 41
300 50% 45 47 45 33 46 48,9 51
300 60% 53 56 55 41 58 59,6 61
300 70% 67 67 67 53 71 72,8 75
300 80% 84 86 83 63 87 89,6 94
300 90% 104 112 107 84 111 115 117
400 10% 15 16 14 9 16 17,1 18
400 20% 26 27 24 17 27 27,2 28
400 30% 36 35 33 24 36 37,7 39
400 40% 48 48 45 33 47 48,8 50
400 50% 57 60 56 42 59 61,1 62
400 60% 70 73 67 51 73 75,4 77
400 70% 86 89 84 63 89 91,5 94
400 80% 107 109 103 81 109 112,6 115
400 90% 144 139 135 105 144 147,2 152
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Tabelle A.2: Ergebnisse der lokalen Verfeinerung bei MaxIter = 10, 200, 1000.
Gegeben sind die Anzahl Blo¨cke, die Dichte, die Farbzahl der besten
Startlo¨sung (DSatur-Adaption) sowie jeweils die minimale, durch-
schnittliche und maximale Farbzahl der Lo¨sungen
MaxIter = 10 MaxIter = 200 MaxIter = 1000
#Blo¨cke Dichte DS min av max min av max min av max
50 10% 2 2 2,00 2 2 2,00 2 2 2,00 2
50 20% 3 3 3,00 3 3 3,00 3 3 3,00 3
50 30% 5 4 4,36 5 4 4,00 4 4 4,00 4
50 40% 6 5 5,86 6 5 5,00 5 5 5,00 5
50 50% 7 7 7,00 7 6 6,00 6 6 6,00 6
50 60% 9 8 8,00 8 8 8,00 8 7 7,93 8
50 70% 11 9 9,86 10 9 9,29 10 9 9,29 10
50 80% 14 11 11,93 13 11 11,86 12 11 11,86 12
50 90% 17 15 15,57 16 15 15,57 16 15 15,57 16
100 10% 3 3 3,00 3 3 3,00 3 3 3,00 3
100 20% 5 5 5,29 6 5 5,00 5 5 5,00 5
100 30% 8 7 7,64 8 7 7,00 7 7 7,00 7
100 40% 10 9 9,86 10 9 9,00 9 9 9,00 9
100 50% 13 12 12,00 12 11 11,71 12 11 11,07 12
100 60% 16 14 14,79 15 14 14,00 14 14 14,00 14
100 70% 19 17 17,93 19 16 16,93 17 16 16,93 17
100 80% 24 20 21,71 23 20 20,71 21 20 20,71 21
100 90% 30 27 27,86 29 27 27,64 29 27 27,64 29
150 10% 4 4 4,57 5 4 4,00 4 4 4,00 4
150 20% 8 7 7,57 8 7 7,00 7 7 7,00 7
150 30% 11 10 10,50 11 10 10,00 10 10 10,00 10
150 40% 14 13 13,64 14 13 13,00 13 13 13,00 13
150 50% 18 17 17,14 18 15 16,14 17 15 15,93 16
150 60% 22 21 21,00 21 19 19,79 20 19 19,29 20
150 70% 27 24 25,00 26 24 24,14 25 24 24,00 24
150 80% 34 30 31,14 32 29 29,86 31 29 29,79 30
150 90% 47 39 39,79 40 38 39,00 40 38 39,00 40
Fortsetzung auf der na¨chsten Seite
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Fortsetzung von Tabelle A.2
MaxIter = 10 MaxIter = 200 MaxIter = 1000
#Blo¨cke Dichte DS min av max min av max min av max
200 10% 5 5 5,93 6 5 5,14 6 5 5,00 5
200 20% 10 9 9,57 10 9 9,00 9 9 9,00 9
200 30% 14 13 13,43 14 12 12,93 13 12 12,79 13
200 40% 19 17 17,43 18 16 16,57 17 16 16,29 17
200 50% 23 21 21,93 22 20 20,86 21 20 20,21 21
200 60% 29 26 26,71 27 25 25,50 26 25 25,07 26
200 70% 35 32 32,57 34 30 30,93 32 30 30,50 31
200 80% 46 39 40,07 41 38 38,64 39 38 38,64 39
200 90% 60 50 51,71 54 49 50,14 52 49 50,14 52
250 10% 7 7 7,00 7 6 6,07 7 6 6,00 6
250 20% 11 11 11,43 12 11 11,00 11 10 10,93 11
250 30% 16 16 16,00 16 15 15,14 16 15 15,00 15
250 40% 23 20 20,79 21 20 20,14 21 20 20,00 20
250 50% 28 26 26,43 27 25 25,43 26 24 24,93 25
250 60% 35 31 31,79 32 30 30,93 31 30 30,43 31
250 70% 43 39 39,29 40 37 37,64 38 37 37,14 38
250 80% 54 47 48,64 50 46 47,14 48 46 47,14 48
250 90% 72 61 63,36 65 61 61,64 62 61 61,64 62
300 10% 8 7 7,93 8 7 7,07 8 7 7,00 7
300 20% 14 13 13,07 14 12 12,86 13 12 12,43 13
300 30% 19 18 18,64 19 18 18,00 18 17 17,86 18
300 40% 25 24 24,29 25 23 23,79 24 23 23,21 24
300 50% 33 30 30,79 31 29 29,71 30 28 28,93 30
300 60% 41 37 37,64 38 35 36,43 37 35 35,93 36
300 70% 53 45 46,21 47 44 44,50 46 43 43,93 45
300 80% 63 56 57,36 59 54 55,07 56 54 54,93 56
300 90% 84 71 74,57 76 71 72,86 74 71 72,86 74
400 10% 9 9 9,93 10 9 9,00 9 9 9,00 9
400 20% 17 16 16,86 17 16 16,00 16 16 16,00 16
400 30% 24 23 23,71 24 23 23,00 23 22 22,79 23
400 40% 33 30 31,21 32 30 30,36 31 29 29,71 30
400 50% 42 38 39,29 40 37 37,71 38 37 37,43 38
400 60% 51 47 48,57 50 46 46,79 47 46 46,29 47
400 70% 63 59 59,57 60 56 57,71 59 56 56,50 58
400 80% 81 71 73,43 75 70 71,14 72 70 70,14 71
400 90% 105 95 97,00 99 94 95,29 96 94 95,29 96
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Anhang A Ausgesuchte Daten
Tabelle A.3: Laufzeiten der lokalen Verfeinerung bei MaxIter = 10, 200, 1000,
gerundet auf volle Sekunden. 0-Werte bedeuten also Laufzeiten un-
terhalb einer halben Sekunde. Wir geben wieder jeweils die minimale,
durchschnittliche und maximale Laufzeit an.
MaxIter = 10 MaxIter = 200 MaxIter = 1000
#Blo¨cke Dichte min av max min av max min av max
50 10% 0 0 0 0 0 1 1 1 2
50 20% 0 0 1 0 0 1 1 2 3
50 30% 0 0 0 0 1 1 2 3 4
50 40% 0 0 0 0 1 1 4 4 5
50 50% 0 0 1 1 2 2 5 6 7
50 60% 0 0 1 1 1 2 6 7 9
50 70% 0 0 1 1 2 2 7 8 8
50 80% 0 0 1 1 2 2 8 9 9
50 90% 0 0 1 1 2 2 9 10 10
100 10% 0 0 1 0 1 1 3 4 4
100 20% 0 0 1 1 2 2 7 7 8
100 30% 0 0 1 3 4 4 15 16 18
100 40% 0 0 1 6 8 11 32 35 38
100 50% 0 1 1 8 11 19 44 78 108
100 60% 0 1 1 14 17 20 67 75 82
100 70% 0 1 2 19 22 31 93 99 107
100 80% 1 1 2 22 26 40 107 115 128
100 90% 1 2 3 25 26 28 121 124 129
150 10% 0 0 1 1 2 2 8 8 9
150 20% 0 0 1 6 7 8 32 35 36
150 30% 0 1 1 12 14 16 63 70 76
150 40% 0 1 2 19 21 26 99 103 107
150 50% 1 2 2 24 39 53 147 161 194
150 60% 1 2 2 34 45 69 170 229 307
150 70% 2 3 4 40 55 75 218 239 292
150 80% 3 3 5 49 62 89 245 265 300
150 90% 3 5 8 56 62 67 286 293 307
Fortsetzung auf der na¨chsten Seite
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Fortsetzung von Tabelle A.3
MaxIter = 10 MaxIter = 200 MaxIter = 1000
#Blo¨cke Dichte min av max min av max min av max
200 10% 0 0 1 3 6 8 27 30 40
200 20% 0 1 1 14 15 19 70 72 75
200 30% 1 1 2 24 27 53 123 148 258
200 40% 1 2 3 34 46 73 175 230 350
200 50% 2 3 4 49 59 100 238 339 519
200 60% 3 4 6 61 79 119 302 386 597
200 70% 4 5 8 72 113 194 396 502 765
200 80% 5 7 10 89 116 178 439 474 542
200 90% 6 8 12 101 130 174 494 526 572
250 10% 0 0 1 6 12 16 52 55 61
250 20% 0 1 2 22 23 25 111 125 245
250 30% 2 2 3 36 54 74 219 235 256
250 40% 2 4 5 50 71 101 289 311 347
250 50% 3 5 7 70 93 150 404 474 599
250 60% 5 7 13 97 124 159 481 644 888
250 70% 6 8 13 121 179 272 586 791 1103
250 80% 7 12 19 149 210 264 703 769 822
250 90% 9 12 20 163 192 243 776 810 859
300 10% 0 1 1 10 18 23 79 83 99
300 20% 1 2 3 32 37 63 158 233 346
300 30% 2 3 5 57 62 68 278 305 472
300 40% 3 5 7 77 91 165 384 531 770
300 50% 5 6 10 110 126 205 531 776 1208
300 60% 7 10 15 133 187 310 702 866 1120
300 70% 8 12 17 162 249 379 839 1108 1637
300 80% 10 15 22 213 284 440 997 1121 1726
300 90% 12 20 26 231 279 403 1120 1174 1305
400 10% 0 1 2 28 34 44 144 148 155
400 20% 2 3 6 64 76 90 318 330 345
400 30% 4 6 9 103 116 150 506 583 852
400 40% 6 9 14 135 175 274 750 987 1502
400 50% 10 13 22 204 300 486 970 1267 2029
400 60% 12 16 24 259 350 498 1204 1561 2089
400 70% 16 21 31 309 454 700 1528 2477 3758
400 80% 20 37 72 371 602 840 1803 2743 3476
400 90% 23 33 45 399 472 628 1971 2054 2219
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Anhang A Ausgesuchte Daten
Tabelle A.4: Ergebnisse der rekursiven Verfeinerung bei MaxIter = 10, 50, 100.
Gegeben sind wie in Tabelle A.2 die Anzahl Blo¨cke, die Dichte, die
Farbzahl der besten Startlo¨sung (DSatur-Adaption) sowie jeweils
die minimale, durchschnittliche und maximale Farbzahl der Lo¨sungen
MaxIter = 10 MaxIter = 50 MaxIter = 100
#Blo¨cke Dichte DS min av max min av max min av max
50 1 2 2 2,07 3 2 2,07 3 2 2,07 3
50 2 3 3 3,00 3 3 3,00 3 3 3,00 3
50 3 4 5 4,00 4 4 4,00 4 4 4,00 4
50 4 5 6 5,57 6 4 5,07 6 4 5,07 6
50 5 6 7 6,64 7 6 6,14 7 6 6,00 6
50 6 7 9 7,71 8 7 7,50 8 7 7,36 8
50 7 9 11 9,50 10 9 9,00 9 9 9,00 9
50 8 11 14 11,50 12 11 11,36 12 11 11,36 12
50 9 14 17 15,07 16 14 15,07 16 14 15,07 16
100 1 3 3 3,00 3 3 3,00 3 3 3,00 3
100 2 5 5 5,21 6 5 5,00 5 5 5,00 5
100 3 7 8 7,36 8 6 6,93 7 6 6,79 7
100 4 9 10 9,50 10 9 9,00 9 8 8,93 9
100 5 11 13 11,79 12 11 11,07 12 10 10,93 11
100 6 13 16 14,21 15 13 13,64 14 13 13,29 14
100 7 17 19 17,14 18 16 16,36 17 16 16,21 17
100 8 20 24 20,86 22 19 20,14 21 19 20,14 21
100 9 26 30 27,00 28 26 26,86 28 26 26,86 28
150 1 4 4 4,36 5 4 4,00 4 4 4,00 4
150 2 7 8 7,14 8 7 7,00 7 6 6,93 7
150 3 9 11 9,93 10 9 9,71 10 9 9,29 10
150 4 13 14 13,36 14 12 12,64 13 12 12,29 13
150 5 16 18 16,57 17 16 16,00 16 15 15,86 16
150 6 20 22 20,36 21 18 19,29 20 18 19,07 20
150 7 24 27 24,21 25 23 23,71 24 23 23,21 24
150 8 29 34 29,71 31 28 28,86 30 28 28,71 30
150 9 38 47 38,64 39 37 38,21 39 37 38,21 39
Fortsetzung auf der na¨chsten Seite
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Fortsetzung von Tabelle A.2
MaxIter = 10 MaxIter = 50 MaxIter = 100
#Blo¨cke Dichte DS min av max min av max min av max
200 1 5 5 5,50 6 5 5,14 6 5 5,07 6
200 2 9 10 9,00 9 9 9,00 9 7 8,57 9
200 3 12 14 12,86 13 11 12,07 13 11 11,71 12
200 4 16 19 16,79 17 16 16,21 17 15 15,79 16
200 5 21 23 21,14 22 19 20,43 21 19 20,07 21
200 6 25 29 25,79 27 24 24,93 25 24 24,64 25
200 7 30 35 31,36 32 29 30,21 31 29 29,57 30
200 8 37 46 37,86 39 36 37,00 38 36 36,86 38
200 9 48 60 49,93 51 48 49,71 50 48 49,71 50
250 1 6 7 6,43 7 6 6,14 7 6 6,00 6
250 2 10 11 10,93 11 10 10,50 11 10 10,29 11
250 3 15 16 15,43 16 15 15,07 16 14 14,79 15
250 4 20 23 20,21 21 19 19,86 20 19 19,64 20
250 5 25 28 25,79 26 24 24,79 25 24 24,64 25
250 6 30 35 31,21 32 29 30,14 31 29 29,86 31
250 7 36 43 38,00 39 36 36,57 37 36 36,21 37
250 8 45 54 46,50 48 44 45,43 46 44 45,36 46
250 9 59 72 60,93 62 58 59,57 62 58 59,57 62
67
Anhang A Ausgesuchte Daten
Tabelle A.5: Laufzeiten der rekursiven Verfeinerung bei MaxIter = 10, 50, 100,
gerundet auf volle Sekunden. Wir geben wieder jeweils die minimale,
durchschnittliche und maximale Laufzeit an.
MaxIter = 10 MaxIter = 200 MaxIter = 1000
#Blo¨cke Dichte min av max min av max min av max
50 1 0 0 0 0 0 0 0 0 0
50 2 0 0 0 0 0 1 0 0 1
50 3 0 0 1 0 0 1 0 1 1
50 4 0 0 1 0 1 1 1 2 2
50 5 0 0 1 1 2 3 2 3 5
50 6 0 1 1 2 3 4 4 7 10
50 7 1 1 2 5 6 10 10 12 15
50 8 2 2 3 8 9 12 14 18 21
50 9 2 3 5 11 14 16 22 27 31
100 1 0 0 1 0 0 1 0 0 1
100 2 0 0 1 1 1 2 2 3 3
100 3 1 2 2 5 7 11 11 13 17
100 4 3 4 6 18 21 26 36 40 54
100 5 7 10 17 40 54 76 79 104 181
100 6 14 20 36 73 89 138 144 194 270
100 7 22 31 42 114 167 237 225 303 383
100 8 34 55 94 179 256 389 331 425 524
100 9 64 87 146 291 324 430 558 610 725
150 1 0 0 1 0 1 2 1 2 2
150 2 3 4 5 11 12 17 20 23 34
150 3 11 14 21 51 62 88 84 130 172
150 4 22 32 41 139 187 287 275 369 497
150 5 49 63 82 281 338 425 544 683 1059
150 6 78 122 184 452 709 1017 902 1294 1665
150 7 143 208 301 735 942 1341 1493 2229 3398
150 8 236 342 537 1138 1689 3058 2251 3043 4129
150 9 395 534 652 1777 2182 2989 3413 3948 4637
Fortsetzung auf der na¨chsten Seite
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Fortsetzung von Tabelle A.3
MaxIter = 10 MaxIter = 200 MaxIter = 1000
#Blo¨cke Dichte min av max min av max min av max
200 1 1 1 2 3 5 10 7 10 14
200 2 10 13 18 52 55 59 100 118 167
200 3 47 56 91 226 322 454 441 598 798
200 4 110 148 213 573 728 909 1178 1589 2342
200 5 201 259 319 1080 1409 2137 2129 3055 4214
200 6 305 509 947 1949 2460 3525 3749 5052 7607
200 7 510 819 1603 2937 4311 5714 6864 9528 15042
200 8 959 1407 1971 4164 6068 11421 8598 10893 15358
200 9 1466 2077 2641 6214 7053 9317 11902 12849 15154
250 1 3 4 5 12 15 27 23 28 41
250 2 35 41 57 162 208 280 290 391 508
250 3 124 173 242 620 825 1082 1365 1739 2742
250 4 297 426 568 1745 2092 3604 3358 4244 6117
250 5 553 701 973 3177 4342 6426 6570 8020 12961
250 6 934 1408 2550 5689 8082 12763 11151 14877 20242
250 7 1624 2337 4143 9118 12877 18367 15851 23829 34680
250 8 2547 3885 5842 12756 16869 21195 23572 28571 37568
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