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Abstract
Let F be an arbitrary field, and let Vn(F ) be an n-dimensional vector space over F .
We say that φ, a transformation on Vn(F ), partly preserves a nonsingular bilinear func-
tion f (·, ·) : Vn(F ) × Vn(F ) → F if there exists a basis {ε1, ε2, . . . , εn} for Vn(F ) and a
map π : {ε1, ε2, . . . , εn} → Vn(F ) such that f (α, εj ) = f (φ(α), π(εj )) ∀α ∈ Vn(F ), j =
1, 2, . . . , n. Let Mm×n(F ) be the vector space of m × n matrices, and let Mn(F) be the vector
space of n × n matrices over F . We prove that a transformation φ on Vn(F ) is an invert-
ible linear transformation if and only if φ partly preserves a nonsingular bilinear function.
Then we characterize transformations φ on Mn(F) which satisfy det(φ(A)) = det(A) and
Tr(φ(A)φ(B)) = Tr(AB). Finally we characterize the transformation groups Wm×n(F ) =
{φ |φ(A) = PAQ ∀A ∈ Mm×n(F ),whereP ∈ GLm(F), Q ∈ GLn(F), PP t = Em,
QQt = En} on vector space Mm×n(F ) by as few invariants as possible.
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1. Introduction
One of the most frequently used methods to solve a particular preserver problem
on a matrix space is to reduce the problem to that of characterizing linear rank pre-
serving maps. So it is important to know which maps are linear. In the paper we
answer this question firstly, then solve some preserver problems by the result.
Let F be an arbitrary field, and Vn(F ) be an n-dimensional vector space over F .
We say that φ, a transformation on Vn(F ), preserves a nonsingular bilinear function
f (·, ·) : Vn(F ) × Vn(F ) → F , if f (α, β) = f (φ(α), φ(β)) ∀α, β ∈ Vn(F ), and say
φ partly preserves a nonsingular bilinear function f (·, ·) : Vn(F ) × Vn(F ) → F ,
if there exists a basis {ε1, ε2, . . . , εn} for Vn(F ) and a map π : {ε1, ε2, . . . , εn} →
Vn(F ) such that f (α, εj ) = f (φ(α), π(εj )) ∀α ∈ Vn(F ), j = 1, 2, . . . , n. We
prove that a transformation φ on Vn(F ) is an invertible linear transformation if and
only if φ partly preserves a nonsingular bilinear function.
Let Mm×n(F ) be the vector space of all m × n matrices, and Mn(F) be the vector
space of all n × n matrices over F . Denote At the transpose of a matrix A, and
denote En to be the n × n identity matrix. We say that φ, a transformation on Mn(F),
preserves determinant if det(φ(A)) = det(A) ∀A ∈ Mn(F), and say that φ, a trans-
formation on Mm×n(F ), preserves rank if rank(φ(A)) = rank(A) ∀A ∈ Mm×n(F ).
In 1897, Frobenius [1] solved the first determinant preserver problems:
For F = C, the complex field, and φ : Mn(F) → Mn(F) a linear transformation
satisfying
det(φ(A)) = det(A) ∀A ∈ Mn(F)
either
φ(A) = MAN ∀A ∈ Mn(F)
or
φ(A) = MAtN ∀A ∈ Mn(F),
where M , N are nonsingular matrices such that det(MN) = 1.
Dolinar and Šemrl modified the problem [2] by removing the linearity of φ and
changing condition det(φ(A)) = det(A) to det(φ(A) + λφ(B)) = det(A + λB), but
they assume that φ is surjective. Tan and Wang further modified the problem [3]
without the surjectivity condition.
For an arbitrary field F , |F | > n, we prove that any transformation φ on Mm×n(F )
satisfying
1. det(φ(A)) = det(A) ∀A ∈ Mn(F),
2. φ partly preserves a nonsingular bilinear function,
either
φ(A) = MAN ∀A ∈ Mn(F),
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or
φ(A) = MAtN ∀A ∈ Mn(F),
where M , N are nonsingular matrices such that det(MN) = 1.
We will prove that the condition det(φ(A) + λφ(B)) = det(A + λB) implies that
φ partly preserves a nonsingular bilinear function, so we generalize the results of
[2,3] on determinant preserver problem.
We say that a transformation φ preserves trace for multiplication if Tr(φ(A)φ
(B)) = Tr(AB) ∀A,B ∈ Mn(F), and that a transformation φ preserves trace for
transpose multiplication if Tr(φ(A)φ(B)t) = Tr(AB t) ∀A,B ∈ Mm×n(F ). Let
GLn(F ) be the group of all invertible n × n matrices, and let Un(F ) = {A ∈
GLn(F ) |AAt = En} be the unitary group. Write Wm×n(F ) = {φ |φ(A) = PAQ ∀
A ∈ Mm×n(F ), where P ∈ Um(F),Q ∈ Un(F )}. Clearly Wm×n(F ) is a transfor-
mation group on vector Mm×n(F ). We characterize transformations φ which sat-
isfy det(φ(A)) = det(A) and Tr(φ(A)φ(B)) = Tr(AB) ∀A,B ∈ Mn(F). Finally we
characterize the transformation groups Wm×n(F ) on vector space Mm×n(F ) by as
few invariants as possible.
2. Transformation partly preserving a nonsingular bilinear function
Let f (·, ·) be a nonsingular bilinear function on Vn(F ), and let ε1, ε2, . . . , εn
be a basis for Vn(F ). Let Aij be the (i, j) entry of A. We call the matrix A with
Aij = f (εi, εj ) the matrix of f (·, ·) with respect to the basis ε1, ε2, . . . , εn.
Theorem 1. Let F be an arbitrary field, and let Vn(F ) be an n-dimensional vector
space over F. Then a transformation φ on Vn(F ) is an invertible linear transfor-
mation if and only if φ partly preserves a nonsingular bilinear function f (·, ·) :
Vn(F ) × Vn(F ) → F, that is there exists a basis {ε1, ε2, . . . , εn} for Vn(F ) and a
map π : {ε1, ε2, . . . , εn} → Vn(F ) such that f (α, εj ) = f (φ(α), π(εj )) ∀α ∈
Vn(F ), j = 1, 2, . . . , n.
Proof. Suppose φ partly preserves a nonsingular bilinear function f (·, ·) and let A
be the matrix of f (·, ·) with respect to the basis ε1, ε2, . . . , εn, then
f (α, β) = (x1, x2, . . . , xn)A(y1, y2, . . . , yn)t
∀α = x1ε1 + x2ε2 + · · · + xnεn, β = y1ε1 + y2ε2 + · · · + ynεn ∈ Vn(F ),
and A is invertible.
Denote
e1 = (1, 0, 0, . . . , 0),
e2 = (0, 1, 0, . . . , 0),
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· · ·
en = (0, 0, . . . , 0, 1),
φ(α) = xˆ1ε1 + xˆ2ε2 + · · · + xˆnεn,
φ(εj ) = y1j ε1 + y2j ε2 + · · · + ynj εn, j = 1, 2, . . . , n,
π(εj ) = z1j ε1 + z2j ε2 + · · · + znj εn, j = 1, 2, . . . , n.
By f (α, εj ) = f (φ(α), π(εj )), we have
(x1, x2, . . . , xn)Ae
t
j = (xˆ1, xˆ2, . . . , xˆn)A(z1j , z2j , . . . , znj )t, j = 1, 2, . . . , n.
Hence
(x1, x2, . . . , xn)A = (x1, x2, . . . , xn)A(et1, et2, . . . , etn) = (xˆ1, xˆ2, . . . , xˆn)AZ,
where Z = (zij ). We may choose α = εi, i = 1, 2, . . . , n, and hence
eiA = (y1i , y2i , . . . , yni)AZ.
Thus
A = Y tAZ,
where Y = (yij ). Since A is invertible, Z is invertible. Thus,
(xˆ1, xˆ2, . . . , xˆn) = (x1, x2, . . . , xn)AZ−1A−1,
φ is an invertible linear transformation.
Conversely, suppose φ is an invertible linear transformation, and B the matrix of
φ with respect to the basis ε1, ε2, . . . , εn. Choose
f (α, β) = (x1, x2, . . . , xn)(y1, y2, . . . , yn)t
∀α = x1ε1 + x2ε2 + · · · + xnεn, β = y1ε1 + y2ε2 + · · · + ynεn ∈ Vn(F ),
then f (·, ·) is a nonsingular bilinear function. Choose
π(εi) = (ε1, ε2, . . . , εn)(B t)−1eti , i = 1, 2, . . . , n,
then
f (φ(α), π(εj ))
= (xˆ1, xˆ2, . . . , xˆn)(B t)−1etj
= (x1, x2, . . . , xn)B t(B t)−1etj
= (x1, x2, . . . , xn)etj
= f (α, εj ) ∀α ∈ Vn(F ), j = 1, 2, . . . , n,
φ partly preserves the nonsingular bilinear function f (·, ·). 
Corollary 1. Let Vn(F ) be an n-dimensional vector space over a field F, and let φ
be a transformation on Vn(F ). If there exists a nonsingular bilinear function f (·, ·)
and a basis {ε1, ε2, . . . , εn} for Vn(F ) such that
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f (α, εj ) = f (φ(α), φ(εj )) ∀α ∈ Vn(F ), j = 1, 2, . . . , n,
then φ is an invertible linear transformation on Vn(F ). Moreover, if
f (α, β) = f (φ(α), φ(β)) ∀α, β ∈ Vn(F ),
then φ is an invertible linear transformation on Vn(F ).
Corollary 2. Let Vn(F ) be an n-dimensional vector space over a field F, and let φ
be a transformation on Vn(F ). If there exist a nonsingular bilinear function f (·, ·)
and a basis {ε1, ε2, . . . , εn} for Vn(F ) such that
f (α, εj ) = f (φ(α), εj ) ∀α ∈ Vn(F ), j = 1, 2, . . . , n,
then φ is an invertible linear transformation on Vn(F ). Moreover, if
f (α, β) = f (φ(α), β) ∀α, β ∈ Vn(F ),
then φ is an invertible linear transformation on Vn(F ).
Corollary 3. Let φ be a transformation on Mn(F). If
Tr(φ(A)φ(B)) = Tr(AB) ∀A,B ∈ Mn(F),
then φ is an invertible linear transformation on Mn(F)).
Proof. The corollary follows immediately from Theorem 1 and f (A,B) = Tr(AB)
is a nonsingular bilinear function on Mn(F). 
Corollary 4. Let φ be a transformation on Mm×n(F ). If
Tr(φ(A)φ(B)t) = Tr(AB t) ∀A,B ∈ Mm×n(F ),
then φ is an invertible linear transformation on Mm×n(F ).
Proof. The corollary follows immediately from Theorem 1 and f (A,B) = Tr(AB t)
is a nonsingular bilinear function on Mm×n(F ). 
Corollary 5. Let φ be a transformation on Mn(F). If there exists a transformation
π on Mn(F) such that
Tr(φ(A)π(B−1)) = Tr(AB−1) ∀A ∈ Mn(F), ∀B ∈ GLn(F ),
then φ is an invertible linear transformation on Mn(F). Moreover, if
Tr(φ(A)φ(B−1)) = Tr(AB−1) ∀A ∈ Mn(F), ∀B ∈ GLn(F ),
then φ is an invertible linear transformation on Mn(F).
Proof. The corollary follows immediately from f (A,B) = Tr(AB) is a nonsingular
bilinear function on Mn(F) and there exists a basis {ε1, ε2, . . . , εn} ⊆ GLn(F ) for
vector space Mn(F). 
Denote A∗ the adjoint of A.
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Corollary 6. Let φ be a transformation on Mn(F). If there exists a transformation
π on Mn(F) such that
Tr(φ(A)π(B∗)) = Tr(AB∗) ∀A,B ∈ Mn(F),
then φ is an invertible linear transformation on Mn(F). Moreover, if
Tr(φ(A)φ(B∗)) = Tr(AB∗) ∀A,B ∈ Mn(F),
then φ is an invertible linear transformation on Mn(F).
Proof. The corollary follows immediately from f (A,B) = Tr(AB) is a nonsingu-
lar bilinear function on Mn(F) and there exists a basis {ε1, ε2, . . . , εn} ⊆ {A∗ |A ∈
Mn(F)} for vector space Mn(F). 
3. Some preserver problems
Theorem 2. Let F be an arbitrary field, |F | > n, and let φ be a transformation on
Mn(F). If
I. det(φ(A)) = det(A), ∀A ∈ Mn(F),
II. φ partly preserves a nonsingular bilinear function, then
φ(A) = MAN ∀A ∈ Mn(F),
or
φ(A) = MAtN ∀A ∈ Mn(F),
where M, N are nonsingular matrices such that det(MN) = 1.
Proof. By Theorem 1, φ is a linear transformation on Mn(F). The theorem follows
immediately from [4].
Denote Aij the (i, j) cofactor of A. If det(φ(A) + λφ(B)) = det(A + λB), ∀A,














Tr(φ(A)φ(B)∗) = Tr(AB∗) ∀A,B ∈ Mn(F).
Since there exists a basis {ε1, ε2, . . . , εn} ⊆ {A∗|A ∈ Mn(F)} for vector space
Mn(F), φ partly preserves the nonsingular bilinear function f (A,B) = Tr(AB). By
Theorem 2 we have
B. Zheng, Y. Sheng / Linear Algebra and its Applications 403 (2005) 273–284 279
φ(A) = MAN ∀A ∈ Mn(F),
or
φ(A) = MAtN ∀A ∈ Mn(F),
where M , N are nonsingular matrices such that det(MN) = 1. Thus, we generalized
the results of [2,3] on determinant preserver problems. 
To prove Theorem 3, we need the following Lemma 1.
Lemma 1. Suppose A,B ∈ Mm×n(F ). If
Tr(ACt) = Tr(BCt) ∀C ∈ Mm×n(F ),
or
Tr(CtA) = Tr(CtB) ∀C ∈ Mm×n(F ),
then A = B.
The proof of the lemma is evident.
Let E(i, j) be the m × n matrix with 1 at the (i, j) entry and 0 elsewhere.
Theorem 3. Let F be an arbitrary field, |F | > n, and let φ be a transformation on
Mn(F). If
I. det(φ(A)) = det(A) ∀A ∈ Mn(F),
II. Tr(φ(A)φ(B)) = Tr(AB) ∀A,B ∈ Mn(F),
then there exist Q ∈ GLn(F ) such that either
φ(A) = Q−1AQ, ∀A ∈ Mn(F), (1)
or
φ(A) = Q−1AtQ, ∀A ∈ Mn(F). (2)
When n is an even number, in addition to above form, we have also
φ(A) = −Q−1AQ, ∀A ∈ Mn(F), (3)
or
φ(A) = −Q−1AtQ ∀A ∈ Mn(F). (4)
Conversely, any transformation on Mn(F) of the form (1), (2) (and of the form
(3), (4) when n is an even number) satisfies condition I and II.
Proof. The second statement of the theorem is evident, so we prove only the first
statement. Suppose φ satisfies conditions I and II. By Theorem 2, there exist P,Q ∈
GLn(F ) such that either
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φ(A) = PAQ ∀A ∈ Mn(F),
or
φ(A) = PAtQ ∀A ∈ Mn(F),
where det(PQ) = 1.
(1) If φ(A) = PAQ ∀A ∈ Mn(F). Then for any A,B ∈ Mn(F) we have
Tr(AB) = Tr(φ(A)φ(B)) = Tr(PAQPBQ) = Tr(QPAQPB).
Choose B = En, then
Tr(A) = Tr(QPAQP) = Tr((QP )2A) ∀A ∈ Mn(F),
and hence (QP )2 = En by Lemma 1. If QP = ±En, then P = Q−1 or P = −Q−1.
If P = −Q−1 then n is an even number by det(A) = det(φ(A)) = det(PAQ). The
theorem is proved for QP = ±En. If ch F = 2 then QP = En, so we can assume
ch F /= 2 and write QP = M−1(Es ⊕ (−Et))M, where s > 0, t > 0, s + t = n,
M ∈ GLn(F ). Thus,
Tr(E(1, n)E(n, 1))
= Tr(M−1E(1, n)MM−1E(n, 1)M)
= Tr(φ(M−1E(1, n)M)φ(M−1E(n, 1)M))
= Tr(PM−1E(1, n)MQPM−1E(n, 1)MQ)
= Tr(PM−1E(1, n)(Es ⊕ (−Et))E(n, 1)MQ)
= Tr(MQPM−1E(1, n)(Es ⊕ (−Et))E(n, 1))
= Tr((Es ⊕ (−Et))E(1, n)(Es ⊕ (−Et))E(n, 1))
= Tr(−E(1, n)E(n, 1)) = −1.
But
Tr(E(1, n)E(n, 1)) = 1.
This contradicts to ch F /= 2.
(2) If φ(A) = PAtQ ∀A ∈ Mn(F), for any A,B ∈ Mn(F) we have
Tr(AB) = Tr(φ(A)φ(B)) = Tr(PAtQPB tQ) = Tr(QPAtQPB t).
Choose B = En, then
Tr(A) = Tr(QPAtQP) = Tr((QP )2At) = Tr(A((QP)t)2) ∀A ∈ Mn(F),
and hence, (QP )2 = En by Lemma 1. If QP = ±En, then P = Q−1 or P = −Q−1.
If P = −Q−1 then n is a even number by det(A) = det(φ(A)) = det(PAtQ). The
theorem is proved for QP = ±En. If ch F = 2 then QP = En, so we can assume
chF /= 2 and write QP = M−1(Es ⊕ (−Et))M, where s > 0, t > 0, s + t =
n, ch F /= 2, M ∈ GLn(F ). Hence
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Tr(E(1, n)E(n, 1))
= Tr(M tE(1, n)(M−1)tM tE(n, 1)(M−1)t)
= Tr(φ(M tE(1, n)(M−1)t)φ(M tE(n, 1)(M−1)t))
= Tr(PM−1E(1, n)tMQPM−1E(n, 1)tMQ)
= Tr(PM−1E(n, 1)(Es ⊕ (−Et))E(1, n)MQ)
= Tr(MQPM−1E(n, 1)(Es ⊕ (−Et))E(1, n))
= Tr((Es ⊕ (−Et))E(n, 1)(Es ⊕ (−Et))E(1, n))
= Tr(−E(n, 1)E(1, n)) = −1.
But
Tr(E(1, n)E(n, 1)) = 1.
This contradicts to ch F /= 2. 
Denote F 2 = {a2 | a ∈ F } for a field F .
Theorem 4. Let F be an arbitrary field, F 2 = F,m /= n, and φ be a transformation
on Mm×n(F ). Then φ ∈ Wm×n(F ) if and only if
I. rank(φ(A)) = rank(A) ∀A ∈ Mm×n(F ).
II. Tr(φ(A)φ(B)t) = Tr(AB t) ∀A,B ∈ Mm×n(F ).
Proof. Suppose φ satisfies conditions I and II. By Corollary 4, φ is an invertible
linear transformation on Mn(F). From [5], there exist P ∈ GLm(F), Q ∈ GLn(F )
such that
φ(A) = PAQ ∀A ∈ Mm×n(F ).
If m = 1 or n = 1, we have P or Q is a constant. We will prove only the case
φ(A) = PA ∀A ∈ Mm×n(F ),
since the other case can be proved in a similar way. Then Tr(AB t) =
Tr(φ(A)φ(B)t) = Tr(PAB tP t) = Tr(P tPAB t) ∀A,B ∈ Mm×n(F ), and hence
P tP = Em,P ∈ Um(F). The theorem is proved for m = 1 or n = 1.
We will prove the theorem for m > 1 and n > 1. Since Tr(AB t) = Tr(φ(A)φ(B)t)
= Tr(PAQQtB tP t) = Tr(P tPAQQtB t), it follows that A = P tPAQQt ∀A ∈
Mm×n(F ). If there exist i /= j such that (P tP)ij /= 0, then for A = E(j, i) we have
E(j, i) = P tPE(j, i)QQt =
































Since (P tP)ij /= 0 it follows that
(QQt)i1 = (QQt)i2 = · · · = (QQt)in = 0.
This contradicts to invertibility of QQt. Hence
P tP = diag((P tP)11, (P tP)22, . . . , (P tP)mm).
Similarly QQt = diag((QQt)11, (QQt)22, . . . , (QQt)nn). Suppose P tP is not a
scalar matrix. Without loss of generality, suppose (P tP)11 /= (P tP)22. Let
A = E(1, 1) + E(1, 2) + E(2, 1) + E(2, 2).
Since
E(1, 1) + E(1, 2) + E(2, 1) + E(2, 2)
= P tP(E(1, 1) + E(1, 2) + E(2, 1) + E(2, 2))QQt,
it follows that
(P tP)11(QQ
t)11 = (P tP)22(QQt)11 = 1,
so (P tP)11 = (P tP)22, a contradiction. Similarly QQt is a scalar matrix. Denote
P tP = a¯Em and QQt = b¯En. Since A = P tPAQQt = a¯b¯A it follows that b¯ =
a¯−1. We can write a¯ = a2, b¯ = b2 by F 2 = F . We also denote a−1P by P , and
denote aQ by Q. Then P tP = Em, QQt = En and
φ(A) = PAQ ∀A ∈ Mm×n(F ),
and hence φ ∈ Wm×n(F ).
The proof in the reverse direction is evident. 
Write W˜ = Wn×n(F ) ∪ {φ |φ(A) = PAtQ, ∀A ∈ Mn×n(F ), where P , Q ∈
Un(F )}.
Theorem 5. Let F be an arbitrary field, F 2 = F , φ be a transformation on Mn(F).
Then φ ∈ W˜ if and only if
I. rank(φ(A)) = rank(A) ∀A ∈ Mn(F),
II. Tr(φ(A)φ(B)t) = Tr(AB t) ∀A,B ∈ Mn(F).
Proof. Suppose φ satisfies condition I and II. By Corollary 4, φ is an invertible
linear transformation on Mn(F). From [5], there exist P ∈ GLn(F ), Q ∈ GLn(F )
such that
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φ(A) = PAQ ∀A ∈ Mn(F),
or
φ(A) = PAtQ ∀A ∈ Mn(F).
Without loss of generality, we assume n > 1. If φ(A) = PAQ ∀A ∈ Mn(F), then
φ ∈ Wn×n(F ) from the proof of Theorem 4. If φ(A) = PAtQ ∀A ∈ Mn(F), then




= Tr(QQtAP tPB t) ∀A,B ∈ Mn(F),
hence A = QQtAP tP. Take A = En we have QQt = (P tP)−1, therefore
P tPA = AP tP, ∀A ∈ Mn(F).
Thus P tP and QQt are scalar matrices. Similar to the proof of Theorem 4, there
exist P,Q ∈ Un(F ) such that
φ(A) = PAtQ ∀A ∈ Mn(F).
The proof of the necessary is evident. 
Theorem 6. Let F be an arbitrary field, and let φ be a transformation on Mn(F).
If
I. rank(φ(A)) = rank(A) ∀A ∈ Mn(F),
II. Tr(φ(A)φ(B)) = Tr(AB) ∀A,B ∈ Mn(F),
then there exist Q ∈ GLn(F ) such that either
φ(A) = aQ−1AQ ∀A ∈ Mn(F), (5)
or
φ(A) = aQ−1AtQ ∀A ∈ Mn(F), (6)
where a = 1 or a = −1.
Conversely, any transformation on Mn(F) of the form (5), (6) satisfies condition
I and II.
Proof. Similar to the proof of Theorem 3. 
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