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Abstract
In this article we define Kober fractional integral operators in the multivariable case. First we consider
one sequence of independent random variables and an arbitrary function, which can act as the joint density
of another sequence of random variables. Then we define a concept, analogous to the concept of Kober
operators in the scalar variable case. This extension is achieved by using statistical techniques and the
representation gives an interpretation in terms of a joint statistical density. Then we look at two sets of
random variables where between the sets they are independently distributed but within each set they are
dependent. Again extensions of Kober fractional integral operator are considered. Several such statistical
interpretations are given for Kober operators in the multivariable case.
1. Introduction
When going from a one-variable function to many-variable function there is no unique one to one
correspondence. Many types of multivariable functions can be considered when one has the preselected
one-variable function. Hence there is nothing called the multivariable analogue of a univariable operator.
Hence we construct one multivariable operator here which is analogous to a one variable Kober fractional
integral operator of the second kind. Other such analogues can be defined.
Definition 1.1. Kober fractional integral operator of the second kind in the multivariable case This will
be defined as the following fractional integral and denoted as follows:
K
(ζj ,αj),j=1,...,k
uj ,j=1,...,k
f(u1, ..., uk) = {
k∏
j=1
u
ζj
j
Γ(αj)
}
× {
k∏
j=1
∫
∞
vj=uj
(vj − uj)
αj−1v
−ζj−αj
j }f(v1, ..., vk)dv1 ∧ ... ∧ dvk. (1.1)
This definition is parallel to the one in the one variable case. We will now look at various connections
to different problems. First we will establish a number of results in connection with statistical distribution
theory. We will show that (1.1) can be treated as a constant multiple of a joint density of a number of
random variables u1, ..., uk appearing in different contexts.
1.1. Kober fractional integral operators of the second kind in multivariable case as statistical
densities
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Let x1, x2, ..., xk be independently distributed type-1 beta random variables with parameters (ζj +
1, αj), j = 1, ..., k, ζj > −1, αj > 0, j = 1, ..., k. Usually the parameters in a statistical density are real but
the following integrals also exist for complex parameters and in that case the conditions will be ℜ(ζ) > −1
and ℜ(αj) > 0, j = 1, ..., k. That is, the density of xj is of the form
fj(xj) =
Γ(αj + ζj + 1)
Γ(αj)Γ(ζj + 1)
x
ζj
j (1− xj)
αj−1, 0 < xj < 1 (1.2)
for αj > 0, ζj > −1 and fj(xj) = 0 elsewhere, j = 1, ..., k so that the joint density of x1, ..., xk is the product
f1(x1)...fk(xk). Let v1, ..., vk be another sequence of real scalar positive random variables having an arbitrary
joint density f(v1, ..., vk). Let the two sets (x1, ..., xk) and (v1, ..., vk) be independently distributed. Consider
the transformation uj = xjvj or xj =
uj
vj
and the Jacobian of the transformation is
{
k∏
j=1
∧dxj} ∧ {
k∏
j=1
∧dvj} = {
k∏
j=1
(vj)
−1}{
k∏
j=1
∧duj} ∧ {
k∏
j=1
∧dvj} (1.3)
Then the joint density of u1, ..., uk, denoted by g(u1, ..., uk), is given by
g(u1, ..., uk) = {
k∏
j=1
Γ(αj + ζj + 1)
Γ(ζj + 1)Γ(αj)
}{
k∏
j=1
∫
vj
(
uj
vj
)ζj (1−
uj
vj
)αj−1}
× f(v1, ..., vk)dv1 ∧ ... ∧ dvk
= {
k∏
j=1
Γ(αj + ζj + 1)
Γ(ζj + 1)Γ(αj)
}{
k∏
j=1
u
ζj
j
∫
∞
vj=uj
(vj − uj)
αj−1v
−ζj−αj
j }
× f(v1, ..., vk)dv1 ∧ ... ∧ dvk. (1.4)
Therefore one can write
Theorem 1.1. Let xj , uj , vj , j = 1, ..., k be as defined above where x1, ..., xk are independently type-1 beta
distributed with parameters (ζj + 1, αj), j = 1, ..., k, v1, ..., vk having a joint arbitrary density f(v1, ..., vk)
with (x1, ..., xk) and (v1, ..., vk) are independently distributed. If the joint density of u1, ..., uk is denoted as
g(u1, ..., uk) then
{
k∏
j=1
Γ(ζ + 1)
Γ(αj + ζj + 1)
}g(u1, ..., uk) = K
(ζj ,αj),j=1,...,k
uj ,j=1,...,k
f(u1, ..., uk) (1.5)
for ℜ(ζj) > −1,ℜ(αj) > 0, j = 1, ..., k.
In this case we had x1, ..., xk mutually independently distributed and thus there were a total of k + 1
densities involved, the k of x1, ..., xk and the one of (v1, ..., vk). Let us see what happens if x1, ..., xk are not
independently distributed but they have a joint density f1(x1, ..., xk) and (v1, ..., vk) having a joint density
f2(v1, ..., vk). Then we can show that if f1 can be eventually reduced to independent type-1 beta form,
still we can consider Kober operators of the second kind in the multivariable case as constant multiples of
statistical densities.
Let (x1, ..., xk) have a joint type-1 Dirichlet density with parameters (α1 + 1, ..., αk + 1;αk+1),ℜ(αj) >
−1, j = 1, ..., k,ℜ(αk+1) > 0, that is,
f1(x1, ..., xk) =
Γ(α1 + ...+ αk+1 + k)
{
∏k
j=1 Γ(αj + 1)}Γ(αk+1)
xα11 ...x
αk
k
× (1 − x1 − ...− xk)
αk+1−1, 0 < xj < 1, j = 1, ..., k, 0 < x1 + ...+ xk < 1 (1.6)
2
and f1(x1, ..., xk) = 0 elsewhere. Let us consider the transformations x1 = y1, x2 = y2(1 − y1), ... xk =
(1− y1)...(1 − yk−1) or
xj = yj(1− y1)(1 − y2)...(1 − yj−1), j = 1, ..., k
or
yj =
xj
1− x1 − ...− xj−1
, j = 1, ..., k. (1.7)
Under this transformation the Jacobian is (1 − y1)
k−1...(1 − yk−1). It is easy to show that under this
transformation y1, ..., yk will be independently distributed as type-1 beta variables with the parameters
(αj + 1, βj) with βj = αj+1 + αj+2 + ...+ αk + (k − j) + αk+1 or yj has the density
fj(yj) =
Γ(αj + 1+ βj)
Γ(αj + 1)Γ(βj)
y
αj
j (1− yj)
βj−1, 0 < yj < 1
and fj(yj) = 0 elsewhere, αj > −1, βj > 0, j = 1, ..., k. In the light of these observations, let us consider two
sets of positive random variables (x1, ..., xk) and (v1, ..., vk) where the two sets are independently distributed
with (x1, ..., xk) having a type-1 Dirichlet distribution. Let uj = yjvj = vj(
xj
1−x1−...−xj−1
), j = 1, ..., k. Then
following through the same procedure as above we have the following theorem.
Theorem 1.2. Let (x1, ..., xk) and (v1, ..., vk) be two sets of real scalar positive random variables where
between sets they are independently distributed. Let (v1, ..., vk) have an arbitrary joint density f(v1, ..., vk)
and let (x1, ..., xk) have a type-1 Dirichlet density with the parameters (α1 + 1, ..., αk + 1;αk+1) or with the
density
f1(x1, ..., xk) = C x
α1
1 ...x
αk
k (1− x1 − ...− xk)
αk+1−1 (1.8)
0 < xj < 1, 0 < x1 + ...+ xk < 1, j = 1, ..., k
and f1(x1, ..., xk) = 0 elsewhere, where C is the normalizing constant. Let uj = vj(
xj
1−x1−...−xj−1
), j = 1, ..., k.
If the joint density of u1, ..., uk is again denoted by g(u1, ..., uk) then
{
k∏
j=1
Γ(αj + 1)
Γ(αj + βj + 1)
}g(u1, .., uk) = K
(αj ,βj),j=1,...,k
uj ,j=1,...,k
f(u1, ..., uk) (1.9)
where βj = αj+1+αj+2+ ...+αk+(k− j)+αk+1, j = 1, ..., k, ℜ(αj) > −1, j = 1, ..., k,ℜ(αk+1) > 0,ℜ(βj) >
0, j = 1, ..., k.
The above structure indicates that we can consider any multivariable density f1(x1, ..., xk) for a set of
real scalar positive random variables (x1, ..., xk) and if we can find a suitable transformation to bring the joint
density of the new variables as products of type-1 beta densities then the Kober fractional integral operator
of the second kind for the multivariable case can be written in terms of a statistical density as shown above.
There are many densities where a transformation can bring f1(x1, .., xk) to product of type-1 beta densities.
There are several generalizations of type-1 and type-2 Dirichlet models where suitable transformations exist
which can bring a set of mutually independently distributed type-1 beta random variables. We will list one
more example of this type before quitting this section.
Let us consider a generalized type-1 Dirichlet model of the following type. Several types of generalizations
of the following category are available.
f1(x1, ..., xk) = C1 x
α1
1 (1 − x1)
β1xα22 (1− x1 − x2)
β2 ...
× xαkk (1− x1 − ...− xk)
βk−1, 0 < x1 + ...+ xj < 1, j = 1, ..., k (1.10)
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and f1(x1, ..., xk) = 0 elsewhere, where C1 is a normalizing constant. Let us consider the same transformation
as in (1.7). Then we can show that y1, ..., yk will be mutually independently distributed as type-1 beta random
variables with the parameters (αj + 1, γj), j = 1, ..., k where
γj = αj+1 + αj+2 + ...+ αk−1 + βj + βj+1 + ...+ βk + (k − j) (1.11)
for j = 1, ..., k with ℜ(αj) > −1, j = 1, ..., k and ℜ(γj) > 0, j = 1, ..., k.
Theorem 1.3. Let x1, ..., xk have a joint density of the form in (1.10). Let v1, .., vk be another set of real
scalar positive random variables having an arbitrary density f(v1, ..., vk). Between sets let (x1, ..., xk) and
(v1, ..., vk) be independently distributed. Consider the transformation as in (1.7) where
uj = vj(
xj
1− x1 − ...− xj−1
), j = 1, ..., k.
Let the joint density of u1, ..., uk be again denoted by g(u1, ..., uk). Then
{
∏ Γ(αj + 1)
Γ(αj + γj + 1)
}g(u1, ..., uk)
= K
(αj ,γj),j=1,...,k
uj ,j=1,...k
f(u1, ..., uk) (1.12)
where γj = αj+1+αj+2+...+αk+βj+βj+1+...+βk+(k−j), j = 1, ..., k for ℜ(αj) > −1,ℜ(γj) > 0, j = 1, ..., k.
1.2. A Pathway Generalization of Kober Operator of the Second Kind in the Multivariable
Case
Let x1, ..., xk be independently distributed with xj having a pathway density given by
fj(xj) = cjp x
ζj
j [1− aj(1− qj)xj ]
ηj
1−qj (1.13)
for 1− aj(1− qj)xj > 0, aj > 0, qj < 1, ηj > 0, ζj > −1 and fj(xj) = 0 elsewhere, where
cjp =
[aj(1− qj)]
ζj+1Γ(ζj + 1 +
ηj
1−qj
+ 1)
Γ(ζj + 1)Γ(
ηj
1−qj
+ 1)
(1.14)
Let v1, ..., vk be real scalar positive random variables with a joint density f(v1, ..., vk). Let (x1, .., xk) and
(v1, ..., vk) be statistically independently distributed. Let uj = xjvj , xj =
uj
vj
, j = 1, ..., k. Then the Jacobian
of the transformation is (v1...vk)
−1. Let the joint density of u1, ..., uk be denoted by g(u1, ..., uk). Then from
the standard technique of transformation of variables the density g is given by
g(u1, ..., uk) = {
k∏
j=1
cjpu
ζj
j
∫
∞
vj=aj(1−qj)uj
v
−ζj−(
ηj
1−qj
+1)
j
× [vj − a(1 − qj)uj]
ηj
1−qj }f(v1, ..., vk)dv1 ∧ ... ∧ dvk. (1.15)
Hence we may define a pathway extension of Kober operator.
Definition 1.2. A Pathway Kober Fractional Integral Operator of the Second Kind for the Multivariable
Case It will be defined and denoted as follows:
K
(ζj ,
ηj
1−qj
+1),j=1,...,k
uj ,aj ,qj ,j=1,...,k
f(u1, ..., uk) = {
k∏
j=1
u
ζj
j
Γ(
ηj
1−qj
+ 1)
∫
vj>aj(1−qj)uj
(v − aj(1− qj)uj)
ηj
1−qj }
× f(v1, ..., vk)dv1 ∧ ... ∧ dvk. (1.16)
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for aj > 0, qj < 1, ηj > 0,ℜ(ζj) > −1.
Theorem 1.4. Let x1, ..., xk, v1, ..., vk, uj , j = 1, ..., k and g(u1, ..., uk) be as defined in (1.15). Let the
pathway extended Kober operator be as defined in (1.16). Then
{
k∏
j=1
Γ(ζj + 1)
Γ(ζj +
ηj
1−qj
+ 2)
}g(u1, ..., uk) = K
(ζj ,
ηj
1−qj
+1),j=1,...,k
uj ,aj ,qj ,j=1,...,k
f(u1, ..., uk). (1.17)
When any particular qr → 1− then we can see the corresponding factor going to the exponential form.
lim
qr→1−
(1 − qr)
ζr+1Γ(ζr +
ηr
1−qr
+ 1)
Γ( ηr1−qr + 1)
(
ur
vr
)ζr
1
vr
[1− ar(1− qr)(
ur
vr
)]
ηr
1−qr
= (
ur
vr
)ζr
1
vr
e−arηr (
ur
vr
), 0 < vr <∞. (1.18)
Thus, individual qj ’s can go to 1 and the corresponding factor will go to exponential form or the correspond-
ingly we get a gamma density structure for that factor.
1.3. Mellin Transform in the Multivariable case for Kober Operators of the Second Kind
The Mellin transform in the multivariable case is defined as
M{f(x1, ..., xk); s1, ..., sk} =
∫
∞
0
...
∫
∞
0
xs1−11 ...x
sk−1
k
× f(x1, ..., xk)dx1 ∧ ... ∧ dxk (1.19)
whenever it exists, where s1, ..., sk in general are complex parameters. Hence for the Kober operator of the
second kind we have
M{K
(ζj,αj),j=1,...,k
uj,j=1,...,k
f(u1, ..., uk); s1, ..., sk} =
∫
∞
0
...
∫
∞
0
us1−11 ...u
sk−1
k
× {
k∏
j=1
u
ζj
j
Γ(αj)
∫
vj>uj
(vj − uj)
αj−1v
−ζ−αj
j }
× f(v1, ..., vk)dV dU
where, for example, dU = du1 ∧ ... ∧ duk
=
∫
∞
0
...
∫
∞
0
f(v1, ..., vk){
k∏
j=1
v
−ζj−αj
j }[{
k∏
j=1
∫ vj
0
u
sj+ζj−1
j (vj − uj)
αj−1duj}]dV.
Take out vj , put yj =
uj
vj
then the integral over uj will go to
v
ζj+αj+sj−1
j
Γ(αj)Γ(ζj + sj)
Γ(αj + ζj + sj)
.
Hence the required Mellin transform is

 k∏
j=1
Γ(ζj + sj)
Γ(αj + ζj + sj)

 f∗(s1, ..., sk)
where f∗ is the Mellin transform of f . Then we have the following theorem.
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Theorem 1.5. For the Kober fractional integral operator of the second kind in the multivariable case as
defined in (1.1) the Mellin transform, with Mellin parameters s1, ..., sk is given by
M{K
(ζj,αj),j=1,...,k
uj,j=1,...,k
f(u1, ..., uk); s1, ..., sk} =

 k∏
j=1
Γ(ζj + sj)
Γ(αj + ζj + sj)

 f∗(s1, ..., sk) (1.20)
for ℜ(αj) > 0,ℜ(ζj + sj) > 0, j = 1, ..., k.
2. Kober Fractional Integral Operator of the First Kind for Multivariable Case
In the multivariable case we will start with the following definition and notation.
Definition 2.1. Kober Fractional Integral Operator of the First Kind in the Multivariable Case
I
(ζj ,αj),j=1,...,k
uj ,j=1,...,k
f(u1, ..., uk) = {
k∏
j=1
u
−ζj−αj
j
Γ(αj)
∫ uj
vj=0
(uj − vj)
αj−1v
ζj
j }
× f(v1, ..., vk)dV. (2.1)
First, we will derive this operator as a constant multiple of a statistical density. To this end, let x1, ..., xk
be independently distributed type-1 beta random variables with the parameters (ζj , αj), j = 1, ..., k or with
the density
fj(xj) =
Γ(ζj + αj)
Γ(ζj)Γ(αj)
x
ζj−1
j (1− xj)
αj−1, 0 < xj < 1, (2.2)
for αj > 0, ζj > 0 or ℜ(αj) > 0,ℜ(ζj) > 0 when the parameters are in the complex domain. Let (v1, ..., vk)
be real scalar positive random variables having a joint density f(v1, ..., vk). Let uj =
vj
xj
, j = 1, ..., k. The
Jacobian is given by
dX ∧ dV = [
k∏
j=1
(−
vj
u2j
)]dU ∧ dV (2.3)
where the earlier simplified notation is used. The joint density of u1, ..., uk, following through the earlier
steps, denoted again by g(u1, ..., uk), is given by
g(u1, ..., uk) = {
k∏
j=1
Γ(ζj + αj)
Γ(ζj)Γ(αj)
}{
k∏
j=1
u
−ζj−αj
j
∫ uj
v=0
(uj − vj)
αj−1v
ζj
j }
× f(v1, ..., vk)dV. (2.4)
Hence we have the following theorem.
Theorem 2.1. Let x1, ..., xk be independently distributed type-1 beta random variables and let v1, ..., vk,
u1, ... , uk be as defined in (2.2) and (2.3). Let the joint density of u1, ..., uk be denoted by g(u1, ..., uk). Then
{
k∏
j=1
Γ(ζj)
Γ(ζj + αj)
}g(u1, ..., uk) = I
(ζj ,αj),j=1,...,k
uj ,j=1,...,k
f(u1, ..., uk). (2.5)
We can have pathway extension to Kober operator of the first kind, parallel to the results for the case
of second kind. Other properties follow parallel to those for the case of the operator of the second kind. We
will evaluate the multivariable Mellin transform following through steps parallel to those in the case of the
second kind and hence we give the result here as a theorem.
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Theorem 2.2. The Mellin transform, with Mellin parameters s1, ..., sk, for Kober fractional integral oper-
ator of the first kind in the multivariable case is given by the following:
M{K
(ζj,αj),j=1,...,k
uj,j=1,...,k
f(u1, ..., uk); s1, ..., sk} = {
k∏
j=1
Γ(1 + ζj − s)
Γ(1 + αj + ζj − s)
}f∗(s1, ..., sk) (2.6)
for ℜ(αj) > 0,ℜ(ζj) > 0,ℜ(s) < 1 + ℜ(ζj), j = 1, ..., k where f
∗ is the Mellin transform of f .
We can obtain theorem parallel to the ones in section 1. Some of these will be stated here without
proofs. The derivations are parallel to those in section 1 and hence omitted.
Theorem 2.3. Let x1, ..., xk be independently distributed as the pathway model in (1.13) with ζj replaced by
ζj − 1, j = 1, ..., k. Let (v1, ...., vk) have a joint arbitrary density f(v1, ..., vk). Let (x1, ..., xk) and (v1, ..., vk)
be independently distributed. Let uj =
vj
xj
or xj =
vj
uj
,j = 1, ..., k. Let the joint density of u1, ..., uk be again
denoted by g(u1, ..., uk). Then
I
(ζj ,
ηj
1−qj
+1),j=1,...,k
uj ,aj,qj ,j=1,...,k
f(u1, ..., uk) = {
k∏
j=1
u
−ζj−(
ηj
1−qj
+1)
j
Γ(
ηj
1−qj
+ 1)
∫ uj
1−aj (1−qj )
vj=0
[uj − aj(1 − qj)vj ]
ηj
1−qj v
ζj
j }
× f(v1, ..., vk)dv1 ∧ ... ∧ dvk (2.8)
for aj > 0, qj < 1, ηj > 0,ℜ(ζj) > 0, j = 1, ..., k.
From here we can have a definition for a pathway extension of Kober operator of the first kind in the
multivariable case.
Definition 2.2. Kober fractional integral operator of the first kind in the multivariable case Let the vari-
ables and parameters be as defined in Theorem 2.3. Then the pathway extended Kober operator of the first
kind is defined and denoted as follows:
I
(ζj ,
ηj
1−qj
+1),j=1,...,k
uj ,aj,qj ,j=1,...,k
f(u1, ..., uk) = {
k∏
j=1
u
−ζj−(
ηj
1−qj
+1)
Γ(
ηj
1−qj
+ 1)
∫ uj
1−aj (1−qj )
vj=0
[uj − aj(1 − qj)vj ]
ηj
1−qj v
ζj
j }
× f(v1, ..., vk)dv1 ∧ ... ∧ dvk
for aj > 0, qj < 1, ηj > 0,ℜ(ζj) > 0, j = 1, ..., k.
We can list several theorems when x1, ..., xk are not independently distributed. Two such cases will be
listed here without proofs. The proofs will be parallel to those in section 1 and hence omitted.
Theorem 2.4. Let x1, ..., xk have a type-1 Dirichlet density as in (1.6) with αj replaced by αj − 1 for
j = 1, ..., k and let (v1, ..., vk) have an arbitrary joint density f(v1, ..., vk) where (x1, ..., xk) and (v1, ..., vk)
are independently distributed. Let yj =
xj
1−x1−...−xj−1
and let yj =
vj
uj
, j = 1, ..., k. Let the joint density of
u1, ..., uk be denoted by g(u1, ..., uk). Let βj = αj+1 + αj+2 + ...+ αk. Then
I
(αj ,βj),j=1,...,k
uj ,j=1,...,k
f(u1, ..., uk) = {
k∏
j=1
Γ(βj)
Γ(αj + βj)
}g(u1, ..., uk). (2.9)
The next theorem is parallel to theorem 1.3 for the operator of the second kind.
Theorem 2.5. Let x1, ..., xk have a joint density as in (1.10) with αj replaced by αj − 1, j = 1, ..., k.
Let yj =
xj
1−x1−...−xj−1
as defined in (1.7). Let (v1, ..., vk) have an arbitrary joint density f(v1, ..., vk).
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Let (x1, ..., xk) and (v1, ..., vk) be independently distributed. Let uj =
vj
yj
or yj =
vj
uj
, j = 1, ..., k. Let
γj = αj+1 + αj+2 + ...+ αk + βj + βj+1 + ...+ βk. Then
I
(αj ,γj),j=1,...,k
uj ,j=1,...,k
f(u1, ..., uk) = {
k∏
j=1
Γ(αj)
Γ(αj + γj)
}g(u1, ..., uk) (2.10)
for ℜ(αj) > 0,ℜ(γj) > 0, j = 1, ..., k.
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