Based on the basis theorem of Bruhat-Chevalley [C] and the formula for multiplying Schubert classes obtained in [Du] and programed in [DZ1], we introduce a new method computing the Chow rings of flag varieties (resp. the integral cohomology of homogeneous spaces).
Introduction
Let G be a compact connected Lie group with a closed subgroup H ⊂ G. The space G/H of left cosets of H in G is called a homogeneous space. If H is the centralizer of a 1-parameter subgroup in G, G/H is a smooth projective variety, called a flag variety.
A classical problem in algebraic geometry (resp. topology) is to present the Chow ring A * (G/H) of a flag variety (resp. the integral cohomology H * (G/H) of a homogeneous space) by a minimal system of generators and relations. The traditional method dealing with this problem is due to Borel [B 1 , B, HMS, T, Wo] . It utilizes Leray spectral sequence in which the topology of Lie groups is requested at the beginning by the E 2 -terms. This approach is effective when H * (G) and H * (H) are torsion free. However, efforts to apply it to general cases have encountered considerable difficulties [I, IT, T, TW, W 1 , W 2 , N] , in particular, when G is not prime to an exceptional Lie group 1 . We introduce a new approach to compute the Chow ring of a flag variety (resp. integral cohomology of a homogeneous space). This is based on two results from Schubert's enumerative calculus [BGG] . The first is the basis theorem of Bruhat-Chevalley [C] stating that the classical Schubert classes on a flag variety G/H constitute an additive basis for the ring A * (G/H); the second is a formula for multiplying the Schubert classes [Du] . Since these two results have been programed from the Cartan matrix of G in [DZ 1 ], our approach boils down the problem directly to such primary and well known invariants of Lie groups as Cartan numbers and therefore, is self-contained in the sense that no knowledge on the topology of Lie groups is assumed.
Starting from [DZ 1 ] our approach to the ring A * (G/H) amounts to a) select in the set of Schubert classes on G/H a minimal subset that generate A * (G/H) multiplicatively; b) determine all non-trivial relations among these generators.
We develop algebraic and computational techniques implementing these two tasks, and demonstrate their use in computing with generalized Grassmannians and rank 1 homogeneous spaces (cf. Definition 1 below). In the subsequent works [DZ 3 , DZ 4 ] the method and results of this paper have been extended to obtain the integral cohomology rings of all complete flag manifolds, and to construct the integral cohomologies of Lie groups in terms of Schubert classes.
Let G be a Lie group with Lie algebra L(G), exponential map exp : L(G) → G, and a fixed maximal torus T . Let Ω = {ω 1 , · · · , ω n } ⊂ L(T ) be a set of fundamental dominant weights (cf. 2.1). For an ω ∈ Ω the centralizer of the 1-parameter subgroup H = {exp(tω) ∈ G | t ∈ R} is called the parabolic subgroup of G corresponding to ω. Let H s be the semi-simple part of H. Definition 1. The flag variety G/H (resp. the homogeneous space G/H s ) is called the Grassmannian (resp. the rank 1 homogeneous space) of G corresponding to ω.
If G is exceptional with rank n, we assume that the set Ω = {ω 1 , · · · , ω n } is so ordered as the root-vertices in the Dynkin diagram of G pictured in [Hu, p.58] . With this convention we single out, for given G and ω ∈ Ω, seven parabolic H indicated by their semi-simple part H s in the table below: G F 4 F 4 E 6 E 6 E 7 E 7 E 8 ω ω 1 ω 4 ω 2 ω 6 ω 1 ω 7 ω 8 H s C 3 B 3 A 6 D 5 D 6 E 6 E 7
As applications of the methods developed in this paper, calculation is carried out for the seven Grassmannians G/H (resp. rank 1 homogeneous spaces G/H s ) specified above. More precisely, granted with the Weyl coordinates for Schubert classes introduced in 2.2, the following results are established.
Given a subset {f 1 , · · · , f m } in a ring write f 1 , · · · , f m for the ideal generated by f 1 , · · · , f m . Theorem 3. Let y 1 , y 3 , y 4 , y 6 be the Schubert classes on E 6 /A 6 · S 1 with Weyl coordinates σ[2], σ [5, 4, 2] ,σ [6, 5, 4, 2] , σ [1, 3, 6, 5, 4, 2] respectively. Then A * (E 6 /A 6 · S 1 ) = Z[y 1 , y 3 , y 4 , y 6 ]/ r 6 , r 8 , r 9 , r 12 , where r 6 = 2y 6 + y Theorem 5. Let y 1 , y 5 , y 9 be the Schubert classes on E 7 /E 6 · S 1 with Weyl coordinates σ [7] , σ [2, 4, 5, 6, 7] , σ [1, 5, 4, 2, 3, 4, 5, 6, 7] respectively. Then A * (E 7 /E 6 · S 1 ) = Z[y 1 , y 5 , y 9 ]/ r 10 , r 14 , r 18 , where r 10 = y 2 5 − 2y 1 y 9 ; r 14 = 2y 5 y 9 − 9y Theorem 6. Let y 1 , y 4 , y 6 , y 9 be the Schubert classes on E 7 /D 6 · S 1 with Weyl coordinates σ[1], σ [2, 4, 3, 1] , σ [2, 6, 5, 4, 3, 1], σ[3, 4, 2, 7, 6, 5, 4, 3, 1] Theorem 7. Let y 1 , y 6 , y 10 , y 15 be the Schubert classes on E 8 /E 7 ·S 1 with Weyl coordinates σ [8], σ[3, 4, 5, 6, 7, 8] , σ [1, 5, 4, 2, 3, 4, 5, 6, 7, 8], σ[5, 4, 3, 1, 7, 6, 5, 4, 2, 3, 4, 5, 6, 7, 8] respectively. Then In Theorems 1-7, by taking generators among Schubert classes on G/H, their geometric configurations are transparent in view of the unified construction (2.4) of Schubert varieties.
Traditionally, Schubert calculus deals with intersection theory on flag varieties. Algorithms in 4.3 (see also §5 for the statement and proofs of Theorems 8-14) demonstrates that this calculation is extendable to homogeneous spaces of other types. This paper is so arranged. Section §2 contains a brief introduction to what we need from Schubert calculus; Section §3 develops algebraic results concerning computation in the quotient of a polynomial ring. Resorting to the Gysin sequence of the circle bundle G/H s → G/H, relationship between cohomologies of a Grassmannian G/H and its allied space G/H s is formulated in section §4. With these preliminaries, Theorems 1-7 (resp. Theorems 8-14) are established in a unified pattern in §6 (resp. in §5).
Certain theoretical notation and results of this paper are also algorithmic in nature. Their effective computability are emphasized by referring to appropriate sections of [DZ 2 ], where intermediate data facilitating our calculation are also presented in detail. To make the present work self-contained, the most relevant data from [DZ 2 ] are summarized as the tables in the proofs of Theorem 8-14 in §5, and in the final section §8. Some homogeneous spaces concerned in this paper have previously been studied by many authors. Comparisons between our results and those archived by other means are made in §7, where a mistake occurring in earlier computation is corrected.
Elements of Schubert calculus
Assume throughout that the Lie group G under consideration is compact and 1-connected. Fix a maximal torus T in G and equip the Lie algebra L(G) with an inner product (, ), so that the adjoint representation acts as isometries of L(G). Let Φ = {β 1 , · · · , β n } ⊂ L(T ) be a set of simple roots of G [Hu, p.47] (when G is semi-simple, it is so ordered as the root-vertices in the Dynkin diagram given in [Hu, p.58] ). The Cartan matrix of G is C = (c ij ) n×n , where [Hu, p.55] ).
We recall two algorithms "Decomposition" and "L-R coefficients" developed in [DZ 1 ]. The first presents the Weyl group of G by the minimized decompositions of its elements, in terms of which the Schubert varieties on G/H can be constructed (cf. (2.4) ). The second expands a polynomial in the Schubert classes as the linear combination of the Schubert basis.
Preliminaries in Weyl group
where ω i is known as the i th fundamental dominant weight relative to Φ [Hu, p.67] . With respect to Ω the Cartan matrix C = (c ij ) n×n gives rise to n isometries σ i on L(T ) by
Geometrically, σ i is the reflection in the hyperplane L i ⊂ L(T ) perpendicular to β i and through the origin.
By Definition 2, every w ∈ W (G) admits a factorization of the form
Its length l(w) is the least number of factors in all decompositions of w in the form (2.1). The decomposition (2.1) is called reduced, written w =:
The reduced decompositions of an element w ∈ W (G) may not be unique. However, this ambiguity can be dispelled by employing the following notion. Consider the set of all reduced decompositions of w
where l(w) = r. It can be furnished with the order ≤ given by the lexicographical order on all I = (i 1 , · · · , i r ) ∈ D(w). A decomposition w = σ [I] is called minimized if I ∈ D(w) is the minimal one with respect to ≤. Clearly one has Lemma 1. Every w ∈ W (G) has a unique minimized decomposition.
Resorting to the length function l on W (G) one may embed the set
We shall put W r (H K ; G) = {w ∈ W (H K ; G) | l(w) = r}. According to Lemma 1, every w ∈ W r (H K ; G) admits a unique minimized decomposition as w = σ [I] . As a result, with respect to the lexicographical order on the I's, W r (H K ; G) is an ordered set, and hence can be presented as 2.2. Schubert varieties and the basis theorem. Given a flag variety G/H we can assume that the subgroup H is of the form H K for some K ⊂ [1, · · · , n], since the centralizer of any 1-parameter subgroup is conjugate in G to one of the H K (cf. [BH, 
]).
For a simple root β i ∈ Φ let L i ⊂ L(T ) be the hyperplane perpendicular to β i and through the origin, and let K i ⊂ G be the centralizer of exp(L i ). For an element w ∈ W (H; G) with minimized decomposition w = σ[i 1 , · · · , i r ], the Schubert variety X w on G/H associated to w is the image of the composed map
where p is the obvious quotient map, and where the product · takes place in G. Since (2.5) the union ∪ w∈W (H;G) X w dominates G/H by a cell complex with dim R X w = 2l(w) (cf. [H, BGG] ), one can introduce the Schubert class s w ∈ A 2l(w) (G/H), w ∈ W (H; G), as the cocycle class Kronecker dual to the fundamental cycles [X u ] as
(2.5) implies that (cf. [BGG, §5]) Lemma 2 (Basis theorem). The set of Schubert classes {s w | w ∈ W (H; G)} constitutes an additive basis for the Chow ring A * (G/H).
Referring to the indexing system (2.3) on W r (H; G), we use s r,i to simplify s wr,i , and call it the i th Schubert class on G/H in degree r. We create also a definition emphasizing the role that the minimized decomposition has played in the construction (2.4) of X w (hence of s w by duality):
Definition 3. The minimized decomposition σ [I] of an element w ∈ W (H; G) is called the Weyl coordinate of s w .
Multiplying Schubert classes
Let f be a polynomial of degree 2r in the Schubert classes {s w | w ∈ W (H; G)}. By considering f as an element in A 2r (G/H) and in view of the basis theorem, one has the expression
Effective computation in the ring A * (G/H) amounts to evaluate the integer a w (f ) for every f and w. In the special case f = s u s v (i.e. a product of two Schubert classes), the a w (f )'s are well known as structure constants of A * (G/H). Based on the multiplicative rule of Schubert classes obtained in [Du] , a program called "Littlewood-Richardson Coefficients" (abbreviated as L-R Coefficients in sequel) implementing a w (f ) has been compiled in [DZ 1 ], whose function is briefed below.
Algorithm. L-R coefficients.
Input: A polynomial f in Schubert classes on G/H; and an element w ∈ W (H; G) given by its minimized decomposition.
Example 2. The data in [DZ 2 , ] are all generated by the L-R coefficients.
3 The quotient of a polynomial ring 3.1. The problems. In term of the basis theorem (i.e. Lemma 2) we may formulate our main concerns precisely.
Let A = ⊕ r≥0 A r be a finitely generated graded ring. An element y ∈ A is called homogeneous of degree r, written |y| = r, if y ∈ A r . In this paper, all elements in a graded ring (e.g. cohomology ring; the quotient of a polynomial ring) under consideration are homogeneous.
A subset S = {y 1 , · · · , y n } ⊂ A with |y 1 | ≤ · · · ≤ |y n | is called a set of generators if it generates A multiplicatively. A set S of generators is called minimal if |S| ≤ |T | for any other set T of generators, where |S| is the cardinality of S. Suppose that a solution to Problem 1 is given by S = {y 1 , · · · , y n }. The inclusion S ⊂ A * (G/H) then induces a surjective ring map
whose kernel ker π ⊂ Z[y 1 , · · · , y n ] is an ideal. By the Hilbert basis theorem there exist a subset
Clearly, once both Problem 1 and 2 are solved, we arrive at the desired
Our investigation on Problem 1 involves geometric considerations, and will be postponed to §4. This section is devoted two algebraic results (Lemma 3 and 4) useful in solving Problem 2. 
. It will be considered as an ordered set with respect to the lexicographical order on N n whose cardinality is denoted by b(m). Given a subset S = {y 1 , · · · , y n } of Schubert classes on G/H, let |y i | be the dimension of y i as a cohomology class (note that the number |y i | is always even).
Combining the L-R coefficients (cf. 2.3) with the function "Nullspace" in Mathematica, a basis for ker π m can be explicitly exhibited.
where the coefficients c α,i ∈ Z can be evaluated by the L-R coefficients as
whose significance is shown in the next result.
Lemma 3. The set of polynomials
, is a basis for ker π m .
Example 3. See in [DZ 2 , 1.4-7.4; 1.5-7.5] for examples of structure matrices and their Nullspaces.
Eliminating relations. Let {r
On the other hand, with respect to the monomial basis
can be written uniquely as
Write M m (r 1 , · · · , r k ) for the matrix (a (α,i),β ) cm(r1,··· ,r k )×b(m) (with respect to some order on Σ m (r 1 , · · · , r k )) so obtained.
calculated by the following procedure:
1) diagonalizing M m (r 1 , · · · , r k ) using integral row and column operations (cf. [S, p.163-166] );
2) setting δ m (r 1 , · · · , r k ) to be the numbers of the ±1's appearing in the resulting diagonal matrix. These yield (note that M 36 (r 10 , r 14 , r 18 ) has a 4 × 4 minor that equals to 1) b(36) = 7, δ 36 (r 10 , r 14 , r 18 ) = 4.
be the quotient map. The next result tells how the integers b(m) and δ m (r 1 , · · · , r k ) are utilized in eliminating relations on the ring A * .
(m) . Consequently, one may expand g i in terms of Λ as
Assume on the contrary that
This contradiction to the assumption establish Lemma 4.
Giambelli polynomials for Schubert classes.
With the terminologies introduced in 3.1-3.3, it would be convenient for us to developed here a theory of Giambelli polynomials for Schubert classes. The result (Lemma 5) is not needed in this paper, but will play a decisive role in extending Theorems 1-7 to flag varieties of general types (cf. [DZ 3 ]).
For the original idea of Giambelli polynomials we recall the earliest example [Hi, p.108] . If G = U (n) is the unitary group of rank n and if H = U (k) × U (n − k), the flag variety G n,k = G/H is the Grassmannian of k-planes through the origin in the C n . Let 1 + c 1 + · · · + c k be the total Chern class of the canonical k-bundle on G n,k . Then each c i can be identified with an appropriate Schubert class on G n,k (called a special Schubert class on G n,k ), and with respect to these classes one has the presentation
in which r j is the component of the formal inverse of 1 + c 1 + · · · + c k in degree j. It follows that every Schubert class on G n,k can be written as a polynomial in the special ones, and such an expression is given by the classical Giambelli formula [Hi, p.112] .
In general, assume that G/H is a flag variety and a Schubert presentation (3.2) for A * (G/H) being specified. As in the classical situation G n,k elements in {y 1 , · · · , y n } may be called the special Schubert classes on G/H, and every Schubert classes s w of G/H can be expressed as a polynomial G w (y 1 , · · · , y n ) in these special ones. Clearly, the task of finding G w for each s w , w ∈ W (H; G), amounts to generalize the classical Giambelli formula from G n,k to G/H.
Based on the L-R coefficients, a program implementing Giambelli polynomials has been compiled, whose function is summarized below.
Algorithm: Giambelli polynomials
Input: A set {y 1 , · · · , y n } of special Schubert classes on G/H and an integer m > 0.
We clarify details in this program. With respect to the special Schubert classes y 1 , · · · , y n write the ordered monomial basis
Since π m is surjective, M (π m ) has a β(m) × β(m) minor equal to ±1. The standard integral row and column operation diagonalizing M (π m ) (cf. [S, p.162-164] ) then yields uniquely two invertible matrices
where I β(m) is the identity matrix of rank β(m). The Giambelli polynomials is realized by the procedure below.
Step 1. Compute M (π m ) using the L-R coefficients;
Step 2. Diagonalize M (π m ) to get P , Q in (3.4);
Step 3. Set
where [P −1 ] is formed by the first β(m) rows in the inverse P −1 of P . Obviously, the polynomials G m,k obtained in Step 3 depend only on the set {y 1 , · · · , y n } of special Schubert classes. It is also clear that
Example 5. In the proof of Lemma 3 in [DZ 3 ] the Giambelli polynomials is applied in determining the Chern classes of the canonical complex n-bundle on E n /A n · S 1 , n = 6, 7, 8.
Computing with Gysin sequence
In this paper all cohomologies are over integer coefficients. For a topological space X we put
Note that H even (X) ⊂ H * (X) is a subring. Assume in this section that G/H is the Grassmannian corresponding to the k th weight ω k ∈ Ω, 1 ≤ k ≤ n. From the Gysin sequence of oriented circle bundles we derive partial solutions to problem 1 and 2 from information on H * (G/H s ) in Lemmas 7, 8, and develop a procedure to compute H * (G/H s ).
Generators of the ring H
} consists of a single element, the basis theorem implies that:
The natural projection p : G/H s → G/H is an oriented circle bundle on G/H with Euler class ω. Since H odd (G/H) = 0 by the basis theorem, the Gysin sequence [MS, p.143] of p breaks into the short exact sequences
as well as the isomorphisms (ω· means cup-product with ω)
(4.1) implies that a minimal set of generators of H * (G/H) can be obtained from that of the simpler ring
Locating the degrees of relations. Let
then extend to the surjective ring maps π and π that fit the commutative diagram
where Z[ω, y 1 , · · · , y m ] is graded by |ω| , |y 1 | , · · · , |y m |, and where
The graded group H odd (G/H s ) is always free by (4.2), and is a module over H even (G/H s ) with respect to the cup-product
The next result allows us to formulate a presentation of
respectively, one has
Proof. We begin by observing that a) the condition r i | ω=0 = h i is equivalent to r i = h i + ωf i for some
Since ker π ⊇ r 1 , · · · , r n ; ωg 1 , · · · , ωg t , it suffices to show that (4.6) α ∈ ker π implies α ∈ r 1 , · · · , r n ; ωg 1 , · · · , ωg t which will be done by induction on 2r = |α|. The case r = 1 is trivial by Lemma 6. Assume that (4.6) holds for all α with |α| ≤ 2r − 2, and consider next the case |α| = 2r.
We can rewrite in view of a) that (4.7) α = a 1 r 1 + · · · + a n r n + ωα 3 , where
is an isomorphism by (4.2), and since
Since π is surjective,
where g 1 , · · · , g t are as that in the lemma, (4.7) becomes (4.9) α = a 1 r 1 + · · · + a n r n + ωγ + b i (ωg i ).
Since |γ| = |α| − 2 with π(γ) = 0 by (4.8), the inductive hypothesis concludes that γ ∈ r 1 , · · · , r n ; ωg 1 , · · · , ωg t . (4.6) has now been verified by (4.9). 
Since each ωs k−1,i is a monomial in Schubert classes, the entries of A k can be evaluated by the L-R coefficients (cf. 2.3). Diagonalizing A k using the integral row and column reductions (cf. [S, p.162-166] Step 2. The ring structure on H even (G/H s ).
Step 1 shows how a basis of H * (G/H s ) can be archived from the matrices A k in (4.10). In practice, in view of the surjective ring map p * :
, it is possible to find a subset Λ of Schubert classes on G/H so that
Given two basis elements s r,i , s k,j ∈ p * Λ consider their corresponding product in H * (G/H): 
Since G/H s is an orientable odd dimensional manifold, the Poincaré duality implies the next result, which suffices to characterize H odd as an module over H even (cf. the proofs of Theorems 8-14 in §6).
Integral cohomology of G/H s
We calculate the rings H * (G/H s ) for the seven homogeneous spaces
The results are stated in Theorems 8-14 below, where relevance of the ring generators of H * (G/H s ) with appropriate Schubert classes on G/H is emphasized. The geometries of the spaces in (5.1) may differ considerably. However, their cohomologies are archived by the same procedure: following the algorithms in 4.3 preliminary data produced by computer are available in [DZ 2 ]; these are summarized in the tables contained in the proofs. Items in these tables, together with Lemma 9, suffice to obtain
be the graded free abelian group spanned by 1, d 1 , · · · , d t , and considered as a graded ring with the trivial products 1
We reserve the notion s r,i for the i th Schubert class on G/H in degree r (cf. 2.2). If y ∈ H * (G/H), we write y =: 
Step 2. By the items in the second column, H even has a basis of the form p * Λ with Λ = {s 3,1 , s 4,2 , s 6,2 , s 7,1 , s 8,1 , s 9,2 , s 10,2 , s 13,1 } consisting of Schubert classes on F 4 /C 3 · S 1 . Following the algorithm given in
Step 2 in 4.3, the multiplicative rule (4.12) for elements in p * Λ have been determined (cf. [DZ 2 , 1.3]), and is recorded in the last column of the table corresponding to H even . These imply that, if we put y 3 = s 3,1 , y 4 = s 4,2 , y 6 = s 6,2 , then a) y 3 , y 4 , y 6 are the Schubert classes whose Weyl coordinates are given as that in the theorem by [DZ 2 , 1.1];
is generated by y 3 , y 4 , y 6 subject to the relations h 6 , h 7 and h 8 (cf. the theorem).
Combining these with the obvious relations y Step 3. Step 2. From the results in the second column one finds that a basis of H even (E 6 /A 6 ) is given as p * Λ, where Λ = {s 3,2 , s 4,3 , s 6,1 , s 7,1 , s 8,1 , s 9,1 , s 10,1 , s 11,1 , s 13,1 , s 14,1 } consists of Schubert classes on E 6 /A 6 · S 1 . With the multiplicative rule (4.12) for these basis elements being determined and printed in [DZ 2 , 3.3], the items in the last column corresponding to H even are established. These imply that, if we put y 3 = s 3,2 , y 4 = s 4,3 ,y 6 = s 6,1 , then a) y 3 , y 4 , y 6 are the Schubert classes whose Weyl coordinates are given as that in the theorem by [DZ 2 , 3.1]; b) H even (E 6 /A 6 ) is generated by y 3 , y 4 , y 6 subject to the relations h 6 ; h 8 ; h 9 (cf. the theorem).
Combining these with the obvious relations y 2 6 = y 4 3 = 0 ∈ H 24 = 0, together with the fact that h 6 ; h 8 ; h 9 ; y 2 6 , y 4 3 = h 6 ; h 8 ; h 9 ; h 12 in Z[y 3 , y 4 ,y 6 ], one obtains (5.4) H even (E 6 /A 6 ) = Z[y 3 , y 4 , y 6 ]/ h 6 ; h 8 ; h 9 , h 12 .
Step 3. By results in the second column H 2k+1 = Z is spanned by d 2k+1 with k = 23, 29, 31, 35, 37, 43. From the results in the first column we deduce also that These imply that, if we put y 4 = s 4,1 , y 6 = s 6,1 , y 9 = s 9,2 , then a) y 4 , y 6 , y 9 are Schubert classes whose Weyl coordinates are given as that in the theorem by [DZ 2 , 6.1]; D 6 ) is generated by y 4 , y 6 , y 9 subject to the relations h 9 ; h 12 ; h 14 (cf. the theorem).
Combining these with the obvious relations y [3, 4, 5, 6, 7, 8] , σ [1, 5, 4, 2, 3, 4, 5, 6, 7, 8], σ[5, 4, 3, 1, 7, 6, 5, 4, 2, 3, 4, 5, 6, 7, 8] According to results in the second column of the table corresponding to H odd , the H 2k+1 = Z is generated by the d 2k+1 with k ∈ {29, 35, 39, 41, 45, 47, 51}. Moreover, Lemma 9 is applicable as to show that (cf.
Step 3 in the proof of Theorem 10): These complete the proof.
Proofs of Theorems 1-7
Since a generalized Grassmannian G/H is also a flag variety, its integral cohomology H * (G/H) agrees with the Chow ring A * (G/H). For this reason Lemma 7 and 8 are directly applicable in computing A * (G/H). The proofs of Theorems 1-7 below serves also the purpose to indicate that our approach to A * (G/H) is free of types.
Proof of Theorem 1. Combining Theorem 8 with Lemmas 7 and 8, we get the partial description of
where y 1 , y 3 , y 4 , y 6 are the same Schubert classes as that in Theorem 1, and where if we let
1) for m = 3, 6, 8, 12, the r m ∈ ker π m in (6.1) should satisfy r 3 | y1=0 = 2y 3 ; r 6 | y1=0 = 2y 6 + y N (π 12 ) ), then condition 1) is met by the set {r 3 , r 6 , r 8 , r 12 } of polynomials.
The proof will be completed once we show (6.2) y 1 g 11 ∈ r 3 , r 6 , r 8 , r 12 .
For this purpose we examine, in view of (6.1), the quotient map (cf. 3.3)
With r 3 , r 6 , r 8 , r 12 being explicitly presented, it is straightforward to find that b(24) = 16; δ 24 (r 3 , r 6 , r 8 , r 12 ) = 15 (cf. Example 3).
On the other hand, granted with the basis theorem, we read from [DZ 2 , 1.1] that rank(A 24 ) = 1. (6.2) is verified by Lemma 4.
Proof of Theorem 2. Combining Theorem 9 with Lemmas 7 and 8, we get the partial description of
where the generators y 1 , y 4 are the same Schubert classes as that in Theorem 2, and where if we let The proof will be completed once we show (6.4) y 1 g 11 ∈ r 8 , r 12 .
With r 8 , r 12 being given explicitly, it is straightforward to find that b(24) = 4; δ 24 (r 8 , r 12 ) = 3 (cf. Example 3).
On the other hand, granted with the basis theorem, we read from [DZ 2 , 2.1] that rank(A 24 ) = 1. (6.4) is verified by Lemma 4.
Proof of Theorem 3. Combining Theorem 10 with Lemmas 7 and 8, we get the partial description of A * (E 6 /A 6 · S 1 ) (6.5) A * (E 6 /A 6 · S 1 ) = Z[y 1 , y 3 , y 4 , y 6 ]/ r 6 , r 8 , r 9 , r 12 , y 1 g 11 , y 1 g 14 , where the y 1 , y 3 , y 4 , y 6 are the same Schubert classes as that in Theorem 3, and where if we let
be induced from {y 1 , y 3 , y 4 , y 6 } ⊂ A * (E 6 /A 6 · S 1 ), then (cf. Lemma 8) 1) for m = 6, 8, 9, 12, the r m ∈ ker π m in (6.5) should satisfy r 6 | y1=0 = 2y 6 + y 2) π(g 11 ) = s 11,1 − s 11,2 − s 11,3 + s 11,4 − s 11,5 + s 11,6 , π(g 14 ) = s 14,1 + s 14,2 + s 14,4 − s 14,5 .
With respect to the ordered basis B(2m) of Z[y 1 , y 3 , y 4 , y 6 ], m = 6, 8, 9, 12, the structure matrices M (π m ) have been computed by the L-R coefficients and their corresponding Nullspaces N (π m ) are presented in 8.3. If we take, in view of Lemma 3 and 8.3, that r 6 : 2y 6 + y 3 2 − 3y 1 2 y 4 + 2y 1 3 y 3 − y 1 6 (= κ 1 in N (π 6 )) r 8 : 3y 4 2 − 6y 1 y 3 y 4 + y 1 2 y 6 + 5y 1 2 y 3 2 − 2y 1 5 y 3 (= κ 2 in N (π 8 )) r 9 : 2y 3 y 6 − y 1 3 y 6 (= κ 4 in N (π 9 )) r 12 : y 6 2 − y 4 3 (= κ 11 in N (π 12 )), then condition 1) is met by the set {r 6 , r 8 , r 9 , r 12 } of polynomials. The proof will be completed once we show (6.6) y 1 g 11 , y 1 g 14 ∈ r 6 , r 8 , r 9 , r 12 .
For this purpose we examine, in view of (6.5), the quotient map (cf. 3.3)
With r 6 , r 8 , r 9 , r 12 being made explicitly it is straightforward to find that b(24) = 16; δ 24 (r 6 , r 8 , r 9 , r 12 ) = 11;
b(30) = 24; δ 30 (r 6 , r 8 , r 9 , r 12 ) = 20 (cf. Example 3) .
On the other hand, granted with the basis theorem, we read from [DZ 2 , 3.1] that rank(A 24 ) = 5, rank(A 30 ) = 4. (6.6) is verified by Lemma 4.
Proof of Theorem 4. Combining Theorem 11 with Lemmas 7 and 8, we get the partial description for
where y 1 , y 4 are the same Schubert classes as that in Theorem 4, and where if we let
1) the r 12 ∈ ker π 12 in (6.7) should satisfy r 12 | y1=0 = y 6, 5, 4, 2, 3, 4, 5, 6 ] respectively. The constraint 2) implies that g 8 must satisfy the system a w8,1 (g 8 ) = 1; a w8,2 (g 8 ) = −1; a w8,3 (g 8 ) = 1.
Thus, applying the L-R Coefficients (cf. 2.3) to (6.8) yields
From this we find that (a 1 , a 2 , a 3 ) = (−2, 6, −3), and consequently y 1 g 8 = 2y 
be induced from {y 1 , y 5 , y 9 } ⊂ A * (E 7 /E 6 · S 1 ), then (cf. Lemma 8) 1) for m = 10, 14, 18, the r m ∈ ker π m in (6.9) should satisfy r 10 | y1=0 = y 2 5 ; r 14 | y1=0 = 2y 5 y 9 ; r 18 | y1=0 = y The proof will be completed once we show (6.10) y 1 g 18 , y 1 g 22 ∈ r 10 , r 14 , r 18 .
For this purpose we examine, in view of (6.9), the quotient map (cf. 
be induced from {y 1 , y 4 , y 6 , y 9 } ⊂ A * (E 7 /D 6 · S 1 ), then (cf. Lemma 8) 1) for m = 9, 12, 14, 18, the r m ∈ ker π m in (6.11) should satisfy r 9 | y1=0 = 2y 9 ; r 12 | y1=0 = 3y The proof will be completed once we show (6.12) y 1 g 17 , y 1 g 25 ∈ r 9 , r 12 , r 14 , r 18 .
For this purpose we examine, in view of (6.11), the quotient map (cf. The proof will be completed once we show (6.14) y 1 g 29 ∈ r 15 , r 20 , r 24 , r 30 .
For this purpose we examine, in view of (6.13), the quotient map (cf. 
Remarks
In [Co, 1964] by using divided difference operators due to Demazure and Bernstein-GelfandGelfand [D; BGG] . Our Theorem 4 indicates that two Schubert classes and two relations suffice to present the ring.
In [NS, 2006] , Nikolenko and Semenov investigated A * (E 8 /E 7 · S 1 ) ⊗ Q. They specified generators in dimension 1, 6 and 10 in terms of Schubert classes, while the relations were given by a number of equations that express monomials in the generators as linear combinations of Schubert classes. Indeed, the ring A * (E 8 /E 7 ·S 1 ) is more attractive than its rational analogue: the y 15 in Theorem 7 survives to the generator of the Chow ring of E 8 in degree 15, which can not be detected from A * (E 8 /E 7 · S 1 ) ⊗ Q. In addition, even with rational coefficients, presenting the relations by a minimal set of polynomials has further geometric implications. For instance, it is straightforward from Theorem 7 that, if we let g 20 , g 24 , g 30 be the polynomials obtained from the r 20 , r 24 , r 30 by substituting the y 15 with 8y 
Consequently, the rational homotopy groups of E 8 /E 7 · S 1 are given by , 12, 20, 39, 47, 59 0 otherwise, where the generators for the nontrivial π r ⊗ Q are fashioned from the y 1 , y 6 , y 10 , g 20 , g 24 , g 30 respectively (cf. [BT, ). In general, letting G/H be one of the Grassmannians concerned in this paper, one deduces directly from Theorem 1-7, using the method illustrated in [BT, , that , 12, 20, 39, 47, 59 Historically, the mod p cohomologies H * (G; Z p ) of exceptional G were archived using case by case calculations (cf. Kač [K] for a thorough summary on the history). In 1974, H. Toda [T] initiated the project computing the integral cohomology of homogeneous spaces G/H with G an exceptional Lie group and H ⊂ G a torsion free subgroup of maximal rank. This amounts to combine Borel's method [B 1 ] with the previous results on H * (G; Z p ) (as a module over Steenrod algebra) for all prime p. After Toda, the cohomologies of the G/H considered in Theorem 1, 3-6 have been studied by Toda, Watanabe, Ishitoya and Nakagawa in [I, IT, TW, Theorem 3 corrects a mistake occurring in [W,1998 ]. Toda and Ishitoya claimed in that the ring H * (E 6 /A 6 · S 1 ) is the quotient of a polynomial ring in eight variables modulo an ideal generated by eight polynomials (with those eight polynomials not being computed explicitly). Watanabe asserted in [W,1998 ] that it was generated by three elements in degrees 2, 6 and 8 respectively. However, according to the proof of Theorem 3, four is the minimal number of generators of the ring. This issue witnesses the subtleness in the traditional approach.
Acknowledgement. The authors are grateful to Mimura, Nakagawa, Totaro and Zainoulline for valuable communications concerning the work. In particular, Nakagawa recently announced a presentation for the ring H * (E 8 /E 7 · S 1 ).
Appendix: Nullspaces
This appendix is set to record the Nullspaces N (π m ) that have been used in §6 to specify the relations on the seven Grassmannians G/H concerned by Theorems 1-7. They were produced from the corresponding structure matrices (see in [DZ 2 , 1.4-7.4; 1.5-7.5]) by the method explained in 3.2. 
(G, H) = (F
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