RANS models are required for the prediction of scalar fluctuations and turbulent transport in the high speed flow regime. These models will have application, for example, in missile exhaust plume signature analyses, scramjet combustors and other important areas. However, experimentally derived scalar fluctuation data needed to develop these models for the high speed flow regime is not readily available due to the inability of relevant experimental measurement techniques (e.g. hot wires) to cope with this flowfield environment. This issue poses significant difficulties for model development in this flow regime. Researchers have used different values for the turbulent Prandtl and Schmidt numbers but no consensus has been reached as to what these values have to be for high speed flows. To address this difficulty, a two part program has been initiated to fill the data gap and thus facilitate model development. Part I of this program involves the collection of LES data over a wide range of conditions. Part II involves the use of these data to evaluate and develop RANS tools to improve predictive capabilities. This paper presents results and findings of Part I of this program. Several flow fields of relevance to the problems mentioned above are studied. These include classical unit problems such as high and low Mach number shear layers, boundary layers and separated flows such as compression corner flows. In the process we are gradually extending the applicability of LES to more complex flows and at the same time enabling RANS model development by facilitating flow databases in the high speed flight regime. The findings of this study elucidate the effects of compressibility on the character of mean scalar profiles, variations in turbulent Prandtl number, and on scalar rms fluctuations.
INTRODUCTION
The challenges in developing LES methods for the problems of high-speed flows are many. Numerical methods capable of simulating turbulence and capturing shocks robustly are required. While modeling turbulence accurately requires low dissipation schemes to minimize contamination of fine scale turbulence, shock capturing requires dissipative schemes. Merging these two requirements is a challenging task and forms one of the main areas of focus of this paper. Here, we present the techniques used to achieve this, validation for low and high speed flows, and, some examination of turbulence modeling issues for this class of flows.
The application of LES methodology to the prediction of scalar fluctuation statistics for both hot and variable composition jets and free shear layers at subsonic conditions has been very successful. For example, a number of investigators have demonstrated good comparisons of LES predictions for density fluctuations with experimental data in Brown and Roshko type N 2 /He free shear layers (e.g., Ref. [1] ). The time-averaged statistics from these type of simulations, in combination with available subsonic hot jet and helium jet data, have served as the basis for RANS (Reynolds Average NavierStokes) scalar fluctuation model equation calibration [2] , which are in turn utilized for both variable turbulent Prandtl (Pr t ) and Schmidt (Sc t ) number modeling [3] and for PDF-based turbulent combustion modeling [4] .
For supersonic flows with high convective Mach numbers, compressibility effects reduce the rate of mixing and turbulent fluctuation levels. However, while significant data are available for Favré averaged velocity fluctuations at high convective numbers, there is a lack of comparable data for scalar correlations. The lack of data in this flow regime makes the calibration and application of RANS scalar fluctuation models difficult. Recently, Calhoon [4] found that a RANS scalar fluctuation model, which had been calibrated using available low speed data, overpredicted fluctuation levels leading to substantive errors in missile exhaust plume flows. This failure of RANS modeling resulted from a lack of adequate data which could provide an understanding of the effects of compressibility on scalar fluctuations. Experimental data for scalar fluctuations in this high speed flow regime are not readily available.
With these points in mind, the objective of this overall study was to investigate compressibility effects on scalar fluctuations and evaluate RANS modeling for the prediction of these fluctuations. To accomplish this, LES simulations were conducted for hot shear layers at varying degrees of compressibility. The primary scalar fluctuations of interest were those of temperature. Analysis of the simulation results will enable the assessment of compressibility effects on fluctuation levels and the effect of variable turbulent Prandtl number in these flows. Favré-averaged statistics will also be used to evaluate and calibrate RANS models for temperature fluctuations and variable Pr t .
This study has been divided into two parts. Part I deals with the collection of LES data for shear layers at varying degrees of compressibility. Part II deals with the same for wall-bounded flows. Part I of this study presents a summary of the LES data that has been collected along with analysis that reveals some interesting aspects of compressibility effects on free shear layer development and scalar fluctuations. This paper includes a description of the numerical method, model enhancements, validation with experimental data and analysis of the final results.
The following section describes the computational methodology used for the LES simulations. Next, a description of the simulations carried out is presented, followed by the presentation and discussion of the results and analysis. Concluding remarks follow.
LARGE EDDY SIMULATION FRAMEWORK
All the numerical simulations in the present effort have been carried out using CRAFT Tech's CRAFT CFD ® software. CRAFT CFD ® is a multi-block structured parallel finite volume flow solver capable of accuracies up to fifth order in space and second order in time. In this section we briefly present the governing equations, numerical methods and turbulence modeling used in the present work.
NUMERICAL METHOD
For LES applications, the CRAFT CFD ® [5] [6] code is implemented with an upwind-biased, Roe-fluxextrapolation procedure that has been extended to fifth order for the inviscid and fourth order central differencing for the viscous terms. This scheme has been shown to be capable of accurately capturing vortex transport with minimal dissipation characteristics [7] . For turbulent flow LES, this scheme has proven to be dissipative at high wavenumbers. However modification of the Roe flux to minimize the dissipation term contribution was implemented, as shown below.
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This attempts to compensate for the additional dissipation due to mismatch between the cell face ( ) oi n r orientation and the local flow vector . Temporally, the code includes both a explicit fourth order Runga-Kutta scheme and a second-order three-factor Approximate Factorization (AF) implicit scheme. For the studies described, the explicit scheme was used. For subgrid modeling, the code includes a compressible version of the algebraic Smagorinsky model as well as a one equation model of Menon [8] . The one equation model solves a transport equation for subgrid turbulent kinetic energy, k ( ) V r sgs . The subgrid-scale stresses are then modeled using an eddy viscosity approach based on k sgs .
SHOCK CAPTURING FOR LARGE EDDY SIMULATIONS
For high speed applications where shock waves are present, the higher order numerical scheme requires modification for stability, i.e., some type of "limiting" is necessary. Shock capturing options for higher order schemes range from standard limiting approaches to WENO schemes (e.g., Ref. [9] ). An alternative approach was used in this study. In order to stabilize the code in the vicinity of strong gradients, such as shock waves, a modification of the classic Jameson, et. al. [10] 2-4 dissipation scheme was used. The Jameson's scheme is well validated and used widely with central difference codes to damp out oscillations at shocks. In the original scheme, a fourth order dissipation term was employed to stabilize the central difference scheme in smooth, high cell Reynolds number regions of the flow. In the vicinity of shocks, a pressure based switch was used to deactivate the fourth order dissipation and turn on a second order dissipation term. In the present context, the fourth order dissipation term is not required and is discarded. The second order dissipation term is retained to provide sufficient stability for the fifth order code in the vicinity of shock waves. The original Jameson second order dissipation term, including the calibration constant, was used with only the following modification -the pressure based switch was modified to also include temperature to prevent instabilities along slip lines. Also, both the pressure and temperature switches were threshold to allow the dissipation to be tuned for shock waves, to ensure no dissipation is added elsewhere. The following form of the second order dissipation switch, ν, was used,
where, 
with p and T being the pressure and temperature, respectively. These values were then threshold as This new "limiting" scheme is best demonstrated by showing some results for a shock-vortex interaction problem where a vortex is convected through an oblique shock generated by a Mach 3 flow over a 30 degree ramp. With the limiter switch of Eqn. (1), dissipation is only introduced at the shock and none at the vortex or other regions of the flow, which is critical to ensure the preservation of the vortex. Figure 1(a) . shows the contours of vorticity for this problem while Figure 1 (b) . shows "pressure-switch" contours, which clearly exhibit that dissipation is added only at the shock and not at the vortex.
Several simulations have been performed in order to validate the numerical scheme and the LES models. Some of these cases include decaying isotropic turbulence, free shear layers [11] , zero-pressure gradient boundary layers [12] , supersonic flows over compression corners [12] , supersonic impinging jets [13] etc. We present the decaying isotopic turbulence as a validation case and discuss the free shear layer, boundary layer and the compression corner flows as cases that are part of the main focus of this paper.
Validation: Decaying Isotropic Turbulence
In this case, the benchmark experiment by ComteBellot and Corrsin (CBC) [14] of the decay of isotropic turbulence was chosen as the test case. In this experiment, turbulence was generated using a bi-plane, square rod grid with mesh size M = 5.08 cm and solidity of 0.34 in a uniform mean flow of velocity U 0 = 10 m/s. The Reynolds number based on the grid spacing is Re = 34000. The measurements were performed downstream of the grid at three downstream locations from the grid. In these simulations, the space dimension in the experiment is equated to the time dimension in the simulations. Thus, the three measurement stations correspond to three time instances in the simulation history -the flow field is initialized using the measurements at the first station and comparison with the measurements at the two other downstream locations are used for validations. In the simulations here, the computations were carried out on a mesh consisting of 33 and 65 points in each direction. The 33 3 mesh resolves 59.6% of the total energy and 65 3 mesh resolves 78.3% of the total energy [15] . Since the practical problems of interest to us will necessitate the use of meshes that are on the coarser end of the spectrum, the 33 3 mesh was considered a good choice. The turbulent kinetic energy spectrum obtained from the simulations for the two downstream locations is presented in Figure. 2(a). Here three curves are shown at each time, one for the baseline fifth order scheme, one for the scheme using the modified flux mentioned earlier, and one using this scheme on the finer mesh. The baseline scheme is seen to perform reasonably well in the lower wavenumber region, with a sharp drop-off at the high wavenumber end. This is because of the dissipativeness of the baseline scheme. Modifying the flux as described above, is seen to drastically improve the performance of the scheme. The agreement with the experiment over the entire range of wavenumbers is seen to be excellent. This behavior is also seen to be maintained when the simulation is carried out at a higher resolution where a larger range of wavenumbers are resolved by the calculation. This shows that the modification to the scheme is an essential aspect of the simulation framework. A similar trend in improvement is also seen in the decay of kinetic energy which is shown in Figure  2 (b). The modified flux improves the overall agreement with experimental measurement and shows a more relaxed decay rate, indicating that the dissipation rate of the turbulent kinetic energy has indeed reduced.
Part I: Free Shear Layers
To characterize compressibility effects on the evolution of shear layer scalar fluctuations, simulations were performed at convective Mach numbers M c = 0.27 and 1.3. Additionally, all the simulations were for spatially evolving shear layers, as opposed to temporally evolving layers. Other numerical studies of spatially evolving compressible shear layers have been undertaken (e.g., Liou et al. [16] , Ameur and Chollet [17] , and Nelson [18] ). However, this study considered a wider range of convective Mach numbers for a fixed set of velocity and density ratios, so as to isolate compressibility effects. The velocity and density ratios for both cases were specified as u 2 /u 1 = 0.164 and rho 2 /rho 1 = 3.333.
This density ratio corresponds to temperatures of T 1 = 1000 K and T 2 = 300 K for air at atmospheric pressure. For the high convective Mach number case, M 1 = 2.41 and M 2 = 0.72. The Mach numbers and temperature for this case roughly approximate the conditions of a nearfield shear layer in a missile exhaust plume for a low altitude trajectory condition. The one-equation ksgs model was used as the subgrid-scale model for these simulations.
The M c = 1.3 case was carried out in a full, 3-D simulation to resolve the 3-D modal instabilities expected for this condition. For the M c = 0.27 case, however, 2-D modal instabilities are known to dominate the flow in this regime. Several researchers have accurately reproduced the scalar fluctuations measured by Konrad [19] for the Brown and Roshko [20] N 2 /He shear layers using 2-D LES methodology (e.g., Ref. [1] ). The computational setup for the M c = 0.27 and 1.3 cases were different due to the Mach numbers involved. The low speed case used a rectangular domain 0.6 m in length along the streamwise coordinate. The computational domain in 2-D was discretized using a 551x241 grid. At the inflow boundary, hyperbolic tangent mean velocity and temperature profiles were specified using a characteristic subsonic boundary condition. The velocity profile had a vorticity thickness of approximately 1.0 x 10 -3 m. The mean inflow profiles were also perturbed with sinusoidal streamwise velocity fluctuations at a 0.5 kHz frequency. For the high M c case, an additional upstream domain was added on the subsonic side to which total temperature and mass flow rate boundary conditions were applied. The multi-block grid for this case was 551x100x65, 28x47x65. On the supersonic side, the mean velocity and temperature profiles were specified using a hyperbolic tangent profile with the same vorticity thickness as the low M c case. Sinusoidal forcing was applied to the transverse and spanwise velocity components at frequencies of 50, 100 and 200 kHz with phase angles that varied in the transverse direction and in time. A random component was also added to these velocity fluctuations.
The inflow conditions for both simulations were specified so that the Reynolds number, In this definition of Reynolds number, µ avg is the viscosity, ∆U is the velocity difference across the layer and the subscript 'avg' represents the average of the freestream condition on each side of the layer. The layer thickness δ l is the distance between the points where the mean streamwise velocity is U 1 -0.1∆U and U 2 +0.1∆U. Further downstream in the selfsimilar region, the Reynolds number becomes much higher. Thus, both simulations are in the fully developed turbulent regime as established by the compressible shear layer experiments of Goebel and Dutton [21] . These investigators determined fully developed turbulent flow to be established for > 1 x 10 Re δ 1 5 . Figure 3 presents contours of spanwise vorticity for both the low and high M c shear layer simulations. For the low M c case (Fig. 3(a) (Fig. 3(b) ) the contours are quite different. As discussed by Sandham and Reynolds [22] , at this high convective Mach number little or no coherent spanwise structures are readily apparent. This case shows a large amount of fine scale structure, which grows linearly in the downstream direction, as expected. From  Fig. 3(b) , no well-defined braid structures are apparent , unlike those seen in Fig. 3(a) .
For the high convective Mach number case, the flow is highly 3-D as seen in Fig. 4 , which presents a contour plot of the spanwise vorticity along several streamwise planes. This figure displays a flow rich in both small and large scale 3-D structure. The 3-D structures seen in these figures were found to grow rapidly starting just shortly downstream of the shear layer origin. This is in agreement with the findings of linear stability analysis [22] for high convective Mach numbers that predicts 3-D modes to be amplified greater than 2-D modes.
The strong vortical features seen in Fig. 3 -4 result in complex scalar mixing patterns as seen in Fig. 5 . This figure presents temperature contours for both the low (Fig. 5(a) ) and high M c (Fig. 5(b) ) cases. For the low M c case, strong coherent structures with well-defined braid regions (seen in Figure 2 (a)) result in freestream fluid from both sides penetrating deep into the layer. The high M c case, with the lack of these well defined 2-D structures, exhibits a very different character. Large amounts of hot unmixed fluid are unable to traverse the layer before being mixed with surrounding fluid by the action of the fine scale structures. The highly complex mixing pattern associated with these fine scale 3-D structures may also be seen in Fig. 6 , which is a plot of temperature contours on several streamwise planes. Here again, the highly complex mixing pattern is clearly evident. From both Figs. 5 and 6, temperature overshoots above 1000 K on the high M c side are evident. These excess temperature regions result from compression waves, which move downstream with the vortical structures seen in Figure 2(b) . These compression waves, and resulting temperature overshoots, are seen to persist the entire length of the layer, starting just downstream of the weak shock emanating from the inflow boundary.
The observations on the change of the mixing characteristics gleaned from Figures 5 and 6 may be quantified in terms of the probability density functions (PDF) of temperature. Figures 7 and 8 present the PDF of temperature at different transverse locations across the layer for the low and high M c cases, respectively. These PDF's were constructed from time series data collected in the self-similar region for both cases. The extent of the self-similar region achieved in the simulations will be discussed later. From Fig. 7 , the peak of the PDF's in the mixed region (i.e., between the freestream limits) is found to remain at approximately 700 K and not move or march as the layer is traversed. This "non-marching" behavior of the mixed peak in the scalar PDF's has been observed experimentally by a number of investigators (e.g., Ref. [19] and [23] ). This behavior is a result of the entrainment and mixing process associated with the large 2-D coherent structures seen in Fig. 2(a) . The PDF peak location is also characteristic of the shear layer entrainment rate [23] . Also from Fig. 7 , the fluid tongues seen in Fig. 5(a) produce a significant contribution to the PDF's at the freestream limits at all stations across the layer.
For the high M c case, the PDF's are very different. As the 2-D spanwise structures disappear at M c = 1.3, the PDF's in Fig. 8 show a movement or marching of the mixed fluid peak across the layer. Fig. 8 also shows the PDF.'s away from the layer edges to not have any significant contribution at the freestream limits. This confirms the earlier qualitative observation from Fig. 5(b) that for the high M c case pure unmixed fluid cannot traverse the layer very far in the absence of the 2-D spanwise structures. Figure 9 presents a comparison of the vorticity thickness evolution for both cases. From this figure, both cases exhibit a linear growth regime downstream of x ~ 0.08 and 0.11 m for the low and high M c cases, respectively. The asymptotic growth rate for the high M c case is approximately one half that of the low speed case. This strong growth rate reduction is expected from the well known reduction of turbulent transport phenomenon with increasing compressibility. The predicted growth rates from the present simulations are compared with experimental data in Fig. 10 . This figure plots the normalized visual thickness growth rate as a function of quantity M c1 . A description of how the experimental data was processed and how the growth rates for the present simulation were calculated can be found in Calhoon et. al [11] . From this figure, one can immediately see the experimental scatter, especially in the low convective Mach number regime, which may be due to a transitional phenomenon [24] [25] . Even so, the familiar trend of reduced growth rate with increasing convective Mach number can be discerned. The LES calculations are also found to fall well within the range of experimental data.
Within the linear region seen in Fig. 9 , the flow statistics are self-similar. For example, Fig. 11 presents the Favré-averaged mean streamwise velocity profiles for both cases. The profiles in this figure are plotted against the transverse distance divided by the vorticity thickness. This was done to remove the growth rate difference seen in Fig. 9 . From Fig. 11 , there is clearly a shape change in the mean velocity with M c . The low speed case shows an asymmetric, hyperbolic tangent like profile, characteristic of low speed shear layers [20] . The high M c profile, however, is not anti-symmetric and has a higher curvature on the high M c side. The source of this feature is unclear, but may be related to the density variations plots in Fig.  12 . From this figure, the low speed case shows a 'hump' in the middle of the layer while the high M c case does not. The hump for the low speed case has also been observed in the shear layer experiments of Brown and Roshko [20] .
The hump feature seen in Fig. 12 for the low M c case also results in a hump in the mean temperature profile since the mean pressure is constant. Fig. 13 presents the Favré mean temperature in the linear growth regime. This hump feature in the mean temperature is also characteristic of low M c , planar shear layers as observed by Fiedler [26] . He suggested this feature was a result of the entrainment process associated with coherent, large scale spanwise structures characteristic of the low M c flow regime. As compressibility is increased and these spanwise structures disappear (Figure 2 ), this hump feature also disappears as seen for the high M c case. Figure 13 supports the suggestion that this hump feature is a result of the spanwise structures. Currently available RANS scalar transport models cannot capture this feature. Neither can current models capture the transition seen in Fig. 13 regarding compressibility.
Time averaged transport data from these calculations will be used in Part II of this study to evaluate and improve RANS models for scalar transport in an attempt to capture these features.
Another feature of turbulent flows not typically incorporated in RANS models is that of spatially varying Prandtl numbers. This can be evaluated by looking at the effective turbulent Prandtl number Pr t . This calibration of variable Prandtl number models such as those of [2] and is one of the applications of this database of LES flows. An examination of Figure 13 shows evidence of variation in turbulent Prandtl numbers with compressibility. Notice the low M c profile is considerably broader than for the high M c case. This difference is not a result of the growth rate difference between the two cases because this variation has been removed by normalization using the vorticity thickness. This difference suggests an increase in Pr t with increasing compressibility. To make an assessment of this hypothesis, an estimate for Pr t was made using the gradient hypothesis assumption, analogous to the eddy-viscosity, i.e.,
where the brackets (< >) represent Favré averaged quantities. Using Equations (5) and (6), Pr t was constructed from the Favré average LES data. Figure 14 presents a plot of Pr t across the layer of both cases. For the low M c case, Pr t shows large variations and significantly lower values than for the high M c case over most of the layer. This drop in Pr t implies a higher transport of temperature and hence a thicker temperature layer as seen in Fig. 13 . A similar observation was inferred by Sinha, et al. [6] for low speed jets. The high M c case, however, is more or less uniform across the layer with a value approaching the typical value of 0.9. This analysis supports the assertion that Pr t increases with increased compressibility. This seems to be a significant finding regarding RANS modeling.
Also of interest to RANS modeling are the temperature fluctuations, particularly regarding the development of turbulent combustion models for high speed flows [4] . Fig. 15 presents the variation of rms temperature fluctuations across the layer for the low and high M c cases. For the low M c case, the self-similar profile exhibits a double peak structure, while at high M c the profile does not. This double peak structure for scalar fluctuations has been observed in the plane shear layer experiments of Fiedler [26] . This feature is a common characteristic of low M c flows and results from the entrainment process involved with the large scale spanwise structures. Since the high M c case does not contain these structures, the profile only exhibits a single peak. This high M c profile is also thinner owing to the turbulent Prandtl number variation seen in Fig. 14 . Also observe the drop in peak intensity value as M c is increased. The peak intensity drops by a factor of ~ 0.5 for the high M c case.
This reduction in peak temperature fluctuations with increased compressibility is an interesting point in the context of the missile exhaust plume study of Calhoon and Kenzakowski [4] .
In that study, a turbulent combustion model for RANS application was evaluated for the prediction of missile exhaust plume signatures. The combustion model used was strongly dependent on the prediction of temperature fluctuations from a modeled RANS transport equation. Due to the lack of available high M c data, this transport equation was calibrated based only on available low M c data.
Calhoon and Kenzakowski found this calibration to produce unrealistic results in the context of high M c missile exhaust plumes. To address this issue, the production coefficient in the temperature fluctuation transport equation was substantially reduced in an ad-hoc manner to produce signatures consistent with flight data. The modeled fluctuation equation used by Calhoon and Kenzakowski [4] did not include any validated model for compressibility effects, suggesting that the lack of a compressibility correction was responsible for the observed error.
Part II: Wall-bounded flows (Zero-Pressure Gradient Boundary Layers)
The need for a bona fide 3D LES turbulent boundary layer simulation is a must and a precursor to the simulation of any wall-bounded flow. A backward-facing step, a lateral jet, a compression ramp -all flows of interest to aerospace applications, require a correct description of the approach boundary layer in order to determine the exact position of the reattachment point (backward-facing step), the extent of the re-circulation bubble/the extent of jet penetration (lateral jet) and the location/strength of the shock and any separation depending on the ramp angle (compression ramp) respectively. Similarly, a good prediction of the potential core length of a jet, requires a correct definition of the momentum in the incoming boundary layers.
A poor or incorrect description of the momentum and boundary layer thickness of the boundary layer will yield answers different from what is expected. A weak boundary layer (less momentum in the boundary layer) will yield a larger recirculation bubble while a stronger one than what needs to be prescribed will yield a smaller bubble for the lateral jet.
However, prescribing physical inflow conditions is a very difficult task since for LES calculations the spatial and temporal coherency must be adequately represented. Starting an LES simulation from the leading edge is too costly and we seek to interface with a specified RANS profile upstream of the interaction region. Many interfacing techniques have been examined by various researchers (Lund et al. [27] ). It has been widely accepted that what works in one case may not work for another. After a great deal of experimenting and tests, the technique of Recycling-rescaling has been chosen to be the technique for generating/simulating a turbulent boundary layer. This technique offers the best possible flexibility in the prescription of the boundary layer and its properties. Other methods work but there is a degree of arbitrariness associated with obtaining a given boundary layer with a prescribed thickness and properties, which is very critical to obtain reliable results downstream.
The recycling-rescaling approach is a means of estimating the instantaneous (not rms) velocity at the inlet plane, based on the solution downstream. In particular, the velocity field is extracted from a plane near (slightly upstream) the domain exit using the well known scaling laws in turbulent boundary layer, to rescale it and then reintroduce it as a boundary condition at the inlet. A conventional convective outflow boundary condition is applied at the outlet. In effect, this procedure results in a straightforward spatially evolving simulation that generates its own inflow data. Details of the rescaling procedure are given in [28] .
Lund et al. [27] were the first to formulate this procedure for an incompressible boundary layer but later Urbin et al. [28] extended it for the compressible case and successfully performed an LES of a Mach 3 turbulent boundary layer. The success of this procedure for supersonic flows is very encouraging since tendency of the turbulence to die down is quite high, unlike in subsonic flows. This procedure has been chosen as the primary recipe for generating inflow boundary layer data for the cases described below. Urbin et al. [28] and Yan et al. [29] , [30] have used similar setups to simulate the flow near a compression corner.
FLAT-PLATE BOUNDARY LAYER
The flow field conditions chosen for this study are as follows. Two free stream Mach numbers-2.0 and 2.88 at Reynolds numbers based on several initial boundary layer thicknesses have been studied. The Reynolds number ranges from to Re . The computational domain is kept short to minimize the costit consists of 15δ streamwise extent and 2.0δ spanwise extent. The axial resolution (in wall units) for all the cases is kept at , the spanwise resolution is kept at and the first point in the wall normal direction is at a y The inflow boundary conditions for these simulations are generated using a recycling and rescaling approach, based on the work of Urbin and Knight [28] . This method, the flow field is initialized with a random noise. The profile at a downstream axial location (~ 12δ) is rescaled based on classical boundary layer scaling laws and re-introduced at the inflow. The details of this method are presented elsewhere and omitted here for brevity. However, it must be noted that the method is well validated, as we shall now show. Figure 16 shows a plot of the mean boundary layer velocity profile in wall coordinates at a Reynolds number of 20000 for M=2.88. Also shown is the conventional logarithmic law of the wall. It can be seen that the simulation results capture the law of the wall reasonably accurately. The friction velocity for the two M=2.88 and M=2.0 (not shown) cases were computed to be 0.049 and 0.042 respectively. While these are slightly underpredicted, the overall mean velocity agreement is good. The turbulent stresses for the M=2.88 case are shown in Figure 17 . Here again, we see that the profiles are in reasonable agreement with the results obtained from experiments and other simulations [28] .
CONCLUSION AND FUTURE WORK
A code has been developed and validated for the Large Eddy Simulation of high speed flows. The results presented above show that the code is capable of accurately solving for the flow fields of interest. These flows will form a database, which will be used to analyze existing RANS models and develop new ones for this regime. The modification in the mixing characteristics of low-speed to high-speed shear layers resulted in the elimination of the well know hump in the mean temperature profile as compressibility was increased. Compressibility effects were also found to modify the distribution of turbulent Prandtl number from a nonuniform profile at low speeds to an approximately uniform profile at high speed. Regarding fluctuation statistics, compressibility effects were found to dramatically modify the shape of the temperature fluctuation profiles. The double peak structure for low speeds was found to disappear at high speeds. Also, the magnitude of the fluctuations dropped by a factor of ~ 0.5 moving from the low to high speed flow regimes. Future research will focus on further extending the databases, analysis of these flow fields and analysis of RANS models. The primary focus of the RANS model analysis will be as pointed out earlier directed towards scalar mixing and variable Prandtl number models.
A preliminary analysis of the statistics from LES of wall bounded flows shows that the framework is capable of modeling such flows also. Analyses of turbulent fluctuations along the lines of that for free shear layers will also be carried out in the near future. Fig. 1(a) . Vorticity contours for shock-vortex interaction test case. Fig. 1(b) . Pressure-switch contours for shock-vortex interaction test case. Ref. [24] Ref. [25] Ref. [21] Ref. [26] Ref. [18] Ref. [27] Ref. [28] Ref. [29] Ref. [30] Ref.
[31] present LES Fig. 9 . Vorticity thickness evolution as a function of downstream distance. 
