This paper tackles a generalization of the weight constrained shortest path problem in a directed network (WCSPP) in which replenishment arcs, that reset the accumulated weight along the path to zero, appear in the network. Such situations arise, for example, in airline crew pairing applications, where the weight represents duty hours, and replenishment arcs represent crew overnight rests, and also in aircraft routing, where the weight represents time elapsed, or flight time, and replenishment arcs represent maintenance events. In this paper, we introduce the weight constrained shortest path problem with replenishment (WCSPP-R), develop preprocessing methods, extend existing WCSPP algorithms, and present new algorithms that exploit the inter-replenishment path structure. We provide the results of computational experiments investigating the benefits of preprocessing and comparing several variants of each algorithm, on both randomly generated data, and data derived from airline crew scheduling applications.
Introduction
Given a directed graph, together with a start node, an end node, and a cost and a non-negative weight value for each arc, the weight constrained shortest path problem (WCSPP) is the problem of finding a least cost path in the graph from the start node to the end node, subject to a limit on the total weight. This paper extends the WCSPP to include replenishment arcs which reset weight accumulation to zero, giving the weight constrained shortest path problem with replenishment (WCSPP-R). In this problem, the total accumulation of weight at any point in a feasible path cannot exceed the weight limit.
The WCSPP has been widely studied because of its relevance to important practical applications, such as crew scheduling, rostering, aircraft routing and telecommunications. Interestingly, most of these applications exhibit replenishment opportunities. In crew scheduling and rostering, rest periods, for example, either overnight in the case of scheduling, or for periods of two or more days in the case of rostering, replenish crews' ability to work. In aircraft routing, maintenance events replenish aircrafts' ability to fly. In telecommunications, equipment can be placed in the network to replenish a signal. Thus the WCSPP-R is, in many important applications, a more directly applicable model than the WCSPP. It is therefore somewhat surprising that the WCSPP-R has received relatively little attention to date.
Replenishment in various forms has been considered in other contexts, for example, in telecommunications network design involving the use of relays to regenerate signal [2, 3] ; as a traveling salesman problem variant, in which the salesman cannot visit too many nodes in a row, or travel too far, without visiting a "replenishment" node [10] ; and in aircraft routing, in which an aircraft cannot fly too many hours without having a maintenance opportunity [12] . It therefore deserves more attention than it has received so far.
However, to the best of the authors' knowledge, the only work which considers replenishment in the context of the WCSPP is the PhD thesis of Cabral [8] ; Cabral et al. [2, 3] use the same variant of WCSPP-R as a subproblem, but don't describe methods for its solution.
Like the WCSPP, the WCSPP-R is NP-Hard. The former is shown in Garey and Johnson [9] . The latter is easily obtained by noting that the WCSPP is a special case of WCSPP-R. Also like the WCSPP, the WCSPP-R can be solved in pseudo-polynomial time. This follows from results of Cabral [8] on a related problem.
Solving the WCSPP has received a significant amount of attention in the literature. Starting with the seminal work of Desrochers and Soumis [5] , most approaches are based on some form of labeling algorithm. However significant work has highlighted the utility of preprocessing procedures, and the use of Lagrangian relaxation, enumeration, kth-shortest paths, and combinations of these ideas to achieve substantial computational improvements. The most recent sequence of work combines preprocessing and Lagrangian relaxation with label-setting [7] , interleaves Lagrangian relaxation and preprocessing, combined with enumeration [13] , and culminates with Carlyle et al. [4] , which integrates Lagrangian relaxation, enumeration and preprocessing for problems with one or more weight constraints, to find -optimal solutions with controllable . The latter also includes a broader overview of methods for WCSPP.
As already mentioned, the only work we are aware of which considers replenishment in the context of the WCSPP is the PhD thesis of Cabral [8] . This thesis considers the shortest path problem with relays (SPPR), which deals with an undirected graph in which replenishment can occur at any node, at the price of some node-dependent cost. As in the WCSPP-R, in the SPPR a path can accumulate no more than a given weight limit before replenishment must occur. WCSPP-R could be viewed as a generalization of SPPR. Any instance of SPPR can readily be transformed to an instance of WCSPP-R by first converting the undirected graph to a directed one in the usual way, and then replacing each node i with three nodes i 1 , i 2 , i 3 , together with additional (non-replenishment) arcs (i 1 , i 3 ) and (i 2 , i 3 ) having cost and weight zero, and replenishment arc (i 1 , i 2 ) having cost given by the replenishment cost at i, and weight zero. Each arc entering node i in the original network should now enter node i 1 , and each leaving i should leave i 3 . The converse is almost true: any WCSPP-R instance could be converted to a directed form of SPPR instance by inserting a new node in the middle of each replenishment arc, having replenishment cost zero, and setting replenishment cost at all other nodes sufficiently high to discourage their use for replenishment in an optimal path. However either of these transformations obscures the problem structure, and we believe both SPPR and WCSPP-R warrant separate attention.
Cabral [8] presents three algorithms for the SPPR. Two are label correcting algorithms that use different methods of storing the labels. The third uses the structure of a feasible path, which consists of a sequence of subpaths between replenishments, to develop a method in which a shortest path is found in a "higher level" network. In this network, replenishment occurs at all nodes, and arcs represent the minimum cost weight feasible replenishment-free path between the two nodes in the original network. This latter algorithm is found to be far less efficient than either of the label correcting methods.
In this paper we develop and extend the ideas in [8] to arrive at highly computationally efficient procedures for solving the WCSPP-R. We present two different types of algorithm. One type, like the third algorithm of [8] , uses a higher-level network, which we call the meta-network, to exploit the inter-replenishment subpath structure of feasible paths. WCSPP-R can be expected to have much sparser replenishment options than SPPR, so the meta-network will be much less dense for WCSPP-R than for the SPPR case. Thus we expect the meta-network approach to be more competitive for WCSPP-R than for SPPR. We develop new meta-network methods, showing that the use of bounds can reduce the proportion of arcs in the meta-network that need to be explored to a tiny fraction. We also consider label correcting methods incorporating replenishment, and experiment with several different label data structure and treatment strategies. We show that the label treatment order has a critical effect: the right order can reduce the computation time by several orders of magnitude. In addition to these two approaches, we develop preprocessing methods for WCSPP-R which in some cases lead to significant speed-ups. The key contributions of this paper are summarised as follows: 2. Preprocessing techniques for WCSPP-R, 3. Meta-network algorithms, incorporating techniques such as bounding and incremental meta-network generation, that substantially improve computational performance, 4. Exploration of label-correcting methods for WCSPP-R with alternative label treatment orders, leading to orders of magnitude improvement in computation time, and 5. Computational experiments showing that WCSPP-R can be solved very efficiently, with instances arising from real airline planning applications solved in a fraction of a second.
The rest of this paper is organised as follows. Section 2 gives a formal definition of the WCSPP-R and establishes our notation. Section 3 describes preprocessing. The label-correcting algorithms are given in Section 4. Meta-network methods are developed in Section 5. Numerical results and comparisons between all methods are given in Section 6. Further work is discussed in Section 7.
Problem Definition
We formally define the weight constrained shortest path problem with replenishment (WCSPP-R) as follows. We first define our path notation, then define the weight constrained shortest path problem (WCSPP), and finally define the WCSPP-R.
Given a directed graph G = (N, A) with nodes N and arcs A ⊆ N ×N , we define a path p in G from i 1 to i n , with i 1 , i n ∈ N , to be an ordered set of nodes i 1 , i 2 , . . . , i n ∈ N with (i k , i k+1 ) ∈ A for all k = 1, . . . , n−1. Depending on context, we will also let the path p represent the set of arcs forming the path, i.e. we will say (i k , i k+1 ) ∈ p for all k = 1, . . . , n − 1.
Each arc (i, j) ∈ A has a given cost c i,j and non-negative weight w i,j . The cost of a path p is denoted by c(p), and defined to be c(p) = (i,j)∈p c i,j . Its weight is w(p) = (i,j)∈p w i,j . The WCSPP with a weight limit W is the problem of finding a path p in G from given start node s to end node t that minimises c(p) subject to w(p) ≤ W .
We define R ⊂ A to be the set of replenishment arcs. Replenishment arcs represent opportunities for the weight to be reset to zero. Problems with replenishment arcs can easily be reformulated as problems with replenishment nodes and vice versa. Throughout this paper, we allow a replenishment arc to have a non-zero weight. We define replenishment to occur at the start of the arc. This means that each replenishment arc (i, j) effectively splits a path into two subpaths, one which ends at node i and one which starts with the arc (i, j). We assume, without loss of generality that the start node s has no incoming arcs. If this is not the case, these arcs can be removed as a preprocessing step. In this situation, we can consider every arc (s, j) originating from the start node to be a replenishment arc.
To complete our formal definition of the WCSPP-R, we extend our notation to include path concatenation. Specifically, we define an operator "|" such that if p 1 = i 1 , i 2 , . . . , i k and p 2 = j 1 , j 2 , . . . , j n with i k = j 1 then p 1 |p 2 = i 1 , i 2 , . . . , i k , j 2 , . . . , j n . We also define an inter-replenishment path (IR path) as any path p which starts with a replenishment arc, contains no other replenishment arc and ends at a node j which has at least one outgoing replenishment arc, or ends at t.
For any path p from s to t, let k p be the number of replenishment arcs in p including the one originating from s. We can now rewrite the path p as p 1 |p 2 | . . . |p kp where p i is an IR path for all i = 1, . . . , k p . As this decomposition is unique, we can define a subpath function s(p, i) = p i for any path p and for i = 1, . . . , k p . If we let P be the set of all paths from s to t, then the WCSPP-R can be defined as follows:
In what follows, we refer to the combination (N, A, R, w, c, W, s, t) of network (N, A) with replenishment arcs R ⊂ A, arc weights w, arc costs c, weight limit W , start node s and end node t as a WCSPP-R instance.
Preprocessing
Preprocessing has been well established for the WCSPP. Dumitrescu and Boland [7] , for example, give extensive preprocessing procedures, and show that these are able to solve many instances without further effort. Here, the first steps of WCSPP preprocessing are adapted for the WCSPP-R. These steps make use of bounds and partial path information computed in the course of standard minimum cost and minimum weight shortest path calculations. Algorithms for these calculations must first be modified to apply in the context of replenishment.
To carry out preprocessing, we first run standard shortest path algorithms to compute minimum cost paths from s to each node, and from each node to t. We refer to these methods as SP−COST−F and SP−COST−B for the forwards and backwards paths respectively. Since there is a chance that a partial path from s to i could be concatenated with a partial path from i to t to give a feasible s-t path, we also ask the shortest path algorithm to store information about weight along each partial path. In the context of replenishment, the most useful information about weight along a partial path to i is (i) the weight accumulated since the last replenishment arc before i, and (ii) an indicator as to whether any weight-infeasible IR subpaths appears in the partial path. We refer to the former as the weight of the partial path, and the latter as the violation. otherwise. Note that ζ w s,t computed by the backward algorithm gives the weight of the first IR subpath, whilst the same parameter computed by the forward algorithm gives the weight of the last IR subpath. Since the only use of this parameter is to check if we have found a feasible path, in each case we check that, and afterward ignore it. In either case, provided s and t are connected, ζ c s,t provides a lower bound on the value of the WCSPP-R.
We also seek minimum-weight feasible paths from s to each node and from each node to t, taking into account replenishment. To do so in the forward direction, we solve the following dynamic programming equations:
where ω w s,j denotes the weight of the minimum-weight path from s to j, and we initialize ω w s,s = 0 and ω w s,j = +∞ for all j ∈ N \{s}. Note that we have to be quite careful: a node at the start of a replenishment arc that is not reachable with a weight-feasible path could be "disguised" by the reset that occurs with replenishment. We thus include a feasibility check in the second clause of the dynamic programming equation, ensuring that ω w s,j < +∞ if and only if there exists a weight feasible path to j. The check in the first clause ensures that we can only start an IR subpath with a replenishment arc which is reachable with a weight-feasible path. Once the equations are solved, we simply check ω Once we have the costs and weights of the shortest paths, we can remove nodes and arcs from the network using the algorithm summarized in Algorithm 1. Here we use ζ + to represent the best upper bound on the cost of a feasible path found so far. It is assumed that each time ζ + is updated in the algorithm, the corresponding path (the incumbent best solution), is updated also. The algorithm works by removing arcs and nodes which cannot be part of a feasible path, or a path with a better value than that of the incumbent (lines 1.13 to 1.19). Note that whenever arcs or nodes are removed from the network, we assume that the set of replenishment arcs and the arc cost and weight vectors are modified accordingly. Lines 1.21 to 1.25 attempt to "glue together" partial paths to create better feasible solutions. Since the weight of the partial path to i recorded in both minimum cost and minimum weight algorithms in the forward direction is the weight accumulated since the last replenishment before i, and in the backward direction for a partial path from i is the weight accumulated from i to the next replenishment, it is easy to test feasibility of "glued together" partial paths. For example, if we consider concatenating the path found by the minimum cost algorithm to i with arc (i, j) followed by the path found with the minimum weight algorithm from j, we see that if ζ 
for each (i, j) ∈ A; this allows us to avoid a lot of subclauses in checking feasibility of "glued together" partial paths. It is also helpful to define f i,i (u 1 , u 2 ) = u 1 + u 2 . Note that the algorithm aggressively removes arcs and nodes that can't be part of a solution strictly better than the incumbent, and so in the course of the preprocessing, the instance may become infeasible or the optimal path eliminated otherwise.
Label Correcting Algorithm
In this section we define the label correcting algorithms we will use. Such algorithms maintain a set of non-dominated labels, where a label L = (i, c L , w L ), said to be on node i, represents a partial path from s to node i with cost c L and weight w L , and a label L 1 is said to dominate label L 2 if they are on the same node, and if c L1 < c L2 and w L1 ≤ w L2 or c L1 ≤ c L2 and w L1 < w L2 . Label correcting algorithms treat labels in turn, extending them along outgoing arcs; they differ primarily in the label treatment order used. For a further discussion of such algorithms, see the chapter by Desrosiers et al. [6] .
Here we show, as did Cabral [8] , that with minor modification, the usual label treatment procedure applies to the WCSPP-R. In particular, it is important to use in the label the definition of weight given in Section 3, i.e., the weight accumulated along the path since the last replenishment. We believe that Cabral [8] only considered one label treatment order; we consider 10 different orders, and compare their performance numerically.
Our label correcting algorithms maintain a set of labels L, and a subset L ⊆ L of untreated labels, both initialized with the label (s, 0, 0). The label treatment procedure for the WCSPP-R is given in Algorithm 2. The label to be treated is extended from its node along each outgoing arc, generating new labels. We assume that at least a basic form of preprocessing has been completed first, so that we may make use of lower bounds on weight and cost from each node to t, and make use of a global upper bound ζ + . These are used to ensure we delete non-dominated labels which either cannot be extended to form a feasible path to t or cannot be extended to form a path to t with cost less than that of the current incumbent. Of course, if more complete preprocessing is used, then the networks will be smaller, and the bounds tighter, which is likely to lead to fewer labels. Note that these algorithms might be further enhanced by attempting to "glue together" paths to a node, represented by a label, with paths from the node, represented by a bound, when the result is feasible, allowing the algorithm to improve the incumbent as it goes, and so improve the upper bound ζ + . We leave this modification to future work. 
s,t then STOP: optimum found, go to 1.29;
1.14 N := N \ {i};
1.18
A := A \ {(i, j)}; 
Updated label sets L and L after treatment of L, as well as the set N of nodes which have had a label updated.
ifL is not dominated by any label in L then
Remove labels in L and L dominated byL;
2.11
return N and updated L and L ;
2.13
We consider two classes of label treatment order. The first stores labels by the node they are on, selects a node according to some order, and then treats all untreated labels on that node, (we call this treating the node), repeating until there are no untreated labels. In this case, the label sets are organized by node, and we use L(j) and L (j) to denote the set of labels and untreated labels respectively on each node j ∈ N . We consider 6 different node orders: node index, reverse node index, node with the minimum weight label on it, maximum weight, minimum cost and maximum cost. These all make use of the set N returned by Algorithm 2, for example, the maximum cost variant chooses i ∈ arg max
c L to treat next. In the latter four node orders, ties are broken by choosing the node with smallest index. We note that node index order could be viewed as equivalent to random node order, except that in the networks we deal with, node indices embed structure in the network. We discuss this point further in Section 6.2.
The second label treatment order stores all untreated labels L in a binary heap, selects a label according to some order, treats the label, and repeats until there are no untreated labels. We consider 4 alternative label orders: minimum weight, maximum weight, minimum cost and maximum cost. In all cases ties are broken by choosing the label with smallest node index. The resulting algorithms are named and summarised in Table 1. Note that in Cabral's thesis [8] , label treatment order is not specifically dealt with, although it appears to be similar to our NODE. Note also that we expect orders based on weight to behave quite differently in WCSPP-R than they do in WCSPP. In the latter, weights are monotonically increasing along paths, so weight measures say something about how "complete" a path is. In the WCSPP-R, by contrast, weight can be reset to zero along a path, so weight measures can be expected to tell us relatively little.
In reporting out computational results (Section 6), we prefix the name of the label treatment order with "LC", so for example, the label-correcting algorithm treating nodes in order of minimum weight is denoted by LC-N-MIN-W.
Meta-Network Methods
In this section we develop methods that make use of a network which "sits over" the original network and guides the higher level decision about the IR path structure of the solution. We call this the meta-network. Since each IR path in an optimal solution is itself the solution of a WCSPP, we hope with these methods to capitalize on recent advances in solvers for the WCSPP, which we employ as a subproblem. In what follows, Class Name
Label Treatment Order NODE Node index i = 1, 2, . . . , n REV−NODE Reverse node index i = n, n − 1, . . . , 1 Node N−MIN−W Node with min weight label min we show how we construct the meta-network, give a basic algorithm for solving the WCSPP-R using it, and then describe a series of improvements, aimed at reducing the solution times.
The Meta-Network
We define the meta-network to have a set of meta-nodes N M ⊆ N and meta-arcs
together with a collection of additional information which we will define shortly. The meta-nodes are the set of nodes that could start or end an IR path:
Note that by earlier assumptions it must be that s ∈ N M . We take A M to be the set of pairs (i, j) ∈ N M × N M , i = j, for which there can exist an IR path from i to j, i.e. with the property that there exists a weight-feasible path from i to j using one of the replenishment arcs outgoing from i, but not using any other replenishment arc. Clearly A M can be established for the price of |N M | − 1 shortest path (minimum weight) calculations. However we do have to take some care, as the solution to a WCSPP-R may include an IR path which is not elementary. For example, consider the network in Figure 1 where replenishment arcs are shown in bold, all arcs including replenishment have unit weight and the weight limit is 3. Clearly the only feasible s-t path is s, 1, 2, 3, 4, 3, t and the only meta-arc between 3 and T consists of the path 3, 4, 3, t which includes the cycle 3, 4, 3. It is thus important that our shortest path algorithm for establishing arcs in A M allows IR-paths including cycles through their start node (it is not hard to argue that these are the only cycles that can occur in an optimal solution to the WCSPP-R). To address this, for any i ∈ N M with an outgoing non-replenishment arc, we create a copy i , and replace all arcs (j, i) ∈ A with (j, i ), and all arcs (i, j) ∈ A \ R with (i , j). In the resulting modified network, all nodes in N M have the property that all outgoing arcs are replenishment arcs, so no cycles need be considered. From this point on, we assume that all node with outgoing replenishment arcs have no outgoing non-replenishment arcs.
If for each (i, j) ∈ A M we knew the minimum cost weight-feasible IR path from i to j, then the WCSPP-R could be solved for the price of a single shortest path solve in the meta-network. Indeed our first metanetwork algorithm does exactly that. However finding the minimum cost weight-feasible IR path from i to j requires the solution of a WCSPP. Doing this for every (i, j) ∈ A M is computationally expensive, and, as we shall see, unnecessary; steps toward solving the WCSPP-R in the meta-network may be interleaved with solving the WCSPP subproblems. We thus first initialize a subnetwork for each (i, j) ∈ A M , in which we step toward solving the WCSPP from node i to node j, using information based solely on standard shortest path calculations. For each (i, j) ∈ A M , we denote the associated subnetwork, or underlying network, by G i,j = (N i,j , A i,j ). The raison d'etre of this network is to discover whether or not a minimum cost weight-feasible IR path from i to j is to form an IR subpath in an optimal solution to the WCSPP-R. A number of ways of initializing this network for each (i, j) ∈ A M suggest themselves. For example, with two shortest path (least weight forward and backward) calculations, and a simple preprocessing procedure, we could ensure that N i,j and A i,j included only nodes and arcs respectively that appear in some weight-feasible IR path from i to j. Again we view this initialization as too computationally expensive. Instead, as shown in Algorithm 3 we calculate for each meta-node i ∈ N M the minimum weight IR path from i to any node, set N i to be the set of nodes in N reachable from i for which the least weight IR path from i does not exceed the weight limit. We set A i to be the arcs induced by N i , giving network
In initializing the meta-network and the underlying networks, we also seek to initialize lower and upper bounds on the value of the WCSPP associated with each meta-arc. These bounds will be useful in the subsequent WCSPP-R solution procedure. Before giving Algorithm 3 -our algorithm for initializing the meta-network and underlying networks -we first discuss some of the subproblem solvers we will need to refer to. For solving a shortest path problem from node i to node j in a network (N , A) with arc lengths ζ, we use the notation SP(N , A, ζ, i, j). When we require the shortest path procedure to return the shortest paths and lengths (with respect to ζ) from node i to all nodes, (i.e. the forward shortest path tree), we use the notation SP−T−F(N , A, ζ, i). If there is no path to a node, then these procedures are assumed to return a length value of +∞ for that node.
We call the value of the WCSPP associated with each meta-arc the cost of the meta-arc, and denote it byc. Note that unless explicitly stated, we don't assume that this value is known. Instead, we calculate and record upper and lower bounds on it. Notation introduced in this section is summarised below: N M = the set of all meta-nodes, A M = the set of meta-arcs, N i,j = the set of all nodes in the underlying graph of meta-arc (i, j), A i,j = the set of arcs in the underlying network of meta-arc (i, j),
an upper bound on the cost of meta-arc (i, j) ∈ A M , and q i,j = the weight-feasible path in (N i,j , A i,j ) corresponding toc + i,j . When finding the minimum weight paths to meta-nodes, we are also able to find least weight paths to each original node. We can remove all arcs which cannot form part of a weight feasible path from i; this is done in line 3.5 of Algorithm 3, and the resulting arc set used to initialize the underlying network for each meta-arc starting from node i. Clearly if the minimum weight path from one meta-node to another exceeds the weight limit, the pair do not form a meta-arc. Otherwise they do, and the minimum weight path is a feasible path, whose cost gives an upper bound on the cost of the meta-arc (set in line 3.15).
By also finding minimum cost paths from each meta-node, we can determine lower bounds on the cost of each meta-arc (set in line 3.10). If the minimum cost path found from one meta-node to another is also weight-feasible, then it provides an identical upper bound, set at line 3.12. At this point the upper and lower bounds on the cost of the meta-arc will be identical; we have solved the WCSPP for this meta-arc.
The full algorithm we use to create the meta-network, its associated bound information, and its underlying networks, is shown in Algorithm 3. In subsequent sections, we show how to solve the WCSPP-R by various means, from this starting point. We describe the basic algorithm in Section 5.2, which simply solves the WCSPP for every meta-arc. Sections 5.3 improves on this with some meta-network preprocessing to eliminate meta-arcs, and bounds deduction that can be used to accelerate the WCSPP solver. In Section 5.4 we introduce a method that interleaves solution of the WCSPP problems in the underlying networks with the solution of the problem in the meta-network, to avoid solving the WCSPP for all meta-arcs. Section 5.5 attempts to cut WCSPP solution short, if it becomes apparent that the corresponding meta-arc is unlikely to be part of an optimal path. Observing that Algorithm 3 makes a substantial contribution to the computing time, in Section 5.6 we revisit the overall method, and find that by adapting an A* algorithm for solving the problem in the meta-network to generate lower bounds for meta-arcs on an as-needed basis, efficiency is greatly increased. In Section 5.7, all meta-network algorithms are summarized. 
Solve SP−T−F(N, A i , w, i) to obtain ω w i,k , the minimum weight of any path from i to each node 3.4 k ∈ N , and use the tree found to calculate ω c i,h , the cost of the minimum weight path to h for each h ∈ N M ; 
Basic Algorithm
The basic algorithm seeks to take advantage of recent WCSPP solvers, and exploit them as a "black box". The basic algorithm finds the exact value ofc i,j and the corresponding path, q i,j , for each meta-arc (i, j) ∈ A M , by solving the corresponding WCSPP. It then finds the shortest path from s to t in the metanetwork with respect to costsc, denoted byp = u * 1 , u * 2 , . . . , u * k . We then replace each meta-arc (u * i , u * i+1 ) with the subpath q
k through the original network. We refer to this as the META-BASIC algorithm.
In our implementation of the META-BASIC algorithm, we use the method described in [13] to solve the WCSPPs. One of our enhancements, discussed in later sections, utilises the fact that this method provides increasing lower bounds on the costs throughout the processing, which is not necessarily a feature of all WCSPP methods. In later sections, we also make use of the ability of the method of [13] to use upper bounds to remove arcs and so speed up computation.
This basic algorithm requires a large amount of computational effort to solve the individual WCSPPs to determine thec i,j values. For example, a network with less than 5,000 arcs can have more than 60,000 meta-arcs. The following sections introduce methods based on bounds which can be used to reduce the number of times we have to solve a WCSPP.
Induced Upper Bounds
We can easily use the information returned by Algorithm 3 to find a feasible solution and hence upper bound for the WCSPP-R: we simply solve SP(N M , A M ,c + , s, t), and concatenate the paths q i,j for each meta-arc (i, j) ∈ A M used in the shortest path. The resulting path in (N, A) must be feasible for the WCSPP-R, and its value, which we denote by ζ + , provides an upper bound. This upper bound can be used to induce an upper bound on the cost of each arc in the meta-network, such that if the cost of the meta-arc is determined at some stage to meet or exceed this bound, then the meta-arc cannot appear in any solution to the WCSPP-R better than the one found so far.
To find these induced upper bounds, we proceed as follows. Sincec − gives a lower bound on the cost of each meta-arc, for the price of two shortest path calculations in the meta-network, with arc lengths set toc − , we can calculate ζ − s,i , a lower bound on the cost of any replenishment weight feasible path from s to meta-node i, and ζ − i,t , a lower bound on the cost of any replenishment weight feasible path from i to t, for all meta-nodes i ∈ N M . Then clearly if, for any meta-arc (i, j) ∈ A M , we are able to deduce that ζ − s,i +c i,j + ζ − j,t ≥ ζ + , we can eliminate (i, j); it cannot participate in a solution better than one already found. We call U i,j = ζ + − ζ − s,i − ζ − j,t the induced upper bound on meta-arc (i, j) ∈ A M . There are two ways in which we make use of the induced upper bounds.
As soon as the induced upper bound is calculated on a meta-arc (i, j) ∈ A
M , if its current lower bound,c − i,j , is at least this upper bound, i.e. ifc − i,j ≥ U i,j , then we delete the meta-arc from the meta-network. Meta-arcs which are removed in this way are referred to as deleted in preprocessing. (This can be viewed as a preprocessing operation in the meta-network). 2. The minimum of the current upper bound,c + i,j , and the induced upper bound U i,j , for meta-arc (i, j) can be used as an input to the WCSPP algorithm for meta-arc (i, j). The WSCPP algorithm used in our computational work ( [13] ) makes use of upper bounds to remove underlying arcs, so the use of induced upper bounds in this way can speed up the WCSPP solution. If at any stage in its solution, the WCSPP method, (which repeatedly calculates increasing lower bounds), deduces that the value of the WCSPP meets or exceeds the induced upper bound, then it can be halted, and the corresponding meta-arc removed from the meta-network. Such arcs are referred to as deleted by WCSPP.
Using Lower Bounds in the Meta-Network
The basic algorithm can solve a very large number of WCSPPs, even when induced upper bounds are used to remove some arcs. However most of the WCSPPs solved are for meta-arcs not required in the optimal solution. In this section, we make use of the lower bounds on the costs of meta-arcs to guide the solution procedure, only solving the WCSPP for meta-arcs which appear likely to be in the optimal solution, based on their lower bound.
The method, which we refer to as the META-LOWBND algorithm, first solves a shortest path from s to t in the meta-network, with arc lengths set toc − , the meta-arc cost lower bounds calculated in Algorithm 3.
It then seeks the first meta-arc (i, j) ∈ A M on the resulting path for which the lower and upper bound differ, i.e., for whichc − i,j =c + i,j . The WCSPP for (i, j) is then solved, and bothc − i,j andc + i,j set to its optimal value. This process is repeated until all meta-arcs in the shortest s-t path in the meta-network with respect to lengthsc − have identical upper and lower bounds on their cost. The result must be the optimal WCSPP-R solution, in the worst case found by solving as many complete WCSPPs as the basic algorithm, but in general needing far fewer WCSPP solutions.
Threshold Values
When using the META-LOWBND algorithm, we don't necessarily want to entirely solve the WCSPP for each meta-arc considered. The WCSPP method we use ( [13] ) gives increasing lower bounds during its computation. When the lower bound becomes high enough to suggest that the meta-arc may not, after all, be likely to be on the optimal WCSPP-R path, we can "pause" solution of the WCSPP for that meta-arc. We do this once the lower bound for the WCSPP reaches a threshold value, denoted by t i,j for each (i, j) ∈ A M . To determine the lowest possible threshold value, i.e., the value at which (i, j) ∈ A M is no longer on a shortest path in the meta-network, (with respect to the lower bounds on meta-arc cost), we run a shortest path algorithm on the meta-network with arc (i, j) removed. This gives the value of the shortest path through the current meta-network that doesn't use the arc (i, j). We call this value ζ i,j . We also have the cost of the current shortest path, ζ − . If the lower bound on the cost of meta-arc (i, j) maintained during the WCSPP solve increases fromc
there is a shortest path in the meta-network which does not make use of meta-arc (i, j). In this case, we may no longer be interested in this meta-arc.
To avoid excessive "cycling", (pauses followed by later resumptions in the WCSPP solution procedure for a meta-arc), we set our threshold value for each meta-arc (i, j) to be somewhat higher than ζ i,j : we set
for all (i, j) ∈ A M , where β ∈ [0, 1] is a parameter indicating how aggressive we should be deciding to pause WCSPP solution. When β is set to 0, the threshold values are likely to cause frequent cycling. When β takes the value 1, the threshold values are calculated but never used (all WCSPPs solve to optimality). Neither of these situations is desirable. We set β by testing values strictly between 0 and 1 on the first 10 of each type of data set, averaged over a variety of weight limits, and choosing that with the best time performance to use for that data set.
Note that whenever solution of a WCSPP is paused, the lower bound on the cost of the corresponding meta-arc is updated. Not also that the calculation of the threshold values is "dynamic", since the value of ζ i,j could change whenever lower bounds on meta-arc costs change. Here we recalculate it for a meta-arc prior to either starting or resuming a WCSPP solve.
A* Lower Bounds
Using Algorithm 3 to set up the meta-network requires a shortest path to be run from each meta-node to find lower bounds on the cost of each meta-arc. In our test cases, a significant amount of time is spent solving these shortest path problems. In this section, we use a method based on A* algorithm of Hart et al [11] for solving the shortest path problems in the meta-network, employing very simple lower bounds, to reduce the number of these shortest path problems we have to solve. The method avoids calculating meta-arc cost lower bounds that the simple bounds can rule out.
For the specification of this algorithm, we use the notation WCSPP(N , A, ω, ζ, W, i, j) to mean that the WCSPP with network (N , A), weights ω and costs ζ, weight limit W and start and end nodes i and j is solved. The outputs of this method may be a path or the cost of the path or both, this will be specified for each context.
The overall algorithm, Algorithm 4 is given below. Lines 4.1 up to 4.12 are a reduced form of Algorithm 3, in which only minimum weight paths are found, and so only the meta-arcs themselves, and upper bounds on their cost, are calculated; no lower bounds are available. Instead, at line 4.12, a single shortest path calculation is carried out to yield cost lower bounds that we can expect to be somewhat weaker (the price we pay for fewer shortest path calculations). Here SP−T−B(N, A, c, t) denotes a backwards shortest path algorithm finding the shortest path from i to t in (N, A) with respect to arc lengths c, for each i ∈ N ; the length of the shortest path found is denoted by c i . This yields a lower bound on the "cost-to-go" at every node: for each i ∈ N , the value c i , a lower bound on the cost of any path in (N, A) from i to t. This is used within the A* algorithm at line 4.14 to avoid having to calculate minimum-cost paths from i for all i ∈ N M . Instead, the true/false (T /F ) indicator vector done records for which i ∈ N M the forwards costs have already been found. In the A * algorithm, if i ∈ N M needs to be considered, but done i = F , then 
Numerical Results

The Data Sets
We used two different types of networks for numerical evaluation of the algorithms. The first are randomly generated grid networks that contain cycles, but in which all costs are positive, similar to those used in [7] . The grid is defined by its height and width. The start and end nodes are separate from the grid. There are arcs moving forwards through the network between horizontally adjacent nodes as well as from s to each node in the far left column and from each node in the right most column to t. There are also arcs between vertically adjacent nodes both up and down, resulting in cycles.
For our test cases, integer costs are randomly generated using a uniform distribution on [0, 100]. The weight of each arc is generated to be roughly inversely proportional to the cost using the following formula from [1] :
where C is the largest cost of any arc, nrand(x) is a function which finds an integer random number between 0 and x and γ is a parameter. As was done in [1] , we use γ = 0.163; experimentation in [1] found this value to yield reasonably difficult problems. Each arc has a probability 0.05 of being a replenishment arc, unless it starts at s, in which case it is always a replenishment arc by definition. Our second set of data is based on acyclic networks that come from an airline crew pairing problem. Solution of this problem by branch-and-price generates subproblems that have WCSPP-R structure, if one assumes a simplified set of crew rules. For these subproblems, the nodes represent flights, and arcs represent possible crew connections between them. Any connection that allows enough time to sleep is defined to be a replenishment arc, and the weight limit is the number of hours a crew can work before sleeping. This is a simplification of the crew rules to determine a feasible schedule. Although in practice the crew sleeping rule determines the weight limit, we test a range of weight limits in order to explore the effect of these on performance (see later for details).
All crew pairing WCSPP-R instances we test are drawn from the branch-and-price process for a single real airline instance, with a dated scheduling running over 40 days. The solution algorithm used by our industry partner for this instance used only 12 column generation iterations at the root node, (their algorithm generated and added a large number of columns at each iteration), and then "dived", generating a single line of descendent nodes. At each node, only a small number of column generation iterations were performed, and the process stopped after a total of 131 calls to the column generation subproblem solver. We sampled subproblems from below the root node by selecting 6 consecutive subproblems sampled from the 25%, 50%, 75% and 100% marks through the 119 calls to the subproblem solver. This gave us a total of 36 WCSPP-R instances. The network for this problem had 3,639 nodes and 64,525 arcs, of which about 80% are replenishment arcs. The connection structure led to most nodes being meta-nodes, as some longer connections from each flight are required, if possible.
For both random grid and airline instances, we test a range of different weight limits. To ensure we test interesting values, for each instance, we use a lower weight limit W − and an upper weight limit W + , and then test the instances with weight W = αW − + (1 − α)W + for α values of 0, 0.1, 0.5, 0.9 and 1. For the results reported in Section 6.3, we use "exact" W − and W + values: W + is the weight of a minimum cost path and W − is smallest weight limit for which there is a feasible path. When comparing label correcting methods in Section 6.2, we test very large randomly generated networks, for which finding W + and W − exactly is very computationally intensive. Instead, we use a constant value for W − and approximate values for W + . We noticed that the exact W − for all instances reported in Section 6.3 ranged between 24 and 31, and so chose W − to be 35 for all random instances in Section 6.2; this was large enough so that all larger random instances tested to date are feasible.
All results are from a PC with two 2 GHz processors and 3 gigabytes of RAM running Linux. As a WCSPP solver, we use the methods described in [13] .
Label Correcting Methods
We investigate the computational performance of the various label treatment orders discussed in Section 4, both with and without preprocessing. In order to expose significant differences in the methods, and check the persistence of any trends as problem size increases, we considered 100 × 100, 200 × 200 and 400 × 400 random grid networks as described above.
The running times for the label correcting methods on all instances in the airline data set are all less than a second, so details of these are not included here. However, as is usual for column generation subproblems, our airline networks contain negative costs, which are likely to have a significant impact on the performance of some label treatment orders, such as LC−MIN−C. To investigate this issue, we consider 200 × 200 random grid graphs with some negative costs. To avoid negative cost cycles, we only allow forward arcs to have negative costs. These costs are randomly generated on [−200, 200] .
Running times for each of the label treatment orders are shown in Table 3 , both with and without preprocessing. Each entry in the body of the table is the running time in seconds, averaged over 50 randomly generated instances, all using the same value of α, indicated in the column heading, to determine the weight limit. The best value (least average run time) in each column is indicated in bold font. In addition to comparing the methods as described in Section 4, we also include LC−NODE−NOPRE which uses the same label treatment order as NODE but does not include even the basic preprocessing required to obtain ζ and ω values.
To investigate the effect of preprocessing, for each group of instances of the same size, we give summary statistics of the improvement factors with respect to processing time. The processing time improvement factor (in the column labelled "t") is the average, over all problems in the group, of the run time without preprocessing divided by the run time with preprocessing. When preprocessing provides a speed-up, this number is greater than 1. The standard deviation improvement factor (in the column labelled "s.d.") is found by taking, for each α, the standard deviation of run times over all instances for that value of α, with and without preprocessing, and calculating the average over all α values of the standard deviation without preprocessing divided by standard deviation with preprocessing. If preprocessing provides greater consistency in processing times for randomly generated instances of the same size and with the same α value, then this factor will be greater than one. Recall that there are three distinct types of label correcting algorithms. The first type treats nodes based either on forward or reverse node order. We expect these to benefit from their very low computational overhead in node selection. The second type of algorithm (LC−N) treats nodes based on cost or weight order. The final category (LC−MIN/MAX) treats individual labels based on cost or weight order. We expect these methods to benefit from the consistency in label selection order.
The first section of Table 3 shows that even for 100 × 100 networks, solutions can be found in less than 0.5s for most methods. Only three methods consistently take over a second. The worst performing methods are those which treat the node based on an ordering by weight or cost, rather than by node index. Of these, the best is based on choosing the node containing the minimum cost label. Given all arcs have a non-negative cost and that costs are therefore increasing along a path, we expect this to perform well. Since the other three LC−N methods perform so badly, they were not tested on larger instances. Note that LC−N−MIN−C method was the worst method on larger instances, suggesting that the LC−N are, across the board, the weakest type.
We can see that for problems with a tight weight limit, (low α values), it is often best to use LC−NODE−NOPRE. In these cases, least cost paths are very unlikely to provide good bounds meaning that finding ζ and ω bounds is not useful. In general, however, the effort involved in finding ζ and ω values appears warranted with the better label correcting methods.
The best performing label correcting algorithms for the random grid networks with non-negative costs are LC−NODE and LC−MIN−C. The good performance of LC−MIN−C is expected, as all costs are non-negative. The surprising result is the good performance of LC−NODE and even LC−REV−NODE. In particular, LC−REV−NODE outperforms LC−N−MIN−C. Both of these methods pick a node and investigate all of its unexplored labels. In our networks, most arcs (i, j) have i < j so LC−REV−NODE should perform poorly, whereas choosing a node with a minimum cost label should be more effective. This suggests that when there is no very strong basis for choosing a label, it may be best to choose quickly, particularly for small networks.
As expected LC−MIN−C is not as strong a method when negative costs are included. In the case of α = 0.1 it is on average the worst algorithm of its type. For problems with negative costs, it seems that LC−MAX−W is the best LC−MIN/MAX type method, but is still beaten overall by the methods using node ordering.
One of the surprising results is the poor performance of preprocessing. In most cases the preprocessing does not improve the overall speed of the algorithm. It appears that preprocessing is more useful when the problems are more difficult.
The three algorithms which perform well on average, (LC−MIN−C, LC−NODE and LC−REV−NODE), are more robust with respect to weight limit. All of the other methods show a more significant spike for the difficult non-negative cost, α = 0.1 instances. Note that for these methods preprocessing is not generally advantageous.
Comparison Of Meta-Network Methods
Numerical results for the various meta-network algorithms are summarized in Table 4 . Algorithms are named as defined in Section 5.7. Two of the best performing label correcting algorithms are also included in the table, for comparison. As for the label-correcting algorithms, we consider the meta-network methods both with and without preprocessing. Table 4 gives results for both random grid and airline network data sets. For each of these, we again test a range of weight limits between upper and lower bounds, W + and W − , given by W = αW − + (1 − α)W + for α = 0, 0.1, 0.5, 0.9 and 1.0, but in this case use exact values for W + and W − . The meta-network methods rely on a shortest path procedure. For the random grid networks, we use Dijkstra's algorithm, as all costs are non-negative. For the airline networks, the column generation framework means that some arc costs will be negative, so Dijkstra's Algorithm, is no longer applicable. Since the airline networks are acyclic, the shortest path algorithm instead uses the topological order to treat labels.
For the threshold based meta-network algorithms, a key parameter, β, used in equation (2) to decide how aggressive to be in stopping the WCSPP solver for each meta-arc, must be set. We tested the first 10 instances for each data set with a variety of β values, and found that β = 0.2 was best for the random grid networks and β = 0.9 for the airline networks. These values were used for the rest of the instances in that data set.
Recall that all of the meta-network methods start with creation of the meta-network. This involves finding which meta-node pairs have a meta-arc between them and upper bounds on the cost of each. When used in column generation, the meta-arcs and the paths which give the upper bounds can be found a priori and so this time is reported separately in the row titled Make. The time taken to find the lower bounds is included in the reported results for each method. Table 4 shows the run time averages and standard deviations for each of the ten meta-network algorithms, as well as the two label correcting algorithms, over 50 randomly generated grid instances for each of size 50 × 50 and 100 × 100 networks, (for algorithms which perform well), and over the 36 airline instances.
The most obvious feature of these results is the significant improvement from using preprocessing. For all instances with α = 1, preprocessing will find the optimal solution, as the least cost solution is feasible; this is clearly quicker than using a meta-network method. The effect of preprocessing is significant even for instances with α < 1. In general, the improvement from preprocessing is better for methods with worse performance. It is also interesting to note that the standard deviation is reduced by preprocesing, meaning that preprocessing provides more consistent run times for meta-network methods.
Whilst the basic meta-network method shows very poor performance, a number of the improvements we have introduced are seen to be very effective. We consider separately the effects of induced upper bounds, lower bounds, threshold values and A* lower bounds.
Overall, using induced upper bounds is not very helpful. Its use can lead to a substantial proportion of arcs eliminated. For example, when used in the basic meta-network method on 50 × 50 grid networks with α = 0, the induced upper bounds delete on average almost 84% of meta-arcs. However for instances with higher weight limits (α values 0.1 or higher), induced upper bounds only delete between 2.5% and 4% of meta-arcs. Unfortunately, the instances for which induced upper bounds delete a high proportion of meta-arcs tend to be instances that are "easy"; they don't make an impact on harder instances.
By contrast, lower bounds provide a very noticeable improvement for the random grid instances, observed by comparing MN−BASIC run times to those of MN−LOWBND. They are able to reduce dramatically the number of meta-arcs that need to be explored. For example, in the 50 × 50 grid instances, only 1.56% of meta-arcs are explored in the worst case (α = 0.1). For all other α values, the average percentage explored is well below 1%. The time improvement is not as dramatic for airline networks, but there is still a marked decrease in average time from MN−BASIC to MN−LOWBND. Using the case of α = 0.1 as an example, the average time without preprocessing decreases from 8.62s to 1.82s.
Using threshold values generally degrades performance, seen by comparing MN−LOWBND with MN−LB−THRESH methods. This suggests that the effort taken to find the threshold values (a shortest path pass for each bound) is not worthwhile. It is possible to find induced upper bounds using heuristic methods, but initial experiments with this did not show promising results.
The best performing of the meta-arc methods is MN−A * − LB. Using A* reduces the number of meta-arcs for which we have to find the lower bound. The number of meta-arcs which need to be explored overall increases by no more than 0.002%. Combining this method with preprocessing gives the best results of any meta-arc method.
At present, although the best meta-network methods are able to improve on the basic algorithm by orders of magnitude, the meta-network methods are not able to beat the performance of label correcting. Meta-network based methods are, however, likely to be able to benefit from advances in parallel processing more easily than label correcting methods. For example, the "while" loop in Algorithm 5 is obviously parallelizable.
It is important to note that the airline instances can all be solved in significantly less than a second by the label correcting algorithm, and all except the α = 0.5 instances in less than a second by MN−A * − LB.
Conclusion
In this paper we have considered two different classes of algorithm for solving the WCSPP-R: label correcting and meta-network methods. The former adapt standard methods for solving the WCSPP, whilst the latter exploit any available solution method for the WCSPP to solve subproblems. We have also adapted Table 4 : Average Times (CPU s) for Various Meta-Network Methods the standard preprocessing for the WCSPP to make it applicable to the WCSPP-R. For each class, we consider a number of algorithm variants and improvements, and test these computationally on instances drawn from two data sets: randomly generated grid networks and realistic airline crew pairing column generation subproblems.
The label correcting algorithms are able to solve airline instances in well under a second. Choosing the least weight label at all times does not perform well in the context of replenishment, since weight can decrease along a path. If all costs in the network are known to be non-negative, it is sensible to choose the least cost label. Otherwise, simply selecting nodes in index order and treating all untreated labels on the current node appears to perform well.
The meta-network methods are not able to match label correcting in performance on the problems tested here. They are, however, significantly improved by the bounding methods introduced in this paper and could also be improved further by parallel processing. The meta-network may also be applicable to other weight constrained problems with replenishment.
In future work, we intend to look at other applications of the meta-network as well as extending the single weight WCSPP-R to include multiple replenishing resources.
