Abstract. We describe a Picard-Vessiot theory for differential fields with non algebraically closed fields of constants. As a technique for constructing and classifying Picard-Vessiot extensions, we develop a Galois descent theory. We utilize this theory to prove that every linear algebraic group G over R occurs as a differential Galois group over R(z). The main ingredient of the proof is the Riemann-Hilbert correspondence for regular singular differential equations over C(z).
Introduction
Given a differential field F with field of constants K and a linear algebraic group G over K, does there exist a field extension E/F with differential Galois group G? This problem is known as the inverse problem of differential Galois theory. For the classical case F = C(z), the first complete answer was given by C. Tretkoff 
and M. Tretkoff in 1979:
Theorem 1.1. Given any linear algebraic group G over C, there exists a PicardVessiot extension E of C(z) whose differential Galois group is isomorphic to G.
Proof. [TT79]
The main ingredient of the proof is the Riemann-Hilbert correspondence for regular singular differential equations on P 1 which is a transcendental result. Since then, a positive answer to the inverse problem has been obtained over K(z) for any algebraically closed field K (cf. [MS96] , [Har05] ). The proof is purely algebraic and uses the structure theory of linear algebraic groups.
In this paper, we generalize the classical result to the following theorem. Theorem 1.2. Given any linear algebraic group G over R, there exists a PicardVessiot extension E of R(z) whose differential Galois group is isomorphic to G.
We remark that this theorem also generalizes the inverse problem of finite Galois theory over R(z) which was solved by W. Krull and J. Neukirch in [Neu71] .
To prove the theorem, we first establish an appropriate Picard-Vessiot theory over non algebraically closed fields of constants of characteristic zero. This is done in Section 2. We use ideas from [Lev90] as a starting point, but we give simplifications and additional results. Given a differential equation over a differential field F , there are two immediate natural questions: Does a Picard-Vessiot extension exist and if so, is it unique? Both questions have a positive answer in the case of an algebraically closed field of constants. We are able to prove the following existence result in the general case: Theorem 1.3. Let S be a ∂-ring which is noetherian, integral and of finite Krull dimension. Let F be the field of fractions of S whose field of constants we denote by K. Assume that Spec(S) has a K-valued point which is regular. Then for any differential equation with coefficients in S ⊂ F there exists a Picard-Vessiot extension E/F .
The uniqueness of a Picard-Vessiot extension fails, but we obtain a classification result which will be explained in the following paragraph.
In Section 3, we develop a descent theory for Picard-Vessiot extensions. This is an essential tool which we will use to construct and classify such extensions. Let F is a differential field with field of constants K and L/K an algebraic Galois extension. Then our main result is an equivalence between the category of PicardVessiot extensions E/F and such extensions over F ⊗ K L equipped with an action of the Galois group of L/K (Theorem 3.1). An immediate consequence of this theorem is a classification of Picard-Vessiot extensions by Galois cohomology: Let E/F and E ′ /F be Picard-Vessiot extensions and K be the field of constants of F . For a field extension L/K we call E ′ an L/K-form of E if E L and E ′ L are isomorphic in (DRing/F L ).
Corollary 1.4. Let E/F be a Picard-Vessiot extension with ∂-Galois group G and let L/K be an algebraic Galois extension with Galois group Γ. Then the pointed Galois cohomology set H 1 (Γ, G(L)) classifies isomorphism classes of L/K-forms of E/F .
The succeeding section contains a geometric proof of the differential Galois Correspondence in the case of a non algebraically closed field of constants. We do not refer to the descent theory from Section 3 which would yield a reduction to the algebraically closed case, but prefer to give a direct proof using Grothendieck's theory of descent for quasi-projective schemes [Gro71] . We remark that, restricted to the case of finite Galois extensions, our theory is slightly more general than the usual finite Galois theory. Namely, we extend the correspondence to finiteétale G-torsors for a finite group scheme G over K. These are classically Galois if and only if G(K) = G(K).
Section 5 illustrates some phenomena of the developed theory by means of examples.
In Section 6 we establish some results on the interaction of the complex conjugation in the complex plane and the monodromy representation of a singular differential equation. The key proposition which provides the link between the descent theory and the Riemann-Hilbert correspondence is proved in Section 7: Proposition 1.5. LetẼ/C(z) be a Picard-Vessiot extension for the matrix A ∈ Mat n (C(z)). If the equation ∂y ∂z = Ay is equivalent to its conjugate ∂y ∂z = (τ.A)y theñ E/C(z) descends to a Picard-Vessiot extension E/R(z).
Combining the developed techniques, we prove the main theorem in Section 8. Roughly, by choosing an appropriate monodromy representation, we can assure that the corresponding differential equation will be equivalent to its complex conjugate. This allows us to apply Proposition 1.5 and obtain the final result.
Basic Picard-Vessiot theory
In this section we establish basic results of Picard-Vessiot theory over non algebraically closed fields of constants K. We mainly follow [Lev90] but since we have some simplifications and additional results we will give detailed proofs.
We introduce some conventions. It is understood that all fields under consideration are of characteristic zero. Whenever the symbol ∂ occurs in connection with an English word it should be read differential. All derivations will be denoted by ∂. Derivations are extended to tensor products via the Leibniz rule
and to localizations via the quotient rule
We work over a field K of characteristic zero which is considered as a differential field with the derivation ∂ = 0.
Let DRing be the category of ∂-rings. The objects are pairs R = (R, ∂) where R is a commutative ring with unit and ∂ is a derivation on R. The morphisms are ring homomorphisms f : R → S with f • ∂ = ∂ • f . Given a ∂-ring S we define the category (DRing/S) whose objects are morphisms S → R in DRing and whose morphisms are commutative diagrams
For a morphism S → S ′ in DRing we define the base change functor − S ′ : (DRing/S) → (DRing/S ′ ) mapping R to R ⊗ S S ′ . We define an extension of ∂-rings R/S to be an injection S ֒→ R in DRing. An extension of ∂-rings R/S in (DRing/K) is called geometric if R and S are integral domains whose fields of fractions have K as field of constants. The field K is then called the field of constants of R/S. A ∂-ring S is called ∂-simple if it has no proper, nontrivial ∂-ideals.
Let F be a differential field of characteristic zero with derivation ∂ and field of constants K = {f ∈ F | ∂(f ) = 0}. Consider the linear differential equation
defined by the n by n matrix A ∈ Mat n (F ). A Picard-Vessiot extension E/F for this equation is defined to be a differential field over F with the properties (1) E/F is generated by a fundamental solution matrix for A, i.e. there exists a matrix W ∈ GL n (E) such that ∂(W ) = AW and E = F (W ij ). (2) The field of constants of E is K. To a Picard-Vessiot extension E/F we associate the group functor
which will turn out to be representable by an affine scheme of finite type over K. By Yoneda's lemma we conclude that the latter is a linear algebraic group over K.
It turns out to be fruitful to replace the Picard-Vessiot extension E/F by a more geometric object, the Picard-Vessiot ring.
Definition 2.1. Consider the linear differential equation ∂(w) = Aw defined by the n by n matrix A ∈ Mat n (F ). A Picard-Vessiot ring R/F for this equation is defined to be a ∂-ring over F having the properties (1) R/F is generated by a fundamental solution matrix for A, i.e. there exists
We abbreviate the first condition by writing R = F [W, W −1 ]. Clearly the field of fractions of a Picard-Vessiot ring is a Picard-Vessiot extension. The next lemma implies that condition (2) is automatically satisfied, since K will always be of characteristic zero.
Lemma 2.2. Let R be a ∂-simple ∂-ring and suppose that R contains a field of characteristic zero. Then R is an integral domain.
Proof. Let 0 = f ∈ R be a zero-divisor. Then the localization map R → R f is not injective and so R f = 0 since R is ∂-simple. This implies that f vanishes on the prime spectrum of R and must therefore be nilpotent. Consequently, the set of zero-divisors in R coincides with the radical ideal √ R of R. We claim that the latter ideal is a ∂-ideal. Indeed, suppose f ∈ √ R and let n be minimal such that f n = 0. Then we compute
But since n was chosen minimal and Q ֒→ R, we conclude that ∂(f ) is a zero-divisor. The first part of the proof yields ∂(f ) ∈ √ R. Clearly, √ R is proper since 1 is not nilpotent and so √ R = 0, because R is ∂-simple. So R is a domain, again by the first part of the proof.
We cite the following classical existence result whose proof can be found in [PS03] .
Theorem 2.3. Let F be a ∂-field with algebraically closed field of constants and let A ∈ Mat n (F ). Then there exists a Picard-Vessiot ring for A.
We will deduce all fundamental results of Picard-Vessiot theory more or less directly from the following key lemma. It generalizes Theorem 1 in [Lev90] .
] be a Picard-Vessiot ring over a ∂-field F for a matrix A ∈ Mat n (F ). Let K denote the field of constants of F . Let S/F be a geometric ∂-ring extension. Assume there exists a fundamental solution matrix X ∈ GL n (S) for A. Define U to be the K-algebra of constants in S ⊗ F R. Then U is a finitely generated K-algebra and the map
Proof. In fact, the matrix Z = X −1 ⊗ Y ∈ GL n (S ⊗ F R) has coefficients in U since its derivative is the zero matrix. The surjectivity of θ is clear, since we have the equation
and R is generated by Y . The injectivity is a little more difficult. Let P be the kernel of the map θ. It is a ∂-ideal of S ⊗ K U and we will show that it is trivial. Choose a K-basis {e i } of U where i runs over some index set. Note that the elements e i are constants since U consists of constants. Let f = s i ⊗ K e i ∈ P with s i ∈ S such that the number of nonzero s i occuring in the sum is minimal. Call this number the length of f . If s i = 0 for all i we are done, so assume without loss of generality that s = s 1 = 0. The element ∂(f )s − f ∂(s) lies in P and has smaller length than f . So all its coefficients ∂(s i )s − s i ∂(s) must vanish. Therefore the elements s i s in the field of fractions of S are constants so by assumption they lie in K. Thus we conclude that f is of the form s ⊗ K u for u ∈ U . Then, because f lies in the kernel of θ, we conclude (s ⊗ 1)u = 0. But multiplication by (s ⊗ 1) in S ⊗ F R is a flat base change of multiplication by s = 0 in S and thus injective because S is an integral domain. Thus u = 0 and finally f = 0. The restriction of θ to K[Z, Z −1 ] ⊂ U is surjective by (1) and trivially injective. But then it is an isomorphism which implies K[Z, Z −1 ] = U . Therefore, U is a finitely generated K-algebra.
Corollary 2.5. Let E/F be a Picard-Vessiot extension with algebraically closed field of constants K. Let R/F be a Picard-Vessiot ring for the same matrix. Then there exists an embedding R ֒→ E of differential rings over F . In particular, E is the field of fractions of a PicardVessiot ring. If E/F is generated by the fundamental matrix W then its corresponding Picard-Vessiot ring is explicitly given by
Proof. In Lemma 2.4 set S = E. The restriction of the inverse map of θ to 1 ⊗ F R gives an injection R ֒→ E ⊗ K U . Since U is of finite type over K and K is algebraically closed, there exists a K-valued point p ∈ Hom K (U, K). Composing the above injection with 1 ⊗ p yields the desired injection, because R is ∂-simple. Let E/F be a Picard-Vessiot extension for a given matrix. By 2.3, there exists a Picard-Vessiot ring R for the same matrix which can be embedded into E. But then clearly E is the field of fractions of R. The last assertion is clear by comparing W with the image of a generating fundamental matrix of R/F in E.
One is tempted to prove the last assertion of the corollary directly, but the nontrivial assertion here is the ∂-simplicity of
By using a little descent theory we obtain a result for non algebraically closed fields of constants.
Corollary 2.6. Let E/F be a Picard-Vessiot extension generated by the fundamental matrix W . Then the ring R = F [W, W −1 ] ⊂ E is a Picard-Vessiot ring over F . In particular, E is the field of fractions of a Picard-Vessiot ring.
Proof. We have to show that R is ∂-simple. By [Sti93, III.6.1] we know that E K /F K is a geometric ∂-field extension so it clearly is a Picard-Vessiot extension. By Corollary 2.5 we conclude that R K ⊂ E K is ∂-simple. Suppose P ⊂ R is a nonzero ∂-ideal. Because K/K is faithfully flat, P K cannot be 0 and thus P K = R K . So there exist p i ∈ P and r i ∈ R K such that r i p i = 1. Summing over the finitely many Galois conjugates of both sides (with respect to K/K) and using the assumption char(K) = 0 implies P = R. Thus R is ∂-simple and therefore a Picard-Vessiot ring over F .
Corollary 2.7. The first three conditions in Definition 2.1 imply the last condition.
Proof. Let R/F be a ∂-ring extension satisfying the first three conditions of 2.1. Let E/F be the corresponding extension of function fields. Clearly, E/F is a PicardVessiot extension. By Corollary 2.6 we obtain that R/F is a Picard-Vessiot ring.
The next theorem gives an existence result which is also valid in the case of a non algebraically closed field of constants.
Theorem 2.8. Let S be a ∂-ring which is noetherian, integral and of finite Krull dimension. Let F be the field of fractions of S, whose field of constants we denote by K. Assume that Spec(S) has a K-valued point which is regular. Then for any matrix A ∈ Mat n (S) ⊂ Mat n (F ) there exists a Picard-Vessiot ring R/F .
Proof. Let O denote the structure sheaf of Y = Spec(S) and let x ∈ Y (K) be the regular point which exists by assumption. The stalk O x is a regular local ring. Let m ⊂ O x denote the maximal ideal. The derivation on S induces a derivation ∂ x on O x which can be identified with an element of the dual space of m/m 2 . Therefore it is possible to choose generators t 1 , . . . , t r of m reducing to a basis of m/m 2 such that ∂ x (t 1 ) = 1(mod m 2 ) and ∂ x (t i ) = 0(mod m 2 ) for i > 1.
Since O x is regular we obtainÔ
whereÔ x denotes the m-adic completion of O x . We have injections
Recursively, we may replace t i by elements in t i + m 2 such that, letting t = t 1 , the derivation
induces the given derivations on O x and S. Clearly, the transformed parameters still generateÔ x as a power series ring. So we may assume ∂ = d dt . We want to construct a fundamental matrix W ∈ GL n (Ô x ). Considering the fact that
. , t r ]] we may write
and make the Ansatz
The desired condition ∂(W ) = AW yields the recursive equations
for each i > 0. As an initial condition we set W 0 to be the identity matrix and obtain a unique solution W to (2).
Clearly, R/F is geometric and integral, so it is a Picard-Vessiot ring by 2.7.
Corollary 2.9. Let K be a field and A ∈ Mat n (K(t)). Then there exists a PicardVessiot extension over K(t) for A.
x is a regular point of A). Now apply the preceding theorem to
The next proposition is a special case of Lemma 2.4. Proposition 2.10. Let R/F , R ′ /F be Picard-Vessiot rings for the same equation. Then the map θ :
Using this proposition, we deduce the representability of the functor Aut ∂ (R/F ) for a Picard-Vessiot ring R/F . We actually prove a more general statement which also implies the uniqueness of a Picard-Vessiot ring for a given equation in the case of an algebraically closed field of constants.
Corollary 2.11. Let R/F , R ′ /F be Picard-Vessiot rings for the same equation. Then the functor
and L is provided with the trivial derivation.
Proof. We have to show that Hom
where the rigidity in the last step can be concluded as follows: From the ∂-simplicity of R one concludes that any element f of Hom
Of course, this implies the representability of Aut ∂ (R/F ):
Corollary 2.12. For a Picard-Vessiot ring R/F the group functor Aut
Here, by a linear algebraic group over K we mean an affine group scheme of finite type over K. We call G the ∂-Galois group of R/F and denote it by Gal ∂ (R/F ).
Corollary 2.13. Let R/F , R ′ /F be Picard-Vessiot rings for the same equation and let G = Gal ∂ (R/F ). Then the scheme Isom ∂ (R, R ′ ) is a G-torsor over K. In particular, if K is algebraically closed then a Picard-Vessiot ring for a given equation is unique up to isomorphism in (DRing/F ).
Proof. The first assertion is immediate from Corollary 2.11. The second statement follows from the existence of a K-valued point of the scheme Isom ∂ (R ′ , R) which naturally translates into an isomorphism of R ′ and R.
To justify the introduction of Picard-Vessiot rings, we claimed they were geometric objects. This statement has in fact a very concrete meaning which we exhibit in the next theorem. It is a generalization of the Torsor Theorem in [PS03] , though our proof will be different. Indeed, all we have to do is to interpret the isomorphism in 2.10 appropriately.
Corollary 2.14 (Torsor Theorem). Let R/F be a Picard-Vessiot ring. Set X = Spec(R) and Y = Spec(F ). Then X is a G Y -torsor over Y .
Proof. The functor Aut
∂ (R/F ) acts on X. Under the isomorphism
given explicitly in the proof of Corollary 2.11 this action translates into an action of G on X (over K). Using the notation of 2.10 (with R ′ = R), we claim that this action is given by the spectrum of
where ∆ is the restriction of the inverse of θ to 1 ⊗ F R.
Under the isomorphism (3), φ is mapped to the restriction of
All we have to show is that we obtain φ if we compose ∆ L and 1 ⊗ g φ . But this follows immediately from the explicit description of g φ in (4). Therefore X is a G Y -space with action given by
Finally, Proposition 2.10 implies that the map
induced by Spec(∆) and the first projection is an isomorphism or, in other words,
The next corollary generalizes parts of Corollary 1.30 in [PS03] .
Corollary 2.15. Let R/F be a Picard-Vessiot ring with field of fractions E/F . Let X → Y be the spectrum of F ֒→ R and let G be the ∂-Galois group of R/F . Then (1) X → Y is smooth.
(2) The transcendence degree of E over F equals the dimension of G.
Proof. The smoothness follows from the Torsor Theorem by faithfully flat descent of this property. The transcendence degree of E/F equals the relative dimension of X → Y which is equal to the dimension of G by the Torsor Theorem.
Galois descent for Picard-Vessiot extensions
Let F be a ∂-field of characteristic zero andF /F a ∂-field extension which is an algebraic Galois extension of F . Let Γ be the Galois group ofF /F . A descent datum to F in (DRing/F ) is a pair (R, ρ) whereR is an object of (DRing/F ) and ρ : Γ → Aut ∂ (R) is a continuous action of Γ onR such that the mapF →R is Γ-equivariant. The descent data form the objects of a category which we denote by (DRing/F ) Γ where the morphisms are Γ-equivariant morphisms in (DRing/F ). Applying the base change functor to an object R in (DRing/F ) we obtain a descent datum. It is easy to see that the resulting functor between (DRing/F ) and (DRing/F ) Γ establishes an equivalence of categories (this is an obvious extension of the classical result for vector spaces which in turn is a trivial case of faithfully flat descent of quasi-coherent modules [Gro71, VIII] ). In other words, descent data to F in (DRing/F ) are effective.
We define the category (PV/F ) of Picard-Vessiot extensions over F as a full subcategory of (DRing/F ). LetK/K be a Galois extension. The field of constants K is algebraically closed in F , since any element which is algebraic over K has to be constant itself. We conclude thatF := F ⊗ KK is a ∂-field with field of constants K [Sti93, III.6.1]. Also, the extensionF /F is Galois with Galois group isomorphic to the Galois group ofK/K. Let (PV/F ) Γ denote the full subcategory of (DRing/F ) Γ given by those descent data whose underlying rings are Picard-Vessiot extensions ofF . The functor −F maps objects in (PV/F ) to objects in (PV/F ) Γ . Proof. Let (Ẽ, ρ) be an object in (PV/F ) Γ . Descent data to F in the category (DRing/F ) are effective and we obtain the corresponding ∂-field E/F by taking invariants ofẼ under the action ρ. The field of constants ofẼ beingK implies that the field of constants of E is K since the Galois action commutes with the derivation. Thus we only have to show that E/F is generated by a fundamental matrix of a linear ∂-equation with entries in F . LetẼ/F be generated by the fundamental matrix W ∈ GL n (Ẽ) for the matrix A ∈ Mat n (F ). SinceẼ/E is Galois the field which is generated over E by the entries of W and A is contained in a finite Galois extension E ′ /E. The field E ′ is the field of invariants ofẼ under an open normal subgroup ∆ ⊂ Γ. We also define F ′ :=F ∆ resp. K ′ :=K ∆ obtaining finite Galois extensions of F resp. K. Let B = (1, b 2 , . . . , b m ) be a K-vector space basis of K ′ . It is also a basis of F ′ over F and E ′ over E, respectively. Note that the elements of F ′ ⊂ E ′ are exactly the elements having coordinates in F with respect to B. Consider the map µ :
sending an element x of E ′ to the matrix representation of the endomorphism "multiplication by x" with respect to the basis B. The image of F ′ under µ lies in Mat m (F ). Since B consists of constants the map µ commutes with the derivations and is thus a map of (noncommutative) ∂-rings (the derivation on the ring Mat m (E) being entry-wise). We compute
where µ (and ∂) is applied to every entry of the respective matrices. Furthermore, we have
and so µ(W ) ∈ GL mn (E) is invertible and thus a fundamental solution matrix of µ(A) ∈ Mat mn (F ).
All entries of W are K ′ -linear combinations of entries of µ(W ) thanks to the element 1 being contained in the basis B. SoẼ/F is generated by the entries of µ(W ). But this means that the inclusion map F (µ(W ) ij ) ⊂ E becomes an isomorphism after applying the faithfully flat base change − ⊗ FF and thus F (µ(W ij )) = E.
Let E/F and E ′ /F be Picard-Vessiot extensions and K be the field of constants of
Corollary 3.2. Let E/F be a Picard-Vessiot extension with ∂-Galois group G and let L/K be an algebraic Galois extension with Galois group Γ. Then the pointed Galois cohomology set
The corollary shows that we have a correspondence between L/K-forms of a given Picard-Vessiot extension E/F and G-torsors over K which split over L (where G is the differential Galois group of E/F ). On the level of Picard-Vessiot rings, we can make this correspondence explicit. Indeed, let R ⊂ E be a Picard-Vessiot ring (which exists by 2.6). To an L/K-form E ′ /F of E/F with corresponding PicardVessiot ring R ′ ⊂ E ′ , we associate the functor Isom ∂ (R, R ′ ) which is a G-torsor over K by 2.13. This result fits well with the theory of Tannakian categories where the fiber functors of a given category are also classified by the torsors of the Tannakian fundamental group (cf. [DM82] , [Del90] ). Actually, every L/K-form of a Picard-Vessiot extension yields a fiber functor for a Tannakian category associated to the original differential equation. A remarkable advantage over the general Tannakian theory is, that we have an explicit description of the schemes which represent the Isom-functors in terms of the differential-algebraic structure on the Picard-Vessiot rings.
The Galois Correspondence
The next theorem generalizes the Galois Correspondence to non algebraically closed fields of constants. Using the theory developed in the last section it is obvious how to obtain a Galois correspondence by descending from the correspondence over K. However, we prefer to give a direct proof using the Torsor Theorem together with the theory of descent for quasi-projective schemes.
First, we need a functorial version of invariants. Let S be a K-algebra. Let H be a K-group functor which acts on S. By this we mean that for any K-algebra L the group H(L) acts on S L and the action is functorial in L. We say that s ∈ S is invariant under H, if for all K-algebras L the element s ⊗ 1 ∈ S ⊗ K L is invariant under the action of the group H(L). We write S H for the ring of invariants of S under H.
Lemma 4.1. Let H be a linear algebraic group over K acting functorially on a K-algebra S. Then s ∈ S is invariant under H if and only if it is invariant under H(K).
Proof. Let H = Spec(U ). Then the action of the universal point in H(U ) given by id U determines a universal action ∆ : S → S ⊗ K U . Suppose s = 0 is invariant under H(K). Extend s 1 := s to a basis {s i } of S. Write ∆(s) = r i=1 s i ⊗ u i . By the invariance of s we conclude that u i (g) = 0 for i > 1 for every g ∈ H(K). So the functions u i , i > 1 vanish on the closed points of H and by Hilbert's Nullstellensatz they vanish on all of H. Thus the u i are nilpotents but since any linear algebraic group in characteristic zero is reduced we conclude u i = 0 for i > 1. The same argument applied to u 1 − 1 shows that u 1 = 1 ,thus ∆(s) = s as we had to show.
Proposition 4.2. Let F be a ∂-field with field of constants K. Let E/F be a PicardVessiot extension with ∂-Galois group G. Let H be a closed K-subgroup of G. Then the inclusion F ֒→ E H is surjective if and only if H = G.
Proof. Let R ⊂ E be a Picard-Vessiot ring over F (which exists by 2.6). By 2.14, X = Spec(R) over Y = Spec(F ) is a G-torsor. Consider the functor which maps an F -algebra S to the orbit set X(S)/H F (S) and denote its corresponding sheaf by X/H ([Jan87, I, 5.5]). Since X becomes isomorphic to the trivial torsor G over a finite Galois extension of F , we conclude that X/H becomes isomorphic to (the base change of) G/H. But by [Spr98, 12.2.1] the functor G/H is representable by a smooth quasi-projective scheme over K. So we may apply descent for quasiprojective schemes ([Gro71, VIII 7.7]) to conclude that X/H itself is representable by a smooth quasi-projective scheme over F . Since X/H is a quotient of a connected scheme it must be connected and thus integral by smoothness. The map X → X/H is an H-torsor ([Jan87, loc. cit.]). The function field of X/H is E H and the inclusion F ֒→ E H is the map on function fields corresponding to the map X/H → Y . In the case H = G, we obviously have F = E H since X/G = Y . Next assume F = E H . Then, on the one hand the map X → Y is the generic fiber of the map X → X/H and thus an H-torsor, on the other hand X → Y is a G-torsor. But this implies that the inclusion H ֒→ G becomes an isomorphism after the faithfully flat base change X × K −. So H = G. Proposition 4.3. Let F be a ∂-field with field of constants K. Let E/F be a PicardVessiot extension with ∂-Galois group G. Let H be a closed normal K-subgroup of G. Then E H /F is a Picard-Vessiot extension with ∂-Galois group G/H.
Proof. As in the proof of Proposition 4.2 we construct the scheme X/H → Y with with function field E H . Since E H ֒→ E it is clear that E H /F is geometric. By 2.7 it suffices to show that E H /F is generated by a fundamental matrix. By assumption H ֒→ G is a normal subgroup. Then [Spr98, 12.2.2] implies that G/H is indeed an affine K-group scheme. But then by descent for affine schemes [Gro71, VIII, 2] the scheme X/H → Y is affine itself. The natural action of G/H turns X/H into a G/H-torsor. Choose a faithful linear representation G/H ֒→ GL n over K. This defines a left G/H-action on GL n . The fibration X × G GL n is defined to be the quotient of X/H × K GL n under the right G-action given by (x, y) → (xg, g −1 y). It exists by [Jan87, I 5.14] and is a GL n -torsor. Applying the flat base change X/H × K − to the injection G/H ֒→ GL n we obtain the commutative diagram
which is G/H-equivariant. Therefore it descends to the quotients and yields
which is a G/H-equivariant embedding of X/H into a GL n -torsor over Y . By Hilbert 90 we have H 1 (F, GL n ) = 0 and thus the latter GL n -torsor is trivial. So it is isomorphic to the spectrum of the F -algebra
Suppose that X/H is the spectrum of the F -algebra S. Then the embedding (5) induces a surjection
where W denotes the image of the matrix Z in S. Since the map is G/H-equivariant, the G/H-action on S is given by mapping W to W C for C ∈ (G/H)(L) ֒→ GL n (L) (for a K-algebra L). Thus the matrix A := ∂(W )W −1 is G/H-invariant and has therefore entries in F = S G/H . So W is a fundamental matrix for A ∈ Mat n (F ) and generates E H . We have a natural inclusion G/H ֒→ Gal ∂ (E H /F ) which becomes an isomorphism after the faithfully flat base change X/H × K −, so this inclusion must itself be an isomorphism. Now we are ready to prove the Galois Correspondence.
Theorem 4.4. Let F be a differential field with field of constants K and let E be a Picard-Vessiot field over F with ∂-Galois group G. Let H = {H ≤ G| H closed K-subgroup scheme of G} as well as
(1) The map
is an anti-isomorphism of lattices. The inverse map of Ψ is given by
(2) If H ∈ H is a normal subgroup scheme of G then E H is a Picard-Vessiot extension over F with ∂-Galois group G/H.
Proof. We proved (2) in 4.3. For (1) we first have to show that Ψ is well-defined. Let M ∈ M. We have a natural inclusion Gal ∂ (E/M ) ֒→ Gal ∂ (E/F ) and we have to show that it is closed. Let R ֒→ E be a Picard-Vessiot ring, then we showed in 2.12 that Gal ∂ (E/F ) is representable by the spectrum of the K-algebra (R ⊗ F R) ∂ where − ∂ means that we consider constants with respect to ∂. Thus, the group Gal
The kernel of this surjection is the defining ideal of Gal ∂ (E/M ) as a closed K-subgroup of Gal ∂ (E/F ). From 4.2, we directly conclude that Ψ and Φ are inverse to each other.
Examples
In this section we study some explicit examples. We consider the case of the Galois extension C/R with Galois group Γ generated by the complex conjugation τ .
5.1.
dt (y) = y over C(t) has the ringR = C(t)[y, y −1 ] as Picard-Vessiot ring. We extend the complex conjugation toR via τ (y) = y. The ring of invariants under τ is given by R = R(t)[y, y −1 ] which is a Picard-Vessiot ring by Theorem 3.1. The Galois group scheme G of R over R(t) is easily seen to be the group scheme G m over R. By Hilbert 90, we know that H 1 (Γ, G m (C)) is trivial and conclude by Theorem 3.2 that R is the only R-structure onR.
5.2. G ∼ = µ 3 . LetẼ = Quot(R) with R-structure E = Quot(R) from the previous example. Let µ 3 be the closed normal subgroup scheme of G m defined by the equation z 3 = 1. We have E µ 3 = R(t)(y 3 ) corresponding to µ 3 by the Galois correspondence. Note that we need to consider functorial invariants since µ 3 (R) = 1. Also note that E/R(t)(y 3 ) is a finite ∂-Galois extension but not a finite Galois extension in the usual sense. This comes from the fact that in the theory described here, we also consider finiteétale torsors as ∂-Galois (since the Galois Correspondence includes them).
5.3. G ∼ = SO 2 . Consider the differential equation ∂(y) = iy over C(t) which induces the Picard-Vessiot ringR = C(t)[y, y −1 ]. There is an analytical interpretation of y as the function exp(it). We extend the complex conjugation to a differential automorphism ofR by letting τ (y) = y −1 . The corresponding ring of Γ-invariants R is a Picard-Vessiot ring over R(t) for the equation
Here we use the notation of the proof of Theorem 3.1 where we choose the R-basis B = (1, i) of C. The base extension R ⊗ − yields the R-basis (1 ⊗ 1, 1 ⊗ i) ofR. With respect to this basis, we write y = 1 2 (y + τ (y))
⊗i.
Still following the proof of Theorem 3.1, the matrix
is a generating fundamental matrix of R = R(t)[cos(t), sin(t)] with the only relation cos(t) 2 + sin(t) 2 = 1. The Galois group scheme of R over R(t) is the group scheme SO 2 over R. By [Ser97, p.141], there is a bijection between H 1 (Γ, SO 2 (C)) and the set of classes of quadratic forms of rank 2 which have positive discriminant. We conclude that H 1 (Γ, SO 2 (C)) consists of two elements. A nontrivial cocycle χ is given by
Twisting the above Γ-action (τ (y) = y −1 ) with χ we obtain the action τ χ (y) = −y −1 . This action corresponds to the Picard-Vessiot ring R ′ = R(t)[i cos(t), i sin(t)] with the relation (i cos(t)) 2 + (i sin(t)) 2 = −1 and according to Theorem 3.1, the ring R ′ is a nontrivial C/R-form of R. A fundamental matrix for R ′ is given by
The Galois group scheme of R ′ over R(t) is again SO 2 . In general, different forms of a given Picard-Vessiot ring do not need to have isomorphic Galois group schemes.
We study the equation defined by
. A Picard-Vessiot ring for A over C(t) is given bỹ
generated by the fundamental matrix
An analytical interpretation would be x = e t cos(t) y = e t sin(t)
Taking invariants under the Γ-action given by τ (x) = x and τ (y) = y yields the R-structure
which has the Galois group scheme defined by the Hopf algebra
Here the Hopf algebra structure is given by matrix operations on the universal matrix namely
for comultiplication and similarly for coinverse and counit. Thus we see that G is a
By [Spr98, 12.3.4 . Proposition], there is an exact sequence of groups (all group schemes are commutative)
where the "1" comes from the surjectivity of δ. This implies that the map j is injective and thus H 1 (Γ, G(C)) is trivial, since H 1 (Γ, G m (C)) is trivial. Therefore, no nontrivial C/R-forms of R exist.
Monodromy and Galois actions
We consider the noncompact Riemann surface X which is obtained by removing a finite, nonemtpy set S of complex conjugate points from the Riemann sphere P 1 . We assume that ∞ is contained in S. To emphasize the fact that we are working over the complex numbers, we switch from the variable t to the variable z.
Let Γ denote the Galois group of C/R with generator τ . The group Γ acts continuously on X in the obvious way. We identify the sheaf of holomorphic functions O on X with itséspaceétalé p : O → X. So O is a Riemann surface with underlying space x∈X O x and p is a local homeomorphism (see [For81, Theorem 6 .8]).
Proposition 6.1. If f is a holomorphic function on U ⊂ X then the function τ.f given by
is homolorphic on τ (U ). We have the formula
In particular, this induces a continuous action of the group Γ on O.
Proof. Chain rule.
Next, we want to analyze how this action interacts with analytic continuation. Assume that f a is a germ of a holomorphic function at the point a ∈ X. By the proposition, τ.f a is a germ of a holomorphic function atā. Let I be the real unit interval and α : I −→ X be a closed path with α(0) = a. Letα be a lifting of α to O withα(0) = f a , i.e. an analytic continuation of f a along α. Then we define (τ.α)(t) := τ.(α(t)).
Because the action of Γ is continuous this yields a closed path in O with (τ.α)(0) = τ.f a which lifts the path τ • α. Thus we conclude that τ.α is the (unique) analytic continuation of τ.f a along τ • α.
This observation has implications on the monodromy representation of a linear differential equation. Namely let A ∈ Mat n (C(z)) with complex conjugate singularities S and let a ∈ X(R) be a real regular point, meaning that all the entries of A are holomorphic at a. The general theory ensures the existence of a fundamental
The monodromy representation
is given by analytic continuation of Y along paths in X with base point a. The image of this homomorphism is called the monodromy group of A. If we replace Y by another fundamental matrix for A then we obtain an equivalent representation.
Thus the monodromy group is defined up to conjugation.
Proposition 6.2. If µ Y is the monodromy representation of A ∈ Mat n (C(z)) then the monodromy representation of τ.A induced by τ.Y is given by
Proof. Using formula (6) from Proposition 6.1 we obtain
Y is a fundamental solution matrix of τ.A at τ (a) = a. Let α be a loop with base point a. By above remarks, the analytic continuation of τ.Y along τ • α is given by applying τ to the analytic continuation of Y along α. Therefore
The result follows by replacing α with τ −1 • α.
Descent with Riemann-Hilbert
The following corollary together with the Riemann-Hilbert correspondence will be the key to solving the inverse problem over R(z). We say that two ∂-equations Proof. Without restriction let 0 be a regular point for A. Then we obtain a fundamental solution matrix Y ∈ GL n (C((z))) with entries in the field of Laurent series. Here the derivation is extended to the field C((z)) in the obvious way such that the field of constants is still C. By definition the field C(z)(Y ) ⊂ C((z)) is a Picard-Vessiot extension over C(z). We may denote it byẼ because Picard-Vessiot extensions are unique over C(z). The group Γ = Gal(C/R) acts on C((z)) by acting on the coefficients of the power series. The asumption that A is equivalent to τ (A) implies that this Galois action restricts to an action onẼ. Thus 3.1 implies the assertion.
We remark that one can generalize this result to descend from K(z) to K(z) for any field K. Let RegSing(C(z), S) be the category of regular singular linear differential equations over C(z) with singularities contained in the finite set S ⊂ P 1 . Let Repr π 1 be the category of finite-dimensional complex linear representations of the fundamental group π 1 (P 1 \S). Both categories are neutral Tannakian categories over C. The main ingredient of the proof will be the Riemann-Hilbert correspondence which is stated in the following theorem. A proof may be found in [PS03, Theorem 6.15]. This theorem contains two striking facts both of which we will use in the proof of the main theorem. The first one is the existence of a regular singular equation for any prescribed monodromy representation. Secondly, a regular singular differential equation is determined up to equivalence by its monodromy representation:
Corollary 7.3. Two regular singular equations over C(z) are equivalent if and only if their monodromy representations are equivalent.
The inverse problem over R(z)
Now we combine the above results to prove the main theorem. Using descent theory one obtains an equivalence of categories between linear algebraic groups over R and such groups over C together with a (compatible) action of the Galois group Γ = Gal(C/R) ([Wat97, 17.3]).
Theorem 8.1. Every linear algebraic group G over R is the differential Galois group of a regular singular differential equation over R(z) .
Proof. Suppose G ⊂ GL n,R as group schemes over R. Then G(R) is the group of elements of G(C) ⊂ GL n (C) which are invariant under the natural action of Γ. By Lemma 5.13 in [PS03] there exist matrices C 1 , . . . , C r which generate a Zariski-dense subgroup of G(C). We choose r points in the complex upper halfplane and set S := {s 1 , . . . , s r , τ (s 1 ), . . . , τ (s r ), ∞} .
Let X denote the complement of S in P 1 . We choose a real basepoint a ∈ R. For 1 ≤ i ≤ r let α i be a loop around s i which does not enclose any s j for j = i. Then the group π 1 (X, a) is freely generated by the homotopy classes of α 1 , . . . , α r , τ where the last step follows, because µ τ.Y (α) = µ Y (α) holds due to above calculations. So on the monodromy group, the action of Γ on G(C) ⊂ GL n (C) coincides with the action defining the real algebraic group G. But since the monodromy group is Zariski-dense inside G(C), the action must coincide on the whole group G(C). Therefore the differential Galois group of E/R(z) is G.
