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Abstract
Suppose that {u(t , x)}t>0,x∈Rd is the solution to a d-dimensional parabolic Anderson model
with delta initial condition and driven by a Gaussian noise that is white in time and has a
spatially homogeneous covariance given by a nonnegative-definite measure f which satisfies
Dalang’s condition. Let pt(x) := (2pit)
−d/2 exp{−‖x‖2/(2t)} denote the standard Gaussian
heat kernel on Rd. We prove that for all t > 0, the process U(t) := {u(t , x)/pt(x) : x ∈ Rd} is
stationary using Feynman-Kac’s formula, and is ergodic under the additional condition fˆ{0} = 0,
where fˆ is the Fourier transform of f . Moreover, using Malliavin-Stein method, we investigate
various central limit theorems for U(t) based on the quantitative analysis of f . In particular,
when f is given by Riesz kernel, i.e., f(dx) = ‖x‖−βdx, we obtain a multiple phase transition
for the CLT for U(t) from β ∈ (0 , 1) to β = 1 to β ∈ (1 , d ∧ 2).
MSC 2010 subject classification: 60H15, 60H07, 60F05.
Keywords: parabolic Anderson model, stationarity, ergodicity, central limit theorem, Malliavin
calculus, Stein method.
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1 Introduction
Consider the following parabolic Anderson model:[
∂tu(t , x) =
1
2∆u(t , x) + u(t , x)η(t , x) for (t , x) ∈ (0 ,∞) × Rd,
subject to u(0) = δ0,
(1.1)
where η denotes a centered, generalized Gaussian random field with
E[η(t , x)η(s , y)] = δ0(t− s)f(x− y) [s, t ≥ 0, x, y ∈ Rd],
for a non-zero, nonnegative-definite, tempered Borel measure f on Rd. As in Walsh [23], by a
“solution” to (1.1) we mean a solution to the integral equation,
u(t , x) = pt(x) +
ˆ
(0,t)×Rd
pt−s(x− y)u(s , y) η(ds dy) a.s. for all t > 0 and x ∈ Rd, (1.2)
where pt(x) denotes the heat kernel; that is,
pt(x) =
e−‖x‖2/(2t)
(2pit)d/2
for t > 0 and x ∈ Rd.
The existence and uniqueness problem for (1.1) and of its variations have been studied extensively
by many authors [3,5,10]. In the present particular setting, it is easy to see that (1.2) has a [unique]
predictable solution u if and only if there exists a [unique] predictable solution U to the following:
U(t , x) = 1 +
ˆ
(0,t)×Rd
pt−s(x− y)ps(y)
pt(x)
U(s , y) η(ds dy), (1.3)
where the pairing (u ,U) is given by
U(t , x) :=
u(t , x)
pt(x)
for t > 0 and x ∈ Rd. (1.4)
It is possible to check directly that
pt−s(a)ps(b)
pt(a+ b)
= ps(t−s)/t
(
b− s
t
(a+ b)
)
for all 0 < s < t and a, b ∈ Rd. (1.5)
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In fact, both sides represent the probability density of (Xt−s ,Xs) where X denotes a Brownian
bridge that emenates from zero and is conditioned to reach a+ b at time t.
With the preceding in mind, (1.3) can be recast as the following linear integral equation:
U(t , x) = 1 +
ˆ
(0,t)×Rd
ps(t−s)/t
(
y − s
t
x
)
U(s , y) η(ds dy). (1.6)
In order to present the basic existence, uniqueness result for (1.6), hence also (1.1), let us introduce
the following function Υ : (0 ,∞)→ (0 ,∞]:
Υ(β) :=
1
(2pi)d
ˆ
Rd
fˆ(dy)
β + ‖y‖2 for all β > 0, (1.7)
where fˆ denotes the Fourier transform of f .
Then we have the following result, which is a variation on a celebrated theorem of Dalang [10]
to the linear setting of (1.1), started at initial measure δ0.
Theorem 1.1. Suppose Υ(β) < ∞ for one, hence all, β > 0. Then, the integral equation (1.6)
has a solution U = {U(t , x)}t>0,x∈Rd that is a predictable random field. Moreover, U is the only
predictable solution to (1.6) that satisfies the following for all ε ∈ (0 , 1), t > 0, and k ≥ 2:
sup
x∈Rd
E
(
|U(t , x)|k
)
≤
(
2
ε
)k
exp
{
tk
4
Υ−1
(
1− ε
4z2k
)}
:= ct,k, (1.8)
where zk denotes the optimal constant in the Burkholder–Davis–Gundy inequality for continuous
Lk(Ω)-martingales. Finally, U(t) := {U(t , x)}x∈Rd is a stationary random field for every t > 0,
and limt→0 U(t , x) = 1 in Lk(Ω) for every x ∈ Rd and for all k ≥ 2.
From now on, we always assume the following.
Υ(1) <∞ and f(Rd) > 0. (1.9)
Thanks to (1.4) and Theorem 1.1, the finiteness of Υ(1) implies that (1.1) has a predictable solution
u that uniquely satisfies that u(t , x) = (1 + o(1))pt(x) in L
k(Ω) as t → 0 for every x ∈ Rd and
for all k ≥ 2. Furthermore, the strict positivity of the total mass of f is assumed merely to avoid
degeneracies in (1.1). Before we delve deeper into that topic, however, let us pause and make a few
remarks.
Remark. When d = 1 and η denotes space-time white noise [f = δ0], the existence and uniqueness
of u, hence also U , are especially well known; see for example [3]. In that case, the stationarity
of U(t) was proved first by Amir et al [1] using methods of integrable probability. Our proof of
stationarity relies only on the Feynman-Kac’s formula and works in the present much more general
setting.
Remark. It is possible to prove, using ideas from Dalang [10], that the (d+1)-parameter random
field U has a version that is continuous in Lk(Ω) for every k ≥ 2. In turn, this fact and a suitable
extension of Doob’s separability theory (see Doob [13]) together show that U has a Lebesgue-
measurable version that solves (1.6). From now on, we always choose this version of U (and denote
it also by U).
With (1.9) in place and the above remarks under way, we return to the topic at hand and
present the first novel contribution of this paper.
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Theorem 1.2. If fˆ{0} = 0, then U(t) is ergodic for all t > 0.
According to Theorem 1.1 in Chen et al [6], the condition fˆ{0} = 0 determines the spatial
ergodicity of the solution to (1.1) with flat initial condition. In the case of delta initial condition,
fˆ{0} = 0 also implies the spatial ergodicity of U according to Theorem 1.2. For each fixed N ≥ e,
we introduce the spatial average
SN,t = 1
Nd
ˆ
[0,N ]d
[U(t, x)− 1] dx. (1.10)
Then, condition fˆ{0} = 0, Theorem 1.2, and the ergodic theorem together imply the following law
of large numbers: For every t > 0,
lim
N→∞
SN,t = 0 a.s. and in Lk(Ω) for all k ≥ 2.
The main result of this paper is a corresponding central limit theorem (CLT), which turns out to
hold in the strongest possible sense of convergence in total variation. Let Z denote the standard
Gaussian random variable, and recall that the total variation distance between random variables
X and Y on R is defined as
dTV(X ,Y ) = sup |P(X ∈ B)− P(Y ∈ B)|,
where the supremum is take over all Borel subsets B of R. We define the following quantity
associated with f :
R(f) := 1
pid
ˆ ∞
0
ds
ˆ
Rd
fˆ(dz)
d∏
j=1
1− cos(szj)
(szj)2
. (1.11)
We are ready to state our first CLT for the spatial average of U(t) [see (1.10)].
Theorem 1.3. If R(f) <∞, then for all fixed t > 0 there exists C = C(t) > 0 such that
dTV
(
SN,t√
Var(SN,t)
,Z
)
≤ C√
N
for every N ≥ e.
The asymptotic behavior of Var(SN,t) will be discussed in detail in Theorem 5.1 below. It
follows from that analysis and from Theorem 1.3 that, if R(f) <∞, then
√
NSN,t = 1
Nd−(1/2)
ˆ
[0,N ]d
[U(t , x) − 1] dx d−→ N(0 , tR(f)) as N →∞,
where “
d−→” denotes convergence in distribution.
We will see in Lemma 5.9 below that R(f) <∞ only if d ≥ 2. Thus, the preceding CLT has no
content in dimension one. When d = 1, we are able to derive a CLT under the additional constraint
f(R) <∞. According to Theorem 1.1 in Chen et al [7], the finiteness condition f(R) <∞ implies
a CLT for the solution to (1.1) with flat initial condition. The same holds in the present setting of
delta initial condition, except the rate is different (and so are many of the underlying arguments).
Theorem 1.4 (d = 1). If f(R) <∞ and d = 1, then for all fixed t > 0 there exists C = C(t) > 0
such that
dTV
(
SN,t√
Var(SN,t)
,Z
)
≤ C
√
logN
N
for all N ≥ e.
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In particular, Theorem 1.4 and Theorem 5.2 below together imply that, if d = 1 and f = aδ0
for some a > 0, then√
N
logN
SN,t = 1√
N logN
ˆ N
0
[U(t, x) − 1] dx d−→ N(0 , 2tf(R)) = N(0 , 2ta) as N →∞.
On the other hand, if the measure f is finite, as well as a Rajchman measure1, then√
N
logN
SN,t = 1√
N logN
ˆ N
0
[U(t , x) − 1] dx d−→ N(0 , tf(R)) as N →∞.
The above results give a more or less comprehensive idea of the CLT for U(t) when R(f) <∞,
especially when the measure f is in addition finite. By contrast with this case, there does not
seem to be a canonical description of a CLT when R(f) = ∞. This condition occurs for any
ambient dimension d, for example when f is given by a Riesz kernel; see Remark 5.11 below. In
the following, we will present the CLT specifically in the case that f is given by Riesz kernel that
satisfies Dalang’s condition, Υ(1) < ∞; that is, when f(dx) = ‖x‖−β dx where 0 < β < 2 ∧ d. In
contrast with what happens in the case that the initial condition is flat (see Huang et al [17]), the
CLT for U undergoes a multiple phase transition from β ∈ (0 , 1) to β = 1 to β ∈ (1 , d ∧ 2).
Theorem 1.5. If f(dx) = ‖x‖−βdx for some β ∈ (0 , d ∧ 2), then for all fixed t > 0 there exists
C = C(t) > 0 such that for all N ≥ e,
dTV
(
SN,t√
Var(SN,t)
,Z
)
≤

CN−β/2 if β ∈ (0 , 1),
C
√
log(N)/N if β = 1,
CN−(2−β)/2 if β ∈ (1 , 2).
As a consequence of Theorem 1.5 and Theorem 5.4 below, we obtain the following CLTs:
(A) If 0 < β < 1, then
Nβ/2SN,t = 1
Nd−(β/2)
ˆ
[0,N ]d
[U(t , x)− 1] dx d−→ N(0 , tσ0,β,d) as N →∞;
(B) If β = 1, then√
N
logN
SN,t = 1
Nd−(1/2)
√
logN
ˆ
[0,N ]d
[U(t , x)− 1] dx d−→ N(0 , tσ1,β,d) as N →∞; and
(C) If 1 < β < 2 ∧ d, then
N1−(β/2)SN,t = 1
Nd−1+(β/2)
ˆ
[0,N ]d
[U(t , x)− 1] dx d−→ N(0 , t2−βσ2,β,d) as N →∞;
where σ0,β,d, σ1,β,d, and σ2,β,d are non-degenerate and defined explicitly in Theorem 5.4.
1We recall that a finite measure f is Rajchman if its Fourier transform Rd ∋ x 7→ fˆ(x) :=
´
Rd
eix·y f(dy) vanishes
at infinity; that is, lim‖x‖→∞ fˆ(x) = 0. Lyons [19] discusses a survey of the rich subject of Rajchman measures. Note
that, in the present setting, fˆ : Rd → R is a non-negative, non-negative definite, uniformly bounded, and continuous
function.
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Remark. The convergence rates for the total variation distance in Theorems 1.3, 1.4 and 1.5 are
the natural ones. Indeed, one can observe that in each case the convergence rate for the total
variation distance is of the same order as
√
Var(SN,t) as N →∞ (see Theorems 5.1, 5.2 and 5.4).
Such a relation also holds in the context of spatial CLT for SPDEs in [8, 9, 12,15–17,22].
Remark. One can follow the method in [8] to prove the functional CLT in time corresponding to
the CLTs below Theorems 1.3, 1.4 and 1.5 respectively. For instance, one can use the argument
in [8, Proposition 4.1] to compute the covariance of the limit Gaussian process and then prove the
convergence of finite dimensional distributions and tightness. We leave these for interested readers.
The organization of this paper is as follows. We establish the well-posedness and spatial sta-
tionarity for the solution to (1.6) in Theorem 1.1 in Section 3. The ergodicity property in Theorem
1.2 is proved in Section 4. Section 5 is devoted to analyzing the asymptotic behavior of the variance
of spatial average. Moreover, we present the estimates on total variation distance in Theorems 1.3,
1.4 and 1.5 in Section 6. And the last section is an Appendix that contains a few technical lemmas
that are used throughout the paper.
Let us conclude the Introduction by setting forth some notation that will be used throughout.
We write “g1(x) . g2(x) for all x ∈ X” when there exists a real number L such that g1(x) ≤ Lg2(x)
for all x ∈ X. Alternatively, we might write “g2(x) & g1(x) for all x ∈ X.” By “g1(x) ≍ g2(x) for
all x ∈ X” we mean that g1(x) . g2(x) for all x ∈ X and g2(x) . g1(x) for all x ∈ X. Finally,
“g1(x) ∝ g2(x) for all x ∈ X” means that there exists a real number L such that g1(x) = Lg2(x)
for all x ∈ X. For every Z ∈ Lk(Ω), we write ‖Z‖k instead of the more cumbersome ‖Z‖Lk(Ω).
2 Preliminaries
2.1 The BDG inequality
Let us collect a few facts about the optimal constants {zk}k≥2 of the Burkholder–Davis–Gundy
[BDG] inequality.
First, recall from the BDG inequality that for every continuous L2(Ω)-martingale {Mt}t≥0,
E
(
|Mt|k
)
≤ zkkE
(
〈M〉k/2t
)
for all t ≥ 0 and k ≥ 2.
Davis [11] has shown that every zk is the largest positive root of a certain special function. In
particular, that zk is the largest positive root of the monic Hermite polynomial Hek when k is an
even integer. These remarks and the appendix of Carlen and Kree [2] together imply the following:
z2 = 1, z4 =
√
3 +
√
6 ≈ 2.334, and sup
k≥2
zk√
k
= lim
k→∞
zk√
k
= 2. (2.1)
Moreover, the the special case where the martingale M is Brownian motion shows us that
zk ≥ ‖N(0 , 1)‖k =
√
2
[
1√
pi
Γ
(
k + 1
2
)]1/k
for all k ≥ 2. (2.2)
Therefore, we learn from the Stirling formula that zk is bounded from above and from below by
non-degenerate multiples of
√
k, uniformly for all k ≥ 2.
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2.2 The Clark-Ocone formula
Define H0 to be the reproducing kernel Hilbert space, spanned by all real-valued functions on Rd,
that corresponds to the inner product 〈φ ,ψ〉H0 := 〈φ ,ψ ∗ f〉L2(Rd), and set H := L2(R+ × H0).
The Gaussian family {W (h)}h∈H formed by the Wiener integrals
W (h) =
ˆ
R+×Rd
h(s , x) η(ds dx) [h ∈ H]
defines an isonormal Gaussian process on the Hilbert space H. In this framework we can develop
the Malliavin calculus (see, for instance, [20]). We denote by D the Malliavin derivative operator,
and by δ the corresponding divergence operator whose domain in L2(Ω) is denoted by Dom[δ].
Let {Fs}s≥0 denote the filtration generated by the infinite dimensional white noise t 7→ η(t);
that is, Ft is the filtration generated by all Wiener integrals of the form
´
(0,t)×Rd φdη as φ ranges
over all test functions of rapid decrease [which are easily seen to be dense in H]. A basic idea used
in this paper is the Clark-Ocone formula (see [6, Proposition 6.3]),
F = E[F ] +
ˆ
R+×Rd
E [Ds,yF | Fs] η(ds dz), (2.3)
valid a.s. for every random variable F in the Gaussian Sobolev space D1,2. Using Jensen’s in-
equality for conditional expectation, this equality leads immediately to the following Poincare´-type
inequality:
|Cov(F ,G)| ≤
ˆ ∞
0
ds
ˆ
Rd
dy
ˆ
Rd
f(dy′) ‖Ds,yF‖2
∥∥Ds,y′+yG∥∥2 (2.4)
for F,G ∈ D1,2 provided that DF and DG are real-valued random variables.
2.3 The Malliavin–Stein method
Recall that the total variation distance between two Borel probability measures µ and ν on R is
defined as
dTV(µ , ν) = sup |µ(B)− ν(B)|,
where the supremum is taken over all Borel subsets B of R. We might abuse notation and write
dTV(F ,G), dTV(F , ν), or dTV(µ ,G) instead of dTV(µ , ν) whenever the laws of F and G are
respectively µ and ν.
A combination of Malliavin calculus and Stein’s method for normal approximations leads to the
following bound on the total variation distance (see [21, Theorem 8.2.1]):
Proposition 2.1. Suppose F ∈ D1,2 satisfies E[F 2] = 1 and F = δ(v) for some element v in the
domain in L2(Ω) of the divergence operator δ. Then,
dTV(F ,N(0 , 1)) ≤ 2
√
Var (〈DF , v〉H). (2.5)
3 Existence, uniqueness and stationarity: proof of Theorem 1.1
The proof of Theorem 1.1 follows a route that is nowadays standard. Therefore, we sketch the bulk
argument, enough to make sure that the numerology of (1.8) is explained in sufficient detail. Also,
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the proof does require one technical lemma that we state and prove next. The following identity
will be used several times later on:
(pr ∗ f) (x) = 1
(2pi)d
ˆ
Rd
e−r‖y‖
2/2eix·yfˆ(dy), for all r > 0 and x ∈ Rd. (3.1)
Since pr is a test function of rapid decrease for every r > 0, the above identity follows from the
very definition of fˆ .
Recall the function Υ defined in (1.7).
Lemma 3.1.
´ t
0 exp{−β{s ∧ (t− s)}}(p2s(t−s)/t ∗ f)(0) ds ≤ 4Υ(2β) for every t, β > 0.
Proof. We apply the identity (3.1) with r = 2s(t− s)/t in order to find that
(
p2s(t−s)/t ∗ f
)
(0) =
1
(2pi)d
ˆ
Rd
e−s(t−s)‖y‖
2/tfˆ(dy) ≤ 1
(2pi)d
ˆ
Rd
exp
(
−s ∧ (t− s)
2
‖y‖2
)
fˆ(dy),
using the elementary fact that s(t− s)/t ≥ 12 [s∧ (t− s)]. Integration and symmetry together imply
ˆ t
0
e−β{s∧(t−s)}
(
p2s(t−s)/t ∗ f
)
(0) ds ≤ 2
(2pi)d
ˆ t/2
0
e−βs ds
ˆ
Rd
e−s‖y‖
2/2fˆ(dy).
The bound
´ t/2
0 ( · · · ) ≤
´∞
0 ( · · · ) yields the lemma.
With Lemma 3.1 under way, we can start the proof of Theorem 1.1.
Proof of Theorem 1.1 (part 1): Existence and uniqueness. Throughout the proof, define
βε,k :=
1
2
Υ−1
(
1− ε
4z2k
)
. (3.2)
We begin by proving existence and uniqueness.
The proof of existence and uniqueness works by Picard iteration, as is customary, and uses ideas
from Foondun and Khoshnevisan [14] in order to establish the moment bound (1.8) and uniqueness.
Define for all t > 0 and x ∈ Rd, U0(t , x) := 1 and
Un+1(t , x) = 1 +
ˆ
(0,t)×Rd
ps(t−s)/t
(
y − s
t
x
)
Un(s , y) η(ds dy), (3.3)
valid for every n ∈ Z+. Define, for all t > 0, n ∈ N, and x ∈ Rd,
Dn(t , x) := Un(t , x)− Un−1(t , x) and En(t) := sup
a∈Rd
‖Dn(t , a)‖2k.
We first observe that, because of the semigroup property of the heat kernel,
D1(t , x) =
∥∥∥∥∥
ˆ
(0,t)×Rd
ps(t−s)/t
(
y − s
t
x
)
η(ds dy)
∥∥∥∥∥
2
k
≤ z2k
ˆ t
0
ds
ˆ
Rd
dy
ˆ
Rd
f(dy′) ps(t−s)/t(y)ps(t−s)/t(y′ + y)
= z2k
ˆ t
0
ds
ˆ
Rd
f(dw) p2s(t−s)/t(w).
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Therefore, we may appeal Lemma 3.1 to find that for every β > 0,
D1(t , x) ≤ z2keβt
ˆ t
0
e−β{s∧(t−s)}ds
ˆ
Rd
f(dw) p2s(t−s)/t(w) ≤ 4z2keβtΥ(2β). (3.4)
Next, we might observe that
‖Dn+1(t , x)‖2k
=
∥∥∥∥∥
ˆ
(0,t)×Rd
ps(t−s)/t
(
y − s
t
x
)
Dn(s , y) η(ds dy)
∥∥∥∥∥
2
k
≤ z2k
ˆ t
0
ds
ˆ
Rd
dy
ˆ
Rd
f(dw) ps(t−s)/t
(
y − s
t
x
)
ps(t−s)/t
(
w + y − s
t
x
)
‖Dn(s , y)Dn(s ,w + y)‖k/2
≤ z2k
ˆ t
0
[En(s)]2 ds
ˆ
Rd
dy
ˆ
Rd
f(dw) ps(t−s)/t
(
y − s
t
x
)
ps(t−s)/t
(
w + y − s
t
x
)
= z2k
ˆ t
0
En(s) ds
ˆ
Rd
f(dw) p2s(t−s)/t(w).
Since the right-hand side does not depend on x, we may optimize to find that
e−βtEn+1(t) ≤ z2ke−βt
ˆ t
0
En(s) ds
ˆ
Rd
f(dw)p2s(t−s)/t(w)
= z2k
ˆ t
0
e−β{s∨(t−s)}En(s)e−β{s∧(t−s)} ds
ˆ
Rd
f(dw)p2s(t−s)/t(w)
≤ z2k
ˆ t
0
e−βsEn(s)e−β{s∧(t−s)} ds
ˆ
Rd
f(dw)p2s(t−s)/t(w).
In particular, set
Fn(t , β) := sup
s∈(0,t]
[
e−βsEn(s)
]
for all n ∈ N and t, β > 0,
in order to deduce from Lemma 3.1 that Fn+1(t , β) ≤ 4z2kΥ(2β)Fn(t , β). Plug in β = βε,k, defined
in (3.2), to find inductively that
Fn+1(t , βε,k) ≤ (1− ε)Fn(t , βε,k) ≤ · · · ≤ (1− ε)nF1(t , βε,k).
Now, we can read off from (3.4) that F1(t , βε,k) = sups∈(0,t][exp{−βε,ks}E1(s)] ≤ 4z2kΥ(2βε,k) =
1− ε. This yields Fn+1(t , βε,k) ≤ (1− ε)n+1, and hence
sup
x∈Rd
‖Un+1(t , x)− Un(t , x)‖2k ≤ (1− ε)n+1eβε,kt for all t > 0 and n ∈ Z+.
At this point, standard arguments imply that U(t , x) := limn→∞Un(t , x) exists in Lk(Ω) for every
k ≥ 2 and solves (1.1). Moreover,
‖U(t , x)‖k ≤ ‖U0(t , x)‖k+
∞∑
n=0
‖Un+1(t , x)−Un(t , x)‖k ≤ 1+eβε,kt/2
∞∑
m=1
(1−ε)m/2 ≤ exp (βε,kt/2)
1−√1− ε .
Since 1−√1− ε ≥ ε/2, this proves (1.8).
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Proof of Theorem 1.1 (part 2): Stationarity. For every ε > 0 we define a new Gaussian noise ηε
via its Wiener integrals,
ˆ
(0,t)×Rd
ϕ(y) ηε(ds dy) :=
ˆ
(0,t)×Rd
(ϕ ∗ pε) (y) η(ds dy) for all t > 0 and ϕ ∈ H0.
Because of the semigroup property of the heat kernel, ηε is a generalized Gaussian random field
with
Cov [ηε(t , x) , ηε(s , y)] = δ0(t− s)fε(x− y), where fε := p2ε ∗ f.
As is customary in distribution theory, the rapidly-decreasing test function fε is identified with a
positive-definite tempered measure [also denoted by fε] that, among many other things, satisfies
(1.9). In fact, the total mass of the measure fε is merely the total integral of the function fε, which
is f(Rd). Let Υε be defined as in (1.7), but with f replaced by fε, in order to see immediately
that Υε ≤ Υ pointwise. Thus, the already-proved portion of Theorem 1.1 applies to show that the
stochastic PDE
∂tu
ε = 12∆u
ε + uεηε on (0 ,∞) × Rd,
subject to uε(0) = δ0 on R
d,
has a predictable random-field solution uε that is unique subject to
sup
(t,x,ε)∈(0,T )×Rd×(0,∞)
‖uε(t , x)/pt(x)‖k <∞ for every T > 0 and k ≥ 2.
Let us expand on this a little as follows: For every z ∈ Rd, consider the SPDE[
∂tu
ε(t , x; z) = 12∆xu
ε(t , x ; z) + uε(t , x ; z)ηε(t , x) on (0 ,∞) ×Rd,
subject to uε(0 , • ; z) = δz(•) on Rd.
Then we can apply the same argument that was used in the already-proved portion of Theorem
1.1 in order to establish the existence of a random-field solution uε(• , • ; z) to the preceding, one
for every z ∈ Rd, that is unique among all that satisfy
LT,k := sup
(t,x,z,ε)∈(0,T )×Rd×Rd×(0,∞)
‖uε(t , x ; z)/pt(x)‖k <∞ for every T > 0 and k ≥ 2.
We remark that uε(t , x ; 0) = uε(t , x) for all t, ε > 0 and x ∈ Rd.
Let U ε(t , x) := uε(t , x)/pt(x) and U
ε(t , x ; z) := uε(t , x ; z)/pt(x) for all t > 0, ε ∈ (0 , 1),
and x, z ∈ Rd; confer with (1.4). The method of Dalang [10] can be used to show also that
(t , x , z) 7→ U ε(t , x ; z) – hence also (t , x , z) 7→ uε(t , x ; z) – is continuous in Lk(Ω) for every
k ≥ 2 and ε > 0. We skip the details and mention only that, in particular, uε and U ε both have
Lebesgue-measurable versions for every ε > 0, which we always use.
Choose and fix an arbitrary non-random function v0 ∈ L∞(Rd) to see from linearity that
vε(t , x) :=
ˆ
Rd
uε(t , x ; z)v0(z) dz [t > 0, x ∈ Rd] (3.5)
is the unique predictable solution to the SPDE[
∂tv
ε(t , x) = 12∆v
ε(t , x) + vε(t , x)ηε(t , x) for (t , x) ∈ (0 ,∞) × Rd,
subject to vε(0) = v0 on R
d,
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that satisfies
L′T,k,ε := sup
(t,x)∈(0,T )×Rd
‖vε(t , x)‖k <∞ for every T, ε > 0 and k ≥ 2.
Recall that vε has the following mild formulation:
vε(t , x) = (pt ∗ v0)(x) +
ˆ
(0,t)×Rd
pt−s(y − x)vε(s , y) ηε(ds dy)
= (pt ∗ v0)(x) +
ˆ
(0,t)×Rd
(ˆ
Rd
pt−s(y − x)vε(s , y)pε(y − z) dy
)
η(ds dz),
thanks to a stochastic Fubini argument, which we skip. The spatial correlation function fε of η
ε
clearly is in S (Rd) and hence is bounded; in fact,
fε(x) = (p2ε ∗ f) (x) ≤ 1
(2pi)d
ˆ
Rd
e−ε‖y‖
2
fˆ(dy) <∞ for all ε ∈ (0 , 1) and x ∈ Rd; see (3.1).
Let B denote a standard Brownian motion that is independent of η, and let EB and Eη denote,
respectively, the conditional expectation operators given B and η. According to general theory (see
Hu and Nualart [18, Proposition 5.2]), vε has a Feynman–Kac representation
vε(t , x) = Eη
[
v0(Bt + x) exp
(ˆ
(0,t)×Rd
pε (y − x−Bt−s) η(ds dy)− 12tfε(0)
)]
.
Define
Bt,ws := Bs −
s
t
(Bt − w) for all s ∈ [0 , t] and t > 0 and w ∈ Rd.
We can see that Bt,w is a Brownian bridge on [0 , t], conditioned to go from the space-time point
(0 , 0) to the space-time point (t , w). And in fact,
ps(t−s)/t
(
y − s
t
x
)
of (1.6) is the probability density of Bt,xs at y.
Because {Bt,ws }s∈[0,t] is independent of Bt, we may disintegrate and write
vε(t , x) =
ˆ
Rd
pt(z − x)Eη
[
exp
(ˆ
(0,t)×Rd
pε
(
y − x−Bt,zt−s
)
η(ds dy)− 12 tfε(0)
)]
v0(z) dz.
We compare the above to (3.5) in order to deduce from the fact that v0 ∈ L∞(Rd) is arbitrary that
the following is a version of uε(t , x ; z):
uε(t , x ; z) = pt(z − x)Eη
[
exp
(ˆ
(0,t)×Rd
pε
(
y − x−Bt,zt−s
)
η(ds dy)− 12tfε(0)
)]
.
We adopt this version of uε(t , x ; z) [rather than the old ones]. Set z = 0 to see that we have
adopted the following versions of uε(t , x) and U ε(t , x):
uε(t , x) = pt(x)Eη
[
exp
(ˆ
(0,t)×Rd
pε
(
y − x−Bt,0t−s
)
η(ds dy)− 12tfε(0)
)]
, and hence
U ε(t , x) = Eη
[
exp
(ˆ
(0,t)×Rd
pε
(
y − x−Bt,0t−s
)
η(ds dy)− 12tfε(0)
)]
.
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According to the Malliavin-calculus method of Hu and Nualart [18] (see also [5, Theorem 1.9(2)]),
limε→0 U ε(t , x) = U(t , x) in L2(Ω) for every t > 0 and x ∈ Rd. Therefore, our goal of proving the
stationarity of U(t) would follow once we demonstrate the stationarity of U ε(t) for every t, ε > 0.
But that is not hard to do. Indeed, by the Itoˆ-Walsh isometry for stochastic integrals,
Eη
[ˆ
(0,t)×Rd
pε
(
y − a−Bt,0t−s
)
η(ds dy)×
ˆ
(0,t)×Rd
pε
(
y − b−Bt,0t−s
)
η(ds dy)
]
=
ˆ t
0
ds
ˆ
Rd
dy
ˆ
Rd
f(dz) pε
(
y − a−Bt,−at−s
)
pε
(
z + y − b−Bt,−bt−s
)
= t
ˆ
Rd
f(dz) p2ε (z − b+ a) [semigroup property]
= t (p2ε ∗ f) (b− a) ,
which proves the asserted stationarity of U ε(t) for every t, ε > 0.
Remark 3.2. As a consequence of Feynman-Kac formula, we can see immediately that U(t , x) ≥ 0
a.s. for all t > 0 and x ∈ Rd.
Proof of Theorem 1.1 (part 3): Behavior near t = 0. We now complete the proof by showing that
limt→0 U(t , x) = 1 in Lk(Ω) for every x ∈ Rd. By stationarity, it suffices to consider only the case
that x = 0. Now in accord with (1.6) and (1.8), there exists a real number K such that, uniformly
for all t ∈ (0 , 1),
E
(
|U(t , 0) − 1|k
)
≤ E
ˆ t
0
ds
ˆ
Rd
dy
ˆ
Rd
f(dw) ps(t−s)/t(y)ps(t−s)/t(w + y)‖U(s , y)U(s ,w + y)‖k/2
≤ K
ˆ t
0
ds
ˆ
Rd
dy
ˆ
Rd
f(dw) ps(t−s)/t(y)ps(t−s)/t(w + y)
= K
ˆ t
0
(
p2s(t−s)/t ∗ f
)
(0) ds ≤ Keβt
ˆ t
0
e−β{s∧(t−s)}
(
p2s(t−s)/t ∗ f
)
(0) ds
≤ 4KeβtΥ(2β) for all β > 0.
Set β = 1/t to find that E(|U(t , 0) − 1|k) ≤ 4KeΥ(2/t) → 0 as t → 0, owing to the dominated
convergence theorem, (1.7), and the theorem’s condition that Υ(β) <∞ for one, hence all, β > 0.
This concludes the proof.
4 Ergodicity: proof of Theorem 1.2
The following bound on the Malliavin derivative of U(t , x) is a key technical result of the paper.
Among other things, it also plays a central role in our proof of Theorem 1.2.
Proposition 4.1. Choose and fix k ≥ 2, t > 0, and x ∈ Rd. Then, U(t , x) ∈ ∩k≥2D1,k, and for
almost every (s , y) ∈ (0 , t)× Rd,
‖Ds,yU(t , x)‖k ≤ 64
7
exp
{
t
2
[
β7/8,k +
1
2
Υ−1
(
1
32z2k
)]}
ps(t−s)/t
(
y − s
t
x
)
:= Ct,k ps(t−s)/t
(
y − s
t
x
)
, (4.1)
where βε,k was defined in (3.2).
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Because of (1.4), U(t , x) ∈ ∩k≥2D1,k iff u(t , x) ∈ ∩k≥2D1,k. Thus, portions of the above are
already included in the work of Chen et al [4, Proposition 5.1]. The point here is mainly the explicit
bound for the moments of the Malliavin derivative of U(t , x).
Remark 4.2. Properties of the Malliavin derivative, and (1.5), together imply that the inequality
of Proposition 4.1 is equivalent to the following:
‖Ds,yu(t , x)‖k ≤ 64
7
exp
{
t
2
[
β7/8,k +
1
2
Υ−1
(
1
32z2k
)]}
pt(x)ps(t−s)/t
(
y − s
t
x
)
=
64
7
exp
{
t
2
[
β7/8,k +
1
2
Υ−1
(
1
32z2k
)]}
pt−s(x− y)ps(y).
The proof of Proposition 4.1 requires some notation and two intervening lemmas.
Define u0(t , x) = pt(x), and iteratively let
un+1(t , x) = pt(x) +
ˆ
(0,t)×Rd
pt−r(x− z)un(r , z) η(dr dz) (4.2)
for every n ∈ Z+. It is easy to see that, for every n ≥ 2, un(t , x) = pt(x)Un(t , x), where Un was
defined in the proof of Theorem 1.1, and denotes the nth stage in the Picard iteration approximation
of U . It follows from the proof of Theorem 1.1 that un(t , x) converges to u(t , x) = pt(x)U(t , x) in
Lk(Ω) as n → ∞ for every k ≥ 2. It also follows from basic properties of the Malliavin derivative
that a.s.,
Ds,yun+1(t , x) = pt−s(x− y)un(s , y) +
ˆ
(s,t)×Rd
pt−r(x− z)Ds,yun(r , z) η(dr dz), (4.3)
for almost every (s , y) ∈ (0 , t) × Rd, and all n ∈ Z+ for which the right-hand side is well defined.
The following shows inductively that indeed the right-hand side is well defined for every n, and
provides a bound on its Lk(Ω)-norms.
Lemma 4.3. Choose and fix n ∈ N, k ≥ 2, t > 0, and x ∈ Rd, and let β := β7/8,k, as defined in
(3.2). Then,
‖Ds,yun(t , x)‖k ≤ αneβ(t−s)/2pt−s(x− y)ps(y), (4.4)
for almost every (s , y) ∈ (0 , t) × Rd, where
α1 := sup
m∈Z+
sup
x∈Rd
sup
s∈(0,t]
‖Um(s , x)‖k <∞ and αn :=
(√
8
[
1− 2−n]+ 2−n)α1 ≤ 4α1,
for the random fields {Un}∞n=0 defined in the proof of Theorem 1.1.
The fact that α1 is finite is a consequence of the proof of (1.8). In fact, the proof of Theorem
1.1 [with ε = 7/8] shows that
α1 ≤ 16
7
exp
{
t
4
Υ−1
(
1
32z2k
)}
. (4.5)
Proof of Lemma 4.3. We proceed to prove (4.4) by using induction on n.
Because Ds,yu0(t , x) = 0, it follows from (4.3) that ‖Ds,yu1(t , x)‖k ≤ α1pt−s(x − y)ps(y). In
particular, (4.4) holds for n = 1. Next, we suppose (4.4) is true for some integer n ≥ 1 and proceed
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to prove that it is true when n is replaced by n+1. With this aim in mind, observe using the BDG
inequality that
En+1 = En+1(s , y , t , x , k) := ‖Ds,yun+1(t , x)‖2k
satisfies
En+1 ≤ 2α21 [pt−s(x− y)ps(y)]2 + 2z2k
ˆ t
s
dr
ˆ
Rd
dz
ˆ
Rd
f(dz′)
× pt−r(x− z)pt−r(x− z − z′) ‖Ds,yun(r , z)‖k
∥∥Ds,yun(r , z′ + z)∥∥k
≤ 2α21 [pt−s(x− y)ps(y)]2 + 2z2kα2n [ps(y)]2
ˆ t−s
0
eβr dr
ˆ
Rd
dz
ˆ
Rd
f(dz′)
× pt−s−r(x− z)pr(z − y)pt−s−r(x− z − z′)pr(z′ + z − y),
thanks to the induction hypothesis and a change of variables [r ↔ r − s]. Apply (1.5) in order to
find that
En+1 ≤ 2α21 [pt−s(x− y)ps(y)]2 + 2z2kα2n [pt−s(x− y)ps(y)]2
ˆ t−s
0
eβ{r∨(t−s−r)} dr
ˆ
Rd
dz
ˆ
Rd
f(dz′)
× pr(t−s−r)/(t−s)
(
z − y − r
t− s(x− y)
)
pr(t−s−r)/(t−s)
(
z′ + z − y − r
t− s(x− y)
)
= [pt−s(x− y)ps(y)]2
{
2α21 + 2z
2
kα
2
n
ˆ t−s
0
eβ{r∨(t−s−r)}
(
p2r(t−s−r)/(t−s) ∗ f
)
(0) dr
}
,
where we have appealed to the semigroup property of the heat kernel for the last line. Take square
roots and apply the simple inequality (|a|+ |b|)1/2 ≤ |a|1/2+ |b|1/2 — valid for all a, b ∈ R — to see
that
‖Ds,yun+1(t , x)‖k
pt−s(x− y)ps(y) ≤
√
2α1 + αn
{
2z2k
ˆ t−s
0
eβ{r∨(t−s−r)}
(
p2r(t−s−r)/(t−s) ∗ f
)
(0) dr
}1/2
.
Since r ∨ (t− s− r) = t− s− {r ∧ (t− s− r)}, this proves that
‖Ds,yun+1(t , x)‖k
pt−s(x− y)ps(y) ≤
√
2α1 + αne
β(t−s)/2
{
2z2k
ˆ t−s
0
e−β{r∧(t−s−r)}
(
p2r(t−s−r)/(t−s) ∗ f
)
(0) dr
}1/2
≤
√
2α1 + αne
β(t−s)/2
√
8z2kΥ(2β) [see Lemma 3.1]
≤
√
2α1 +
1
2αne
β(t−s)/2 ≤ αn+1eβ(t−s)/2,
thanks to the definition (3.2) of β = β7/8,k and the readily-checkable fact that αn+1 =
√
2α1+
1
2αn.
This proves (4.4) with n replaced by n+ 1 and concludes the inductive stage of the argument.
Our next technical lemma implies, inductively, that un(t , x) ∈ D1,2 for every n ∈ N.
Lemma 4.4. There exist real numbers A,B > 0 such that
sup
n∈N
sup
x∈Rd
E
(
‖Dun(t , x)‖2H
)
≤ At−deBt for all t > 0.
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Proof. We compute directly, using Lemma 4.3, as follows:
E
(‖Dun(t , x)‖2H) = ˆ t
0
ds
ˆ
Rd
dy
ˆ
Rd
f(dy′) E
[
Ds,yun(t , x)Ds,y+y′un(t , x)
]
≤
ˆ t
0
ds
ˆ
Rd
dy
ˆ
Rd
f(dy′) ‖Ds,yun(t , x)‖2
∥∥Ds,y+y′un(t , x)∥∥2
≤ c
ˆ t
0
ds
ˆ
Rd
dy
ˆ
Rd
f(dy′) pt−s(x− y)ps(y)pt−s(x− y − y′)ps(y + y′),
where c := 16α21 exp(β7/8,2t), using the constants of Lemma 4.3. Note that α1 depends on t, and
in fact Theorem 1.1 ensures that c ≤ c1 exp(c2t) where c1 and c2 do not depend on t. Apply (1.5)
to see that
E
(‖Dun(t , x)‖2H) ≤ c1ec2t[pt(x)]2 ˆ t
0
ds
ˆ
Rd
dy
ˆ
Rd
f(dy′) ps(t−s)/t
(
y − s
t
x
)
ps(t−s)/t
(
y + y′ − s
t
x
)
= c1e
c2t[pt(x)]
2
ˆ t
0
(
p2s(t−s)/t ∗ f
)
(0) ds
≤ c1e
(1+c2)t
(2pit)d
ˆ t
0
e−{s∧(t−s)}
(
p2s(t−s)/t ∗ f
)
(0) ds.
Since Υ(2) <∞, an appeal to Lemma 3.1 completes the proof.
We are in position to verify Proposition 4.1.
Proof of Proposition 4.1. The proof is similar to that of [6, Theorem 6.4]. Choose and fix k ≥ 2,
t > 0, and x ∈ Rd. Thanks to (1.4) and (1.5), the proposition’s assertion is equivalent to the
following inequality, valid for a.e. (s , y) ∈ (0 , t)× Rd:
‖Ds,yu(t , x)‖k ≤ 64
7
exp
{
t
2
[
β7/8,k +
1
2
Υ−1
(
1
32z2k
)]}
pt−s(x− y)ps(y),
We will prove the above reformulation of the proposition.
Thanks to Lemma 4.4 and closeablility properties of the Malliavin derivative operator (see
Nualart [20]), it follows that, after possibly moving to subsequence, that Dun(t , x) converges to
Du(t , x) in the weak topology of L2(Ω ;H). Then, we use a smooth approximation {ψε}ε>0 to the
identity in R+ × Rd, and apply Fatou’s lemma and duality for Lk-spaces in order to find that, for
almost every (s , y) ∈ (0 , t) × Rd and for all k ≥ 2,
‖Ds,yu(t , x)‖k ≤ lim sup
ε→0
∥∥∥∥ˆ
R+×Rd
Ds′,y′u(t , x)ψε(s− s′, y − y′) ds′dy′
∥∥∥∥
k
≤ lim sup
ε→0
sup
‖G‖k/(k−1)≤1
∣∣∣∣ˆ
R+×Rd
E
[
GDs′,y′u(t , x)
]
ψε(s − s′, y − y′) ds′dy′
∣∣∣∣ .
Choose and fix a random variable G ∈ L2(Ω) such that ‖G‖k/(k−1) ≤ 1. We can find an unbounded
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subsequence n(1) < n(2) < · · · of positive integers such that∣∣∣∣ˆ
R+×Rd
E
[
GDs′,y′u(t , x)
]
ψε(s− s′, y − y′) ds′dy′
∣∣∣∣
= lim
ℓ→∞
∣∣∣∣ˆ
R+×Rd
E
[
GDs′,y′un(ℓ)(t , x)
]
ψε(s − s′, y − y′) ds′dy′
∣∣∣∣
≤ lim sup
ℓ→∞
ˆ
R+×R
∥∥Ds′,y′un(ℓ)(t , x)∥∥k ψε(s− s′, y − y′) ds′dy′
≤ sup
n∈N
αn
ˆ
(0,t)×Rd
eβ(t−s
′)/2
pt−s′(x− y′)ps′(y′)ψε(s− s′, y − y′) ds′dy′
≤ 4α1eβt/2
ˆ
(0,t)×Rd
pt−s′(x− y′)ps′(y′)ψε(s− s′, y − y′) ds′dy′;
see Lemma 4.3. Let ε→ 0 and appeal to (4.5) in order to finish.
The second, and final, step of the proof of Theorem 1.2 is a Poincare´-type inequality for certain
nonlinear functionals of U . In order to describe that inequality, let us first choose and fix points
ζ1, . . . , ζk ∈ Rd and bounded Lipschitz-continuous functions g1, . . . , gk ∈ C1b (R) such that
gj(0) = 0 and Lip(gj) = 1 for every j = 1, . . . , k. (4.6)
Then define for every t,N > 0 and x ∈ Rd,
G(t , x) :=
k∏
j=1
gj
(
U(t , x+ ζj)
)
. (4.7)
Lemma 4.5. Choose and fix an integer k ≥ 2, points x, ζ1, . . . , ζk ∈ Rd, and functions g1, . . . , gk ∈
C1b (R) that satisfy (4.6). Then, there exists a real number A = A(t , k , g1 , . . . , gk) given by (4.8)
below such that
|Cov (G(t , 0) ,G(t , x))| ≤ A2
k∑
j0=1
k∑
j1=1
ˆ t
0
(
p2s(t−s)/t ∗ f
)(s
t
(x+ ζj0 − ζj1)
)
ds.
Proof. By the chain rule of Malliavin calculus (see Nualart [20]),
Ds,zG(t , x) = 1(0,t)(s)
k∑
j0=1
 k∏
j=1
j 6=j0
gj
(
U(t , x+ ζj)
) g′j0 (U(t , x+ ζj0))Ds,zU(t , x+ ζj0),
for almost every (s , z) ∈ (0 , t) × Rd. Therefore, Proposition 4.1 ensures that
‖Ds,zG(t , x)‖k ≤ 1(0,t)(s) max
1≤j≤k
sup
a∈R
|gj(a)|k−1
k∑
j0=1
∥∥Ds,zU(t , x+ ζj0)∥∥k
≤ A1(0,t)(s)
k∑
j0=1
ps(t−s)/t
(
z − s
t
(x+ ζj0)
)
,
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with
A :=
64
7
exp
{
t
2
[
β7/8,k +
1
2
Υ−1
(
1
32z2k
)]}
max
1≤j≤k
sup
a∈R
|gj(a)|k−1. (4.8)
It follows from the Poincare´ inequality (2.4) that |Cov(G(t , x) ,G(t , 0))| is bounded from above by
A2
k∑
j0=1
k∑
j1=1
ˆ t
0
ds
ˆ
Rd
dy
ˆ
Rd
f(dy′) ps(t−s)/t
(
y − s
t
(x+ ζj0)
)
ps(t−s)/t
(
y′ + y − s
t
ζj1
)
.
Apply the semigroup property of the heat kernel together with Fubini’s theorem to finish.
Proof of Theorem 1.2. Define
VN (t) := Var
(
1
N
ˆ
[0,N ]
G(t, x)dx
)
and G(x) :=
k∏
j=1
gj(U(t , x+ ζ
j)) for all x ∈ R, (4.9)
where G(t, x) has been defined in (4.7) and the bounded functions g1, . . . , gk therein satisfy (4.6).
Since U(t) is stationary [Theorem 1.1], [6, Lemma 7.2] implies the desired ergodicity provided that
we prove that, for all t > 0,
lim
N→∞
VN (t) = 0. (4.10)
For every real number N > 0, define the functions
IN (x) := N
−d1[0,N ]d(x) and I˜N (x) = IN (−x) for x ∈ Rd. (4.11)
By Lemma 4.5,
VN (t) =
1
N2d
ˆ
[0,N ]d
dx
ˆ
[0,N ]d
dy Cov [G(t , x) ,G(t , y)]
≤ A
2
N2d
k∑
j0=1
k∑
j1=1
ˆ t
0
ds
ˆ
[0,N ]d
dx
ˆ
[0,N ]d
dy
(
p2s(t−s)/t ∗ f
)(s
t
(x− y + ζj0 − ζj1)
)
= A2
k∑
j0=1
k∑
j1=1
ˆ t
0
ds
ˆ
Rd
dx
(
IN ∗ I˜N
)
(x)
(
f ∗ p2s(t−s)/t
) (s
t
(x+ ζj0 − ζj1)
)
.
Therefore, (7.2) implies that
VN (t) ≤ k
2A2
pid
ˆ t
0
ds
ˆ
Rd
fˆ(dy) e−
s(t−s)
t
‖y‖2
d∏
j=1
1− cos(Nsyj/t)
(Nsyj/t)2
.
The quantity
∏d
j=1{1 − cos(Nsyj/t)}/(Nsyj/t)2 is bounded above by 2−d and converges to zero
as N →∞ for each s > 0 and y 6= 0. Since fˆ{0} = 0, the dominated convergence theorem implies
that limN→∞ VN (t) = 0, taking into account that
ˆ t
0
ds
ˆ
Rd
fˆ(dy) e−
s(t−s)
t
‖y‖2 <∞,
which follows from Dalang’s condition Υ(1) <∞. This proves (4.10), whence follows ergodicity.
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5 Asymptotic variance
Recall the spatial average SN,t and the quantity R(f) are defined in (1.10) and (1.11), respectively.
Theorem 5.1 (d ≥ 1). For all t > 0,
lim
N→∞
NVar(SN,t) = tR(f). (5.1)
The quantity on the right-hand side is strictly positive and (5.1) holds whenever R(f) is finite or
infinite.
According to the criteria in Proposition 5.8 and Lemma 5.9 below, the value of R(f) could be
finite or infinite. For example, if f(dx) = p1(x)dx and d ≥ 2, then R(f) <∞; if f is given by the
Riesz kernel, i.e., f(dx) = ‖x‖−βdx, 0 < β < 2 ∧ d, then R(f) =∞. Moreover, it is easy to deduce
from Lemma 5.9 below that, in the case that d = 1, R(f) is always infinite, which might suggest
that the above 1/N rate of decay of Var(SN,t) is not the right one in one dimension. Indeed, this is
the case. And the following result identifies the correct rate canonically as N−1 logN in dimension
one.
Theorem 5.2 (d = 1). Assume f(R) <∞. Then for all t > 0,
tf(R) ≤ lim inf
N→∞
N
logN
Var(SN,t) ≤ lim sup
N→∞
N
logN
Var(SN,t) ≤ 2tf(R). (5.2)
Both bounds are sharp in the following sense:
1. If f = aδ0 for some a > 0, then Var(SN,t) ∼ 2tf(R)N−1 logN as N →∞;
2. If limx→∞ fˆ(x) = 0, then Var(SN,t) ∼ tf(R)N−1 logN as N →∞.
Remark 5.3. The condition in Item 2 of Theorem 5.2 is a well-known one. Indeed, finite Borel
measures whose Fourier transforms vanish at infinity are called Rajchman measures. See Lyons [19]
for the background and rich history of the work on Rajchman measures in classical harmonic
analysis.
We now turn to the Riesz kernel case. Define
ϕ(y) :=
1− cos y
y2
for all y ∈ Rd \ {0}, (5.3)
and ϕ(0) := 1/2 to preserve continuity.
Theorem 5.4 (Riesz kernel). Assume f(dx) = ‖x‖−βdx and fˆ(dx) = κβ,d ‖x‖β−ddx, where 0 <
β < 2 ∧ d and κβ,d is a positive constant depending on β and d.
1. If 0 < β < 1, then
lim
N→∞
NβVN (t) =
t
1− β
ˆ
[−1,1]d
‖z‖−β
d∏
i=1
(1− |zi|)dz := t σ0,β,d. (5.4)
2. If 1 = β < 2 ∧ d, then
lim
N→∞
N
logN
VN (t) =
2t κ1,d
pid
ˆ
Rd
‖z‖1−d
d∏
j=1
ϕ(zj)dz := t σ1,β,d. (5.5)
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3. If 1 < β < 2 ∧ d, then
lim
N→∞
N2−βVN (t) =
t2−β κβ,d
pid
ˆ
Rd
‖z‖2−β−d
d∏
j=1
ϕ(zj)dz
ˆ ∞
0
rβ−2e−rdr := t2−βσ2,β,d. (5.6)
We now begin to work toward proving the above theorems. First, we denote
VN (t) := Var(SN,t) =
ˆ
Rd
(
IN ∗ I˜N
)
(x)χt(x) dx, (5.7)
where IN and I˜N are defined in (4.11), and for every N, t > 0 and x ∈ Rd,
χt(x) := Cov [U(t , 0) , U(t , x)] . (5.8)
Now we begin to establish a series of supporting lemmas.
Lemma 5.5 (d ≥ 1). Let χ be defined by (5.8). Then, for every t > 0 and x ∈ Rd,
χt(x) =
ˆ t
0
(
p2s(t−s)/t ∗ f
)
(sx/t) ds+
ˆ t
0
ds
ˆ
Rd
f(dy) p2s(t−s)/t
(
y − s
t
x
)
χs(y).
Proof. Apply (1.6) and elementary properties of the Walsh integral to see that
E [U(t , 0)U(t , x)]
= 1 +
ˆ t
0
ds
ˆ
Rd
dy′
ˆ
Rd
f(dy) ps(t−s)/t(y
′)ps(t−s)/t
(
y + y′ − s
t
x
)
E
[
U(s , y′)U(s , y + y′)
]
= 1 +
ˆ t
0
ds
ˆ
Rd
dy′
ˆ
Rd
f(dy) ps(t−s)/t(y′)ps(t−s)/t
(
y + y′ − s
t
x
)
E [U(s , 0)U(s , y)] ,
owing to the stationarity (Theorem 1.1). This and the semigroup property of the heat kernel
together imply the lemma since E[U(t , 0)U(t , x)] = χt(x) + 1.
Our second supporting lemma describes the behavior of χt as t→ 0.
Lemma 5.6 (d ≥ 1). limt↓0 χt(x) = 0 uniformly for all x ∈ Rd.
Proof. It is easy to deduce from Lemma 5.5 and positivity of the solution (see Remark 3.2) that
χt(x) ≥
ˆ t
0
(
p2s(t−s)/t ∗ f
)
(sx/t) ds ≥ 0 for all t > 0 and x ∈ Rd. (5.9)
Now, the Cauchy–Schwarz inequality and stationarity together ensure that χt(x) ≤ χt(0). There-
fore, it suffices to prove that χt(0) → 0 as t ↓ 0. Theorem 1.1 ensures that C := supt∈(0,1) χt(0) =
supt∈(0,1) supx∈Rd χt(x) <∞. Therefore, we deduce from Lemma 5.5 that
χt(0) ≤ (1 + C)
ˆ t
0
(
p2s(t−s)/t ∗ f
)
(0) ds.
Since χt(0) ≤ (1 + C)4eβtΥ(2β) for every β, t > 0 [Lemma 3.1], it follows that
lim sup
t→0
χt(0) ≤ (1 + C)4 lim
β→∞
Υ(2β) = 0.
This concludes the proof.
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In light of (5.7) and Lemma 5.5, we write
VN (t) = Var(SN,t) = V (1)N (t) + V (2)N (t), (5.10)
where
V
(1)
N (t) =
ˆ t
0
ds
ˆ
Rd
dx
(
IN ∗ I˜N
)
(x)
(
p2s(t−s)/t ∗ f
)
(sx/t), (5.11)
V
(2)
N (t) =
ˆ t
0
ds
ˆ
Rd
dx
(
IN ∗ I˜N
)
(x)
ˆ
Rd
f(dy) p2s(t−s)/t
(
y − s
t
x
)
χs(y). (5.12)
As we will see, the main contribution for the asymptotic behavior of VN (t) is V
(1)
N (t), thanks to
Lemma 5.6.
5.1 Analysis in dimension d ≥ 2
The primary goal of this section is to prove Theorem 5.1. Therefore, in this section, we will not
assume that d ≥ 2 unless we say so explicitly. Recall the function ϕ defined in (5.3).
Lemma 5.7 (d ≥ 1). For every N, t > 0,
V
(1)
N (t) =
ˆ
Rd
(
IN ∗ I˜N
)
(x) dx
ˆ t
0
ds
(
p2s(t−s)/t ∗ f
)
(sx/t)
=
t
Npid
ˆ N
0
ds
ˆ
Rd
fˆ(dz) e−t‖z‖
2(1−s/N)s/N
d∏
j=1
ϕ(zjs).
Proof. By (7.1),
ˆ
Rd
(
IN ∗ I˜N
)
(x) dx
ˆ t
0
ds
(
p2(t−s)/t ∗ f
)
(sx/t)
=
1
pid
ˆ t
0
ds
ˆ
Rd
fˆ(dz) e−s(t−s)‖z‖
2/t
d∏
j=1
ϕ(Nzjs/t)
=
t
Npid
ˆ N
0
ds
ˆ
Rd
fˆ(dz) e−t‖z‖
2(1−s/N)s/N
d∏
j=1
ϕ(zjs),
where in the second equality we use change of variable (s→ st/N).
Before we prove Theorem 5.1, we give some estimates on the quantity R(f).
Proposition 5.8 (d ≥ 1). Recall R(f) from (1.11). Then,
21−2d
ˆ ∞
0
f
(
[−r , r]d
) dr
rd
≤ R(f) ≤
ˆ ∞
0
f
(
[−r , r]d
) dr
rd
.
Proof. We observe that
∏d
j=1 ϕ(zjr) = 2
−dr−d[(I1 ∗ I˜1)(•/r)]̂(z) for all z ∈ Rd and r > 0. Hence
we can write
R(f) = 1
(2pi)d
ˆ ∞
0
dr
rd
ˆ
Rd
fˆ(dz)
(
̂
(
I1 ∗ I˜1
)
(•/r)
)
(z).
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Denote φr =
(
I1 ∗ I˜1
)
(•/r) for every fixed r > 0. Choose a non-negative smooth function
ψ with compact support such that
´
Rd
ψ(x)dx = 1. For 0 < ε < 1, define ψε(x) = ε
−dψ(x/ε)
for all x ∈ Rd. It is clear that ψε ∗ φr has compact support uniformly for all 0 < ε < 1
and sup0<ε<1 supx∈Rd (ψε ∗ φr) (x) < ∞. Moreover, we have sup0<ε<1 supx∈Rd |ψˆε(x)| ≤ 1 and
limε→0 ψˆε(x) = 1 for all x ∈ Rd. Using these facts and that f is locally integrable as a tempered
distribution and
´
Rd
φˆr(x)fˆ(dx) <∞ by Dalang’s condition, we obtain that for every fixed r > 0,ˆ
Rd
φr(x)f(dx) = lim
ε→0
ˆ
Rd
(ψε ∗ φr) (x)f(dx) = lim
ε→0
1
(2pi)d
ˆ
Rd
ψˆε(x)φˆr(x)fˆ(dx)
=
1
(2pi)d
ˆ
Rd
φˆr(x)fˆ(dx),
where the first and third equalities hold by dominated convergence theorem and the second by the
definition of the Fourier transform and the property ψ̂ε ∗ φr = ψˆεφˆr.
Therefore,
R(f) =
ˆ ∞
0
dr
rd
ˆ
Rd
(
I1 ∗ I˜1
)
(z/r)f(dz).
Now appealing to the inequality 2−d1[−1/2,1/2]d ≤ I1 ∗ I˜1 ≤ 1[−1,1]d (see [6, (3.17)]), we obtain
21−2d
ˆ ∞
0
f
(
[−r , r]d
) dr
rd
≤ R(f) ≤
ˆ ∞
0
f
(
[−r , r]d
) dr
rd
,
which completes the proof.
Now we can prove Theorem 5.1.
Proof of Theorem 5.1. By Proposition 5.8, it is clear that R(f) is strictly positive since we assume
f(Rd) > 0 throughout the paper. Let us proceed with the proof of (5.1).
Assume R(f) <∞ first. By Lemma 5.7 and the dominated convergence theorem,
lim
N→∞
NV
(1)
N (t) = limN→∞
N
ˆ
Rd
(
IN ∗ I˜N
)
(x)dx
ˆ t
0
ds
(
p2(t−s)/t ∗ f
)
(sx/t) = tR(f).
In light of (5.12), it remains to prove that
lim
N→∞
N
ˆ
Rd
(
IN ∗ I˜N
)
(x) dx
ˆ t
0
ds
ˆ
Rd
f(dy) p2s(t−s)/t
(
y − s
t
x
)
χs(y) = 0. (5.13)
By the Cauchy–Schwarz inequality and stationarity, χt(x) ≤ χt(0) for all t > 0 and x ∈ Rd.
Therefore,ˆ
Rd
(
IN ∗ I˜N
)
(x) dx
ˆ t
0
ds
ˆ
Rd
f(dy) p2s(t−s)/t
(
y − s
t
x
)
χs(y)
≤
ˆ t
0
χs(0) ds
ˆ
Rd
(
IN ∗ I˜N
)
(x) dx
ˆ
Rd
f(dy) p2s(t−s)/t
(
y − s
t
x
)
,
for every N, t > 0. Repeat the computation of Lemma 5.7 to find that, for every N, t > 0,ˆ
Rd
(
IN ∗ I˜N
)
(x) dx
ˆ t
0
ds
ˆ
Rd
f(dy) p2s(t−s)/t
(
y − s
t
x
)
χs(y)
≤ t
Npid
ˆ N
0
ds χst/N(0)
ˆ
Rd
fˆ(dz) e−t‖z‖
2(1−s/N)s/N
d∏
j=1
ϕ(zjs). (5.14)
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Since, sup0<r≤t χr(0) < ∞ and limN→∞ χst/N (0) = 0 for all s > 0, [see Lemma 5.6], the equality
(5.14) and the dominated convergence theorem together imply (5.13). This completes the proof of
the theorem when R(f) <∞.
We now assume that R(f) = ∞ and aim to prove (5.1). Thanks to (5.9) and Lemma 5.5,
χt(x) ≥
´ t
0 (p2s(t−s)/t ∗ f)(sx/t) ds. Therefore, (5.10) and Lemma 5.7 together imply that, for every
N, t > 0,
NVar(SN,t) ≥ t
pid
ˆ N
0
ds
ˆ
Rd
fˆ(dz) e−t‖z‖
2(1−s/N)s/N
d∏
j=1
ϕ(zjs).
Now we apply Fatou’s lemma to conclude lim infN→∞NVar(SN,t) ≥ tR(f) = ∞. This implies
(5.13).
In the following, we give some criteria for the finiteness of R(f).
Lemma 5.9. If d = 1, R(f) =∞. If d ≥ 2, R(f) <∞ is equivalent to one of the following:
1.
´∞
0 r
−df([−r , r]d) dr <∞;
2.
´
Rd
‖x‖1−d f(dx) <∞;
3.
´
Rd
‖z‖−1fˆ(dz) <∞.
Proof. Let d = 1. According to (1.9), there exists R > 0 such that f([−R,R]) > 0. Hence by
Proposition 5.8,
R(f) ≥ 1
2
ˆ ∞
0
r−1f([−r , r]) dr ≥ f([−R ,R])
ˆ ∞
R
r−1 dr =∞.
Assume d ≥ 2. By Proposition 5.8, we only need to prove that Items 1, 2 and 3 are equivalent.
Let Br = {x ∈ Rd : ‖x‖ ≤ r} to see that Br ⊆ [−r , r]d ⊆ Br√d, whence
ˆ ∞
0
f(Br)
rd
dr ≤
ˆ ∞
0
f
(
[−r , r]d
) dr
rd
≤ (
√
d)d−1
ˆ ∞
0
f(Br)
rd
dr.
This proves the equivalence of 1 and 2 since Fubini’s theorem ensures that
ˆ ∞
0
f(Br)
rd
dr =
1
d− 1
ˆ
Rd
f(dx)
‖x‖d−1 .
Next, we prove the equivalence of 1 and 3. We observe that for alll r > 0 and z ∈ Rd,
d∏
j=1
sin2(rzj)
(rzj)2
= 2−dr−d
[(
1[−1,1]d ∗ 1[−1,1]d
)
(•/r)
] ̂(z).
Using the same approximation argument as in the proof of Proposition 5.8, we have
ˆ ∞
0
dr
ˆ
Rd
fˆ(dz)
d∏
j=1
sin2(rzj)
(rzj)2
= 2−d
ˆ ∞
0
dr
rd
ˆ
Rd
fˆ(dz)
[(
1[−1,1]d ∗ 1[−1,1]d
)
(•/r)
] ̂(z)
= pid
ˆ ∞
0
dr
rd
ˆ
Rd
f(dz)
(
1[−1,1]d ∗ 1[−1,1]d
)
(z/r).
Now we apply the inequality 1[−1,1]d ≤ 1[−1,1]d∗1[−1,1]d ≤ 2d1[−2,2]d and use Lemma 5.10 to conclude
the the equivalence of 1 and 3.
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Lemma 5.10. The following relation holds
ˆ ∞
0
d∏
j=1
sin2(rzj)
(rzj)2
dr ≍ ‖z‖−1.
Proof. On one hand, we can write
d∏
j=1
sin2(rzj)
(rzj)2
≤
d∏
j=1
(1 ∧ (r|zj |)−2) ≤ 1 ∧ (r max
1≤j≤d
|zj |)−2 ≤ 1 ∧ (d−1/2r‖z‖)−2,
which implies ˆ ∞
0
d∏
j=1
sin2(rzj)
(rzj)2
dr ≤ ‖z‖−1
ˆ ∞
0
dr (1 ∧ (d−1r−2)).
On the other hand,
ˆ ∞
0
d∏
j=1
sin2(rzj)
(rzj)2
dr ≥
ˆ
r‖z‖≤1
d∏
j=1
sin2(rzj)
(rzj)2
dr ≥ ‖z‖−1 inf
0<|x|≤1
(
sinx
x
)2d
.
Remark 5.11. From item 2 of Lemma 5.9, we deduce that R(f) = ∞ if f is given by a Riesz
kernel that satisfies Dalang’s condition, Υ(1) <∞; i.e., f(dx) = ‖x‖−βdx for some 0 < β < d ∧ 2.
5.2 Analysis in dimension d = 1
Set d = 1 and repeat the computations in the proof of Lemmas 5.5 and 5.7 to see that
Var(SN,t) = t
piN
ˆ t
0
dr
r
ˆ ∞
−∞
dz ϕ(z)e−
t(t−r)
r
z2
N2 fˆ
(
tz
Nr
)
+
ˆ t
0
ds
ˆ
R
f(dy)χs(y)
ˆ
Rd
(IN ∗ I˜N )(x)p2s(t−s)/t
(
y − s
t
x
)
dx
:= V
(1)
N (t) + V
(2)
N (t), (5.15)
where ϕ and χs(y) are defined in (5.3) and (5.8) respectively.
Lemma 5.12. For all t > 0, V
(2)
N (t) = o(log(N)/N) as N →∞.
Proof. Choose and fix ε > 0. Since supy∈Rd χs(y) = χs(0), we apply Lemma 7.1 and the change of
variables z 7→ tz/(Ns) to see that
N
logN
V
(2)
N (t) ≤
t
pi logN
ˆ
R
dz ϕ(z)
ˆ t
0
ds
χs(0)
s
fˆ
(
tz
Ns
)
exp
{
− t(t− s)
N2s
z2
}
≤ tf(R)
pi logN
ˆ
R
dz ϕ(z)
ˆ t
0
ds
χs(0)
s
exp
{
− t(t− s)
N2s
z2
}
:= T2,1 + T2,2,
where
T2,1 =
tf(R)
pi logN
ˆ
R
dz ϕ(z)
ˆ t
0
ds
s
1{s≤tN−ε}χs(0) exp
{
− t(t− s)
N2s
z2
}
,
T2,2 =
tf(R)
pi logN
ˆ
R
dz ϕ(z)
ˆ t
0
ds
s
1{s>tN−ε}χs(0) exp
{
− t(t− s)
N2s
z2
}
.
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By Lemma A.1 in Chen et al [8], for all ε > 0,
T2,1 ≤
7t log+(1/t)f(R)
pi
sup
0≤s≤tN−ε
χs(0)
ˆ
R
dz ϕ(z) log+(1/|z|).
Hence by Lemma 5.6, for all ε > 0,
lim sup
N→∞
T2,1 = 0. (5.16)
Similarly, using Theorem 1.1 and the fact that
´
R
ϕ(z)dz = pi, we deduce
T2,2 ≤ tf(R) sup
0≤s≤t
χs(0)
log t− log(tN−ε)
logN
. (5.17)
Therefore, we conclude from (5.16) and (5.17) that, for all ε > 0,
lim sup
N→∞
N
logN
V
(2)
N (t) ≤ tf(R) sup
0≤s≤t
χs(0)ε,
which proves this lemma by letting ε→ 0.
Proof of Theorem 5.2. In the case that f = δ0, Item 1 of Theorem 5.2 was proved in Chen et al [8].
The same proof works for the more general f of the form aδ0. Therefore, we prove only (5.2) and
Item 2.
We recall that, from Lemma 7.1,
V
(1)
N (t) =
t
Npi
ˆ
R
dz ϕ(z)
ˆ t
0
ds
s
exp
{
− t(t− s)
N2s
z2
}
fˆ
(
tz
Ns
)
.
Since fˆ is maximized at 0,
V
(1)
N (t) ≤
tf(R)
piN
ˆ
R
dz ϕ(z)
ˆ t
0
ds
s
exp
{
− t(t− s)
N2s
z2
}
.
Hence Lemma A.1 of [8] and Lemma 5.12 imply the third inequality in (5.2).
On the other hand, using change of variables s = trN−2,
V
(1)
N (t) =
t
piN
ˆ N2
0
dr
r
ˆ
R
dz ϕ(z) exp
{
−tz2
[
1− (r/N2)
r
]}
fˆ
(
zN
r
)
=
t
piN
(T1,1 + T1,2), (5.18)
where
T1,1 :=
ˆ 1
0
dr
r
ˆ
R
dz ϕ(z) exp
{
−tz2
[
1− (r/N2)
r
]}
fˆ
(
zN
r
)
,
T1,2 :=
ˆ N2
1
dr
r
ˆ
R
dz ϕ(z) exp
{
−tz2
[
1− (r/N2)
r
]}
fˆ
(
zN
r
)
.
It is easy to see that, for all N ≥ 1 and for all a > 0
ˆ 1
0
exp
{
−a
[
1− (r/N2)
r
]}
dr
r
≤
ˆ 1
0
exp
{
−a
[
1− r
r
]}
dr
r
= ea
ˆ ∞
a
e−s ds
s
≤ log+(e/a),
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where log+(x) = log(e + x) for x > 0. Since sup fˆ = fˆ(0) = f(R), it follows that
T1,1 ≤ f(R)
ˆ
R
ϕ(z) log+
( e
tz2
)
dz <∞.
Therefore,
lim sup
N→∞
T1,1
logN
= 0. (5.19)
So all of the asymptotic behavior of V
(1)
N (t) is captured via the asymptotic behavior of T1,2. Now
T1,2 =
ˆ ∞
−∞
dz ϕ(z)
ˆ 1
1/N2
ds
s
exp
{
−tz2
[
1− s
sN2
]}
fˆ
( z
sN
)
= T1,2,1 + T1,2,2,
where
T1,2,1 :=
ˆ logN
− logN
dz ϕ(z)
ˆ 1
1/N2
ds
s
exp
{
−tz2
[
1− s
sN2
]}
fˆ
( z
sN
)
,
T1,2,2 :=
ˆ
|z|>logN
dz ϕ(z)
ˆ 1
1/N2
ds
s
exp
{
− tz
2
N2
[
1− s
s
]}
fˆ
( z
sN
)
.
Now,
0 ≤ T1,2,2 ≤ f(R) log(N2)
ˆ
|z|>logN
dz
(
1− cos z
z2
)
= o(logN). (5.20)
So all of the asymptotic behavior of V
(1)
N (t) is captured via the asymptotic behavior of T1,2,1. To
study that term, we rescale one more time [but slightly differently from before] in order to see that
T1,2,1 =
ˆ logN
− logN
dz ϕ(z)
ˆ N
1/N
dr
r
exp
{
− tz
2
N
[
1
r
− 1
N
]}
fˆ
(z
r
)
≥ exp
{
− t| logN |
2
N
} ˆ logN
− logN
dz ϕ(z)
ˆ N
1
dr
r
fˆ
(z
r
)
.
Hence,
T1,2,1 ≥ (1 + o(1))
ˆ logN
− logN
dz
(
1− cos z
z2
)ˆ N
(logN)2
dr
r
fˆ
(z
r
)
= (f(R) + o(1))
ˆ logN
− logN
dz
(
1− cos z
z2
)ˆ N
(logN)2
dr
r
= (f(R) + o(1))
ˆ ∞
−∞
(
1− cos z
z2
)
dz logN
= (pif(R) + o(1)) logN.
This proves that
pif(R) ≤ lim inf
N→∞
1
logN
T1,2,1. (5.21)
Therefore, Lemma 5.12 and the relations (5.18), (5.19), (5.20) and (5.21), prove the first inequality
in (5.2).
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It remains to prove Item 2. We assume that fˆ vanishes at infinity. Combining Lemma 5.12 and
the above arguments, the problem is reduced to the following:
lim sup
N→∞
T1,2,1
logN
≤ pif(R). (5.22)
With this in mind, let us recall from the definition of T1,2,1 that
T1,2,1 ≤
ˆ logN
− logN
ϕ(z) dz
ˆ N
1/N
dr
r
fˆ(z/r).
Because ˆ logN
− logN
ϕ(z) dz
ˆ N
(logN)2
dr
r
fˆ(z/r) ≤ pif(R)
ˆ N
(logN)2
dr
r
∼ pif(R) logN,
as N →∞, this and symmetry reduce our goal (5.22) to proving that, when fˆ vanishes at infinity,
ˆ logN
0
ϕ(z) dz
ˆ (logN)2
1/N
dr
r
fˆ(z/r) = o(logN) as N →∞.
Since
´ (logN)2
1/
√
logN
r−1 dr = o(logN), we can further reduce our goal to proving the following: When
fˆ vanishes at infinity,
ˆ logN
0
ϕ(z) dz
ˆ 1/√logN
1/N
dr
r
fˆ(z/r) = o(logN) as N →∞.
But this is so since: (1)
ˆ logN
1/(logN)1/4
ϕ(z) dz
ˆ 1/√logN
1/N
dr
r
fˆ(z/r) ≤ pi sup
w≥(logN)1/4
fˆ(w) logN = o(logN); (5.23)
and (2) because ϕ ≤ 1,
ˆ 1/(logN)1/4
0
ϕ(z) dz
ˆ 1/√logN
1/N
dr
r
fˆ(z/r) ≤ f(R)
(logN)1/4
ˆ 1/√logN
1/N
dr
r
= o(logN).
This proves item 2.
5.3 Analysis of Riesz kernel case
We now aim to prove Theorem 5.4. Assume f(dx) = ‖x‖−βdx and fˆ(dx) = κβ,d ‖x‖β−ddx, where
0 < β < 2 ∧ d and κβ,d is a positive constant depending on β and d. In this case, we first provide
another supporting lemma on the behavior of χt(x) as x→∞.
Lemma 5.13. Recall (5.8). For all t > 0, limx→∞ χt(x) = 0.
Proof. By the Poincare´ inequality (2.4),
|χt(x)| = |Cov(U(t , 0) , U(t , x))|
≤
ˆ t
0
ds
ˆ
Rd
f(dy)
ˆ
Rd
dy′ ‖Ds,y′U(t , 0)‖2‖Ds,y+y′U(t , x)‖2
≤ C2t,2
ˆ t
0
ds
ˆ
Rd
f(dy)
ˆ
Rd
dy′ ps(t−s)/s
(
y′
)
ps(t−s)/s
(
y′ + y − s
t
x
)
= C2t,2
ˆ t
0
ds
ˆ
R2
f(dy)p2s(t−s)/s
(
y − s
t
x
)
=
ˆ t
0
ds
(
p2s(t−s)/s ∗ f
)(s
t
x
)
,
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where in the second inequality we use Proposition 4.1 and in the first equality we use semigroup
property. Now we apply (3.1) to see that
|χt(x)| ≤ C2t,2
ˆ t
0
ds
ˆ
Rd
fˆ(dz) exp
{
−s(t− s)‖z‖
2
t
+ i
(s
t
)
z · x
}
= κβ,dC
2
t,2
ˆ t
0
ds
ˆ
Rd
dz ‖z‖β−d exp
{
−s(t− s)‖z‖
2
t
+ i
(s
t
)
z · x
}
.
Since
´ t
0 ds
´
Rd
dz ‖z‖β−d exp{−s(t− s)‖z‖2/t} < ∞, the dominated convergence theorem and the
Riemann-Lebesgue lemma together imply that limx→∞ χt(x) = 0.
Proof of Theorem 5.4 part 1: 0 < β < 1. Let ψ(x) :=
∏d
i=1(1 − |xi|) for all x ∈ Rd. We observe
that (IN ∗ I˜)(x) = N−dψ(x/N)1[−N,N ]d(x) for all x ∈ Rd. Recall (5.11) and (5.12). Since f(dx) =
‖x‖−βdx, we can write
V
(1)
N (t) =
1
Nd
ˆ
[−N,N ]d
dxψ(x/N)
ˆ t
0
ds
ˆ
Rd
dy ‖y‖−βp2s(t−s)/t
(
y − s
t
x
)
,
V
(2)
N (t) =
1
Nd
ˆ
[−N,N ]d
dxψ(x/N)
ˆ t
0
ds
ˆ
Rd
dy ‖y‖−βp2s(t−s)/t
(
y − s
t
x
)
χs(y).
The term V
(1)
N (t) can be expressed as
V
(1)
N (t) =
1
Nd
ˆ
[−N,N ]d
dx ψ(x/N)
ˆ t
0
dsE
∥∥∥∥∥
√
2s(t− s)
t
Z − s
t
x
∥∥∥∥∥
−β
= N−β
ˆ
[−1,1]d
dz ψ(z)
ˆ t
0
ds E
∥∥∥∥∥ 1N
√
2s(t− s)
t
Z − s
t
z
∥∥∥∥∥
−β ,
where we have made the change of variable x = Nz and Z denotes a d-dimensional standard
normal random variable. An easy exercise shows that limN→∞
(
p1/N ∗ ‖ · ‖−β
)
(x) = ‖x‖−β for all
x ∈ Rd \ {0}, which implies that for any s ∈ (0 , t] and z ∈ Rd \ {0},
lim
N→∞
E
(∥∥∥∥ 1N√2s(t− s)/tZ − st z
∥∥∥∥−β
)
= tβs−β‖z‖−β .
Moveover, according to Lemma 3.1 of [17],
sup
N≥1
E
∥∥∥∥∥ 1N
√
2s(t− s)
t
Z − s
t
z
∥∥∥∥∥
−β ≤ Ctβs−β‖z‖−β .
Because β < 1, the dominated convergence theorem implies that
lim
N→∞
NβV
(1)
N (t) =
ˆ
[−1,1]d
dz ψ(z)
ˆ t
0
ds tβs−β‖z‖−β <∞.
Finally to complete the proof of (5.4) it suffices to show that
lim
N→∞
NβV
(2)
N (t) = 0. (5.24)
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Using the same arguments as before and recalling χs(y) in (5.8), we can write
NβV
(2)
N (t) ≤
ˆ
[−1,1]d
dz ψ(z)
ˆ t
0
ds E
[
χs
(√
2s(t− s)
t
Z − s
t
Nz
)∥∥∥∥ 1N√2s(t− s)/tZ − st z
∥∥∥∥−β
]
.
Thus, we can conclude (5.24) from the fact that χs(
√
2s(t− s)/tZ−(sNz)/t) is uniformly bounded
[Theorem 1.1] and converges to zero almost surely as N →∞ [Lemma 5.13].
Before we move on to proving part 2 and part 3, we express the quantities V
(1)
N (t) and V
(2)
N (t)
using fˆ(dx) = κβ,d‖x‖β−ddx. In fact, from (5.11) and using the identity (7.1), we see that
V
(1)
N (t) =
κβ,d
pid
ˆ t
0
ds
ˆ
Rd
e−s(t−s)‖z‖
2/t
d∏
j=1
1− cos(Nzjs/t)
(Nzjs/t)2
‖z‖β−ddz
=
κβ,d
pidNβ
ˆ t
0
ds
tβ
sβ
ˆ
Rd
dz ‖z‖β−d
d∏
j=1
ϕ(zj) exp
{
− t(t− s)
N2s
‖z‖2
}
=
t κβ,d
pidNβ
ˆ
Rd
dz ‖z‖β−d
d∏
j=1
ϕ(zj)
ˆ ∞
0
dr (1 + r)β−2 exp
{
−rt‖z‖
2
N2
}
(5.25)
=
t2−β κβ,d
pidN2−β
ˆ
Rd
dz ‖z‖2−β−d
d∏
j=1
ϕ(zj)
ˆ ∞
0
dr
(
t‖z‖2
N2
+ r
)β−2
e−r, (5.26)
where ϕ is defined in (5.3) and we use change of variables in the last three equalities. Similarly,
using change of variables and (5.12)
V
(2)
N (t) ≤
t κβ,d
pidNβ
ˆ
Rd
dz ‖z‖β−d
d∏
j=1
ϕ(zj)
ˆ ∞
0
dr (1 + r)β−2e−r·
t‖z‖2
N2 χt(1+r)−1(0) (5.27)
=
t2−β κβ,d
pidN2−β
ˆ
Rd
dz ‖z‖2−β−d
d∏
j=1
ϕ(zj)
ˆ ∞
0
dr
(
t‖z‖2
N2
+ r
)β−2
e−rχt(1+rN2/(t‖z‖2))−1(0).
Proof of Theorem 5.4 part 2: β = 1. Using (5.26) with β = 1, we have
N
logN
V
(1)
N (t) =
κ1,d
pid
ˆ
Rd
dz ‖z‖1−d
d∏
j=1
ϕ(zj)
t
logN
ˆ ∞
0
dr
(
t‖z‖2
N2
+ r
)−1
e−r. (5.28)
According to Lemma A.1 of Chen et al [8], we have
t
logN
ˆ ∞
0
dr
(
t‖z‖2
N2
+ r
)−1
e−r =
t
logN
ˆ t
0
exp
(
−(t− s)t
s
· ‖z‖
2
N2
)
ds
s
≤ 7t log+(1/t) log+(1/‖z‖) for all N ≥ e, (5.29)
where log+(a) = log(e + a) for a > 0, and
lim
N→∞
t
logN
ˆ ∞
0
dr
(
t‖z‖2
N2
+ r
)−1
e−r = 2t, for all z ∈ Rd \ {0}. (5.30)
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Therefore, since
´
Rd
‖z‖1−d∏dj=1 ϕ(zj) log+(1/‖z‖)dz < ∞, by (5.28)–(5.30) and the dominated
convergence theorem,
lim
N→∞
N
logN
V
(1)
N (t) =
2t κ1,d
pid
ˆ
Rd
‖z‖1−d
d∏
j=1
ϕ(zj)dz.
In light of (5.5), it suffices to prove
lim
N→∞
N
logN
V
(2)
N (t) = 0. (5.31)
Similarly, letting β = 1 in (5.27),
N
logN
V
(2)
N (t) ≤
κ1,d
pid
ˆ
Rd
dz ‖z‖1−d
d∏
j=1
ϕ(zj)
t
logN
ˆ ∞
0
dr
(
t‖z‖2
N2
+ r
)−1
e−rχt(1+rN2/(t‖z‖2))−1(0).
(5.32)
Choose and fix 0 < ε < 2. We see from (5.32) and (5.29) that
N
logN
V
(2)
N (t) ≤
κ1,d
pid
sup
0≤s≤t
χs(0)
ˆ
Rd
dz ‖z‖1−d
d∏
j=1
ϕ(zj)
t
logN
ˆ N−ε
0
dr
(
t‖z‖2
N2
+ r
)−1
+
κ1,d
pid
7t log+(1/t)
ˆ
Rd
dz ‖z‖1−d
d∏
j=1
ϕ(zj) log+(1/‖z‖) sup
0≤s≤t2‖z‖2/N2−ε
χs(0)
Letting N →∞ and using Lemma 5.6 and the dominated convergence theorem, we conclude that
for every 0 < ε < 2,
lim sup
N→∞
N
logN
V
(2)
N (t) ≤
t(2− ε)κ1,d
pid
sup
0≤s≤t
χs(0)
ˆ
Rd
dz ‖z‖1−d
d∏
j=1
ϕ(zj).
Since the choice of 0 < ε < 2 is arbitrary, we let ε→ 2 to obtain (5.31). This proves (5.5).
Proof of Theorem 5.4 part 3: 1 < β < 2. Recall (5.26). Under the condition 1 < β < 2, we have´
Rd
‖z‖2−β−d∏dj=1 ϕ(zj)dz < ∞ and ´∞0 rβ−2e−rdr < ∞. Hence by the dominated convergence
theorem,
lim
N→∞
N2−βV (1)N (t) =
t2−β κβ,d
pid
ˆ
Rd
‖z‖2−β−d
d∏
j=1
ϕ(zj)dz
ˆ ∞
0
rβ−2e−rdr. (5.33)
Moreover, from (5.27), Lemma 5.6 and the dominated convergence theorem
lim sup
N→∞
N2−βV (2)N (t)
≤ t
2−β κβ,d
pid
ˆ
Rd
dz ‖z‖2−β−d
d∏
j=1
ϕ(zj)
ˆ ∞
0
dr e−r lim
N→∞
(
t‖z‖2
N2
+ r
)β−2
χt(1+rN2/(t‖z‖2))−1(0)
= 0,
which together with (5.33) proves (5.6).
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6 Total variation distance
In this section, we will estimate the total variation distance and prove Theorems 1.3-1.5.
We recall that
SN,t = 1
Nd
ˆ
[0,N ]d
[U(t , x)− 1] dx and VN (t) = Var(SN,t).
We can estimate the total variation distance between the normalized random variable
S˜N,t := SN,t/
√
VN (t)
and a N(0 , 1) random variable Z using the inequality (2.5). According to the inequality (2.5), we
need to express the random variable S˜N,t as a divergence, or, as an Itoˆ-Walsh stochastic integral.
From equation (1.6) we obtain S˜N,t = VN (t)−1/2δ(vN ), where
vN (s, y) =
1
Nd
U(s , y)
ˆ
[0,N ]d
ps(t−s)/t
(
y − s
t
x
)
dx. (6.1)
In this way, inequality (2.5) yields
dTV(S˜N,t, Z) ≤ 2
VN (t)
√
Var (〈DSN,t, vN 〉H). (6.2)
The Malliavin derivative of SN,t can be computed as follows
Ds,ySN,t = 1
Nd
(ˆ
[0,N ]d
ps(t−s)/t
(
y − s
t
x
)
dx
)
U(s , y)
+
1
Nd
ˆ
(s,t)×Rd
(ˆ
[0,N ]d
pr(t−r)/t
(
w − s
t
x
)
dx
)
Ds,yU(r , w) η(dr,dw). (6.3)
From (6.1) and (6.3), we obtain
〈DSN,t , vN 〉H = 1
N2d
ˆ t
0
ds
ˆ
R2d
f(dz)dy
ˆ
[0,N ]2d
dxdx′
ps(t−s)/t
(
y − s
t
x
)
ps(t−s)/t
(
y + z − s
t
x
)
U(s , y)U(s , y + z)
+
1
N2d
ˆ t
0
ˆ
Rd
η(dr ,dw)
ˆ r
0
ds
ˆ
R2d
f(dz)dy
ˆ
[0,N ]2d
dxdx′
pr(t−r)/t
(
w − r
t
x
)
ps(t−s)/t
(
y + z − s
t
x′
)
U(s , y + z)Ds,yU(r , w),
where we use stochastic Fubini’s theorem in the second equality. As a consequence,
Var (〈DSN,t, vN 〉H) ≤ 2
N4d
(Φ
(1)
N +Φ
(2)
N ), (6.4)
where
Φ
(1)
N =
ˆ
[0,t]2
ds1ds2
ˆ
R4d
f(dz1)f(dz2)dy1dy2
ˆ
[0,N ]4d
dx1dx
′
1dx2dx
′
2 ps1(t−s1)/t
(
y1 − s1
t
x1
)
× ps1(t−s1)/t
(
y1 + z1 − s1
t
x′1
)
ps2(t−s2)/t
(
y2 − s2
t
x2
)
ps2(t−s2)/t
(
y2 + z2 − s2
t
x′2
)
× Cov (U(s1 , y1)U(s1 , y1 + z1) , U(s2 , y2)U(s2 , y2 + z2)) ,
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and
Φ
(2)
N =
ˆ t
0
dr
ˆ
[0,r]2
ds1ds2
ˆ
R6d
f(db)dwf(dz1)dy1f(dz2)dy2
ˆ
[0,N ]4d
dx1dx
′
1dx2dx
′
2
× pr(t−r)/t
(
w − r
t
x1
)
ps1(t−s1)/t
(
y1 + z1 − s1
t
x′1
)
× pr(t−r)/t
(
w + b− r
t
x2
)
ps2(t−s2)/t
(
y2 + z2 − s2
t
x′2
)
× E [U(s1 , y1 + z1)Ds1,y1U(r , w)U(s2 , y2 + z2)Ds2,y2U(r , w + b)] .
We are going to estimate the terms Φ
(1)
N and Φ
(2)
N . Using the Poincare´ inequality (2.4), we can write
Φ
(1)
N ≤
ˆ
[0,t]2
ds1ds2
ˆ s1∧s2
0
dr
ˆ
R6d
f(dz1)f(dz2)f(db)dady1dy2
ˆ
[0,N ]4d
dx1dx
′
1dx2dx
′
2
× ps1(t−s1)/t
(
y1 − s1
t
x1
)
ps1(t−s1)/t
(
y1 + z1 − s1
t
x′1
)
× ps2(t−s2)/t
(
y2 − s2
t
x2
)
ps2(t−s2)/t
(
y2 + z2 − s2
t
x′2
)
×
(
‖Dr,aU(s1 , y1)‖4 ‖U(s1 , y1 + z1)‖4 + ‖U(s1 , y1)‖4 ‖Dr,aU(s1 , y1 + z1)‖4
)
×
(
‖Dr,a+bU(s2 , y2)‖4 ‖U(s2 , y2 + z2)‖4 + ‖U(s2 , y2)‖4 ‖Dr,a+bU(s2 , y2 + z2)‖4
)
.
The estimates (1.8))and (4.1) and semi-group property yield
Φ
(1)
N ≤ 4C2t,4c2t,4
ˆ
[0,t]2
ds1ds2
ˆ s1∧s2
0
dr
ˆ
R5d
f(dz1)f(dz2)f(db)dy1dy2
ˆ
[0,N ]4d
dx1dx
′
1dx2dx
′
2
× ps1(t−s1)/t
(
y1 − s1
t
x1
)
ps1(t−s1)/t
(
y1 + z1 − s1
t
x′1
)
× ps2(t−s2)/t
(
y2 − s2
t
x2
)
ps2(t−s2)/t
(
y2 + z2 − s2
t
x′2
)
×
[
pr(s1−r)/s1+r(s2−r)/s2
(
b− r
s2
y2 +
r
s1
y1
)
+ pr(s1−r)/s1+r(s2−r)/s2
(
b− r
s2
(y2 + z2) +
r
s1
y1
)
+ pr(s1−r)/s1+r(s2−r)/s2
(
b− r
s2
y2 +
r
s1
(y1 + z1)
)
+ pr(s1−r)/s1+r(s2−r)/s2
(
b− r
s2
(y2 + z2) +
r
s1
(y1 + z1)
)]
.
By symmetry, we conclude that
Φ
(1)
N ≤ 16C2t,4c2t,4
ˆ
[0,t]2
ds1ds2
ˆ s1∧s2
0
dr
ˆ
R5d
f(dz1)f(dz2)f(db)dy1dy2
ˆ
[0,N ]4d
dx1dx
′
1dx2dx
′
2
× ps1(t−s1)/t
(
y1 − s1
t
x1
)
ps1(t−s1)/t
(
y1 + z1 − s1
t
x′1
)
× ps2(t−s2)/t
(
y2 − s2
t
x2
)
ps2(t−s2)/t
(
y2 + z2 − s2
t
x′2
)
× pr(s1−r)/s1+r(s2−r)/s2
(
b− r
s2
y2 +
r
s1
y1
)
. (6.5)
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As for Φ
(2)
N , similarly, by Cauchy-Schwarz inequality and the estimates (1.8))and (4.1), one sees
that
Φ
(2)
N ≤ C2t,4c2t,4
ˆ t
0
dr
ˆ
[0,r]2
ds1ds2
ˆ
R6d
f(db)dwf(dz1)dy1f(dz2)dy2
ˆ
[0,N ]4d
dx1dx
′
1dx2dx
′
2
× pr(t−r)/t
(
w − r
t
x1
)
ps1(t−s1)/t
(
y1 + z1 − s1
t
x′1
)
pr(t−r)/t
(
w + b− r
t
x2
)
× ps2(t−s2)/t
(
y2 + z2 − s2
t
x′2
)
ps1(r−s1)/r
(
y1 − s1
r
w
)
ps2(r−s2)/r
(
y2 − s2
r
(w + b)
)
= C2t,4c
2
t,4
ˆ t
0
dr
ˆ
[0,r]2
ds1ds2
ˆ
R4d
f(db)dwf(dz1)f(dz2)
ˆ
[0,N ]4d
dx1dx
′
1dx2dx
′
2
× pr(t−r)/t
(
w − r
t
x1
)
ps1(t−s1)/t+s1(r−s1)/r
(
z1 − s1
t
x′1 +
s1
r
w
)
× pr(t−r)/t
(
w + b− r
t
x2
)
ps2(t−s2)/t+s2(r−s2)/r
(
z2 − s2
t
x′2 +
s2
r
(w + b)
)
, (6.6)
where we use semi-group property in the equality.
In the following, we will prove Theorems 1.3-1.5 separately. The identity below will be used
several times later on:
pt(σx) = σ
−d
pt/σ2(x), for all x ∈ Rd and t, σ > 0. (6.7)
6.1 Proof of Theorem 1.3
Proof of Theorem 1.3. With the notation introduced in (6.4) and according to Theorem 5.1, it
suffices to show that
N−4d+3
(
Φ
(1)
N +Φ
(1)
N
)
≤ C, (6.8)
for all N ≥ e and for some constant C depending on t.
We will start with the expression for Φ
(1)
N given in (6.5). Using the elementary relation
pσ(x)pσ(y) = 2
dp2σ(x+ y)p2σ(x− y), σ > 0, x, y ∈ Rd, (6.9)
we can write
ps1(t−s1)/t
(
y1 − s1
t
x1
)
ps1(t−s1)/t
(
y1 + z1 − s1
t
x′1
)
= 2dp2s1(t−s1)/t
(
2y1 + z1 − s1
t
(x1 + x
′
1)
)
p2s1(t−s1)/t
(
z1 − s1
t
(x′1 − x1)
)
= ps1(t−s1)/(2t)
(
y1 +
z1
2
− s1
2t
(x1 + x
′
1)
)
p2s1(t−s1)/t
(
z1 − s1
t
(x′1 − x1)
)
,
where in the second equality we used the scaling property (6.7). In the same way, we obtain
ps2(t−s2)/t
(
y2 − s2
t
x2
)
ps2(t−s2)/t
(
y2 + z2 − s2
t
x′2
)
= ps2(t−s2)/(2t)
(
y2 +
z2
2
− s2
2t
(x2 + x
′
2)
)
p2s2(t−s2)/t
(
z2 − s2
t
(x′2 − x2)
)
.
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Therefore,
L :=
ˆ
R2d
dy1dy2 ps1(t−s1)/t
(
y1 − s1
t
x1
)
ps1(t−s1)/t
(
y1 + z1 − s1
t
x′1
)
ps2(t−s2)/t
(
y2 − s2
t
x2
)
× ps2(t−s2)/t
(
y2 + z2 − s2
t
x′2
)
pr(s1−r)/s1+r(s2−r)/s2
(
b− r
s2
y2 +
r
s1
y1
)
=
(s1
r
)d
ps1(t−s1)/t
(
z1 − s1
t
(x′1 − x1)
)
ps2(t−s2)/t
(
z2 − s2
t
(x′2 − x2)
)
×
ˆ
R2d
dy1dy2 ps1(t−s1)/(2t)
(
y1 +
z1
2
− s1
2t
(x1 + x
′
1)
)
ps2(t−s2)/(2t)
(
y2 +
z2
2
− s2
2t
(x2 + x
′
2)
)
× p(s1/r)2[r(s1−r)/s1+r(s2−r)/s2]
(
s1
r
b− s1
s2
y2 + y1
)
.
With the notation
M = p2s1(t−s1)/t
(
z1 − s1
t
(x′1 − x1)
)
p2s2(t−s2)/t
(
z2 − s2
t
(x′2 − x2)
)
integrating in y1 and using the semigroup property, yields
L =
(s1
r
)d
M
ˆ
Rd
dy2 ps2(t−s2)/(2t)
(
y2 +
z2
2
− s2
2t
(x2 + x
′
2)
)
× ps1(t−s1)/(2t)+(s1/r)2[r(s1−r)/s1+r(s2−r)/s2]
(
s1
r
b− s1
s2
y2 − z1
2
+
s1
2t
(x1 + x
′
1)
)
=
(s2
r
)d
M
ˆ
Rd
dy2 ps2(t−s2)/(2t)
(
y2 +
z2
2
− s2
2t
(x2 + x
′
2)
)
× p(s2/s1)2{s1(t−s1)/(2t)+(s1/r)2[r(s1−r)/s1+r(s2−r)/s2]}
(
s2
r
b− y2 − s2
2s1
z1 +
s2
2t
(x1 + x
′
1)
)
,
where in the second equality we used the scaling property (6.7). Integrating in y2 and using the
semigroup property we finally get
L =
(s2
r
)d
Mpα1
(
s2
r
b− s2
2s1
z1 +
s2
2t
(x1 + x
′
1 − x2 − x′2) +
z2
2
)
,
where
α1 =
s2(t− s2)
2t
+
(
s2
s1
)2{s1(t− s1)
2t
+
(s1
r
)2 [r(s1 − r)
s1
+
r(s2 − r)
s2
]}
.
A further application of the scaling property (6.7) yields
L =Mpα2
(
b− r
2s1
z1 +
r
2s2
z2 +
r
2t
(x1 + x
′
1 − x2 − x′2)
)
,
where
α2 =
(
r
s2
)2
α1 =
r2(t− s2)
2ts2
+
r2(t− s1)
2ts1
+
r(s1 − r)
s1
+
r(s2 − r)
s2
.
Making the change of variables xi → Nxi we obtain
N−4d+3Φ(1)N ≤ N316C2t,4c2t,4
ˆ
[0,1]4d
dx1dx
′
1dx2dx
′
2
ˆ
R3d
f(dz1)f(dz2)f(db)
ˆ
[0,t]2
ds1ds2
ˆ s1∧s2
0
dr
× p2s1(t−s1)/t
(
z1 − Ns1
t
(x′1 − x1)
)
p2s2(t−s2)/t
(
z2 − Ns2
t
(x′2 − x2)
)
× pα2
(
b− r
2s1
z1 +
r
2s2
z2 +
Nr
2t
(x1 + x
′
1 − x2 − x′2)
)
.
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With a further change of variables s1 =
t
N r1, s2 =
t
N r2, r =
t
N σ, we can write
N−4d+3Φ(1)N = 16C
2
t,4c
2
t,4t
3
ˆ
[0,1]4d
dx1dx
′
1dx2dx
′
2
ˆ
R3d
f(dz1)f(dz2)f(db)
ˆ
[0,N ]2
dr1dr2
× p 2tr1
N
(1− r1
N
)
(
z1 − r1(x′1 − x1)
)
p 2tr2
N
(1− r1
N
)
(
z2 − r2(x′2 − x2)
)
×
ˆ r1∧r2
0
dσ pγ3,N
(
b− σ
2r1
z1 +
σ
2r2
z2 +
σ
2
(x1 + x
′
1 − x2 − x′2)
)
,
where
γ3,N =
tσ2
2N
(
1
r1
+
1
r2
− 2
N
)
+
tσ
N
(
2− σ
r1
− σ
r2
)
.
We also set
γ1,N =
2tr1
N
(1− r1
N
), γ2,N =
2tr2
N
(1− r2
N
).
With the notation y1 = r1(x
′
1 − x1), y2 = r2(x′2 − x2), y3 = σ2 (x1 + x′1 − x2 − x′2), the Fourier
transform of the function
Ψ1(z1, z2, b) := pγ1,N (z1 − y1)pγ2,N (z2 − y2)pγ3,N
(
b− σ
2r1
z1 +
σ
2r2
z2 + y3
)
is given by
Ψˆ1(ξ1, ξ2, ξ3) = exp
(
−γ1,N
2
‖ξ1 + σ
2r1
ξ3‖2 − γ2,N
2
‖ξ2 − σ
2r2
ξ3‖2 − γ3,N
2
‖ξ3‖2
)
× exp
(
i
(
ξ1 +
σ
2r1
ξ3
)
· y1 + i
(
ξ2 − σ
2r2
ξ3
)
· y2 − iξ3 · y3
)
.
Notice that (
ξ1 +
σ
2r1
ξ3
)
· y1 +
(
ξ2 − σ
2r2
ξ3
)
· y2 − ξ3 · y3
= −x1 · (r1ξ1 + σξ3)− x2 · (r2ξ2 − σξ3) + x′1 · (r1ξ1) + x′2 · (r2ξ2) .
Set
∆1(ξ1, ξ2, ξ3) :=
ˆ
[0,1]4d
dx1dx
′
1dx2dx
′
2
exp
(
i
(−x1 · (r1ξ1 + σξ3)− x2 · (r2ξ2 − σξ3) + x′1 · (r1ξ1) + x′2 · (r2ξ2))) .
Then, Parseval’s identity implies that
N−4d+3Φ(1)N ≤ 16C2t,4c2t,4t3
1
(2pi)3d
ˆ
[0,N ]2
dr1dr2
ˆ r1∧r2
0
dσ
ˆ
R3d
fˆ(dξ1)fˆ(dξ2)fˆ(dξ3)∆1(ξ1, ξ2, ξ3)
× exp
(
−γ1,N
2
‖ξ1 + σ
2r1
ξ3‖2 − γ2,N
2
‖ξ2 − σ
2r2
ξ3‖2 − γ3,N
2
‖ξ3‖2
)
≤ C
ˆ
[0,∞)3
dσdr1dr2
ˆ
R3d
fˆ(dξ1)fˆ(dξ2)fˆ(dξ3)|∆1(ξ1, ξ2, ξ3)|.
Taking into account that R(f) <∞, which is equivalent by Lemma 5.9 to ´
Rd
‖z‖−1fˆ(dz) <∞, it
suffices to show that ˆ
[0,∞)3
dσdr1dr2|∆1(ξ1, ξ2, ξ3)| ≤ C(‖ξ1‖‖ξ2‖‖ξ3‖)−1, (6.10)
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for some constant C not depending on t. We have
|∆1(ξ1, ξ2, ξ3)| =
d∏
j=1
|e−ir1ξj1 − 1|
r1|ξj1|
|e−ir2ξj2 − 1|
r2|ξj2|
|ei(r1ξj1+σξj3) − 1|
|r1ξj1 + σξj3|
|ei(r2ξj2−σξj3) − 1|
|r2ξj2 − σξj3|
≤ 24d
d∏
j=1
(1 ∧ (r1|ξj1|)−1)(1 ∧ (r2|ξj2|)−1)(1 ∧ |r1ξj1 + σξj3|−1)(1 ∧ |r2ξj2 − σξj3|−1).
For any x ∈ Rd, we have
d∏
i=1
(
1 ∧ |xj |−1) ≤ 1 ∧ ( max
1≤j≤d
|xj |)−1 ≤ 1 ∧ d−1/2‖x‖−1 ≤ 1 ∧ ‖x‖−1. (6.11)
As a consequence,
|∆1(ξ1, ξ2, ξ3)| ≤ (1 ∧ (r1‖ξ1‖)−1)(1 ∧ (r2‖ξ2‖)−1)(1 ∧ ‖r1ξ1 + σξ3‖−1)(1 ∧ ‖r2ξ2 − σξ3‖−1),
which impliesˆ
[0,∞)3
dσdr1dr2 |∆(ξ1, ξ2, ξ3)| ≤ C(‖ξ1‖‖ξ2‖‖ξ3‖)−1
×
ˆ
[0,∞)3
dxdydz (1 ∧ x−1)(1 ∧ y−1)(1 ∧ ‖xe1 + ze3‖−1)(1 ∧ ‖ye2 − ze3‖−1),
where the last inequality follows from a change of variable, and ei, i = 1, 2, 3 are unit vectors. Note
that
‖xe1 + ze3‖2 = x2 + z2 + 2xz〈e1, e3〉 ≥ x2 + z2 − 2xz = (x− z)2.
Therefore, ˆ
[0,∞)3
dxdydz (1 ∧ x−1)(1 ∧ y−1)(1 ∧ ‖xe1 + ze3‖−1)(1 ∧ ‖ye2 − ze3‖−1)
≤
ˆ
R3
dxdydz (1 ∧ |x|−1)(1 ∧ |y|−1)(1 ∧ |x− z|−1)(1 ∧ |y − z|−1).
Finally, applying Ho¨lder and Young’s inequality, we obtainˆ
R3
dxdydz (1 ∧ |x|−1)(1 ∧ |y|−1)(1 ∧ |x− z|−1)(1 ∧ |y − z|−1)
≤ ‖(1 ∧ | • |−1) ∗ (1 ∧ | • |−1)‖2L2(R) ≤ ‖1 ∧ | • |−1‖4L4/3(R) <∞.
Let us turn now to the analysis of Φ
(2)
N given in (6.6). Because the variable w appears in four
heat kernels and three of them have different variances, we cannot proceed as in the case of Φ
(1)
N .
Then, we start making the changes of variables without integrating in w. The first change of
variables is xi → Nxi, which yields
N−4d+3Φ(2)N = N
3C2t,4c
2
t,4
ˆ t
0
dr
ˆ
[0,r]2
ds1ds2
ˆ
R4d
f(db)dwf(dz1)f(dz2)
ˆ
[0,1]4d
dx1dx
′
1dx2dx
′
2
× pr(t−r)/t
(
w − rN
t
x1
)
ps1(t−s1)/t+s1(r−s1)/r
(
z1 − s1N
t
x′1 +
s1
r
w
)
× pr(t−r)/t
(
w + b− rN
t
x2
)
ps2(t−s2)/t+s2(r−s2)/r
(
z2 − s2N
t
x′2 +
s2
r
(w + b)
)
.
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Next we make the change of variables s1 =
t
N r1, s2 =
t
N r2 and r =
t
N σ, in order to obtain
N−4d+3Φ(2)N = t
3C2t,4c
2
t,4
ˆ
[0,N ]
dσ
ˆ
[0,σ]2
dr1dr2
ˆ
R4d
f(db)dwf(dz1)f(dz2)
ˆ
[0,1]4d
dx1dx
′
1dx2dx
′
2
× p tσ
N
(1− σ
N
) (w − σx1)p tr1
N
(1− r1
N
)+
tr1
Nσ
(σ−r1)
(
z1 − r1x′1 +
r1
σ
w
)
× p tσ
N
(1− σ
N
) (w + b− σx2)p tr2
N
(1− r2
N
)+
tr2
Nσ
(σ−r2)
(
z2 − r2x′2 +
r2
σ
(w + b)
)
.
To simplify the presentation, we set
γ0,N =
tσ
N
(
1− σ
N
)
, γ1,N =
tr1
N
(
1− r1
N
)
+
tr1
Nσ
(σ − r1)
and
γ2,N =
tr2
N
(
1− r2
N
)
+
tr2
Nσ
(σ − r2).
With the change of variables z = w − σx1 and the notation y1 = x′1 − x1, y2 = x′2 − x1 and
y3 = x2 − x1, we can write
Ψ2(z1, z2, b) :=
ˆ
Rd
dw pγ0,N (w − σx1)pγ1,N
(
z1 − r1x′1 +
r1
σ
w
)
× pγ0,N (w + b− σx2)pγ2,N
(
z2 − r2x′2 +
r2
σ
(w + b)
)
=
ˆ
Rd
dz pγ0,N (z)pγ1,N
(
z1 − r1y1 + r1
σ
z
)
× pγ0,N (z + b− σy3)pγ2,N
(
z2 − r2y2 + r2
σ
(z + b)
)
.
The Fourier transform of the function Ψ2(z1, z2, b) is equal to
Ψˆ2(ξ1, ξ2, ξ3) =
ˆ
Rd
dzpγ0,N (z) exp
(
−1
2
γ1,N‖ξ1‖2 − 1
2
γ0,N‖ξ2 − r2
σ
ξ3‖2 − 1
2
γ2,N‖ξ3‖2
)
× exp
(
iξ1 ·
(
r1y1 − r1
σ
z
)
+ i
(
ξ2 − r2
σ
ξ3
)
· (σy3 − z) + iξ3 ·
(
r2y2 − r2
σ
z
))
= exp
(
−1
2
γ1,N‖ξ1‖2 − 1
2
γ0,N‖ξ2 − r2
σ
ξ3‖2 − 1
2
γ2,N‖ξ3‖2 − 1
2
γ0,N‖r1
σ
ξ1 + ξ2‖2
)
× exp (ir1ξ1 · y1 + i (σξ2 − r2ξ3) · y3 + ir2ξ3 · y2) .
Set
∆2(ξ1, ξ2, ξ3) :=
ˆ
[0,1]4d
dx1dx
′
1dx2dx
′
2
exp
(
ir1ξ1 · (x′1 − x1) + i (σξ2 − r2ξ3) · (x2 − x1) + ir2ξ3 · (x′2 − x1)
)
.
Then, Parseval’s identity implies that
N−4d+3Φ(1)N = C
2
t,4c
2
t,4t
3 1
(2pi)3d
ˆ
[0,N ]
dσ
ˆ
[0,σ]2
dr1dr2
ˆ
R3d
fˆ(dξ1)fˆ(dξ2)fˆ(dξ3)∆1(ξ1, ξ2, ξ3)
× exp
(
−1
2
γ1,N‖ξ1‖2 − 1
2
γ0,N‖ξ2 − r2
σ
ξ3‖2 − 1
2
γ2,N‖ξ3‖2 − 1
2
γ0,N‖r1
σ
ξ1 + ξ2‖2
)
≤ C
ˆ
[0,∞)3
dσdr1dr2
ˆ
R3d
fˆ(dξ1)fˆ(dξ2)fˆ(dξ3)|∆2(ξ1, ξ2, ξ3)|.
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Taking into account that R(f) <∞, which is equivalent by Lemma 5.9 to ´
Rd
‖z‖−1fˆ(dz) <∞, it
suffices to show that ˆ
[0,∞)3
dσdr1dr2|∆2(ξ1, ξ2, ξ3)| ≤ C(‖ξ1‖‖ξ2‖‖ξ3‖)−1, (6.12)
for some constant C not depending on t. Taking into account that
|∆2(ξ1, ξ2, ξ3)| =
d∏
j=1
|e−i(r1ξj1+r2ξj3| − 1
|r1ξj1 + r2ξj3|
|eir1ξj1 − 1|
|r1ξj1|
|ei(σξj2−r2ξj3) − 1|
|σξj2 − r2ξj3|
|eir2ξj3 − 1|
|r2ξj3|
≤ (1 ∧ ‖r1ξ1 + r2ξ3‖−1)(1 ∧ ‖r1ξ1‖−1)(1 ∧ ‖σξ2 − r2ξ3‖−1)(1 ∧ ‖r2ξ3‖−1),
the proof of (6.12) can be done by the same arguments as in the proof of (6.10). The proof of
Theorem 1.3 is now complete.
6.2 Proof of Theorem 1.4
Proof of Theorem 1.4. By Theorem 5.2 and Proposition 2.1, we need show that there exists a
constant C > 0 such that for all N ≥ e,
Var (〈DSN,t, vN 〉H) ≤ C
(
logN
N
)3
. (6.13)
We recall the decomposition (6.4) of Var (〈DSN,t, vN 〉H).
Estimation of Φ
(1)
N . According to (6.5), we integrate x
′
1 and x
′
2 on R and obtain
Φ
(1)
N ≤ 16C2t,4c2t,4f(R)2
ˆ
[0,t]2
ds1ds2
t2
s1s2
ˆ s1∧s2
0
dr
ˆ
R3
f(db)dy1dy2
ˆ
[0,N ]2
dx1dx2
× ps1(t−s1)/t
(
y1 − s1
t
x1
)
ps2(t−s2)/t
(
y2 − s2
t
x2
)
pr(s1−r)/s1+r(s2−r)/s2
(
b− r
s2
y2 +
r
s1
y1
)
= 16C2t,4c
2
t,4f(R)
2
ˆ
[0,t]2
ds1ds2
t2
s2
ˆ s1∧s2
0
dr
1
r
ˆ
R3
f(db)dy1dy2
ˆ
[0,N ]2
dx1dx2
× ps1(t−s1)/t
(
y1 − s1
t
x1
)
ps2(t−s2)/t
(
y2 − s2
t
x2
)
× p[r(s1−r)/s1+r(s2−r)/s2]/(r2/s21)
(
s1
r
b− s1
s2
y2 + y1
)
,
where in the equality we use property (6.7) with d = 1. Hence, by the semigroup property, we see
that
Φ
(1)
N ≤ 16C2t,4c2t,4f(R)2
ˆ
[0,t]2
ds1ds2
t2
s2
ˆ s1∧s2
0
dr
1
r
ˆ
R2
f(db)dy2
ˆ
[0,N ]2
dx1dx2
ps2(t−s2)/t
(
y2 − s2
t
x2
)
ps1(t−s1)/t+[r(s1−r)/s1+r(s2−r)/s2]/(r2/s21)
(
s1
r
b− s1
s2
y2 +
s1
t
x1
)
.
37
We repeat the use of (6.7) with d = 1 and the semigroup property to obtain
Φ
(1)
N ≤ 16C2t,4c2t,4f(R)2
ˆ
[0,t]2
ds1ds2
t2
s1
ˆ s1∧s2
0
dr
1
r
ˆ
R2
f(db)dy2
ˆ
[0,N ]2
dx1dx2
× ps2(t−s2)/t
(
y2 − s2
t
x2
)
p[s1(t−s1)/t+[r(s1−r)/s1+r(s2−r)/s2]/(r2/s21)]/(s21/s22)
(s2
r
b− y2 + s2
t
x1
)
= 16C2t,4c
2
t,4f(R)
2
ˆ
[0,t]2
ds1ds2
t2
s1
ˆ s1∧s2
0
dr
1
r
ˆ
R
f(db)
ˆ
[0,N ]2
dx1dx2
× ps2(t−s2)/t+[s1(t−s1)/t+[r(s1−r)/s1+r(s2−r)/s2]/(r2/s21)]/(s21/s22)
(s2
r
b+
s2
t
x1 − s2
t
x2
)
= 16C2t,4c
2
t,4f(R)
2
ˆ
[0,t]2
ds1ds2
t2
s1s2
ˆ s1∧s2
0
dr
ˆ
R
f(db)
ˆ
[0,N ]2
dx1dx2 p2r(t−r)/t
(
b+
r
t
(x1 − x2)
)
,
where in the second equality we use the relation
2r(t− r)/t = [s2(t− s2)/t+ [s1(t− s1)/t+ [r(s1 − r)/s1 + r(s2 − r)/s2]/(r2/s21)]/(s21/s22)]/(s22/r2).
Now, using the notation IN =
1
N 1[0,N ] and Plancherel’s identity, we conclude that
Φ
(1)
N ≤ 16C2t,4c2t,4N2f(R)2
ˆ
[0,t]2
ds1ds2
t2
s1s2
ˆ s1∧s2
0
dr
(
IN ∗ I˜N ∗
(
f ∗ p2r(t−r)/t
(r
t
(·)
)))
(0)
= 16C2t,4c
2
t,4
N2
pi
f(R)2
ˆ
[0,t]2
ds1ds2
t3
rs1s2
ˆ s1∧s2
0
dr
ˆ
R
dz
1− cos(Nz)
N2z2
fˆ
(
tz
r
)
e−
t(t−r)
r
z2
≤ 16C2t,4c2t,4
N
pi
f(R)3
ˆ
[0,t]2
ds1ds2
t3
rs1s2
ˆ s1∧s2
0
dr
ˆ
R
dz
1− cos(z)
z2
e−
t(t−r)
r
z2
N2
= 32C2t,4c
2
t,4
N
pi
f(R)3
ˆ
0≤s1≤s2≤t
ds1ds2dr
t3
rs1s2
ˆ s1∧s2
0
dr
ˆ
R
dz
1− cos(z)
z2
e−
t(t−r)
r
z2
N2 .
Integrating in the variables s1 and s2 yields
Φ
(1)
N ≤ 32C2t,4c2t,4
N
pi
f(R)3
ˆ t
0
dr
t3
r
(
log
(
t
r
))2 ˆ
R
e−
t(t−r)
r
z2
N2 ϕ(z)dz,
where we recall that ϕ(z) = (1 − cos z)/z2. Making the change of variables t−rr = θ, allows us to
write
Φ
(1)
N ≤ 32C2t,4c2t,4
N
pi
t3f(R)3
ˆ
R
ϕ(z)dz
ˆ ∞
0
dθ
1
θ + 1
(log(θ + 1))2 e−
tθz2
N2 .
Integrating by parts and using the fact that(
1
3
(log(θ + 1))3e−
tθz2
N2
)θ=∞
θ=0
= 0,
we obtain
Φ
(1)
N ≤ 32C2t,4c2t,4
N
3pi
t3
ˆ
R
ϕ(z)dz
ˆ ∞
0
dθ (log(θ + 1))3 e−
tθz2
N2
tz2
N2
= 32C2t,4c
2
t,4
N
3pi
t3
ˆ
R
ϕ(z)dz
ˆ ∞
0
dθ
(
log
(
N2
tz2
θ + 1
))3
e−θ.
38
Using the inequality
log
(
N2
tz2
θ + 1
)
≤ 2 logN + log(θ + 1) + log(1
t
+ 1) + log(
1
z2
+ 1)
≤
(
2 logN + log(
1
t
+ 1)
)(
1 + log(θ + 1) + log(
1
z2
+ 1)
)
,
and taking into account that
C :=
ˆ
R
ϕ(z)dz
ˆ ∞
0
dθ
(
1 + log(θ + 1) + log(
1
z2
+ 1)
)3
e−θ <∞,
we finally get
Φ
(1)
N . C
2
t,4c
2
t,4t
3N
(
2 logN + log(
1
t
+ 1)
)3
,
which provides the desired estimate.
Estimation of Φ
(2)
N . Recall the estimate in (6.6). Notice that we should not integrate the variables x
′
1
and x′2 on the whole real line, because this would produce a factor (s1s2)
−1 which is not integrable
on [0, r]2. For this reason, we choose to integrate the variables x1 and x2 on R and we obtain, using
(6.7) with d = 1,
Φ
(2)
N ≤ C2t,4c2t,4
ˆ t
0
dr
t2
r2
ˆ
[0,r]2
ds1ds2
ˆ
R4
f(db)dwf(dz1)f(dz2)
ˆ
[0,N ]2
dx′1dx
′
2
× ps1(t−s1)/t+s1(r−s1)/r
(
z1 − s1
t
x′1 +
s1
r
w
)
ps2(t−s2)/t+s2(r−s2)/r
(
z2 − s2
t
x′2 +
s2
r
(w + b)
)
= C2t,4c
2
t,4
ˆ t
0
dr
t2
s1s2
ˆ
[0,r]2
ds1ds2
ˆ
R3
f(db)f(dz1)f(dz2)
ˆ
[0,N ]2
dx′1dx
′
2
× pα
(
r
s2
z2 − r
s1
z1 + b− r
t
(x′2 − x′1)
)
= C2t,4c
2
t,4
ˆ t
0
dr
t2
s1s2
ˆ
[0,r]2
ds1ds2
ˆ
R2
f(dz1)f(dz2)
ˆ
[0,N ]2
dx′1dx
′
2
× (f ∗ pα)
(
r
t
(x′2 − x′1) +
r
s1
z1 − r
s2
z2
)
,
where
α = [s1(t− s1)/t+ s1(r − s1)/r]/(s21/r2) + [s2(t− s2)/t+ s2(r − s2)/r]/(s22/r2).
Using IN =
1
N 1[0,N ], we write
Φ
(2)
N ≤ N2C2t,4c2t,4
ˆ t
0
dr
t2
s1s2
ˆ
[0,r]2
ds1ds2
ˆ
R2
f(dz1)f(dz2)
×
(
IN ∗ I˜N ∗
(
(f ∗ pα)
(
r
t
(·) + r
s1
z1 − r
s2
z2
)))
(0).
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We apply Plancherel’s identity to conclude that
Φ
(2)
N ≤
N2
pi
C2t,4c
2
t,4
ˆ t
0
dr
t3
rs1s2
ˆ
[0,r]2
ds1ds2
ˆ
R2
f(dz1)f(dz2)
ˆ
R
dz
× 1− cos(Nz)
N2z2
e
iz
(
t
s2
z2− ts1 z1
)
fˆ
(
tz
r
)
e−
αt2
2r2
z2
=
N
pi
C2t,4c
2
t,4
ˆ t
0
dr
t3
rs1s2
ˆ
[0,r]2
ds1ds2
ˆ
R
dz
1− cos(z)
z2
fˆ
(
tz
s2
)
fˆ
(
− tz
s1
)
fˆ
(
tz
r
)
e−
αt2
2r2
z2
N2
≤ N
pi
C2t,4c
2
t,4f(R)
3
ˆ t
0
dr
t3
rs1s2
ˆ
[0,r]2
ds1ds2
ˆ
R
dz
1− cos(z)
z2
e−
αt2
2r2
z2
N2 .
Denote
σ :=
αt2
r2
= t(t− s1)/s1 + t2(r − s1)/(rs1) + t(t− s2)/s2 + t2(r − s2)/(rs2).
Recalling ϕ(z) = (1− cos(z))/z2, we can write
Φ
(2)
N ≤
N
pi
C2t,4c
2
t,4f(R)
3
ˆ
R
ϕ(z)dz
ˆ t
0
ˆ
[0,r]2
ds1ds2dr
t3
rs1s2
e−
σz2
2N2
=
N
pi
C2t,4c
2
t,4f(R)
3
ˆ
R
ϕ(z)dz
ˆ t
0
dr
t3
r
(ˆ r
0
ds
1
s
e−
[t(t−s)/s+t2(r−s)/(rs)]z2
2N2
)2
.
Making the change of variables (r − s)/s = θ, yieldsˆ r
0
ds
1
s
e−
[t(t−s)/s+t2(r−s)/(rs)]z2
2N2 =
ˆ ∞
0
1
1 + θ
e−
tz2
2N2
(2θt+t−r)/r)dθ.
As a consequence,
Φ
(2)
N ≤
N
pi
C2t,4c
2
t,4t
3f(R)3
ˆ
R
ϕ(z)dz
ˆ t
0
1
r
e−
z2
N2
t(t−r)/r
(ˆ ∞
0
1
1 + θ
e−
t2z2θ
rN2 dθ
)2
dzdr.
With the further change of variable t−rr = ξ, we obtain
Φ
(2)
N ≤
N
pi
C2t,4c
2
t,4t
3f(R)3
ˆ
R
ϕ(z)dz
ˆ ∞
0
1
1 + ξ
e−
tz2ξ
N2
(ˆ ∞
0
1
1 + θ
e−
t(ξ+1)z2θ
N2 dθ
)2
dzdξ
≤ N
pi
C2t,4c
2
t,4t
3f(R)3
ˆ
R
ϕ(z)dz
(ˆ ∞
0
1
1 + θ
e−
tz2θ
N2 dθ
)3
dz
=
N
pi
C2t,4c
2
t,4t
3f(R)3
ˆ
R
ϕ(z)dz
(ˆ ∞
0
1
θ + tz
2
N2
e−θdθ
)3
dz.
We have ˆ ∞
0
1
θ + tz
2
N2
e−θdθ ≤
ˆ ∞
1
e−θdθ +
ˆ 1
0
1
θ + tz
2
N2
dθ = e−1 + log
(
1 +
N2
tz2
)
≤ e−1 + 2 logN + log(1 + 1/t) + log(1 + z−2).
Taking into account that ˆ
R
ϕ(z)(1 + log(1 + z−2))3dz <∞,
we obtain the desired estimate for the term Φ
(2)
N . This completes the proof of the estimate (6.13).
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6.3 Proof of Theorem 1.5
6.3.1 Estimation of Φ
(1)
N
Recalling (6.5) and using change of variables: y1− s1t x1 = α1, y2− s2t x2 = α2, y1+ z1− s1t x′1 = α3,
y2 + z2 − s2t x′2 = α4, b− rs2 y2 + rs1 y1 = α5, yields that
Φ
(1)
N ≤ 16C2t,4c2t,4
ˆ
[0,t]2
ds1ds2
ˆ s1∧s2
0
dr
ˆ
R5d
dα1dα2dα3dα4dα5
ˆ
[0,N ]4d
dx1dx
′
1dx2dx
′
2
× ps1(t−s1)/t (α1)ps2(t−s2)/t (α2)ps1(t−s1)/t (α3)ps2(t−s2)/t (α4)pr(s1−r)/s1+r(s2−r)/s2 (α5)
× ‖α3 − α1 − s1
t
(x1 − x′1)‖−β‖α4 − α2 −
s2
t
(x2 − x′2)
× ‖−β‖α5 + r
s2
α2 − r
s1
α1 +
r
t
(x2 − x1)‖−β .
Let Z1, Z2, Z3, Z4, Z5 be i.i.d. N(0, 1). We can write
Φ
(1)
N ≤ 16C2t,4c2t,4
ˆ
[0,t]2
ds1ds2
ˆ s1∧s2
0
dr
ˆ
[0,N ]4d
dx1dx
′
1dx2dx
′
2
× E
[
‖
√
s1(t− s1)/tZ3 −
√
s1(t− s1)/tZ1 − s1
t
(x1 − x′1)‖−β
× ‖
√
s2(t− s2)/tZ4 −
√
s2(t− s2)/tZ2 − s2
t
(x2 − x′2)‖−β
× ‖
√
r(s1 − r)/s1 + r(s2 − r)/s2Z5 + r
s2
√
s2(t− s2)/tZ2
− r
s1
√
s1(t− s1)/tZ1 + r
t
(x2 − x1)‖−β
]
= 16C2t,4c
2
t,4N
4d−3β
ˆ
[0,t]2
ds1ds2
ˆ s1∧s2
0
dr
(
t
r
)β ( t
s1
)β ( t
s2
)β ˆ
[0,1]4d
dx1dx
′
1dx2dx
′
2
× E
[
‖ t
Ns1
√
s1(t− s1)/tZ3 − t
Ns1
√
s1(t− s1)/tZ1 − (x1 − x′1)‖−β
× ‖ t
Ns2
√
s2(t− s2)/tZ4 − t
Ns2
√
s2(t− s2)/tZ2 − (x2 − x′2)‖−β
× ‖ t
Nr
√
r(s1 − r)/s1 + r(s2 − r)/s2Z5 + t
Ns2
√
s2(t− s2)/tZ2
− t
Ns1
√
s1(t− s1)/tZ1 + (x2 − x1)‖−β
]
, (6.14)
where in the second equality we have made a change of variables.
Case 1: 0 < β < 1. Appealing to Lemma 3.1 of [17] to the random variables Z5, Z4, Z3 in this
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order, we see that the spatial integral in (6.14) is bounded above by
C E
[ˆ
[0,1]4d
dx1dx
′
1dx2dx
′
2 ‖
t
Ns2
√
s2(t− s2)/tZ2 − t
Ns1
√
s1(t− s1)/tZ1 + (x2 − x1)‖−β
× ‖ t
Ns1
√
s1(t− s1)/tZ1 + (x1 − x′1)‖−β‖
t
Ns2
√
s2(t− s2)/tZ2 + (x2 − x′2)‖−β
]
≤ C E
[ˆ
[−1,1]3d
dy1dy2dy3 ‖ t
Ns2
√
s2(t− s2)/tZ2 − t
Ns1
√
s1(t− s1)/tZ1 + y3‖−β
× ‖ t
Ns1
√
s1(t− s1)/tZ1 + y1‖−β‖ t
Ns2
√
s2(t− s2)/tZ2 + y2‖−β
]
≤ C
(
sup
z∈Rd
ˆ
[−1,1]d
‖z + y‖−βdy
)3
= C ′ <∞,
where in the first inequality we use a change of variables and in the second inequality we use the
fact (see also [17, (3.10)])
sup
z∈Rd
ˆ
[−1,1]d
‖z + y‖−βdy <∞. (6.15)
Denote
At =
ˆ
[0,t]2
ds1ds2
ˆ s1∧s2
0
dr
(
t
r
)β ( t
s1
)β ( t
s2
)β
.
Condition β < 1 implies At <∞. Therefore, in the case 0 < β < 1, we conclude that
Φ
(1)
N ≤ C ′C2t,4c2t,4AtN4d−3β. (6.16)
Case 2: 1 < β < 2. Recall (6.14). Applying Lemma 7.2 to Z5, Z4, Z3, using the change of variables
(x′1 = x1 − y1, x′2 = x2 − y2, x1 = x2 − y3) and the fact that for all c1 > 0 and z ∈ Rdˆ
[−1,1]d
c1 ∧ ‖z + y1‖−βdy1 ≤ 2d
(
c1 ∧
ˆ
[−1,1]d
‖z + y1‖−βdy1
)
. c1 ∧ 1, see (6.15) (6.17)
we obtain that
Φ
(1)
N . C
2
t,4c
2
t,4N
4d−3β
ˆ
[0,t]2
ds1ds2
ˆ s1∧s2
0
dr
[[
Nβ(s1(t− s1)/t)−β/2
]
∧
(
t
s1
)β]
×
[[
Nβ(s2(t− s2)/t)−β/2
]
∧
(
t
s2
)β] [[
Nβ(r(s1 − r)/s1 + r(s2 − r)/s2)−β/2
]
∧
(
t
r
)β]
.
The change of variables s1 → ts1N2 , s2 → ts2N2 and r→ trN2 allows us to write
Φ
(1)
N . N
4d+3β−6
ˆ
[0,N ]2
ds1ds2
ˆ s1∧s2
0
dr
[[
(s1(1− s1/N2))−β/2
]
∧ s−β1
]
×
[[
(s2(1− s2/N2))−β/2
]
∧ s−β2
] [[
r−β/2
(
1− r
2s1
− r
2s2
)−β/2]
∧ r−β
]
.
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For the integral in the variable r we make the further change of variables r
(
1
2s1
+ 12s2
)
= λ in order
to obtain
Φ
(1)
N . N
4d+3β−6
ˆ
[0,N2]2
ds1ds2
[[
(s1(1− s1/N2))−β/2
]
∧ s−β1
] [[
(s2(1− s2/N2))−β/2
]
∧ s−β2
]
×
(
1
2s1
+
1
2s2
)β−1 ˆ 1
0
dλλ−
β
2
([(
1
2s1
+
1
2s2
)−β/2
(1− λ)−β2
]
∧ λ−β2
)
. (6.18)
From (6.18), we apply Lemma 7.4 to conclude that in the case 1 < β < 2,
Φ
(1)
N . N
4d+3β−6. (6.19)
Case 3: β = 1. Notice that the estimate in (6.18) still holds for β = 1. Now we apply Lemma 7.5
to conclude that in the case β = 1
Φ
(1)
N . N
4d−3(logN)3. (6.20)
6.3.2 Estimation of Φ
(2)
N
Recall (6.6). Using the change of variables: w− rtx1 = α1, w+ b− rtx2 = α2, z1− s1t x′1+ s1r w = α3,
z2 − s2t x′2 + s2r (w + b) = α4, we obtain
Φ
(2)
N ≤ C2t,4c2t,4
ˆ t
0
dr
ˆ
[0,r]2
ds1ds2
ˆ
R4d
dα1dα2dα3dα4
ˆ
[0,N ]4d
dx1dx
′
1dx2dx
′
2
× pr(t−r)/t (α1)pr(t−r)/t (α2)ps1(t−s1)/t+s1(r−s1)/r (α3)ps2(t−s2)/t+s2(r−s2)/r (α4)
×
∥∥∥α2 − α1 + r
t
(x2 − x1)
∥∥∥−β ∥∥∥α3 − s1
r
α1 +
s1
t
(x′1 − x1)
∥∥∥−β ∥∥∥α4 − s2
r
α2 +
s2
t
(x′2 − x2)
∥∥∥−β
= C2t,4c
2
t,4
ˆ t
0
dr
ˆ
[0,r]2
ds1ds2
ˆ
[0,N ]4d
dx1dx
′
1dx2dx
′
2
× E
[∥∥∥∥∥
√
r(t− r)
t
Z2 −
√
r(t− r)
t
Z1 +
r
t
(x2 − x1)
∥∥∥∥∥
−β
×
∥∥∥∥∥
√
s1(t− s1)
t
+
s1(r − s1)
r
Z3 − s1
t
√
r(t− r)
t
Z1 +
s1
t
(x′1 − x1)
∥∥∥∥∥
−β
×
∥∥∥∥∥
√
s2(t− s2)
t
+
s2(r − s2)
r
Z4 − s2
t
√
r(t− r)
t
Z2 +
s2
t
(x′2 − x2)
∥∥∥∥∥
−β ]
.
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Now, using a change of variables yields that
Φ
(2)
N ≤ C2t,4c2t,4N4d−3β
ˆ t
0
dr
ˆ
[0,r]2
ds1ds2
(
t
r
)β ( t
s1
)β ( t
s2
)β ˆ
[0,1]4d
dx1dx
′
1dx2dx
′
2
× E
[∥∥∥∥∥ tNr
√
r(t− r)
t
Z2 − t
Nr
√
r(t− r)
t
Z1 + (x2 − x1)
∥∥∥∥∥
−β
×
∥∥∥∥∥ tNs1
√
s1(t− s1)
t
+
s1(r − s1)
r
Z3 − 1
N
√
r(t− r)
t
Z1 + (x
′
1 − x1)
∥∥∥∥∥
−β
×
∥∥∥∥∥ tNs2
√
s2(t− s2)
t
+
s2(r − s2)
r
Z4 − 1
N
√
r(t− r)
t
Z2 + (x
′
2 − x2)
∥∥∥∥∥
−β ]
. (6.21)
Case 1: 0 < β < 1. We first apply Lemma 3.1 of [17] for Z4, Z3, then use a change of variables
and (6.15) to conclude
Φ
(2)
N ≤ C A¯tC2t,4c2t,4N4d−3β , (6.22)
where A¯t =
´ t
0 dr
´
[0,r]2 ds1ds2 (t/r)
β(t/s1)
β(t/s2)
β <∞ since β < 1.
Case 2: 1 < β < 2. In this case, recalling (6.21), we proceed in the following order: applying
Lemma 7.2 for Z4, Z3, using the change of variables (x
′
1 = y1 + x1, x
′
2 = y2 + x2) and (6.17), then
applying Lemma 7.2 for Z2 and using change of variables x2 = y3 + x1 and (6.17), to obtain that
Φ
(2)
N . C
2
t,4c
2
t,4N
4d−3β
ˆ t
0
dr
ˆ
[0,r]2
ds1ds2
[[
Nβ(r(t− r)/t)−β/2
]
∧ (t/r)β
]
×
[[
Nβ(s1(t− s1)/t+ s1(r − s1)/r)−β/2
]
∧ (t/s1)β
]
×
[[
Nβ(s2(t− s2)/t+ s2(r − s2)/r)−β/2
]
∧ (t/s2)β
]
. N4d−3β
ˆ 1
0
dr
ˆ
[0,r]2
ds1ds2
[[
Nβ(r(1− r))−β/2
]
∧ r−β
]
×
[[
Nβ(s1(r − s1)/r)−β/2
]
∧ s−β1
] [[
Nβ(s2(r − s2)/r)−β/2
]
∧ s−β2
]
= N4d−3β
ˆ 1
0
dr
[[
Nβ(r(1− r))−β/2
]
∧ r−β
] [ˆ r
0
[[
Nβ(s(r − s)/r)−β/2
]
∧ s−β
]
ds
]2
,
(6.23)
where the second inequality follows by a change of variables. Using a change of variables again, we
see from (6.23) that
Φ
(2)
N . N
4d−3β
ˆ 1
0
dr
[[
Nβ(r(1− r))−β/2
]
∧ r−β
]
r2−2β
×
[ˆ 1
0
[[
(Nr1/2)β(s(1− s))−β/2
]
∧ s−β
]
ds
]2
= 2N4d+3β−6
ˆ N
0
dαα5−4β
[[
(α2(1− α2/N2))−β/2
]
∧ α−2β
]
×
[ˆ 1
0
[[
αβ(s(1− s))−β/2
]
∧ s−β
]
ds
]2
. (6.24)
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We apply Lemma 7.6 to conclude that in the case 1 < β < 2,
Φ
(2)
N . N
4d+3β−6. (6.25)
Case 3: β = 1. Notice that the estimate in (6.24) still holds for β = 1. We apply Lemma 7.7 to
conclude that in the case β = 1
Φ
(2)
N . N
4d−3(logN)3. (6.26)
6.3.3 Proof of Theorem 1.5
Proof of Theorem 1.5. Recall (6.2) and (6.4). The case 0 < β < 1 follows from Theorem 5.4 Item
1, (6.16) and (6.22); the case β = 1 follows from Theorem 5.4 Item 2, (6.20) and (6.26); the case
1 < β < 2 follows from Theorem 5.4 Item 3, (6.19) and (6.25).
7 Appendix
Lemma 7.1. Let IN and I˜N be defined in (4.11). Then for all s < t and w ∈ Rd,
ˆ
Rd
dx
(
IN ∗ I˜N
)
(x)
(
f ∗ p2s(t−s)/t
) (s
t
x+ w
)
=
1
pid
ˆ
Rd
e−s(t−s)‖z‖
2/t
d∏
j=1
1− cos(Nzjs/t)
(Nzjs/t)2
eiz·wfˆ(dz) (7.1)
≤ 1
pid
ˆ
Rd
e−s(t−s)‖z‖
2/t
d∏
j=1
1− cos(Nzjs/t)
(Nzjs/t)2
fˆ(dz). (7.2)
Proof. Clearly, it suffices to prove (7.1), which is a consequence of the identity (3.1) and the fact
that the Fourier transform of IN ∗ I˜N is 2d
∏d
j=1
1−cos(Nzj)
(Nzj)2
.
Lemma 7.2. Let Z ∼ N(0, 1). There exists a constant C > 0 such that for all s > 0 and y ∈ Rd
ˆ
Rd
ps(x+ y)‖x‖−βdx = E
[
‖√sZ + y‖−β
]
≤ C
(
s−β/2 ∧ ‖y‖−β
)
. (7.3)
Proof. Since the convolution between ps and ‖ · ‖−β is nonnegative definite and maximized at 0,
using a change of variable we can write
sup
y∈Rd
ˆ
Rd
ps(x+ y)‖x‖−βdx =
ˆ
Rd
ps(x)‖x‖−βdx = s−β/2
ˆ
Rd
p1(x)‖x‖−βdx.
This together with Lemma 3.1 of [17] implies (7.3).
Lemma 7.3. Fix 1 ≤ β < 2. Then we have for all α > 0,
ˆ 1
0
λ−β/2
([
αβ(1− λ)−β/2
]
∧ λ−β/2
)
dλ ≍
{
1{0<α<1}α+ 1{α≥1} log α, β = 1,
1{0<α<1}αβ + 1{α≥1}α2β−2, 1 < β < 2.
(7.4)
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Proof. We observe that
αβ(1− λ)−β/2 ≤ λ−β/2 ⇔ λ ≤ 1
1 + α2
.
Hence,
ˆ 1
0
λ−β/2
([
αβ(1− λ)−β/2
]
∧ λ−β/2
)
dλ
= αβ
ˆ 1/(1+α2)
0
λ−β/2(1− λ)−β/2dλ+
ˆ 1
1/(1+α2)
λ−βdλ.
Case 1: β = 1. In this case, for 0 < α < 1,
α
ˆ 1/(1+α2)
0
λ−1/2(1− λ)−1/2dλ ≍ α
and ˆ 1
1/(1+α2)
λ−1dλ = log(1 + α2) ≍ α2.
On the other hand, for α ≥ 1,
α
ˆ 1/(1+α2)
0
λ−1/2(1− λ)−1/2dλ ≍ α
ˆ 1/(1+α2)
0
λ−1/2dλ ≍ 1,
and ˆ 1
1/(1+α2)
λ−1dλ = log(1 + α2) ≍ log α.
This proves the first part of (7.4).
Case 2: 1 < β < 2.. In this case, for 0 < α < 1,
αβ
ˆ 1/(1+α2)
0
λ−β/2(1− λ)−β/2dλ ≍ αβ
and ˆ 1
1/(1+α2)
λ−βdλ =
1
β − 1((1 + α
2)β−1 − 1) ≍ α2.
On the other hand, for α ≥ 1,
αβ
ˆ 1/(1+α2)
0
λ−β/2(1− λ)−β/2dλ ≍ αβ
ˆ 1/(1+α2)
0
λ−β/2dλ ≍ α2β−2.
This proves the second part of (7.4) and hence completes the proof.
Lemma 7.4. Fix 1 < β < 2. Then
sup
N≥e
ˆ
[0,N2]2
ds1ds2
[[
(s1(1− s1/N2))−β/2
]
∧ s−β1
] [[
(s2(1− s2/N2))−β/2
]
∧ s−β2
]
×
(
1
2s1
+
1
2s2
)β−1 ˆ 1
0
dλλ−
β
2
([(
1
2s1
+
1
2s2
)−β/2
(1− λ)−β2
]
∧ λ−β2
)
<∞. (7.5)
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Proof. Applying Lemma 7.3 (second part) with α =
(
1
2s1
+ 12s2
)−1/2
, for all N ≥ e, the above
integral is bounded above by a constant times
ˆ
[0,N2]2
ds1ds2
[[
(s1(1− s1/N2))−β/2
]
∧ s−β1
] [[
(s2(1− s2/N2))−β/2
]
∧ s−β2
]
×
(
1
2s1
+
1
2s2
)β−1(
1{ 1
2s1
+ 1
2s2
>1}
(
1
2s1
+
1
2s2
)−β/2
+ 1{ 1
2s1
+ 1
2s2
≤1}
(
1
2s1
+
1
2s2
)1−β)
.
For (s1, s2) ∈ [0, 1]2, the above integrand is bounded above by
s
−β/2
1 (1− 1/N2)−β/2s−β/22 (1− 1/N2)−β/2
(
1
2s1
+
1
2s2
)β/2−1
,
whence for all N ≥ e the integral over [0, 1]2 is bounded above by
(1− 1/e2)−β
ˆ
[0,1]2
s
−β/2
1 s
−β/2
2
(
1
2s1
+
1
2s2
)β/2−1
ds1ds2
.
ˆ 1
0
s
−β/2
2 ds2
ˆ 1
0
s
−β/2
1 s
1−β/2
1 ds1 <∞.
Moreover, for (s1, s2) ∈ [0, 1] × (1, N2], the integrand is bounded above by a constant times
s
−β/2
1 (1− 1/N2)−β/2s−β2
[(
1
2s1
+
1
2s2
)β/2−1
+ 1
]
. (1− 1/e2)−β/2
(
s1−β1 s
−β
2 + s
−β/2
1 s
−β
2
)
,
whence for all N ≥ e the integral over [0, 1] × (1, N2] is bounded above by a constant times
ˆ 1
0
s1−β1 ds1
ˆ ∞
1
s−β2 ds2 +
ˆ 1
0
s
−β/2
1 ds1
ˆ ∞
1
s−β2 ds2 <∞.
Similarly, the integral over (1, N2]× [0, 1] is also finite uniformly for N ≥ e.
Furthermore, for (s1, s2) ∈ (1, N2]2, the integrand is bounded above by s−β1 s−β2 , which implies
that the integral over (1, N2]2 is also finite uniformly for N ≥ e. The proof is complete.
Lemma 7.5. There exists a constant C > 0 such that for all N ≥ e
ˆ
[0,N2]2
ds1ds2
[[
(s1(1− s1/N2))−1/2
]
∧ s−11
] [[
(s2(1− s2/N2))−1/2
]
∧ s−12
]
×
ˆ 1
0
dλλ−
1
2
([(
1
2s1
+
1
2s2
)−1/2
(1− λ)− 12
]
∧ λ− 12
)
≤ C (logN)3. (7.6)
Proof. The proof is similar to that of Lemma 7.4.
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Applying Lemma 7.3 (first part) with α =
(
1
2s1
+ 12s2
)−1/2
, for all N ≥ e, the above integral is
bounded above by a constant timesˆ
[0,N2]2
ds1ds2
[[
(s1(1− s1/N2))−1/2
]
∧ s−11
] [[
(s2(1− s2/N2))−1/2
]
∧ s−12
]
×
(
1{ 1
2s1
+ 1
2s2
>1}
(
1
2s1
+
1
2s2
)−1/2
+ 1{ 1
2s1
+ 1
2s2
≤1} log
[(
1
2s1
+
1
2s2
)−1/2])
.
For (s1, s2) ∈ [0, 1]2, the above integrand is bounded above by
s
−1/2
1 (1− 1/N2)−1/2s−1/22 (1− 1/N2)−1/2
(
1
2s1
+
1
2s2
)−1/2
,
whence for all N ≥ e the integral over [0, 1]2 is bounded above by a constant times
(1− 1/e2)−1
ˆ
[0,1]2
s
−1/2
1 s
−1/2
2
(
1
2s1
+
1
2s2
)−1/2
ds1ds2
.
ˆ 1
0
s
−1/2
2 ds2
ˆ 1
0
s
−1/2
1 s
1/2
1 ds1 <∞.
Moreover, for (s1, s2) ∈ [0, 1] × (1, N2], the integrand is bounded above by
s
−1/2
1 (1− 1/N2)−1/2s−12
[(
1
2s1
+
1
2s2
)−1/2
+ log
[(
1
2s1
+
1
2s2
)−1/2]]
. (1− 1/e2)−1/2
(
s−12 + s
−1/2
1 s
−1
2 log(2s2)
)
,
whence for all N ≥ e the integral over [0, 1] × (1, N2] is bounded above by a constant times
ˆ N2
1
s−12 ds2 +
ˆ 1
0
s
−1/2
1 ds1
ˆ N2
1
log(2s2)
s2
ds2 ≍ (logN)2.
Similarly, the integral over (1, N2]× [0, 1] is also bounded above by C (logN)2 for N ≥ e.
Furthermore, the integral over (1, N2]2 is bounded above by
ˆ
(1,N2]2
ds1ds2 s
−1
1 s
−1
2 log
[(
1
2s1
+
1
2s2
)−1/2]
= 2
ˆ N2
1
ds1
ˆ s1
1
ds2 s
−1
1 s
−1
2 log
[(
1
2s1
+
1
2s2
)−1/2]
≤
ˆ N2
1
ds1
ˆ s1
1
ds2 s
−1
1 s
−1
2 log s1 =
ˆ N2
1
(log s1)
2
s1
ds1 ≍ (logN)3.
The proof is complete.
Lemma 7.6. Fix 1 < β < 2. Then
sup
N≥e
ˆ N
0
dαα5−4β
[[
(α2(1− α2/N2))−β/2
]
∧ α−2β
](ˆ 1
0
[[
αβ(s(1− s))−β/2
]
∧ s−β
]
ds
)2
<∞.
(7.7)
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Proof. By Lemma 7.3, for all N ≥ e, the above integral is bounded above by a constant times
ˆ 1
0
dαα5−2β
[[
(α2(1− 1/N2))−β/2
]
∧ α−2β
]
+
ˆ N
1
dαα
[[
(α2(1− α2/N2))−β/2
]
∧ α−2β
]
≤ (1− 1/e2)−β/2
ˆ 1
0
α5−3βdα+
ˆ ∞
1
α1−2βdα <∞.
Lemma 7.7. There exists a constant C > 0 such that for all N ≥ e
ˆ N
0
dαα
[[
(α2(1− α2/N2))−1/2
]
∧ α−2
](ˆ 1
0
[[
α(s(1− s))−1/2
]
∧ s−1
]
ds
)2
≤ C (logN)3.
(7.8)
Proof. Thanks to Lemma 7.3 (first part), the integral in (7.8) is bounded above by a constant times
(1− 1/e2)−1/2
ˆ 1
0
α1−1+2dα+
ˆ N
1
α1−2(log α)2dα ≍ (logN)3.
References
[1] Amir, G., Corwin, I. and Quastel, J. (2011). Probability distribution of the free energy of
the continuum directed random polymer in 1+1 dimensions. Comm. Pure Appl. Math. 64,
466-537
[2] Carlen, Eric and Paul Kre´e (1991). Lp estimates on iterated stochastic integrals. Ann. Probab.
19(1) 354–368.
[3] Le Chen and Dalang C. Robert (2015) Moments and growth indices for the nonlinear stochas-
tic heat equation with rough initial conditions. Ann. Probab. 43(6) 3006–3051.
[4] Le Chen, Yaozhong Hu and David Nualart (2016) Regularity and strict positivity of densities
for the nonlinear stochastic heat equation. arXiv:1611.03909. To appear inMem. Amer. Math.
Soc.
[5] Le Chen and Jingyu Huang (2019). Comparison principle for stochastic heat equation on Rd.
Ann. Probab. 47(2) 989-1035.
[6] Le Chen, Davar Khoshnevisan, David Nualart, and Fei Pu (2019). Spa-
tial ergodicity for SPDEs via Poincare´-type inequalities. Preprint available at
https://arxiv.org/abs/1907.11553.
[7] Le Chen, Davar Khoshnevisan, David Nualart, and Fei Pu (2019). Poincare´ inequality, and
central limit theorems for parabolic stochastic partial differential equations. Preprint available
at https://arxiv.org/abs/1912.01482.
[8] Le Chen, Davar Khoshnevisan, David Nualart, and Fei Pu (2020). Spatial ergodicity and
central limit theorems for parabolic Anderson model with delta initial condition. Preprint
available at https://arxiv.org/abs/2005.10417.
49
[9] Le Chen, Davar Khoshnevisan, David Nualart, and Fei Pu (2020). Central limit theorems for
spatial averages of the stochastic heat equation via Malliavin-Stein’s method. In preparation.
[10] Dalang, Robert C. (1999). Extending the martingale measure stochastic integral with appli-
cations to spatially homogeneous s.p.d.e.’s. Electron. J. Probab. 4(6), 29 pp.
[11] Davis, Burgess (1976). On the Lp norms of stochastic integrals and other martingales. Duke
Math. J. 43(4) 697–704.
[12] Francisco Delgado-Vences, David Nualart and Guangqu Zheng (2018). A Central Limit
Theorem for the stochastic wave equation with fractional noise. Preprint available at
https://arxiv.org/abs/1812.05019.
[13] Doob, J. L. (1990). Stochastic Processes. Reprint of the 1953 original. John Wiley & Sons,
Inc., New York, viii+654.
[14] Foondun, Mohammud and Davar Khoshnevisan (2013). On the stochastic heat equation with
spatially-colored random forcing. Trans. Amer. Math. Soc. 365(1) 409–458.
[15] Raul Bolan˜os Guerrero, David Nualart and Guangqu Zheng (2020). Averaging 2d stochastic
wave equation. Preprint available at https://arxiv.org/abs/2003.10346.
[16] Huang, Jingyu, David Nualart, and Lauri Viitasaari (2018). A central limit theorem for the
stochastic heat equation. Preprint available at https://arxiv.org/abs/1810.09492.
[17] Huang, Jingyu, David Nualart, Lauri Viitasaari, and Guangqu Zheng (2020). Gaussian fluctu-
ations for the stochastic heat equation with colored noise. Stoch PDE: Anal Comp 8 402–421.
[18] Hu, Yaozhong and Nulart, David (2009). Stochastic heat equation driven by fractional noise
and local time. Probab. Theory Related Fields, 143 1-2 285–328.
[19] Lyons, Russell (1995). Seventy years of Rajchman measures. J. Fourier Analysis and Ap-
plications. Proceedings of the Conference in Honor of Jean-Pierre Kahane (Orsay, 1993).
363–377.
[20] Nualart, David (2006). The Malliavin Calculus and Related Topics. Springer, New York.
[21] Nualart, David and Nualart, Eula`lia (2018). An introduction to Malliavin calculus. Cambridge
University Press, Cambridge, UK.
[22] David Nualart and Guangqu Zheng (2020). Central limit theorems for stochastic wave equa-
tions in dimensions one and two. Preprint available at https://arxiv.org/abs/2005.13587.
[23] Walsh, John B. (1986). An Introduction to Stochastic Partial Differential Equations. E`cole
d’e´te´ de probabilite´s de Saint-Flour, XIV-1984, 265–439, In: Lecture Notes in Math. 1180,
Springer, Berlin.
50
