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Abstract
Polarization Properties of Millisecond Pulsars: Astrophysical
Interpretations and Applications
Haley M. Wahl
Pulsars are some of the most extreme objects in the universe; their small
yet incredibly predictable spin periods coupled with their strong magnetic
fields make them ideal laboratories for study. Not only are they interesting
objects themselves, but they can also help us probe different astrophysical
environments, such as the interstellar magnetic field and the solar corona.
These stars are highly polarized, and that polarization comes into play
in various fields of pulsar physics (such as constraining models of pulsar
emission), but obtaining that polarization information can be difficult, as the
polarization properties of the light can change as the radio waves move through
our telescope receivers. In this work, we perform polarimetric calibrations for
23 millisecond pulsars at 820 and 1500 MHz with the Green Bank Telescope as
part of the North American Nanohertz Observatory for Gravitational Waves
(NANOGrav) pulsar timing array. We calibrate the data using Mueller matrix
solutions calculated from observations of PSRs B1929+10 and J1022+1001.
We present their polarization profiles, some of which have not been previously
published. Through study of these very high signal-to-noise profiles, we also
discovered very low intensity average profile components (“microcomponents”)
in four pulsars. We obtain the Faraday rotation measures for each pulsar
and use them to calculate the Galactic magnetic field parallel to the line of
sight for different lines of sight through the interstellar medium. We fit for
linear and sinusoidal trends in time in the dispersion measure and Galactic
magnetic field and detect magnetic field variations with a period of one year
in some pulsars, but overall find that the variations in these parameters are
more consistent with a stochastic origin.
In addition to being used to study the interstellar medium, pulsars can
also be used to search for low-frequency gravitational waves. Because these
perturbations are small, very precise models are needed to account for various
sources of noise in the data set. One of those sources of noise could come from
polarization calibration, as only a very basic calibration is done before the
data is compared to the pulsar models. We took three pulsars with different
polarization fractions from our previous study and put their polarization
profiles through the NANOGrav timing pipeline to see the effect the robust
polarization calibration has on the data. We found that the RMS (the root
mean square of the residuals, the difference between the model and the data)
did improve in some cases, and that the timing parameters were affected for
each pulsar. The most significant improvement was for PSR J1643−1224, which
has a large rotation measure. Our study represents a very small portion of the
data available but the possibility of improvements. In order to quantify how
much robust polarization calibration increases our sensitivity to gravitational
waves, a full analysis using NANOGrav’s more recent timing pipeline is needed.
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Chapter 1
Introduction
In the summer of 1967, Jocelyn Bell, a graduate student at the University of
Cambridge, noticed a strange signal coming from the radio telescope she helped
construct at the Mullard Radio Astronomy Observatory. This signal was periodic
and arrived at the telescope once every ∼1.3 seconds. She reported it to her advisor,
Anthony Hewish, and they began to search for its source. After ruling out radar
reflections from the moon, television signals, and signals from a metal building nearby
as the culprit, they concluded that the signal must be coming from space because it
moved with the stars. They called the signal “LGM-1” for “Little Green Man-1.”
In the coming months, Bell discovered three more of these sources with different
periods at different sky positions.
In February of 1968, Jocelyn Bell and her advisor published the findings in
Nature, attributing the signals to oscillations in white dwarfs or neutron stars (Hewish
et al., 1968). The objects were given the name “pulsar” as a combination of the
words “pulsating” and “quasar.” In 1968, astronomer Thomas Gold showed that
neutron stars—which were first predicted by Baade and Zwicky more than 30 years
prior (Baade & Zwicky, 1934)—were the only theoretically known objects capable of
producing such short, periodic pulses (Gold, 1968).

1

1.1 Pulsars
Pulsars are highly-magnetized, rapidly-rotating neutron stars that emit radiation
along their magnetic axes, which are tilted with respect to their rotation axes. This
configuration causes their radiation to sweep across our line of sight like a lighthouse
in discrete, regular intervals. Pulsars have densities on the order of 1014 g/cm3 ,
magnetic fields on the order of 1012 G, and can have rotation periods up to hundreds
of times per second (at the time of writing this, the fastest pulsar spins 716 times
per second (Hessels et al., 2006)).
A pulsar is formed when a star 8−20 times the mass of the Sun begins creating
iron. In all stars, there exists a balance between the radiation produced through
nuclear fusion pushing outward and gravity pushing inward. However, the energy
it takes to form anything heavier than iron is greater than the energy released by
this process. Therefore, when a star gets to this stage, the total pressure can no
longer balance gravity and the star begins to collapse. The outer layers bounce off
the core, creating a supernova explosion that releases massive amounts of energy. At
the core, the temperature is so high that the iron atoms in the core break up into
their constituents. The pressure forces electrons and protons to combine and as it
continues to increase, those protons and electrons will combine to make neutrons.
As the neutrons are pushed together, lower neutron energy levels are filled and they
are forced to go to higher energy states, which results in a pressure referred to as
neutron star degeneracy pressure. This force can support masses up to around 2–3
solar masses before the mass forms a black hole. That limit is not exactly known, but
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studies such as Fonseca et al. (2021)—which found a 2.08 ± 0.07 solar mass neutron
star—are helping probe the upper bounds of what mass neutron star degeneracy can
support.
Over time, pulsars spin down, or lose rotational energy, and spin more slowly
(?). This change in spin period causes a change in the rotational energy of a star
through the equation

Ė ≡ −

dErot
d (IΩ2 /2)
=−
= −IΩΩ̇ = 4π 2 I Ṗ P −3
dt
dt

(1.1)

where Erot is the rotational energy of the neutron star, I is the moment of inertia, Ω
is the angular frequency, Ω̇ is the change in rotational angular frequency, Ṗ is the
change in period, and P is the rotational period of the star (Lorimer & Kramer,
2012).
After millions of years, pulsars stop emitting radio photons (see Section 1.2.4
for more details) and enter the pulsar graveyard. However, if that pulsar has a
binary companion (which are seen in 80% of millisecond pulsars and ≤ 1% of normal
pulsars (Lorimer, 2008)), the pulsar will accrete matter from the companion star
and the pulsar spin faster and faster to conserve angular momentum, creating a
millisecond pulsar. This process causes the period to eventually stabilize, so much
so that millisecond pulsar periods rival the accuracy of atomic clocks (Hobbs et al.,
2012). The two classes of pulsars, canonical (“normal”) pulsars and millisecond
pulsars, differ mainly by their rotation and spin-down periods. Canonical pulsars
typically have spin periods of anywhere from tens of milliseconds to all the way up
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to ∼76 seconds (Caleb et al., 2022), whereas milliseconds pulsars (MSPs), which are
recycled canonical pulsars, have spin periods that can range from 1−30 milliseconds.
The two classes of pulsars can be plotted on the P –Ṗ diagram, as shown in Figure
1.1. Canonical pulsars occupy the top right of the diagram and have spin periods
and period derivatives centered around P ∼ 0.5 s and Ṗ ∼ 10−15 s s−1 , while the
millisecond pulsars occupy the lower left portion of the diagram with spin periods
and period derivatives centered around P ∼ 3 ms and Ṗ ∼ 10−20 s s−1 (Lorimer &
Kramer, 2012).
By equating the change in rotational energy from the dipole field (Equation
1.1) to the spin-down luminosity, the change in rotational frequency over time can
be obtained, which will depend on the magnetic moment m of the neutron star, the
angle between the magnetic and spin axes (α), the moment of inertia, the speed of
light, and the rotational frequency. The magnetic field of the pulsar is related to the
magnetic moment through the relation B ≈ |m|/r3 . Rearranging the equation for
the evolution of the angular frequency and inputting values of the moment of inertia
(1045 g/cm2 ), radius (10 km), and α (90◦ ) shows that the magnetic field of pulsars
p
B ∝ P Ṗ .
To obtain the age of the pulsar, the change in rotational frequency ν̇ = -K ν n
(where K is a constant and n is the braking index) can be expressed in terms of
the pulse period by using the relation ν = 1/P. This shows that the spin-down
rate Ṗ is proportional to period raised to the power of 2−n where n is not equal
to 1. Assuming the spin period when the pulsar is born is much less than the
current spin period, and that the change in period (spin-down) is caused by magnetic
4

Figure 1.1: The P –Ṗ diagram. The large island on the top right shows canonical
pulsars and the bottom left is where millisecond pulsars fall. The lines sloping up to
the right show the characteristic age of the pulsar and the lines slanting down to the
right quantify inferred strength of the surface dipolar magnetic field of the pulsar.
The region below the dashed green line is the pulsar graveyard, which encompasses
a region of values where a pulsar’s radio emission is expected to cease, though a few
have been found there (which invites the need for new models of pulsar death lines).
Created using data from Manchester et al. (2005).
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diopole radiation, the characteristic age is proportional to the period and the period
derivative, integration shows that τ ∝ P/Ṗ .
The lines for magnetic field and age are plotted on Figure 1.1. For canonical
pulsars, the average magnetic field and age respectively are 1012 G and 107 years,
and for milliseconds pulsars, 108 G and 109 years (Lorimer & Kramer, 2012). The
lower right shaded corner of the diagram represents the “pulsar graveyard,” in which
the potential drop above the polar cap becomes so large that it can no longer support
pair production, so radio emission ceases (Zhang et al., 2000).
Though pulsars can emit at frequencies across the electromagnetic spectrum
such as X-rays and gamma-rays, in this thesis, we will focus on observations of radio
pulsars and the mechanism behind the radio emission.

1.2 Pulsar Emission
1.2.1 Pulsar Beam Structure
Pulsar observations are often examined by plotting the pulsar flux against pulse
phase. Single pulses are often very weak and difficult to detect, so thousands of
pulsars are averaged together to create an average profile. Individual pulses may
look different but average profiles are very stable over time. Pulsar profiles can have
multiple components and which can vary in their height (flux) and width (percentage
of the pulse phase for which they are visible). See Figure 1.2 for examples of the
different shapes of average profiles.
One model for describing the shape of pulsar profiles is the core/double-cone
6

Figure 1.2: Examples of the different shapes average profiles can take with flux
plotted as a function of pulsar phase. These observations were taken by the Low
Frequency Array (LOFAR) telescope in Europe. Credit: (Bilous et al., 2016) (Bilous
et al., A&A, 591, 34, 2016), reproduced [with minor edits] with permission ©ESO.
.
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model (Rankin, 1993). It theorizes that the pulsar emission beam is composed of
three parts: a core beam, an inner cone, and an outer cone. The core beam, which
is pencil-like and centered on the magnetic axis (Backer, 1976), is surrounded by
the two cones. The angle at which the observer’s sightline crosses the core beam
determines how many components are seen in the average profile. For example, if
the observer’s sightline crosses just the top of the outer cone, it will appear is a
single component; if it passes through the two cones and not the center beam, it
will appear as four components; and if it passes through all five, it will appear as an
M-shape (see Figure 1.3 (Rankin, 1993)). Average profile shapes also may indicate
that observers are only be seeing a bit of the pulsar cone (a model referred to as
the “partial cone” model) (Lyne & Manchester, 1988). It has been postulated that
pulsars with an inner cone generally have smaller periods, while those with outer
cones have longer periods (Rankin, 1983a).
There have been multiple beam models proposed that do not rely on the
core/double-cone phenomenology. One alternative is the patchy beam model (Lyne
& Manchester, 1988). This model, illustrated in Figure 1.4, suggests that the pulsar
emission beam is full of discrete regions of emission and that the distribution of
components within the emission beam is essentially random. The patchy beam
model, however, does not predict the profile evolution with frequency (see Section
1.2.2) that is seen in many canonical pulsars (e.g. Olszanski et al. (2022); Rankin
et al. (2022); Rankin (2022)). Another such model is the fan beam model, which
postulates that the emission beam consists of sub-beams that form a fan-shaped
structure. It differs from the core/double-cone model and the patchy beam model in
8

Figure 1.3: The core/double-cone model of pulsar emission, showing the beam
consisting of a core beam and two outer conal beams. Figure 1 of Rankin (1993).
©AAS. Reproduced with permission.
that it predicts that the pulse width increases as the impact angle (the angle between
the line of sight and the magnetic axis) increases, while the core/double-cone model
predicts the converse. The fan bean model also predicts an anti-correlation between
pulse intensity and the radius of the beam at the maximum peak of the pulse, which
is not part of the core/double-cone model (Wang et al., 2014). Another beam model,
introduced by Dyks (2021), postulates that the conal beams are a geometric illusion
and that the beam is actually an asymmetric configuration of bright radio emission
zones.
While each of these models can describe pulsar beams to some extent, no model
has been shown to fit every single feature seen in the emission. Between complex
phenomena such as frequency evolution, off-pulse components, and microcomponents,
pulsar emission is just too complicated to be fully explained by any of the current
models.
9

Figure 1.4: The patchy beam model of pulsar emission, as illustrated by , showing the
pulsar beam made up of discrete emission regions distributed randomly throughout
the beam. Reproduced from Figure 5 of Lorimer (2001) under the Creative Commons
Attribution 4.0 International License.

1.2.2 Pulse Profile Evolution
Though average pulse profiles are generally thought to be stable, they can evolve
both temporally and with frequency. Variations over time of a pulse profile may
be caused by a change in the observer’s line of sight to the pulsar beam due to
precession of the pulsar (e.g. Kramer (1998)) or a mode change, which is a change
between two distinct pulsar emission patterns (Backer, 1970). Variations seen as
the observing frequency changes include number of components, component width,
and overall pulse width/duty cycle. These changes are most likely due to the fact
that emission at higher frequencies is produced close to the neutron star surface—
whereas emission at lower frequencies is produced farther from the star—and the
emission at different heights from the star may look different (Komesaroff, 1970).
Radius-to-frequency mapping is the process of tracking the number of components in the average profile over a range of frequencies (Cordes, 1978). This technique
has proved useful in canonical pulsars for classifying the pulsar and determining
which parts of the emission beam are visible in the core/double-cone model. For
10

Figure 1.5: The frequency evolution of the profile of PSR B0950+08 from . The profile
shows two components at low frequencies that merge into one at high frequencies,
which is consistent with the geometry of a conal single pulsar that consists of only
a core beam. The left panel of Figure 3 of Phillips & Wolszczan (1992). ©AAS.
Reproduced with permission.
example, if a pulsar shows one component at low frequencies (∼100 MHz) and shows
two components at higher frequencies (∼1500 MHz), it is thought to be a “conal
triple,” where our sightline crosses the core beam and either an inner cone or an
outer cone. If a pulsar shows two components at lower frequencies that merge into
a single component at higher frequencies, it is thought to be a conal single pulsar,
where the observer’s sightline traverses just one of the cones (Rankin, 1993) (see
Figure 1.5). Work is currently ongoing to do a full radius to frequency mapping of
pulsars from the lowest possible observing frequency (∼50 MHz) to frequencies of
1500 MHz and beyond (Olszanski et al., 2022; Rankin, 2022).
Though MSPs are recycled pulsars, they have a slightly different origin than
canonical pulsars and their profiles evolve differently over a range of frequencies.
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The width of core component of normal pulsars scales according to Wcore = 2.45◦
P −1/2 /sin α (where α is again the angle between the rotation and the magnetic axis)
while the inner and outer cones radii follow the relation Winnercone = 4.3◦ P −1/2 and
Woutercone = 5.8◦ P −1/2 at 1 GHz (Rankin, 1993). MSPs do not follow that framework,
instead scaling with a smaller power law index. In terms of frequency evolution,
MSPs do not follow the typical evolution scheme dictated by the core/double-cone
model (i.e. MSPs may have two components at lower frequencies that do not merge
into one at higher frequencies like some conal single pulsars). The magnetosphere of
a millisecond pulsar is not simply a scaled-up version of normal pulsars, but more
complex, which could be due to processes taking place during the accretion process
(Xilouris et al., 1998).

1.2.3 Microcomponents
Another emission feature of in milliseconds pulsars is microcomponents. Microcomponents, or very low-power components outside the main pulse of a pulsar, have
been seen in a number of pulsars (e.g., J1713+0747 in Dai et al. (2015)). Figure
1.6 shows an example of a microcomponent in the profile of B1937+21 from Gentile
et al. (2018). Most pulsar emission is thought to come from one specific area on
the star, so these off-pulse components complicate the definition of “on-pulse” and
“off-pulse” regions. If observers use the method of first calculating the radiometer
noise when performing flux calibrations (see Section 1.3.2), they would obtain a larger
value for the power in the off-pulse region if incorporating these microcomponents.
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Figure 1.6: Microcomponents in PSR B1937+21. The black line is the total intensity
profile, red is the linear polarization profile, and blue is the circular polarization profile.
A microcomponent is indicated with an arrow (added for this work). Reproduced
with minor edits from from Gentile et al. (2018).
Microcomponents must also be taken into account when analyzing quantities such
as pulse width and duty cycle (the amount of time the pulsar is “on”).
Though microcomponents complicate both observations and derived parameters
(see 2.3.1.2 for more details), they can provide insight into the emission of millisecond
pulsars. First and foremost, they show that the emission comes from a much broader
area on the star than it does for canonical pulsars—which usually have emission
localized to the profile. This suggests that the emission may follow the patchy beam
model (see Section 1.2.1), as it would attribute microcomponents to small discrete
emission regions on the beam.
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Figure 1.7: A diagram showing the different parts of a pulsar. The magnetic axis
is tilted with respect to the rotation axis, and radio emission is concentrated in a
cone centered on the magnetic axis. Particles travel along open and closed field lines
emanating from the polar cap. The inner and outer acceleration gaps are where the
density of plasma exceeds the necessary value to support the radiation mechanism
and therefore emission processes cannot occur there. The light cylinder, which is the
radius at which something co-rotates the star with the speed of light, is also shown.
Figure 3.1 from the Handbook of Pulsar Astronomy (ISBN: 9780521828239, Lorimer
Kramer, 2004). Reproduced with permission of The Licensor through PLSclear.
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1.2.4 Physics of Pulsar Emission
A pulsar can be thought of as a giant rapidly rotating, superconducting sphere.
Within this sphere, the magnetic field induces an electric field. Because the forces
on the plasma outside the pulsar experience the same E × B force as on the inside,
the plasma will co-rotate with the neutron star, but this will only happen within
a certain distance, within the light cylinder (Lorimer & Kramer, 2012). The light
cylinder is the radius at which objects co-rotate with the pulsar at the speed of light,
and can be described by the equation

RLC

c
cP
= =
≃ 4.77 × 104 km
Ω
2π

 
P
s

(1.2)

where c is the speed of light and Ω is the angular velocity (which is equal to 2π
divided by the period P ). The above shows that the light cylinder is just proportional
to the pulsar period. The magnetic field at the light cylinder can be described by
the equation


BLC = BS
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where BS is the magnetic field at the surface, R is the pulsar radius, and c is the
speed of light (Lorimer & Kramer, 2012). This can be simplified to show that the
magnetic field at the light cylinder depends only on the pulsar period P and the
spin-down rate Ṗ . Inside the light cylinder are closed magnetic field lines, which
co-rotate with the pulsar and encase the star. Outside the light cylinder, open
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Figure 1.8: A schematic showing the physics of pulsar emission according to the
model of Goldreich & Julian (1969). Charges are pulled off the neutron star’s surface
into the co-rotating magnetosphere, travel along open field lines, and emit radiation.
The light cylinder—which is the radius at which things co-rotate with the star at
the speed of light—is also shown, along with the null lines, which are regions where
charges that flow out are not brought back to the surface. Figure 3.3 from the
Handbook of Pulsar Astronomy (ISBN: 9780521828239, Lorimer Kramer, 2004).
Reproduced with permission of The Licensor through PLSclear.
magnetic field lines emanate from the polar cap region. A model of the structure of
a pulsar is shown in Figure 1.7
According to the Goldreich-Julian model (Goldreich & Julian, 1969), pulsar
emission is generated at the polar cap and flows from the surface of the neutron
star along open field lines. Electrons and positrons are pulled off the surface at
the polar cap and are accelerated by strong magnetic fields along open curved field
lines. This acceleration causes the production of curvature radiation, which gets
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strongly polarized as the radiation beam rotates. This curvature radiation produces
high-energy photons that interact with the magnetic field and those high-energy
photons split to produce a cascade of electron-position pairs in the plasma, a process
called pair production. This produces the emission at radio wavelengths seen by the
observer.
As the rotation of the pulsar slows down, the acceleration potential drops, and
the net acceleration of the particles decreases. The curvature radiation produced
is therefore of a lower energy, eventually falling below the required energy for pair
production (Ruderman & Sutherland, 1975; Arons & Scharlemann, 1979; Zhou et al.,
2017).

1.2.5 Position Angle Sweep
An important pulsar property, which is often plotted alongside the average profile,
is the position angle sweep. The rotating vector model (RVM) was developed by
Radhakrishnan & Cooke (1969) to explain the linear polarization sweep seen in many
pulsars, and assumes a dipolar field. As shown in Figure 1.9, the model postulates
that as the observer’s sightline traverses the core, the linear polarization angle also
rotates and will appear as an S-shaped sweep, crossing magnetic field lines as the
pulsar rotates. This model can be described by the equation

tan (Ψ − Ψ0 ) =

sin α sin (ϕ − ϕ0 )
sin(α + β) cos α − cos(α + β) sin α cos (ϕ − ϕ0 )
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(1.4)

where Ψ is the position angle of linear polarization (which will be covered in more
detail in the next section), Ψ0 is the initial angle, ϕ is the longitude (rotational
phase), and ϕ0 is the longitude/rotational phase of the fidcial plane, α is the magnetic
inclination angle (angle between the rotation axis and magnetic axis), and β is the
impact parameter (angle between the magnetic axis and line of sight trajectory)
(Lorimer & Kramer, 2012). An accurate RVM fit can help solve for α and β and can
therefore reveal information about the pulsar’s geometry.
The polarization angle of canonical pulsars are expected to follow this pattern
because the model is based on the assumption of a dipolar field. The original
RVM has been adjusted to account for effects including abberation, retardation,
and the effects of plasma currents, all of which can affect the position angle sweep
(Blaskiewicz et al., 1991). The RVM model is difficult to fit MSP sweeps due to their
weaker dipolar fields and smaller magnetospheres (Yan et al., 2011) (see Section 1.2.6
for more on the polarization characteristics of pulsars and what information they
give about a pulsar’s emission).

1.2.6 Pulsar Polarization
Light from pulsars is highly polarized, meaning the plane of oscillation of the light is
constrained. Most light, such as light from the Sun or light from an incandescent
light bulb, is unpolarized, meaning the electric fields of the light are oscillating in all
different directions. There are three main types of polarization: linear polarization,
which is just a plane wave oscillating in one direction; circular polarization, where
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Figure 1.9: An illustration of the rotating vector model, showing how the position
angle will vary as the pulsar rotates and the observer’s sightline crosses the plane
of polarization of the beam. Figure 3.8a from the Handbook of Pulsar Astronomy
(ISBN: 9780521828239, Lorimer Kramer, 2004). Reproduced with permission of The
Licensor through PLSclear.
two light waves with equal amplitude are separated in phase by 90◦ ; and elliptical
polarization, which is identical to circular polarization but with the light waves
differing in amplitude. Two entities responsible for polarizing light from a pulsar
are the pulsar’s magnetosphere and the interstellar medium. This section will focus
on how pulsar emission becomes polarized in the magnetosphere, whether there is a
difference between canonical pulsar and MSP polarization, and the degree to which
both types of pulsars are polarized. Section 1.4 will focus on how the medium the
pulsar light travels through polarizes it.
As electrons in the pulsar’s polar cap are accelerated along open field lines in
the magnetosphere, they emit curvature radiation. As mentioned in Section 1.2, this
emission gets strongly polarized as the beam rotates, and can rotate by up to 180◦
(Condon & Ransom, 2016).
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Gould & Lyne (1998) studied a sample of 300 canonical pulsars and found
that, on average, the degree of linear polarization was about ∼20% and the degree
of circular polarization (taking the absolute value to include both left-handed and
right-handed) is ∼10%, though some pulsars can be up to 100% polarized (e.g. PSR
J1740–3015, which is almost fully linearly-polarized (Sobey et al., 2021)). Yan et al.
(2011) studied the polarization of 20 MSPs in the southern sky and found polarization
properties widely consistent with those of canonical pulsars, which supports the
notion that the basic radio emission process is the same for the two types of pulsars.
Multiple studies have focused on specific types of polarization in pulsars. Wang
et al. (2015) studied the linear polarization of canonical pulsars, specifically looking at
its frequency dependence. They found that the degree of linear polarization is larger
at lower frequencies (which correspond to emission higher up in the magnetosphere).
Curvature radiation generates linearly polarized waves and as the waves move
outward, the different plasma modes separate, each carrying its own polarization.
At emission heights far from the star, rotation effects cause the separation of these
modes. However, moving closer to the star, at higher frequencies, these modes
overlap, causing depolarization of the linearly polarized emission (Wang et al., 2015).
You & lin Han (2006) looked at the degree of circular polarization in a large
number of pulsars to study its characteristics across the population. They found
that the degree of circular polarization is generally low. In many (but not all)
pulsars, there is a reversal of circular polarization near the center of their pulse due
to orthogonal polarization modes (Cordes et al., 1978). The study also showed that
the degree of circular polarization with frequency is very different from pulsar to
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pulsar and that it can either increase or decrease with frequency, and sometimes,
the sign reverses with frequency. Xilouris et al. (1998) found that, in observations
∼1.5 GHz, the average degree of circular polarization is higher in MSPs. They also
postulated that circular polarization can either be due to the pulsar emission (and
be generated by curvature radiation, coherent emission, and cyclotron absorption),
or it can be a propagation effect (either caused by the magnetosphere of the pulsar
or the interstellar medium). The team found no strong evidence for either, but Han
et al. (1998) showed that the diverse behaviors of the circular polarization indicate
that there is most likely more than one mechanism at play.

1.3 Calibration
When radio observations are done at a telescope, the data are collected in machine
units referred to as “counts,” a unit that does not mean much scientifically, so it
must be transformed into units observers can work with, such as Janskys (Jy). The
instrument will also slightly alter the incoming radio waves, so the light that the
observer obtains after it is collected will not be identical to the light that initially
entered the telescope. For these two reasons, calibration is needed. There are
two main types of calibration done on pulsar observations: flux calibration and
polarization calibration.

1.3.1 Stokes Parameters
Light entering a telescope receiver can be described by the Stokes vector
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where Stokes I is the total intensity, Stokes Q and Stokes U form the linear
polarization through the relation L =

p
Q2 + U 2 , and Stokes V is the circular

polarization (Stokes, 1851).
When light enters the receiver, it will slightly be altered because of the instrument and observing set-up. Following the formalism of works like Heiles et al. (2001),
the telescope’s response to the incoming light can be described by the equation

Smeas = M Ssrc

(1.6)

where Smeas is the Stokes vector measured at the telescope, Ssrc is the Stokes vector
of the incoming radio waves, and M is the Mueller matrix. The full Mueller matrix
is the combination of multiple matrices representing different aspects of the receiver
that respond to the light:

M = MAmp × MCC × MFeed × MPA .

(1.7)

The matrix MAmp quantifies the difference in the Stokes parameters caused by the
slight discrepancies in amplification chains. This depends on the differential gain
and differential phase of the receiver. MCC describes the amount of cross-coupling
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between the receivers and depends on the cross-coupling magnitude of the two probes
and the cross-coupling phase between the two probes. The term MFeed quantifies
whether the radiation is sampled by linear or circular probes and depends on γ,
the degree amount of coupling between the linear and circular probes (Heiles et al.,
2001). For a perfect dual linear feed, γ = 0◦ and for a perfect dual circular feed, γ
= 45◦ . Finally, MPA is a matrix that quantifies the change in position angle during
the observation. The position angle is calculated using the hour angle (HA) of the
source, the declination δ of the source, and the observatory latitude ϕ:


PA = arctan

sin HA cos ϕ
sin ϕ cos δ − cos ϕ sin δ cos HA


(1.8)

The Stokes vector is rotated by 2PA during the observation (Heiles et al., 2001;
Lorimer & Kramer, 2012).
The combination of all of these matrices makes it possible to describe the change
in Stokes parameters by the telescope in order to obtain the Stokes parameters of
the light before it entered the instrument.

1.3.2 Flux Calibration
In order to turn the data into energy units of intensity, flux calibration is required
for every pulsar observation. The flux density of a pulsar profile in mJy can be
estimated using the equation

Smean

(S/N)βTsys
= p
G np tobs ∆f
23

r

W
P −W

(1.9)

where S/N is the signal-to-noise ratio of the observation, β is a correction factor
that accounts for imperfections in the system due to finite digitization, Tsys is the
system temperature in Kelvin (which is made up of a combination of the receiver
noise temperature, the background sky temperature, and the spillover noise from the
ground), G is the gain in K/Jy, np is the number of polarizations, ∆f is the observing
bandwidth in MHz, tobs is the observation length in seconds, W is the equivalent
width of the pulse, and P is the pulse period in seconds (Lorimer & Kramer, 2012).
In order to determine the system temperature (Tsys ) which is required to
obtain the flux of the source, a stable continuum source with a known flux density
is observed, first off-source. For NANOGrav observations (see Section 1.5.2 for
more on NANOGrav), the calibrator source is typically quasar B1442+101, which
is unpolarized (Alam et al., 2020). As shown in Figure 1.10, the temperature of
the source is equal to the ON − OFF source counts, and Tsys is the off source
temperature. There, the ratio of Tsrc /Tsys is equal to the ratio of ON − OFF /
OFF, where Tsrc is equal to the gain of the receiver times the flux of the source.
Setting these two ratios equal to each other will allow determination of the system
temperature.
While using the above procedure can work, it assumes that the sky background
and spillover terms are identical when observing the calibrator source and the pulsar,
but this is not always the case. A better way to perform flux calibrations is to
use a noise diode to inject a signal into the system, which will establish Scal (the
flux density of the calibrator signal) and Tcal (the temperature of the calibrator)
from the quasar without using the system temperature. By using the quantities
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Figure 1.10: A diagram of the different quantities measured in order to flux calibrate
a source. The source flux and temperature can be calculated using the off-source
temperature/flux and the calibrator temperature/flux. Figure 7.4 from the Handbook
of Pulsar Astronomy (ISBN: 9780521828239, Lorimer Kramer, 2004). Reproduced
with permission of The Licensor through PLSclear.
shown in Figure 1.10, Scal can be calculated by using the noise diode and OFFCAL
measurement. This is done for the X- and Y-polarizations separately. Assuming the
flux of the quasar is known, the flux of the noise diode power can be obtained.
For the Green Bank Telescope and Arecibo Telescope, a noise diode is pulsed
at a fixed frequency and the signal is folded like a pulsar, so it appears like a square
wave. In this case, the scaling factor for the flux is just the difference between the
power levels of the on- and off-pulse (Lorimer & Kramer, 2012). The radiometer
equation can be simplified to show that the root mean square of the noise fluctuations
(in Janskys) simplifies to this scaling factor times the standard deviation of the
off-pulse region. The profile of a pulsar can be calibrated from counts to Janskys by
subtracting the off-pulse mean of the pulse profile (which corresponds to the system
equivalent flux density Ssys = Tsys /G) from this root mean square noise fluctuation
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and multiplying by the scale factor.

1.3.3 Polarization Calibration
After the Stokes parameters are flux-calibrated, polarization calibration needs to
be performed to correct for any changes the receiver may have made to the angle
of the incoming light. These changes are quantified by the Mueller matrix (see
Equation 1.6). Polarization calibration solves for the Mueller matrix and allows for
true determination of the Stokes parameters from the incoming pulsar light. Four
polarization calibration techniques are summarized below.

1.3.3.1 Scalar Template Matching
The Scalar Template Matching (STM) method uses only the total intensity I to
model the transformation between observed profile and template profile. This is
NANOGrav’s basic method of calibration that is applied to all profiles before a time
of arrival for a pulse (see Section 1.5.2) is extracted. This technique still uses a
Mueller matrix, but it is in the form of a more simple Jones matrix, which is a 2 ×
2 formulation of a Mueller matrix that requires only two independent polarization
states. It uses only diagonal elements from the Jones matrix, which can be determined
from the noise diode. With these Jones matrices, the diagonal solution only needs
three parameters: one gain for each of the two polarizations and the phase shift
between the two. This allows observers to obtain the equivalent amount of power (in
Jy) that the noise diode power corresponds to, in X- and Y-polarizations separately,
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assuming the flux of the reference quasar is known (van Straten, 2006a).

1.3.3.2 Measurement Equation Matching
The Measurement Equation Modeling (MEM) technique was developed by van
Straten (2004a) to determine the polarimetric response of an instrument. It makes
use of the polarization measurement equation (Hamaker, 2000). This equation relates
the Stokes parameters to the intrinsic polarization properties of the source, and
is used to model the instrument’s response to the incoming pulsar light. It uses
a single pulsar and calibrators observed over multiple parallactic angles and an
amplitude-modulated reference source.

1.3.3.3 Measurement Equation Template Matching
The Measurement Equation Template Matching (METM) method uses a bright
pulsar as a standard source and produces a template (Mueller matrix solution) for
each day by forcing the observation of the standard source to look like the template.
This technique was developed by van Straten (2013a) and tested on PSR J1022+1001,
a pulsar regularly observed by the Parkes Pulsar Timing Array (Manchester et al.,
2013a) whose observations contain timing errors caused by polarization artifacts
from the instrument. This method gives a calibrator solution for each day. Gentile
et al. (2018) used this method, relying on PSRs B1937+21 and J1737+0747 as the
standard sources due to their polarization stability and brightness.
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1.3.3.4 Matrix Template Matching
The Matrix Template Matching (MTM) method was developed by van Straten
(2006a) specifically for pulsar timing (see Section 1.5.2). It takes advantage of the
intrinsic polarization of the pulsar and uses all four Stokes parameters (I, Q, U, and
V ) to model the transformation between the uncalibrated profiles and the calibrated
timing templates. This should provide more precise and accurate pulsar times of
arrival than those calculated just using the total intensity because it essentially
estimates the instrumental response (Rogers, 2020). Because this method calculates
a single solution from all of the observations, it relies on the assumption that
the average polarization of the pulsar itself does significantly change—which is a
valid assumption because to-date, no long-term studies have shown changes in the
polarization characteristics of pulsars (van Straten, 2006a).

1.4 Propagation Effects
The interstellar medium (ISM), which pervades the space between pulsars and the
Earth, is made up of a low-density plasma and populated with gas and dust, the
aftermath of supernovae and other cosmic creations and explosions. One way to
probe the ISM is to look at how pulsar emission behaves as it traverses the galaxy.

1.4.1 Dispersion Measure
As light from a pulsar travels through the ionized plasma of the interstellar medium,
it slows slightly due to interactions between the light and the charged particles of
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the plasma. As shown in Figure 1.11, this effect is frequency-dependent, varying
with the observational frequency as f −2 . Dispersion measure can be described by
the equation

Z

d

DM =

ne (l)dl

(1.10)

0

where ne is the free electron density along the line of sight l and d is the distance to
the pulsar. The DM is measured from the time delay
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where ∆f is the observing bandwidth and f is the center frequency of the observation.
The distance to a pulsar can be estimated using the pulsar’s DM, location
in the sky, and a proper model of the distribution of free electrons in the Galaxy.
Two of the most widely used models in the field are the NE2001 model and the
Yao-Manchester-Wang (YMW model). The NE2001 model (Cordes & Lazio, 2002)
describes the density of the three large-scale components of the Galaxy (thick disk,
thin disk, and spiral arms) and accounts for fluctuations within the ISM. The YMW
model (Yao et al., 2017) also assumes three major components of the Galaxy but
uses more advanced models—such as that of Hou & Han (2014))—to describe the
thin disk, whereas NE2001 uses a modified spiral pattern. YMW includes 15 more
years of data than NE2001 and, unlike NE2001, provides constraints on the electron
density in the Magellanic Clouds and intergalactic medium (Price et al., 2021) .
For high-precision timing, the DM of a pulsar can vary due to the motion of
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Figure 1.11: An illustration of pulsar dispersion, showing how the delay in pulse
phase occurs over a range of observing frequencies. Reproduced with permission
from Condon & Ransom (2016).
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the pulsar and the Earth. For NANOGrav work specifically (see Section 1.5.2, the
DM is measured at nearly every observing epoch to account for these variations and
obtain a more accurate DM model. Because observations at different frequencies are
sometimes multiple days apart, one DM value can apply to observations taken within
a window of time (NANOGrav Collaboration et al., 2015a). The time-varying DM is
taken into account through the use of the DMX parameter. This allows the software
to fit for an extra f −2 delay in each epoch of the timing model (see Section 1.5.2.1
for more information on timing models) (NANOGrav Collaboration et al., 2015b).
Longer term variations in the DM of a pulsar can provide information about
the behavior of the interstellar medium. For example, Jones et al. (2017) looked
at variations of the DM of 37 MSPs over the course of NANOGrav’s 9 yr data set
(NANOGrav Collaboration et al., 2015b). They showed correlations between DM
excesses and lines of sight that pass close to the Sun, identified localized ISM features
(which allowed them to put an upper limit on the size of the dispersing region), and
tested whether the underlying structure function of the turbulence of the ISM is a
Kolmogorov in nature (if it follows a certain power spectrum, as detailed by Rickett
(1990)). Studying the DM of a pulsar can also help constrain the magnetic field of
the Galaxy (see Section 1.4.3).

1.4.2 Rotation Measure
As a pulsar’s light travels through the plasma of the interstellar medium, it experiences
Faraday rotation, which rotates the linearly-polarized light by an angle
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e3 λ2
β=
2πm2e c4

Z

d

ne (l)B∥ (l)dl

(1.12)

0

where e is the charge of the electron, λ is the wavelength of the radio waves, me is
the mass of the electron, c is the speed of light, ne is the free electron density along
a line of sight l, d is the pulsar distance, and B∥ is the electron-density-weighted
average (Galactic) magnetic field (in cgs units).
This effect can be quantified by the rotation measure (RM), which is independent of wavelength and is described by the equation

RM =

β
.
λ2

(1.13)

See Appendix A for a full derivation of this equation.
Multiple studies have studied pulsar emission through the lens of the rotation
measure. For example, Sobey et al. (2019c) and Wang et al. (2011) showed that the
Faraday rotation observers measure on Earth is almost entirely due to the interstellar
medium and that the magnetosphere of pulsars contributes a negligible amount.
The study of RMs at low frequencies by Sobey et al. (2019c) and the numerical
simulations of electron−ion plasmas in pulsar magnetospheres by Wang et al. (2011)
showed RM does not vary with observing frequency.

1.4.3 Galactic Magnetic Field
While magnetic fields are generally associated with objects such as planets or stars,
magnetic fields also exist on larger scales. Galactic magnetic fields (GMFs) play
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many important roles, including aiding star formation (Rees, 1987), assisting in
the evolution of molecular clouds (Rees, 1987), and contributing to the hydrostatic
balance that takes place in the interstellar medium (Boulares & Cox, 1990). GMFs
can also add to the foreground of large-scale measurements, such as those of the
cosmic microwave background radiation, so knowledge of them is crucial when doing
those types of studies because their contributions need to be removed (Jaffe, 2019).
In addition, studying the magnetic field of the Galaxy can provide information about
the sources of ultra-high-energy cosmic rays that deflect off particles in the GMF
before they enter Earth’s atmosphere (Polderman et al., 2020). There are five main
ways to measure the GMF, and each method, along with its pros, cons, and different
dependencies, is summarized below (Jaffe, 2019).
One way of measuring the GMF is through polarization of starlight by dust
grains. The dust grains align perpendicularly to the local magnetic field and therefore
measuring their orientation can indicate the GMF’s direction. This technique
can probe the perpendicular magnetic field and depends on dust grain properties.
Though it does provide 3D information about the magnetic field, it can only provide
information about the magnetic field within a few kiloparsecs from the Sun (Jaffe,
2019). One example of an application of this method is using starlight polarization
to map large-scale structures between the Sun and the Galactic center (Santos et al.,
2011).
Another way to probe the GMF is through diffuse synchrotron emission in
both the radio and microwave regimes, which probes the perpendicular orientation
of the GMF and its strength. Diffuse synchrotron emission comes from polarized
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sources such as pulsars, quasars, and cosmic-ray leptons, and depends on the thermal
electron density (in the case of the radio emission) and the cosmic-ray density (in
the case of both the radio and microwave radiation). This method allows coverage
of the full sky. The downside to this method is that radio emission can only probe
scales up to a few kiloparsecs and the microwave has its total intensity contaminated
by different types of emission such as Bremsstrahlung. This method was applied
by the WMAP and Planck collaborations, who used satellites to study the diffuse
synchrotron emission in the microwave regime to make a map of the magnetic field of
the Galaxy that is projected on the sky (Bennett et al., 2013; Planck Collaboration
et al., 2020).
The GMF can also be measured by looking at diffuse dust emission, which can
probe the perpendicular GMF orientation—though it can only probe within about
100 parsecs of the Galactic plane because it probes the cold, dusty medium close to
the plane. The amount of diffuse emission in the Galaxy depends on the dust grain
density, the environment it is in, and the alignment of the particles. Dust grains
emit thermal radiation that is polarized in a direction perpendicular to that of the
magnetic field in that region. This method allows for sky coverage near the Galactic
plane (so it allows observers to probe the magnetic field around the sky), full line of
sight coverage through the Galaxy, and is not affected by Faraday rotation (Jaffe,
2019). The technique was used by the Gaia team to make 3D maps of the interstellar
dust emission in the Local Arm, which, in combination with Planck data, will help
probe the Galactic magnetic field. (Lallement et al., 2018; Planck Collaboration
et al., 2015).
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Finally, the method most applicable to pulsars is measuring the GMF through
Faraday rotation of point sources, both Galactic and extragalactic. As the light
travels through the magnetic field, it experiences Faraday rotation, as explained in
the previous section. Using the RM and DM, the parallel component of the magnetic
field along the line of sight is

B∥ = 1.23

RM
µG ,
DM

(1.14)

where RM is in rad m−2 and DM is in pc cm−3 .
By obtaining the RM and the DM at each epoch, the magnetic field along
the line of sight to the pulsar can be probed on the timescale of the observation
cadence. Galactic Faraday rotation allows for 3D sampling along the line of sight of
the Galaxy but mostly in the Galactic plane (Jaffe, 2019). Because polarized sources
such as pulsars are used as measuring tools, there are currently a limited number
of lines of sight (∼1000) (Han et al., 2018). Extragalactic Faraday rotation allows
a full line of sight magnetic field measurement through the Galaxy, and there are
roughly 42,000 sources that could be used to calculate the extragalactic magnetic
field (Taylor et al., 2009; Xu & Han, 2014). One example of an application of this
method is Sobey et al. (2019c), who very precisely determined the Faraday rotation
of 137 pulsars at very low frequencies and used it to map the 3D structure of the
Galactic magnetic field, as shown in Figure 1.12. Other studies that have used the
RM of extragalactic sources to measure the magnetic field include Noutsos (2012),
Han et al. (2018), and Terral & Ferrière (2017).
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Figure 1.12: Galactic magnetic field as mapped by Sobey et al. (2019c). The squares
are the RMs they measured and the dots are the RMs from the pulsar catalogue
(Manchester et al., 2005). The red/pink in the background shows where the net
magnetic is pointed toward Earth and blue shows when it is pointed away from
Earth (constructed from extragalatic source RMs from Oppermann et al. (2015)). A
reproduction of the top panel of Figure 3 of Sobey et al. (2019c).
The GMF can also be measured by mapping diffuse gamma-ray emission—
which can be used to study cosmic rays—and by mapping the magnetic field using
supernova remnants. For the latter technique, as remnants expand, they compress
the magnetic field around the region and produce synchrotron emission in regions
where the most compression occurs, radiation that will map the ambient magnetic
field along the line of sight (Jaffe, 2019).

1.4.4 Solar Effects
In addition to traveling through the Galactic magnetic field, pulsar signals must
also travel through the magnetic field of the solar wind before reaching Earth. The
solar wind is a stream of electrons that flows outward from the Sun. Madison et al.
(2019) found that the average density of the solar wind, assuming it is spherically
symmetric and constant in time, is around 8 particles per cubic centimeter, though
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Hosteaux et al. (2019) showed that it can vary from around 4 – 12 particles per cubic
centimeter depending on which part of the Sun it originates from.
As the pulsar signals travel to Earth, they may pass close to the Sun, and the
solar wind can affect the measured DM and RM. Assuming a spherically symmetric
model of the solar wind and ignoring any variations in time, the solar contribution
to DM can be described by the equation

DM⊙ = 4.85 × 10−6 n0

θ
cm−3 pc
sin θ

(1.15)

where n0 is the electron density at 1 AU in units of cm−3 , which, following Madison
et al. (2019), can be assumed to be around 8, and θ is the angle between the pulsar,
Sun, and the observatory (solar elongation, which is centered on the Earth) (You
et al., 2007a). The solar wind contribution to the DM will be greatest for a pulsar
when the elongation (the angle between the Sun and the pulsar) is at a minimum
(Madison et al., 2019). You et al. (2012) showed that if the line of sight to a pulsar (in
their case, to PSR J1022+1001) passed within 10 R⊙ of the Sun, or ∼3◦ of elongation,
then the RM could be affected by as much as ∼20 rad m−2 .
Other studies have probed the Sun using pulsar Faraday rotation measurements.
You et al. (2012) used Faraday rotation of millisecond pulsars to estimate the electron
density and magnetic field of the Sun. Howard et al. (2016) used Faraday rotation
measurements of PSR B0950+08 to study the density and magnetic field of a coronal
mass ejection (CME) that took place when the pulsar passed within 7◦ of the Sun,
and found that their measurements were consistent with previous measurements of
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the magnetic field of CMEs.

1.5 Gravitational Wave Detection Using Pulsar Timing Arrays
1.5.1 Gravitational Waves
Gravitational waves (GWs) are ripples in the fabric of spacetime that radiate energy
outward from massive accelerating objects, such as two black holes orbiting each other.
They were first predicted as a consequence of Einstein’s general theory of relativity
(Einstein, 1915). In early 2016, the Laser Interferometer Gravitational-wave Observatory (LIGO) collaboration announced the first detection of gravitational waves
(LIGO Scientific Collaboration & Virgo Collaboration, 2016) from data collected by
two large interferometers. At the time of writing, the LIGO and Virgo detectors have
cataloged 90 gravitational wave events (The LIGO Scientific Collaboration et al.,
2021). These gravitational wave events originate from neutron star/neutron star
mergers, black hole/black hole mergers, and black hole/neutron star mergers. The
gravitational waves have frequencies on the order of hundreds of hertz, with LIGO’s
most sensitive band being around 100–300 Hz (LIGO Scientific Collaboration &
Virgo Collaboration, 2016).
Other powerful events in the universe can also produce gravitational waves.
These phenomena, such as the orbit of two supermassive black holes separated by
distances of just a few light years (around a parsec), have much longer orbital periods
than LIGO sources. Therefore, the frequency of gravitational waves that they emit is
orders of magnitude lower than those detected by LIGO’s interferometers. Much like
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Figure 1.13: The spectrum of gravitational waves and the different instruments they
can be observed with. The strain, which is the relative change in distance between
two masses as the gravitational wave passes between them, is plotted against the
frequency of the gravitational waves. Image credit: NANOGrav.
how different telescopes are used to look at objects that emit at various frequencies
in the electromagnetic specrtum, different instruments are needed to detect different
frequencies of gravitational waves. Figure 1.13 shows the spectrum of gravitational
waves and the different ways gravitational waves could be observed.
Of specific interest are gravitational waves in the nanohertz regime. One of the
main types of gravitational waves that can be found by searching at this frequency is
continuous waves. Continuous waves arise from individual supermassive black hole
binaries (SMBHBs). SMBHBs are the result of galaxy mergers and evolve through
dynamical friction and interactions between the stars in the galaxy, eventually forming
a binary system. At the sub-parsec scale, the evolution of these systems (particularly
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massive binaries on the order of 108 − 1010 M⊙ ) becomes dominated by the emission
of nanohertz-frequency gravitational waves as they slowly circle in toward coalescence
(Aggarwal et al., 2019). The stochastic background, which Hellings & Downs (1983)
predicted could be detected with pulsar timing arrays, is composed of gravitational
waves from sources that cannot be individually resolved. Contributions to the
stochastic background include SMBHBs and primordial gravitational waves from the
early universe (Taylor, 2021). Other sources that emit GWs at the nanohertz level
are supermassive black hole mergers, bursts with memory (events that cause small
permanent changes in spacetime and result from a supermassive black hole binary
coalescence and cosmic strings), and GW bursts (short-duration events that may be
the result of a close interaction between two black holes) (Verbiest et al., 2021).
Any system involving a gravitational field can be described by the gravitational
wave multipole expansion, which describes how masses move in a gravitational field.
A monopole term in the expansion describes the total mass in a system, while a dipole
term describes how the mass is distributed. The quadrupolar term describes how
masses move in a system because motion of large objects—specifically large objects
that are moving which have a quadrupole moment that changes in time—produce
gravitational radiation.
Hellings & Downs (1983) postulated that the signature of a stochastic background could be detected by using an array of pulsars on the sky. Any differences
between the model and observations of the times of arrival (TOAs) of pulses from the
pulsars are referred to as residuals, and they showed that, assuming that stochastic
gravitational waves are isotropic and that background gravitational waves do not
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Figure 1.14: The Hellings-and-Downs curve, which shows how the correlations
between the pulsar residuals would look if an isotropic gravitational wave source was
present. Image credit: NANOGrav.
carry any polarization information, the correlation between the timing residuals of
pulsars all around the sky will simply depend on the angular separation between the
pulsars. Dubbed the Hellings-and-Downs curve, Figure 1.14 shows what the correlations in arrival times would look like in the presence of an isotropic gravitational
wave background.

1.5.2 Pulsar Timing
Because millisecond pulsars are incredibly stable and rival atomic clocks in terms
of their precision (Hobbs et al., 2012), the exact time the pulses should arrive at
Earth can be predicted. If a gravitational wave passes between the Earth and a
pulsar, it will stretch and compress the space between the Earth and the pulsar
in a direction perpendicular to the gravitational wave source. This will cause the
predicted time of arrival (TOA) of the pulse to be slightly off from what is observed.
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Pulsar timing models take into account parameters such as the pulsar’s position and
proper motion, as well as additional parameters such as the semi-major axis to a
companion if the pulsar is in a binary system (see sections 1.5.2.1 and 1.5.3.3 for a
full description of timing and noise models), to predict when the pulses should arrive
at the observatories.
The North American Nanohertz Observatory for Gravitational Waves (NANOGrav;
McLaughlin (2013)) is part of the International Pulsar Timing Array (IPTA; Manchester & IPTA (2013)), a worldwide effort to detect gravitational waves using pulsar
timing. The IPTA uses a collection of radio telescopes around the world to monitor
an array of pulsars throughout the sky in order to hunt for gravitational waves.
NANOGrav is currently monitoring ∼70 pulsars all around the sky with the Green
Bank Telescope, the Very Large Array, and the Canadian Hydrogen Intensity Mapping Experiment (CHIME), to search for GWs—specifically continuous waves, the
GW background, and GW bursts. Figure 1.15 shows the locations of pulsars that
NANOGrav observed for the 12.5 yr data set, and the sky coverage of two of its
major telescopes, as well as the coverage by the IPTA. After obtaining TOAs from
pulsars around the sky, NANOGrav creates timing models to fit to the data, which
allows the collaboration to obtain residuals to see how well the models fit.
The RMS (root mean square) of the residuals quantifies the difference between
the models and the data. The lower the RMS, the better the agreement between the
models and the data. Differences between the models and the data are quantified by
the weighted RMS and whitened RMS. The weighted RMS takes into account errors
on the TOAs: TOAs with higher error bars are weighted less and vice-versa. The
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whitened RMS does not include the red noise contributions. Full RMS values in the
12.5 yr data set are generally below 1 µs but a few range around from one to ten µs.
The exception is PSR J0030+0451’s RMS of 25.157 µs, which is due to a lot of red
noise. Whitened RMS values fall within a similar range, most below 1 µs and none
above 2 µs (Alam et al., 2020).

1.5.2.1 Pulsar Timing Models
In pulsar timing, a series of parameters are fit to the data in order to produce the best
model of TOAs. Parameters that are always included as free parameters in timing
models are the intrinsic spin and spin-down rate (spin rate is measured in seconds
and the spin-down rate is dimensionless), two position parameters (ecliptic latitude
and longitude, measured in degrees), two proper motion parameters (proper motion
in the right ascension direction and in the declination direction, which are measured
in milliarcseconds per year), and parallax (which is measured in milliarcseconds). For
binary pulsars, there are five parameters that are fit for in each model: the orbital
period (or orbital frequency which is measured in days), the projected semi-major
axis (which is measured in light-seconds), and either a combination of the eccentricity,
longitude of periastron (measured in degrees), and the epoch of periastron passage
or the two Laplace-Lagrange parameters and the epoch of ascending node. The last
three binary parameters fit depend on orbital characteristics of the system such as
the degree of eccentricity (Alam et al., 2020).
The five astrometric and five binary parameters are included in every timing
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Figure 1.15: The array of NANOGrav pulsars on the sky used for the 12.5 yr data
set superposed on an Aitoff plot of the Galaxy. The line through the center at 0◦
declination is the celestial equator. The blue area of the sky is where the Arecibo
Telescope could “see,” the green area is the portion visible to the Green Bank
Telescope, and the pink area is where International Pulsar Timing Array partners
have coverage (note that the NANOGrav pulsar in the pink area is one timed by the
Very Large Array in New Mexico). The gray curved line is the Galactic plane, which
runs through the center of the Galaxy, and each black dot is the location of a pulsar.
Together, the IPTA can observe pulsars that cover the entire sky. Reproduced from
Figure 6 of (Ransom et al., 2019) under the Creative Commons Attribution 4.0
International License.
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model but to test whether additional parameters should be included, an F-test is done.
An F-test is a statistical technique that tests whether adding certain parameters to a
model results in a better fit between the model and the data. Parameters tested with
an F-test include five frequency-dependent (FD) parameters and a constant phase
“jump” between receivers, which account for offsets that occur when switching from
one observing backend to the other. For binary pulsars, secular parameters, which
include a change in the semi-major axis (measured in light seconds per second), a
change in the longitude of periastron, and a change in orbital period (measured
in seconds), are also included (Alam et al., 2020). If these parameters have a
significance of at least 3σ, they are included in the model. The timing model also
includes interstellar medium delays and sorts the TOAs into fixed DMX windows
based on their frequency (Alam et al., 2020).
The timing model is created through the fitting of TOAs. Once that occurs,
the model parameters are adjusted to minimize the residuals between the model and
the data, and this is done through a least-squares fitting algorithm in a software
package such as PINT (Luo et al., 2019). Uncertainties on these parameters are
output as well as the residuals from the model.
The ideal pulsar timing model should result in all residuals centered around 0.
When plotting the residuals, there are many patterns that could appear that are not
an indication of gravitational waves, but instead point to mismodeled parameters
in the timing model. Figure 1.16 shows four residual plots with errors in different
parameters for the model of PSR B1133+16. In the top right panel, the residuals
have no pattern and are all centered around zero—which is expected. The bottom
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left panel shows the residual pattern that would result from an underestimated
change in period (Ṗ ): the residuals would increase parabolically over time (observers
can model the spin evolution of a pulsar as a Taylor series and the period derivative
contains a quadratic term). The top right panel shows the residual pattern that
would result from an offset in the position: a sinusoidal curve with the period of a
year. Finally, the bottom right panel shows the residual pattern that would result
from a failure to take into account proper motion: there would be a sinusoidal growth
(Lorimer & Kramer, 2012).
Different signatures in the residuals may also indicate larger issues with the
data set. A monopole signal in the residuals may arise from imperfections in the
reference clock while a dipolar signature likely results in errors in the Solar System
ephemeris/position of the Earth. If a gravitational wave signal is present in the data,
the residuals should contain this quadrupolar signal (Hellings & Downs, 1983).

1.5.3 Noise in Pulsar Timing Arrays
We can characterize sources of noise in the NANOGrav data set into two main types:
red noise and white noise. These noise processes may be chromatic, meaning that
they depend on the radio frequency of the observation, or achromatic, meaning they
are frequency-independent. It is crucial in NANOGrav to account for all the sources
of noise in the data set so the data set can be as sensitive as possible to gravitational
wave signals.

46

1.5.3.1 White Noise
White noise is noise that is uncorrelated within the data set, meaning each measurement is fully independent and no measurement should depend on another. Examples
of white noise include radiometer noise/instrumental effects and pulse jitter. Radiometer noise is noise caused by the electronics in the observing instrument and,
along with the flux of the pulsar, determines the S/N of the observation. Another
source of white noise is pulse jitter; even though pulsars are thought to be stable
with very well-characterized profiles, there can be variations in amplitude and/or
phase on an individual pulse level, a phenomenon which is referred to as pulse jitter.
Lam et al. (2016) showed that jitter is most prominent at frequencies below 1 GHz,
and is less important at higher frequencies.

1.5.3.2 Red Noise
Red noise is noise within the data set that is correlated in time. It is modeled by a
power law

P (f ) = Af γ

(1.16)

where P(f ) is the power in the red noise, A is the amplitude of the red noise, and γ
is the spectral index. (Note that the equation can also be written with a negative
spectral index where the reported value is positive, but NANOGrav uses the former
convention.) The spectral index is negative, meaning there is more power at lower
frequencies. Not all pulsars have a significant amount of red noise. In the 12.5 yr
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data set, only ∼30% of pulsars had a significant amount of red noise detected. For
the pulsars that did have significant red noise, values of the RNAMP in the 12.5 yr
data set range from 0.003 to 1.482 µs yr1/2 while values of the RNIDX range from
–1.3 to –6.3 (Alam et al., 2020).
Examples of red noise include spin noise, which is due to small irregularities
in the rotation period of the pulsar, and ISM effects such as scintillation, which
is strongly chromatic (Wang, 2015). The Hellings-and-Downs curve, which would
indicate the presence of a stochastic gravitational wave background, characterizes
red noise correlations among the pulsars. Specifically, it is a common red noise
process and will mostly likely show up as a signal with a power law index near 13/3.
This is the power law index expected for a gravitational wave background signal
produced by supermassive black hole binary inspirals. It relies on the assumption
that these supermassive black hole binaries evolve quickly and have a high strain
(Siemens et al., 2013; Taylor, 2021). NANOGrav’s 12.5 yr data set shows that there
is some common red noise process in the data, and that the signal is consistent with
a 13/3 power law, but evidence for Hellings-Downs correlations is not fully present
(Arzoumanian et al., 2020).

1.5.3.3 Noise Modeling
In addition to creating a timing model, NANOGrav creates a noise models to
account for sources of noise in the data set. Noise in NANOGrav data has four
main components: three white noise components and one red noise component (P(f )
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discussed in Section 1.5.3.2). The white noise components are referred to as EFAC,
EQUAD, and ECORR. EFAC accounts for systematic underestimation of TOA
uncertainties and is calculated for each combination of pulsar, backend, and receiver;
EQUAD accounts for systematic white noise that is uncorrelated in the data set
and is also calculated for each pulsar, backend, and receiver; and ECORR describes
short-term noise that is uncorrelated in time but correlated between TOAs that are
observed in different observing bands (it is correlated between frequency channels)
(Alam et al., 2020). For NANOGrav’s 12.5 yr data set, typical EFAC values are
around 1 (but can get as low as 0.1 and as high as 4.1), EQUAD values are of the
same magnitude and vary from 0.003 to 2.2, and ECORR values are around 0.4 (but
can get as low as 0.003 and as high as 7.4).

1.5.4 Importance of Polarization Calibration for Pulsar Timing
Though all NANOGrav data go through a very basic polarization and flux calibration
before the TOAs are calculated, there is potential that more robust polarization
calibration of the data could make a difference in the hunt for gravitational waves. It is
possible that noise parameters such as the red noise amplitude and red noise spectral
index are absorbing some of the errors due to incorrect/incomplete calibration. This
could have an effect on the RMS of the data set, and performing noise analyses
on the fully-calibrated data have the potential to change these noise parameters.
Lowering the RMS would mean the models more closely match the observed TOAs
and ultimately help NANOGrav make progress in their hunt for gravitational waves.
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Figure 1.16: Residuals for PSR B1133+16 from Lorimer & Kramer (2012). The top
left panel shows ideal residuals for the pulsar, the bottom left panel shows the effect
of an underestimation of period derivative, the top right panel shows the sinusoidal
trend that would appear if there was an offset in the pulsar’s position, and the bottom
left shows what the residuals would look like if the pulsar’s proper motion was not
fit for. Figure 8.2 from the Handbook of Pulsar Astronomy (ISBN: 9780521828239,
Lorimer Kramer, 2004). Reproduced with permission of The Licensor through
PLSclear.
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Therefore, accounting for polarization calibration errors in the data could help
NANOGrav make progress toward detecting nanohertz-frequency gravitational waves.
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Chapter 2
The NANOGrav 12.5-Year Data Set: Polarimetry and Faraday
Rotation Measures from Observations of Millisecond Pulsars with the
Green Bank Telescope

2.1 Observations
We present a subset of the NANOGrav 12.5-year data set taken between MJDs 55265
and 56739 (2010 March 10 and 2014 March 23) at 820 MHz and 1500 MHz with the
GUPPI instrument (DuPlain et al., 2008). We analyze observations of 23 pulsars,
two of which overlap with Gentile et al. (2018) (PSRs J1713+0747 and B1937+21).
Most pulsars were observed on a monthly cadence, with the exception of PSRs
J1713+0747 and J1909−3744, which were observed weekly starting in 2013. The
data were taken with the GUPPI backend at 820 MHz and 1.4 GHz with bandwidths
of 200 MHz and 800 MHz, respectively. The data were coherently dedispersed, with
frequency resolution of 1.56 MHz, and on average each observation lasted around 25
minutes. Table 2.1 shows the data timespan and number of observations for each
Published as H. M. Wahl et al 2022 ApJ 926 168.
Contributing authors: M. A. McLaughlin, P. A. Gentile, M. L. Jones, R. Spiewak, Z. Arzoumanian,
K. Crowter, P. B. Demorest, M. E. DeCesar, T. Dolch, J. A. Ellis, R. D. Ferdman, E. C. Ferrara,
E. Fonseca, N. Garver-Daniels, G. Jones, M. T. Lam, L. Levin, N. Lewandowska, D. R. Lorimer,
R. S. Lynch, D. R. Madison, C. Ng, D. J. Nice, T. T. Pennucci, S. M. Ransom, P. Ray, I. H. Stairs,
K. Stovall, J. K. Swiggum, W. W. Zhu
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Table 2.1: Number and timespan of observations for each pulsar.

Pulsar

Start

820 MHz
End # of Obs

J0340+4130
J0613−0200
J0636+5128
J0645+5158
J0740+6620
J0931−1902
J1012+5307
J1024−0719
J1125+7819
J1455−3330
J1600−3053
J1614−2230
J1643−1224
J1713+0747
J1744−1134
J1747−4036
J1832−0836
J1909−3744
J1918−0642
B1937+21
J2010−1323
J2145−0750
J2302+4442

55972
55278
56677
55704
—
56387
55278
55278
56675
55278
55641
55307
55278
55278
55278
56270
56407
55278
55307
55278
55278
55278
56003

56726
56727
56727
56706
—
56727
56706
56727
56735
56709
56709
56709
56709
56709
56735
56703
56675
56725
56735
56709
56709
56709
56726

29
46
3
28
—
8
50
47
3
37
35
51
50
55
30
15
8
55
48
48
50
46
32

Start

1500 MHz
End # of Obs

55972
55275
56640
55892
56640
56351
55275
55275
56640
55773
55639
55265
55275
55275
55275
56034
56367
55275
55429
55305
55275
55275
55972

56728
56733
56729
56736
56736
56703
56431
56703
56736
56706
56733
56733
56733
56733
56736
56733
56736
56733
56733
56676
56733
56736
56728

24
47
3
25
4
12
39
52
5
27
43
63
54
82
51
22
14
76
51
41
52
47
29

Note: These numbers reflect only the data used in the analysis; the outliers have
been removed.
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pulsar at each frequency.
The data were run through the standard NANOGrav radio frequency interference (RFI) excision pipeline; for each frequency channel, the minimum and maximum
values in the off-pulse region were found and any channels for which this value was
an outlier relative to the surrounding channels were zapped (see Alam et al. 2020 for
more details).
NANOGrav timing observations with the GUPPI data acquisition instrument
began in 2010 March and continued into 2020. However, a technical problem arose
in 2014 March, making all data collected after this date unsuitable for polarimetric
work. The problem was instability in the time alignment of the digitizers for the Xand Y-polarizations of the telescope signal. This corrupted the polarization crossproducts and made it impossible to recover full Stokes parameters from these data.
The power in the two individual polarizations was uncorrupted, and well-calibrated
total intensity measurements could still be derived, allowing for the use of these
data in timing even without full Stokes parameter information. This instability only
affects the polarization of the observations, should not affect the total intensity and
therefore the timing after 2014.

2.2 Data Analysis
2.2.1 Calibration Method
All NANOGrav observations go through a basic polarization calibration procedure.
At the telescope, a 25-Hz broadband signal is generated at a noise diode and injected
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Figure 2.1: An example solution (MJD 56244) used to calibrate the data. Panel
(a) shows the degree of cross-coupling between receivers, (b) shows the ellipticity of
the receivers (the two colors show the two polarizations; θ1 is assumed to be zero so
black is not shown in the above panel.), (c) shows the differential phase, (d) shows
the differential gain, and (e) shows the absolute gain of the receiver (specified in
units of the square root of the reference flux density). (See van Straten 2004b for
more details of this procedure).
into the receiver. At the beginning of each observation, this artificial noise signal is
split into two polarization signal paths and measured with the pulsar backend.
A calibration scan is taken for every NANOGrav observation. The noise signals
themselves, and also the power in both X- and Y-polarizations, are calibrated by
observations on and off a bright, unpolarized source (for the GBT, this is quasar
B1442+101; NANOGrav Collaboration et al. 2015b).
A set of four scans: pulsar, noise diode (which is the off-quasar scan), pulsar
and noise diode, and quasar and noise diode, are used to obtain flux and polarization
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calibration solutions. A noise diode is observed with every pulsar scan but B1442+101
is observed once per each multi-day observing session at each frequency. This
constitutes the standard calibration scheme, which is applied to all NANOGrav
observations. While likely sufficient for timing purposes, in order to study the
polarization in detail, more rigorous and precise polarization calibration is needed.
In this analysis, we used long-track observations of two pulsars to calculate
Mueller matrix solutions. For our 820 MHz data, we used observations of PSR
B1929+10 acquired by Kramer et al. (2021) for the double pulsar, which were shared
with NANOGrav. This pulsar is known for being very bright and has well-known
polarization characteristics. We solved for the Mueller matrix at six epochs (MJDs
56244, 56419, 56608, 56793, 56984, and 57890) and used the solution closest to
the epoch of each pulsar observation to calibrate the 820 MHz data. The solutions
produced calibrated profiles for PSR B1929+10 that matched those in the literature
(e.g., Stairs et al., 1999; Dai et al., 2015; Gentile et al., 2018) for every epoch, which
suggests that our solutions accurately calibrated the data. See van Straten (2004b)
for full details of our calibration procedure.
At 1500 MHz, we used a single long-track observation of PSR J1022+1001
taken on MJD 55670 (2011 April 19) to calculate a Mueller matrix solution. Note
that while PSR J1022+1001 has been found to show pulse profile variations by at
most a few percent over the course of a year (Hotan et al., 2004), we do not expect
this to affect our observations, as the solution was derived from an observation of this
pulsar on a single day. After calibrating all of the data with the single solution, we
found that the profiles were similar to both those in the literature (e.g., Stairs et al.,
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1999; Dai et al., 2015) and to each other, suggesting that using a single solution for
multiple epochs produces accurately-calibrated profiles. See Sections ?? and ?? in
Appendix B for a full step-by-step guide to how the calibration was done.
Figure 2.1 shows an example of an 820 MHz solution used to calibrate our
data. Panel (a) shows θ, the degree of cross-coupling between the receivers. Panel
(b) shows ϵ, which indicates how much Stokes Q has leaked into Stokes V. The
slight leakage of one Stokes parameter into another is caused by a small amount of
non-orthogonality in the receivers. Panel (c) shows ϕ, the differential phase, which
quantifies the mixing of the Stokes U and V parameters. Panel (d) shows γ, the
differential gain. Ideally, γ = 0; in our data set, this parameter is consistent with
zero for nearly all the epochs, with only slight offsets. Finally, Panel (e) shows G,
the absolute gain for the receiver. As described earlier, we measured six independent
realizations of the Mueller matrix as a function of frequency at 820 MHz at six
different epochs. These realizations were generally consistent with each other.

2.2.2 Fitting for Faraday Rotation
To fit for Faraday rotation and calculate RMs, we used the rmfit feature of PSRCHIVE
(van Straten et al., 2012), specifically the brute force method followed by the iterative
position angle refinement technique. The iterative position angle refinement begins
by using the brute force method to find the RM at which the linear polarization is
maximized by fitting a Gaussian to the linear polarization vs. RM curve and using
the centroid of the function as the best RM. We first re-binned the profiles to four
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frequency channels and 512 pulse phase bins at 820 MHz and 16 frequency channels
and 512 pulse phase bins at 1500 MHz. We then searched in a range of –200 to 200
rad/m2 with 200 steps for the majority of pulsars. An example of a fit is shown in
Figure 2.2. Because of its location behind an HII region (Ocker et al., 2020), PSR
J1643−1224 has a large RM ∼ −308 rad/m2 (Yan et al., 2011a), so it requires finer
frequency resolution to track the shift of PA with frequency. We therefore did not
bin- or frequency-scrunch (which left us with the full 2048 bins and 512 channels)
and searched from –550 to –150 rad/m2 with 200 steps for the RM. See Section ??
of Appendix B for more details on RM fitting procedures with PSRchive.
Once we had calculated an initial RM from the brute force method, we applied
position angle refinement, which compares the position angles measured from the
integrated profiles in the two halves of the band, and the weighted differential
polarization angle (∆PA) is computed between the two halves of the band, using
only the pulse phase bins in which the linear polarization is more than 3σ above
the off-pulse noise. If ∆PA is larger than its uncertainty, the data are corrected for
Faraday rotation using that RM and ∆PA between the two bands is estimated again.
This process is repeated until ∆PA is smaller than its uncertainty, at which point the
final RM is reported. This produces a more accurate RM estimate and uncertainty
than the brute force method alone. We corrected the profiles on each epoch for the
relevant RM before adding them together to form the composite profile.
If an RM was not able to be fit with these parameters, we removed the profile
from further analysis. For the most part, the number of observations taken out
for this reason was relatively small (<15% of the total number of observations for
58

each pulsar) but for PSRs J0645+5158, J0740+6620, J1455−3330, J1747−4036,
and J1832−0836, the percentage removed was 25%, 43%, 32%, 31%, and 22%,

Polarized Flux (Jy)

respectively.

Rotation Measure (rad/m 2 )

Figure 2.2: An example of an rmfit output. The black boxes indicate the linearly
polarized flux as a function of rotation measure for PSR J1713+0747 at 820 MHz.
The red curve illustrates the best-fit Gaussian, and the vertical red line denotes the
brute force method RM estimate.

To ensure there were no outliers in RM values due to instrumental effects or
miscalibration, we calculated the mean and RMS variations of the RMs for each pulsar
and then removed data with RMs that were more than three standard deviations
away from the mean from further analysis. After the first cut, a new mean was
calculated and anything more than 3σ away from that value was cut. This process
was repeated three times. Epochs with outlier RMs are not present in the combined
(composite) profiles (Figures C.1–C.12) and were not used in the variability analyses.
Most outliers showed up on specific days at both frequencies.
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In addition to the method described above, we inspected the profiles by eye
and eliminated any that looked noticeably different from the others. Criteria for this
removal include incorrect handedness of the polarization, unusual variations in the
profile baseline, and severe deviation from the composite profile on one epoch, all
artifacts of a technical/instrumental problem with the observation.
Nearly all of the data sets that required outlier removal had <17% of observations removed. The exceptions were PSRs J0740+6620 (for which we excised
33% of the 1500 MHz data), J0931−1092 (which has 33% removed at 820 MHz),
and J1832−0836 (which has 25% removed at 820 MHz). These high percentage
are due to the small number of total observations relative to the number of excised
observations.
Though most outliers point to instrumental effects, high RMs that occur when
a pulsar’s line of sight passes close to the Sun may be due to a contribution from
the solar magnetic field. We compared the epochs of the outliers we identified with
those at which the relevant pulsar has the smallest elongation (the angle between
the Sun and the pulsar). We also searched for outlier RMs at epochs at which DM
peaks were detected. We find two such points for one pulsar, PSR J1614−2230, that
are close to minimum elongation, when our line of sight to the pulsar passes closest
to the Sun. See Section 2.3.2.2 for an in-depth discussion of these points.
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2.2.3 Ionospheric Corrections
As the radio waves from the pulsar travel along our line of sight, they pass through
the magnetic field of the Earth’s ionosphere, which contributes a non-negligible
amount to the measured RM. Therefore it must be subtracted in order to study the
Galactic magnetic field. We used the ionFR (Sotomayor-Beltran et al., 2013) code,
which uses publicly available GPS-derived total electron content CODE maps with a
2-hour time resolution for each day of observations, along with the eleventh release
of the International Geomagnetic Reference Field, which covers the period when our
data were taken. The code calculates the contribution of the ionosphere to the RM
along the line of sight and takes into account the time of day of the observation,
telescope location, and sky coordinates of the pulsar to get an accurate measurement
for each hour of the day. We subtracted the ionospheric correction for the closest
hour to the mid-point of each observation and were left with the RM due to the
magnetic field of the ISM.
Systematic uncertainties have been associated with this method, including
a daily and yearly time dependence, with corrected RMs found to be accurate to
0.06–0.07 rad/m2 (Porayko et al., 2019) . Therefore, we do not expect systematic
uncertainties to be important for our RM measurements, given that the RM errors
we derive are higher than this level (see Table 2.2).
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Table 2.2: Properties of each pulsar and derived quantities. The uncorrected RM at
each frequency is the average of all of the measurements at each frequency, while the
error is the standard deviation of all of the measurements divided by the square root
of the number of measurements. The corrected RM at each frequency is the average
of all of the measurements after the ionospheric correction is subtracted from each
day, and the error is the standard deviation of all of those corrected measurements
divided by the square root of the number of measurements. The magnetic field errors
are a combination of the rmfit, ionFR, and DMX errors.
Pulsar

Distance
(kpc)

DM
(pc cm3 )

J0340+4130
J0613−0200
J0636+5128
J0645+5158
J0740+6620
J0931−1902
J1012+5307
J1024-0719
J1125+7819
J1455−3330
J1600−3053
J1614−2230
J1643-1224
J1713+0747
J1744−1134
J1747−4036
J1832−0836
J1909−3744
J1918−0642
B1937+21
J2010−1323
J2145−0750
J2302+4442

1.4
1.1
1.1
1.2
0.44
0.8
0.76
1.3
0.052
13.0
2.0
0.67
1.4
1.2
0.44
2.8
2.9
1.1
1.1
6.6
2.9
0.63
1.8

49.6
38.8
11.1
18.2
15.0
41.5
9.0
6.5
11.2
13.6
52.3
34.5
62.4
16.0
3.1
152.7
28.2
10.4
26.6
71.0
22.2
9.0
13.7

820 MHz
Corrected RM
RM
(rad m−2 )
(rad m−2 )

1500 MHz
RM
Corrected RM
(rad m−2 )
(rad m−2 )

56.8(4)
22.2(3)
1(4)
−1.1(7)
–
−97(2)
4.0(2)
−1.1(3)
−28.2
15.5(7)
−7.2(6)
−27.4(3)
−303.0(2)
10.9(3)
4.9(3)
−38(1)
44(2)
4.1(3)
−59.9(9)
9.7(2)
−2.2(5)
−0.6(4)
19.4(4)

54(1)
19.1(5)
−5(2)
2(1)
−39(1)
−95.5(9)
4.2(2)
−1.6(2)
−26.7(6)
17(1)
−5.4(6)
−26.1(2)
−300.3(2)
13.2(3)
3.6(2)
−45(1)
41.9(8)
2.7(3)
−54.8(4)
9.3(2)
−5.8(4)
−1.6(3)
21.2(3)

55.0(4)
20.2(3)
−1(3)
−2.9(6)
–
−100(2)
2.4(2)
−3.5(2)
−29(1)
12.0(6)
11.1(4)
−30.5(2)
−305.7(2)
8.9(3)
2.3(3)
−43(1)
41(1)
−0.1(3)
−62.5(8)
7.8(3)
4.9(4)
−3.1(4)
17.4(3)

52(1)
16.9(5)
−7(1)
0(1)
41(1)
−98.5(9)
2.6(2)
−3.9(1)
−28.4(7)
13(1)
−9.6(3)
−29.1(1)
−303.1(2)
10.9(3)
0.7(1)
−51(1)
38.9(7)
−1.9(2)
−57.7(3)
7.3(1)
−8.0(3)
−4.4(3)
19.3(2)

Magnetic Field
(µG)
1.33(2)
0.59(1)
−0.5(2)
−0.08(5)
−3.3(1)
−2.94(2)
0.34
−0.7(3)
−3.16(8)
1.12(6)
−0.243(6)
−1.062(5)
−6.000(3)
0.76(2)
0.58(5)
−0.376(6)
1.74(3)
−0.12(2)
−2.78(2)
0.130(2)
−0.38(2)
-0.51(3)
1.64(2)

Note: The uncorrected RM at each frequency is the average of all of the measurements at each frequency, while the error is the standard deviation of all of the
measurements divided by the square root of the number of measurements. The
corrected RM at each frequency is the average of all of the measurements after the
ionospheric correction is subtracted from each day, and the error is the standard
deviation of all of those corrected measurements divided by the square root of the
number of measurements. The magnetic field errors are a combination of the rmfit,
ionFR, and DMX errors. The quoted errors are the uncertainties on the last digit.
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2.2.4 Magnetic Field Calculations
To accurately constrain magnetic fields along the line of sight to the each pulsar (see
Equation 1.14), we need to take into account variations in DM. NANOGrav measures
a DM at nearly every observation epoch. In this case, the DM measurements come
from NANOGrav’s wideband data set Alam et al. (2021). The value of the DM is
recorded as a DMX parameter in TEMPO, where DMX is the difference between
some fiducial value of DM and the measured DM at each epoch (see Jones et al.,
2017). We did not fit for any DM derivatives.
Table 2.2 shows the distance to each pulsar (calculated from parallax measurements from Alam et al. 2020), the reference DM (obtained from the par file for each
pulsar), the average RM at each frequency (both corrected and uncorrected for the
ionosphere), and the average magnetic field derived from the ionosphere-corrected
RMs using Eqn. 1.14.
The uncertainties on the RMs show that the values are broadly consistent
between the two frequencies, though some are discrepant at the 1 to 2-sigma level,
suggesting that the error bars on the measurements are underestimated.
The error on the magnetic field at each epoch is the error from the RM and
DM added in quadrature. The magnetic field value listed is the average over all
epochs and both frequencies for each pulsar.
Figure 2.3 shows the value of the magnetic field of pulsars around the sky
using the values from this work combined with those of Gentile et al. (2018). The
results are consistent with those of Sobey et al. (2019a), which uses pulsars and
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< B > (µG)

Figure 2.3: Magnetic field values derived from pulsar Faraday rotation measures
superposed on an Aitoff plot of the Galaxy. The color bar at the bottom shows
the value of ⟨B∥ ⟩ in unit of µG. Results from this work are combined with those of
Gentile et al. (2018) to get a complete picture of the values around the sky. Note:
the plot of Gentile et al. (2018) is incorrect in terms of the sign of the Galactic
longitude of the pulsars (which is corrected here).
extragalactic sources in the northern sky to map the Faraday rotation measures, and
hence the magnetic field of the Galaxy. For the most part, our results also match
those of Gentile et al. (2018) as well as the values of Dike et al. (2020) which uses
the Long Wavelength Array to analyze polarization of pulsars below 100 MHz.
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Table 2.3: Polarized intensity parameters. ⟨P⟩ is the phase-averaged power, ⟨L⟩ is the
phase-averaged linear polarization, ⟨V⟩ is the phase-averaged circular polarization,
⟨|V|⟩ is the phase-averaged absolute value of the circular polarization, and I is the
total intensity. The polarization fractions reported are those of the composite profiles.
Pulsar
J0340+4130
J0613−0200
J0636+5128
J0645+5158
J0740+6620
J0931−1902
J1012+5307
J1024−0719
J1125+7819
J1455−3300
J1600−3053
J1614−2230
J1643−1224
J1713+0747
J1744−1134
J1747−4036
J1832−0832
J1909−3744
J1918−0642
B1937+21
J2010−1323
J2145−0750
J2302+4442

〈P〉/I
820 MHz 1500 MHz
0.55
0.21
0.30
0.22
—
0.29
0.66
0.57
0.38
0.20
0.25
0.69
0.21
0.33
0.78
0.14
0.22
0.51
0.23
0.37
0.20
0.21
0.56

0.14
0.20
0.38
0.19
0.27
0.35
0.55
0.60
0.43
0.19
0.32
0.64
0.21
0.31
0.88
0.15
0.30
0.45
0.21
0.30
0.21
0.19
0.54

〈L〉/I
820 MHz 1500 MHz
0.54
0.19
0.28
0.19
—
0.28
0.66
0.56
0.32
0.19
0.25
0.69
0.17
0.32
0.78
0.14
0.18
0.48
0.22
0.36
0.17
0.17
0.55

0.12
0.19
0.36
0.17
0.21
0.33
0.54
0.59
0.38
0.17
0.31
0.62
0.15
0.30
0.87
0.13
0.27
0.43
0.19
0.30
0.19
0.16
0.53
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〈V〉/I
820 MHz 1500 MHz
0.00
0.04
0.01
−0.01
—
−0.02
0.00
0.00
−0.04
0.02
0.01
−0.02
−0.04
0.02
0.02
0.00
0.07
−0.14
0.04
−0.02
−0.05
−0.06
0.02

0.05
-0.03
0.03
−0.02
−0.05
−0.02
0.01
−0.05
−0.02
0.04
−0.02
−0.01
0.03
0.02
−0.02
0.00
0.01
−0.13
0.05
−0.01
−0.01
−0.06
0.00

〈|V|〉/I
820 MHz 1500 MHz
0.03
0.07
0.05
0.07
—
0.06
0.05
0.03
0.13
0.05
0.02
0.05
0.12
0.04
0.03
0.04
0.13
0.15
0.05
0.02
0.10
0.10
0.04

0.07
0.04
0.07
0.07
0.11
0.08
0.07
0.06
0.13
0.06
0.04
0.05
0.12
0.03
0.03
0.06
0.10
0.15
0.06
0.02
0.07
0.07
0.06

2.3 Results and Discussion
2.3.1 Pulse Profiles
Here we present the polarization-calibrated average profiles from the method described
in the previous section. Figures C.1–C.12 show the composite profiles, which were
made by summing the profiles from individual epochs. The position angle, which
is shown in the top panel of each composite profile, is plotted when the linear
polarization is >3σ above the off-pulse noise. Table 2.3 shows the fractions of
total power of the emission, average fractional linear polarization, average fractional
circular polarization, and average fractional absolute circular polarization of all
pulsars in the data set at 820 MHz and 1500 MHz, all fractions are calculated with
respect to the total power.
Though the DMX is used in the magnetic field calculations, we dispersed
the profiles at the fiducial DM for consistency with the NANOGrav data set. We
analyzed the effect of incorporating DMX when dedispersing both broad and narrow
pulse profiles, and found that the differences in RM are negligible.

2.3.1.1 Comparison to Published Polarization Profiles
Table 2.4 shows all previously published profiles for these pulsars. We present the first
published polarization profiles at any frequency for PSRs J0636+5128, J0645+5158,
J0740+6620, J0931−1902, J1125+7819, J1614−2230, J1747−4036, J1918−0642,
and J2302+4442. We find no major discrepancies between our profiles and those
previously published. The only exception is the sign of the circular polarization; Dai
66

Table 2.4: Previously published polarization profiles.
Pulsar

Published Polarization Profiles

J0340+4130

820 MHz(1)

J0613-0200

410 MHz(2) , 610 MHz(2) , 728 MHz(3) , 1335 MHz(4) , 1369 MHz(3) , 1369 MHz(5) ,1405 MHz(6) , 3100 MHz(3)

J0636+5128

—

J0645+5158

—

J0740+6620

—

J0931-1902

1284 MHz(10)

J1012+5307

149 MHz(7) , 610 MHz(2)

J1024-0719

728 MHz(3) , 1369 MHz(3) , 1369 MHz(5) , 1373 MHz(6) , 3100 MHz(3)

J1125+7819

—

J1455-3330

1300 MHz(6)

J1600-3053

728 MHz(3) , 1369 MHz(3) , 1369 MHz(5) , 1373 MHz(6) , 3100 MHz(3)

J1614-2230

1284 MHz(10)

J1643-1224

610 MHz(2) , 728 MHz(3) , 1331 MHz(4) , 1369 MHz(3) , 1369 MHz(5) , 3100 MHz(3)

J1713+0747

410 MHz, 610 MHz(2) , 728 MHz(3) , 1369 MHz(3) , 1369 MHz(5) , 1400 MHz(8) , 1405 MHz(6) , 1414 MHz(2) , \& 2100 MHz(8) , 3100 MHz(3)

J1744-1134

610 MHz(2) , 728 MHz(3) , 1341 MHz(6) , 1369 MHz(3) , 1369 MHz(5) , 3100 MHz(3)

J1747-4036

1284 MHz(10)

J1832-0836

728 MHz(3) , 1369 MHz(3) , 1369 MHz(9) , 3100 MHz(3)

J1909-3744

728 MHz(5) , 1369 MHz(3) , 1369 MHz(5) , 1373 MHz(6) , 3100 MHz(3)

J1918-0642

1284 MHz(10)

B1937+21

10 MHz(2) , 728 MHz(3) , 1369 MHz(3) , 1369 MHz(5) , 1373 MHz(6) , 1400 MHz(8) , 1414 MHz(2) , 2100 MHz(8) , 3100 MHz(3)

J2010-1323

1373 MHz(6)

J2145-0750

410 MHz(2) , 610 MHz(2) , 728 MHz(3) , 1335 MHz(4) , 1369 MHz(3) , 1369 MHz(5) , 1373 MHz(6) , 1414 MHz(2) , 3100 MHz(3)

J2302+4442

—

References: (1) Bangale (2011), (2) Stairs et al. (1999), (3) Dai et al. (2015), (4) Manchester
& Han (2004), (5) Yan et al. (2011b), (6) Ord et al. (2004), (7) Noutsos et al. (2015),
(8)
Gentile et al. (2018), (9) Burgay et al. (2013), (10) Spiewak et al. (2022).
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et al. (2015) uses the Institute of Electrical and Electronics Engineers definition of
circular polarization whereas we use the IAU convention. This results in a sign change
in the circular polarization (in the IEEE convention, left-hand circular polarization is
positive and right-hand circular polarization is negative, whereas the IAU convention
is the opposite).
Another exception is PSR B1937+21. At 820 MHz, the degree of linear polarization for B1937+21 shows epoch-to-epoch variability of up to ∼18%in the second
main structure (the interpulse) . Because the RMs matched published values, we
chose to carry out the analysis with them; the average profile is also similar to the
literature, so we chose to present it. We will explore the reason for this variability in
future work.
Overall, our RMs also agree with those previously published. There are
several ways to measure RMs from pulsar profiles, and these methods have different
systematic uncertainties. Most studies, such as this work and Yan et al. (2011b), use
the rmfit method to calculate RMs and uncertainties, but other methods exist. For
example, Sobey et al. (2019b) calculate Faraday RMs through Faraday spectra, or
Faraday dispersion functions, with uncertainties calculated via the method described
in Brentjens & de Bruyn (2005). Our RM values are consistent within a few sigma
of both of those results for the pulsars analyzed by both methods. The RM errors
derived through these different methods are also consistent. This is reassuring,
especially as Sobey et al. (2019b) calculate the RMs in a different way and using
different bandwidths, center frequencies, and another telescope.
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2.3.1.2 Microcomponents
We detect microcomponents in the pulse profiles of seven pulsars in this work. Microcomponents were discussed in Gentile et al. (2018) and here we define them
as components that are <3% of the intensity of the highest peak on the average
profile. Out of these seven, four pulsars have microcomponents that are detected
for the first time (PSRs J1024−0719, J1455−3330, J1600−3053, and J2145−0750),
The microcomponents have varying degrees of polarization; for example, the microcomponents of PSR J2145−0750 are almost fully-polarized, whereas those of
PSR J1909−3744 exhibit very little polarization. There is no apparent correlation
between the amount of polarization in the microcomponents and that in the main
pulse (i.e. the microcomponent of J2145−0740 is almost fully-polarized whereas the
profile shows little).
Microcomponents that have been previously detected in other works have a
flux density above 1.6 mJy, and all of the new ones have a flux density of less than
1.5 mJy. Because of our long data sets, which produce a very high S/N composite
profiles, we are able to detect these very faint microcomponents. To ensure that the
microcomponents were not an instrumental effect, we split each frequency band in
half to see if the microcomponent was detected in each half. This was generally the
case at both 820 MHz and 1500 MHz; the exception is J1713+0747, which exhibits
a microcomponent only at 1500 MHz. This can be explained by the pulsar’s very
flat spectrum (Dai et al., 2015), resulting in lower S/N at lower frequencies. The
tests show that microcomponents are not an anomalous instrumental artifact but
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are of astrophysical origin. The detection of microcomponents demonstrates that
MSPs emit over a wide phase range due to their larger opening angles and emission
produced further out in the magnetosphere (Xilouris et al., 1998).
These microcomponents make it difficult to define the duty cycle of millisecond
pulsars. As noted in Gentile et al. (2018), they may cause an overestimation of the
radiometer noise in the off-pulse region which could affect flux calibration (although
NANOGrav does not rely on the radiometer noise for flux calibration). If these
microcomponents are present in other pulsars, they would be revealed by longer
data sets (and therefore higher S/N profiles). Microcomponents are generally most
prevalent in our highest S/N pulsars; higher gain telescopes like the MeerKAT
telescope in South Africa would improve that S/N, allowing us to probe weaker
pulsars for these microcomponents (e.g., Spiewak et al. submitted). If not accounted
for in template profiles, these microcomponents could lead to higher uncertainties
in TOA calculation. To make template profiles for TOAs, NANOGrav aligns and
averages the reduced data profiles, and applies wavelet smoothing to the average
profile (Alam et al., 2020). This wavelet smoothing preserves the microcomponents,
and therefore they are taken into account when calculating TOAs.

2.3.1.3 Frequency Evolution/Emission Geometry
The profiles for the majority of canonical pulsars are thought to evolve in frequency
according to the core double cone model of Rankin (1983b). This model makes
specific predictions about how the number of components in a pulsar’s average profile
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will vary with frequency. For example, a conal single pulsar will have two components
at low frequencies (∼100 MHz) that will merge into one at higher frequencies (∼1
GHz). Xilouris et al. (1998) categorizes MSP profiles into three classes: minimallyevolving, evolving as predicted, and evolving contrary to prediction. In their survey,
12 pulsars evolved minimally, five as predicted, and eight against predictions (e.g.,
with more components at higher frequency). This suggests that the emission of
MSPs does not behave like the emission of canonical pulsars.
Frequency evolution is difficult to track in our pulsars, as many have more
than five components and multiple structures in their profile (e.g. PSR J0931−1902).
Out of the 22 MSPs for which we have accumulated profiles at both 820 MHz
and 1500 MHz, 14 show the same number of components at both frequencies (i.e.,
develop minimally) and eight seem to develop more components at higher frequencies,
seemingly in contrast to the predictions of Rankin (1983b) and in line with the
Xilouris et al. (1998) results. While some of this evolution in MSPs could be due
to decreased scatter broadening (causing separate components to appear as one at
low frequencies), it supports the suggestion that MSPs do not evolve like canonical
pulsars. While profiles evolve with frequency for all of the MSPs studied, there
is no consistent trend and the frequency evolution is less dramatic than seen for
non-recycled pulsars.
Johnston et al. (2008) shows that in slow pulsars, the overall polarization
fraction decreases as frequency increases, though some components can show an
increase with frequency. This could be a consequence of a geometric process or involve
orthogonal polarization modes. Overall, we find that the mean polarization fractions
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of linear and circular polarization do not show a clear trend with frequency. The
exception is ⟨|V |⟩/I; 12 MSPs in this study have higher ⟨|V |⟩/I values at 1500 MHz,
while only six have a higher fraction at 820 MHz and four have identical fractions at
both frequencies. This shows a hint of a correlation, and this correlation is opposite
to that than observed for canonical pulsars. However, this is a very small sample
and further study is needed to confirm if this is the case in all millisecond pulsars.
As expected, many of the millisecond pulsars feature emission over a large
portion of the profile (e.g. PSRs J1614–2230 and J2302+4442). This supports the
idea that millisecond pulsar beams are wider than those of canonical pulsars due to
emission produced farther out in the magnetosphere.
The position angle (PA) sweep is shown in the top panel of Figures C.1–C.12;
many of our pulsars (e.g. PSRs J1455−3330, J1918−0642, and J2145−0750), show
very complex PA sweeps, which would require a model more sophisticated than the
RVM. Only two pulsars in our data set show a quasi-S-shaped curve in the PA. Using
PSRCHIVE, we searched an 18 by 18 grid in which α (the angle between the spin
axis and the magnetic axis) and ζ (the sum of α and the angle between the magnetic
axis and sightline β) are varied from 5 to 175 degrees in steps of 10 degrees. We
perform this fitting for both pulsars at each frequency. The only significant result is
for the L-band observation of PSR J1600−3053, where α = 162.8 ± 5.9, β = 2.35 ±
8.9 for a fit that has a χ2r value of 11.05. This shows that PAs are very difficult to fit
in MSPs and a more sophisticated model incorporating emission far from the polar
caps and/or more complex magnetic field structures is required to fit the position
angle sweeps.
72

Table 2.5: Dispersion measure trends. The results of fitting a linear trend, a purely
sinusoidal, and a sinusoidal + linear trend to the magnetic fields. A weighted
least-squares fitting routine was performed and the periods of the sinusoidal fits first
estimated with a Lomb-Scargle periodogram and then refined in the fitting routine.
Any period that had less than a 5% false alarm probability was not considered
significant. The trend reported is the one with the smallest χ2r value. The pre-fit χ2r
value refers to the χ2r of fitting a horizontal line through the data.
Pulsar

Trend

dDM/dt
(10−4

J1012+5307
J1713+0747
J1744-1134
J1909-3744
J2302+4442

Both
Both
Both
Both
Linear

cm−3

yr−1 )

pc
0.4(2)
–0.38(5)
0.2(1)
–5.3(2) × 10−4
–3.5(7)

Amplitude

Period

χ2r

Pre-Fit χ2r

Period FAP

cm−3 )

(days)
874(51)
366(7)
425(16)
568(46)
—

0.8
3.1
3.1
34

1.6
6.7
4.5
431
2.5

0.7%
0.3%
0.9%
1.8%
—

(pc
1.6(2)
0.61(7)
0.9(2)
4(1) × 10−5
—

Table 2.6: Magnetic field trends. The results of fitting a linear trend, a purely
sinusoidal, and a sinusoidal + linear trend to the magnetic fields. A weighted leastsquares fitting routine was performed and the periods of the sinusoidal fits were first
estimated with a Lomb-Scargle periodogram and then refined in the fitting routine.
Any period that had less than a 5% false alarm probability was not considered
significant. The trend reported is the one with the smallest χ2r value.The pre-fit χ2r
value refers to the χ2r of fitting a horizontal line through the data.
Pulsar
J1600−3053
J1643−1224
J1713+0747
J1918−0642
B1937+31

Frequency
(MHz)

Trend

dDB/dt
(µG yr−1 )

Amplitude
(µG)

Period
(days)

χ2r

Pre-Fit χ2r

Period FAP

1500
1500
820
820
820

Sine
Both
Both
Linear
Sine

—
0.007(2)
0.02(2)
0.14(2)
—

0.041(9)
0.021(3)
0.14(2)
—
0.025(5)

366(14)
374(8)
678(27)
—
366(11)

11.2
3.9
41.3
105.6
4.5

16
11
72
190
6

3.60%
0.26%
0.04%
—
1.50%
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2.3.2 Variations in Measured Values
For each of the three parameters (ionosphere-corrected RM, DM, and ⟨B∥ ⟩), we
performed a least-squares fit weighted by the uncertainties for a purely linear trend,
a purely sinusoidal trend, and a combination of the two for all pulsars for which we
have greater than one year of data. We only performed a sinusoidal and combination
fit if a significant period with a false alarm probability (FAP) less than 5% was first
identified through a Lomb-Scargle periodogram analysis. This FAP was calculated
using the formula from Scargle (1982), which uses the length of the data set and power
spectral density to determine the probability that the period of the Lomb-Scargle
periodogram is detected by random chance. That period was then used as the initial
guess for the fitting. The reduced chi-squared (χ2r ) values were calculated for each
fit; the trend reported for each pulsar is the model with the smallest χ2r value.
The parameters for the trends are reported in Tables 2.5 and 2.6 and the data
containing the best fit trend lines are shown in Figures C.13−C.17. We plot the
two frequencies separately in order to gauge which trends are truly astrophysical.
In addition, one frequency may be more sensitive than another due to the pulsar’s
spectral index, DM, or RFI, so we may only see the trend significantly in one.
In the absence of astrophysical variations, we would expect the root-mean-square
deviation of RMs to equal roughly the average 1-sigma error on those measurements.
In Figure 2.4, following Caleb et al. (2019), we plot the ratio of the average RM error
to the standard deviation vs. S/N. We find that these values are typically smaller
than one, indicative of either real astrophysical variations or underestimated errors.
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We see more variation in RM values at higher S/N values. This seems to indicate
that in the moderately high S/N regime RM errors are accurate, but that in the
very high S/N regime, RM errors may be underestimated. Note that Caleb et al.
(2019) found that RM errors measured for very low S/N profiles (⪅ 17) were also
underestimated. There are likely systematic effects that are not taken into account
at high S/N, as shown by the lack of significant trends in the plots for bright pulsars
such as J1713+0747.

Figure 2.4: The S/N of the composite profiles plotted against the average error
divided by the standard deviation for each pulsar. The slope downward toward a
higher S/N shows that the errors are either underestimated at high S/N or there is
significant astrophysical variation. Note: the full error bars for PSR J0636+5128 are
not shown.
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2.3.2.1 DM Variations
Dispersion measure trends are shown in Table 2.5 and the second panel of Figures C.13–
C.17. We detect significant trends in five pulsars (PSRs J1012+5307, J1713+0747,
J1744−1134, J1909−3744, and J2302+4442). They all exhibit some kind of linear
trend, though four exhibit a sinusoidal trend combined with a linear trend. Our
results are similar to those of Jones et al. (2017) for the NANOGrav 9-year data set
which used most of the same observational data underlying the present work. There
are twelve pulsars that overlap between our data sets, and Jones et al. (2017) finds
significant trends in eleven, whereas we only find trends in three. For those pulsars in
which we do both find significant trends, the slopes are roughly the same magnitude
and the trends are the same for two of them (we find an extra sinusoidal trend in
PSR J1012+5307). The differences in our results can be attributed to a lack of
overlap in the data sets. Jones et al. (2017) is sensitive to longer term trends because
they fit nine years of data, whereas we only include four years in our analysis.
Yan et al. (2011a) also fit DM trends with one year of data observed at 1.4 GHz
from You et al. (2007b), though they fit only for linear trends. Their data are
not sensitive enough for high-precision DM measurements, and they therefore only
report upper limits on the slope of DM variations. For the pulsars that overlap
between their paper and this one, the upper limits for only three (PSRs J0613−0200,
J1024−0719, and B1937+21) are significant. We find no significant trends in the
DM of any of those pulsars. Discrepancies could be caused by our longer baselines.
Though Yan et al. (2011a) predict that the slopes they measure are believed to be
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representative of the longer-term gradients, the linear trends they see are most likely
fitted out over longer data sets (which is seen in our analysis).
In addition, Donner et al. (2020) analyzed DM variations in 36 MSPs at a
frequency of 150 MHz in a data set that spans 2012−2020. Nine pulsars overlap
between our data sets. While they report linear trends for all nine of the pulsars, we
find linear trends for only four of them. Their much lower observational frequency
make them more sensitive to DM variations. This, combined with their longer data
sets, likely explains this discrepancy; for the four pulsars for which we both measure
trends, ours are generally of the same order of magnitude and are all of the same
sign to those of Donner et al. (2020).

2.3.2.2 Variations in Measured ⟨B∥ ⟩
The magnetic field variations are shown in Table 2.6 and the top panels of Figures
C.13–C.17. We find five pulsars with significant trends (J1600−3053, J1643−1224,
J1713+0747, J1918−0642, and B1937+21). Four pulsars show a trend with a
sinusoidal component, and three of the periods are consistent with one year, the
other with a period of almost 700 days. Periods consistent with one year point to
either contributions from the solar wind or magnetized clumps of material along
our line of sight to the pulsar. We only see two to three full periods in the data
set, so these are likely due to stochastic processes and are not true periodicities. As
previously noted, because of corrupted data after the sampler board switch, we used
a maximum of four years of data for each pulsar.
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Two pulsars, PSRs J1643−1224 and J1918−0642, show significant linear trends
in magnetic field. If we assume that this is due to movement along the line of sight
through a region of increasing or decreasing Galactic magnetic field, we can use
the timescale and slope of the trends to calculate the ambient magnetic field over
the distance the pulsars have traversed over the timespan of these observations.
Local magnetic fields of roughly 400 mG for PSR J1643−1224 and 3200 mG for
PSR J1918−0642 would be required over the distances of roughly 100 µpc traveled
by the pulsars over the timespan of our observations in order to produce the changes
in average magnetic field observed. This is much larger than ambient and/or local
magnetic fields expected in the Milky Way.
van Ommen et al. (1997) measured the time variability of the RMs of PSRs
B1556−44 and B1727−47 and found that local magnetic fields of 2 µG and 16
µG, respectively, were required to explain the observed variations. The latter was
attributed to motion through irregularities within a nearby HII region. Rankin et al.
(1988) observed RM and DM variations towards the Crab pulsar for two years and
calculated a local magnetic field of ∼170 µG, consistent with its dense magnetic
environment. Hamilton et al. (1985) observed another pulsar in a supernova remnant,
the Vela pulsar, and found that the RM is increasing and found the magnetic field
along the line of sight to be 22 µG, which was attributed to a magnetized cloud
moving out of the line-of-sight to the source. Most recently, Johnston et al. (2021)
used the ultra-wideband on the Parkes radio telescope to observe pulsars over two
years. They measured the RM and DM and found that PSR J1825−1446 showed
significant RM and DM changes, with the magnetic field along the line of sight
78

changing by 0.2 µG in 2 years, which is due to the pulsar passing behind a magnetised
filament in a supernova remnant.
The ambient magnetic fields we derive through this method are much larger
than any measured values, including the 1 mG fields sampled by PSR B1959−63
as it travels through the disk of its companion star (Johnston et al., 2005). This
shows that the linear trends in magnetic fields we observe are much too large to be
explained due to pulsar movement solely through an over-dense region along our line
of sight, and are more likely due to our line of sight traversing variations in Galactic
magnetic field structure in the transverse direction.
Yan et al. (2011a) point out similarly large (∼0.1 mG) derived local magnetic
fields for pulsars for which they measure linear changes in Galactic magnetic field
with time (specifically PSRs J0613−0200, J1909−3744, and J2129−5721). Their
slopes, however, are one to two orders of magnitude larger than ours. They use a
different technique, relying on the slope of the RM divided by the slope of the DM
to calculate the ambient magnetic field.
Their method, along with that of Hamilton et al. (1985), Rankin et al. (1988),
and van Ommen et al. (1997), assumes that the entire change in magnetic field is
due to a small clump of material with a discrete RM and DM contribution into our
line of sight, and does not account for the pulsar’s movement along the line of sight.
Our equation calculates the ambient magnetic field assuming that the magnetic field
changes are due to the pulsar moving closer or further away from us in a region
of dense magnetic field. If we make this assumption, the magnetic field for PSR
J1713+0747 (the only pulsar that shows a linear trend in both RM and DM) is 9
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mG, which is more comparable to previous estimates but still large.
Yan et al. (2011a) point to statistical fluctuations due to random spatial and
temporal variations in the interstellar electron density and ⟨B∥ ⟩ to explain RM
variations. Our numbers show that the magnetic field changes cannot entirely come
from the motion of the pulsar through the interstellar medium.
You et al. (2012) explored the effects of the Sun on pulsar RM values by
observing PSR J1022+1001 when its line-of-sight passed close to the Sun. They
found significant effects when the line-of-sight to the pulsar passed below 10 R⊙ ,
which corresponds to ∼3◦ of elongation.
We also checked the outliers for large changes in RM, DM, and B when
the pulsars were close to minimum elongation. We found that PSR J1614−2230
experiences an increase in all three parameters when it came within 1.3◦ of the
Sun (which corresponds to ∼4.5 R⊙ ). The increase in RM and DM at minimum
elongation corresponds to a solar Galactic magnetic field contribution of 12(1) mG.
This is consistent with You et al. (2012) and Ord et al. (2007), who report Galactic
magnetic fields of the same order of magnitude at similar distances from the Sun.

2.3.3 Correlations with Pulsar Spin-Down Parameters
Studies such as Johnston & Kerr (2018) have examined the correlation between
polarization fraction and spin-down parameters, but none have been conclusive. Using
the wealth of polarization information in this study, we examine the relationship
between fractional linear and circular polarization and five parameters: spin period,
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age, surface dipole magnetic field, spin down energy loss, and proper motion. We
find no conclusive evidence of any correlations between these parameters and linear
or circular polarization fraction 820 MHz or 1500 MHz. If a relation did arise, it
would give information about the magnetosphere, pointing to the fact that MSPs, for
instance, with different spin periods have different sized magnetospheres. However,
our sample size is fairly small, covering only a small range of distances, inclination
angles, and other parameters. A larger sample size is needed for this analysis for any
definitive conclusions to be drawn.

2.3.4 Timing Implications
Effects of polarization calibration on timing have been explored in many studies
in the past decade, including Desvignes et al. (2016), Manchester et al. (2013b),
and Caballero et al. (2016). van Straten (2013b) used matrix template matching
to polarization calibrate PSR J1022+1001. They found that the RMS residuals
decreased by a factor of two when polarization calibration was applied.
Pulsar time-of-arrival measurements calculated from data which have not been
corrected for telescope polarization distortions, such as the NANOGrav 12.5-year
data set (Alam et al., 2020), are susceptible to systematic timing uncertainties. These
uncertainties will be higher for pulsars with larger polarization fractions (see Table
2.3). Correction of these data using the Mueller matrix formulation, as in the present
paper, has the potential to improve the timing accuracy of such data sets. Also note
that while incorrect polarization calibration could lead to higher levels of noise in
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the data set, it would not show the spatial correlations expected for a gravitational
wave signature.
Rogers (2020) analyzed the effect of different combinations of polarization calibration methods on the Parkes Pulsar Timing Array (PPTA) data using three techniques: Scalar Template Matching (STM), Measurement Equation Template Matching (METM), and Matrix Template Matching (MTM). STM, which is NANOGrav’s
method for calibrating profiles, models the transformation uses only the total intensity Stokes parameter. MTM, the method used in this paper, uses all four Stokes
parameters to model the transformation between calibrated timing templates and
the uncalibrated observations. METM, the method used by Gentile et al. (2018),
relies on a bright pulsar as a standard source and produces a template/Mueller
matrix solution for each day by forcing the observation of that pulsar to look like
the template, obtaining a solution for each day. The work also relies on the Ideal
Feed Assumption (IFA), which assumes that the receivers are perfectly orthogonal,
the reference source is 100% polarized, and that the noise diode illuminates both
receivers equally.
Rogers (2020) calculated the TOAs for five millisecond pulsars using data calibrated with combinations of these techniques: IFA/STM, IFA/MTM, METM/MTM,
and METM/STM. Both the METM combined with MTM and IFA combined with
MTM method resulted in significantly more precise and accurate TOAs and timing
residuals with smaller amounts of red and white noise, with the METM/MTM showing slightly better improvement overall. When compared to NANOGrav’s method of
IFA/STM, the combination of IFA/MTM used in Rogers (2020) improved the RMS
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of the post-fit residuals and the white noise residuals an average of 21% and 48%
respectively, with a white noise residual improvement of above 60% in two pulsars.
Though METM produces TOAs with less red and white noise, it relies on the
assumption that the pulsars do not have any intrinsic polarization variability. It also
removes any sensitivity to variability in the pulsars used as templates. However this
work indicated the IFA/MTM method is just as effective as MTM/METM. Future
work will apply the methods outlined in this paper to NANOGrav data to determine
the effect of polarization-calibrated profiles on timing.

2.4 Conclusions
In this work, we presented polarization-calibrated profiles for 23 millisecond pulsars
timed by the NANOGrav collaboration, which represent the first published polarization profiles for nine pulsars. NANOGrav’s high S/N observations allowed for the
discovery of very low intensity average profile components (microcomponents) in
four pulsars. These are the highest S/N polarization profiles ever published for these
millisecond pulsars and are made publicly available to the community to facilitate
sensitive modeling of MSP emission mechanisms and geometries. We found that our
MSPs are consistent with previous studies in that they evolve and behave differently
than canonical pulsars.
We fit for Faraday rotation on each epoch and used the rotation measure and
dispersion measure to calculate the magnetic field parallel to the line of sight of the
pulsar. After fitting for a linear, sinusoidal, and sinudoisal + linear trend, we found
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a significant linear trend in three pulsars. Calculation of the ambient magnetic field
produced large values on the order of microGauss, which showed that the magnetic
field changes cannot be entirely due to the motion of the pulsar along the line of sight
and must be due to transverse motion through the large-scale Galactic magnetic field
structure. Recent literature shows that this method of polarization calibration is
likely to greatly improve the timing precision of our pulsars, which will be examined
in future work.
These data only represent a portion of those obtained by the NANOGrav timing
campaign. New ultra-wideband receivers on the GBT will provide more sensitivity.
Also, the Canadian HI Mapping Experiment (CHIME) telescope will provide complementary frequency coverage to track how the polarization and microcomponents
behave at lower frequencies.
Software: numpy (Oliphant, 2006; Van Der Walt et al., 2011), matplotlib
(Hunter, 2007), PSRCHIVE (Hotan et al., 2004)

84

Chapter 3
Exploring the Effects of Robust Polarization Calibration on the
NANOGrav 12.5-Year Data Set

3.1 Introduction
Though millisecond pulsars are laboratories for study themselves, they can also be
used for other experiments, such as probing the interstellar medium (Jones et al.,
2017) and searching for gravitational waves, ripples in the fabric of spacetime caused
by the acceleration of massive objects. Pulsar timing arrays around the world
measure the times of arrival (TOAs) of pulses in order to search for correlations
unique to gravitational wave signatures (Hobbs et al., 2012). Proper calibration is
crucial to characterizing pulsar signals. Flux calibration and polarization calibration
routines, as summarized in Section 2.2, are necessary to properly calibrate pulsar
data.
The effect of these robust polarization calibration techniques on gravitational
wave studies has been explored in many studies. van Straten (2013b) introduced the
matrix template matching (MTM) technique to analyze data from PSR J1022+1001.
MTM uses all four Stokes parameters (I, Q, U, and V) to model the transformation
In preparation to be submitted to ApJ.
Contributing authors: M. A. McLaughlin, J. Glaser
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between uncalibrated pulse profiles and calibrated pulse profile templates, which
are high S/N profiles obtained from earlier observations of the pulsar. The study
found that using the MTM method for polarization calibration decreased the root
mean square (RMS) of the residuals by a factor of two. PSR J1022+1001 shows
profile variations that take place over the course of a year (Hotan et al., 2004; Liu
et al., 2015), and this work showed that proper calibration can help decrease those
variations.
Manchester et al. (2013b) explored the results of measurement equation modeling (MEM) calibration on data from the Parkes Pulsar Timing Array. MEM, as
described in van Straten (2004c), uses uncalibrated observations of a single pulsar at
multiple parallactic angles to create a receiver solution. They found that the robust
calibration makes a difference on the reduced χ2 value of the timing solution for
some pulsars, but not for others. For example, for PSR J1744−1134, the calibration
reduced the RMS from 0.5 µs to 0.32 µs (a 43% decrease). For other pulsars, it
made such little difference that the uncalibrated data were used for analyses.
The most robust analysis of the effects of polarization calibration on pulsar
TOAs was conducted by Rogers (2020), who examined the effect of different polarization calibration methods on TOAs from the Parkes Pulsar Timing Array. The
study found that when compared to NANOGrav’s method of calibration (ideal feed
assumption/scalar template matching (van Straten, 2006b)), the combination of
the ideal feed assumption and matrix template matching improved the RMS of the
post-fit residuals by an average of 21% (for 5 pulsars).
Though NANOGrav creates noise models for each pulsar that accounts for
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sources of noise such as pulse jitter and instrumental noise, polarization calibration
errors are not currently included in the noise models. Correction of these data using
the Mueller matrix formulation, as presented in Chapter 2, has the potential to
improve the timing accuracy (decrease the RMS) of such data sets.
In this work, we examine the effects of polarization calibration on NANOGrav
TOAs. In §3.2, we detail the observations. In §3.3, we discuss the calibration
procedure, outlier removal, and pipeline. In §3.4, we outline the results and discuss
the implications. Finally, §3.5 concludes the work.

3.2 Observations
In this work, we focus on three sources: PSRs J1643−1224, J1744−1134, and
J1909−3744, at both 820 and 1500 MHz. PSR J1643−1224 has a low polarization
fraction but was examined in Rogers (2020), which allows direct comparison (the
average flux densities at 820/1500 MHz are 12.9/4.7 mJy and the polarization fraction
at 820 MHz and 1500 MHz is 21%); PSR J1744−1134 has a very high polarization
fraction (the average flux densities at 820/1500 MHz are 6.2 mJy/2.6 mJy and the
polarization fractions at 820/1500 MHz are 78%/88%); and PSR J1909−3744 has
a fairly high polarization fraction (the average flux densities at 820/1500 MHz are
3.6 mJy/1.3 mJy and the polarization fractions are 51%/45%) The data were taken
with the GUPPI backend at 820 MHz and 1.4 GHz with bandwidths of 200 and 800
MHz, respectively. The data were coherently de-dispersed, with frequency resolution
of 1.56 MHz, and on average, each observation lasted around 25 minutes.
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The data were analyzed with the standard NANOGrav excision pipeline to
eliminate as much radio frequency interference (RFI) as possible. The minimum and
maximum values of the off-pulse region are calculated in each frequency channel, and
any channel in which these values were an outlier (relative to the channels around it)
were zapped. See Alam et al. (2020) for more details on the data acquisition and
RFI pipeline.

3.3 Data Analysis
3.3.1 Calibration
We used the polarization-calibrated profiles described in Chapter 2. We then analyzed
them using the standard NANOGrav pipeline described in Alam et al. (2020) to
obtain the times of arrival (TOAs). The templates used to obtain the TOAs are
those used for the NANOGrav 12.5 yr data set.
Though the NANOGrav data set used spans roughly 12.5 years, only about four
years of data were able to be fully calibrated. This is because receiver solutions were
not available for the Green Bank Astronomical Signal Processor (GASP) instrument
(Demorest, 2007), and because around March of 2010, there was a sampler board
switch for the Green Bank Ultimate Pulsar Processing Instrument (GUPPI) (DuPlain
et al., 2008), which produced unreliable polarization information (see Chapter 2 for
more information). Therefore, to provide the most direct comparison between the
NANOGrav data and full polarization-calibrated data, we only use that four-year
window, from MJDs ∼55275 to ∼56736.
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3.3.2 Outlier Removal
Any TOAs with a signal-to-noise ratio (S/N) less than eight were removed, as is done
in NANOGrav’s standard pipeline (this cut-off is instated in the pipeline because
TOAs with S/N less than eight contain little information and could be miscalculated
due to the noise signal being greater than the pulsar signal in an observation)
(Alam et al., 2020). Full outlier runs (as described in Alam et al. (2020)) were not
performed for our data set. Instead, we removed any TOAs from our data set that
had been cut from the 12.5 yr NANOGrav data set because they were corrupted by
instrumentation issues or RFI.
In addition, any observations with an RM more than three standard deviations
away from the mean of the data set were removed. This was done to ensure that there
were no outliers in the RM values due to miscalibration or instrumental effects. This
caused a slight difference in the number of TOAs between data sets, but should not
affect the overall RMS of the residuals because relatively few outliers were removed.

3.3.3 Pipeline
To ensure that the same tools were used for this analysis were the same as those
used to make the 12.5 yr data set.
The slight difference in the number of TOAs between the two data sets caused
a mismatch between the DMX epochs in the par file and those in the data set. We
removed DMX ranges that no longer contained TOAs. The number of DMX ranges
taken out for PSRs J1643−1224, J1744−1134, and J1909−3744, respectively, were
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three, four, and four out of 64, 59, and 75 total DMX ranges.
From there, the data were analyzed using TEMPO (Nice et al., 2015) and a
least squares fitting routine was performed on each data set. A new par file was
output containing revised timing parameters. We removed noise parameters, both
red and white, from the fitting. Red noise will not be very significant in this short
time span, and removing the white noise parameters from the fit decreases the
WRMS but does not affect our overall conclusions. Not using noise models allows us
to make a straightforward initial comparison between the RMS of the calibrated and
uncalibrated data.

3.4 Results and Discussion
3.4.1 WRMS/RMS
Two of the most important metrics in comparing the two data sets are the RMS
and weighted RMS (WRMS) of the residuals. The WRMS is weighted by the TOA
errors, meaning that TOAs with higher errors are weighted less and vice-versa.
These metrics quantify the difference between the model and the data. Our results,
as shown in Table 3.1, show that the WRMS and RMS decrease for J1643−1224,
increase slightly for J1909−3744, and WRMS decreases and RMS increases for
J1744−1134. Brook et al. (2018) showed that PSR J1643−1224, which has a very
large RM (−303.02 rad m−2 ) exhibits fairly significant profile changes that cannot
be explained astrophysically. The improvements seen here point to the possibility
that the profile variability is due to incorrect polarization calibration. The residuals
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Pulsar

Data Set

WRMS (ns)

RMS (ns)

J1643−1224

NANOGrav 12.5yr Uncalibrated
Calibrated

832
770

833
745

J1744−1134

NANOGrav 12.5yr Uncalibrated
Calibrated

168
144

378
468

J1909−3744

NANOGrav 12.5yr Uncalibrated
Calibrated

38
40

113
120

Table 3.1: Weighted and unweighted RMS values for uncalibrated and calibrated
data for PSRs J1643−1224, J1744−1134, and J1909−3744.
for each are shown in Figures 3.1, 3.2, and 3.3.
We expect the WRMS and RMS to decrease when the data are calibrated
because of results shown in earlier studies such as Rogers (2020), and for the most
part, our results show the same pattern. Though it does increase slightly for PSR
J1744−1134, there is a general decrease in WRMS/RMS for the three pulsars. This
shows that full polarization calibration will likely improve timing in our pulsars,
especially PSR J1643−1224, which has a very large RM. Full noise modeling on
the full calibrated and uncalibrated (NANOGrav 12.5 yr) data sets will provide
better timing models for the data. The errors on the TOAs for the calibrated and
uncalibrated data sets are also comparable, which shows that calibration has little
impact on the TOA errors.

3.4.2 Timing Parameters
The timing parameters changed by a fairly significant amount between the calibrated
and uncalibrated data sets; for the most part, they differ by more than 2σ, where σ
is the TEMPO-reported error in the 12.5 yr data set. The changes in the timing
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Figure 3.1: Residuals for uncalibrated and calibrated PSR J1643−1224 data sets.
Different colors represent different frequency/receiver combinations.
parameters reflect the profile changes from polarization calibration. The parameters
that result from performing the full noise runs with the calibrated data should be
more accurate than those of the uncalibrated data set.
The reduced χ2 value measures how well the timing model fits the data. In
each case, the reduced χ2 is greater for the calibrated data (for J1643−1224, the
calibrated/uncalibrated are 1.33/0.99, for J1744−1134, the calibrated/uncalibrated
are 1.91/1.55, and for J1909−3744, the calibrated/uncalibrated are 1.31/1.15). This
shows that the parameters are a better fit for the uncalibrated data. Though this is
unexpected, full noise modeling is necessary for an accurate comparison.
The reduced χ2 are all very close to 1, suggesting that the lack of noise modeling
does not significantly impact this short timespan comparison.
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Figure 3.2: Residuals for uncalibrated and calibrated PSR J1744−1134 data sets.
Different colors represent different frequency/receiver combinations.

Figure 3.3: Residuals for uncalibrated and calibrated PSR J1909−3744 data sets.
Different colors represent different frequency/receiver combinations.
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3.5 Conclusions
We have examined the result of robust polarization calibration on three NANOGrav
pulsars using data from the Green Bank Telescope. We found that there is an
improvement in the WRMS and RMS when calibrating the data, and that polarization
calibration may significantly improve the timing of pulsars with high RMs. The new
values fit in our analysis should be more accurate than those in the uncalibrated data,
which is what is seen. Our analysis represents a small subset of the total NANOGrav
data available, and adding more data will likely show the same improvement. Full
noise runs are needed to recalculate timing parameters and fully quantify the
improvement of robust polarization calibration on NANOGrav data.
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Chapter 4
Conclusion
We performed a robust polarization calibration routine on millisecond pulsars observations from the Green Bank Telescope taken by the the North American Nanohertz
Observatory for Gravitational Waves (NANOGrav) pulsar timing array. Calibration of the high signal to noise observations allowed us to examine the pulsars’
polarization properties and also check the stability of the Green Bank Telescope
receiver throughout the span of the data set. We also used these data, combined with
dispersion measure measurements, to study the variability of the Galactic magnetic
field on the timescale of our observations. We then put the calibrated data through
the NANOGrav 12.5yr pipeline in order to see the effect it had on the RMS (root
mean square) of the residuals, which quantifies how different our timing models are
from the data.

4.1 Calibration of Green Bank Data
Using data from NANOGrav’s 12.5 yr data set, we performed robust polarization
calibration on 23 millisecond pulsars at 820 and 1500 MHz. We used long tracks
of observations of PSRs B1929+10 and J1022+1001 to create receiver solutions
that described the telescope’s response to the incoming light. We found that the
changes in response were negligible for the six epochs for which we had long tracks of
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observations, and that all of the solutions produced profiles that matched those in the
literature. Our calibrations produced very high signal to noise profiles, which allowed
us to discover low-intensity off-pulse emission components called microcomponents
in four pulsars.
Correcting for Faraday rotation on each day gave us a rotation measure (RM)
and combining that with DMX measurements allowed us to obtain a value of the
Galactic magnetic field on each day of observation. We looked for trends (linear,
sinusoidal, and a combination of the two) in pulsars for which we had more than a
year of data. For the five pulsars that showed a linear trend, we calculated that the
ambient magnetic field they must have gone through during the time of observation
to produce the changes in magnetic field (which were on the order of 10−3 µG/yr for
most). We found that those magnetic fields were too large to simply be explained by
discrete clumps of magnetized material along the line of sight, that they must be
due to large-scale structures in the Galactic magnetic field.

4.2 Effects of Calibration on Timing
All of NANOGrav’s pulsars go through a basic polarization calibration procedure
before the times of arrival (TOAs) of the pulses are calculated. Previous studies
(i.e. Manchester et al. (2013b) and Rogers (2020)) explored the result of polarization
calibration on the RMS of the residuals, which quantifies how well the pulsar timing
models fit the data. To explore the effect of polarization calibration on both the
timing parameters and the RMS of the data set, we took the polarization-calibrated
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profiles of three pulsars with different degrees of polarization and analyzed them
with NANOGrav’s 12.5 yr timing pipeline. We found that the RMS improved in
some cases, and that the timing parameters were affected. In some cases, timing
parameters were different by more than 3σ, where σ is the TEMPO-reported error
in the 12.5 yr data set, which points to the need for noise modeling.
Our analysis on a small portion of the NANOGrav 12.5-yr data set shows the
potential for overall improvement. Ultimately, the effect of polarization calibration on
the data set will be determined by whether it increases our sensitivity to gravitational
waves.

4.3 Looking Ahead
One of the most interesting things that came out of the Green Bank polarization
study was the detection of microcomponents. While pulsars, especially millisecond
pulsars, can have multiple separate components to their profiles, they are all usually
comparable in intensity. These low-intensity components could make it more difficult
to define the duty cycle of the pulsar. As the baseline of the NANOGrav data set
increases, so does the sensitivity, meaning it is likely that if these microcomponents
occur in other pulsars, they will be visible in future data sets. A deeper study of
these components could help to uncover new emission physics taking place within
the magnetosphere.
In the past few years, NANOGrav has been making strides toward detecting lowfrequency gravitational waves. As we get closer, it becomes more and more important
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to account for every possible source of noise in the data set. Our exploration of the
effect of robust polarization calibration on NANOGrav timing is just the beginning.
NANOGrav is currently in the process of finalizing the 15 yr data set, which includes
more advanced noise modeling and also uses the newly-developed pulsar timing
software package called PINT (Luo et al., 2019). With longer data sets and more
advanced techniques such as robust polarization calibration, NANOGrav will not
only make strides toward detecting nanohertz-level gravitational waves, but also
characterizing astrophysical sources of gravitational waves, bringing us into a whole
new era of multimessenger astrophysics.
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Appendix A
Derivation of Rotation Measure
This derivation closely follows the derivation of rotation measure by
Andrei (2022).
As light, an electromagnetic (EM) wave, travels through space, it comes in
contact with the interstellar medium, which contains atoms. The force on an electron
due to the magnetic field of the wave will be

⃗
q(⃗v × B)
F⃗B =
c

(A.1)

⃗ is the magnetic
where q is the charge of the particle, ⃗v is the velocity of the wave, B
field, and c is the speed of light. The electric force on the particle will be

⃗
F⃗E = −eE

(A.2)

⃗ is the electric field. Combined, the force
where e is the charge of the electron and E
on an electron from an EM wave will be



1
⃗ + ⃗v × B
⃗
Fe = −e E
c

(A.3)

.
The EM wave will induce oscillating electric dipoles inside the atoms of the interstellar

99

medium. If the EM wave is traveling in the z -direction along the direction of the
magnetic field in the Galaxy, the electron will feel a displacement force

FD = f⃗s

(A.4)

where f is the restoring force constant equal to the square of the natural frequency
of the atom ω 0 multipled by the mass of the oscillating electron m. The equation of
motion of the oscillating electron in the interstellar medium will therefore be



1 d⃗s ⃗
d2⃗s
⃗
F = m⃗a = m 2 + f⃗s = −e E +
×B
dt
c dt

(A.5)

where ⃗s is the displacement vector of the dipole oscillation (which takes place in the
(x, y) plane).
As the EM wave propagates, all of the quantities will have a time-dependence,
which will come in the form of an e−iωt term. Multiplying each quantity by that
term, taking the proper derivatives, rearranging the equation, and substituting in
the cyclotron frequency Ω =

eB
mc

gives two components:

(ω02 − ω 2 ) sx − iΩωsy = − me Ex
(ω02

2

− ω ) sy + iΩωsx =

(A.6)

− me Ey

Circularly-polarized waves will have electric and displacement vectors described
by the equations
E± ≡ Ex ± iEy

and
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s± ≡ sx ± isy

(A.7)

while linearly-polarized waves will have electric vectors

Ex = (1/2)(E+ + E− )

and

Ey = (1/2i)(E+ + E− ).

(A.8)

Taking the sum and difference respectively of the two expressions in Equation A.6
and solving for the plus and minus quantities in Equation A.7 yields

(ω02 − ω 2 − ωΩ) s+ = − me E+
(ω02 − ω 2 + ωΩ) s− =

(A.9)

− me E−

.
The induced dipole moment of this system is

P± =

ne e2 E±
m (ω02 − ω 2 ∓ ωΩ)

(A.10)

where ne is the number density of electrons. The polarizability of the system, which
is the tendency of atoms to acquire a dipole moment when an electric field is present,
is χ± ≡ 4πP± /E± . The index of refraction of a plasma, which is proportional to the
square root of the polarizability, becomes

s
n± =

1+

4πne e2
m (ω02 − ω 2 ∓ ωΩ)

(A.11)

The time-dependent electric fields vectors for left-handed circularly polarized waves
propagating in the z -direction are
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ExL (z, t) = E0 cos

ω
c

[n+ z − ct]

EyL (z, t)

= E0 sin

ω
c


[n+ z − ct]

ExR (z, t) = E0 cos

ω
c


[n− z − ct]


(A.12)

and for right-handed are

EyR (z, t) = −E0 sin

(A.13)
ω
c

[n− z − ct]



The two equations above for the x -component and y-component can be added together
to make the expression for the linearly polarized wave, because a linearly polarized
wave is the superposition of left-handed and right-handed circularly polarized waves.
This gives the expression

Ex = 2E0 cos

ω
[nz
c


− ct] cos

ω
2c

Ey = 2E0 cos

ω
[nz
c


− ct] sin

ω
2c

[n+ − n− ] z


(A.14)

[n+ − n− ] z



where n ≡ 1/2 (n + + n − ), which represents the average index of refraction. The
polarization angle of the light can be expressed in terms of the electric field in the
plus and minus direction with the equation

χ = arctan

Ex
Ey

(A.15)

and dividing the two expressions in Equation A.14 simplifies the expression for the
polarization angle to

χ=

ω
(n+ − n− ) z.
2c
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(A.16)

The frequency that the vibrations of the dipoles and the frequency of the EM wave
are going to be much greater than the cyclotron frequency, so the index of refraction
simplifies to

4πne e2
n± ≈ 1 +
m (ω02 − ω 2 )

(A.17)

and

n+ − n+ ≈

4πne e2 ωΩ
m (ω02 − ω 2 )

2

(A.18)

Multiplying this expression by ωz/2c and taking the derivative with respect to z
gives the expression

dχ
2πne e2 ω 2 Ω
≈
2.
dz
mc (ω02 − ω 2 )

(A.19)

The frequency of the EM wave through the interstellar medium will be much higher
than the oscillation frequency of the electrons, so ω ≫ ω 0 . Setting the cyclotron
frequency (Ω =

eB
)
mc

equal to the equation for frequency in terms of wavelength (ω

=2πc/λ), rearranging the above equation, and integrating, the change in polarization
angle of light by electrons in a magnetic field becomes

e3 λ2
∆χ =
2π (mc2 )2

Z
ne (z)B∥ (z)dz.

(A.20)

LOS

This quantity is also known as β. Rotation measure is generally calculated from
the magnitude of the effect by taking the β and dividing it by the square of the
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wavelength.

RM =

104

β
.
λ2

(A.21)

Appendix B
Polarization Calibration and Rotation Measure Fitting
In this appendix, you will find a step-by-step guide of all the steps used for polarization
and flux calibration, along with helpful hints and tricks.
Attached is a Jupyter notebook that goes through each step of polarization
calibration and displays what the output of each step should look like.
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Polarization Calibration Steps
December 6, 2022

1

Polarization Calibration Steps (Notebook Server)

In this notebook, you will find a step-by-step guide of all the steps used for polarization and flux
calibration, along with helpful hints and tricks.
This notebook uses data PSR J2145-0750 from the 12.5-yr data set as an example. Basic command
outlines will be followed by an example using just a handful of files (or in some cases, just one) to
show the expected output for the command.

1.1

Obtaining Receiver Solutions

To obtain the solution for the receiver (the pcm solution), you’ll need long tracks of one pulsar
(e.g., B1929+10) on multiple epochs. From there, follow the steps detailed in Section 7 of van
Straten, Demorest, and Oslowski, 2012.

1.2

Calibrating the Data from the Solutions

Once you have the receiver solutions for your epochs, you will be able to apply that solution to
epochs of data. This part will specially focus on how to calibrate NANOGrav data, but can be
used with any receiver data.
1.2.1

Obtaining the Data

First, you must obtain the data you want to calibrate. For this example, we’ll use rf (data files),
cf (calibrator files), fluxcal (fluxcal files), and receiver solutions that have been generated. The
data used here are from /nanograv/timing/releases/12.5y/guppi2.img/ but any data can be
used.
Linking to data is always a good idea because it allows you to essentially copy over the files and
manipulate them without interfering with the original data.
Command: ln -s [directory with files]/[files] [destination]
1.2.2

Making the database

This command will make use of the “pac” command, which is used for calibration. It will create a
database of files from which the calibration will pull from. It’s vital to have all files for calibration
in this database.
Command: pac -w -u [extension] -u [extension]…

1

“-w” writes the new database and “-u [extension]” denotes the extensions of the files you want to
put in (each extension needs to be separated by a “-u”)
Input files: none Output files: database.txt
[200]: !pac -w -u rf -u cf -u fcal -u pcm
pac: Generating new calibrator database
Database::add replacing current entry:
/nanograv/share/users/hwahl/GBTPol/12p5yr/Cal/guppi_55307_B1442+101N_000
2_cal_0001.cf
Database::add replacing current entry:
/nanograv/share/users/hwahl/GBTPol/12p5yr/Cal/guppi_55305_B1442+101N_000
2_cal_0001.cf
Database::add replacing current entry:
/nanograv/share/users/hwahl/GBTPol/12p5yr/Cal/guppi_55307_B1442+101_0002
_cal_0001.cf
Database::add replacing current entry:
/nanograv/share/users/hwahl/GBTPol/12p5yr/Cal/guppi_55304_B1442+101_0004
_cal_0001.cf
Database::add replacing current entry:
/nanograv/share/users/hwahl/GBTPol/12p5yr/Cal/guppi_55360_B1442+101N_000
2_cal_0001.cf
Database::add replacing current entry:
/nanograv/share/users/hwahl/GBTPol/12p5yr/Cal/pcm_GBT_LBand_512ch_J1022+
1001_48b_edited.cf
Database::add replacing current entry:
/nanograv/share/users/hwahl/GBTPol/12p5yr/Cal/guppi_55269_B1442+101N_000
1_cal_0001.cf
Database::add replacing current entry:
/nanograv/share/users/hwahl/GBTPol/12p5yr/Cal/guppi_55278_B1442+101N_000
2_cal_0001.cf
Database::add replacing current entry:
/nanograv/share/users/hwahl/GBTPol/12p5yr/Cal/guppi_55304_B1442+101_0002
_cal_0001.cf
Database::add replacing current entry:
/nanograv/share/users/hwahl/GBTPol/12p5yr/Cal/guppi_55278_J2145-0750_000
2_cal_0001.12y.cf
Database::add replacing current entry:
/nanograv/share/users/hwahl/GBTPol/12p5yr/Cal/guppi_55361_J2145-0750_000
2_cal_0001.12y.cf
Database::add replacing current entry:
/nanograv/share/users/hwahl/GBTPol/12p5yr/Cal/guppi_55269_B1442+101_0001
_cal_0001.cf
Database::add replacing current entry:
/nanograv/share/users/hwahl/GBTPol/12p5yr/Cal/guppi_55305_B1442+101_0002
_cal_0001.cf
Database::add replacing current entry:
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/nanograv/share/users/hwahl/GBTPol/12p5yr/Cal/guppi_55340_B1442+101N_000
2_cal_0001.cf
Database::add replacing current entry:
/nanograv/share/users/hwahl/GBTPol/12p5yr/Cal/guppi_55337_B1442+101N_000
2_cal_0001.cf
Database::add replacing current entry:
/nanograv/share/users/hwahl/GBTPol/12p5yr/Cal/guppi_55337_J2145-0750_000
2_cal_0001.12y.cf
Database::add replacing current entry:
/nanograv/share/users/hwahl/GBTPol/12p5yr/Cal/guppi_55275_B1442+101N_000
2_cal_0001.cf
Database::add replacing current entry:
/nanograv/share/users/hwahl/GBTPol/12p5yr/Cal/guppi_55304_B1442+101_0003
_cal_0001.cf
Database::add replacing current entry:
/nanograv/share/users/hwahl/GBTPol/12p5yr/Cal/guppi_55340_B1442+101_0002
_cal_0001.cf
Database::add replacing current entry:
/nanograv/share/users/hwahl/GBTPol/12p5yr/Cal/guppi_55340_J2145-0750_000
2_cal_0001.12y.cf
Database::add replacing current entry:
/nanograv/share/users/hwahl/GBTPol/12p5yr/Cal/guppi_55307_J2145-0750_000
2_cal_0001.12y.cf
Database::add replacing current entry:
/nanograv/share/users/hwahl/GBTPol/12p5yr/Cal/guppi_55337_B1442+101_0002
_cal_0001.cf
Database::add replacing current entry:
/nanograv/share/users/hwahl/GBTPol/12p5yr/Cal/guppi_55304_B1442+101N_000
2_cal_0001.cf
Database::add replacing current entry:
/nanograv/share/users/hwahl/GBTPol/12p5yr/Cal/guppi_55275_J2145-0750_000
2_cal_0001.12y.cf
Database::add replacing current entry:
/nanograv/share/users/hwahl/GBTPol/12p5yr/Cal/guppi_55305_J2145-0750_000
2_cal_0001.12y.cf
Database::add replacing current entry:
/nanograv/share/users/hwahl/GBTPol/12p5yr/Cal/guppi_55304_B1442+101_0002
_cal_0001.fcal
Database::add replacing current entry:
/nanograv/share/users/hwahl/GBTPol/12p5yr/Cal/guppi_55305_B1442+101_0002
_cal_0001.fcal
Database::add replacing current entry:
/nanograv/share/users/hwahl/GBTPol/12p5yr/Cal/guppi_55340_B1442+101_0002
_cal_0001.fcal
Database::add replacing current entry:
/nanograv/share/users/hwahl/GBTPol/12p5yr/Cal/guppi_55307_B1442+101_0002
_cal_0001.fcal
Database::add replacing current entry:
3

/nanograv/share/users/hwahl/GBTPol/12p5yr/Cal/guppi_55269_B1442+101_0001
_cal_0001.fcal
Database::add replacing current entry:
/nanograv/share/users/hwahl/GBTPol/12p5yr/Cal/guppi_55337_B1442+101_0002
_cal_0001.fcal
pac: Writing database summary file to
/nanograv/share/users/hwahl/GBTPol/12p5yr/Cal/database.txt
pac: Finished all files
1.2.3

Installing the receiver solution

This command again uses “pac,” the calibrator program, to calibrate files. A calibrator is matched
to a pulsar observation if both were observed using a similar receiver, instrument, center frequency,
and bandwidth.
Command: pac -S -T -d database.txt [rf files]
“-S” means to use the complete reception model and “-T” uses the receiver solution closest to the
MJD of the file. To use a specific solution instead of the one closest to it, instead of “-T”, use “-A
[solution name]”. Occasionally files won’t calibrate because of a small mismatch in bandwidth or
frequency, and “-b” and/or “-F” will take care of that. If no solution is available, add the “-x” flag
and it will derive the calibrator Stokes parameters from the fluxcal data. The output should be
.calib files but if you get a .calibP file, that means it has only polarization-calibrated it, it hasn’t
done the flux calibration; this will happen if you’re missing the fluxcal file.
Input files: .rf data files Output files: .calib files
[192]: #note: "!PSRCHIVE=/opt/conda /opt/conda/bin/" is to configure the version of␣
↪psrchive that runs on this notebook
!PSRCHIVE=/opt/conda /opt/conda/bin/pac -STbF -d database.txt *.rf
pac: Loading database from database.txt
pac: Loaded archive guppi_55275_J2145-0750_0003.12y.rf
pac: PolnCalibrator constructed from:
/nanograv/share/users/hwahl/GBTPol/12p5yr/Cal/pcm_GBT_LBand_512ch_J1022+
1001_48b_edited.cf
/nanograv/share/users/hwahl/GBTPol/12p5yr/Cal/guppi_55275_J2145-0750_000
2_cal_0001.12y.cf
pac: Poln calibration complete
pac: Mean SEFD = 0 Jy
pac: FluxCalibrator constructed from:
/nanograv/share/users/hwahl/GBTPol/12p5yr/Cal/guppi_55269_B1442+101_0001
_cal_0001.fcal
pac: Flux calibration complete
pac: Calibrated archive guppi_55275_J2145-0750_0003.12y.calib unloaded
pac: Loaded archive guppi_55278_J2145-0750_0003.12y.rf
pac: PolnCalibrator constructed from:
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/nanograv/share/users/hwahl/GBTPol/12p5yr/Cal/guppi_56244_B1929+10_0006.pcm
/nanograv/share/users/hwahl/GBTPol/12p5yr/Cal/guppi_55278_J2145-0750_000
2_cal_0001.12y.cf
pac: Poln calibration complete
pac: Mean SEFD = 0 Jy
pac: FluxCalibrator constructed from:
/nanograv/share/users/hwahl/GBTPol/12p5yr/Cal/guppi_55307_B1442+101_0002
_cal_0001.fcal
pac: Flux calibration complete
pac: Calibrated archive guppi_55278_J2145-0750_0003.12y.calib unloaded
pac: Loaded archive guppi_55305_J2145-0750_0003.12y.rf
pac: PolnCalibrator constructed from:
/nanograv/share/users/hwahl/GBTPol/12p5yr/Cal/pcm_GBT_LBand_512ch_J1022+
1001_48b_edited.cf
/nanograv/share/users/hwahl/GBTPol/12p5yr/Cal/guppi_55305_J2145-0750_000
2_cal_0001.12y.cf
pac: Poln calibration complete
pac: Mean SEFD = 0 Jy
pac: FluxCalibrator constructed from:
/nanograv/share/users/hwahl/GBTPol/12p5yr/Cal/guppi_55305_B1442+101_0002
_cal_0001.fcal
pac: Flux calibration complete
pac: Calibrated archive guppi_55305_J2145-0750_0003.12y.calib unloaded
pac: Loaded archive guppi_55307_J2145-0750_0003.12y.rf
pac: PolnCalibrator constructed from:
/nanograv/share/users/hwahl/GBTPol/12p5yr/Cal/guppi_56244_B1929+10_0006.pcm
/nanograv/share/users/hwahl/GBTPol/12p5yr/Cal/guppi_55307_J2145-0750_000
2_cal_0001.12y.cf
pac: Poln calibration complete
pac: Mean SEFD = 0 Jy
pac: FluxCalibrator constructed from:
/nanograv/share/users/hwahl/GBTPol/12p5yr/Cal/guppi_55307_B1442+101_0002
_cal_0001.fcal
pac: Flux calibration complete
pac: Calibrated archive guppi_55307_J2145-0750_0003.12y.calib unloaded
pac: Loaded archive guppi_55337_J2145-0750_0003.12y.rf
pac: PolnCalibrator constructed from:
/nanograv/share/users/hwahl/GBTPol/12p5yr/Cal/pcm_GBT_LBand_512ch_J1022+
1001_48b_edited.cf
/nanograv/share/users/hwahl/GBTPol/12p5yr/Cal/guppi_55337_J2145-0750_000
2_cal_0001.12y.cf
pac: Poln calibration complete
pac: Mean SEFD = 0 Jy
pac: FluxCalibrator constructed from:
/nanograv/share/users/hwahl/GBTPol/12p5yr/Cal/guppi_55337_B1442+101_0002
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_cal_0001.fcal
pac: Flux calibration complete
pac: Calibrated archive guppi_55337_J2145-0750_0003.12y.calib unloaded
pac: Loaded archive guppi_55340_J2145-0750_0003.12y.rf
pac: PolnCalibrator constructed from:
/nanograv/share/users/hwahl/GBTPol/12p5yr/Cal/guppi_56244_B1929+10_0006.pcm
/nanograv/share/users/hwahl/GBTPol/12p5yr/Cal/guppi_55340_J2145-0750_000
2_cal_0001.12y.cf
pac: Poln calibration complete
pac: Mean SEFD = 0 Jy
pac: FluxCalibrator constructed from:
/nanograv/share/users/hwahl/GBTPol/12p5yr/Cal/guppi_55340_B1442+101_0002
_cal_0001.fcal
pac: Flux calibration complete
pac: Calibrated archive guppi_55340_J2145-0750_0003.12y.calib unloaded
pac: Loaded archive guppi_55361_J2145-0750_0003.12y.rf
pac: PolnCalibrator constructed from:
/nanograv/share/users/hwahl/GBTPol/12p5yr/Cal/guppi_56244_B1929+10_0006.pcm
/nanograv/share/users/hwahl/GBTPol/12p5yr/Cal/guppi_55361_J2145-0750_000
2_cal_0001.12y.cf
pac: Poln calibration complete
pac: Mean SEFD = 0 Jy
pac: FluxCalibrator constructed from:
/nanograv/share/users/hwahl/GBTPol/12p5yr/Cal/guppi_55340_B1442+101_0002
_cal_0001.fcal
pac: Flux calibration complete
pac: Calibrated archive guppi_55361_J2145-0750_0003.12y.calib unloaded
pac: Finished all files
1.2.4

Zapping the files

Though there has been basic zapping of the files, it is helpful to do a bit more, in accordance
with the NANOGrav routine (for NANOGrav data, some RFI zapping is done on th raw data
before the .rf files are written and then more RFI zapping is done after calibration). The easiest
way to do this is create a script called zap_minmax with just the lines zap median exp={(dollar
sign)off:max-(dollar sign)off:min} zap median (where (dollar sign) is $)
And then run that script in Bash (either by submitting it as a job or just running it if there are
few files) using the “psrsh” command (where “-e” denotes the extension used for the files), and it
will output .zap files. The example below will zap just one file.
Input files: calibrated files Output files: zapped .zap files
[201]: !PSRCHIVE=/opt/conda /opt/conda/bin/psrsh zap_minmax -e zap *.calib
Unloading guppi_55275_J2145-0750_0003.12y.zap … done
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Unloading
Unloading
Unloading
Unloading
Unloading
Unloading
1.2.5

guppi_55278_J2145-0750_0003.12y.zap
guppi_55305_J2145-0750_0003.12y.zap
guppi_55307_J2145-0750_0003.12y.zap
guppi_55337_J2145-0750_0003.12y.zap
guppi_55340_J2145-0750_0003.12y.zap
guppi_55361_J2145-0750_0003.12y.zap

…
…
…
…
…
…

done
done
done
done
done
done

Finding the correct RM

The RM can be found multiple ways but this command uses the brute force method followed by
iterative position angle refinement. More details on the methods can be found at the end of this
notebook.
Command rmfit -r -m [lower bound],[upper bound],[number of steps] -D -K /xwin [filename, most
likely a .zap file]
“-r” tells the program to use the iterative position angle refinement, “-m” specifies the RM bounds
you’re searching within, and number of steps, “-D” displays the fit, and “-K” specifies the pgplot
device results. Note that the “-D” and “-K” flags can be removed if you do not want to show the
fit on a window.
A few tips: 1. Look up the “accepted” RM and search around that. If there is no accepted/published
RM, start with a wide range 2. Change the lower and upper bounds to zoom in/out on different
RMs 3. If you do choose to just do the RMs using the brute force method, it is recommended
to use the “-D” and “-K” flags and look at the fit to the linear polarization. Figure 2.2 shows an
example of a “good” fit for an RM. If you are having trouble with this, try scrunching in bins or
frequency “-B [factor]” for bin-scrunching and “-F [factor]” for frequency-scrunching). Additionally,
try decreasing the amount of steps; this will give you coarser resolution but will help the fit if you
have an especially noisy profile.
Input files: zapped, calibrated files Output files: none, just an RM
[196]: !rmfit -r -m -200,200,200 -B 4 -F 32 guppi_55278_J2145-0750_0003.12y.zap

Number of frequency channels = 4

Scrunched by factor 4
initial peak index=96 (76->117) or
centre=-7.03517150878906 width=82.4120635986328 height=1686.564453125
Chi-squared = 8347.5830078125 / 44 = 189.717795632102
Width=32.1131317816075 Height=1715.22528647651
rmfit: FWHM/SNR uncertainty=0.280919541855387
rmfit: estimated RM = (-5.52549305584933+-0)
Best RM is: -5.52549 +/- 0.04
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frequency_0 = 859.527 MHz -> lambda_0 = 0.3487877146384 m
frequency_1 = 766.12 MHz -> lambda_1 = 0.391312663812458 m
delta PA = <PA_1 - PA_0> = (-0.960193670379759+-0.235822184244426) deg.
delta RM = (-0.532478132164975+-0.13077586331086)
final RM = (-6.05797118801431+-0.13077586331086)
frequency_0 = 859.527 MHz -> lambda_0 = 0.3487877146384 m
frequency_1 = 766.12 MHz -> lambda_1 = 0.391312663812458 m
delta PA = <PA_1 - PA_0> = (0.214815316830674+-0.235831466000435) deg.
delta RM = (0.11912644521098+-0.130781010535066)
final RM = (-5.93884474280333+-0.130781010535066)
rmfit: converged in 2 iterations
final rotation measure = (-5.93884474280333+-0.130781010535066)
1.2.6

Inputting the correct RM

Once you have that final RM, you will need to install it into the file. Do NOT use psredit to change
the RM, this will not work.
“-R” indicated the RM and “-e” tells it which extension to output (alternatively, you can use “-m”
instead of “-e [extension]” and it will alter the file instead of making a new file with the RM). Note
that there’s no way to record the rmfit error in the file itself.
Note: I’m only using 820 MHz files for this; you’ll only want to use this command with profiles at
one frequency (small offsets are fine though).
Command pam -R [RM] -e rmfit [filename]
Input files: zapped, calibrated files Output files: a file with the RM installed and
named with whatever extension you used
[197]: !PSRCHIVE=/opt/conda /opt/conda/bin/pam -R -5.93884474280333 -e rmfit␣
↪guppi_55278_J2145-0750_0003.12y.zap
guppi_55278_J2145-0750_0003.12y.rmfit written to disk
1.2.7

Installing the ephemeris

This needs to be done to make sure the files have the right ephemeris. If not done, errors will occur
when trying to add all of the files together.
Command pam -m -E [par file] [rmfit files]
“-m” modifies the files (“-e [extension]” can also be used if you don’t want to overwrite the files)
and “-E [par file]” denotes the par file being used.
Input files: a par file and rmfit files Output files: none, the files will just be changed
[ ]: !PSRCHIVE=/opt/conda /nanograv/share/software/psrchive-12.5y/bin/pam -m -E␣
↪J2145-0750.par guppi_55278_J2145-0750_0003.12y.rmfit
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1.2.8

Creating a composite profile

Once the profiles calibrated, zapped, and rmfit, you’ll want to make one composite profile from all
of the observations.
Command psradd -T -o [composite profile name] [rmfit files]
“-T” time-scrunches the files and “-o” denotes the output.
Input files: rmfit files (or any files you want to add together) Output files: one composite profile
1.2.9

Plotting the profiles

Depending on which machine these are done on (Link, notebook server, etc.), the routine can vary.
Command pav -STFC [file(s)]
“-S” plots all polarization parameters (I, Q, U, V, and the polarization angle), “-T” time-scrunches
it, “-F” frequency-scrunches it, and “-C” centers it. “-C” can be left out and replaced with “-r
[phase]” where [phase] is a rotational phase (0 � phase � 1) tells the program how much to rotate
it so it can be adjusted. The “-z x1,x2” flag can also be added, where x1 and x2 are phase ranges.
This can be useful for zooming in on certain components.
Input files: any profile Output files: none, a window should pop up
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Appendix C
Polarization Profiles and Dispersion Measure/Magnetic Field Plots
In this appendix, you will find the pulse profiles and plots referenced in Chapter 2.
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Figure C.1: Pulse profile for pulsars J0340+4130 and J0613–0200. The black line is
the total intensity, red is the linear polarization, and blue is the circular polarization.
The polarization position angle is shown in the top panel.
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Figure C.2: The pulse profile for pulsars J0636+5128 and J0645+5158. The black
line is the total intensity, red is the linear polarization, and blue is the circular
polarization. The polarization position angle is shown in the top panel.
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Figure C.3: Pulse profiles for pulsars J0740+6620 and J0931–1902. The black line is
the total intensity, red is the linear polarization, and blue is the circular polarization.
The polarization position angle is shown in the top panel.
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Figure C.4: Pulse profiles for pulsars J1012+5307 and J1024–0719 including microcomponents. The black line is the total intensity, red is the linear polarization,
and blue is the circular polarization. The black arrow points to the location of the
microcomponent in J1024–0719. The polarization position angle is shown in the top
panel. The microcomponent plots for J1024–0719 have been plotted with fewer bins
to increase the signal-to-noise. The polarization position angle is shown in the top
panel.
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Figure C.5: Pulse profiles for pulsars J1125+7819 and J1455–3330 including microcomponents. The black line is the total intensity, red is the linear polarization,
and blue is the circular polarization. The black arrow points to the location of the
microcomponent of J1455–3330. The microcomponent plots for J1455–3330 have
been plotted with fewer bins increase the signal-to-noise. The polarization position
angle is shown in the top panel.
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Figure C.6: Pulse profiles for pulsars J1600–3053 and J1614–3053 including microcomponents. The black line is the total intensity, red is the linear polarization,
and blue is the circular polarization. The black arrow points to the location of the
microcomponent of J1600–3053. The microcomponent plots for J1600–3053 have
been plotted with fewer bins increase the signal-to-noise. The polarization position
angle is shown in the top panel.
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Figure C.7: Pulse profiles for pulsars J1643–1224 and J1713+0747 including microcomponents. The black line is the total intensity, red is the linear polarization,
and blue is the circular polarization. The black arrow points to the location of
the microcomponent in each J1713+0747 profile. The microcomponent plot for
J1713–0747 have been plotted with fewer bins to increase the signal-to-noise. The
polarization position angle is shown in the top panel. Note: there is no detection of
the microcomponent of J1713+0747 at 820 MHz, the plot is just shown for comparison.
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Figure C.8: Pulse profiles for pulsars J1744–1134 and J1747–4036. The black line is
the total intensity, red is the linear polarization, and blue is the circular polarization.
The polarization position angle is shown in the top panel.
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Figure C.9: Pulse profiles for pulsars J1832–0836 and J1909–3744 including microcomponents. The black line is the total intensity, red is the linear polarization,
and blue is the circular polarization. The black arrow points to the location of the
microcomponent in each J1909–3744 profile. The polarization position angle is shown
in the top panel.
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Figure C.10: Pulse profile for pulsars J1918–0642 and B1937+21 including microcomponents. The black arrow points to the location of the microcomponent in each
B1937+21 profile. The black line is the total intensity, red is the linear polarization,
and blue is the circular polarization. The polarization position angle is shown in the
top panel.
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Figure C.11: Pulse profiles for pulsars J2010–1323 and J2145–0750 including microcomponents. The black arrow points to the location of the microcomponent in each
J2145–0750 profile. The black line is the total intensity, red is the linear polarization,
and blue is the circular polarization. The polarization position angle is shown in the
top panel.
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Figure C.12: Pulse profiles for pulsars J2302+4442. The black line is the total
intensity, red is the linear polarization, and blue is the circular polarization. The
polarization position angle is shown in the top panel.
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Figure C.13: Dispersion measure and magnetic field changes over time for pulsars
J0340+4130, J0613–0200, J0645+5158, and J1012+5307. The uncertainties on the
DM come from those on the DMX value and uncertainties on the magnetic field
are a combination of the uncertainties on the ionosphere-corrected RM (which are
a combination of those of fitting for Faraday rotation and from the ionospheric
correction) and the DM. No trendlines are shown because the lowest χ2r value for
the fits was that of a horizontal line with a slope of zero.
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Figure C.14: Dispersion measure and magnetic field variations over time for pulsars
J1024−0719, J1455−3330, J1600−3053, and J1614−2230. The uncertainties on the
DM come from those on the DMX value and uncertainties on the magnetic field
are a combination of the uncertainties on the ionosphere-corrected RM (which are
a combination of those of fitting for Faraday rotation and from the ionospheric
correction) and the DM. Any trendlines shown represent the trend with the lowest
χ2r value. If no trendlines are shown then the lowest χ2r value for the fits was that
of a horizontal line with a slope of zero. Note: the plots for J1614–2203 contain
two outliers at epochs of small ecliptic angle (less than 3 degrees) (MJDs 55892 and
55893, as discussed in Section 2.3.2.2). These points are excluded from the fitting
and the mean RM and B calculation but included in the plot to show the spike in
RM, DM, and B when the pulsar is close to the Sun.
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Figure C.15: Dispersion measure and magnetic field changes over time for pulsars
J1643−1224, J1713+0747, J1744−1134, and J1747−4036.The uncertainties on the
DM come from those on the DMX value and uncertainties on the magnetic field
are a combination of the uncertainties on the ionosphere-corrected RM (which are
a combination of those of fitting for Faraday rotation and from the ionospheric
correction) and the DM. Any trendlines shown represent the trend with the lowest
χ2r value. If no trendlines are shown then the lowest χ2r value for the fits was that of
a horizontal line with a slope of zero.
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Figure C.16: Dispersion measure and magnetic field changes over time for pulsars
J1909−3744, J1918−0642, B1937+21, and J2010−1323. The uncertainties on the
DM come from those on the DMX value and uncertainties on the magnetic field
are a combination of the uncertainties on the ionosphere-corrected RM (which are
a combination of those of fitting for Faraday rotation and from the ionospheric
correction) and the DM. Any trendlines shown represent the trend with the lowest
χ2r value. If no trendlines are shown then the lowest χ2r value for the fits was that of
a horizontal line with a slope of zero.
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Figure C.17: Dispersion measure, and magnetic field changes over time for pulsars
J2145−0750 and J2302+4442. The uncertainties on the DM come from those on
the DMX value and uncertainties on the magnetic field are a combination of the
uncertainties on the ionosphere-corrected RM (which are a combination of those of
fitting for Faraday rotation and from the ionospheric correction) and the DM. No
trendlines are shown because the lowest χ2r value for the fits was that of a horizontal
line with a slope of zero.
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