The amount of information that is handled by computers has grown exponentially over the past decades. Hence, the storage and transmission of the digital image component of Multimedia systems is a major problem. The amount of data required to present images at an acceptable level of quality is extremely large. High quality image data requires large amounts of storage space and transmission bandwidth, something which the current technology is unable to handle technically and economically. The success of wavelet techniques in many fields of signal and image processing was proved to be highly influenced by the properties of wavelet transforms used, mainly the shift invariance and the
INTRODUCTION

Principles of Image Compression
Image compression addresses the problem of reducing the amount of data required to present a digital image. The underlying basis of the reduction process is the removal of redundant data. From a mathematical view point this amounts to transforming a 2D pixel array into a statistically uncorrelated data set. The basic technique employed for this purpose is Discrete Cosine Transform (DCT) which is a less complex and simple technique but it has the following pitfall.
 It considers only spatial correlation of the pixels inside the single 2D block while neglecting the correlation from the pixels of the neighboring blocks, resulting in blocking artifacts. As a result, the human interpreter may not identify image properly.
Role of Wavelets in Image Compression
Image compression is one of the most important and successful applications of the wavelet transform. Unlike in DCT based image compression, the performance of a wavelet based image coder depends to a large degree on the choice of the wavelet. This problem is usually handled by using standard wavelets that are not specially adapted to a given image, but that are known to perform well on photographic images.
However, many common classes of images, such as fingerprints, medical images, scanned documents and satellite images do not have the same statistical properties as photographic images. The standard wavelets used in image coders (eg. JPEG2000 standard) often do not match such images resulting in decreased compression or image quality. Moreover non-photographic images are often stored in large databases of similar images, making it worthwhile to find a specially adapted wavelet for them. JPEG-2000 provides the support to the photographic images and the present research is oriented to provide such a technology to scanned images and fingerprint images using evolved wavelets. 
Performance Evaluation of Image coding Techniques
where r(i, j), g(i, j) and b(i, j) represents a color pixel in location(i, j) of the original image, r * (i, j), g * (i, j) and b * (i, j) represents color pixel of the reconstructed image and N x N denotes the size of the pixels of these color images.
Peak Signal to Noise Ratio
Peak Signal to Noise Ratio is defined as the ratio between signal variance and reconstruction error variance.. 
Compression Ratio
Compression ratio is defined as the ratio between the original image size and compressed image size. 
Wavelet Transforms-Limitations
Although the standard DWT is a powerful tool, it has three major disadvantages that undermine its application for certain signal and image processing tasks [6] . These disadvantages [7 -8] are shift sensitivity, poor directionality and absence of phase information.
Hyperanalytic Wavelet Transform (HWT)
The generalization of the analyticity concept in 2D is not obvious, because there are multiple definitions of the Hilbert transform in this case. In the following implementation, the definition of analytic signal, associated to a 2D real signal named hypercomplex signal, is used. So, the Hypercomplex representation of Hyperanalytic mother wavelet associated to the real wavelet, is defined as
where,
The Hyperanalytic Wavelet Transform (HWT) of an image f(x, y) is
From the equation (2.2), it is obvious that, Hyperanalytic Wavelet Transform (HWT) of the image can be computed with the aid of two -dimensional Discrete Wavelet Transforms (2D DWT) of its associated hyper-complex image. In consequence the HWT implementation uses four trees, each one implementing a 2D DWT, thus having a redundancy of four. The first tree is applied to the input image. The second and the third trees are applied to one -dimensional Hilbert transforms computed across the lines (H x ) or columns (H y ) of the input image.
The fourth tree is applied to the result obtained after the computation of the two 1D Hilbert transforms of the input image. The HWT implementation is presented in figure 2.1
Fig. 2.1 Implementation of HWT
In the reconstruction, a possible method would be to reverse the Hilbert transform applied at the input (both Hilbert transforms in the last case) for each of the three trees mentioned above, and the final result to be the mean of the four images computed on the four trees.
The reconstruction of original image from the Hyperanalytic Wavelet Transformed Image can be achieved by applying the reverse process of construction of HWT.
Hyperanalytic Wavelet Transform -Advantages
The disadvantages of DWT can be attenuated if a complex wavelet transform is used. However, the Hyperanalytic Wavelet Transform (HWT) having the advantage of a simpler implementation is introduced here. It is quasi shiftinvariant, it has a good directional selectivity, and a reduced degree of redundancy [9, 10, 11] compared to the Discrete Wavelet Transform. These are illustrated clearly in the following sections.
Shift Invariance
The quasi -shift invariance properties of HWT are illustrated, with the comparison of ordinary Discrete Wavelet Transform and Hyperanalytic Wavelet Transform, as shown in the Fig. 2.2 . In the HWT computation of the image 'disc', the wavelet used is Daubechies with 10 (db10) vanishing moments, and the 2D DWT of the image is computed using the same wavelet. 
Directional Selectivity
The enhancement of the directional selectivity of the HWT is made through linear combinations of detail coefficients belonging to each sub -band of each of the four 2D -DWTs (as shown in the Fig. 2.3 ).
For example, consider the case of the diagonal detail sub -bands, (HH) of the particular image shown in the Fig 2. 3. More precisely, it refers to the transfer functions that relate the input image f with the outputs Z R-, Z R+ . The spectrum of the input image, { } is constant. The wavelet coefficients belonging to the sub-band HH are obtained by lines and columns high-pass filtering.
With the assumption of ideal high -pass filter, the spectra of wavelet coefficients After the linear combinations, we can observe that the spectra of the coefficients so obtained, for example, Z R-, and Z R+ , { }( ) and { }( ), have only one preferential direction, namely the second diagonal and the first diagonal, respectively. In conclusion, by using the HWT, these directions can be separated. The same strategy can be used to enhance the directional selectivity in the other two sub-bands: LH and HL, obtaining the preferential orientations at and . A comparison of the directional selectivity of the 2D DWT and HWT, implemented as proposed in figure 2.1, is presented in figure 2 .4. Here, a special input image is considered to conduct simulation. Its spectrum is oriented in the following directions: 0, , and .
From Fig 2.1,
From the table 2.1, it is obvious that that and rejects the negative directions and and rejects the positive directions. The HWT implemented has preferential directions: , and . The two -dimensional Discrete Wavelet Transform (2D -DWT) has only three preferential directions:
, it does not make the difference between the two principal diagonals. The better directional selectivity of the proposed implementation of HWT versus the 2D DWT can be easily observed, comparing the corresponding detail sub-images in Fig 2. 4. For the diagonal detail sub-images, for example, the imaginary part of the HWT rejects the directions:
, and , whereas the 2D DWT them.
SPIHT (Set Partitioning In Hierarchical Tree)
The SPIHT coder [3] , [4] is a highly refined version of EZW algorithm and is a powerful image compression algorithm that scans wavelet coefficients along quad tree instead of subband. SPIHT identifies significance only by the magnitude of wavelet coefficients and encodes the signal separately into a new bitstream from which the best reconstructed images, in the mean square error sense, can be extracted at various bit rates. Some of the best results -highest PSNR values for given compression ratios -for a wide variety of images have been obtained with SPIHT. Hence it has become the benchmark state-of-the-art algorithm for image compression [5] .
Proposed Algorithm
 Read the source image.  Convert natural image to the Hyperanalytic image by considering the Hilbert transform along rows, columns and rows followed by columns.  Decompose each component of Hyperanalytic image into wavelet coefficients by using 2D DWT.  Encode the wavelet coefficients further using one of the standard compression algorithms SPIHT at given bits per pixel information to achieve the desired compression ratio.
 Decode the encoded data by using SPIHT decoding algorithm.  Apply 2D IDWT over the decoded wavelet coefficients to obtain corresponding component of the Hyperanalytic image.  Reconstruct the image by using inverse Hyperanalytic transform.  Calculate Peak Signal to Noise Ratio (PSNR) and Mean Square Error (MSE) for the various bpp values. Graphs bpp vs PSNR, bpp vs MSE, CR vs MSE and PSNR vs CR are plotted. The results have been compared with standard DWT and found that the compression technique using HWT, encoding with SPIHT performs better than that of the compression using DWT with SPIHT encoding. It has also been observed visually, that the quality of the reconstructed image using proposed algorithm, is better than that of the compared one.
Experimental Results and Discussion
Conclusion
An image compression technique based on HWT in combination with SPIHT encoding is proposed here. The results are compared to the results obtained by using normal DWT with same SPIHT encoding. The algorithm is tested for different images and it is observed that the proposed method performs consistently better than the existing one.
