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Abstract
The aim of this Tutorial is to present the basic mathematical techniques required for an
accurate description of cold trapped atoms, both Bose and Fermi. The term cold implies that
considered temperatures are low, such that quantum theory is necessary, even if temperatures
are finite. And the term atoms means that the considered particles are structureless, being
defined by their masses and mutual interactions. Atoms are trapped in the sense that they
form a finite quantum system, though their number can be very large allowing for the use
of the methods of statistical mechanics. This Tutorial is the first part of several tutorials,
giving general mathematical techniques for both types of particle statistics. The following
tutorials will be devoted separately to Bose atoms and Fermi atoms. The necessity of
carefully explaining basic techniques is important for avoiding numerous misconceptions
often propagating in literature.
PACS numbers: 03.70.+k; 03.75.-b; 05.30.Ch; 05.70.Ce; 05.70.Fh; 64.70.qd; 67.10.-j;
67.10.Fj
Keywords: Quantized fields; Cold atoms; Quantum ensembles; Thermodynamic func-
tions; Phase transitions; Quantum matter; Quantum statistics
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1 Introduction
Physics of cold atoms has recently been attracting high attention because of the breakthrough
in experimental techniques of cooling and trapping atoms, resulting in a series of experiments
with cold trapped atoms, when quantum effects become principal. In these experiments,
different atoms can be prepared and studied in a number of states, with varying density,
temperature, atomic interactions, and external fields. This allows for a detailed comparison
of theory and experiment. However, in order that such a comparison would be meaningful,
the used theory must be self-consistent and mathematically correct. In the other case,
various misconceptions and paradoxes can arise. In theoretical literature, one can meet
numerous incorrect statements and unjustified approximations, which especially concerns
systems with Bose-Einstein condensate. It looks, therefore, that a Tutorial, explaining in
detail the mathematical techniques that are necessary for a correct description of cold atoms
is timely and important.
The present Tutorial is devoted to the general techniques of characterizing atomic systems
for which quantum theory is necessary. Applications to Bose and Fermi systems are planned
to be treated separately in the following tutorials. To make the presentation self-consistent,
it is written with sufficient details, in order that the reader would not be forced to jump
to other numerous publications. The related literature is cited. But, since the Tutorial is
not a review, the citations are mainly limited to books, review articles, and most important
original papers. Some topics, relevant to the physics of cold atoms have been described in
the books [1–4] and review articles [5–22]. Several results, presented in this Tutorial are new.
Throughout the text, the system of units is employed, where the Planck constant ~→ 1
and the Boltzmann constant kB → 1.
2 Phenomenological relations
Before starting the exposition of a rigorous microscopic approach, it is useful to recall in brief
the main phenomenological relations that often are common for quantum as well as classical
systems and, when applied to quantum systems, describe the relations between their average
characteristics.
2.1 Thermodynamic quantities
Thermodynamic relations are the same for either quantum or classical systems, provided
that the considered system is in equilibrium and is sufficiently large, with its number of
atoms N and volume V such that N ≫ 1 and the volume being proportional to N .
The transition to bulk matter corresponds to the thermodynamic limit
N →∞, V →∞, N
V
→ const , (1)
so that the average atomic density ρ ≡ N/V is finite, 0 < ρ <∞.
In the case of finite systems, it is not necessary to invoke the thermodynamic limit,
though, for the validity of thermodynamic relations, the system is to be sufficiently large, as
is mentioned above. When atoms are trapped in an external confining potential, instead of
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limit (1), one defines [23] the effective thermodynamic limit
N →∞, AN →∞, AN
N
→ const , (2)
where AN is an extensive observable quantity. If AN is proportional to V , then the effective
limit (2) reduces to the standard limit (1).
The notion of thermodynamic limit is important not only for bulk matter, but for finite
systems as well, being closely related to system stability. Even dealing with finite systems,
it is instructive to check the validity of thermodynamic relations under the effective thermo-
dynamic limit, which makes it possible to understand whether the finite system is stable.
Thermodynamic quantities are distinguished into intensive and extensive. Intensive
quantities, being defined for a large system, do not depend on asymptotically large N ,
remaining finite for N →∞. Examples of such intensive quantities are temperature T , pres-
sure P , chemical potential µ, magnetic field B, electric field E, specific heat CV , isothermal
compressibility κT , and other susceptibilities.
Contrary to this, extensive quantities are proportional to N in some positive power, so
that they tend to infinity together with N . For systems confined in a volume V , extensive
quantities are proportional to V as well as to N . When the atomic system is trapped
in a confining potential, and the volume is not defined, then extensive quantities can be
proportional to Nα, with α ≤ 1. Examples of extensive quantities are energy E, entropy S,
magnetic moment (magnetization)M, electric moment (polarization)P, and thermodynamic
potentials.
Thermodynamic potentials define the thermodynamic state of the system. Each thermo-
dynamic potential is a function of those thermodynamic variables that are necessary and
sufficient for a unique description of thermodynamics of an equilibrium system. The most
often used thermodynamic potentials are as follows.
Internal energy E = E(S, V,N,M). In the presence of an electric field E, the latter enters
all equations similarly to the magnetic field B, because of which we show below only the
dependence on B. In the same way, electric polarization P enters similarly to magnetization
M. The internal energy differential is
dE = TdS − PdV + µdN +B · dM . (3)
Hence, one has
T =
∂E
∂S
, P = − ∂E
∂V
µ =
∂E
∂N
, Bα =
∂E
∂Mα
, (4)
where α = x, y, z.
Free energy F = F (T, V,N,M). It is related to the internal energy as
F = E − TS , (5)
and its differential is
dF = −SdT − PdV + µdN +B · dM . (6)
Therefore, one has
S = − ∂F
∂T
, P = − ∂F
∂V
µ =
∂F
∂N
, Bα =
∂F
∂Mα
.
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Gibbs potential G = G(T, P,N,B). It can be represented as
G = F + PV −B ·M = µN . (7)
And its differential is
dG = −SdT + V dP + µdN −M · dB (8)
From here it follows:
S = − ∂G
∂T
, V =
∂G
∂P
µ =
∂G
∂N
, Mα = − ∂G
∂Bα
.
Grand potential Ω = Ω(T, V, µ,M). It can be written as
Ω = F − µN = −PV +B ·M , (9)
with the differential
dΩ = −SdT − PdV −Ndµ+B · dM . (10)
Respectively,
S = − ∂Ω
∂T
, P = − ∂Ω
∂V
N = − ∂Ω
∂µ
, Bα =
∂Ω
∂Mα
.
Some other thermodynamic potentials can be found in Kubo [24].
2.2 Equilibrium and stability
An equilibrium state of a system corresponds to an extremum of a thermodynamic potential,
when
δE = δF = δG = δΩ = 0, (11)
with respect to the variation of parameters.
An equilibrium can be stable, metastable, or unstable. The absolute minimum of a
thermodynamic potential corresponds to a thermodynamically absolutely stable system. A
relative minimum represents a metastable system. And a maximum characterizes an unstable
system. The sufficient conditions for the thermodynamic stability are
δ2E > 0 , δ2F > 0 , δ2G > 0 , δ2Ω > 0 . (12)
These stability conditions can be expressed through second derivatives of thermodynamic
potentials defining the related susceptibilities.
The system response to temperature variation is described by specific heat (heat capacity)
CV ≡ T
N
(
∂S
∂T
)
V
. (13)
Since S = −(∂F/∂T )V , we have
CV ≡ − T
N
(
∂2F
∂T 2
)
V
. (14)
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Using the relations F = E − TS and
T
(
∂S
∂T
)
V
=
(
∂E
∂T
)
V
,
we get
CV =
1
N
(
∂E
∂T
)
V
. (15)
The isothermal compressibility describes the system response to pressure variation,
κT ≡ − 1
V
(
∂V
∂P
)
TN
. (16)
Substituting V = (∂G/∂P )TN gives
κT = − 1
V
(
∂2G
∂P 2
)
TN
. (17)
The isothermal compressibility can also be written as
κT = − 1
V
(
∂P
∂V
)−1
TN
=
1
V
(
∂2F
∂V 2
)−1
TN
. (18)
And, with ρ ≡ N/V , one has
κT =
1
ρ
(
∂ρ
∂P
)
TN
=
1
ρ
(
∂P
∂ρ
)−1
TN
. (19)
The isothermal compressibility is a very important quantity characterizing the system
thermodynamic stability, because of which it is useful to have its other representations. Let
there be no magnetic and electric fields. Then the Gibbs potential differential is dG =
−SdT + V dP + µdN . Since G = µN , it follows Ndµ = −SdT + V dP , from where(
∂µ
∂N
)
TV
=
1
ρ
(
∂P
∂N
)
TV
.
Inverting this yields (
∂N
∂µ
)
TV
= ρ
(
∂N
∂P
)
TV
.
For the related variables N,P, V , one can write
dN =
(
∂N
∂P
)
V
dP +
(
∂N
∂V
)
P
dV .
Under the fixed N , implying the zero total variation dN = 0, we have(
∂N
∂P
)
V
(
∂P
∂V
)
N
+
(
∂N
∂V
)
P
= 0 ,
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from where (
∂N
∂P
)
V
(
∂P
∂V
)
N
(
∂V
∂N
)
P
= −1 .
Using the Maxwell relations (
∂V
∂N
)
TP
=
(
∂µ
∂P
)
TN
and the equalities (
∂µ
∂P
)
TN
=
1
N
(
∂G
∂P
)
TN
=
1
ρ
,
we get (
∂N
∂P
)
TV
= −ρ
(
∂V
∂P
)
TN
.
Hence (
∂V
∂P
)
TN
= − 1
ρ
(
∂N
∂P
)
TV
= − 1
ρ2
(
∂N
∂µ
)
TV
.
This gives
κT ≡ 1
N
(
∂N
∂P
)
TV
=
1
Nρ
(
∂N
∂µ
)
TV
=
V
ρ2
(
∂2F
∂ρ2
)−1
TV
. (20)
The isothermal compressibility is closely connected with the sound velocity s, defined by
the equation
s2 ≡ 1
m
(
∂P
∂ρ
)
TN
, (21)
where m is atomic mass. As is clear,
κT =
1
mρs2
. (22)
Magnetic susceptibility is defined through the susceptibility tensor
χαβ ≡ 1
N
(
∂Mα
∂Bβ
)
. (23)
Using here Mα = − ∂G/∂Bα gives
χαβ = − 1
N
(
∂2G
∂Bα∂Bβ
)
. (24)
Diagonal parts χαα of tensor (23) are called magnetic susceptibilities.
The thermodynamic characteristics, describing the system response to the variation of
thermodynamic variables and which are expressed through the second derivatives of ther-
modynamic potentials, all can be termed susceptibilities. Thus, the specific heat CV is
thermal susceptibility (susceptibility with respect to temperature variation), the isothermal
compressibility κT is mechanical susceptibility (susceptibility with respect to pressure vari-
ation), and the magnetic susceptibility χαα defines the system response to magnetic field
variation. According to the stability conditions (12), all these susceptibilities are to be
non-negative. Being intensive quantities, the susceptibilities of stable equilibrium systems
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have to be finite, even in thermodynamic limit. In this way, the necessary conditions for
thermodynamic stability of an equilibrium system are:
0 ≤ CV <∞ , 0 ≤ κT <∞ , 0 ≤ χαα <∞ . (25)
These stability conditions are the direct consequence of the convexity properties (12) of
thermodynamic potentials and of the fact that susceptibilities are intensive quantities. The
compulsory finiteness of the susceptibilities is easily understood. Take, for instance, specific
heat CV . If it would be infinite, then, according to Eq. (15), an infinitesimally weak tem-
perature increase would yield infinite system energy, which is meaningless. If compressibility
κT would be infinite, this, by definition (16), would imply that an infinitesimally small fluc-
tuation of pressure would make the system volume either zero or infinity. Similar arguments
are applicable to magnetic susceptibility.
2.3 Phases and symmetries
Thermodynamic phase, defined by a set of thermodynamic variables, is a system state qual-
itatively different from other states of the same system [24]. To make this vague definition
more precise, one introduces order parameters such that to distinct phases there would corre-
spond different orders. An order parameter is a quantity specifying a given thermodynamic
phase and qualitatively distinguishing it from other phases.
For example, the distinction between ferromagnetic and paramagnetic phases is done by
means of magnetization M, so that M ≡ |M| is nonzero for ferromagnetic phase (M > 0,
ferromagnet) and is zero for paramagnetic phase (M = 0, paramagnet). Similarly, the
nonzero or zero polarization P distinguishes ferroelectric from paraelectric phases.
Crystalline phase is characterized by a set of spatial vectors {a}, called lattice vectors,
with respect to which the particle density is periodic: ρ(r + a) = ρ(r). While liquid-phase
density is uniform: ρ(r) = ρ. The role of an order parameter, distinguishing between the
crystalline and liquid phases can be played by the difference
∆ρ ≡ max
r
ρ(r)−min
r
ρ(r) .
For crystalline phase, ∆ρ > 0, while for liquid phase, ∆ρ = 0.
Different types of crystalline lattices are described by different sets of lattice vectors.
For instance, one lattice, with the set {a} can be simple cubic, with the particle density
ρ1(r+a) = ρ1(r), while another lattice, with the set {b}, can be face-centered cubic, having
the density periodicity ρ2(r+ b) = ρ2(r).
Gaseous and liquid phases both are characterized by uniform density. Hence the latter
cannot be an order parameter for distinguishing between these phases. The difference be-
tween liquid and gas can be noticed on the microscopic level by studying the pair correlation
function displaying a kind of short-range order in the case of liquid. This type of short-range
order can be captured by means of the order indices [25, 26].
Systems with Bose-Einstein condensate and without it can be distinguished by the related
condensate density ρ0. When ρ0 > 0, the system is Bose-condensed, and when ρ0 = 0, it is
not Bose-condensed.
Superfluid and normal fluid are distinguished by superfluid density ρs. The system is
superfluid if ρs > 0, while it is normal if ρs = 0.
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Dielectric and metallic phases can be distinguished by the single-electron energy gap ∆E,
with ∆E > 0 representing dielectric phase and ∆E = 0 corresponding to metallic phase.
Superconductor and normal conductor are characterized by the presence or absence of a
gap ∆ in the spectrum of collective excitations. For a superconductor, ∆ > 0, while for a
conductor, ∆ = 0.
A system can be described by several order parameters corresponding to different prop-
erties. For example, it can be ferromagntic and dielectric or ferromagnetic and metallic.
Thermodynamic phases, having different order parameters (or order indices), are usually
related to different types of symmetry. Under symmetry one understands invariance under
some transformations forming a group. A symmetry group is defined as follows.
Let gˆi be a transformation labelled by an index i. And let the family of such transfor-
mations satisfy the additivity property gˆi · gˆj = gˆi+j. If the family includes a unit element
gˆ0 = 1ˆ and, for each gˆi there exists an inverse element, such that gˆ
−1
i gˆi = 1ˆ, then the family
{gˆi} forms a group.
As an example, consider the inversion symmetry that can be illustrated by inverting the
magnetization vector M of a ferromagnet. Denoting the inversion transformation by Iˆ, we
have IˆM = −M. If the order parameter is given by | −M|, it is symmetric with respect to
inversion: IˆM = |−M| = |M| =M . Two elements, the inversion transformation and unity,
form the inversion group {Iˆ , 1ˆ}.
Another example is the rotation symmetry. Denote the spatial rotation transformation
by Rˆ. The order parameter M is invariant under the rotation group {Rˆ}, since RˆM =
|RˆM| = |M| =M .
One more example is the translation symmetry. Let {Tˆ (r)} be a translation transforma-
tion by a vector r. If a is a vector of a crystalline lattice, then the crystal density is invariant
under the transformation
Tˆ (a)ρ(r) = ρ(r+ a) = ρ(r) .
The family {Tˆ (a)} composes the lattice translation group.
In the case of a liquid, one has Tˆ (r)ρ = ρ for any vector r. Then the family {Tˆ (r)} forms
the total translation group.
2.4 Phase transitions
A phase transition is a transformation of one thermodynamic phase into another. The change
happens under a varying thermodynamic parameter, say, temperature T . When T reaches
the stability boundary of one phase, the system becomes unstable and, under the following
variation of T , transforms into a stable phase. The point of a phase transition is the point
of instability. Therefore, at this point, some susceptibilities may diverge. Since thermo-
dynamic phases can usually be characterized by order parameters, at the phase transition
point, the order parameter qualitatively changes. Depending on the kind if this change, one
distinguishes three types of phase transitions.
Let an order parameter be denoted by η, being in particular cases either magnetization
M , or particle density ρ, or condensate density ρ0, or superfluid density ρs, or single-particle
gap ∆E, or the gap in the spectrum of collective excitations ∆. And let temperature T be
varying, with T0 being the point of a phase transition. The latter are classified into three
types.
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(i) First-order phase transition. This is a discontinuous transition, with a finite jump of
an order parameter η at the transition point:
|η(T0 + 0)− η(T0 − 0)| > 0 .
The values of η(T0±0) are not necessarily zero. An example of a first-order phase transition
is the melting-crystallization transition between a crystal and a liquid, where there occurs a
discontinuity of the density.
(ii) Second-order phase transition. This is a continuous transition, with a continuous
variation of an order parameter between its non-zero and zero values:
|η(Tc + 0)− η(Tc − 0)| = 0 ,
where η(T ) becomes zero for one of the phases, say for T ≥ Tc, being non-zero for the other
phase. The point of a second-order phase transition is also called the critical point, since
some of the susceptibilities diverge there. Respectively, the transition temperature is denoted
as Tc, to distinguish it from the first-order transition point T0. Examples of second-order
transitions are different magnetic transitions or Bose-Einstein condensation.
(iii) Crossover transition. This is a fast but gradual variation of an order parameter that
is non-zero from both sides of the crossover point Tc. The crossover point can be defined as
the inflection point of the order parameter:
∂2η
∂T 2
= 0 (T = Tc) .
That is, the first derivative of the order parameter displays an extremum at the inflection
point.
In the vicinity of a phase-transition point, the system properties may essentially change,
because of which a region around a transition point, where such changes are strong, is termed
the critical region.
If thermodynamic phases are described by different symmetries, the latter also change at
the phase transition point. When the symmetry of one of the phases is lower than that of
the other phase, the transition to the lower-symmetry phase is called spontaneous symmetry
breaking. It is termed spontaneous, since the symmetry breaking occurs in a self-organized
way, without action of external fields. The cause for the spontaneous symmetry breaking
is that the phase with a lower symmetry happens to be stable, when the symmetric phase
becomes unstable.
More information on phase transitions can be found, e.g., in the books [27–32].
2.5 Heterophase mixtures
In addition to pure thermodynamic phases, there can arise mixtures of different phases,
where the latter are not spatially completely separated, but are intermixed in such as way
that each of the phases occupies randomly distributed in space regions of mesoscopic size.
Such mesoscopic mixtures are also called heterophase mixtures [33]. For example, we can
imagine paramagnetic regions in a ferromagnet, ferromagnetic clusters in a paramagnet,
disordered regions in a crystal, crystalline clusters in a liquid, gas bubbles in a liquid, and
liquid droplets in a gas.
9
For illustration, let us keep in mind the case of a heterophase mixture of two phases,
characterized by different order parameters, η1 and η2. When the system is composed of two
macroscopic thermodynamic phases, they are said to be in thermal equilibrium with each
other if their temperatures coincide, T1 = T2. The phases are in mechanical equilibrium, if
their pressures are the same, P1 = P2. And they are in chemical equilibrium, if their chemical
potentials are equal, µ1 = µ2. A mesoscopic heterophase mixture, strictly speaking, is quasi-
equilibrium, because of which the above equilibrium conditions are valid only on average [33].
Let Vν be the volume occupied by a ν-phase and Nν be the number of particles in
the ν-phase. Mesoscopic phases can be separated by means of an equimolecular separating
surface [34, 35]. In that case, all extensive quantities are additive, e.g.,
V1 + V2 = V , N1 +N2 = N .
The geometric weights of each phase are quantified by
wν ≡ Vν
V
(ν = 1, 2) .
This quantity has the meaning of geometric phase probability and satisfies the conditions
0 ≤ wν ≤ 1 , w1 + w2 = 1 .
Equations for the phase probabilities are obtained from the minimization of a thermo-
dynamic potential under the above normalization condition. Defining, for convenience,
w1 ≡ w , w2 ≡ 1− w ,
one has to find the absolute minimum of a thermodynamic potential, say, of the free energy
F = F (w):
F = abs min
w
F (w) .
The minimization has to include the consideration of w at the boundary, where either w = 0
or w = 1. That is, it is necessary to compare three quantities: F (w), with 0 < w < 1, and
the boundary values F (0), and F (1).
The condition of heterophase equilibrium reads as
∂F
∂w
= 0 .
And the condition of heterophase stability is
∂2F
∂w2
> 0 .
These equations define the geometric phase probabilities wν playing the role of additional
order parameters. The second derivative ∂2F/∂w2 has the meaning of the heterophase sus-
ceptibility that is required to be non-negative and finite for guaranteeing the system stability,
similarly to stability conditions (25).
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2.6 Landau potential
If the considered phase transition is of second order or of weak first order, when the order
parameter in the vicinity of the transition point is small, it is possible, assuming that the
free energy is an analytical function of the order parameter, to expand the free energy in
powers of the latter, as suggested by Landau [36].
Let us consider the critical region of temperatures T ≈ Tc, where the order parameter
η = η(T ) is small. The order parameter η is assumed to be real-valued and such that
η(T ) 6= 0 for T < Tc, but η(T ) = 0 for T > Tc. The free energy F = F (η) is expanded in
powers of the order parameter as
F = F (0) + a1η + a2η
2 + a3η
3 + a4η
4 .
To have a minimum at finite η, it is necessary that a4 > 0.
In equilibrium, one has
∂F
∂η
= a1 + 2a2η + 3a3η
2 + 4a4η
3 = 0 ,
which requires that a1 = 0, when η = 0. The condition of stability is
∂2F
∂η2
= 2
(
a2 + 3a3η + 6a4η
2
) ≥ 0 .
There can happen two cases, with and without inversion symmetry.
In the case of inversion symmetry, the free energy is such that F (−η) = F (η). Then
a3 = 0 and the condition of equilibrium reads as
η(a2 + 2a4η
2) = 0 .
From here, we see that the order parameter at low temperatures can take one of the two
values
η± = ±
√
− a2
2a4
(T < Tc) .
And above Tc, one has
η = 0 (T > Tc) .
The stability condition yields
a2 + 6a4η
2 ≥ 0 ,
which implies that
a2(T ) < 0 (T < Tc) ,
a2(T ) ≥ 0 (T > Tc) .
This suggests that one can accept the form
a2(T ) = α(T − Tc) .
The free energy is symmetric with respect to the inversion of η to −η. The two order
parameters have the same magnitude, |η+| = |η−|. This situation corresponds tomacroscopic
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degeneracy. When temperature is lowered, the system passes from the symmetric phase, with
η = 0, to the phase with a non-zero value of the order parameter, taking spontaneously either
η+ or η−. This is an example of spontaneous symmetry breaking.
When there is no inversion symmetry, then a3 6= 0, and the condition of equilibrium
defines the order parameter as
η± =
−3a3 ±
√
9a23 − 32a2a4
8a4
.
To have a real-valued order parameter, it is necessary that
9a23 − 32a2a4 ≥ 0 .
This situation corresponds to a first-order phase transition.
2.7 Ginzburg-Landau functional
In the Landau expansion, the order parameter is treated as a scalar. In general, it can be an
order function η = η(r, t) of the real-space vector r and time t. The generalization to this
case has been proposed by Ginzburg and Landau [37].
One defines an effective Hamiltonian density H(r) = H(η(r, t), T, . . .) depending on
the order function and thermodynamic variables, such as temperature T . The effective
Hamiltonian
H =
∫
H(r) dr
depends on T , reminding rather free energy. This effective Hamiltonian is the Ginzburg-
Landau functional of the order function.
The dependence of the order function on the spatial and temporal variables implies that
the system is not uniform and, in general, not equilibrium. The evolution equation for the
order function is
i
∂η
∂t
=
δH
δη∗
. (26)
Stationary states can be represented as
η(r, t) = ψ(r)e−iεt ,
where ε is a real-valued quantity. Then the evolution equation reduces to the stationary
form
εψ =
δH
δψ∗
.
Introducing the grand effective Hamiltonian, or grand potential
Ω ≡ H − ε
∫
|ψ|2 dr ,
the stationary equation can be rewritten as
δΩ
δψ∗
= 0 ,
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which is a condition of equilibrium.
The function ψ can be normalized to the number of particles N by the normalization
condition ∫
|ψ|2 dr = N , N = − ∂Ω
∂ε
.
This shows that ε plays the role of a chemical potential.
The dynamic stability of the stationary solution is checked by studying small deviations
from this solution. For this purpose, the order function is written as
η(r, t) = [ψ(r) + δψ(r, t)]e−iεt ,
with the deviation
δψ(r, t) = u(r)e−iωt + v∗(r)eiωt
representing the wave function of collective excitations. Substituting the above representa-
tion into the evolution equation yields an equation for ω. The condition of dynamic stability
requires that the admissible ω be positive (non-negative). This is because if ω = ω1 + iω2 is
complex-valued, then
e−iωt = e−iω1teω2t , eiωt = eiω1te−ω2t ,
and there appears a divergence for any ω2 6= 0, as time increases, which means that the
considered solution is not dynamically stable.
2.8 Superconductor model
Ginzburg and Landau [37] illustrated their approach by a model of superconductor. In the
effective Hamiltonian H =
∫
H(r) dr, the Hamiltonian density is written as
H(r) =
1
2m
∣∣∣(pˆ− e
c
A
)
η
∣∣∣2 + U |η|2 + 1
2
Φ0|η|4 + B
2
8pi
,
where m is the effective mass equal to two electron masses, m = 2m0, and the effective
charge equals two electron charges, e = −2e0; momentum operator pˆ ≡ −i∇, and A is
the vector potential. The quantities U and Φ0 can be functions of thermodynamic variables
T, P, . . .. The order parameter η is such that |η|2 gives the superfluid electron density.
In the presence of an external magnetic field B0, the effective Hamiltonian becomes
H =
∫ [
H(r)− B ·B0
4pi
]
dr .
The vector potential defines the magnetic field B = ∇ × A and satisfies the Coulomb
calibration ∇ ·A = 0. In equilibrium, one has
δH
δη∗(r)
= 0 .
This leads to the equation for the order function
1
2m
(
pˆ− e
c
A
)2
η + Uη + Φ0|η|2η = 0 . (27)
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The extremization with respect to the vector potential,
δH
δAα
= 0 ,
can be rewritten as the Euler-Lagrange equations
(
δH
δAα
)
A′
−
∑
β
∂
∂rβ
(
δH
δA′αβ
)
= 0 ,
in which A′αβ ≡ ∂Aα/∂rβ. From here, one finds the equation
∇2A = −4pi
c
J ,
with the supercurrent
J = − ie
2m
(η∗∇η − η∇η∗)− e
2
mc
|η|2A .
The equation for the order function η is a kind of the nonlinear Schro¨dinger equation.
It is worth emphasizing that the order-function equation, being a kind of the nonlinear
Schro¨dinger equation, has appeared, first, in the paper by Ginzburg and Landau [37]. There-
fore such equations can be called the Ginzburg-Landau order-function equations.
2.9 Superfluid vortex
For systems of neutral Bose atoms, such as superfluid helium, the effective Hamiltonian
density takes the form
H(r) =
1
2m
|∇η|2 + U |η|2 + 1
2
Φ0|η|4 ,
where m is atomic mass and the quantities U and Φ0 can be functions of thermodynamic
variables T, . . .. The order parameter, or order function η = η(r, t) gives the density |η|2 of
atoms in the ordered state.
With the nonlinear Hamiltonian
Hˆ [η] ≡ − ∇
2
2m
+ U + Φ0|η|2 , (28)
the evolution equation for the order function
i
∂η
∂t
= Hˆ [η]η (29)
is the nonlinear Schro¨dinger equation, being a particular case of the Ginzburg-Landau equa-
tion (27). For an equilibrium system, one gets the stationary equation
Hˆ [ψ]ψ = εψ . (30)
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The latter equation possesses vortex solutions [38]. To show this, one passes to cylindrical
coordinates r = {r⊥, ϕ, z}, where r⊥ ≡
√
x2 + y2 is the transverse spatial variable. In this
representation,
∇2 = ∂
2
∂r2⊥
+
1
r⊥
∂
∂r⊥
+
1
r2⊥
∂2
∂ϕ2
+
∂2
∂z2
.
Looking for the solution in the form ψ(r) = ψ⊥(r⊥)e
iνϕ, with ψ⊥(r⊥) real-valued, and im-
posing the periodicity constraint
ψ(r⊥, ϕ+ 2pi, z) = ψ(r⊥, ϕ, z) ,
one finds that the quantum number ν, called the winding number, has to be quantized,
ν = 0,±1,±2, . . ..
The stationary equation (30) yields[
d2
dr2⊥
+
1
r⊥
d
dr⊥
− ν
2
r2⊥
+ 2m(ε− U)
]
ψ⊥ − 2mΦ0ψ3⊥ = 0 . (31)
Considering a cylindrical system of radius R, length L, and volume V = piR2L, the solution
to this equation is normalized as
2piL
∫ R
0
|ψ⊥(r⊥)|2r⊥ dr⊥ = N . (32)
One introduces the healing length
ξ ≡ 1√
2m(ε− U) . (33)
Using this scale, one defines the dimensionless radius and the dimensionless order function,
r ≡ r⊥
ξ
, f(r) ≡ ξ
√
2mΦ0 ψ⊥(r⊥) . (34)
Then Eq. (31) reduces to (
d2
dr2
+
1
r
d
dr
+ 1− ν
2
r2
)
f − f 3 = 0 . (35)
And the normalization condition (32) becomes
piL
mΦ0
∫ R/ξ
0
f 2(r)r dr = N . (36)
Looking for a nontrivial solution f 6= 0, we see that it depends on the winding number ν.
If ν = 0, there is no vortex, which corresponds to the ground state, when f0 = const.
From Eq. (35), we have f 20 = 1, hence f0 = ±1. This degeneracy is not important, since the
physical quantity |f0|2 does not depend on the sign of f0. Without the loss of generality, we
may choose f0 = 1. Normalization (36) gives
ξ =
1√
2mρΦ0
, ε = U + ρΦ0 (ν = 0) . (37)
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The first vortex solution appears for ν = 1, describing the basic vortex. Then Eq. (35)
can be solved numerically. Close to the vortex axis, where r ≪ 1, that is r⊥ ≪ ξ, the
solution has the asymptotic expansion
f(r) ≃
√
C r(1 + c2r
2 + c4r
4 + c6r
6) ,
with C being a constant and
c2 = − 1
8
, c4 =
1 + 8C
192
, c6 = − 1 + 80C
9216
.
At large distance from the vortex axis, where r ≫ 1, that is r⊥ ≫ ξ, the solution has the
form
f(r) ≃ 1− 1
2
r−2 − 9
8
r−4 − 161
16
r−6 .
Solutions f = fν(r), representing the vortices with higher winding numbers, satisfy the
equation (
d2
dr2
+
1
r
d
dr
+ 1− ν
2
r2
)
fν − f 3ν = 0 .
The normalization condition (36) defines the related healing length ξν that is different from
(37). Notation (32) gives the spectrum
εν = U +
1
2mξ2ν
, (38)
labelled by the winding number ν = 1, 2, . . ..
If the system radius is very large, then the dependence of the healing length and, re-
spectively, of the spectrum on the winding number is weak, since, in that case, the main
contribution to the normalization integral (36) is due to the large region of r ≫ 1, where
fν(r)→ 1. However for an elongated system, with a small radius, spectrum (38) can essen-
tially depend on the winding number, if the vortex axis is along the cylinder axis.
The solution ψ(r) = ψ⊥(r⊥)e
iνϕ, for ν > 0, represents a vortex, since it defines a nonzero
tangential velocity
v ≡ j
ρ
=
ν
mr
eϕ , (39)
where
ρ ≡ |ψ|2 , j = − i
2m
(ψ∗∇ψ − ψ∇ψ∗) .
The vortex circulation corresponds to the integral∮
v · dl = 2pi ν
m
. (40)
It is worth emphasizing again that the evolution equations for order functions naturally
appear in the Ginzburg-Landau approach in a similar way for both superconducting and
superfluid systems [37–40].
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2.10 Landau criterion
In order to find out whether the system can exhibit superfluid motion, one employs a simple
criterion, suggested by Landau [36].
Suppose that a flow moves with superfluid velocity v. In the moving frame, where the
liquid is at rest, the energy per particle is
E = U +
p2
2m
,
with p ≡ |p|. Its energy in the laboratory frame reads as
Ev = U +
(p+mv)2
2m
= U +
p2
2m
+ p · v + mv
2
2
,
with v ≡ |v|. If the energy of an elementary excitation in the moving frame is ε(p), then its
energy in the laboratory frame is εv(p) = ε(p) + p · v.
The fluid motion is dynamically stable when the energy of the elementary excitations is
positive,
εv(p) > 0 , ε(p) + p · v > 0 ,
hence, when −p · v < ε(p) for all p. Maximizing the left-hand side of the latter inequality
with respect to the direction of p, one gets pv < ε(p). Therefore, the superfluid velocity
should be such that
v < min
p
ε(p)
p
.
That is, it has to be lower than the critical velocity
vc ≡ min
p
ε(p)
p
.
For v < vc, the superfluid motion is stable, while if v exceeds vc, the superfluidity is destroyed.
Strictly speaking, superfluid flow is not absolutely stable, but metastable. The absolutely
stable state corresponds to the system at rest.
As an example, when there is no superfluidity, it is possible to mention the ideal Bose
gas with the spectrum ε(p) = p2/2m, for which minp ε(p)/p = 0, hence vc = 0, and there
can be no superfluid motion in the ideal gas, even as a metastable state.
3 Field representation
Now the basic mathematical notions will be given, providing the fundamentals for the mi-
croscopic theory of quantum systems. The first such a notion is the so-called second quan-
tization. Below, we shall describe it by employing the field representation, following mainly
Berezin [41] and Schweber [42].
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3.1 Fock space
Let us enumerate the number of particles by n = 0, 1, 2, . . .. Each particle is characterized
by a set x of variables from the variable space {x}. For the general mathematical exposition,
the nature of the particle variables is not important. In particular, this can be the real-space
vector r, or momentum vector p, or the combination of the real-space vector and a spin
{r, s}, etc.
The system microscopic states are the vectors of a Hilbert space. A Hilbert space H
is a complete vector space with a scalar product. In this space H = {f}, for any two
vectors f, f ′ ∈ H there exists a scalar product (f, f ′). The latter generates the vector norm
||f || ≡ √(f, f). The space is complete, if for a sequence {f (k) ∈ H | k = 1, 2, . . .}, the
limit limk→∞ f
(k) = f (∞) ∈ H. The convergence is understood as the convergence by norm:
limk→∞ ||f (k)|| = ||f (∞)||.
Let us consider the space Hn = {fn}, which is an n-particle Hilbert space composed
of functions fn = fn(x1, x2, . . . , xn). Let Pˆij be a permutation operator interchanging the
indices i and j, with i 6= j, so that its action is defined by the equality
Pˆijfn(. . . xi . . . xj . . .) = fn(. . . xj . . . xi . . .) .
It is assumed that all particles are classified into two types, bosons and fermions. The first
type is described by symmetric states and the second, by antisymmetric. An n - particle
function fn is symmetrized provided that
Pˆijfn = ±fn .
In what follows, the upper sign corresponds to bosons, while the lower sign, to fermions.
The scalar product in Hn is given by the integral
(fn, f
′
n) ≡
∫
f ∗n(x1, . . . , xn)f
′
n(x1, . . . , xn) dx1 . . . dxn .
The integration for each xi ∈ {xi} is over all {xi}, so that
∫
dx ≡ ∫
{x}
dx. Each space Hn
is complete by norm ||fn|| ≡
√
(fn, fn). In the case of discrete variables, the integration is
to be understood as summation. For instance, if x → r, s, where s is a spin index, then∫
dx ≡∑s ∫ dr. In that case, the multi-dimensional delta function is δ(x−x′) ≡ δ(r−r′)δss′.
Consider a set of n-particle spaces H0,H1, . . ., where the first space H0 is composed of
constants f0 = const.
The Fock space is the direct sum
F ≡
∞⊕
n=0
Hn .
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The vectors of the space F = {ϕ} have the form of columns
ϕ ≡


f0
f1
.
.
.
fn
.
.
.


, fn = fn(x1, . . . , xn) .
The conjugate of ϕ is the row ϕ+ ≡ [f ∗0 f ∗1 . . . f ∗n . . .]. For brevity, we shall denote ϕ ≡ [fn]
and ϕ+ ≡ [fn]+. The scalar product in the Fock space is
(ϕ, ϕ′) ≡ ϕ+ϕ′ ≡
∞∑
n=0
(fn, f
′
n)
for any ϕ, ϕ′ ∈ F . Hence, the Fock space is a Hilbert space. The norm is generated by the
scalar product, ||ϕ|| ≡√(ϕ, ϕ).
Recall that functions fn are assumed to be symmetrized, which can be done by means of
the symmetrization operator Sˆ that makes of functions either symmetric or antisymmetric
combinations, depending on whether bosons or fermions are considered. Thus, a function of
two variables is symmetrized as
Sˆh(xi, xj) ≡ 1
2
[h(xi, xj)± h(xj , xi)] .
Similarly, functions of many variables are symmetrized.
Sometimes, one assumes that the symmetrization is done over the products of the type
f(x1) . . . f(xn). This, however, is not necessary, and the functions fn(x1, . . . , xn) can be of
any type, provided they are symmetrized.
The Fock space F , containing only symmetrized functions fn is called the ideal Fock
space.
The vacuum in the Fock space is the column
|0 > ≡


1
0
0
.
.
.
.
.
.


.
The restricted Fock space FN for the fixed number of particles N consists of ϕN ∈ FN
such that ϕN = [δnNfN ]. The restricted Fock space is the number-conserving space. This
restriction makes operations in the Fock space more complicated, because of which one
prefers to deal with the non-restricted Fock space. In what follows, we shall deal with the
ideal Fock space that, for short, will be called just the Fock space.
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3.2 Field operators
The field operators act on the Fock space. One terms ψ†(x) the creation operator and ψ(x),
annihilation operator. The action of the creation operator is given by the formula
ψ†(x)ϕ ≡


0
f0δ(x1 − x)√
2 Sˆf(x1)δ(x2 − x)
.
.
.√
n Sˆfn−1(x1, . . . , xn−1)δ(xn − x)
..
.
.


.
In what follows, the latter form will be represented as
ψ†(x)ϕ =
[√
n Sˆfn−1(x1, . . . , xn−1)δ(xn − x)
]
.
The annihilation operator acts according to the rule
ψ(x)ϕ ≡


f1(x)√
2 f2(x1, x)√
3 f3(x1, x2, x)
.
.
.√
n+ 1 fn+1(x1, . . . , xn, x)
.
.
.


.
This will be denoted as
ψ(x)ϕ =
[√
n+ 1 fn+1(x1, . . . , xn, x)
]
.
The field operators act on the vectors of the Fock space, but ψ†(x) and ψ(x) are not defined
in the Fock space, since ψ†(x)ϕ lies outside F . In that sense, the field operators are the
operator distributions.
In the Fock space, one can define the operators
ψ†f ≡
∫
f(x)ψ†(x) dx , ψf ≡
∫
f ∗(x)ψ(x) dx ,
where ||f || <∞. Their action is given by the expressions
ψ†fϕ =
[√
n Sˆfn−1(x1, . . . , xn−1)f(xn)
]
,
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ψfϕ =
[√
n+ 1
∫
fn+1(x1, . . . , xn, x)f
∗(x) dx
]
,
which are in F .
The action of the annihilation operator on the vacuum is
ψ(x)| 0 > = 0 .
And the creation operator acts on the vacuum as
ψ†(x)| 0 > =


0
δ(x1 − x)
0
.
.
.


.
A double action of the creation operators yields
ψ†(x′1)ψ
†(x′2)| 0 > =


0
0√
2 Sˆδ(x1 − x′1)δ(x2 − x′2)
0
.
.
.


.
Acting on the vacuum by n creation operators gives
n∏
i=1
ψ†(x′i)| 0 > =


0
0
.
.
.
0√
n! Sˆ
∏n
i=1 δ(xi − x′i)
0
.
.
.


.
Therefore, any ϕ ∈ F can be created by the creation operators by the formula
ϕ =
∞∑
n=0
1√
n!
∫
fn(x1, . . . , xn)
n∏
i=1
ψ†(xi) dxi| 0 > .
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The double action of the annihilation operators gives
ψ(x)ψ(x′)ϕ =
[√
(n + 1)(n+ 2) fn+2(x1, . . . , xn, x, x
′)
]
.
This should be compared with the double action of the creation operators
ψ†(x)ψ†(x′)ϕ =
[√
n(n− 1) Sˆfn−2(x1, . . . , xn−2)δ(xn−1 − x)δ(xn − x′)
]
.
Interchanging the variables x and x′, we come to the relations
ψ(x′)ψ(x)ϕ = ±ψ(x)ψ(x′)ϕ ,
ψ†(x′)ψ†(x)ϕ = ±ψ†(x)ψ†(x′)ϕ .
Since these equations are valid for any ϕ ∈ F , we have
[ψ(x), ψ(x′)]∓ =
[
ψ†(x), ψ†(x′)
]
∓
= 0 .
Here the notation for the commutator and anticommutator of two operators is used, [A, B]∓ ≡
AB ∓ BA.
Similarly, we find
ψ(x)ψ†(x′)ϕ =
[
±(n + 1)Sˆfn(x1, . . . , xn−1, x)δ(xn − x′)
]
,
ψ†(x′)ψ(x)ϕ =
[
nSˆfn(x1, . . . , xn−1, x)δ(xn − x′)
]
.
From here,
ψfψ
†
gϕ = [(n + 1)fn](f, g) ,
ψ†gψfϕ = [±nfn](f, g) .
This can be rewritten as[
ψf , ψ
†
g
]
∓
ϕ = (f, g)ϕ ,
[
ψf , ψ
†
g
]
∓
= (f, g) .
Since these equations are valid for any ϕ ∈ F and any f, g ∈ H1, we come to the commutation
(anticommutation) relations
[ψ(x), ψ†(x′)]∓ = δ(x− x′) .
A vector ϕ ∈ F is called a quantum state or microstate. The Fock space F is a space of
quantum states or a space of microstates. As is shown, the field operators ψ(x) and ψ†(x)
act on the Fock space and can create any vector [fn(x1, . . . , xn)] in this space. Therefore,
one tells that the Fock space is generated by ψ and denote this Fock space as F(ψ).
From the variables x, one can pass to any other required variables, for instance, changing
the representation from x to k. For this purpose, one defines a complete orthonormal basis
{ϕk(x)} and expands the field operators over this basis,
ψ(x) =
∑
k
akϕk(x) , ψ
†(x) =
∑
k
a†kϕ
∗
k(x) .
The operators ak and a
†
k generate the Fock space F(ak). The vectors of the latter space have
the form [hn(k1, . . . , kn)] ∈ F(ak).
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3.3 Operators of observables
In quantum mechanics, observable quantities are represented by operators of observables.
An n-particle operator is written as
An =
n∑
i=1
A1(xi) +
1
2
n∑
i 6=j
A2(xi, xj) + . . . .
It is a Hermitian or self-adjoint operator, such that A+n = An. The kernels An(x1, . . . , xn)
are quantum-mechanical operators that are also self-adjoint. Examples of the quantum-
mechanical operators are the operator of momentum
Pn =
n∑
i=1
(−i∇i) ,
where ∇i ≡ ∂/∂ri, the kinetic-energy operator
Kn =
n∑
i=1
(
− ∇
2
i
2m
)
,
and the potential-energy operator
Wn =
n∑
i=1
U(xi) +
1
2
n∑
i 6=j
Φ(xi, xj) ,
in which the pair interaction potential is symmetric, Φ(xi, xj) = Φ(xj , xi). The operator of
the total energy is the quantum-mechanical Hamiltonian Hn = Kn +Wn.
In the field representation, the general form of an operator acting on the Fock space is
Aˆ =
∞∑
n=0
1
n!
∫
ψ†(xn) . . . ψ
†(x1) An(x1, . . . , xn) ψ(x1) . . . ψ(xn) dx1 . . . dxn ,
with the kernel An(x1, . . . , xn) being a quantum-mechanical operator. The operators of
observables are self-adjoint, Aˆ+ = Aˆ, since A+n = An.
Examples of the operators of observables in the field representation are the number-of-
particle operator
Nˆ =
∫
ψ†(x)ψ(x) dx ,
the momentum operator
Pˆ =
∫
ψ†(x)(−i∇)ψ(x) dx ,
the kinetic-energy operator
Kˆ =
∫
ψ†(x)
(
− ∇
2
2m
)
ψ(x) dx ,
and the potential-energy operator
Wˆ =
∫
ψ†(x)U(x)ψ(x) dx+
1
2
∫
ψ†(x)ψ†(x′)Φ(x, x′)ψ(x′)ψ(x) dxdx′ .
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The total-energy operator is the Hamiltonian Hˆ = Kˆ + Wˆ that reads as
Hˆ =
∫
ψ†(x)
[
− ∇
2
2m
+ U(x)
]
ψ(x) dx+
1
2
∫
ψ†(x)ψ†(x′)Φ(x, x′)ψ(x′)ψ(x) dxdx′ .
The operators of observables act on the Fock space as
Nˆϕ = [nfn] , Pˆϕ = [Pnfn] ,
Kˆϕ = [Knfn] , Wˆϕ = [Wnfn] , Hˆϕ = [Hnfn] .
In the resulting vector columns, one has quantum-mechanical expressions for n = 0, 1, 2, . . ..
3.4 Statistical operator
The system statistical state is characterized by a statistical operator ρˆ(t), which is a function
of time t ≥ 0. This is a self-adjoint operator, ρˆ+(t) = ρˆ(t). It is semipositive and bounded,
in the sense of the inequalities
0 ≤ ϕ
+ρˆ(t)ϕ
||ϕ||2 <∞
for all ϕ ∈ F and ϕ 6= 0. It is normalized to one, Trρˆ(t) = 1, with the trace over the Fock
space.
The trace can be taken over any basis {ϕk} in F , which is orthonormal, ϕ+k ϕp = δkp, and
complete,
∑
k ϕkϕ
+
k = 1ˆ, where 1ˆ is the identity operator in F . The trace of an operator Aˆ
is given by TrAˆ ≡∑k ϕ+k Aˆϕk.
Observable quantities are defined as the statistical averages
〈Aˆ(t)〉 ≡ Trρˆ(t)Aˆ . (41)
One considers finite systems, with a finite support in real space. Therefore, the operators
of observables Aˆ are termed the operators of local observables. The algebra of local observ-
ablesA ≡ {Aˆ} is the family of all operators of local observables describing the treated system.
And one calls the statistical state the set of all observable quantities < A >≡ {< Aˆ >}.
Being defined for a finite system, with r in volume V , the operator Aˆ could be written
as
AˆV =
∞∑
n=0
1
n!
∫
V
ψ†(rn) . . . ψ
†(r1) An(r1, . . . , rn) ψ(r1) . . . ψ(rn) dr1 . . . drn ,
where the integration is over the finite system volume. Respectively, the observable quantities
are < Aˆ >V . The average number of particles in the system is N ≡< Nˆ >V .
When taking the thermodynamic limit
N →∞ , V →∞ , N
V
→ const
for extensive quantities that are proportional to N , one should consider the ratio∣∣∣∣ limN→∞ 1N < Aˆ >V
∣∣∣∣ <∞ .
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In what follows, the index V in the integrals and averages is omitted, though always keeping
in mind that the integration is over the system volume V .
One tells that two operators
Aˆ =
∫
Aˆ(r) dr , Bˆ =
∫
Bˆ(r) dr ,
with the densities Aˆ(r) and Bˆ(r), satisfy the clustering property if
< Aˆ(r)Bˆ(r′) > ≃ < Aˆ(r) >< Bˆ(r′) > (42)
for |r− r′| → ∞. This property is assumed to hold for the densities of any two operators of
observables.
3.5 Evolution operator
In the Schro¨dinger picture of quantum mechanics, n particles are described by the wave
function Ψn(t) = Ψn(x1, . . . , xn, t), where t ≥ 0 is time. Particles are termed identical,
provided that
|PˆijΨn(t)|2 = |Ψn(t)|2 ,
where Pˆij is the operator of particle exchange. The symmetry principle
PˆijΨn(t) = ±Ψn(t)
is a sufficient condition for the particles to be identical. The upper sign corresponds to the
Bose-Einstein and the lower, to the Fermi-Dirac statistics.
The scalar product is given by
(Ψn,Ψ
′
n) ≡
∫
Ψ∗n(x1, . . . , xn, t)Ψ
′
n(x1, . . . , xn, t) dx1 . . . dxn ,
with the norm generated by this scalar product, ||Ψn(t)|| =
√
(Ψn,Ψn).
The number of particles n is conserved in time, which imposes the condition ||Ψn(t)|| =
||Ψn(0)||. The wave function pertains to a Hilbert space Hn and satisfies the Schro¨dinger
equation
i
∂
∂t
Ψn(t) = HnΨn(t) .
In the Fock space the wave function can be represented as a collection of the Schro¨dinger
wave functions
Ψ(t) =


Ψ0(t)
Ψ1(t)
.
.
.
Ψn(t)
.
.
.


= [Ψn(t)] ,
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with ||Ψ(t)|| = const. The Fock wave function Ψ(t) ∈ F satisfies the Schro¨dinger equation
i
d
dt
Ψ(t) = HˆΨ(t) ,
where
HˆΨ(t) = [HnΨn(t)] =
[
i
∂
∂t
Ψn(t)
]
,
which is equivalent to the set of the Schro¨dinger equations in Hn.
The time evolution of the wave function in the Fock space can be represented by means
of an evolution operator Uˆ(t) defined so that
Ψ(t) = Uˆ(t)Ψ(0) , Ψ+(t) = Ψ+(0)Uˆ+(t) .
The evolution operator is additive, Uˆ(t+ t′) = Uˆ(t)Uˆ(t′). There exists the identity Uˆ(0) = 1ˆ
and the inverse Uˆ−1(t). From the norm conservation ||Ψ(t)||2 = ||Ψ(0)||2, we have
Ψ+(t)Ψ(t) = Ψ+(0)Ψ(0) = Ψ+(0)Uˆ+(t)Uˆ(t)Ψ(0) ,
which shows that Uˆ+(t)Uˆ(t) = 1ˆ. Hence the evolution operator is a unitary operator, such
that Uˆ+(t) = Uˆ−1(t), with Uˆ−1(t)Uˆ(t) = 1ˆ. By these properties, the evolution operators,
labeled by the time index, form the evolution group {Uˆ(t)}.
The Schro¨dinger equation for the wave function Ψ(t) is equivalent to the Schro¨dinger
equation for Uˆ(t),
i
d
dt
Uˆ(t) = HˆUˆ(t) , i
d
dt
Uˆ+(t) = −Uˆ+(t)Hˆ , (43)
where the fact that the Hamiltonian is self-adjoint, Hˆ+ = Hˆ , is used.
In general, the evolution operator cannot be represented in explicit form as a function of
the Hamiltonian. This is possible, only when the Lyappo-Danilevsky condition is valid:[
Hˆ,
∫ t
0
Hˆ dt
]
= 0 . (44)
If this is so, then the formal solution for the evolution operator is
Uˆ(t) = exp
{
−i
∫ t
0
Hˆ dt
}
.
This means that the commutator [
Hˆ, Uˆ(t)
]
= 0
has to be true.
In particular, for Hˆ not explicitly depending on t,
Uˆ(t) = exp
(
−iHˆt
)
.
But, in general, the evolution operator cannot be represented in such explicit forms.
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3.6 Liouville equation
An n-particle wave function in the Fock space can be written as
ϕn(t) =


0
.
.
.
0
Ψn(t)
0
.
.
.


.
A pure-state statistical operator is given by the product ρˆn(t) = ϕn(t)ϕ
+
n (t). It is the
normalized operator, with Trρˆn(t) = 1, which follows from the wave-function normalizations
||Ψn(t)|| = 1 and ||ϕn(t)|| = 1. The pure-state operator is idempotent, ρˆ2n(t) = ρˆn(t).
A mixed-state statistical operator can be written as
ρˆ(t) =
∑
n
wnϕn(t)ϕ
+
n (t) .
Since the statistical operator has to be semipositive and normalized, Trρˆ(t) = 1, it follows
that the weights wn are to be such that
0 ≤ wn ≤ 1 ,
∑
n
wn = 1 .
The time evolution reads as
ρˆ(t) = Uˆ(t)
∑
n
wnϕn(0)ϕ
+
n (0)Uˆ
+(t) .
Denoting the initial statistical operator
ρˆ(0) =
∑
n
wnϕn(0)ϕ
+
n (0) ,
we come to the form
ρˆ(t) = Uˆ(t)ρˆ(0)Uˆ+(t)
defining the time evolution of the statistical operator. The latter form leads to the Liouville
equation
i
d
dt
ρˆ(t) =
[
Hˆ, ρˆ(t)
]
, (45)
in which [Aˆ, Bˆ] ≡ AˆBˆ − BˆAˆ.
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3.7 Heisenberg picture
The observable quantities are given by the averages < Aˆ(t) >≡ Trρˆ(t)Aˆ, which, using the
evolution operator, can be written as
Trρˆ(t)Aˆ = Trρˆ(0)Uˆ+(t)AˆUˆ(t) .
The Heisenberg representation for the operators of observables is
Aˆ(t) ≡ Uˆ+(t)Aˆ(0)Uˆ(t) , (46)
with the initial condition Aˆ(0) = Aˆ. Therefore, we have
Trρˆ(0)Uˆ+(t)AˆUˆ(t) = Trρˆ(0)Aˆ(t) .
Then the observable quantities can be written in two equivalent forms:
< Aˆ(t) >= Trρˆ(t)Aˆ = Trρˆ(0)Aˆ(t) . (47)
The relation (46) can also be written as the Heisenberg equation of motion
i
d
dt
Aˆ(t) =
[
Aˆ(t), Hˆ(t)
]
. (48)
We should notice the difference of the Hamiltonian form in the Heisenberg equation from
that in the Liouville equation. In the latter, we have Hˆ , while the former contains
Hˆ(t) ≡ Uˆ+(t)HˆUˆ(t) .
Generally, Hˆ(t) does not equal Hˆ. This happens only when Hˆ commutes with the evolution
operator Uˆ , which holds true when the Hamiltonian Hˆ satisfies the Layppo-Danilevsky
condition (44).
The Heisenberg equation (48) leads to the time evolution of the observable quantities
i
d
dt
< Aˆ(t) > = <
[
Aˆ(t), Hˆ(t)
]
> .
In this way, one can use two representations. In the Schro¨dinger picture, one deals with
Ψ(t), ρˆ(t), and Aˆ(0). And in the Heisenberg picture, one employs Ψ(0), ρˆ(0), and Aˆ(t).
The generic form of the operators of observables is
Aˆ =
∞∑
n=0
1
n!
∫
ψ†(xn) . . . ψ
†(x1)An(x1, . . . , xn)ψ(x1) . . . ψ(xn) dx1 . . . dxn .
The time evolution of the field operator reads as
ψ(x, t) ≡ Uˆ+(t)ψ(x, 0)Uˆ(t) , (49)
with the initial condition ψ(x, 0) = ψ(x). This is equivalent to the equation of motion
i
∂
∂t
ψ(x, t) =
[
ψ(x, t), Hˆ(t)
]
, (50)
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where Hˆ(t) = Uˆ+(t)HˆUˆ(t).
For the Heisenberg representation of an operator of observable Aˆ(t) = Uˆ+(t)AˆUˆ(t), we
find
Aˆ(t) =
∞∑
n=0
1
n!
∫
ψ†(xn, t) . . . ψ
†(x1, t)An(x1, . . . , xn)ψ(x1, t) . . . ψ(xn, t) dx1 . . . dxn .
If the kernel An(x1, . . . , xn, t) explicitly depends on time, then the Heisenberg equation of
motion reads as
i
d
dt
Aˆ(t) =
[
Aˆ(t), Hˆ(t)
]
+ Uˆ+(t) i
∂Aˆ
∂t
Uˆ(t) . (51)
Again, one has to pay attention that, contrary to the Liouville equation, here we have Hˆ(t).
The commutation relations for the field operators from Sec. 2.2, can be represented for
the time-dependent field operators (49). To this end, we see that
[ψ(x, t), ψ(x′, t)]∓ = Uˆ
+(t)[ψ(x), ψ(x′)]∓Uˆ(t) ,
and similarly for other relations. Therefore, we obtain the equal-time commutation relations
[ψ(x, t), ψ(x′, t)]∓ = 0 , [ψ
†(x, t), ψ†(x′, t)]∓ = 0 , [ψ(x, t), ψ
†(x′, t)]∓ = δ(x−x′) . (52)
According to Sec. 2.3, the Hamiltonian reads as
Hˆ(t) =
∫
ψ†(x, t)
[
− ∇
2
2m
+ U(x, t)
]
ψ(x, t) dx+
+
1
2
∫
ψ†(x, t)ψ†(x′, t)Φ(x, x′)ψ(x′, t)ψ(x, t) dxdx′ , (53)
so that the equation of motion (50) becomes
i
∂
∂t
ψ(x, t) =
[
− ∇
2
2m
+ U(x, t)
]
ψ(x, t) +
∫
Φ(x, x′)ψ†(x′, t)ψ(x′, t)ψ(x, t) dx . (54)
It is important to stress that the Heisenberg equation of motion (50) for the field operator
is equivalent to the variational equation
i
∂
∂t
ψ(x, t) =
δHˆ(t)
δψ†(x, t)
. (55)
The proof of their equivalence is given in Ref. [43].
3.8 Local dynamics
Using the evolution equations in the Heisenberg representation, it is straightforward to derive
the equations for different local density operators [44]. Let us consider the local density of
particles
nˆ(x, t) ≡ ψ†(x, t)ψ(x, t) . (56)
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The density commutes with itself, [nˆ(x, t), nˆ(x′, t)] = 0, for any statistics. The integral of
the density gives the operator of the total number of particles
Nˆ =
∫
nˆ(x, t) dx .
And let us define the local current density of particles jˆ = jˆ(x, t) by the equation
jˆ ≡ − i
2m
[
ψ†(∇ψ)− (∇ψ†)ψ] , (57)
where, for short, we write ψ = ψ(x, t) and x = {r, . . .}.
First, it is easy to derive the continuity equation
∂nˆ
∂t
+∇ · jˆ = 0 . (58)
The equation for the current density follows:
∂jˆ
∂t
+
1
4m2
{
(∇2ψ†)(∇ψ)− ψ†∇(∇2ψ) + (∇ψ†)(∇2ψ)− [∇(∇2ψ†)]ψ} = (59)
= − 1
m
ψ†
[
∇(U + Φˆ)
]
ψ ,
where
Φˆ = Φˆ(x, t) ≡
∫
Φ(x, x′) nˆ(x′, t) dx′ .
Analogously, we can get the equation for the time variation of the Hamiltonian density
(density of energy)
Hˆ(x, t) ≡ 1
2m
∇ψ†(x, t) · ∇ψ(x, t) + ψ(x, t)
[
U(x) +
1
2
Φˆ(x, t)
]
ψ(x, t) , (60)
which can also be written in the form
Hˆ(x, t) ≡ ψ†(x, t)
[
− ∇
2
2m
+ U(x) +
1
2
Φˆ(x, t)
]
ψ(x, t) . (61)
The total energy Hamiltonian is Hˆ =
∫
Hˆ(x, t) dx.
It is worth emphasizing that the variation in space bears some analogy with the variation
in time. To show this, let us treat x as r. Consider the operator of momentum
Pˆ = m
∫
jˆ(r) dr =
∫
ψ†(r)(−i∇)ψ(r) dr .
We see that the commutator
[ψ(r), Pˆ] = −i∇ψ(r)
reminds us the Heisenberg evolution equation (50). Introducing the translation operator
Tˆ (r) ≡ exp(ir · Pˆ) , (62)
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we find
ψ(r) = Tˆ+(r)ψ(0)Tˆ (r) .
This is similar to the dependence of the field operator on time, as expressed through the
evolution operator in Eq. (49). That is, the translation operator (62) describes the spatial
variation in a manner similar to the description of the time evolution by means of the
evolution operator Uˆ(t).
The translation operator (62) enjoys the properties
Tˆ (0) = 1ˆ , Tˆ+(r)Tˆ (r) = 1ˆ , Tˆ−1(r) = Tˆ (−r) = exp(−ir · Pˆ) , Tˆ (r)Tˆ (r′) = Tˆ (r+ r′) .
Hence the family {Tˆ (r)} forms a unitary translation group.
3.9 Coherent states
Coherent states are the eigenstates of the annihilation operator. A coherent state |η >∈ F
is a solution of the eigenproblem
ψ(x)| η > = η(x)| η > , (63)
where ψ(x) ≡ ψ(x, 0) and η(x) is called coherent field. Being a vector of the Fock space, the
coherent state has the form
|η >=


η0
η1(x1)
η2(x1, x2)
.
.
.
ηn(x1, . . . , xn)
.
.
.


.
For short, we shall denote this coherent state as
|η >= [ηn(x1, . . . , xn)] .
A conjugate to |η > is |η >+≡< η|. The scalar product of two coherent states is
< η|ξ >=
∞∑
n=0
(ηn, ξn) ,
where the scalar product of the components is
(ηn, ξn) =
∫
η∗n(x1, . . . , xn)ξn(x1, . . . , xn) dx1 . . . dxn .
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By the definition of the annihilation operator, we have
ψ(x)| η > =
[√
n + 1 ηn+1(x1, . . . , xn, x)
]
.
Taking into account the definition of the coherent state (63), we get the recursion relation
√
n+ 1 ηn+1(x1, . . . , xn, x) = η(x)ηn(x1, . . . , xn) .
The iterative solution of the latter recursion relation results in the form
ηn(x1, . . . , xn) =
η0√
n!
n∏
i=1
η(xi) . (64)
The scalar product of the components (64) gives
(ηn, ξn) =
η∗0ξ0
n!
(η, ξ)n .
The scalar product of two coherent states reads as
< η|ξ > =
∞∑
n=0
η∗0ξ0
n!
(η, ξ)n = η∗0ξ0e
(η,ξ) ,
where
(η, ξ) ≡
∫
η∗(x)ξ(x) dx .
The coherent state can be normalized as
|| |η > ||2 =< η|η >= 1 ,
which defines
|η0| = exp
{
− 1
2
(η, η)
}
.
In this way, the scalar product of two normalized coherent states becomes
< η|ξ > = exp
{
− 1
2
(η, η) + (η, ξ)− 1
2
(ξ, ξ)
}
.
Since 0 < | < η|ξ > | ≤ 1, it follows that the coherent states are not orthogonal with each
other. The set {|η >} forms an overcomplete basis for which the resolution of unity holds
true: ∫
|η >< η| Dη = 1ˆ .
Integration over the coherent fields can be introduced as follows. Let us take an orthonor-
mal complete basis {χk(x)} and let us expand the coherent field as
η(x) =
∑
k
ckχk(x) , ck ≡ |ck|eiαk ,
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with αk real-valued and 0 ≤ |ck| ≤ 1. Then the integration over the complex-valued coherent
field is defined with the help of the differential measure
Dη ≡
∏
k
d|ck|2 dαk
2pi
.
A coherent state |η > is an eigenstate of the annihilation operator, but it is not an
eigenstate of the creation operator ψ†(x). This is seen from the action
ψ†(x)| η > =
[√
n Sˆηn−1(x1, . . . , xn−1) δ(xn − x)
]
.
However, we have the equation
< η| ψ†(x) = < η| η∗(x) .
In view of Eq. (64), the coherent state can be represented as
|η > =
∞∑
n=0
η0
n!
(∫
η(x)ψ†(x) dx
)n
| 0 > .
In turn, the latter takes the form
|η > = η0 exp
{∫
η(x)ψ†(x) dx
}
| 0 > . (65)
Since the coherent state pertains to the ideal Fock space, its components possess the
symmetry property
Pˆijηn(x1, . . . , xn) = ±ηn(x1, . . . , xn)
with respect to the permutation of the variables xi and xj , for i 6= j. Therefore the coherent
fields satisfy the commutation relations
η(xi)η(xj)− η(xj)η(xi) = 0 (Bose)
in the case of bosons and the anticommutation relations
η(xi)η(xj) + η(xj)η(xi) = 0 (Fermi)
in the case of fermions. For bosons, the coherent field is a complex-valued function. While
the fermionic coherent fields are Grassmann variables.
Time-dependent coherent states can be defined in the same way as it is done for other
states in the Fock space:
|η(t) > = Uˆ(t)|η >= [ηn(x1, . . . , xn, t)] . (66)
The invariance of the normalization is assumed, so that
< η(t)|η(t) > = < η|η >= 1 .
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By treating the coherent state as an eigenstate of the annihilation operator satisfying the
eigenproblem
ψ(x)|η(t) > = η(x, t)|η(t) > , (67)
we get the definition of a time-dependent coherent field η(x, t). The latter equation is
equivalent to
ψ(x)Uˆ(t)|η > = η(x, t)Uˆ(t)|η > ,
from where
Uˆ+(t)ψ(x)Uˆ(t)|η > = η(x, t)|η > .
With ψ(x, t) = Uˆ+(t)ψ(x)Uˆ(t), we obtain another form of Eq. (67) as
ψ(x, t)|η > = η(x, t)|η > . (68)
Using the time-dependent coherent states, it is possible to pass to the coherent-state
representation for the operators of observables. For instance, the number-of-particle operator
yields
< η|Nˆ(t)|η > =
∫
|η(x, t)|2 dx .
And for the Hamiltonian, we find
< η|Hˆ(t)|η > =
∫
η∗(x, t)
[
− ∇
2
2m
+ U(x)
]
η(x, t) dx+
+
1
2
∫
|η(x, t)|2Φ(x, x′)|η(x′, t)|2 dxdx′ .
The temporal derivative gives
< η | i ∂
∂t
ψ(x, t) | η > = i ∂
∂t
η(x, t) .
The evolution equation (55) transforms into the equation
i
∂
∂t
η(x, t) =
δ < η|Hˆ(t)|η >
δη∗(x, t)
. (69)
Explicitly, we obtain the coherent-field equation
i
∂
∂t
η(x, t) =
[
− ∇
2
2m
+ U(x) +
∫
Φ(x, x′)|η(x′, t)|2 dx′
]
η(x, t) . (70)
This is the nonlinear Schro¨dinger equation.
Presenting the solution in the form
η(x, t) = η(x)e−iEt ,
we get the stationary coherent-field equation[
− ∇
2
2m
+ U(x) +
∫
Φ(x, x′)|η(x′)|2 dx′
]
η(x) = Eη(x) . (71)
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It is important to keep in mind that, as is seen, the above equation has a meaning, provided
that the interaction potential is integrable, such that∣∣∣∣
∫
Φ(x, x′) dx′
∣∣∣∣ <∞ .
The coherent-field is defined by this equation up to an arbitrary global phase, that is, the
general solution is ηα(x, t) = e
iαη(x, t), with α being an arbitrary real-valued quantity.
More information on coherent states can be found in the books [45, 46].
3.10 Density matrices
Statistical averages of the products of field operators define the reduced density matrices [25].
An n-order density matrix is defined as
ρn(x1, . . . , xn, x
′
1, . . . , x
′
n, t) ≡ Tr ψ(x1) . . . ψ(xn)ρˆ(t)ψ†(x′n) . . . ψ†(x′1) = (72)
= Tr ψ(x1, t) . . . ψ(xn, t)ρˆψ
†(x′n, t) . . . ψ
†(x′1, t) =
= < ψ†(x′n, t) . . . ψ
†(x′1, t)ψ(x1, t) . . . ψ(xn, t) > .
They are symmetric with respect to the simultaneous permutation of xi with xj and x
′
i with
x′j ,
Pˆijρn(x1, . . . , xn, x
′
1, . . . , x
′
n, t) = ρn(x1, . . . , xn, x
′
1, . . . , x
′
n, t) .
Also, they enjoy the following properties:
ρ∗n(x1, . . . , xn, x
′
1, . . . , x
′
n, t) = ρn(x
′
n, . . . , x
′
1, xn, . . . , x1, t) ,
ρn(x1, . . . , xn, x
′
1, . . . , x
′
n, t) = ρn(xn, . . . , x1, x
′
n, . . . , x
′
1, t) ,
ρ∗n(x1, . . . , xn, x
′
1, . . . , x
′
n, t) = ρn(x
′
1, . . . , x
′
n, x1, . . . , xn, t) .
The matrices are called reduced because their partial integration reduces them to lower-
order matrices. Suppose we consider the restricted number-conserving space FN , for which
the number of particles is fixed, so that for ϕN ∈ FN , one has NˆϕN = NϕN . Then, it follows
that < NˆAˆ >= N < Aˆ >. For the second-order density matrix, we have
ρ2(x, x
′′, x′, x′′, t) = < nˆ(x′′, t)ψ†(x′, t)ψ(x, t) > − δ(x′ − x′′)ρ1(x, x′′, t) ,
where nˆ(x, t) ≡ ψ†(x, t)ψ(x, t) is the number-of-particle density. Integrating over x′′ yields∫
ρ2(x, x
′′, x′, x′′, t) dx′′ = < Nˆψ†(x′, t)ψ(x, t) > −ρ1(x, x′, t) .
On the restricted Fock space FN ,
< Nˆψ†(x′, t)ψ(x, t) > = Nρ1(x, x
′, t) .
Therefore, ∫
ρ2(x, x
′′, x′, x′′, t) dx′′ = (N − 1)ρ1(x, x′, t) .
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The name of the matrices contains the term density, since the diagonal element of the
first-order matrix
ρ1(x, x
′, t) = < ψ†(x′, t)ψ(x, t) >
defines the particle density
ρ1(x, x, t) =< ψ
†(x, t)ψ(x, t) >≡ ρ(x, t) .
The namematricesmeans that these objects can be treated as matrices. Thus, the matrix
ρˆn = [ρn(x1, . . . , xn, x
′
1, . . . , x
′
n, t)]
is a matrix with respect to the x-variables. This matrix is evidently self-adjoint, ρˆ+n = ρˆn,
and semipositive, since
(fn, ρˆnfn)
||fn||2 ≥ 0 .
Here, the scalar product
(fn, ρˆnfn) ≡
∫
f ∗n(x1, . . . , xn)ρ(x1, . . . , xn, x
′
1, . . . , x
′
n, t)fn(x
′
1, . . . , x
′
n) dx1 . . . dxn dx
′
1 . . . dx
′
n
and the vector norm
||fn||2 = (fn, fn) =
∫
f ∗n(x1, . . . , xn)fx(x1, . . . , xn) dx1 . . . dxn
are used.
The norm of an n-order density matrix is given by the expression
||ρˆn|| ≡ sup
||fn||=1
|(fn, ρˆnfn)| .
The eigenproblem
ρˆnfnj = λnj fnj ,
implies the equation∫
ρn(x1, . . . , xn, x
′
1, . . . , x
′
n, t)fnj(x
′
1, . . . , x
′
n) dx
′
1 . . . dx
′
n = λnjfnj(x1, . . . , xn) .
Being self-adjoint and semipositive, the density matrix enjoys real non-negative eigenvalues.
The largest of the eigenvalues defining the norm
||ρˆn|| = sup
j
λnj ≡ λn
is of special importance characterizing the level of ordering in the system.
The normalization for the density matrices can be summarized as follows:
Trρˆ1 ≡
∫
ρ1(x, x, t) dx = N ,
Trρˆ2 ≡
∫
ρ2(x1, x2, x1, x2, t) dx1dx2 = N(N − 1) ,
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Trρˆn ≡
∫
ρn(x1, . . . , xn, x1, . . . , xn, t) dx1 . . . dxn =
N !
(N − n)! .
The level of ordering in the system can be described [25, 26] by the order indices
ω(ρˆn) ≡ log ||ρˆn||
log Trρˆn
. (73)
Keeping in mind that N ≫ n ≥ 1, we may use the Stirling formula z! ≃ √2pi e−z zz+1/2, in
which |z| → ∞. Then, we have
N !
(N − n)! ≃
(
N
e
)n
, log
N !
(N − n)! ≃ n logN .
As a result, the order index (73) reads as
ω(ρˆn) =
log λn
n logN
, (74)
for N ≫ n ≥ 1.
The order indices allow us to distinguish between long-range order, mid-range order, and
short-range order [25,26]. This is contrary to the order parameters that distinguish only the
long-range order from the absence of such an order.
By means of the reduced density matrices, it is possible to express the statistical averages
of operators of observables. In the general case, we have
< Aˆ(t) > =
∞∑
n=0
1
n!
∫
lim
{x′i→xi}
An(x1, . . . , xn)ρn(x1, . . . , xn, x
′
1, . . . , x
′
n, t) dx1 . . . dxn .
In particular cases, for the average of the number-of-particle operator, we get
< Nˆ > =
∫
ρ1(x, x, t) dx = N .
For the kinetic-energy operator,
< Kˆ > =
∫
lim
x′→x
(
− ∇
2
2m
)
ρ1(x, x
′, t) dx .
And for the potential-energy operator
< Wˆ > =
∫
U(x)ρ1(x, x, t) dx+
1
2
∫
Φ(x1, x2)ρ2(x1, x2, x1, x2, t) dx1dx2 .
The total internal energy is E ≡ < Hˆ > = < Kˆ > + < Wˆ >.
The equations of motion for the reduced density matrices follow from their definition and
Eq. (54) for the field operator. The first-order density matrix satisfies the equation
i
∂
∂t
ρ1(x1, x2, t) =
[
− ∇
2
1
2m
+ U(x1) +
∇22
2m
− U(x2)
]
ρ1(x1, x2, t)+ (75)
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+∫
[Φ(x1, x3)− Φ(x2, x3)] ρ2(x1, x3, x2, x3, t) dx3 ,
involving the second-order matrix. The equation for the second-order matrix involves the
third-order matrix, and so on. The sequence of these equations is called the Bogolubov -
Born - Green - Kirkwood - Yvon hierarchy [44, 47–49].
Particle correlations are characterized by the pair correlation function
g(x, x′, t) ≡ < ψ
†(x, t)ψ†(x′, t)ψ(x′, t)ψ(x, t) >
ρ(x, t)ρ(x′, t)
,
which is expressed through the second-order density matrix:
g(x, x′, t) =
ρ2(x, x
′, x, x′, t)
ρ(x, t)ρ(x′, t)
.
The pair correlation function is real, g∗(x, x′, t) = g(x, x′, t) and symmetric, g(x′, x, t) =
g(x, x′, t). It satisfies the asymptotic condition
g(x, x′, t)→ 1 (|x− x′| → ∞),
following from the clustering property (42).
4 Statistical states
In this section, different types of statistical states are treated and their properties are dis-
cussed. Several important mathematical facts are presented, which are widely used for
describing quantum systems.
4.1 Gibbs entropy
Gibbs entropy is the central notion for characterizing statistical states. It is also called
Shannon entropy or information entropy, since it quantifies the amount of the unavailable
information on the considered system. For a statistical operator ρˆ, the Gibbs entropy is
S(t) ≡ −Trρˆ(t) ln ρˆ(t) . (76)
Since ρˆ(t) is semipositive, bounded, and normalized to unity, S(t) is semipositive, S(t) ≥ 0.
Here and in what follows, the functions of operators are defined by the rule
f(Aˆ) ≡
∞∑
n=0
f (n)(a)
n!
(
Aˆ− a
)n
, f (n)(a) ≡ d
nf(a)
dan
,
where a is a convenient nonoperator quantity. Below, several important facts, related to the
Gibbs entropy are proved.
Liouville theorem. Gibbs entropy does not change with time:
S(t) = S(0) . (77)
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Proof. The time evolution of the statistical operator is given by the relation
ρˆ(t) = Uˆ(t) ρˆ Uˆ+(t) ,
where ρˆ ≡ ρˆ(0). By the definition of the function of an operator, we have
ln ρˆ(t) = Uˆ(t) ln ρˆ Uˆ+(t) .
Therefore
S(t) = −Tr ρˆ(0) ln ρˆ(0) = S(0) ,
which proves equality (77). 
Gibbs inequality. Let Aˆ and Bˆ be semi-positive operators, possessing traces, then
TrAˆ ln Aˆ− TrAˆ ln Bˆ ≥ Tr
(
Aˆ− Bˆ
)
. (78)
Proof. For a semi-positive operator Aˆ, one has
ln Aˆ ≥ 1− Aˆ−1 .
Similarly,
ln Aˆ− ln Bˆ = ln(AˆBˆ−1) ≥ 1− Aˆ−1Bˆ .
From here,
Aˆ ln(AˆBˆ−1) ≥ Aˆ− Bˆ .
Then inequality (78) follows. 
Let us introduce the entropy operator
Sˆ(t) ≡ − ln ρˆ(t) . (79)
And let us define the average entropy
S(t) ≡ Trρˆ(0)Sˆ(t) . (80)
Notice that the average entropy does not equal Trρˆ(t)Sˆ(0).
Nondecrease of average entropy. The average entropy (80) does not decrease with
time:
S(t) ≥ S(0) . (81)
Proof. By the definition of the average entropy, one has
S(t)− S(0) = Trρˆ [ln ρˆ− ln ρˆ(t)] .
The proof follows the same arguments as in the proof of the Gibbs inequality. We have
ln ρˆ− ln ρˆ(t) = ln ρˆρˆ−1(t) .
Since
ln ρˆρˆ−1(t) ≥ 1− ρˆ−1ρˆ(t) ,
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we get
S(t)− S(0) ≥ Trρˆ [1− ρˆ−1ρˆ(t)] .
Then
Trρˆ
[
1− ρˆ−1ρˆ(t)] = Trρˆ− Trρˆ(t) .
As far as Trρˆ = Trρˆ(t) = 1, we come to the inequality
S(t)− S(0) ≥ 0 ,
which yields Eq. (81). 
4.2 Information functionals
The Gibbs entropy serves as an efficient tool for defining the form of the statistical operators.
This is done employing the principle of minimal information, which implies a conditional
maximum of entropy under given additional constraints. The idea of this principle goes back
to Gibbs [34, 35, 50] and has also been considered by Shannon [51] and Janes [52]. General
formulation and different applications have been studied in Refs. [33, 46].
Suppose that some operators of local observables Aˆi ∈ A at t = 0 are assumed to give
the known observable quantities
Ai ≡ < Aˆi > = TrρˆAˆi , (82)
enumerated with i = 0, 1, 2, . . .. One of the quantities is always Aˆ0 ≡ 1ˆ, which guarantees
the normalization condition
< 1ˆ >= Trρˆ = 1 .
The operators entering constraint (82) are termed the constraint operators. The information
functional, or simply information, is
I[ρˆ] ≡ −S +
∑
i
λi
(
TrρˆAˆi − Ai
)
, (83)
where λi are Lagrange multipliers, controlling the validity of conditions (82) through the
variation δI[ρˆ]/δλi = 0. The statistical operator is supposed to be such that to provide the
minimum of information (83). Minimization with respect to ρˆ implies
δI[ρˆ]
δρˆ
= 0 ,
δ2I[ρˆ]
δρˆ2
> 0 .
Using the derivatives
δ
δρˆ
TrρˆAˆi = Aˆi ,
δ
δρˆ
ln ρˆ = ρˆ−1
leads to the Gibbs statistical operator
ρˆ =
1
Z
exp
(
−
∑
i>0
λiAˆi
)
, (84)
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where
Z = Tr exp
(
−
∑
i>0
λiAˆi
)
is called the partition function. The second derivative is positive, since
δ2I[ρˆ]
δρˆ2
= ρˆ−1 > 0 .
In the same way, it is possible to find the statistical operator, when the local operator
densities at t = 0 yield the known densities of observables
Ai(x) ≡ < Aˆi(x) > = TrρˆAˆi(x) . (85)
Then one defines the local information functional
Iloc[ρˆ] ≡ −S +
∑
i
∫
λi(x)
[
TrρˆAˆi(x)−Ai(x)
]
dx . (86)
The minimization of information (86) results in the statistical operator
ρˆ =
1
Z
exp
{
−
∑
i>0
∫
λi(x)Aˆi(x) dx
}
, (87)
with the partition function
Z = Tr exp
{
−
∑
i>0
∫
λi(x)Aˆi(x) dx
}
.
The statistical operator (87) is called the local-equilibrium or quasi-equilibrium statistical
operator.
4.3 Equilibrium states
A statistical state is the set {< Aˆ(t) >} of the averages of all operators of local observables.
By this definition, a statistical state possesses several general properties that are studied in
the algebraic approach [53].
An equilibrium state does not depend on time, so that < Aˆ(t) >=< Aˆ(0) > for all
averages from the state {< Aˆ(t) >}. This implies that ρˆ(t) = ρˆ(0) = ρˆ, because of which
[Hˆ, ρˆ] = 0. The latter means that the statistical operator ρˆ is an integral of motion. Hence
it has to be a function of Hˆ and other integrals of motion. An integral of motion Cˆ is an
operator for which
[Cˆ, Hˆ] = 0 , i
d
dt
Cˆ = [Cˆ, Hˆ] = 0 .
The Hamiltonian Hˆ is, clearly, also an integral of motion.
Replacing in the information functionals Aˆi by Cˆi, and minimizing the information, we
get the Gibbs statistical operator
ρˆ =
1
Z
exp
(
−
∑
i
λiCˆi
)
,
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with the partition function
Z = Tr exp
(
−
∑
i
λiCˆi
)
.
The statistical state {< Aˆ >}, composed of the averages < Aˆ > ≡ TrρˆAˆ, with the Gibbs
statistical operator, is termed the Gibbs state.
One says that ρˆ defines a statistical ensemble, which is a collection of possible dynamical
states of a physical system. More rigorously, a statistical ensemble is a pair {F , ρˆ} of the
Fock space of microscopic states F and a statistical operator ρˆ. Depending on the choice
of the constraint operators, there are different statistical ensembles represented by different
statistical operators.
If, in addition to the normalization condition, one considers the sole constraint operator
that is the Hamiltonian energy operator Hˆ, then the principle of minimal information yields
the Gibbs canonical operator
ρˆ =
1
Z
e−βHˆ , Z = Tre−βHˆ , (88)
where β is inverse temperature, βT ≡ 1. The statistical operator ρˆ describes the Gibbs
canonical ensemble. In this ensemble, the role of a thermodynamic potential is played by
the free energy F = F (T, V,N,M), which can be defined by the equality
Tre−βHˆ ≡ e−βF .
Therefore
F ≡ −T lnZ = −T ln Tre−βHˆ . (89)
Other thermodynamic quantities can be found through the free energy, for instance
S = −
(
∂F
∂T
)
V N
= β
(
< Hˆ > −F
)
, E ≡ < Hˆ >= F + TS .
The Gibbs entropy (information entropy) coincides with the thermodynamic entropy,
S = −Trρˆ ln ρˆ = β(E − F ) .
When, in addition to the normalization condition, as the constraint operators one takes
the Hamiltonian energy Hˆ and the number-of-particle operator Nˆ , then one gets the grand
canonical operator
ρˆ =
1
Z
e−β(Hˆ−µNˆ) , Z = Tre−β(Hˆ−µNˆ) , (90)
where µ is chemical potential. This statistical operator describes the grand canonical ensem-
ble. The corresponding thermodynamic potential is the grand potential Ω = Ω(T, V, µ,M)
defined by the equality
Tre−β(Hˆ−µNˆ) ≡ e−βΩ .
This means that
Ω = −T ln Tre−β(Hˆ−µNˆ) . (91)
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The grand potential Ω = F − µN defines other thermodynamic quantities, for example, the
entropy
S = −
(
∂Ω
∂T
)
V µ
= β(E − µN − Ω) .
The Gibbs and thermodynamic entropies coincide, so that the above expression of the entropy
equals S = −Trρˆ ln ρˆ.
Generally, different statistical ensembles can describe different physical situations. If the
considered systems are physically different, then one of the ensembles may be appropriate
for characterizing one of the system, while another ensemble may be not appropriate for the
same system, but appropriate for the other system. In that sense, the statistical ensembles
do not need to be completely equivalent. Though in the majority of the cases, the ensembles
are equivalent, so that any of them can be used.
It is possible to distinguish the ensemble equivalence in two senses. One meaning is the
thermodynamic equivalence of ensembles, when the thermodynamic characteristics, calcu-
lated for different ensembles, coincide, after being expressed through the same variables, so
that
S = −
(
∂F
∂T
)
V N
= −
(
∂Ω
∂T
)
V µ
, P = −
(
∂F
∂V
)
TN
= −
(
∂Ω
∂V
)
Tµ
.
Another meaning is the statistical equivalence of ensembles, when the statistical states
coincide, so that the observable quantities calculated in one ensemble, say in the canonical
ensemble giving < Aˆ >N , coincide with the same observable calculated in another ensemble,
say in the grand canonical ensemble giving < Aˆ >µ, after taking into account the relation
between the chemical potential and the number of particles.
4.4 Representative ensembles
In order to correctly characterize a system, one has to chose a representative statistical
ensemble, which is an ensemble that uniquely describes the considered system [33,34,54,55].
Actually, the problem of ensemble equivalence is meaningful only for representative ensembles
[55].
An equilibrium statistical ensemble is a pair {F , ρˆ} of the Fock space and a statistical
operator. To uniquely describe the system, the ensemble must be representative, which
requires that the statistical operator has to be defined taking into account all constraints that
are necessary for the unique system description. For this, one has to consider the necessary
constraint operators, Cˆ+i = Cˆi that are assumed to be self-adjoint, but not necessarily
integrals of motion. These constraint operators define the corresponding statistical conditions
Ci = < Cˆi > = TrρˆCˆi , (92)
with the trace over F .
The first standard constraint is the normalization condition for the statistical operator,
1 = < 1ˆF > = Trρˆ ,
where 1ˆF is a unity operator in F . Another usual condition is the definition of the internal
energy
E = < Hˆ > = TrρˆHˆ .
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Keeping in mind the normalization condition, the definition of the internal energy, and
other constraints (92), required for the unique description of the system, we construct the
information functional
I[ρˆ] = Trρˆ ln ρˆ+ λ0(Trρˆ− 1) + β(TrρˆHˆ − E) + β
∑
i
νi(TrρˆCˆi − Ci) ,
in which λ0, β, and βνi are the Lagrange multipliers.
The minimization of the information functional gives the statistical operator
ρˆ =
1
Z
e−βH , (93)
in which the grand Hamiltonian
H = Hˆ +
∑
i
νiCˆi (94)
is introduced. The partition function is Z = exp(1 + λ0) = Tr exp−βH. Such a statistical
operator defines the representative statistical ensemble {F , ρˆ}.
4.5 Action functional
A nonequilibrium statistical ensemble is a pair {F , ρˆ(t), where the statistical operator is a
function of time characterized by an evolution operator and an initial condition ρˆ ≡ ρˆ(0).
In quantum field theory, the system evolution is defined by an action functional [56]. The
temporal energy operator is written in the form
Eˆ ≡
∫
ψ†(x, t) i
∂
∂t
ψ(x, t) dx . (95)
The system dynamical properties are described by the Lagrangian Lˆ ≡ Eˆ−Hˆ and the action
functional
A[ψ] ≡
∫ (
Lˆ− νiCˆi
)
dt =
∫ (
Eˆ −H
)
dt , (96)
taking into account the constraints that uniquely define the system. Here H is the grand
Hamiltonian (94).
The equations of motion are given by the extremum of the action functional,
δA[ψ]
δψ†(x, t)
= 0 ,
δA[ψ]
δψ(x, t)
= 0 . (97)
From the form of the action functional (96), it follows that the extremization of the action
functional is identical to the variational equation
i
∂
∂t
ψ(x, t) =
δH
δψ†(x, t)
. (98)
And the latter, as has been proved [43], is equivalent to the Heisenberg equation of motion
i
∂
∂t
ψ(x, t) = [ψ(x, t), H ] . (99)
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A representative ensemble takes into account all statistical conditions, necessary for the
unique description of the considered statistical system. By defining a representative ensem-
ble, one comes to the notion of the grand Hamiltonian. And, as is shown above, the grand
Hamiltonian governs both the statistical properties of equilibrium systems as well as the
temporal evolution of nonequilibrium systems. This means that the Liouville equation for
the statistical operator must also contain the grand Hamiltonian.
4.6 Fluctuations and stability
In section 2.2, it is explained that in equilibrium systems, susceptibilities are to be posi-
tive and finite. Here we show how the susceptibilities are connected with fluctuations of
observable quantities.
Observable quantities are represented by self-adjoint operators. Fluctuations of an ob-
servable, corresponding to an operator Aˆ, are characterized by the variance or dispersion
var(Aˆ) ≡ < Aˆ+Aˆ > − | < Aˆ > |2 . (100)
Generally, variance (100) can be defined for any Aˆ. For a self-adjoint Aˆ+ = Aˆ, it reduces to
var(Aˆ) ≡ < Aˆ2 > − < Aˆ >2 . (101)
By this definition, var(Aˆ) ≥ 0, since
var(Aˆ) = < (Aˆ− < Aˆ >)2 > .
That is why susceptibilities are to be non-negative.
Let us consider specific heat
CV =
1
N
(
∂E
∂T
)
V N
=
T
N
(
∂S
∂T
)
V N
,
which can also be expressed through the second derivatives
CV = − T
N
(
∂2F
∂T 2
)
V N
= − T
N
(
∂2Ω
∂T 2
)
V µ
.
Using this definition, for the specific heat we have
CV =
var(Hˆ)
NT 2
, (102)
which shows that it characterizes energy fluctuations.
Consider now the isothermal compressibility
κT = − 1
V
(
∂V
∂P
)
TN
=
1
Nρ
(
∂N
∂µ
)
TV
,
which can also be written as
κT = − 1
Nρ
(
∂2Ω
∂µ2
)
TV
=
1
ρ2
(
∂2P
∂µ2
)
TV
.
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Therefore for the compressibility, we get
κT =
var(Nˆ)
NρT
, (103)
which means that it describes the number-of-particle fluctuations.
The number-of-particle variance can be written as
var(Nˆ) =
∫
[< nˆ(x)nˆ(x′) > −ρ(x)ρ(x′)] dxdx′ ,
being expressed through the density-density correlation function
< nˆ(x)nˆ(x′) > = ρ2(x, x
′, x, x′) + ρ(x)δ(x− x′) .
Therefore, it can be written as
var(Nˆ) = N +
∫
ρ(x)ρ(x′)[g(x, x′)− 1] dxdx′ . (104)
Considering the magnetic susceptibility, we take into account that an external magnetic
field B enters the Hamiltonian through the expression −∑Ni=1 Mˆi · B, where Mˆi is the
magnetic-moment operator of an i-particle. The magnetic susceptibility tensor is defined as
χαβ =
1
N
∂Mα
∂Bβ
,
where the components of the average magnetization are
Mα = − ∂G
∂Bα
= < Mˆα > , Mˆ ≡
N∑
i=1
Mˆi .
Then the susceptibility tensor is
χαβ = − 1
N
∂2G
∂Bα∂Bβ
=
< MˆαMˆβ > − < Mˆα >< Mˆβ >
NT
.
The diagonal elements of the tensor give the magnetic susceptibilities
χαα =
var(Mˆα)
NT
, (105)
which shows that they describe magnetic-moment fluctuations.
Being proportional to the variances of the related observables, all these susceptibilities
are non-negative:
CV ≥ 0 , κT ≥ 0 , χαα ≥ 0 ,
which is a part of the stability conditions. For the stability of an equilibrium system it is
also required that the susceptibilities be finite:
CV <∞ , κT <∞ , χαα <∞ .
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This means that the stability conditions, in terms of the variance of observables, are
0 ≤ var(Aˆ)
N
<∞ . (106)
This has to be valid for any N , including N →∞.
When var(Aˆ) ∝ N , this is called the thermodynamically normal dispersion corresponding
to thermodynamically normal fluctuations. And if var(Aˆ) ∝ Nγ , with γ > 1, this is called
the thermodynamically anomalous dispersion describing thermodynamically anomalous fluc-
tuations. Thermodynamically anomalous fluctuations imply the system instability.
Summarizing, the susceptibilities
CV =
var(Hˆ)
NT 2
, κT =
var(Nˆ)
NρT
, χαα =
var(Mˆα)
NT
describe the fluctuations of the corresponding observables, they are expressed through the
variance of the related operators and have to be non-negative and finite for any equilibrium
system.
4.7 Gibbs-Bogolubov inequality
A very important result, widely used in statistical physics is the inequality, first, proved by
Gibbs for classical systems and then extended by Bogolubov to quantum systems, because
of which it is named the Gibbs-Bogolubov inequality.
Let us consider two self-adjoint operators Aˆ and Bˆ. And let us define the functionals
F (Aˆ) ≡ −T ln Tre−βAˆ , F (Bˆ) ≡ −T ln Tre−βBˆ .
We introduce the averages
< Aˆ >A ≡ TrρˆAAˆ , < Aˆ >B ≡ TrρˆBAˆ ,
in which
ρˆA ≡ e
−βAˆ
Tre−βAˆ
, ρˆB ≡ e
−βBˆ
Tre−βBˆ
.
Then the following theorem is valid.
Gibbs-Bogolubov inequality. For the quantities F (Aˆ) and F (Bˆ), one has
F (Aˆ) ≤ F (Bˆ) + < Aˆ− Bˆ >B (107)
and
< Aˆ− Bˆ >A + F (Bˆ) ≤ F (Aˆ) . (108)
Proof. According to the above definitions, we have
TrρˆB ln ρˆB = β
[
F (Bˆ)− < Bˆ >B
]
,
TrρˆB ln ρˆA = β
[
F (Aˆ)− < Aˆ >B
]
.
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By the Gibbs inequality (78),
TrρˆB ln ρˆB ≥ TrρˆB ln ρˆA .
From here, we get inequality (107). Interchanging Aˆ and Bˆ, we come to inequality (108). 
The most often used application of the Gibbs-Bogolubov inequality is for finding the best
variational approximation for a complicated problem. Suppose we need to calculate the free
energy
F (Hˆ) = −T ln Tre−βHˆ ,
which is impossible to calculate exactly. Then we can take an approximate free energy
F (Hˆapp) = −T ln Tre−βHˆapp ,
defined through an approximate Hamiltonian Happ. We use the notation
< Aˆ > = Tr ρˆAˆ , ρˆ =
exp(−βHˆ)
Tr exp(−βHˆ) ,
< Aˆ >app= Tr ρˆappAˆ , ρˆapp =
exp(−βHˆapp)
Tr exp(−βHˆapp)
.
Then, by the Gibbs-Bogolubov inequality,
F (Hˆ) ≤ F (Hˆapp) + < Hˆ − Hˆapp >app . (109)
The best approximation is obtained by minimizing the right-hand side of inequality (109),
that is, by choosing the approximate Hamiltonian that provides such a minimization.
A particular form of the Gibbs-Bogolubov inequality is derived for zero temperature,
when T → 0, hence β →∞. By the definition of the trace,
Tre−βHˆ =
∑
k
ϕ+k e
−βHˆϕk ,
where ϕk can be taken as the eigenfunctions of the Hamiltonian,
Hˆϕk = Ekϕk .
The ground-state energy is
E0 ≡ min
k
Ek = (ϕ0, Hˆϕ0) .
Assuming a non-degenerate spectrum, the above trace can be rewritten as
∑
k
ϕ+k e
−βHˆϕk = e
−βE0
[
1 +
∑
k 6=0
e−β(Ek−E0)
]
.
Since Ek −E0 > 0 for k 6= 0, we have
Tre−βHˆ ≃ e−βE0 (β →∞) .
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Therefore
F (Hˆ) ≃ E0 (T → 0) .
Respectively, when temperature tends to zero, we get
< Aˆ > ≃ (ϕ0, Aˆϕ0) (T → 0) .
For the approximate Hamiltonian, one has
Hˆappϕ
app
k = E
app
k ϕ
app
k , E
app
0 =
(
ϕapp0 , Hˆappϕ
app
0
)
.
Similarly to the case of the exact Hamiltonian,
Fˆ (Hˆapp) ≃ Eapp0 (T → 0)
and
< Aˆ >app≃
(
ϕapp0 , Aˆϕ
app
0
)
(T → 0) .
In that way, the Gibbs-Bogolubov inequality at T = 0 reduces to the inequality
E0 ≤
(
ϕapp0 , Hˆϕ
app
0
)
, (110)
which is called the Rayleigh-Ritz inequality or the variational principle.
4.8 Bogolubov inequalities
Bogolubov has proved several more useful inequalities [30, 48, 49]. One of them concerns
the statistical average of the product of two operators < AˆBˆ >, with a Hamiltonian H .
Generally, this average < AˆBˆ > can be treated as a bilinear form, that is a form linear in
both Aˆ and Bˆ. The required conditions are (< Aˆ+Aˆ >) ≥ 0 and < AˆBˆ >∗=< Bˆ+Aˆ+ >.
For statistical averages, these conditions are always valid. Note that Aˆ+Aˆ is a semi-positive
operator.
Bogolubov inequality for products. The bilinear form < AˆBˆ >, satisfies the in-
equality ∣∣∣< AˆBˆ >∣∣∣2 ≤ < AˆAˆ+ >< Bˆ+Bˆ > . (111)
Proof. Let us consider the form
<
(
xBˆ+ + yAˆ
)(
x∗Bˆ + y∗Aˆ+
)
> ≥ 0 ,
which is non-negative for arbitrary complex numbers x and y. This can be rewritten as
|x|2 < Bˆ+Bˆ > +xy∗ < Bˆ+Aˆ+ > +x∗y < AˆBˆ > +|y|2 < AˆAˆ+ > ≥ 0 .
Setting
x = − < AˆBˆ > , y = < Bˆ+Bˆ >
yields
< AˆAˆ+ >< Bˆ+Bˆ >2 −
∣∣∣< AˆBˆ >∣∣∣2 < Bˆ+Bˆ > ≥ 0 .
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If < Bˆ+Bˆ > 6= 0, then the Bogolubov inequality follows.
And if < Bˆ+Bˆ >= 0, then we set x = z < AˆBˆ > and y = 1, with z being a real-valued
number. This gives
2z
∣∣∣< AˆBˆ >∣∣∣2+ < AˆAˆ+ > ≥ 0 .
Let us send z → −∞. Then the left-hand side tends to −∞, if < AˆBˆ > is nonzero. This
is impossible. Hence < AˆBˆ > = 0 when < Bˆ+Bˆ > = 0. The Bogolubov inequality again
holds true. 
Another inequality has been proved by Bogolubov for the average of the commutators of
two operators Aˆ and Bˆ.
Bogolubov inequality for commutators. For any two operators Aˆ and Bˆ the in-
equality holds: ∣∣∣< [Aˆ, Bˆ] >∣∣∣2 ≤ β
2
< Aˆ+Aˆ + AˆAˆ+ >
∣∣∣< [Bˆ+, [H, Bˆ]] >∣∣∣ . (112)
The proof of this inequality is a bit cumbersome, because of which it is omitted here [30].
4.9 Nernst law
Nernst formulated the law as an empirical fact valid for any equilibrium system. But in
quantum statistical mechanics, this law can be proved.
Let ζ0 ≥ 1 be the number of quantum states ϕ0 possessing the same energy E0 ≡
(ϕ0, Hˆϕ0) at T = 0. This parameter ζ0 is called the degeneracy factor. It is independent
from thermodynamic variables, being defined by the quantum properties of the system.
Nernst law. The entropy S = −Tr ρˆ ln ρˆ for an equilibrium system at zero-temperature
is
lim
T→0
S = ln ζ0 ≥ 0 . (113)
Proof. The statistical operator of an equilibrium system has the form ρˆ = e−βHˆ/Tre−βHˆ .
When temperature tends to zero, we have
Tr e−βHˆ ≃ ζ0e−βE0 (T → 0) .
Then limit (113) follows. 
The quantity S0 ≡ ln ζ0 has the meaning of the Boltzmann entropy. Since the entropy S
is an extensive quantity, one has limN→∞ S/N <∞. Assuming that the degeneracy is finite,
ζ0 <∞, the quantity S0 can be neglected in the thermodynamic limit when
lim
N→∞
S0
N
= lim
N→∞
ln ζ0
N
= 0 .
But S0 cannot be neglected if ζ0 ∝ eαN , with α > 0.
From the Nernst law it follows that the specific heat at zero temperature is zero.
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Zero-temperature specific heat. The limit of the specific heat at zero temperature
is zero:
lim
T→0
CV = 0 . (114)
Proof. At temperature tending to zero, one has
S0 = lim
T→0
S = lim
T→0
TS
T
= lim
T→0
∂(TS)
∂T
.
Using the expression of the specific heat
CV =
T
N
(
∂S
∂T
)
V
=
1
N
(
∂E
∂T
)
V
,
we come to the equality
S0 = S0 +N lim
T→0
CV .
From here, limit (114) follows. 
It is important to emphasize that, for any degeneracy factor ζ0, the limits
lim
T→0
F = E0 , lim
T→0
< Aˆ > = (ϕ0, Aˆϕ0)
are valid, since ζ0 does not depend on T , and
lim
T→0
T ln ζ0 = 0 .
Knowing the behavior of the free energy at low temperature makes it possible to derive an
equation for the free energy at arbitrary temperatures. To this end, because of the relations
F = E − TS , S = − ∂F
∂T
,
we have the limits
lim
T→0
F = E0 , lim
T→0
∂F
∂T
= −S0 ,
serving as boundary conditions for the equation
T
∂F
∂T
= F − E .
Integrating the latter equation over temperature between zero and T , we obtain the expres-
sion
F = E0 − TS0 − T
∫ T
0
E − E0
T 2
dT . (115)
If S0 can be neglected in the thermodynamic limit, then the expression for the free energy
at large N ≫ 1 becomes
F = E0 − T
∫ T
0
E − E0
T 2
dT . (116)
The integral over T is well defined because the energy E, as T → 0, tends to E0 not slower
than as T 2.
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4.10 Parameter variation
It often happens that the Hamiltonian Hˆ = Hˆ(λ) depends on a parameter λ, and one needs
to find the variation of an observable quantity < Aˆ > = Tr ρˆAˆ that is the average of an
operator Aˆ = Aˆ(λ), which can also depend on this parameter. When the Hamiltonian is a
function of a parameter, the statistical operator is the function
ρˆ =
e−βHˆ
Tre−βHˆ
= ρˆ(λ)
of this parameter as well.
Before considering the variation of the parameter λ, let us define the covariance of two
operators Aˆ and Bˆ:
cov(Aˆ, Bˆ) ≡ 1
2
< [Aˆ, Bˆ]+ > − < Aˆ >< Bˆ > ,
where the notation for the anticommutator [Aˆ, Bˆ]+ ≡ AˆBˆ + BˆAˆ is used. The covariance is
symmetric,
cov(Aˆ, Bˆ) = cov(Bˆ, Aˆ) ,
and additive,
cov(Aˆ + Bˆ, Cˆ) = cov(Aˆ, Cˆ) + cov(Bˆ, Cˆ) .
The diagonal covariance is the variance, i.e., the dispersion that for a self-adjoint operator
is
cov(Aˆ, Aˆ) = < Aˆ2 > − < Aˆ >2 = var(Aˆ) .
For a function of an operator f = f(Aˆ), the derivative with respect to the parameter is
defined as the symmetrized derivative
∂
∂λ
f(Aˆ) ≡ 1
2
[
∂f
∂Aˆ
,
∂Aˆ
∂λ
]
+
.
Direct differentiation yields
∂
∂λ
< Aˆ > = <
∂Aˆ
∂λ
> −β cov
(
Aˆ,
∂Hˆ
∂λ
)
. (117)
Considering the zero-temperature limit, we have the following properties.
Proposition 1. Let Aˆ be a self-adjoint integral of motion, then
lim
T→0
β cov
(
Aˆ,
∂Hˆ
∂λ
)
= 0 . (118)
Proof. A self-adjoint operator is such for which (ϕk, Aˆϕp) = (Aˆϕk, ϕp) for any ϕk, ϕp from
the Fock space. An operator is the integral of motion when [Aˆ, Hˆ] = 0. In that case, it enjoys
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a common set of eigenfunctions with the Hamiltonian, so that Aˆϕk = Akϕk and Hˆϕk = Ekϕk.
For the normalized functions, such that (ϕk, ϕk) = 1, one has ∂(ϕk, ϕk)/∂λ = 0. Therefore
∂
∂λ
(
ϕk, Aˆϕk
)
=
(
ϕk,
∂Aˆ
∂λ
ϕk
)
.
When T → 0, then limT→0 < Aˆ > =
(
ϕ0, Aˆϕ0
)
, with ϕ0 being the ground state. In that
way,
lim
T→0
∂
∂λ
< Aˆ > = lim
T→0
<
∂Aˆ
∂λ
> .
Then, in view of equality (117), limit (118) follows. 
Proposition 2. For the derivative of the entropy S with respect to a parameter λ, the
zero-temperature limit
lim
T→0
T
∂S
∂λ
= 0 (119)
is valid.
Proof. Let us take in Eq. (117) Aˆ = Hˆ. Then for E ≡< Hˆ >, at any T ≥ 0, we have
∂E
∂λ
= <
∂Hˆ
∂λ
> −β cov
(
Hˆ,
∂Hˆ
∂λ
)
.
For the normalized functions,
∂
∂λ
(
ϕk, Hˆϕk
)
=
(
ϕk,
∂Hˆ
∂λ
ϕk
)
.
According to property (118), one has
lim
T→0
β cov
(
Hˆ,
∂Hˆ
∂λ
)
= 0 .
It is straightforward to check that
<
∂Hˆ
∂λ
> =
∂F
∂λ
, F = −T ln Tre−βHˆ .
This leads to the relation
∂E
∂λ
=
∂F
∂λ
− β cov
(
Hˆ,
∂Hˆ
∂λ
)
.
Since F = E − TS, we get
∂F
∂λ
=
∂E
∂λ
− T ∂S
∂λ
,
∂E
∂λ
= <
∂Hˆ
∂λ
> + T
∂S
∂λ
.
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Comparing the above formulas, we obtain
∂S
∂λ
= −β2 cov
(
Hˆ,
∂Hˆ
∂λ
)
,
which, according to Eq. (118), gives limit (119).
Note that the same result can be derived from the expression S ≡ −Trρˆ ln ρˆ, from which
∂S
∂λ
= β cov
(
ln ρˆ,
∂Hˆ
∂λ
)
.
Substituting here ln ρˆ = β(F − Hˆ) and taking into account Eq. (118) yields limit (119). 
Proposition 3. Let the Hamiltonian be the sum Hˆ = Kˆ + Wˆ of the kinetic-energy
operator and potential-energy operator, respectively. Then the variation of the internal
energy E with respect to mass m, at zero temperature, gives
∂E
∂m
= − 1
m
< Kˆ > + <
∂Wˆ
∂m
> (T = 0) . (120)
Proof. Let us set λ = m. From the form of the kinetic-energy operator, we have
∂Kˆ
∂m
= − 1
m
Kˆ ,
∂Hˆ
∂m
= − 1
m
Kˆ +
∂Wˆ
∂m
.
This yields
∂E
∂m
= − 1
m
< Kˆ > + <
∂Wˆ
∂m
> + T
∂S
∂m
,
which is equivalent to
∂F
∂m
= − 1
m
< Kˆ > + <
∂Wˆ
∂m
> .
According to Proposition 2, we have
∂S
∂m
= −β2 cov
(
Hˆ,
∂Hˆ
∂m
)
, lim
T→0
T
∂S
∂m
= 0 .
Thus we come to Eq. (120). 
Equation (120) shows that the Landau-Lifshitz [28] relation < Kˆ > = −m ∂E/∂m, at
T = 0, is valid only when ∂Wˆ /∂m = 0. However the latter is not always true. For example,
in the case of a dilute system of cold atoms, one has ∂Wˆ /∂m = −Wˆ/m. Then
∂Hˆ
∂m
= − 1
m
Hˆ ,
∂S
∂m
=
β2
m
var(Hˆ) .
In view of the expression for the specific heat
CV ≡ 1
N
(
∂E
∂T
)
V
=
var(Hˆ)
NT 2
,
54
we get
∂S
∂m
=
N
m
CV , lim
T→0
TCV = 0 .
Therefore, instead of the Landau-Lifshitz relation, we have
∂E
∂m
= − E
m
(T = 0) . (121)
This shows that one has to be cautious when invoking equations presumed to be well known,
not forgetting to check the region of applicability of these equations.
4.11 Kubo formula
When the system is subject to an external perturbation, its observable quantities change.
Such a change can be described by the Kubo formula [57, 58].
Let the system, at time t = 0, be characterized by a Hamiltonian H , and a statistical
operator ρˆ(t). Generally, H is a grand Hamiltonian. In the case when there are no external
perturbations, the statistical operator satisfies the Liouville equation
i
d
dt
ρˆ(t) = [H, ρˆ(t)] .
The statistical operator evolution can be represented as ρˆ(t) = Uˆ(t)ρˆ(t0)Uˆ
+(t) by means of
the evolution operator satisfying the Schro¨dinger equation
i
d
dt
Uˆ(t) = HUˆ(t) ,
with the initial condition Uˆ(t0) = 1. The observable quantity, corresponding to an operator
Aˆ(t) = Uˆ+(t)Aˆ(t0)Uˆ(t), when there is no perturbation, is given by the average
< Aˆ(t) > ≡ Trρˆ(t)Aˆ(t0) = Trρˆ(t0)Aˆ(t) .
But let us assume that at the moment t ≥ t0, the Hamiltonian suddenly changes to Hout.
Hence now the statistical operator becomes ρˆout(t) that satisfies the Liouville equation
i
d
dt
ρˆout(t) = [Hout, ρˆout(t)] ,
with the initial condition ρˆout(t0) = ρˆ(t0). Now, the observable quantity, corresponding to
the operator Aˆ, reads as
< Aˆ(t) >out ≡ Trρˆout(t)Aˆ(t0) .
The change of the observable quantity, called increment, is defined as
∆ < Aˆ(t) > ≡ < Aˆ(t) >out − < Aˆ(t) > . (122)
Let the new Hamiltonian have the form Hout = H + ∆H . Then the Liouville equation
becomes
i
d
dt
ρˆout(t) = [H, ρˆout(t)] + [∆H, ρˆout(t)] .
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Looking for the solution of the Liouville equation in the form
ρˆout(t) = Uˆ(t)Dˆ(t)Uˆ
+(t)
and introducing the notation
∆H(t) ≡ Uˆ+(t)∆HUˆ(t) ,
we obtain the equation
i
d
dt
Dˆ(t) = [∆H(t), Dˆ(t)] ,
with the initial condition Dˆ(t0) = ρˆout(t0) = ρˆ(t0). The above equation can be rewritten as
the integral equation
Dˆ(t) = ρˆ(t0)− i
∫ t
t0
[∆H(t1), Dˆ(t1)] dt1 . (123)
Using this, the new statistical operator can be represented as
ρˆout(t) = ρˆ(t)− iUˆ(t)
∫ t
t0
[∆H(t1), Dˆ(t1)] dt1 Uˆ
+(t) . (124)
Then increment (122) takes the form
∆ < Aˆ(t) > = −i
∫ t
t0
Tr[Aˆ(t),∆H(t1)]Dˆ(t1) dt1 . (125)
This expression is exact for any ∆H .
By constructing an iterative solution for Dˆ(t), we start with the zero approximation
Dˆ0(t) = ρˆ(t0). Then the first approximation is
Dˆ1(t) = Dˆ0(t)− i
∫ t
t0
[∆H(t1), ρˆ(t0)] dt1 .
The second iteration gives
Dˆ2(t) = Dˆ1(t) + (−i)2
∫ t
t0
∫ t1
t0
[∆H(t1), [∆H(t2), ρˆ(t0)]] dt1 dt2 .
Continuing the iteration procedure, we come to the formal solution
Dˆ(t) = ρˆ(t0) +
∞∑
n=1
(−i)n
∫ t
t0
dt1
∫ t1
t0
dt2 . . .
∫ tn−1
t0
dtn×
× [∆H(t1), [∆H(t2), . . . [∆H(tn), ρˆ(t0)]] . . .] .
Then increment (125) becomes
∆ < Aˆ(t) > = −i
∫ t
t0
<
[
Aˆ(t),∆H(t1)
]
> dt1 +
∞∑
n=1
(−i)n+1
∫ t
t0
dt1
∫ t1
t0
dt2 . . .
∫ tn
t0
dtn+1×
(126)
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× <
[[
. . .
[
Aˆ(t),∆H(t1)
]
,∆H(t2)
]
, . . . ,∆H(tn+1)
]
> .
If the Hamiltonian perturbation ∆H ≡ δH is small, such that δH → 0, then one can
limit himself/herself by the first-order approximation for increment (126). Then ∆ < Aˆ >≡
δ < Aˆ > is termed the linear response or the linear increment that is
δ < Aˆ(t) > = −i
∫ t
t0
<
[
Aˆ(t), δH(t1)
]
> dt1 , (127)
which is the Kubo formula.
A particular important case is when t0 → −∞, which is called the adiabatic switching.
In that case, the Kubo formula (127) can be represented as
δ < Aˆ(t) > = −i
∫ ∞
−∞
Θ(t− t1) <
[
Aˆ(t), δH(t1)
]
> dt1 , (128)
where Θ(t) is a unit step function
Θ(t) =
{
1, t ≥ 0
0, t < 0 .
Let us introduce the commutator Green function
C
[
Aˆ(t), Bˆ(t′)
]
≡ −iΘ(t− t′) <
[
Aˆ(t), Bˆ(t′)
]
> , (129)
which sometimes is named the Bogolubov-Tyablikov Green function. Then the linear re-
sponse (127) reads as
δ < Aˆ(t) > =
∫ ∞
−∞
C
[
Aˆ(t), δH(t1)
]
dt1 . (130)
If one assumes that the system at t ≤ t0 has been in equilibrium, with a Hamiltonian H
and a statistical operator ρˆ, then the commutator Green function (129) depends only on the
difference of times t− t′. This makes it possible to define the Fourier transform
C
[
Aˆ(t), Bˆ(t′)
]
=
∫ ∞
−∞
χ
(
Aˆ, Bˆ, ω
)
e−iω(t−t
′) dω
2pi
.
Respectively, the inverse Fourier transform, called the admittance, reads as
χ
(
Aˆ, Bˆ, ω
)
=
∫ ∞
−∞
C
[
Aˆ(t), Bˆ(0)
]
eiωt dt , (131)
where the equality ∫ ∞
−∞
eiωt dt = 2piδ(ω)
is used.
Finally, we come to the expression for the linear response
δ < Aˆ(t) > = lim
ω→0
χ(Aˆ, δH, ω) . (132)
Here all averages are calculated for an equilibrium system.
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4.12 Quasi-equilibrium states
In section 4.2, it has been mentioned that, using the local information functional, one can
define a quasi-equilibrium, or locally equilibrium, statistical operator. Here, we shall specify
the general properties of the corresponding quasi-equilibrium system [46].
For any system, the energy Hamiltonian and the number-of-particle operator can be
written as integrals of the related densities,
Hˆ =
∫
Hˆ(x) dx , Nˆ =
∫
nˆ(x) dx ,
where nˆ(x) ≡ ψ†(x)ψ(x) is the density-of-particle operator. One can introduce the local
energy density E(x) =< Hˆ(x) > and the local particle density ρ(x) =< nˆ(x) >. Their
integrals define the internal energy and the number of particles,
E =
∫
E(x) dx , N =
∫
ρ(x) dx .
The local information functional can be written in the form
Iloc[ρˆ] = Trρˆ ln ρˆ+ λ0 (Trρˆ− 1) +
∫
λ1(x)
[
TrρˆHˆ(x)− E(x)
]
dx+
+
∫
λ2(x) [Trρˆnˆ(x)− ρ(x)] dx ,
with the Lagrange multipliers guaranteeing the normalization condition and the definitions
of the local energy density and local particle density. These multipliers can be rewritten
as λ0 ≡ lnZ − 1, λ1(x) ≡ β(x), and λ2(x) ≡ −β(x)µ(x), where β(x) is the local inverse
temperature, such that β(x)T (x) = 1, with T (x) being the local temperature, and µ(x) is
the local chemical potential.
From the principle of minimal information, we find the local statistical operator
ρˆ =
1
Z
exp
{
−
∫
β(x)
[
Hˆ(x)− µ(x)nˆ(x)
]
dx
}
, (133)
with the local partition function
Z = Tr exp
{
−
∫
β(x)
[
Hˆ(x)− µ(x)nˆ(x)
]
dx
}
.
The quasi-equilibrium potential Q ≡ − lnZ can be represented through the local grand
potential Ω(x), so that
Q =
∫
β(x)Ω(x) dx , Z ≡ exp
{
−
∫
β(x)Ω(x) dx
}
. (134)
From Q = − lnZ, we have
δQ
δβ(x)
= E(x)− µ(x)ρ(x) .
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While from the first relation with Ω(x) in Eq. (134), we get
δQ
δβ(x)
= Ω(x) + β(x)
δΩ(x)
δβ(x)
.
Comparing the above formulas, we find
δΩ(x)
δβ(x)
= T (x) [E(x)− µ(x)ρ(x)− Ω(x)] .
Because of the equality
δΩ(x)
δβ(x)
= −T 2(x) δΩ(x)
δT (x)
,
we obtain
δΩ(x)
δT (x)
= β(x) [Ω(x) + µ(x)ρ(x)−E(x)] .
The local entropy is introduced by the definition
S(x) ≡ − δΩ(x)
δT (x)
,
which results in the expression
S(x) = β(x) [E(x)− µ(x)ρ(x)− Ω(x)] . (135)
From here, we have the relations
β(x) =
δS(x)
δE(x)
, µ(x) = −T (x) δS(x)
δρ(x)
.
The Gibbs entropy (information entropy) can be represented as an integral of the local
entropy:
S = −Trρˆ ln ρˆ =
∫
S(x) dx .
Here the local entropy is as defined in Eq. (135), since
S =
∫
β(x) [E(x)− µ(x)ρ(x)] dx−Q .
Taking into account the equalities
δQ
δµ(x)
= −β(x)ρ(x) , δQ
δµ(x)
= β(x)
δΩ(x)
δµ(x)
, ρ(x) = − δΩ(x)
δµ(x)
,
we come to the local Gibbs-Duhem relation
δΩ(x) = −S(x)δT (x)− ρ(x)δµ(x) . (136)
Introducing the local pressure P (x) ≡ −Ω(x) yields
δP (x) = S(x)δT (x) + ρ(x)δµ(x) . (137)
The local quantities naturally appear in nonuniform systems, such as the systems of
trapped atoms.
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4.13 Gauge symmetry
One of the most important properties of systems is gauge symmetry. When the system is
gauge symmetric, there can be neither Bose-Einstein condensation nor superconductivity.
The typical energy Hamiltonian is
Hˆ =
∫
ψ†(x)
[
− ∇
2
2m
+ U(x)
]
ψ(x) dx+
+
1
2
∫
ψ†(x)ψ†(x′)Φ(x, x′)ψ(x′)ψ(x) dxdx′ , (138)
where U(x) is an external potential and Φ(x, x′) is a pair interaction potential.
The number-of-particle operator is an integral of motion,
[Nˆ, Hˆ] = 0 , Nˆ =
∫
ψ†(x)ψ(x) dx .
This is termed the number-of-particle conservation.
The global gauge transformation is accomplished by the action of the operator
Uˆϕ ≡ eiϕNˆ , (139)
where ϕ is the global phase, being any real number.
Since [Nˆ , Hˆ] = 0, Hamiltonian (138) is gauge symmetric:
Uˆ+ϕ HˆUˆϕ = Hˆ .
In other words, Hˆ is invariant under the field-operator transformation
ψ(x)→ Uˆ+ϕ ψ(x)Uˆϕ .
The gauge transformation Uˆϕ enjoys the following properties:
Uˆ0 = 1ˆ , Uˆ
−1
ϕ = e
−iϕNˆ , Uˆ+ϕ Uˆϕ = 1ˆ .
It also possesses the property of additivity: UˆϕUˆϕ′ = Uˆϕ+ϕ′. Therefore the family {Uˆϕ} forms
a group, called the gauge group.
Among various averages of operator products, one distinguishes two principally differ-
ent types of the averages. One type, called normal averages consists of the products con-
taining equal numbers of creation and destruction field operators, e.g., as in the average
< ψ†(x)ψ(x′) >. The other type of the averages, termed anomalous averages consists of the
products with unequal numbers of the creation and destruction operators, for instance, as
in the averages < ψ(x) > or < ψ(x)ψ(x′) >.
Statement 1. If the number-of-particle operator is an integral of motion, then all
anomalous averages are identically zero.
Proof. The particle-number operator has the following properties of commutation with
the field operators:
[ψ(x), Nˆ ] = ψ(x) , [ψ†(x), Nˆ ] = −ψ†(x) .
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From here, one gets
ψ(x)Nˆ = (1 + Nˆ)ψ(x) , ψ(x)Nˆn = (1 + Nˆ)nψ(x) .
The gauge-transformation operator (139) can be represented as
Uˆϕ =
∞∑
n=−
(iϕ)n
n!
Nˆn .
Using this, we come to the relations
ψ(x)Uˆϕ = e
iϕUˆϕψ(x) , Uˆ
+
ϕ ψ(x)Uˆϕ = e
iϕψ(x) , Uˆ+ϕ ψ
†(x)Uˆϕ = e
−iϕψ†(x) .
In equilibrium, [ρˆ, Hˆ] = 0. Since Nˆ is an integral of motion, it follows that
[Nˆ, ρˆ] = 0 , [Uˆϕ, ρˆ] = 0 .
Because of the above equalities, we obtain
< ψ(x)ψ(x′) > = Trρˆψ(x)ψ(x′) = TrUˆϕρˆUˆ
+
ϕ ψ(x)ψ(x
′) =
= TrρˆUˆ+ϕ ψ(x)ψ(x
′)Uˆϕ = e
2iϕTrρˆψ(x)ψ(x′) .
Therefore the equality
< ψ(x)ψ(x′) >
(
1− e2iϕ) = 0
is valid for any ϕ. This implies that
< ψ(x)ψ(x′) > = 0 , (140)
while < ψ†(x)ψ(x′) > 6= 0. In the same way, it is straightforward to show that
< ψ(x) >
(
1− eiϕ) = 0
foe any ϕ, hence < ψ(x) >= 0. Generally, we find the equality
<
n∏
i=1
ψ†(xi)
m∏
j=1
ψ(xj) >
[
1− eiϕ(m−n)] = 0 ,
telling us that it is zero for m 6= n. Because this is zero for an arbitrary ϕ, we come to the
conclusion that
<
n∏
i=1
ψ†(xi)
m∏
j=1
ψ(xj) > = 0 (m 6= n) . (141)
Thus, all anomalous averages are identically zero. 
Contrary to this, the normal averages are not zero,
<
n∏
i=1
ψ†(xi)ψ(x
′
i) > 6= 0 .
Since the appearance of the anomalous averages necessarily accompanies Bose-Einstein
condensation or superconducting transition [1,12], this means that these transitions cannot
occur in a gauge-symmetric system, but the symmetry breaking must happen.
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4.14 Translation invariance
When the operator of momentum is an integral of motion, there exist constraints on the
averages, from which it follows that such a system has to be uniform. In this section, we
understand the variable x as a spatial variable, x→ r.
Let us assume that there is no external potential, U(r) = 0. Then the operator of
momentum is an integral of motion:
[Pˆ, Hˆ ] = 0 , Pˆ =
∫
ψ†(r)(−i∇)ψ(r) dr .
This is called the momentum conservation. The family of the translation transformations
Tˆ (r) = exp(iPˆ · r) (142)
forms the translation group {Tˆ (r)}. Recall that, according to Sec. 3.8, one has ψ(r) =
Tˆ+(r)ψ(0)Tˆ (r). When there is no external potential, the momentum operator commutes
with Hamiltonian (138), so that
[Tˆ (r), Hˆ ] = 0 , [Tˆ (r), ρˆ] = 0 ,
for an equilibrium ρˆ.
Statement 2. When the operator of momentum is an integral of motion, then
<
n∏
i=1
ψ†(ri + r)
m∏
j=1
ψ(rj + r) > = <
n∏
i=1
ψ†(ri)
m∏
j=1
ψ(rj) > , (143)
for any integers m,n.
Proof. Starting with the case of two field operators, we have
< ψ†(r1 + r)ψ(r2 + r) > = TrρˆTˆ
+(r)ψ+(r1)ψ(r2)Tˆ (r) =
= TrTˆ+(r)ρˆψˆ†(r1)ψ(r2)Tˆ (r) = Trρˆψ
†(r1)ψ(r2) .
That is,
< ψ†(r1 + r)ψ(r2 + r) > = < ψ
†(r1)ψ(r2) > .
Similarly, for the product of any number of field operators, we obtain Eq. (143). 
In particular, we have
< ψ†(r1)ψ(r2) > = < ψ
†(r1 − r2)ψ(0) > ,
which leads to the uniform particle density
< ψ†(r)ψ(r) > = < ψ†(0)ψ(0) > .
For a uniform system of N atoms in volume V , it is convenient to use the Fourier basis
{ϕk(r)} of plane waves
ϕk(r) =
1√
V
eik·r .
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The basis is orthonormalized, (ϕk, ϕp) = δkp, and complete,∑
k
ϕk(r)ϕ
∗
k(r
′) = δ(r− r′) .
Imposing the periodic boundary conditions ϕk(r + L) = ϕk(r), where L = {Lα} and
V =
∏
α L
α, on has k · L = 2pi, hence
k = {kα} , kα = 2pi
Lα
nα (nα = 0,±1,±2, . . .) .
In the thermodynamic limit, when N → ∞, V → ∞, Lα → ∞, the difference between the
neighbor wave numbers ∆kα = 2pi/Lα, for which ∆nα = 1, tends to zero, ∆kα → 0. In that
case, the summation over the wave numbers kα, which is equivalent to the summation over
nα, so that
∑
k ≡
∑
{nα}, can be replaced by the integration∑
{nα}
→
∫
dn (n = {nα}) .
Since
dnα = Lα
dkα
2pi
, dn = V
dk
(2pi)3
,
the replacement takes the form ∑
k
→ V
∫
dk
(2pi)3
.
Passing to the momentum representation, one expands the field operators over the Fourier
basis,
ψ(r) =
∑
k
akϕk(r) ,
where
ak = (ϕk, ψ) =
∫
ϕ∗k(r)ψ(r) dr .
From the commutation relations [ψ(r, ψ(r′)]∓ = 0 and [ψ(r, ψ
†(r′)]∓ = δ(r − r′), one gets
the commutation relations
[ak, ap]∓ = 0 , [ak, a
†
p]∓ = δkp .
Because of the momentum conservation, the system is translation invariant, such that
∂
∂r
< ψ†(r1 + r)ψ(r2 + r) > = 0 .
Passing to the momentum representation in the average
< ψ†(r1 + r)ψ(r2 + r) > =
∑
kp
< a†kap > ϕ
∗
k(r1 + r)ϕp(r2 + r)
yields
∂
∂r
< ψ†(r1 + r)ψ(r2 + r) > = −i
∑
kp
< a†kap > (k− p)ϕ∗k(r1 + r)ϕp(r2 + r) = 0 .
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From here, it is seen that for a uniform system, one has the properties
< a†kap > = δkp < a
†
kak > , < akap > = δ−kp < a−kak > . (144)
In general, the average
<
n∏
i=1
a†ki
m∏
j=1
apj > 6= 0 (145)
is not zero only when k1 + . . .+ kn = p1 + . . .+ pm.
In this way, if the operator of momentum is an integral of motion, the system is uniform
and cannot characterize nonuniform systems, such as crystalline matter. To be able to
describe the latter, translation symmetry breaking is necessary.
4.15 Symmetry breaking
As is stressed in the previous two sections, in order to describe some thermodynamic phases,
it is necessary to consider systems with broken symmetries. For instance, if the Hamiltonian
of a magnetic system is invariant under spin inversion or rotation, that is, exhibits the related
symmetry with respect to the magnetic moment M, then the latter is identically zero [49].
Or, when the operator of momentum is an integral of motion, [Pˆ, Hˆ] = 0, the sys-
tem enjoys translation symmetry, as is shown in Sec. 4.14, because of which the average
〈ψ†(r)ψ(r)〉 = 〈ψ†(0)ψ(0)〉 does not depend on the spatial variable. But the average
ρ(r) =< ψ†(r)ψ(r) > (146)
represents the spatial distribution of particles, that is, the particle density. If ρ(r) = ρ(0) =
const, then there can be no crystalline matter.
Similarly, as is discussed in Sec. 4.13, when the system is gauge-symmetric, all anomalous
averages are identically zero, hence there can be neither Bose-Einstein condensation nor
superconductivity.
The above examples demonstrate that, for characterizing some thermodynamic phases,
one has to look for states with a broken symmetry. The general idea of how the symmetry,
prescribed by the Hamiltonian, can be broken is straightforward. One has to impose some
additional conditions, boundary conditions, initial conditions, or like that, for selecting from
the total Fock space the microscopic states possessing the required symmetry properties.
This is analogous to the selection of required solutions of nonlinear equations possessing
multiple solutions.
The direct way of selecting the required states is by the method of restricted trace. One
defines a subspace of the Fock space Fν ∈ F , whose states enjoy the necessary symmetry
properties. And, calculating the observable quantities, one takes the trace only over the
states of the selected subspace,
< Aˆ >ν≡ TrFν ρˆAˆ . (147)
A general method of symmetry breaking has been developed by Bogolubov [49] and is
called the method of Bogolubov quasiaverages. The idea of the method is as follows. Let the
system Hamiltonian Hˆ possess some symmetry related to an integral of motion Cˆ, so that
[Cˆ, Hˆ] = 0. Suppose we wish to break the corresponding symmetry. For this purpose, we
introduce the Hamiltonian
Hˆν(ε) ≡ Hˆ + εΓˆν , (148)
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adding to Hˆ a term Γˆν , called source, that breaks the symmetry because it does not commute
with the integral of motion Cˆ,
[Cˆ, Γˆν ] 6= 0 , [Cˆ, Hˆν(ε)] 6= 0 .
The average of the source < Γν > is assumed to be an extensive quantity proportional to N
for large N ≫ 1. The index ν enumerates the admissible phases.
The quasiaverage of an operator Aˆ(r) is
< Aˆ(r) >ν≡ lim
ε→0
lim
N→∞
< Aˆ(r) >Hν(ε) , (149)
where
< Aˆ >H ≡ TrAˆe
−βHˆ
Tre−βHˆ
.
Here limN→∞ implies the thermodynamic limit, when N →∞, V →∞ and N/V → const.
It is principal that the limits ε→ 0 and N →∞ do not commute.
Instead of the double limit, as in the Bogolubov method, it is possible to employ a single
limit, as in the method of thermodynamic quasiaverages [59], by introducing the Hamiltonian
Hˆν ≡ H + 1
Nα
Γˆν (0 < α < 1) , (150)
where the restriction 0 < α < 1 guarantees that the factor 1/Nα, in the thermodynamic limit,
goes to zero slower than 1/N , which is necessary for the efficient selection of the states with
broken symmetry. The average of the source < Γν > is again assumed to be an extensive
quantity proportional to N for large N ≫ 1. Then the thermodynamic quasiaverage is
defined by the sole thermodynamic limit
< Aˆ(r) >ν≡ lim
N→∞
< Aˆ(r) >Hν . (151)
For example, to break the spin rotational symmetry, it is sufficient to add to the Hamil-
tonian the source representing the action of an external magnetic field. To break the trans-
lation symmetry, which is necessary for describing crystalline matter, it is sufficient to add
the source
Γˆν =
∫
ψ†(r)U(r)ψ(r) dr , (152)
in which the external potential is periodic over the lattice vectors {a}, such that U(r+a) =
U(r) and [Pˆ, Γˆν ] 6= 0. Then the particle density, defined as the Bogolubov quasiaverage
ρν(r) ≡ lim
ε→0
lim
N→∞
< ψ†(r)ψ(r) >Hν(ε) , (153)
where the index ν corresponds to the chosen crystalline lattice vectors {a}, is periodic over
the lattice vectors,
ρν(r+ a) = ρν(r) . (154)
Or one can use the thermodynamic quasiaverages (151) defining the single limit
ρν(r) ≡ lim
N→∞
< ψ†(r)ψ(r) >Hν . (155)
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The method of breaking the translation symmetry by adding a source with an exter-
nal potential that is periodic over the considered crystalline lattice was, first, advanced by
Kirkwood [47]. Bogolubov [49] extended this method to the case of an arbitrary symmetry
and gave it a precise mathematical meaning. The replacement of the double limit in the
Bogolubov method by a single thermodynamic limit was suggested in Ref. [59]. Some other
methods of symmetry breaking are reviewed in Ref. [33].
Generally, there can exist several equilibrium states of a system, under the same thermo-
dynamic variables. However, not all those states are stable. The system always chooses a
state that is the most stable. When it happens that a state with a broken symmetry is more
stable than the symmetric state, the system passes to that more stable state with broken
symmetry. This is termed spontaneous symmetry breaking.
5 Quadratic Hamiltonians
Averages can be calculated exactly, when the system Hamiltonian is quadratic with respect
to field operators. However, such a trivial situation happens rather rarely, corresponding
to ideal gases. Interacting systems, as a rule, do not allow for exact calculations. But
approximate calculations are possible by reducing the exact Hamiltonian to an approximate
quadratic form.
5.1 Occupation numbers
In many cases, it is convenient to invoke the representation of occupation numbers. This rep-
resentation is introduced as follows. Let us, first, pass to the quantum-number representation
by expanding the field operator over an orthonormal basis,
ψ(x) =
∑
k
akϕk(x) , (156)
where the operators ak and a
†
k generate the Fock space F(ak), with k being a set of quantum
numbers (multi-index). Depending on the particle statistics, the commutation relations are
[ak, ap]∓ = 0 , [ak, a
†
p]∓ = δkp ,
the upper sign corresponding to Bose statistics, while the lower, to Fermi statistics.
The occupation-number operator is
nˆk ≡ a†kak . (157)
This is a self-adjoint operator, nˆ†k = nˆk, and it is semipositive, since, for any f ∈ F(ak), one
has
(f, nˆkf) = (f, a
†
kakf) = (akf, akf) = ||akf ||2 ≥ 0 .
The number-of-particle operator can be expressed as the sum
Nˆ =
∫
ψ†(x)ψ(x) dx =
∑
k
a†kak =
∑
k
nˆk
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of the occupation-number operators.
For any type of statistics, the commutation relations are valid:
[nˆk, nˆp] = 0 , [ak, nˆp] = δkpak , [a
†
k, nˆp] = −δkpa†k ,
where all square brackets represent commutators.
The eigenvalues νk of nˆk, called the occupation numbers, are given by the eigenproblem
nˆk|k >= νk|k > . (158)
They are non-negative, νk ≥ 0, since nˆk is semipositive.
For Fermi statistics, the eigenvalues are easily found. As far as akak = −akak, one has
a2k = 0. Then
nˆ2k = a
†
kaka
†
kak = a
†
k(1− a†kak)ak = a†kak = nˆk .
This gives ν2k = νk, since nˆ
2
k|k >= ν2k |k >. From here it follows that νk = 0, 1, for Fermi
statistics.
But in the case of Bose statistics, the situation is a bit more involved. First, we notice
that if |k > is an eigenvector of nˆk, then (ak)m|k > and (a†k)m|k > are also its eigenvectors.
To prove this, let us consider the equalities
nˆkak|k > = (aknˆk + [nˆk, ak]) |k > = (νk − 1)ak|k > ,
nˆka
†
k|k > =
(
a†knˆk + [nˆk, a
†
k]
)
|k > = (νk + 1)a†k|k > .
Continuing further, we find
nˆk(ak)
m|k > = (νk −m)(ak)m|k > , nˆk(a†k)m|k > = (νk +m)(a†k)m|k > .
The eigenvalues of nˆk cannot be negative, which means that, after some m, the null vector
|0 > must exist, such that
(ak)
m|k > = |0 > , ak|0 >= 0 .
For the null vector, the eigenvalue of nˆk is zero. Hence, the eigenvalues νk of nˆk are non-
negative integers νk = 0, 1, 2, . . . ranging between 0 and m. The latter can be set to be
arbitrarily large.
The occupation-number representation is convenient for the use in the case of quadratic
Hamiltonians, such as in the case of ideal gases, or when the Hamiltonian can be approxi-
mately reduced to the quadratic form. Then any function f(nˆk) of the occupation-number
operator, acting on the eigenvectors of the latter, yields f(nˆk)|k >= f(nk)|k >.
5.2 Noninteracting particles
The simplest case of a Hamiltonian, quadratic in the field operators, is that characterizing
the ideal gases of noninteracting particles. Let us consider the Gibbs grand ensemble, with
the grand Hamiltonian H ≡ Hˆ − µNˆ . For noninteracting particles, one has
H =
∫
ψ†(x)
[
− ∇
2
2m
+ U(x)− µ
]
ψ(x) dx , (159)
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where U(x) is an external potential. The field operators can be expanded, as in Eq. (156),
over the orthonormal and complete basis {ϕk(x)} of the solutions to the Schro¨dinger equation[
− ∇
2
2m
+ U(x)− µ
]
ϕk(x) = εk ϕk(x) .
As a result, Hamiltonian (159) reduces to the simple form
H =
∑
k
(εk − µ)a†kak =
∑
k
ωka
†
kak , (160)
with the single-particle spectrum ωk ≡ εk − µ.
This Hamiltonian is evidently invariant under the local gauge transformations
ak → akeiαk ,
where αk is a real-valued number. Therefore all anomalous averages are identically zero,
such as < akap > = 0, while for the normal averages, we have < a
†
kap > = δkp < a
†
kak >.
The average of the occupation-number operator nˆk ≡ a†kak gives the occupation-number
distribution
nk ≡ < nˆk > . (161)
To calculate the distribution nk, we need to find the partition function Z = Tre
−βH . To
this end, we notice that
Tr exp
(
−β
∑
k
ωka
†
kak
)
= Tr
∏
k
exp (−βωknˆk) =
∏
k
∑
νk
exp(−βωkνk) ,
with νk = 0, 1, 2, . . . for Bose statistics and νk = 0, 1 for Fermi statistics. Hence, for Bose
statistics, ∑
νk
e−βωkνk = 1 + e−βωk + e−2βωk + . . . =
1
1− e−βωk .
Consequently,
Z =
∏
k
(
1− e−βωk)−1 (Bose) .
For Fermi statistics, ∑
νk
e−βωkνk = 1 + e−βωk .
Therefore,
Z =
∏
k
(
1 + e−βωk
)
(Fermi) .
Combining both these cases, we get
Z =
∏
k
(
1∓ e−βωk)∓1 . (162)
The grand potential is
Ω = −T lnZ = −T ln Tre−βH = ±T
∑
k
ln
(
1∓ e−βωk) .
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From here, we find the occupation-number distribution
nk = < nˆk > =
δΩ
δωk
=
1
eβωk ∓ 1 . (163)
Using the identity eβωk = (1± nk)/nk, we get the grand potential
Ω = ∓T
∑
k
ln(1± nk) . (164)
Other thermodynamic quantities can also be calculated exactly using the derivatives
∂nk
∂T
= β2ωknk(1± nk) , ∂nk
∂µ
= βnk(1± nk) .
Thus the internal energy is
E = < H > +µ =
∑
k
εknk .
For the entropy, we have
S = −
(
∂Ω
∂T
)
V µ
=
∑
k
[βωknk ± ln(1± nk)] .
The number of particles is
N = − ∂Ω
∂µ
=
∑
k
nk .
Since Ω = −PV , the pressure becomes
P = ± T
V
∑
k
ln(1± nk) .
The free energy is F = E − TS = Ω+ µN .
It is worth recalling that nˆk is a semipositive operator, hence the distribution nk =< nˆk >
has also to be semipositive. This implies that eβωk ≥ ±1. For Fermi statistics, nk ≥ 0 in
any case. But for Bose statistics, it should be eβωk ≥ 1, which means that ωk ≥ 0, so that
µ ≤ εk.
The specific heat reads as
CV =
T
N
(
∂S
∂T
)
V µ
=
β2
N
∑
k
ω2knk(1± nk) , (165)
where the derivative
∂S
∂T
= β3
∑
k
ω2knk(1± nk)
is used. For a stable system, it should be: 0 ≤ CV <∞.
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For the isothermal compressibility, using the derivative
∂N
∂µ
= β
∑
k
nk(1± nk) ,
we have
κT =
1
ρN
(
∂N
∂µ
)
TV
=
var(Nˆ)
ρNT
, (166)
with the number-operator dispersion
var(Nˆ) =
∑
k
nk(1± nk) . (167)
The system is stable provided that 0 ≤ κT <∞, which implies that var(Nˆ) ∼ N .
Similar expressions arise for interacting systems treated in a mean-field approximation,
with the difference that ωk becomes an effective spectrum defined by the corresponding
self-consistency conditions.
5.3 Correlation functions
In the case of the quadratic grand Hamiltonian (160), it is straightforward to calculate
various correlation functions. Let bi be either aki or a
†
ki
. And let us consider the correlation
functions of the type < b1b2 . . . b2n >, containing even numbers of the field operators. Such
correlators can be expressed through the combinations of the lower-order correlators, as we
shall illustrate for the fourth-order correlation function.
Wick theorem. The correlation function < b1b2b3b4 >, where the averaging is defined
using the equilibrium statistical operator ρˆ = e−βH/Z, with Hamiltonian (160), reads as
< b1b2b3b4 > = < b1b2 >< b3b4 > ± < b1b3 >< b2b4 > + < b1b4 >< b2b3 > . (168)
Proof. With Hamiltonian (160), we have
akH = (H + ωk)ak , akH
n = (H + ωk)
nak ,
from where
ake
−βH = e−βHake
−βωk , a†ke
−βH = e−βHa†ke
βωk .
Therefore
(1± nk)akρˆ = nkρˆak , nka†kρˆ = ρˆa†k(1± nk) .
Using this, for any operator Aˆ, we get
(1± nk) < Aˆak > = nk < akAˆ > , nk < Aˆa†k > = (1± nk) < a†kAˆ > ,
< akAˆ > = (1± nk) < [ak, Aˆ]∓ > , < a†kAˆ > = ∓nk < [a†k, Aˆ]∓ > .
Recall the commutation relations
[ak, ap]∓ = 0 , [a
†
k, a
†
p]∓ = 0 ,
70
[ak, a
†
p]∓ = δkp , [a
†
k, ap]∓ = ∓δkp
and the properties
< a†kap > = δkpnk , < aka
†
p > = δkp(1± nk) .
Excluding here δkp, we find
(1± nk)[ak, bi]∓ = < akbi > , ∓nk[a†k, bi]∓ = ∓ < a†kbi > .
Using the equality
[A, BCD]∓ = [A, B]∓CD ± B[A, C]∓D +BC[A, D]∓ ,
valid for any operators A,B,C,D, we come to the expression
< akb2b3b4 > = < akb2 >< b3b4 > ± < akb3 >< b2b4 > + < akb4 >< b2b3 > ,
and to the same expression for a†k. This proves the theorem. 
Because of relation (156), the equivalent representation is valid for the field operators
ψ(x). Let ψi be either ψ(xi) or ψ
†(xi). Then
< ψ1ψ2ψ3ψ4 > = < ψ1ψ2 >< ψ3ψ4 > ± < ψ1ψ3 >< ψ2ψ4 > + < ψ1ψ4 >< ψ2ψ3 > .
Generally, any correlator < b1b2 . . . b2n >, calculated with the quadratic Hamiltonian
(160), results in the combination
< b1b2b3b4 . . . b2n > = < b1b2 >< b3b4 > . . . < b2n−1b2n > ±
± < b1b3 >< b2b4 > . . . < b2n−1b2n > + < b1b4 >< b2b3 > . . . < b2n−1b2n > + . . . .
In the same way, the correlator < ψ1ψ2 . . . ψ2n > can be represented as the combination of
the products of all possible pair contractions < ψiψj >.
However, one has to be cautious when the quadratic Hamiltonian is not exact, but is a
result of an approximation. Then calculating the correlators of the orders higher than second
can lead to unreasonable conclusions. This is the simple consequence of the approximation
theory prescribing that, if the main Hamiltonian is of second order, then only the correla-
tors of second order are reliable. In brief, accepting an approximation of some order, one
should not go outside of the region of applicability of that approximation, but must restrain
calculations to the same order.
5.4 Canonical transformations
The general form of a quadratic Hamiltonian is
H =
∫ [
ψ†(x)A(x, x′)ψ(x′) +
1
2
B(x, x′)ψ†(x)ψ†(x′) +
1
2
B∗(x, x′)ψ(x)ψ(x′)
]
dxdx′ .
(169)
Such a quadratic form can be diagonalized by means of canonical transformations [30].
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The Hamiltonian can be rewritten in the quantum-number representation, for which
one expands the field operators over an orthonormal complete basis, labeled by quantum
multi-indices k,
ψ(x) =
∑
k
akϕk(x) , ak =
∫
ϕ∗k(x)ψ(x) dx .
Introducing the notation
A(x, x′) ≡
∑
kp
Akpϕk(x)ϕ
∗
p(x
′) , B(x, x′) ≡
∑
kp
Bkpϕk(x)ϕp(x
′) ,
one gets the Hamiltonian
H =
∑
kp
(
Akpa
†
kap +
1
2
Bkp a
†
ka
†
p +
1
2
B∗kpapak
)
. (170)
In general, the Hamiltonian can contain nonoperator terms, which are not included here.
The Hamiltonian is self-adjoint, H+ = H , which requires that A∗kp = Apk. Also, it should
be that Bpk = ±Bkp, since∑
kp
Bkpa
†
ka
†
p = ±
∑
kp
Bkpa
†
pa
†
k = ±
∑
kp
Bpka
†
ka
†
p .
The general form of the Bogolubov canonical transformations is
ak =
∑
p
(
ukpbp + v
∗
kpb
†
p
)
, a†k =
∑
p
(
u∗kpb
†
p + vkpbp
)
. (171)
It is termed canonical because it does not change the particle statistics, so that the commu-
tation relations for the operators ak are the same as these for the operators bk:
[ak, ap]∓ = 0 , [ak, a
†
p]∓ = δkp ,
[bk, bp]∓ = 0 , [bk, b
†
p]∓ = δkp .
This imposes the restrictions∑
q
(
u∗kqvpq ∓ vkqu∗pq
)
= 0 ,
∑
q
(
u∗kqupq ∓ vkqv∗pq
)
= δkp .
One requires that the Hamiltonian would acquire the diagonal form called the Bogolubov
Hamiltonian
H =
∑
k
ωkb
†
kbk + E0 . (172)
The diagonalization condition gives
E0 = E
∗
0 = −
∑
kp
ωk|vpk|2 ,
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while the spectrum ωk = ω
∗
k and the expansion functions are defined by the Bogolubov
equations∑
q
[(Akq − δkqωp)uqp +Bkqvqp] = 0 ,
∑
q
[
(A∗kq + δkqωp)vqp +B
∗
kquqp
]
= 0 . (173)
The operators ak describe particles, while the operators bk correspond to quasiparticles,
that is, to excitations. The distribution of particles is
nk ≡< a†kak >=
∑
p
[(|ukp|2 ± |vkp|2) pik + |vkp|2] ,
while the distribution of excitations is
pik ≡ < b†kbk > =
1
eβωk ∓ 1 .
The particle distribution is summed to the total number of particles N =
∑
k nk. But
the sum over the excitation distribution is not fixed, being dependent on thermodynamic
variables.
Because of the diagonal form of the Bogolubov Hamiltonian (172), one has
< bk > = 0 , < bkbp > = 0 , < b
†
kbp > = δkppik , < bkb
†
p > = δkp(1± pik) .
As follows from transformation (171), < a†k >= 0, that is, there is no generation of single
particles. However, there can exist the anomalous average
< akap > =
∑
q
[(
v∗kqupq ± ukqv∗pq
)
piq + ukqv
∗
pq
]
.
The nonzero < akap > 6= 0 implies the breaking of gauge symmetry for pairs, which can be
created or annihilated together. Respectively, the anomalous average
< ψ(x)ψ(x′) > =
∑
kp
< akap > ϕk(x)ϕp(x
′)
is also nonzero.
5.5 Linear terms
It may happen that the Hamiltonian contains the terms linear in the field operators, as in
the expression
H =
∑
kp
(
Akpa
†
kap +
1
2
Bkpa
†
ka
†
p +
1
2
B∗kpapak
)
+
∑
k
(
Cka
†
k + C
∗
kak
)
. (174)
This Hamiltonian is not gauge invariant, because of which < ak > is, generally, nonzero,
meaning that these particles can be created and annihilated. Since the particle spin is
conserved, such a situation can occur only for particles of spin 0, that is, for Bose particles.
Therefore, the operators ak here satisfy the Bose commutation relations.
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To reduce Hamiltonian (174) to a diagonal form, one, first, diagonalizes the quadratic
part of the Hamiltonian as earlier in the previous section, which yields
H =
∑
k
(
ωkb
†
kbk +Dkb
†
k +D
∗
kbk
)
+ E0 ,
with
Dk ≡
∑
p
(
Cpu
∗
pk + C
∗
pvpk
)
.
Then one invokes another canonical transformation
bˆk = bk +
Dk
ωk
, (175)
where the operators bˆk satisfy the same Bose commutation relations as the operators ak,
[bˆk, bˆp] = 0 , [bˆk, bˆ
†
p] = δkp .
As a result, we come to the diagonal form
H =
∑
k
ωkbˆ
†
k bˆk + E˜0 , (176)
in which
E˜0 = E0 −
∑
k
|Dk|2
ωk
.
The diagonal form of Hamiltonian (176) tells us that
< bˆk > = 0 , < bˆk bˆp > = 0 ,
and the distribution of excitations is given by the equation
< bˆ†k bˆp > =
δkp
eβωk ∓ 1 .
However the quasiparticles, characterized by the operators bk, are not conserved and can
be created or destructed as single objects as well as pairs:
< bk > = − Dk
ωk
, < bkbp > =
DkDp
ωkωp
, < b†kbk > = < bˆ
†
k bˆk > +
|Dk|2
ω2k
.
The same concerns the original particles described by the operators ak, which can be created
or annihilated by pairs as well as by single particles. For example,
< ak >= −
∑
p
(
Dp
ωp
ukp +
D∗p
ωp
v∗kp
)
.
This shows that, if the Hamiltonian contains the terms linear in the field operators, as in
Eq. (174), hence the gauge symmetry is broken, then < ak > is not zero.
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5.6 Hartree approximation
The Hamiltonian of interacting particles is not quadratic and, generally, is given by the
expression
H =
∫
ψ†(x)
[
− ∇
2
2m
+ U(x)− µ
]
ψ(x) dx+
1
2
∫
ψ†(x)ψ†(x′)Φ(x, x′)ψ(x′)ψ(x) dxdx′ .
(177)
To reduce it to a quadratic form, one needs to resort to some approximations. The simplest
such an approximation is the Hartree approximation that, for averages, corresponds to the
decoupling
< ψ†(x1)ψ
†(x2)ψ(x3)ψ(x4) > = < ψ
†(x1)ψ(x4) >< ψ
†(x2)ψ(x3) > . (178)
In terms of the field operators, this is equivalent to the equality
ψ†(x1)ψ
†(x2)ψ(x3)ψ(x4) = ψ
†(x1)ψ(x4) < ψ
†(x2)ψ(x3) > +
+ < ψ†(x1)ψ(x4) > ψ
†(x2)ψ(x3)− < ψ†(x1)ψ(x4) >< ψ†(x2)ψ(x3) > . (179)
Introducing the Hartree potential
UH(x) ≡
∫
Φ(x, x′)ρ(x′) dx′
and the average density
ρ(x) = < nˆ(x) > , nˆ(x) ≡ ψ†(x)ψ(x)
makes it possible to reduce the initial Hamiltonian (177) to the Hartree approximation
H =
∫
ψ†(x)
[
− ∇
2
2m
+ U(x) + UH(x)− µ
]
ψ(x) dx+ E0 , (180)
where
E0 = − 1
2
∫
Φ(x, x′)ρ(x)ρ(x′) dxdx′ .
If we choose the orthonormal basis {ϕk(x)} as the set of solutions to the equation[
− ∇
2
2m
+ U(x) + UH(x)
]
ϕk(x) = εkϕk(x) ,
then, expanding the field operators ψ(x) over this basis, we come to the Hamiltonian
H =
∑
k
ωka
†
kak + E0 (ωk = εk − µ) . (181)
For the average density, we have
ρ(x) =
∑
k
nk|ϕk(x)|2 , nk = < a†kak > =
(
eβωk ∓ 1)−1 .
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As an example, let us consider a uniform system, when there is no external potential,
U(r) = 0, and let x = r. Also, we take into account that the interaction potential usually
depends on the difference of the spatial variables, Φ(r, r′) = Φ(r − r′). Then the expansion
basis is composed of the plane waves ϕk(r) = e
ik·r/
√
V and the average density is
ρ(r) =
1
V
∑
k
nk = ρ ,
which is a constant defining the chemical potential µ = µ(T, ρ). Consequently,
UH(r) = ρΦ0 , Φ0 ≡
∫
Φ(r) dr , εk =
k2
2m
+ ρΦ0 .
The internal energy of the system is
E = < H > +µN = E0 +
∑
k
nkεk , E0 = − 1
2
NρΦ0 ,
with E0 being the ground-state energy.
As is seen, for a uniform system, the Hartree approximation is applicable only if the
interaction potential is integrable: ∣∣∣∣
∫
Φ(r) dr
∣∣∣∣ <∞ .
Another example is a periodic system with a crystalline lattice defined by the crystalline
vectors {ai}, with i = 1, 2, . . . , N enumerating the lattice sites. Then the expansion basis
can be formed by well localized functions ϕi(r) = ϕ(r− ai), called localized orbitals. Good
localization means that the overlap integral
(ϕi, ϕj) ≡
∫
ϕ∗(r− ai)ϕ(r− aj) dr
is small. By the Cauchy-Schwarz inequality,
|(ϕi, ϕj)|2 ≤ |(ϕi, ϕi)(ϕj, ϕj)| .
Since the orbitals are normalized, (ϕi, ϕi) = 1, one has |(ϕi, ϕj)| ≤ 1. And the orbitals are
well localized, when |(ϕi, ϕj)| ≪ 1 (i 6= j). If the orbitals are so well localized that they do
not intersect in space, then the requirement for the integrability of the interaction potential
is not compulsory.
5.7 Hartree-Fock approximation
The Hartree approximation can work well when the particle exchange is negligible, for in-
stance, as in the case of well localized orbitals. When the particle exchange is important,
one has to resort to the Hartree-Fock approximation. This approximation implies for the
averages the decoupling
< ψ†(x1)ψ
†(x2)ψ(x3)ψ(x4) > = < ψ
†(x1)ψ(x4) >< ψ
†(x2)ψ(x3) > ± .
76
± < ψ†(x1)ψ(x3) >< ψ†(x2)ψ(x4) > . (182)
And in terms of the operators, this is equivalent to the construction
ψ†(x1)ψ
†(x2)ψ(x3)ψ(x4) = ψ
†(x1)ψ(x4) < ψ
†(x2)ψ(x3) > +
+ < ψ†(x1)ψ(x4) > ψ
†(x2)ψ(x3)− < ψ†(x1)ψ(x4) >< ψ†(x2)ψ(x3) > ±
±ψ†(x1)ψ(x3) < ψ†(x2)ψ(x4) > ± < ψ†(x1)ψ(x3) > ψ†(x2)ψ(x4)∓
∓ < ψ†(x1)ψ(x3) >< ψ†(x2)ψ(x4) > . (183)
Let us define the Hartree potential UH(x), as in the previous section. And let us introduce
the Hartree-Fock operator potential
UˆHF (x) ≡ UH(x) + Uˆex(x) ,
where Uˆex(x) is the exchange operator potential defined by the action
Uˆex(x)ψ(x) ≡ ±
∫
Φ(x, x′)ρ1(x, x
′)ψ(x′) dx′ .
Then the Hartree-Fock approximation for Hamiltonian (177) leads to
H =
∫
ψ†(x)
[
− ∇
2
2m
+ U(x) + UˆHF (x)− µ
]
ψ(x) dx+ EHF0 , (184)
where
EHF0 = −
1
2
∫
Φ(x, x′)
[
ρ(x)ρ(x′)± |ρ1(x, x′)|2
]
dxdx′
and the first-order density matrix is
ρ1(x, x
′) = < ψ†(x′)ψ(x) >=
∑
k
nkϕk(x)ϕ
∗
k(x
′) .
One can choose the expansion basis made of the functions that are the solutions to the
equation [
− ∇
2
2m
+ U(x) + UˆHF (x)
]
ϕk(x) = εkϕk(x) .
The difference with the Hartree approximation is that now UˆHF (x) is a nonlocal potential.
For a uniform system, when x→ r and U(r) = 0, the expansion basis is composed of the
plane waves. The exchange operator potential acts on the latter according to the rule
Uˆex(r)ϕk(r) = ±
∫
Φ(r − r′)ρ1(r, r′)ϕk(r′) dr′ .
Assuming that the interaction potential is integrable, one invokes the Fourier transform
Φ(r) =
1
V
∑
k
Φke
ik·r , Φk =
∫
Φ(r)e−ik·r dr .
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Hamiltonian (184) becomes
H =
∑
k
(εk − µ)a†kak + EHF0 , (185)
with the spectrum
εk =
k2
2m
+ ρΦ0 ± 1
V
∑
p
npΦk−p
and the nonoperator term
EHF0 = −
1
2
(
NρΦ0 ± 1
V
∑
kp
Φk+pnknp
)
.
In the case of an isotropic system, one has Φ−k = Φk and n−k = nk.
5.8 Hartree-Fock-Bogolubov approximation
The Hartree-Fock approximation preserves the gauge symmetry. Therefore it cannot be
applied for systems where gauge symmetry becomes broken. That is, the Hartree-Fock
approximation is not applicable for systems with Bose-Einstein condensate as well as for
superconducting systems.
The approximation that takes into account possible gauge symmetry breaking is the
Hartree-Fock-Bogolubov approximation that for the averages reads as the decoupling
< ψ†(x1)ψ
†(x2)ψ(x3)ψ(x4) > = < ψ
†(x1)ψ(x4) >< ψ
†(x2)ψ(x3) > ±
± < ψ†(x1)ψ(x3) >< ψ†(x2)ψ(x4) > + < ψ†(x1)ψ†(x2) >< ψ(x3)ψ(x4) > . (186)
This differs from the Hartree-Fock approximation by the term containing the anomalous
averages < ψ(x)ψ(x′) > and < ψ†(x)ψ†(x′) >. To express the Hartree-Fock-Bogolubov
approximation in the operator terms, we shall use the short-hand notation for the field
operators ψi ≡ ψ(xi) and ψ†i ≡ ψ†(xi). Then this approximation corresponds to the operator
expression
ψ†1ψ
†
2ψ3ψ4 = ψ
†
1ψ4 < ψ
†
2ψ3 > + < ψ
†
1ψ4 > ψ
†
2ψ3−
− < ψ†1ψ4 >< ψ†2ψ3 > ±ψ†1ψ3 < ψ†2ψ4 > ± < ψ†1ψ3 > ψ†2ψ4∓
∓ < ψ†1ψ3 >< ψ†2ψ4 > +ψ†1ψ†2 < ψ3ψ4 > + < ψ†1ψ†2 > ψ3ψ4− < ψ†1ψ†2 >< ψ3ψ4 > . (187)
Hamiltonian (177) reduces to the form
H =
∫
ψ†(x)
[
− ∇
2
2m
+ U(x) + UˆHF (x)− µ
]
ψ(x) dx+
+
1
2
∫
Φ(x, x′)
[
ψ†(x)ψ†(x′) < ψ(x′)ψ(x) > +ψ(x′)ψ(x) < ψ†(x)ψ†(x′) >
]
dxdx′ + EHFB0 ,
(188)
in which
EHFB0 = E
HF
0 −
1
2
∫
Φ(x, x′)| < ψ(x′)ψ(x) > |2 dxdx′ .
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Expanding the field operators over a basis and introducing the notation
Akp ≡
∫
ϕ∗k(x)
[
− ∇
2
2m
+ U(x) + UˆHF (x)− µ
]
ϕp(x) dx ,
Bkp ≡
∫
ϕ∗k(x)Φ(x, x
′) < ψ(x′)ψ(x) > ϕ∗p(x
′) dxdx′ ,
we can transform Hamiltonian (188) to the expression
H =
∑
kp
(
Akpa
†
kap +
1
2
Bkpa
†
ka
†
p +
1
2
B∗kpapak
)
+ EHFB0 . (189)
The operator part here is equivalent to that in Eq. (170), hence can be diagonalized in the
same way as in Sec. 5.4.
As in the previous cases, the interaction potential, generally, has to be integrable for the
applicability of this approximation.
5.9 Kirkwood approximation
Quite often, the interaction potentials are not integrable, because of which the direct appli-
cation of the mean-field approximations of the previous sections can be inadmissible.
An example of a nonintegrable potential is the singular power-law potential Φ(r) ∝ 1/rn,
where r ≡ |r|. In the three-dimensional space, the integral
∫
Φ(r) dr ∝
∫ R
0
dr
rn−2
,
where R is the system radius, diverges at zero, if n ≥ 3. This is classified as ultraviolet
divergence.
A rather popular interaction potential is the Lennard-Jones potential
Φ(r) = 4ε
[(σ
r
)12
−
(σ
r
)6]
,
describing the interactions between many neutral particles, such as atoms and molecules.
The nonintegrable potentials are often termed the hard-core potentials. In the case of the
Lennard-Jones potential, σ is the hard-core radius.
Kirkwood [47] suggested a method of dealing with hard-core interaction potentials by
employing the modified Hartree decoupling
< ψ†(r)ψ†(r′)ψ(r′)ψ(r) > = g(r, r′) < ψ†(r)ψ(r) >< ψ†(r′)ψ(r′) > , (190)
which differs from the Hartree approximation by the factor g(r, r′) that takes into account
short-range particle correlations, tending to zero, where the interaction potential tends to
infinity. The actual form of g(r, r′) should be defined from other physical assumptions. In
the operator representation, the Kirkwood approximation reads as
ψ†(r)ψ†(r′)ψ(r′)ψ(r) = g(r, r′)
[
ψ†(r)ψ(r) < ψ†(r′)ψ(r′) > +
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+ < ψ†(r)ψ(r) > ψ†(r′)ψ(r′)− < ψ†(r)ψ(r) >< ψ†(r′)ψ(r′) >] . (191)
Substituting form (191) into the Hamiltonian, one meets the effective Kirkwood potential
UK(r) ≡
∫
Φ(r, r′)g(r, r′)ρ(r′) dr′ ,
which is similar to the Hartree potential, but with the principal difference that now, instead
of the bare interaction potential, one has the smoothed potential
Φ(r, r′) ≡ g(r, r′)Φ(r, r′) ,
The latter is integrable, ∣∣∣∣
∫
Φ(r, r′) dr′
∣∣∣∣ <∞ ,
even if the bare interaction potential is not.
Equation (190), as is evident, is nothing but the definition of the pair correlation function
g(r, r′). Kirkwood suggested to extract the pair correlation function g(r, r′) from experiment.
This could be done by measuring the structure factor
S(k) ≡ 1
N
∫
[< nˆ(r)nˆ(r′) > −ρ(r)ρ(r′)] e−ik·(r−r′) drdr′ , (192)
where nˆ(r) = ψ†(r)ψ(r) is the density operator. The density-density correlation function
can be expressed through the pair correlation function:
< nˆ(r)nˆ(r′) > = ρ(r)δ(r− r′) + ρ(r)ρ(r′)g(r, r′) , (193)
which gives
S(k) = 1 +
1
N
∫
ρ(r)ρ(r′)[g(r, r′)− 1]e−ik·(r−r′) drdr′ . (194)
In the uniform case, when ρ(r) = ρ and g(r, r′) = g(r− r′), one has
S(k) = 1 + ρ
∫
[g(r)− 1]e−ik·r dr . (195)
Taking the inverse Fourier transform yields
g(r) = 1 +
1
N
∑
k
[S(k)− 1] eik·r .
For a large system, one passes from summation to integration, obtaining
g(r) = 1 +
1
ρ
∫
[S(k)− 1] eik·r dk
(2pi)3
. (196)
Measuring in experiment the structure factor S(k), one can calculate the pair correlation
function by means of relation (196).
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5.10 Correlated approximations
The Kirkwood idea can be generalized as follows [60]. For simplicity, we again use the
notation of Sec. 5.8 denoting the field operators as ψi ≡ ψ(ri). And let us employ a brief
notation g12 ≡ g(r1, r2) for the pair correlation function. The general form of a correlated
approximation is
ψ†1ψ
†
2ψ3ψ4 =
√
g12g34
[
ψ†1ψ
†
2ψ3ψ4
]
MF
, (197)
where the term in the square brackets in the right-hand side implies some of the mean-
field approximations. For instance, using for [. . .]MF the Hartree approximation leads to
the Kirkwood approximation (190). Employing for [. . .]MF the Hartree-Fock approximation
results in the correlated Hartree-Fock form
ψ†(r)ψ†(r′)ψ(r′)ψ(r) = g(r, r′)
[
ψ†(r)ψ(r) < ψ†(r′)ψ(r′) > +
+ < ψ†(r)ψ(r) > ψ†(r′)ψ(r′)− < ψ†(r)ψ(r) >< ψ†(r′)ψ(r′) > ±
±ψ†(r)ψ(r′) < ψ†(r′)ψ(r) > ± < ψ†(r)ψ(r′) > ψ†(r′)ψ(r)∓
∓ < ψ†(r)ψ(r′) >< ψ†(r′)ψ(r) >] . (198)
In the same way, one can introduce the correlated Hartree-Fock-Bogolubov approximation.
One can remember that the pair interaction potentials depend on the difference between
the spatial variables, so that Φ(r, r′) = Φ(r − r′). Similarly, the pair correlation function
also usually depends on this difference, g(r, r′) = g(r− r′). Thus the smoothed interaction
potential becomes Φ(r) ≡ g(r)Φ(r). Since g(r)→ 0 when Φ(r)→∞, the smoothed potential
is integrable, ∣∣∣∣
∫
Φ(r) dr
∣∣∣∣ <∞ .
The pair correlation function is real-valued and symmetric, such that g(−r) = g(r). It
can be expressed through the second-order density matrix as in Sec. 3.10. Thus, for a
uniform system, it is
g(r− r′) = ρ2(r, r
′, r, r′)
ρ2
. (199)
The behavior of the pair correlation function is such that g(r)→ 1, when Φ(r)→ 0. In view
of the normalization ∫
ρ2(r, r
′, r, r′) drdr′ = N(N − 1) ,
the property
1
V
∫
g(r) dr = 1− 1
N
(200)
follows.
Instead of finding an approximation for the second-order density matrix, thus obtaining
the pair correlation function (199), one often directly invokes some approximations for the
latter. The simplest such a way is to use the cutoff approximation
g(r) =
{
0, r ≤ σ
1, r > σ .
81
Sometimes, one resorts to the classical approximation
g(r) = exp{−βΦ(r)} ,
which can be used only for high temperatures.
For quantum systems, it is possible to use the quantum approximation, by setting g(r) =
|ϕ(r)|2, with the function ϕ(r) being defined by the Schro¨dinger equation for the relative
motion: [
− ∇
2
2m0
+ Φ(r) + E
]
ϕ(r) = 0 ,
where
m0 ≡ m1m2
m1 +m2
, m1 = m2 = m , m0 =
m
2
.
If at short distance r → 0, the interaction potential behaves as
Φ(r) ≃ 4ε
(σ
r
)12
(r → 0) ,
then the solution to the above equation yields
ϕ(r) ∼ exp
{
− κ
2
(σ
r
)5}
(r→ 0) ,
with the correlation parameter κ ≡ 4
√
mεσ2/5. Therefore
g(r) ≈ exp
{
−κ
(σ
r
)5}
.
One also uses variational methods for constructing the pair correlation functions and
there exist other more complicated ways of finding their approximate expressions [46]. When
correlations and interactions between particles are strong, it may happen that even integrable
potentials require to take account of the pair correlation function.
Different regimes of describing the system can be classified by considering characteristic
lengths. The interaction radius is given by the expression
r0 ≡ σ +
∫
r>σ
|r|Φ(r)dr∫
r>σ
Φ(r)dr
. (201)
The scattering length
as ≡ m
4pi
∫
Φ(r) dr (202)
characterizes the intensity of interactions. These lengths should be compared with the mean
interparticle distance a and the thermal wavelength λT ,
a ≡ ρ−1/3 , λT ≡
√
2pi
mT
.
Particle interactions are strong, when as ≫ a, while interaction correlations are strong,
if r0 ≫ a. For λT ≪ a, one has the classical regime. And the quantum regime develops when
λT ∼ a, becoming essentially quantum for λT > a.
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The approximations of the mean-field type provide sufficiently accurate description, when
the particles in the system are strongly correlated, so that the influence of each of them
is extended onto many other particles. In such a case, each particle can be imagined to
be subject to a mean field created by other particles. Generally, there exist two kinds of
correlations, interaction correlations and coherence correlations.
Interaction correlations are strong, when the interaction radius r0 is much larger than the
interatomic distance a. Then each particle experiences the action of many other particles of
the system. Such interactions are termed long-range.
Coherence correlations characterize the particle correlations that develop not merely be-
cause of particle interactions but also due to particle quantum statistics. The coherence
radius is defined as
rcoh ≡
∫
r|C(r, 0)|dr∫ |C(r, 0)|dr , (203)
where the correlation function
C(r, r′) ≡ ρ1(r, r
′)√
ρ(r)ρ(r′)
(204)
is expressed through the density matrix ρ1(r, r
′). The coherence correlations are strong, if
the coherence radius rcoh is much larger than the interatomic distance a.
Summarizing, particle correlations in the system are strong, provided that at least one
of the conditions holds true, either the interaction correlations or the coherence correlations
are strong, so that either r0 ≫ a or rcoh ≫ a. That is, particle correlations are strong, when
at least one of the following parameters is large:
r0
a
≫ 1 , rcoh
a
≫ 1 . (205)
In that case, it is admissible to resort to a mean-field type approximation.
In conclusion, this Tutorial presents the basic notions of quantum statistical physics that
are necessary for the correct description of quantum atomic systems. Accurately applying
these notions will help to avoid mistakes that, unfortunately, are rather common in the
current literature. The exposition in the Tutorial has been aimed to be, from one side,
sufficiently detailed to be easily read and, from another side, quite brief, omitting lengthy
discussions that could be found in the cited references. In the following parts, the material
of this Tutorial will be applied for a more concrete description of cold atoms satisfying
Bose-Einstein and Fermi-Dirac statistics.
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