o.
1. where [x] denotes the highest integer less than or equal to X. In particular, we can take the following types of score functions as suggested by Hajek [12] :
I

I. I < U(V)
(1.4) E(X~~» = 0 (assumed without any loss of generality) and E IX~~) 1 4 + 0 < c < 00, for some 0 > 0 and for all k=l, ••• ,p, V~1; In the remainder of this section, we prove a lemma which will be used repeatedly in the subsequent sections.
LEMMA 1.1. Let {X .; i=1,2, ••. ,V,V > I} be a double sequence of random variables --V1.
--such that for each V, XVI"'" X VV are independently distributed with d.f. Fv(X) for which Elx . ,2+0 < c < 00 for some 0 > 0 and all i=l, .
•. ,v. V1.
E Ix .I n < c < 00, for all i=l, •.
• ,V, V > 1, then given any E > 0, V1.
If there exists n(> 2) such that 
. Let (j> \1 denote the permutational (conditional) probability 01~v measure generated by the conditional law in (2.4). Then, after some algebraic computations, we get the following results:
We propose the following test statistic: 
Hk,k'(u, u') being the bivariate joint d.f. of Fk(X Vl ) and Fk,(X Vl
The following test procedure is proposed based on the critical function sl(Zv): We shall now prove a theorem which
of Puri and Sen (1966) in the sense that unlike in probability
i=l kv vi kv i=l V kv (2.6), (3.1) and (3.2) we get, Using now (1.9) and the Schwarz inequality, we get, a V Using now, (1.9) and the fact that for some 6 > OJ the latter implies Now, a V THEOREM 3.1.
for some appropriate 6' > a as assumed in [16] .
Puri and Sen we do not have to assume the existence of the derivatives of the PROOF.
Proceeding exactly in the same way and using (1.10), we can show that, 
We introduce the following notations.
Hence, , I
'I,. , ' ,
Then using the elementary
Also, ** where~k (A) is a function defined on 0 < A~1 by ** * so that~k (i/(V+l» =~k(i/(V+l» for all i=l, .
•. ,v. I inequality (a+b) 2~2 (a 2 + b 2 ), we get from (3.12),
,.
(i/(V+1»~cr kk < 00, and i=l
Thus, from (3.14), 
as V~00.
Using (3.11) and (3.16) with the fact that convergence in mean implies convergence in probability we get now from (3.10),(111)~0 in probability as V~00.
Similarly (IV)~0 in probability as V~00. Again, Since V~EO in probability, to -V -of large numbers, we get,
Hence (3.4) is proved.
The above theorem is used in proving the following theorem: ,I
,-
V1
as V + 00 , for all k=l, ••• ,p. 
We first prove (ii). Hence the theorem. (ii) follows now from (4.1) -(4.3).
To prove (i), we first recall two equivalent forms of Noether condition given by Hoeffding (1951) . We state these in a slightly different form convenient for 4. . a.e.
0 a.e. as V -+ 00 --k=l , §O = (S10"'" SpO);
Also, E(h 2 . Ip ) = y' L Y which is non-zero and finite. The asymptotic distribution of M V will be obtained by using the contiguity distributions P v We adopt a procedure analogous to that of Hajek (1962) .
following lemma will be needed: now exactly as in ([12] , lemma a, _p. 211), we get the result.
(using lemma 4.1(i)). 
But it can be shown after some elementary algebra that ma.x Ih.1 < ,,-1/2{~max
Ak' (Qk'~k' POk) being the measure space and We are now in a position to derive the asymptotic non-null distribution of
of Lo~ve ([15J, p.163) , with r=l, we get,
The theorem now follows from (4.19).
We now state LeCam's second lemma (see [12J, p.205) which is an immediate consequence of (4.12) and lemma 4.5.
i=l, ... ,v. 
As in [12] (pp. 217-218) all we need to show J~~~~~'J P -probability (also used in proving lemma 4.6(ii)).
constants, a Y'~'J + b~'~~is asymptotically normal (0, a2(y'~y)1(
PROOF. We might also remark that using LeCam's third lemma, it can be shown that asymptotically optimal in Wald's sense.
-1
We may note that the general efficiency expression depends on y = a However, using a well-known theorem of Courant (see Bodewig [1956] ), we get, * Thus in the particular case when ¢ = ¢, the resulting test is optimal according to criteria described earlier. However, as already mentioned, the mixed statistics T.
'1=
¢,~k =~k' for all k=l, ... ,p,
We may also remark that unlike M , is not unconditionally distribution-free when p=l.
=
OO~~l~OO r)/(y'~r)] p; We next investigate some particular cases where the efficiency expression can be simplified considerably leading to some interesting results.
2
Case I p = 1. Here, e = PI P 2 ' where,
We may note that this efficiency expression is the same as we would have obtained by an extension of Hajek's ideas to simple linear regression with stochastic predictors. The test statistic which we would consider in that case will be simply SlV' This will be unconditionally distribution-free since in this situation under the hypothesis of no regression (or independence according to our model), the permutation distribution of SlV becomes identical with its unconditional distribution. For two-sided alternatives, the test procedure is optimal in Wald's sense. For one-sided alternatives, this will be asymptoticallỹ * * uniformly most powerful (liMP) as in Hajek [1962] in case ¢ = ¢ and~l =~l.
It might also be remarked that the test considered here is an alternative approach to the study of independence of two random variables as has been considered by Bhuchongkul [2]. Bhuchongkul followed the Chernoff-Savage [7] approach in proving the asymptotic normality of her test statistic and as such had to put rather stringent conditions regarding the existence of the derivatives of the score function and on its bounds. But unlike our case the asymptotic normality of her statistic follows even when regression is non-linear. However, her observation that the normal scores test is the locally most powerful rank test under the alternative that the variables under consideration have a bivariate normal distribution is equally valid in our case. In fact, in case of linear regression our result is slightly more general in the sense that whatever be the parent * * .
distribution, if~l =~l and ¢ = ¢, the resulting test as considered by us is asymptotically optimal. We give expressions for e in some particular cases: e = (3/n) (8' r 8)/ (~'~O~), (3/n) (1+P 12 )/(1+(6/n)sin (P 12 /2», 0 2 P 12 < 1 2 -1 (3/n) (1-P 12 )/(1-(6/n)sin (P 12 /2», -1 < P 12 20 min e 2 -1 em = 6 (3/n) (1-P 12 )/(1-(6/n)sin (P 12 /2», 0 2 P 12 < 1 2 -1 = (3/n) ( 1+P 12 )/(1-(6/n)sin (P 12 /2», -1 < P 12 < 0 it as
We can draw the following conclusions as in Bickel [3] .
2 a maximum of 0/ n) at P = 0
