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Abstract--We present an analysis of the bit-cost of some numerical linear system solvers. We use measures 
of the computational cost of algorithms, which are deeply related to their numerical behaviour. 
We derive upper bounds to the worst case bit-performance of the Gaussian elimination, Jacobi's and 
Newton's methods, implemented ither in a sequential orin a parallel environment. Moreover, we analyze 
an interesting special case, e.g. the solution of triangular Toeplitz linear systems. 
1. INTRODUCTION 
The problem of solving linear systems, either in a sequential or in a parallel environment, plays 
a central role in numerical linear algebra. 
The overall number of arithmetic operations used by a given solution of an algorithms is a quite 
natural measure of the time-cost of the algorithm on a sequential computer, and it will be referred 
to as arithmetic sequential cost (ASC). Similarly, the number of parallel steps used by an algorithm 
measures its time-cost in a parallel environment, and it will be referred to as arithmetic parallel 
cost (APC). 
According to the current literature, here we assume the following model of parallel computations 
to be used: 
(i) any number of processors can be used at any time; 
(ii) each processor can perform any arithmetic operation; 
(iii) no time-penalties are introduced by interprocessor communications or by the 
access to shared data. 
The model described above is clearly of the theoretical meaning, but it is reasonable to assume 
that more practical models, deeply related to an actual parallel architecture, do not allow us to 
obtain general results to the front of the parallel complexity of problems as well as the parallelism 
of given algorithms. 
Note that the most unpractical assumption is condition (i), but in concrete only algorithms 
requiring a number of processors polynomial on the size of the problem are considered. 
In this paper we give a hard look at different measures of the time-cost of algorithms for linear 
system solutions, which are motivated by the presence of errors due to the use of finite precision 
arithmetic. 
Such measures are based on the observation that the time-cost of an arithmetic operation 
depends on the number of digits to be processed. 
Since it is sometimes required to compare algorithms with different numerical stability, it is useful 
to take into account the cost of computing the result up to a given error bound. 
Such an approach leads to the evaluation of the number of digits to be used in the arithmetic, 
in order to satisfy a given accuracy. 
The arguments discussed above allows us to introduce a measure of the time-cost, more deeply 
related to the use of finite arithmetic, and therefore, to the numerical behaviour of numerical 
algorithms. More precisely, such a measure consists of a tradeoff between the computational cost 
and the numerical stability. 
The bit sequential cost (BSC) of an algorithm is defined as follows. 
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Definition 
Let ASC(n) be the arithmetic sequential cost of a given algorithm for solving a problem of size 
n. Then 
where 
and 
BSC(n) = O [ASC(n) A (f(n, t)] 
A(k) = an upper bound to the sequential cost of performing any arithmetic 
operation on k digits 
f(n, t) = the number of digits to be used when performing arithmetic operations, 
in order to have at least t exact digits in the computed result. 
An analogous definition can be given for the bit parallel cost (BPC) of a given algorithm, e.g. 
BPC(n) = O[APC(n) A'(f(n, t)] 
where 
and 
A'(k) = an upper bound to the parallel cost of performing any arithmetic 
operation on k digits; 
f(n, t) = as above. 
In Ref. [1] an approach is presented showing that 
A(k) = O(k log k log log k). 
Moreover, it is well-known that 
A '(k) = O(log k). 
It is worth reporting that in Ref. [2] measures related to the ones used in this paper are 
considered, in order to study the behaviour of matrix multiplication algorithms, and that in 
Ref. [3] an analysis is presented of the bit-complexity of some arithmetic problems, namely 
polynomial multiplication and some related problems. 
Interesting results concerning the bit-complexity of the computation of some elementary 
functions are presented in Ref. [4]. 
As in Ref. [4], we may assume the computations to be performed either by using fixed-point 
arithmetic, or floating-point arithmetic, with fixed length exponent. Our results hold in both models 
as well. 
The rest of this paper is organized as follows. In Section 2, the basic theoretical results are 
presented, together with the corresponding performance, in the case of direct and iterative methods 
for linear systems olution. 
In Section 3, we will discuss a special cases of wide interest. 
In the following, log denotes the logarithm to the base 2, and Cond~ (A) denotes II .4 II o~ II .4 - ~ I[ ~o. 
2. MAIN RESULTS 
In this section, we present some results concerning the BSC and BPC of some of the most 
important algorithms for the solution of linear systems. 
Consider first the Gaussian elimination, safeguarded with pivoting strategies, for the solution 
of an n x n linear system. Let e(r) be the relative roundoff error measured by means of the infinite 
vector norm, i.e. e(r)= li x -.~ lioo/ll x il~o, where x is the exact solution and ~ the computed one. 
It is known (see for example Ref. [5]) that 
e(r ) ~ eps Condo~(A ) p(n ) 
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where eps denotes the computer elative precision, Cond~ (A) the condition number of the 
coefficient matrix A, and p(n) a polynomial on n. 
If  we want to use multiple precision in order to have t exact digits in the result, then the following 
inequality: 
eps Cond~(A)p(n) < 2 -t 
has to hold. 
Then, by setting eps = 2 -d÷ 1, where d is the number of digits of the arithmetic, we obtain 
d > t + log Condo(A) + logp(n) + 1. 
We now analyze the order of magnitude of d as a function of n. 
For this purpose we have to make assumptions on the behaviour of Condo(A). 
We will assume Condo(A) to behave in three possible ways. 
Case (1). Condo~(A) = O(1). 
Case (2). Condo(A) = o(nm),  for a given constant m. 
Case (3). Condo(A) = O(Mn), for a given constant M. 
It follows that d can be chosen according to 
Case (1): d = t + O(logn) 
Case (2): d = t + O(logn) 
Case (3): d = t + O(n). 
Since it is well-known that the ASC(n) of the Gaussian elimination is O(n 3) we are now able 
to evaluate its BSC. 
Assuming t to be a constant not increasing with n, we have: 
Cases (1) and (2): BSC(n) = O(n 3 log n log log n log log log n), 
Case (3): BSC(n) = O(n 4 log n log log n). 
It is worth reporting that Gaussian elimination can be also implemented in a parallel 
environment, with APC(n)= O(n) on n 2 processors. Then 
Cases (1) and (2): BPC(n) = O(n log log n), 
Case (3): BPC(n) = O(n logn). 
We now turn to the BSC of the Jacobi iterative method for the solution of linear systems. 
It can be easily shown that 
ASC(n) = O(kn 2) 
where k is the number of iterations performed. 
Let P be the iteration matrix. It is reasonable to choose k in order to make the truncation error 
at the kth step negligible, up to the computer relative precision. Therefore, if r is the spectral radius 
of the matrix P, we get: 
k - ( log  1/eps)/(log l/r) i.e. k -d / ( log  1/r). 
We can now proceed by assuming r to behave in two possible ways, namely 
Case (a): r <~ r0 < 1; 
Case (b): r - 1 - 1/n m, 
with m a positive constant. 
Therefore we obtain 
Case (a): k = O(d), 
Case (b): k = O(dnm). 
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We can now follow the results presented in Refs [6, 7] to derive an upper bound to the roundoff 
error e(k) after k iterations of Jacobi's method. 
We may assume to have 
e(k ) ~: eps k O(n 2) 
from which 
and therefore 
Case (a): 2 -d+l d O(n 2) < 2-', 
Case (b): 2 -d+l dO(N 2+a) < 2-', 
Cases (a) and (b): d = O(t + logn). 
Finally, we have for Jacobi's method 
Case (a): BSC(n) = O(n 2 log 2 n log log n log log log n), 
Case (b): BSC(n) = O(n 2+~ log n log log n log log log n). 
Note that Jacobi's method can be implemented in parallel, by performing matrix-vector p oducts 
in O(log n) parallel steps on n 2 processors. 
We obtain 
Case (a): BPC(n) = O(log 2 n log log n), 
Case (b): BPC(n) = O(n m log 2 n log log n). 
For what concerns other iterative methods for the solution of linear systems, in Ref. [6] a result 
is presented concerning the BPC of Newton's Method, whose performance, when applied to linear 
systems olution is 
Case (a): BPC(n) = O(log n log log n), 
Case (b): BPC(n) = O(log 2 n log log n). 
Furthermore, it is easy to derive from Ref. [6] the BSC of Newton's method, too. 
We have 
Case (a): BSC(n) = O [n 3 log n A (log log n)], 
Case (b): BSC(n) = O[n 3+m log n A(log log n)]. 
It is now worth noting that typical values for the constant m are 1/2, l or 2, when the original 
linear system arises from the discrete approximation of partial differential equations by difference 
methods. 
In the next section we will study the BPC of a parallel algorithm oriented toward the solution 
of triangular Toeplitz linear systems. 
3. FURTHER RESULTS 
In this section we study the bit-cost of a parallel solver for triangular Toeplitz linear systems. 
Such a solver has the performance APC(n)--O(logn),  so that it attains a time-record for the 
solution of such important class of triangular matrices. On the other hand, we will show that the 
condition number of triangular Toeplitz matrices can grow exponentially with the size of the 
matrix, so that, in the worst case, the arithmetic digits required are a linear function of the size 
of the problem, It turns out that, from the point of view of bit-cost, it is better to deal with general, 
but well conditioned, triangular matrices than with Toeplitz triangular ill conditioned matrices. 
Consider now the algorithm analyzed in Ref. [8] for triangular Toeplitz matrix inversion. 
We have 
APC = O(log n), e(r) ~ (eps) It2 n log n Cond (T) 
where T is the triangular Toeplitz matrix. 
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Moreover we have the following. 
Remark 3.1 
Let M be the biggest entry in absolute value of  a nonsingular Toeplitz triangular matrix T. 
Then 
tlT[Ioo<<,nM and HT- I l l~<,ng  n-l.  
Such a result can be proved with some effort; moreover it can be shown that the exponential 
upper bound to the growth of  the inverse, can be attained by some special Toeplitz triangular 
matrices. 
It follows that the worst case bit-cost of  the algorithm studied is 
BPC(n) = O(log 2 n). 
Therefore, the results o f  the previous section put into evidence that no improvement is achieved 
with respect to the BPC of  some algorithms applied to "well condit ioned" general matrices. 
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