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On Incidence Structures of Nonsingular Points and Hyperbolic Lines of Ovoids in Finite Orthogonal Spaces
Notation and Definitions
An orthogonal space is a pair (V, Q) such that V is a finite dimensional vector space of dimension n over GF (q) and Q : V → GF (q) is a quadratic form, i.e.
Q(λx) = λ 2 Q(x)
and Q(x + y) = Q(x) + Q(y) + f (x, y), for all λ ∈ F ; x, y ∈ V , where f ( , ) is a bilinear form. The quadratic form Q is nondegenerate if f (x, y) = 0 for Q(x) = 0 and all y ∈ V implies x = 0. The points of an orthogonal space (V, Q) are one-dimensional subspaces and v is called a singular point if Q(v) = 0 and nonsingular otherwise. Two points v 1 and v 2 are perpendicular if f (v 1 , v 2 ) = 0. Two sets of points X and Y are totally nonperpendicular if f (x, y) = 0 for any x ∈ X and for any y ∈ Y . A subspace S is totally singular if Q(v) = 0 for all v ∈ S. When n = 2m and Q is nondegenerate, there are two types of quadratic forms up to equivalence. One form is called hyperbolic which produces maximal totally singular subspaces with dimension m. The other form is called elliptic and it produces maximal totally singular subspaces with dimension m − 1. When n = 2m − 1 and Q is nondegenerate, there is only one type of quadratic form up to equivalence. This form is called parabolic which produces maximal totally singular subspaces with dimension m − 1. When Q is nondegenerate, (V, Q) is called an O 2m−1 (q) space if n = 2m − 1, or an O ± 2m (q) space if n = 2m, using superscript + or − according as Q is hyperbolic or elliptic. Further details of these definitions can be found in Artin [1] , Kantor [19] and Taylor [30] .
An r-cap in an orthogonal space is a set of pairwise nonperpendicular singular points with cardinality r. An ovoid O in an orthogonal space of types O + 2m (q), O − 2m−2 (q) or O 2m−1 (q) is a set of singular points such that every maximal totally singular subspace contains just one point in O, or equivalently, O is a cap of size q m−1 + 1. Ovoids have been shown to be nonexistent in O − 2m−2 (q) for m ≥ 4 by Thas [33] and O 2m−1 (q) for m > 4 by Gunawardena and Moorhouse [18, 15] . For m > 3, other nonexistence results can be found in [4] , [14] , [25] , and [29] . Ovoids in O + 6 (q) are mapped via the Klein correspondence onto translation planes which have dimension 2 over its kernel GF (q) [22] .
The orthogonal group (also called the group of isometries) is the subgroup of GL(V ) which fixes the quadratic form. The generalized orthogonal group (also called the group of similarities), G, is the subgroup of GL(V ) which fixes the quadric (the set of singular points). The automorphism group of an ovoid O, denoted Aut(O), is defined as Aut(O) = G O /G (O) , where G O is the stabilizer of O in 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65   3 isomorphic if there is a group element in the generalized orthogonal group that takes one cap to the other.
Kleidman [20] has classified 2-transitive ovoids in polar spaces. Gunawardena [17] has extended the Kleidman's results by determining the ovoids in O + 8 (q) which admits a primitive group. Bamberg and Pentilla [3] recently classified the ovoids and spreads in finite polar spaces which are stabilized by an insoluble transitive group of collineations, as a more general classification of m-systems admitting such groups. Table 1 shows the Kleidman's list of 2-transitive ovoids for the orthogonal spaces. An ovoid is called trivial if it contains all the singular points in a space. Note that ovoids in certain geometries automatically give rise to ovoids in larger geometries. For example, ovoids in O 
q is even and q ≥ 4, Kantor [19] Let P be a finite non-empty set of elements called points, L be a family of subsets of P called lines, and I ⊆ P × L be an incidence relation. Let s, t be two nonnegative integers. An incidence structure S = (P, L, I) has order (s, t) if I satisfies the following axioms: (a) Any two distinct points are incident with at most one line; (b) Each line is incident with exactly s + 1 points; (c) Each point is incident with exactly t + 1 lines. If both s, t ≥ 1 then S is called a partial linear space of order (s, t) [12] . Otherwise S is called a trivial structure.
A Survey of Invariants
Our discussion is limited to the invariants which can be computed for orthogonal ovoids. An invariant is complete for a given orthogonal space if it distinguishes any two non-isomorphic ovoids in the space. An effective isomorphism invariant must be complete and it should be fast to compute. Here we survey various isomorphic invariants used in recent classifications of ovoids and translation planes.
The invariant known as fingerprint, introduced by J. H. Conway, is used by Charnes [6] to identify translation planes of order 25 (i.e., corresponding to O + 6 (5) ovoids) which have been previously classified by Czerwinski and Oakden [11] . Fingerprints are complete for ovoids in O + 6 (q), q = 3, 5, 7, and give an effective method of calculating the automorphism groups of ovoids, see Charnes and Dempwolff [7] . In another paper, Charnes and Dempwolff [8] use fingerprints as an aid to classify O + 8 (5) ovoids. Moorhouse in [24] describes a simple way of computing fingerprints which has O(r 3 ) time complexity for an r−cap and shows its connection to two-graphs of ovoids. The ovoids with regular two-graphs have the same fingerprint. Since ovoids in O 2m−1 (q) spaces have regular two-graphs, see Gunawardena and Moorhouse [18] , fingerprints do not separate non-isomorphic ovoids in O 2m−1 (q). Also, fingerprints do not separate ovoids when the field GF (q) has even characteristic.
Mathon and Royle [21] use another invariant called regulus profile in their classification of translation planes of order 49. They create short and long profiles using the intersections of reguli with a spread. For ovoids, we can create these profiles using conics which are O 3 (q) subspaces. Their long 4 profiles are complete for O + 6 (7) ovoids but they are more expensive to compute compared to fingerprints. These profiles have advantages over fingerprints since they can be used in even characteristic cases and in any dimension. In this section, we introduce a new invariant that can be used in any characteristic field or in any dimension. Our invariant helps visualize the nonsingular point hyperbolic line incidence structure of an ovoid and has a faster computing time than that of fingerprints. It is complete for the classifications mentioned in Section 2.
Let O be an ovoid in
. We can write O as a set of singular points { v 1 , v 2 , . . . , v r }, where r = q m−1 + 1. Let HL denote the set of hyperbolic lines defined by {< v i , v j > |1 ≤ i < j ≤ r}. Thus |HL| = r(r − 1)/2. Now we define incidence structures S = (P, L, I), S sq = (SQ, L sq , I sq ), and S nsq = (N SQ, L nsq , I nsq ) as follows. For 1 ≤ i < j ≤ r, let the line ℓ ij be the set containing q − 1 nonsingular points incident with the hyperbolic line v i , v j given by { v i + αv j |α = 0}. Let P be the set of nonsingular points given by ∪ 1≤i<j≤r ℓ ij and L be the set of lines given by {ℓ ij |1 ≤ i < j ≤ r}. Thus |L| ≤ r(r − 1)/2. The incidence relation I is the subset of P × L such that (p, ℓ) ∈ I if and only if p ∈ ℓ. Let SQ (N SQ) be the set of all the points x ∈ P such that Q(x) is a square (nonsquare) in the field GF (q) (Note that square(nonsquare) is well defined since Q(λx) = λ 2 Q(x) for any λ ∈ GF (q)). Clearly, SQ and N SQ partition P. Let L sq be {ℓ ∩ SQ|ℓ ∈ L} and I sq be {(p, ℓ) ∈ (SQ × L sq )|p ∈ ℓ}. Let L nsq be {ℓ ∩ N SQ|ℓ ∈ L} and I nsq be
Now we construct a bipartite graph, called the ovoidal graph OG between the two sets HL and P. The set of vertices of OG is HL ∪ P and there is an edge between the vertices h ∈ HL and p ∈ P if and only if the nonsingular point p is incident with the hyperbolic line h. The ovoidal graph OG is a (δ, γ)-regular bipartite graph if every h ∈ HL has degree δ and every p ∈ P has degree γ. Clearly the degree of any vertex in HL is q − 1. Let D sq and D nsq are the multisets of the degrees of the vertices of SQ and N SQ constructed as follows. Let T = {d 1 , d 2 , . . . , d k }, where d i are positive integers, be the set of all possible degrees of vertices in P. Let d ∈ T and C sq (d) = |{x ∈ SQ|deg(x) = d}| and
Since the incidence structure S, the set {S sq , S nsq }, and the graph OG are isomorphism invariants of O, we select the list Inv(O) = (|P|, {(|SQ|, D sq ), (|N SQ|, D nsq )}) as our isomorphism invariant for the ovoid. Of course if GF (q) has even characteristic, P = SQ, D = D sq and N SQ = ∅. The reader should note that if Q(x) is replaced by ǫQ(x) where ǫ is a nonsquare element in GF (q), then nonsquare points will become square points and, vice versa. Hence the incidence structures S sq and S nsq are not invariant under the group of similarities but the set {S sq , S nsq } is.
The invariants of the ovoidal graph can be computed in O(r 2 qlog(r 2 q)) time complexity. Let P = { x 1 , x 2 , . . . , x M } where each x i is a nonsingular point. We normalize each representative vector x i by making its first nonzero entry to be 1. It is also clear that M ≤ (q − 1)r(r − 1)/2. The authors utilized a heap sort with lexicographical ordering to calculate the invariants of the ovoidal graph. Each heap element contains a nonsingular point x i , a flag to show square or nonsquare, and a counter to calculate its degree. We insert the q − 1 nonsingular points in P incident with each h ij ∈ HL for 1 ≤ i < j ≤ j into the heap as follows. When a nonsingular point x i is not in the heap it will be inserted as a new element in the heap with the counter value 1 and set the flag to square (or nonsquare) depending on x i is square (or nonsquare). Otherwise we just increment the counter. We can insert all the generated (q − 1)r(r − 1)/2 nonsingular points in O(r 2 q log(r 2 q)) time resulting in a heap of size M . When we remove elements from the heap, the number of distinct elements of P (= M ), SQ and N SQ as well as their respective degrees can be counted. Removing all the elements from the heap takes O(M log M ) time. 
The Point-Line Incidence Structures of 2-Transitive Ovoids
The following theorem presents the point-line incidence structures S, S sq , S nsq , and the ovoidal graph OG for some of the 2-transitive ovoids in Table 1 .
Theorem 4.1. The following statements hold for the 2-transitive ovoids mentioned below.
1. Let O be an O + 2 (q) ovoid. Then S is an incidence structure with parameters s = q − 2 and t = 0. The ovoidal graph OG is (δ, γ)-regular with δ = q − 1, γ = 1. When q is odd, S sq and S nsq are incidence structures with parameters s sq = s nsq = (q − 3)/2 and t sq = t nsq = 0. The subgraphs of OG induced by SQ and N SQ are (δ, γ)-regular with δ = (q − 1)/2, γ = 1. 
Let q = 3
h where h ≥ 2 and O be the Thas-Kantor ovoid in the parabolic space O 7 (q). Then S sq is a partial linear space with s sq = (q − 3)/2, t sq = (q − 3)/2, and S nsq is a partial linear space with s nsq = (q − 3)/2, and t nsq = (3q + 1)/2. 7. Let O be an ovoid in O + 8 (2) . Then the ovoidal graph OG is (δ, γ)-regular with δ = 1, γ = 1. 8. Let O be a Kantor P SL (2, q 3 ) ovoid where q = 2 h , h ≥ 2. Then S is an incidence structure with parameters s = (q − 2) and t = 0. Furthermore, the ovoidal graph invariants of the above ovoids are as shown in Table 2 .
We use the following lemmas to prove Theorem 4.1.
Lemma 4.2. Let O be 2-transitive in each of the following cases and |O| = r. Let S = (P, L, I), S sq = (SQ, L sq , I sq ), and (N SQ, L nsq , I nsq ) be incidence structures associated with O as defined above.
1. If S is of order (s, t) with s ≥ 1 then q > 2 and OG is (δ, γ)-regular with δ = q − 1, γ = t + 1 and
If q is odd and S sq is of order (s sq , t sq ) with s sq ≥ 1 then q > 3, s sq = (q − 3)/2, |SQ| = (q − 1)r(r − 1)/(4(t sq + 1)) and D sq = {(t sq + 1, |SQ|)}. If q = 3 (i.e., s sq = 0) and every square point in OG has a degree γ then γ = r(r − 1)/(2|SQ|) and D sq = {(γ, |SQ|)}. 3. If S nsq is of order (s nsq , t nsq ) with s nsq ≥ 1 then q > 3, s nsq = (q − 3)/2, |N SQ| = (q − 1)r(r − 1)/(4(s nsq + 1)) and D nsq = {(t nsq + 1, |N SQ|)}. If q = 3 (i.e., s nsq = 0) and every non-square point in OG has a degree γ then γ = r(r − 1)/(2|N SQ|) and D nsq = {(γ, |N SQ|)}.
Proof. Assume S is of order (s, t) with s ≥ 1. Since s = q − 2, we get q > 2. Since O is 2-transitive and s ≥ 1, |L| = |HL| = r(r − 1)/2 and any h ∈ HL can be uniquely identified by an ℓ ∈ L. Thus OG is a regular bipartite graph with δ = q − 1, γ = t + 1 and counting (p, ℓ) ∈ I in two ways we get |P| = (q − 1)r(r − 1)/(2(t + 1)). Assume q is odd. Since t sq = t nsq = t and s sq = s nsq = (q − 3)/2, 6 Table 2 . Ovoidal Graph Invariants for some of the 2-transitive ovoids
we get D sq = {(t + 1, |P|)}. Assume q = 2 (i.e., s = 0) and OG is (δ, γ)-regular. Since δ = s + 1 and |HL|δ = γ|P|, we get δ = 1, γ = r(r − 1)/(2|P|) and D sq = {(γ, |P|)}. Thus (1) holds. To prove (2), assume the case where q is odd and S sq is of order (s sq , t sq ) with s sq ≥ 1. Since s sq = (q − 3)/2, we get q > 3. Assume q(> 3) is odd. By counting (p, ℓ) ∈ I sq in two ways we get |SQ| = (q − 1)r(r − 1)/(4(t sq + 1)) and D sq = {(t sq + 1, |SQ|)}. Assume q = 3 (i.e., s sq = 0) and every square point in OG has a degree γ. Since |HL|(s sq + 1) = γ|SQ|, we get γ = r(r − 1)/(2|SQ|) and
The proof of (3) is similar to the proof of (2).
4.1.
Tit's Ovoid in O 5 (q), q(≥ 8) is even, stabilized by Aut(Sz(q)). We now describe the pointline incidence structure of the hyperbolic lines of the Tits ovoids [32] in O(5, q) when q = 2 2h+1 , (h > 0). Let the quadratic form Q be defined by
Tits [32] has shown that the automorphism group of the Tits ovoid is 2-transitive. It is known, see [35] , that the Tits ovoid can be described as the set of points of the form:
where α ∈ Aut(GF (q)) satisfies a α 2 = a 2 for all a ∈ GF (q). Let GF (q) and α be as in the previous paragraph and letF = GF (q) \ {0, 1}. We need the following technical lemma and corollary. 3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64 The following lemma determines the point-line incidence structure for a fixed hyperbolic line of the ovoid. Then every nonsingular point P on the line ℓ is incident with q/2 hyperbolic lines of the ovoid O.
Proof. Let P be a nonsingular point on the line ℓ. Then P = (1, 0, 0, 0, t) where t = 0. Any hyperbolic line of the ovoid (other than ℓ) that is incident with P must be of the form
where x and y are both not zero. This will occur if and only if there is a nonzero value a ∈ GF (q) such that
From this equation we have the following equations:
Note that a = 1. Using equations (2) and (3) in equation (4), we have
Consequently from equation (4) we have 5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65   8 Using equations (6) and (7) as well as equations (2) and (3) in equation (5), we have
Hence t(a + 1) =
Note that x α+2 = t and u α+2 = t. If x α+2 = t,we would have
(a α +a) α+1 = 1. Raising both sides to the α − 1 power gives us a+1 a α +a = 1. Hence a + 1 = a α + a or a α = 1. Thus a = 1 which is impossible. A similar argument shows that u α+2 = t. We can now count the number of hyperbolic lines in the ovoidal graph that are incident with the nonsingular point P = (1, 0, 0, 0, t) . For each x such that x α+2 = t, t x α+2 ∈ {0, 1}. By Corollary 4.7, there is a unique a ∈ GF (q) \ {0, 1} =F such that a+1 a α +a = ( t x α+2 ) α−1 . Let u satisfy the equation x = au. From the previous paragraph u α+2 = t. Thus x uniquely determines a and u. Since there are q − 2 choices for x, there are q − 2 choices for the ordered pairs (x, u) that satisfy equation (8) . By equation (6) , v is determined by a, u and it follows from equation (3) that y is also determined. Since each ordered pair (x, u) and (u, x) determine the same hyperbolic line, there are (q − 2)/2 lines of the form (1) that are incident with the nonsingular point P. Since ℓ is also a hyperbolic line in the ovoidal graph incident with P , every nonsingular point in the ovoidal graph is incident with q/2 hyperbolic lines of the ovoid.
Thas-Kantor Ovoid in O 7 (q), q = 3
h , h ≥ 2, stabilized by Aut(P SU 3 (q)). The ThasKantor ovoids of O 7 (q) where q = 3 h , h > 1 is another of family 2-transitive ovoids [20] . Let the quadratic form Q be defined by
By [35] , the Thas-Kantor ovoid can be described as
where x, y, z ∈ GF (q), n is a fixed nonsquare in GF (q), f 1 (x, y, z) = x 2 y − ny 3 + 2xz, f 2 (x, y, z) = − 1 n x 3 + xy 2 − 2yz. We will determine the number of hyperbolic lines of the ovoid that are incident with the line ℓ = (1, 0, 0, 0, 0, 0, 0) , (0, 0, 0, 0, 0, 0, 1) . Each of the nonsingular points incident with ℓ are of the form (1, 0, 0, 0, 0, 0, t) for t = 0.
The point P = (1, 0, 0, 0, 0, 0, t) for t = 0 is incident with the hyperbolic line ℓ and is also incident with hyperbolic lines in the ovoid provided that (1, 0, 0, 0, 0, 0, t) = S + aT (9) where a = 0 and S = (1, x, y, z, f 1 (x, y, z), f 2 (x, y, z), −y 2 − xf 2 (x, y, z) − yf 1 (x, y, z)) 2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 9
From this equation, we have the following equations:
Note that a = −1 for in that case x = u, y = v, z = w and the hyperbolic line degenerates into a point. Using equations (10), (11) and (12) in equation (13), we have 0 = f 1 (−au, −av, −aw) + af 1 (u, v, w)
Hence it follows that
and
since a = −1. Similarly, using (10), (11) and (12) in equation (14), we have 0 = f 2 (−au, −av, −aw) + af 2 (u, v, w)
Lemma 4.6. If both u and v are not zero in formula (9), then a = 1 and w = 0.
Proof. Consider the two equations (16) and (17) from above. Add equation (16) multiplied by v to equation (17) multiplied by u to eliminate w and obtain
Since both u and v are not zero, nv 2 − u 2 = 0. Hence it follows that a − 1 = 0 and a = 1. To show that w = 0 consider the following cases. 
Hence it follows that w = 0 since u = 0. Case 2: Let v = 0. Then using f 2 we have:
Therefore, it follows that w = 0.
We will count the number of hyperbolic lines in the ovoidal graph that are incident with the point (1, 0, 0, 0, 0, 0, t) for t = 0 when both u and v are both non-zero. By Lemma 4.6, we have
Therefore we need to count the number of solutions to the equation (u 2 − nv 2 ) 2 = nt. Let θ be a root of the equation X 2 = n and E = F (θ) be a quadratic extension field of F = GF (q). We begin by proving the following lemma. 
Proof. First note that u 2 − nv 2 is a square in the field F if and only if u + θv is a square in the field E. The field E has (q 2 − 1)/2 non-zero squares and the field F has (q − 1)/2 non-zero squares. It follows that there are (
there are (q − 1)/2 non-zero squares in F , there are
As a corollary to this, we have the following. 
Proof. The solution set of the equation nv 2 − u 2 = e is the same as the solution set of n 2 v 2 − nu 2 = ne and by Lemma 4.7, there are q + 1 solutions.
We now count the number of hyperbolic lines in the ovoidal graph that pass through the nonsingular point (1, 0, 0, 0, 0, 0, t) with the property that both u and v are non-zero . 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65   11 Proof. By the remarks following Lemma 4.6, we know that nt = (u 2 − nv 2 ) 2 . Therefore we can write nt = s 2 where s ∈ F . If s is a square, then there are q + 1 solutions (u, v) to the equation by Lemma 4.7. If s is a nonsquare, then there are q + 1 solution to nv 2 − u 2 = s by Corollary 4.8. Depending upon whether −1 is a square or nonsquare in the field F , there will also be q + 1 solutions to either u 2 − nv 2 = −s or nv 2 − u 2 = s. Thus there are 2(q + 1) solutions (u, v) to the equation
For each solution (u, v) there is a companion solution (−u, −v) which determine a hyperbolic line in the ovoidal graph that passes through the nonsingular point (1, 0, 0, 0, 0, t) . Now consider the case when u = v = 0. Proof. Using the notation above, it follows that x = y = 0, z = −aw and
If t is a square, then −a is a square, and w is a solution to the quadratic equation
Thus there are (q − 3)/2 pairs of solutions w 1 , −w 1 to the equations of the form X 2 = −t/a and each pair determines a hyperbolic line incident with (1, 0, 0, 0, 0, 0, t) where t is a square.
If t is a nonsquare, then for any square w 2 in the field, we can choose a = −t/w 2 . Hence there are (q − 1)/2 choices for w 2 which leads to (q − 1)/2 hyperbolic lines in the ovoidal graph incident with (1, 0, 0, 0, 0, 0, t) where t is a nonsquare.
We can now prove the following lemma which determines the number of hyperbolic lines of the ovoid that are incident with the line ℓ.
Lemma 4.11. The number of hyperbolic lines of the Thas-Kantor ovoid that are incident with the nonsingular point P of the hyperbolic line ℓ satisfy the following.
a. If P is a square nonsingular point, then P is incident with (q − 1)/2 hyperbolic lines of the ovoid. b. If P is a nonsquare point, then P is incident with 3(q + 1)/2 hyperbolic lines of the ovoid.
Proof. To prove (a), we note that by Lemma 4.10 there are (q − 3)/2 hyperbolic lines of the form given by equation (9) (2) . This ovoid can be produced using the construction given in the proof of (8) . It can be checked that the ovoidal graph OG is (δ, γ)-regular with δ = 1, γ = 1. 8. Let O be a Kantor P SL (2, q 3 ) ovoid where q = 2 h , h ≥ 2. In [19] , Kantor describes the ovoid O as follows. Let K = GF (q) and F = GF (q 3 ), and V = K ⊕ F ⊕ F ⊕ K equipped with a quadratic form Q, defined by Q(a, β, α, d) = ad + T r(βα), where T r(βα) = (βα) q + (βα)
3 ) of orthogonal transformations acts 3-transitively on O. Let u = (0, 0, 0, 1), v = (1, 0, 0, 0), and w = (1, 1, 1, 1) . It is easy to check that u , v , w ∈ O. Any non singular point on u, v ∈ L can be represented by (1, 0, 0, y) , where y ∈ GF (q) \ {0}. Now consider the line ℓ = w, (1, 0, 0, y) . The line ℓ is nondegenerate when y = 1. When y = 1, consider any point g ∈ w ⊥ on ℓ. So g = (1 + α, 1, 1, 1 + αy) for some α ∈ GF (q) \ {0, 1}. Suppose g ∈ O. Then (1 + α)t = 1 and (1 + α)t q+q 2 = 1. Since α = 1, we have t q 2 +q−1 = 1 and hence q 2 + q − 1 divides q 3 − 1 contradicting q > 1. Hence any hyperbolic line through w that intersects ℓ is tangent to O. Since O is a 3-transitive ovoid, L contains a set of parallel lines. Thus S is an incidence structure with parameters s = (q − 2) and t = 0. Hence the statement (8) holds. Now we apply Lemma 4.2 to the above mentioned cases to get the ovoidal graph invariants shown in Table 2 . This completes the proof of Theorem 4.1. 3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63 64 65 13 
Ovoidal Graph Invariants
In this section, we present our ovoidal graph invariants for a selective set of known ovoids representing various orthogonal spaces. Note that ovoids do not exist in O − 2m (q)(m ≥ 3) [33] , O + 2m (q)(q = 2 e , 3 e , m ≥ 5 and q = 5 e , 7 e , m ≥ 6) [4, 29] , O 2m−1 (q)(m ≥ 5), [18, 4] and O 7 (q)(q = 3 and q is a prime) [25, 2] . No construction is known for the remaining spaces of O + 2m (q)(m ≥ 5) and O + 8 (q) (q ≡ 1 mod 6 and q is not a prime).
In Table 2 , we give the ovoidal graph invariants for the 2-transitive ovoids of orthogonal spaces mentioned in Theorem 4. 3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65   14 same |P|. In this case the invariants |SQ| and |N SQ| are needed to differentiate all the ovoids. In Table 4 , the ovoid O i corresponds to the ovoid with fingerprint Ξ i in [6, [21] . Gordon Royle provides a complete list of the 1347 translation planes on his web page [28] ; Charnes and Dempwolff [7] calculate the automorphism groups and fingerprints of these ovoids. In this orthogonal space, the ovoidal graph invariants (|SQ|, |N SQ|) separate 959 of the ovoids while D sq , D nsq separates all the 973 non-isomorphic ovoids.
It is known that an O + 8 (q) space has a unique ovoid when q = 2, 3 [19] , or q = 4 [16] which is 2-transitive and mentioned in Table 2 . According to [8] , the only O + 8 (5) ovoids are the Kantor ovoid (2-transitive) [19] , the Cooperstein ovoid [10] which is the only primitive ovoid that is not 2-transitive [17, 3] , and the binary ovoid constructed from the E8 root lattice [9, 23] . In Table 5 , we show the invariants for the O We have also found examples of orthogonal spaces in which our invariant is not complete. The ovoidal graph invariants are the same for the two ovoids in O + 4 (32) mentioned in Table 1 . Also the ReeTits and Thas-Kantor ovoids over the field GF (27) give the same ovoidal graph invariants. Another interesting example is O + 4 (16) space which contains two isomorphism classes of 2-transitive ovoids with the invariants D sq = {1, 2040} and D sq = {(1, 1632), (6, 68)}. The latter ovoid provides an example of a 2-transitive ovoid which produces an ovoidal graph that is not (δ, γ)-regular.
It will be interesting to find the ovoidal graph invariants for the remaining 2-transitive ovoids, namely, the ovoids in O + 4 (q) stabilized by Aut(P SL 2 (q)), the Ree-Tits ovoids in O 7 (q) stabilized by Aut( 2 G 2 (q)), q = 3 2h+1 ≥ 27, and the Kantor's ovoids in O + 8 (q) stabilized by Aut(P SU 3 (q)), q ≥ 5, q ≡ 2 mod 3. It can be observed that some of the graphs in Table 2 contain regular bipartite subgraphs of degree (q − 1)/2 (e.g., O 3 (q)(q odd), Thas-Kantor O 7 (3 h )).
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