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‘closed polity’ model of  the  state,  leading  to disregard of  the  transnational dimensions of 
internal  conflict,  and  by  a  dependence  on  over‐aggregated  data.  The  present  inquiry  ex‐
pands on the existing explanatory framework for variation in civil conflict severity by includ‐


















bineer met onlangse  data  oor  transnasionale  etniese  koppelings,  transnasionale  steun  en 
naburige  konflik,  sowel  as  ander  deelnemer‐  en  landeienskappe.  Resultate  van  gewone 
kleinstekwadrate‐regressie‐analise  dui  daarop  dat  steun  aan  rebellegroepe  deur  eksterne 













































































































































It  is estimated  that 1.2 million people  lost  their  lives on  the battlefield during  the Chinese 
Civil War, raging from 1946 to 1949. Other  internal armed conflicts after the Second World 




flict severity remains  largely unexplored.  It  is by way of filling this gap  in the otherwise ex‐
tensive literature on civil war that this study seeks to add some understanding. 










to establish what  factors are  central  in explaining  the onset of  civil war  (Sambanis, 2002; 
Hegre and Sambanis, 2006). The study of conflict severity, on the other hand, is a compara‐
tively new and  less developed  field. One  important  reason  for  this has been a  lack of sys‐
tematic measures of and data on the severity of armed conflict (Lacina, Gleditsch and Rus‐
sett, 2006). Such data have now become available but so far only a few studies, most notably 




























severity of  internal armed conflicts  is explored. The research question  for  this study  is  the 
following: Do  the presence of certain  transnational  factors  increase  the severity of  internal 
armed conflict when domestic factors are held constant? 
































tinct phenomenon can be  fruitful and add  to our understanding,  the critical remarks cited 
4 
 
above  should  serve as a  reminder  that categories of  social phenomena are  seldom  (or  in‐
deed never) as clear‐cut in experienced social reality as they might appear on paper. 
A useful starting point, then, can be the PRIO/Uppsala Armed Conflict Data Project’s 
definition  of  armed  conflict  as  “a  contested  incompatibility  that  concerns  government  or 
territory or both where  the use of armed  force between  two parties  results  in at  least 25 




























a  source of  such data define battle deaths  as  “deaths  resulting directly  from  violence  in‐




ics  cross  national  borders. While  a  distinction  is  sometimes  drawn  between  international 
factors –  involving one or more governments – and  transnational  factors – where no gov‐
ernment is directly involved, for simplicity both types are here denoted transnational. Trans‐
national factors are present  in  internal armed conflicts where actors, resources and events 
span national boundaries  (Gleditsch, 2007:293; Gleditsch et al., ND).  In  the context of  this 
analysis the transnational factors particularly relevant are those which involve some kind of 











As noted  above,  to  a  large extent  this  constitutes  an expansion of  the  framework 









The  present  study  utilises  the  existence  of  longitudinal  data  covering most  of  the 




the  transnational  factors  that help  explain  the  variation  in  civil  conflict  severity. Ordinary 
least squares  (OLS) regressions  for battle deaths  in civil conflicts are calculated  in order to 
assess the effects of each independent variable present in the analytical model. 




additional actor specific variables.  I  find  that conflicts were  rebels attain  territorial control 
tend to be more severe. Also, I discover that the relationship between the duration and se‐
verity of  civil  conflicts are more  complex  than previously understood. The  final Chapter 5 








small  in scale while others rapidly develop  into wars of extreme severity?  In  this chapter  I 




tive study of civil war before  I go on to  identify shortcomings  in this  literature.  I  locate my 
own  study within  the  tradition  through outlining how my  study  seeks  to help address  the 
existing shortcomings. Thereafter, in Part 2.3, I develop an analytical framework for the pur‐
pose  of  this  study.  Previous  research  pertaining  to  civil  conflict  severity  is  revisited  and  I 
draw on  insights  from other  strands of  the quantitative civil  conflict  literature  in order  to 
expand  on  previous  explanations  of  variation  in  conflict  severity.  In  particular,  theory‐
building and  findings  regarding  the  relationship between  certain  transnational dimensions 
and various aspects of civil war are investigated in order to establish hypotheses on the ef‐
fects  of  transnational  factors  on  the  severity  of  internal  armed  conflicts.  Finally,  Part  2.4 






wide was  visible.  29  conflicts were  recorded  in  2002,  the  lowest  number  since  the mid‐
1970s. Since  then  the yearly number of active conflicts have been slightly higher  (Harbom 









broader trends  in the development of the  field  in order to  locate the present study  in the 
context of classical and recent contributions.  
The quantitative study of civil war owes much to Ted Robert Gurr. An important early 
figure,  from 1968 onwards he published extensively on a variety of  forms of  conflict  (e.g. 
Gurr, 1968; 1970; 2000). His  focus on quantitative analyses of national‐level measures has 
characterised the field more generally for several decades. As will be dealt with below, this 





as well as newer alternative projects  like  the PRIO/Uppsala Armed Conflict Dataset1  facili‐
tated the emergence of a research tradition employing quantitative methodology to relate 





millennium.  Collier  and Hoeffler  (2000)  framed  their  analysis  around  a  contrast  between 
‘greed and grievance’ as reasons for civil conflict outbreak and found that economic factors 
rather  than political  variables were associated with higher  conflict  risk. While  Fearon and 
Laitin  (2003) proceeded  from similar microeconomic premises as Collier and Hoeffler, they 














My study seeks  to address  three problems with  the  traditional  research agenda. First,  the 
now extensive and varied quantitative  literature on  internal armed conflict has so far been 





quantitative work on variation  in severity of wars, on  the other hand, has  largely been  ig‐
nored (Richardson, 1948; 1960; Cederman, 2003). 
Second, as noted above, countries have been  the common unit of observation and 
the underlying model has been one of  the state as a  ‘closed polity’  (Gleditsch, 2007; Sale‐
hyan, Gleditsch and Cunningham, 2008:2). Since  internal armed conflicts per definition are 
domestic phenomena, a widespread assumption has been  that  it  is country characteristics 
that matter with regards to conflict risk and duration. The limited validity of this assumption 
has been demonstrated  in recent research  indicating relationships between conflict risk on 
the  one  hand  and  cross‐border  factors  such  as  transnational  ethnic  ties,  foreign  country 
support  for a civil conflict party and neighbouring country conflict on  the other hand  (Bu‐
haug and Gleditsch, 2008; Cederman, Girardin and Gleditsch, 2007; Gleditsch, 2007;  Sale‐
hyan, 2007; 2008; Salehyan, Gleditsch and Cunningham, 2008; see also Brown 1996). 
Third, and  related  to  the  treatment of states as  isolated entities,  is  the problem of 




general  theories of war which emphasize how  conflict must be understood as  interaction 
between two or more parties, large‐n cross‐national empirical studies of internal armed con‐
flict have tended to ignore the identity of actors involved (Salehyan, Gleditsch and Cunning‐








building on and combining recent advances  in various directions. New  insights and  innova‐
tive measures can often have applicability outside the specific context of the academic sub‐
field  in which  it  is developed. I will  later argue that there  is reason to expect this to be the 
case when it comes to the respective sub‐fields of conflict risk and conflict severity as well. 
First, the focus of this thesis is how to explain variation in the amount of violence oc‐
curring during  the  course of  conflict,  framed  in  the  concept of  conflict  severity. While ac‐
knowledging  the early contributions of Richardson  (1948; 1960) on  this  issue  I build more 
directly on Lacina (2006) as well as Heger and Salehyan (2007) who employ new data on bat‐
tle  deaths  in  internal  armed  conflicts  after  the  Second World War  (Lacina  and Gleditsch, 





general problem noted above,  in that  I  look at transnational dimensions  in addition to her 
predominantly domestic independent variables. As is dealt with at length later in this chap‐







tent  it matters  if a non‐state party  (a rebel group) or the government party gets access to 
additional  resources  through  transnational  linkages.  The  goal  of  the  insurgents,  whether 
they are aiming for government or limited territorial control, will also be taken into account. 
These are both specific substantial  issues that will be  located within the theoretical frame‐
work below. For now  it suffices  to note  that  they point  to  the  importance of  treating civil 
conflict as a dyadic phenomenon where  the particularities of both sides should be consid‐
ered.  In  addition, opening  the box of  the  ‘closed polity’  allows  for  the  inclusion of extra‐
dyadic actors such as other states and sections of ethnic groups  in different countries.  It  is 
now  time  for  locating  these actors and  interactions within  the  framework of an analytical 
model. 
2.3 A Framework for Explaining Variation in Civil Conflict Severity 
How  can  variation  in  conflict  severity  be  explained?  This  section  provides  an  analytical 
framework for the study incorporating characteristics of the conflict context and central ac‐
tors. The main  focus will be on  the  role of  transnational dimensions  in explaining  conflict 
severity  since  this  is  the primary area of  contribution  for  this  study. Based on  theoretical 
discussions  and  assessment  of  previous  empirical  findings,  hypotheses  on  the  nature  of 
three particular transnational factors will be established. First however,  it must be empha‐
















ernment military  quality,  proportion  of  rough  terrain  and  religious  polarisation were  not 
significant. In a democracy, the leadership may more committed to minimise the number of 
casualties in fear of public outcry, leaders might also be less willing to use harsh repression 

































might taken as supporting an optimistic view emphasising the spread of  liberal  factors  like 
democracy and commerce (Hegre et al., 2001; Oneal, Russett and Berbaum, 2003) than with 
structural and  cultural explanations predicting  rising anarchy  (Mearsheimer, 1990; Kaplan, 
1994; Huntington, 1996; Gleditsch et al., 2002:623). 















fect  conflict  severity,  there might  still be  variations between different parts of  the world. 









the  relationship between  the duration  and  severity of  conflict? Are  longer  conflicts more 
severe or are protracted conflicts typically of small scale? To some extent this is a methodo‐







the  relationship between duration and  severity  is positive, an assumption  consistent with 





















































When  it comes to government capabilities and  identity, these factors are to a  large 
extent overlapping with variables on country characteristics such as form of government and 
military  quality  and  capabilities. As mentioned,  Lacina  (2006)  found  that  the  presence  of 







and  Salehyan,  2007; Cunningham, Gleditsch  and  Salehyan,  2009).    This  seems  to  indicate 
that relative rebel strength is a factor of type Z in Figure 2.1 above, having different effects 
on duration and severity. More powerful insurgents might be able to achieve concessions or 
victory quicker  than weaker opposition groups but  they can also cause more  intense con‐
flicts with a high number of  fatalities. The  issue of  rebel group military  capabilities  is dis‐









studies of  civil war  (Sambanis, 2002).  In practice, however,  the  viability of defining  insur‐




mutually  exclusive.  A  distinction  based  on  rebel  objective  has  been  put  forward  as  both 
theoretically  and  empirically  more  fruitful  (Buhaug,  2006;  Buhaug  and  Gleditsch,  2008). 
Groups  that  fight  for  territorial  control,  be  it  autonomy  or  secession,  are  usually  distinct 

















That  there  is a positive  relationship between capabilities and  severity  functions as a basic 
assumption for the following reasoning about the effect of transnational factors. On the one 
hand, access  to additional  resources can enhance  the ability of a conflict actor  to conduct 






Girardin  and  Gleditsch  (2007)  expect  that  the  non‐state  parties  will  seek  support  from 











resources to  insurgents are often more difficult  for the government to  limit than domestic 
ones, such channels may be vital for surviving initial repression and thus hindering the con‐
flict from ending early on (Salehyan, Gleditsch and Cunningham, 2008:7). By thus prolonging 
the conflict, a rebel group’s access to additional resources from abroad  is also  likely to  im‐
pact on severity of the conflict as this was noted above to be related to duration. 
The reliance of  insurgents on transnational support may also prolong the conflict  in 
another  sense. When  the autonomy of  the  rebel group  is  limited as outside  sponsors get 
some  influence and  leverage, conflicts can become more complex and consequently more 






bility can be applicable  to  the government side  in civil wars  (Salehyan, Gleditsch and Cun‐






























rebel groups to access additional resources which  in turn can  lead to  increased conflict se‐







nic groups  that matters and  that ethnicity  is  socially constructed and  is often used  instru‐
mentally, primordial views appear persistent (Anderson, 1991; Eriksen, 2002). While quanti‐
tative  researchers may be well aware of  the socially constructed nature of ethnicity, a  re‐
search  approach  dependent  on  information  in  the  form  of  numbers  can  often  not  easily 
avoid treating actors like objects (Cederman, 2002). This methodological reification of ethnic 
groups  is done out of necessity rather than on the basis of subscription to primordial  ideo‐








cance of transnational ethnic ties  for  internal armed conflict. Starting with an anecdote,  in 
the ongoing conflict in Sudan’s westernmost region of Darfur, the rebel group known as the 
Justice and Equality Movement (JEM) has been able to draw on transnational ethnic ties to 
increase  their  fighting  capabilities. Much  of  the  rebels’  leadership  are  ethnic  Zaghawa,  a 
group that is present in neighbouring Chad as well as in Darfur. This has enabled JEM to ac‐
cess additional  resources and allowed  for operations across  the Chadian‐Sudanese border 
(Flint and de Waal, 2008). 
In  this way  transnational ethnic  ties  can  increase a  rebel group’s  chances of being 









confrontational as  it  is  less  likely be deterred by the government  in the country  in conflict 
(Gleditsch,  2007:298).  The  psychological  and  motivational  effect  of  getting  material  and 
moral support from ethnic kin abroad could be significant. 
A  related  approach  to  looking  at  traditional  settlement  patterns  of  ethnic  groups 
across countries  is to take  into account more recent flows of refugees and migrants. In the 














more  likely when there are ethnic ties to groups  in a neighbouring conflict and when  large 
excluded  ethnic  groups  have  transnational  kin  in  neighbouring  countries  (Buhaug  and 
Gleditsch,  2008;  Cederman,  Girardin  and  Gleditsch,  2007).  Saideman  (2002)  found  that 
transnational ethnic ties provide better  indicators for transnational support to groups than 
vulnerability and  relative power. There are also empirical  results  indicating  that  countries 
with shared ethnic ties to actors in a civil war are much more likely to intervene in ongoing 
conflicts (Austvoll, 2005). This could plausibly lead to more severe conflicts, although it could 
also possibly  contribute  to ending  the  conflict more quickly and  thus  limit  the number of 
battle deaths. The issue of outside intervention is dealt with more extensively below. 
Overall,  the  above  considerations  provide  reasons  for  expecting  the  presence  of 










ment can access additional resources. Other governments and outside actors can  find  it  in 











apparent  failure of  the US  intervention  in Somalia, public calls  for outside  intervention  to 










efficient  in ending  civil  conflicts  than non‐biased ones  (Regan, 2002). Heger and Salehyan 
(2007) and Weinstein (2007:307) find that such interventions tend to lead to increased con‐
flict severity. 
Recently,  it has been emphasised  that although  third party  intervention certainly  is 
an important factor to consider in relation to civil war, there are many other ways in which a 
foreign  government  can  support  a  conflict  actor  that may  justify more  attention. Military 
resources can be supplied to a conflict actor to an extent that does not amount to interven‐








are  not  heavily monitored  and  are  effectively  porous  (Buhaug  and Gates,  2006). On  the 
other hand, whether or not the government of the host territory has given its consent to the 
rebels’ presence is not assumed to be of importance to the effect on conflict severity. Any‐





Looking  only  at  formal military  intervention may  thus  severely  underestimate  the 









surgency  capabilities  for  the  government  could  lead  to more battle deaths. On  the other 
hand, provision of such support from a foreign state could also come as a response to high 




The  direction  of  causality  should  be  clearer  regarding  support  for  rebel  groups.  It 
seems reasonable to assume that the decision regarding whether or not to support an insur‐
gency  in a  foreign  country  is much  less  influenced by whether or not  the  specific  conflict 
there is already of high severity. A foreign government or constituency which is hostile to the 
government  involved  in a conflict would probably be about as  likely to provide support for 
the rebels whether or not the conflict is severe. The level of support, however, could maybe 
be another matter. I return to this endogeneity problem in Chapter 3. The general expected 















It has been observed  that  internal armed conflicts have a  tendency  to cluster geo‐





tral Africa  and  South Central Asia.  The histories of  conflict  in  the Democratic Republic of 
Congo  (DRC,  formerly Zaire), Rwanda and Uganda are  linked at several points. The  leader‐
ship  in Rwanda remains concerned about the rebel group known as the Democratic Forces 
for  the  Liberation  of  Rwanda  (FDLR) which  is  active  in  eastern DRC  and  to  some  extent 
represents continuity from the Hutu militia active during the 1994 Rwandan genocide. The 
Rwandan government has  twice used  this as a  justification  for  invading  the DRC  together 
with  the Ugandan  government,  and more  tacitly  Kigali  has  supported  Tutsi  rebels  in  the 
North and South Kivu,  the DRC’s easternmost  regions  (International Crisis Group, 2005ab; 
Tull, 2007). In the last couple of years especially, the Lord Resistance Army (LRA) rebel group 





rebels  from  north  eastern  Chad  have  operated  across  the  border  to  Sudan  (Flint  and  de 
Waal, 2008; Prunier, 2007; Rolandsen, 2007). In Asia moreover, the increasing presence and 
levels of  activity of  Taleban  and  related militant  groups  in Pakistan’s border  regions with 





prehensive  knowledge of  specific  conflict  zones  and  individual dynamics,  the quantitative 
























lence,  their presence  in neighbouring  countries  can nonetheless  facilitate  spread of arms, 
combatants  and  ideologies  conducive  to  violence.  They  find  evidence  of  the  presence  of 

















war. Existing shortcomings  in  this  literature and ways of addressing  them has been  identi‐
fied. Finally  the bulk of  the chapter has been devoted  to establishing an analytical  frame‐








gation may never be  fully overcome  in quantitative studies  it can be  reduced by  including 
independent variables on the characteristics of conflict actors. Such variables also point to 
the dyadic nature of conflict. The  focus on  transnational variables,  finally,  is a response  to 
the shortcomings associated with viewing the state as a closed polity where only domestic 
















































ter  is concerned.  I will argue that a quantitative approach  is appropriate for answering the 
research question presented in Chapter 1. 
Before dealing exclusively with practical  concerns, however,  it  can be useful  to  re‐
view some of the foundations of this kind of study. The first part below has a threefold struc‐
ture. The first two sections, 3.2.1 and 3.2.2,  provide a discussion of how the present study, 
and  the  research  tradition of which  it  forms part,  relates  to  certain philosophy of  science 
positions.  In  the  third  section,  the merits and  limitations of quantitative methodology are 


















The present  study  exemplifies  a quantitative  approach  to  conflict  research. As was made 
clear in the previous chapter this is an established field of analysis. The literature saw its first 
contributions about  four decades ago and has experienced an explosive growth  since  the 









soning,  (ii) a  commitment  to empirical  verificationism,  (iii) an emphasis on  the distinction 
between theory and observation, and, finally, (iv) a reliance on the Humean theory of causa‐
tion as correlation  (Lloyd, 1993 cited in Smith, 1996:15). 
The  so‐called  behavioural  revolution  in  Political  Science  of  the  1950s  and  1960s 
served to make the presence of positivism and commitment to epistemological empiricism 
even more prominent  (Smith,  1996). A  greater  emphasis on quantification  followed  from 







how  the prevailing world order  came about and addresses  the potential  for  change  (Cox, 






tions are not normally questioned while  the  focus  is on explaining existing empirical phe‐
nomena (Austvoll, 2005:43). 
Important contributions to the study of civil war at the turn of the millennium were 
grounded  in microeconomic  theory  (notably Collier and Hoeffler, 2000; Fearon and  Laitin, 
2001). Also earlier work from the Political Science tradition built on rationalist assumptions, 
explaining rebellion in terms of political and economic grievances (Sambanis, 2002; e.g. Gurr, 
1970;  Tilly,  1978).  The  social‐theoretical  approach of  rational  choice has had  a  continued 






































flict  severity?’ The ability of  statistical methodology  to draw  inferences  from analysis of a 
large number of cases thus makes  it well suited for this task. Before moving on to the spe‐








approach  to  science. Wight  (2002:33) observes  that  some  critical  theorists do not dispute 
the  validity of positivism as a philosophy of  science but primarily  seek  to go beyond  it  in 







That being  said,  constructivism’s  increasing presence  in  international  relations  the‐
ory, for example, may point to future change in mainstream forms of inquiry. An increasing 







swer  broad  questions  about  general  trends.  Given  that  the  same  causal  ‘story’  is  stable 
throughout the population, econometrics allows researchers to draw systematic and precise 







be compared. The precise probability  that a specific  relationship between an  independent 
















establishing  temporal  priority  of  changes  can,  however,  be  strengthened  (Stinchcombe, 
1968:34). Quantitative studies also lack the ability to provide the detail and descriptive rich‐
ness which is possible in studies of one or a few cases. Qualitative approaches are thus more 
suitable  for  answering more  narrow  questions  about  a  small  number  of  units  (Landman, 
2003). 
Methodologically, there are also challenges concerning the reliability and validity of 






squares  (OLS)  regression  analysis  is  suitable  since  the dependent  variable  is  a  continuous 
one. OLS is the ‘industry standard’ when it comes to statistical analysis in the social sciences 
and  has  also  previously  been  applied  in  studies  of  conflict  severity  (Heger  and  Salehyan, 
2007; Lacina, 2006; Wooldridge, 2009). As I have no prior expectations about the true func‐
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ߚଷ are coefficients on  the  transnational explanatory variables, namely  transnational ethnic 
linkages (ethlink), foreign support (fsupp) and neighbouring conflict (nconf). ߚସ through ߚଵହ 
are coefficients on control variables, many of which are replication variables  included from 
previous  studies of  civil  conflict  severity  (Lacina,  2006; Heger  and  Salehyan,  2007).  These 
variables are regime type (regime), ethnic (ethnpol) and religious polarisation (relpol) in the 
country, population  size  (pop),  size of  the economy  (gdp),  state military quality  (milqual), 
proportion of rough terrain (terrain), objective (robject), duration of the conflict (duration), 
rebel  strength  (rstrength),  world  region  in  which  the  conflict  takes  place  (wregion)  and 
change over time (time) . While  it was discussed  in Chapter 2 how there could be different 
causal relationships between certain independent variables and duration and severity, dura‐
tion  is here  included as one among a set of control variables. In this way, the  individual ef‐








ables  that belong  to  the  true population model must be  included  in  the  statistical model 
(Wooldridge, 2009:89).  If an  independent variable which affects  the dependent variable  is 
excluded  from  the analysis,  the estimators on  the  included variables will be biased unless 
there  is no correlation between  the variable  that  is omitted and  those  that are  included.  I 
have argued that this problem might have affected Lacina’s (2006) results since variables on 















problem  is  that  of  non‐perfect  multicollinearity.  High  correlations  between  independent 
variables do not violate  the Gauss‐Markov assumptions but can be a problem  in  that  they 

















literature,  it  is  certainly  conceivable  that  conflict  severity and  conflict onset are not  inde‐









onset  (Wooldridge, 2009:610). This  is sometimes  (Heger and Salehyan, 2007) but certainly 
not always (Lacina, 2006; Weinstein, 2007:307) done in existing work on civil conflict severity 
and  it  is not common  in  studies of conflict duration  (e.g. Cunningham Gleditsch and Sale‐
hyan, 2009). The present study limits itself to analysing the actual occurrences of civil war. It 





updated  since  the  publication  of  her  study.  Most  importantly  the  Battle  Deaths  Dataset 
(BDD) has been updated and extended and the Uppsala/PRIO Armed Conflict Dataset (ACD) 















In  total,  the  resulting dataset  contains 309 observations  conflicts  starting between 
1946 and 2003, as compared to Lacina’s  (2006) 114 and Heger and Salehyan’s  (2007) 242, 











the best estimate will be employed  to  test  the hypotheses while  the alternative estimates 






Figure  3.1  graphs  the  global  yearly  distribution  of  battle  deaths  after  the  Second 
World War.  The  variation  in  civil  conflict  fatalities per  year  is evident.  The difference be‐
                                                            
2 The BDD has not been updated  in accordance with  the changes made  in  the ACD Version 4‐2008. Conflict 



































































































While variation  in values  is beneficial  for  statistical purposes,  the other end of  the 
scale  can  offer  theoretical  challenges  in  terms  of  influential  values  or  outliers.  The most 
deadly conflict in the dataset is the Chinese Civil War (1946‐1949) which caused a total of 1.2 
million  conflict  fatalities  while  the  second  (Afghanistan  1978‐1988)  and  third  (Cambodia 
1967‐1975)  most  severe wars  produced  480,000  and  250,000  battle  deaths  respectively. 
Figure 3.2 illustrates the extreme skew in the number of conflict battle deaths. The vast ma‐
jority of conflicts, 232 of 309 or 75 percent, totalled less than 10,000 battle deaths. 
Such  variation  might  lead  one  to  question  the  comparability  of  these  different 






them  as qualitatively different  (Clauset,  Young  and Gleditsch, 2007:59). Methodologically, 


























Linkages  Frequency  Percent  Valid percent 
0  26  8.4  8.6 
1  83  26.9  27.5 
2  103  33.3  34.1 
3  36  11.7  11.9 
4  17  5.5  5.6 
5  2  .6  .7 
6  5  1.6  1.7 
7  15  4.9  5.0 
10  5  1.6  1.7 
14  4  1.3  1.3 
21  6  1.9  2.0 






groups are present  in different  countries based on  the groups’  traditional  settlement pat‐
terns.  Specifically,  the  study  utilises  data  on  Transnational  Ethnic  Kin  (TEK)  developed  by 
Idean Salehyan. This dataset  is of very recent nature and has not  in  its present  form been 
employed  in published research.  It  is, however, based on  the classical Soviet ethnographic 
work Atlas Narodov Mira, a common source of quantitative data on ethnic groups.  In  this 
atlas  the  spatial distribution of ethnic  groups  is documented  in  a  series of detailed maps 
covering all the continents. 
More of the geographical information in these data has recently been made available 






















developed  as  an  expansion  of  the  Uppsala/PRIO  Armed  Conflict  Data  (ACD),  something 
which aides its application in this study. 
On the other hand, the NSA data are structured according to conflict dyads, resulting 
























As support  for rebels  is qualitative  information, the  indicators are dummy variables 





















0 (No)  127  41.1  45.2 
1 (Yes)  154  49.8  54.8 







0 (No)  133  43.0  48.0 
1 (Yes)  144  46.6  52.0 














0 (No)  191  61.8  67.5 
1 (Yes)  92  29.8  32.5 








0 (No)  232  75.1  82.3 
1 (Yes)  50  16.2  17.7 











servations are distributed  throughout  the dataset and  should  thus not produce biased  re‐
sults. 
I have  criticised  Lacina’s  (2006) use of an  indicator of whether  the  conflict  started 
during  the Cold War or not as a proxy  for  foreign support. Such a variable will necessarily 
capture any difference  in conflict severity before or after 1989 not controlled  for by other 
variables, whether or not  it  is due to differences  in foreign support. Given the endogeneity 
problems concerned with  including  indicators of actual  support  for  the government, how‐
ever,  there  is a need  for a proxy of  such assistance.  It  turns out  that  foreign government 
support for rebels and for the government side is positively correlated with a Pearson corre‐





The  third and  last of  the  transnational  factors presented  in Chapter 2 was  that of ongoing 
internal armed conflict in a neighbouring state. The main operationalisation of neighbouring 














side  this period  I expand  the data  coverage backwards  to 1946  and  forwards  to  2003 by 
checking for conflicts in bordering states for each observation (see Table 3.3ab). 




Gleditsch, 2006).  I operationalise  this  in  terms of  the  logged average number of  refugees 
from neighbouring conflict(s) present in the state during the time of domestic conflict as well 
as  establishing  a  dummy  variable  simply  indicating  whether  or  not  refugees  from  a 
neighbouring conflict were present. The data on which these additional more specific vari‐











Value  Frequency Percent  Valid  percent 
0 (No)  82  26.5  29.3 
1 (Yes)  198  64.1  70.7 
Total  280  90.6  100.0 
Missing  29  9.4 
Total  309  100.0 
Value  Frequency  Percent  Valid  percent 
0 (No)  94  30.4  30.4 
1 (Yes)  215  69.6  69.6 










Value  Frequency Percent  Valid  percent 
0 (No)  99  32.0  35.4 
1 (Yes)  181  58.6  64.6 




Value  Frequency  Percent  Valid  Percent 
0 (No)  182  58.9  65.2 
1 (Yes)  97  31.4  34.8 






one neighbouring state also suffering  from civil war  for some time of the conflict period  is 
quite common. The valid percent of neighbouring conflict is around 70 percent both before 
and after extending  the data coverage  (3.3ab). Having a neighbouring conflict  zone at  the 
border  is actually almost as common, at 64.6 percent (3.3c),  in  line with previous research 
finding that conflicts often take place in border regions (Buhaug and Gates, 2002). 34.8 per‐










the  last year  in  the dataset,  this  is coded as  the end year of conflicts whether or not  they 
were recorded  in the ACD as ongoing  in  following years. These coding practices are  in  line 
with previous  research and  thus aid  comparison of  results  (Lacina, 2006; Heger and  Sale‐
hyan, 2007). 
An interpretation of the effect of duration would be more meaningful in terms of ab‐
solute  years  rather  than  percentages  but,  as  Table  3.4  reveals,  there  is  a  high  degree  of 
skewness in these data, necessitating logging. While 44.3 percent of the conflicts lasted only 

















Duration  Frequency  Percent  Cumulative percent 
1  137  44.3  44.3 
2  43  13.9  58.3 
3  27  8.7  67.0 
4  17  5.5  72.5 
5  13  4.2  76.7 















based on GDP per  capita growth  rates  from  the 2006 WDI  (World Bank, 2006). After  this 
                                                            
5 In a regression of log of battle deaths on log of duration (ldur) and other variables, the coefficient on ldur, ߚመ஽, 











temporaneous  estimate,  following  Fearon  and  Laitin’s  (Fearon  and  Laitin,  2003b:3)  argu‐
ments  that yearly changes  in  income estimates are  small and  the one year  impact of civil 
conflict  appears  to  be  limited.  The  same  practice  applies  to  the  population  variable  de‐






derived  from  the Expanded Population Data v. 1.1, compiled by Gleditsch  (2002).6 This re‐
sults in no missing values. As for the GDP per capita variable, the data are reported from the 




































































































to  counterinsurgency  capabilities,  namely  military  quality.  Following  Bennett  and  Stam 
(1996) this  is defined as military expenditure divided by number of military personnel. This 
variable  is also  log transformed and  lagged by one year so that  it “may reflect the regime’s 



























Regime  Frequency  Percent  Valid percent 
Democracy  69  22.3  22.5 
Non‐democracy  237  76.7  76.5 









an advantage over government  forces.  I  collect data on  this variable directly  from Fearon 







3.6‐3.8  interval  encompasses  both Myanmar  (24  conflicts),  Iran  (14  conflicts)  and  others. 
Several countries which are  ‘not mountainous’ have seen conflict.   As  is the case with mili‐








Lacina  (2006:  285)  also  includes  indicators  of  ethnic  and  religious  polarisation.  These  are 
dummy  variables  taking  the  value one  if  an ethnic or  religious minority  comprise at  least 
eight percent of the population in the country experiencing conflict. This coding rule follows 
















Value  Frequency Percent  Valid  percent 
0 (No)  45  14.6  14.8 
1 (Yes)  259  83.8  85.2 




Value  Frequency  Percent  Valid  percent 
0 (No)  78  25.2  25.7 
1 (Yes)  226  73.1  74.3 















that civil conflicts are normally highly asymmetrical  in  favour of  the government. Whether 
the  rebels are under  the  control of a  central  command, have aims  concerning  some  sub‐


















Value  Frequency  Percent  Valid  percent 
0 (No)  243  78.6  82.1 
1 (Yes)  53  17.2  17.9 




Value  Frequency  Percent  Valid  percent 
0 (No)  25  8.1  8.8 
1 (Yes)  258  83.5  91.2 











Value  Frequency  Percent  Valid  percent 
0 (No)  174  56.3  56.3 
1 (Yes)  135  43.7  43.7 




Value  Frequency  Percent  Valid  percent 
0 (No)  186  60.2  63.7 
1 (Yes)  106  34.3  36.3 






tors presented above.  In order to test for this  I code a set of dummy variables  indicating  if 
the conflict took place in one of five regions, namely Africa, the Americas, Asia, Europe and 



























sent  in  the dataset. Further, Figure 3.7 plots  the  logged estimate of conflict battle deaths 
against year of conflict onset where  the change  in conflict severity over  time  is  illustrated 
with a locally weighted scatter plot smoothening (LOESS) fit line with a triweight kernel func‐












































and  Idean Salehyan shared  the TEK dataset with me even  though  it  to some extent  is still 
under development. An advantage with employing recently available data is of course that it 
enables testing of hypotheses which previously could not be tested or had to be tested using 




observed  that  common datasets  are  improved  as more  researchers  employ  the data  and 
point out shortcomings. The ACD, for example, continues to see changes relating to conflicts 
that  have  been  included  in  numerous  versions  of  the  dataset  (Harbom,  Melander  and 
Wallensteen, 2008; UCDP/PRIO, 2008). Still, I judge the benefits of making use of new data 
to be greater than the disadvantage of potential  inaccuracies.  It must be the role of future 






























































After having established a  theoretical  framework  for  the  study  in Chapter 2 and provided 
suitable methodology and operational definitions  in Chapter 3,  the hypotheses on  factors 
potentially affecting conflict severity can now be tested. 




cant effects on severity.  I  further discover that severity  is not a  linear  function of duration 
and that a Cold War variable is primarily an indicator of change over time, at least as long as 
transnational  factors are controlled  for. Throughout  this part  I draw conclusions about hy‐
potheses and comment on how the results compare to previous research. 








models  including all  transnational and control variables, except alternative  time  indicators 
which  I  return  to  later. Since several variables  turn out not  to be significant, Section 4.2.3 
presents  results  from  reduced models  providing  specific  effects  of  only  significant  coeffi‐
cients. In a fourth section I test for change over time and find that this only affects the result 





















Independent variable  ߚመ   SE  p­value 
Ln Duration  1.69 .12 <.001
Ln Population  .01 .11 .910
Ln GDP per capita  .01 .17 .954
Ln Military quality  ‐.10 .04 .020
Democracy  ‐1.03 .30 .001
Ethnic polarisation  ‐1.11 .46 .018
Religious polarisation  .26 .40 .515
Ln Percentage mountainous territory  .12 .13   .372
Cold War  .81 .26 .003







The only methodological difference between our  two  studies  is  that  I employ het‐







is  .026. Also,  since different  conflicts  taking place within  the  same  country  cannot be  re‐
garded as independent of each other, the robust standard errors are clustered by country. 
There  are  certainly  strong  similarities  with  Lacina’s  (2006:286)  results.  As  in  her 
study,  the effects of duration and onset during  the Cold War are both positive,  relatively 
strong and highly significant with low p‐values. Also similar, democracy and ethnic polarisa‐
tion  are  strong, negative  and  significant, here  at  the  1  and  5 %  level  respectively. As  ex‐
pected, population size,  income  level,  religious polarisation and  rough  terrain do not have 



































also  in  line with Figure 4.1 where  the quadratic  line  initially has a  steeper  slope  than  the 
straight line. The other estimates see small changes in terms of strength and the same vari‐













Independent variable  ߚመ   SE  p­value 
Ln Duration  2.54 .35 <.001
Ln Duration2  ‐.31 .11 .006
Ln Population  ‐.02 .11 .862
Ln GDP per capita  ‐.003 .16 .985
Ln Military quality  ‐.09 .04 .030
Democracy  ‐.94 .32 .004
Ethnic polarisation  ‐1.14 .46 .014
Religious polarisation  .22 .36 .541
Ln Percentage mountainous territory  .13 .13   .293
Cold War  .93 .28 .001















I proposed  two alternative operationalisations of  transnational ethnic  linkages and 
presence of refugees from a neighbouring conflict. Model 3 includes the two dummy indica‐
tors while the numerical variables are used in Model 4. Variables with significant effects will 








Independent variable  ߚመ   SE  p­value    ߚመ   SE  p­value 
Ln Duration  2.56 .34 <.001 2.60 .33  <.001
Ln Duration2  ‐.34 .10 .001 ‐.33 .10  .002
Ln Population  .04 .11 .744 .0006 .11  .996
Ln GDP per capita  ‐.39 .17 .024 ‐.40 .17  .016
Ln Military quality  ‐.09 .09 .344 ‐.08 .09  .421
Democracy  ‐.97 .25 <.001 ‐.80 .26  .003
Ethnic polarisation  ‐.55 .44 .223 ‐.44 .43  .316
Religious polarisation  ‐.09 .36 .790 ‐.22 .36  .539
Ln % mountainous territory  .10 .11 .363 .09 .11  .382
Cold War  .87 .26 .001 .90 .25  <.001
Transnational ethnic  
linkages  .10 .40 .808  
Number of transnational 
ethnic linkages  .11 .06  .059
State support for rebels  .28 .25 .271 .28 .25  .263
Rebel presence in other 
state(s)  ‐1.05 .25 <.001 ‐.98 .25  <.001
Non‐state non‐military  
support for rebels  .81 .32 .012 .77 .30  .014
Non‐state military support 
for rebels  .98 .29 .001 .94 .29  .002
Conflict in neighbouring 
state  ‐.54 .34 .119 ‐.52 .34  .137
Neighbouring conflict zone 
at border  .45 .39 .247 .27 .39  .481
Refugees from neighbouring 
conflict (d)  .29 .31 .345  
Ln number of refugees from 
neighbouring conflict  .03 .03  .305
Territorial conflict  ‐.20 .30 .514 ‐.27 .29  .362
Relative rebel strength  .36 .35 .298 .38 .36  .303
Rebel central command  ‐.29 .39 .464 ‐.36 .36  .328
Rebel territorial control  .98 .25 <.001 .86 .25  .001
Africa  ‐1.00 .50 .048 ‐.48 .53  .371
Americas  ‐.11 .60 .835 .37 .54  .495
Asia  ‐.87 .51 .091 ‐.37 .53  .479
Middle East  ‐.77 .43 .076 ‐.44 .42  .286
Constant  6.17 1.38 <.001 5.94 1.28  <.001
N  195   195 
ܴଶ  .71   .72 








added  variables having  some missing  values. The  value of R‐squared has  increased and  is 
now  .71 and  .72 compared  to  .60  in model 2. R‐squared always  increases  in value when a 
















Three  domestic  context  variables  have  thus  been  non‐significant  in  four  different 
models and will not be retained  in following models. That religious polarisation, population 
size, and rough terrain do not affect civil conflict severity is in line with hypothesis 3, 4 and 7. 
These hypotheses are considered confirmed. This conclusion  is also  in  line with  findings  in 
Lacina (2006). 
Moving on to the transnational variables, some of these also turn out to be signifi‐
cant. Regarding  transnational ethnic  ties,  the dummy variable  in Model 3  is not significant 
but the numerical indicator in Model 4 is significant at the 10 % level with a p‐value of .059. 











nificant.  The  dummy  variable  indicating  ongoing  conflict  in  a  contiguous  state  has  the 


















Finally, Models 3 and 4  include a  set of  regional  controls. Conflicts  taking place  in 
Europe form the base group. While none of these effects are statistically significant in Model 
                                                            

















Independent variable    ߚመ   SE  p­value  ߚመ   SE  p­value 
Ln Duration  2.77 .33 <.001 2.28 .32  <.001
Ln Duration2  ‐.39 .11 <.001 ‐.23 .10  .022
Ln GDP per capita  ‐.44 .17 .012  
Ln Military quality  ‐.004 .06 .952  
Democracy  ‐.76 .27 .007 ‐.76 .26  .004
Ethnic polarisation  ‐.91 .38 .018 ‐.97 .41  .019
Cold War  .91 .25 <.001 .82 .24  .001
Number of transnational 
ethnic linkages  .05 .04 .254  
Rebel presence in other 
state(s)  ‐.91 .27 .001 ‐.68 .28  .015
Non‐state non‐military  
support for rebels  .40 .36 .267  
Non‐state military support 
for rebels  1.06 .30 .001 .95 .29  .001
Rebel territorial control  1.08 .27 <.001 1.02 .26  <.001
Africa  ‐.54 .58 .352  
Americas  .34 .55 .537  
Asia  ‐.65 .55 .241  
Middle East  ‐.49 .50 .328  
Constant  5.64 .74 <.001 5.57 .41  <.001
N  220 249  















tain statistical significance  in Model 5. Thus, no  indicator of such ethnic  linkages has been 





































analysis. The finding of a positive relationship between severity and duration  is  in  line with 
previous research (Lacina, 2006; Heger and Salehyan, 2007). As far as I am aware, however, 
alternatives  to  a  simple  linear  relationship  between  the  two  variables  have  not  been  ex‐
plored in published work. 
The democracy variable has also remained highly significant in all models. In the final 
Model 6  it has a value of ‐.76,  indicating that civil conflicts  in democracies tend to produce 












10 For the quadratic function ݕො ൌ ߚመ଴ ൅ ߚመଵݔ ൅ ߚመଶݔଶ where ݕො  is the predicted value of the dependent variable, 
the ߚመ௞s are OLS estimates and ݔ an independent variable, and with ߚመଵ ൐ 0 and ߚመଵ ൏ 0, the turning point ݔ* is 
given by ݔ*ൌ |ߚመଵ/ሺ2ߚመଶሻ| (Wooldridge, 2009:193). 








factors, alternative operationalisations of  the  internal ethnic dimension have not been  in‐
cluded. There  certainly appears  to be  an opening  for  future  research here, however. The 
choice of 8 % as the threshold minority size  for detecting  ‘polarisation’ may appear some‐
what  random  and other  indicators, perhaps  including measures of political  salience of  an 
ethnic group, might provide additional  insight (see e.g. Cederman, Buhaug and Rød, 2009). 
More  theoretical  work,  providing  possible  explanations  for  the  negative  relationship  be‐
tween the presence of a sizable ethnic minority and conflict severity, is also needed. 
Two  indicators of  transnational  factors are  included  in  the  final model. Rebel pres‐
ence  in  another  state  is  significant  but  the  effect  has  the  opposite  sign  of what was  ex‐




to  increase the  level of fighting at home (Salehyan, 2007).  In cases were  insurgents can re‐
treat across an  international border rather than having to fight  it out with state forces, the 
overall casualty numbers could consequently be lower. Such activity has, for example, been 





has  the  expected  sign. Conflicts were  rebels  receive military  support  from  a  foreign non‐
state entity or group are about 2.6  times as severe as conflicts where such support  is not 
present,  all  else  equal.  Of  a  total  of  four  indicators  of  transnational  support,  then,  two 
turned out to be significant and one had the expected sign. With regards to Hypothesis 14, 
which  anticipated  a positive  relationship between  such  support  and  conflict  severity,  it  is 
seen that both the type of support and the  identity of the provider must be taken  into ac‐








The  final  variable  included  in  Model  6  is  also  of  an  actor‐specific  kind,  namely 
whether or not the rebel group in question managed to control territory. This indicator was 
presented  in Chapter 3 as one among  three measures of  rebel group  strength. While  the 
rebels’ relative power in relation to the government and whether or not they featured a cen‐
tral  command  structure have been  found not  to have a  significant  impact on  civil  conflict 
























  Model 7  Model 8  Model 9 
Independent variable  ߚመ   SE  p­value  ߚመ   SE  p­value  ߚመ   SE  p­value 
Ln Duration  2.32 .32 <.001 2.38 .30 <.001 2.35 .30 <.001   
Ln Duration2  ‐.25 .10 .016 ‐.25 .09 .008 ‐.24 .09 .011   
Democracy  ‐.75 .25 .004 ‐.77 .26 .004 ‐.81 .26 .002   
Ethnic polarisation  ‐.94 .41 .023 ‐.95 .41 .023 ‐.98 .41 .020   
Cold War  .56 .37 .134 .13 .59 .819    
Rebel presence in other 
state(s)  ‐.65 .28 .021 ‐.73 .28 .012 ‐.78 .27 .005 
 
Non‐state military support 
for rebels  .95 .29 .002 .92 .27 .001 .93 .28 .001 
 
Rebel territorial control  .99 .26 <.001 .95 .25 <.001 1.01 .27 <.001   
Conflict onset 1979‐1991  ‐.43 .32 .180    
Conflict onset 1992‐2003  ‐.35 .42 .405    
Conflict onset 1940s  ‐.05 .95 .959    
Conflict onset 1950s  .37 .82 .651    
Conflict onset 1960s  ‐.29 .75 .696    
Conflict onset 1970s  .18 .83 .827    
Conflict onset 1980s  ‐.48 .64 .453    
Conflict onset 1990s  ‐.90 .40 .027 ‐.91 .22 <.001   
Constant  5.90 .54 <.001 6.30 .60 <.001 6.37 .43 <.001   
N  249 249 249    




















fects are statistically significant. The coefficient on conflict onset  in the 1990s  is by  far the 
strongest, with a value of ‐.90, and has a low p‐value of 0.027. That it is this variable which 
attains statistical significance  is probably owing  to  the  fact  that  the 1990s was  the decade 
which saw by far the highest number of conflict onsets, 109 compared to 44 for the 1980s 
which saw second‐most onsets. Interestingly, the coefficient on the Cold War variable is now 
very weak,  at  .16,  and  is  far  from  being  statistically  significant. Model  8  is  thus  the  first 
model that features a significant time variable that is not the Cold War variable. 















starting  in  the 1990s have a higher probability  to still be ongoing after 2003,  the  last year 














tion  following  from  the sample selection problem discussed earlier  in Chapter 3. Since  the 
present study only includes actual conflict‐occurrences in the analysis, the heightened risk of 
conflict onset  in the 1990s  is not taken  into account. Why did so many more conflicts with 






deed been  lower  in  later periods. On  the other hand,  this seemingly positive  trend should 













I mentioned  in Chapter 3  that  for some conflicts no best estimate of  total battle deaths  is 













Independent variable   ߚመ   SE  p­value     ߚመ   SE  p­value 
Ln Duration  2.27 .29 <.001 2.30 .31  <.001
Ln Duration2  ‐.19 .10 .060 ‐.24 .09  .012
Democracy  ‐.64 .28 .026 ‐1.01 .28  <.001
Ethnic polarisation  ‐1.12 .39 .006 ‐.94 .42  .027
Rebel presence in other 
state(s)  ‐.86 .28 .003 ‐.53 .26  .049
Non‐state military support 
for rebels  .76 .28 .009 .82 .25  .001
Rebel territorial control  .97 .24 <.001 .93 .25  <.001
Conflict onset 1990s  ‐.60 .26 .023 ‐.80 .21  <.001
Constant  6.00 .42 <.001 6.55 .43  <.001
N  265 265  
ܴଶ  .61 .62  















H1 Democracy  (p. 12)  Confirmed  Model 6 
H2 Ethnic polarisation  (p. 12)  Confirmed   Model 6 
H3 Religious polarisation  (p. 12)  Confirmed  Models 3 and 4 
H4 Population  (p. 12)  Confirmed  Models 3 and 4 
H5 Income level  (p. 12)  Confirmed  Model 5/6† 
H6 Military quality  (p. 12)  Confirmed  Model 5 
H7 Rough terrain  (p. 12)  Confirmed  Models 3 and 4 
H8 Declining severity  (p. 13)   Confirmed‡  Models 6 and 9 
H9 World regions  (p. 13)  Rejected  Model 5 
H10 Duration  (p. 14)  Confirmed  Model 6 
H11 Rebel strength  (p. 15)    Confirmedേ  Model 6 
H12 Territorial conflict  (p. 16)  Rejected  Models 3 and 4 
H13 Ethnic ties  (p. 20)  Rejected  Model 5 
H14 Transnational support  (p. 22)  Not conclusiveט  Model 6 









was elaborated upon  in  Section 4.2.4  above. Other  specific  limitations  follow  from  actual 
operationalisations in the present study. In Chapter 2 I argued for approaching the subject of 
civil wars at a lower aggregation level than has previously been common. The present chap‐









regression towards  lower and  lower  levels of aggregation  (Sambanis, 2004b). Building new 





actual civil war  interaction and  transnational  support  to  the  state  conflict party may yield 
additional insights about the effects of transnational dimensions. 
The present study did not  find a significant effect of transnational ethnic ties when 









Further,  the  methodological  reification  of  ethnic  groups  disregards  the  non‐
monolithic  character  of  such  groups  (Cederman,  2002). However, while  there  certainly  is 
likely  to be differing views within,  for example,  the Zaghawa  community  in Chad with  re‐
gards to supporting the Justice and Equality Movement in Sudan, what has been relevant for 
the  purpose  of  this  study  has  been  if  this  ethnic  linkage  has  encouraged  support  at  all, 














ployed here was one of detecting  if at  least one  contiguous  state had experienced active 
conflict in at least one year of the period in which the conflict in question was active. Given 
the causal reasoning around geographical flows and demonstration effects, a neighbouring 













mary role outside government  intervention or assistance  in favour of the government  is to 
escalate a conflict or if it usually comes as a reaction to the scale of fighting is problematic on 
an overall level. 














ties.  Some  transnational  factors,  like  transnational  ethnic  linkages,  neighbouring  civil war 
and state support  for  insurgencies, were not  found to have significant effects.  In Part 4.3  I 
suggested that possible data improvements which could enable closer investigation of some 
of the relationships. 
The  inclusion of  replication variables and other domestic and actor‐specific  factors 
also yielded some  interesting results. Firstly,  I discovered that, contrary to what has so  far 
been believed, the relationship between duration and severity of internal armed conflicts is 
not  linear.  Longer‐running  conflicts  are more  severe, but also  generally  less  intense,  than 
shorter ones. Secondly, conflicts  increase  in  severity when  rebels manage  to control  terri‐
tory,  but  no  significant  difference  is  found  between  conflicts  fought  over  territory  rather 
than over government. Finally, while a variable indicating conflict onset during the Cold War 
has previously been used as a proxy  for  foreign  support  for a conflict party,  the empirical 
analysis above has shown that this variable remains significant when more direct measures 











retical developments and empirical  findings. Some practical  interpretations of  the  findings 




























These  existing  inadequacies  and  suggested  remedies  informed  the  theoretical 
framework developed in Chapter 2. A total of 15 hypotheses were formulated, of which the 




Although not all hypotheses  found empirical  support,  the  theoretical model devel‐




trends  in  the conflict  literature emphasising  the necessity of  looking at actual conflict vio‐
lence and taking actor‐specific and transnational dimensions into account. 
The explanatory hypotheses were  tested  through analyses of both well‐established 
and  newly  available  data  by  use  of  conventional Ordinary  Least  Squares  (OLS)  regression 
analysis. The results represent an expansion of our knowledge about causes of variation  in 
civil conflict severity, particularly regarding transnational factors but also more generally. Of 
the  three  transnational dimensions, ethnic  linkages  and  some  types of  support  for  rebels 



























ing  to  the need  for  studying  it  separately. Finally,  the  significance of  several actor‐specific 
variables  lends support  to  the call  for a more disaggregated approach  to  the study of civil 
war. 
Apart from the strictly scientific significance of the results, a more practical interpre‐





In  particular,  the  potential  gain  from  limiting  non‐state military  support  for  insur‐








encourage  regime  change by providing  support  for  rebels or  taking  violent  action  can be 














where  rebels are present  in other states considerably  less severe? A more comprehensive 






ration  and  severity  does  not  commonly  take  the  risk  of  conflict  outbreak  into  account  it 
might beneficially  serve as an additional  robustness  check. This  task  is here  left  to  future 
research. 







approach  is to consider countries either  ‘at war’ or  ‘at peace’,  in many  instances actual  in‐
surgencies  only  affect  a  limited  part  of  a  state’s  territory  (Cederman  and  Gleditsch, 
2009:487). Specific data on variables such as population, income per capita and roughness of 
terrain for actual conflict zones would arguably be more relevant to research on conflict se‐
verity  (Buhaug, Gates  and  Lujala, 2009; Hegre, Østby  and Raleigh, 2009). Also, employing 
data on  the  specific ethnic groups  involved  in  the conflict and  their  relative demographic, 





ernment‐induced deaths are predominant, Weinstein  (2007:5) observes  this  tends  to vary 
between  conflicts.  In Chechnya  the Russian  government  forces have been  responsible  for 
most  of  the  killings while  the  violence  in  Southern African  civil wars  have  in many  cases 
mainly been carried out by insurgents. Data sourced from the Battle Deaths Dataset, which 







conflict  can be  found  in empirics. Armed conflict between  states has become  increasingly 
rare and was not empirically observed in the period 2004 to 2007 (Harbom and Wallensteen, 
2009). However,  less empirical frequency should not preclude any academic  interest  in the 
phenomenon. Another possible extension of research on severity of civil conflict is therefore 
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Table A.1  lists  the 309 units of observation,  i.e. all armed  conflicts  registered  in  the Upp‐
sala/PRIO  Armed  Conflict  Dataset  (ACD)  from  1946  through  2003.  The  observations  are 
sorted alphabetically by name of  the country  in which  the conflict  took place. For  several 
countries, e.g. Azerbaijan, there are observations with overlapping time  frames. This  is be‐
cause  several distinct  conflict dyads were  active  at  the  same  time.  The number of battle 
deaths given for each conflict is the best estimate. If there is no best estimate, the low (LE) 
and high estimate (HE) are given on the form [LE;HE]. The ID column contains a unique nu‐





ID  Country  First year  Last year  Battle deaths 
137.1  Afghanistan                              1978 1988 480,000 
137.2  Afghanistan                              1989 2001 76,000 
137.3  Afghanistan                              2003 2003 1,200 
191  Algeria                                       1991 2003 91,100 
131.1  Angola                                        1975 1995 143,750 
192.1  Angola                                        1991 1991 25 
192.2  Angola                                        1994 1994 50 
192.3  Angola                                        1996 1998 100 
131.2  Angola                                        1998 2002 15,725 
192.4  Angola                                        2002 2002 315 
50.1  Argentina                                  1955 1955 500 
50.2  Argentina                                  1963 1963 25 
50.3  Argentina                                  1974 1977 2,954 
193.1  Azerbaijan                                1992 1994 19,200 
201.1  Azerbaijan                                1993 1993 60 
201.2  Azerbaijan                                1995 1995 80 
126  Bangladesh                               1975 1992 3,263 
1.1  Bolivia                                        1946 1946 1,000 
1.2  Bolivia                                        1952 1952 600 
1.3  Bolivia                                        1967 1967 82 
194  Bosnia‐Herzegovina              1992 1995 40,413 
203  Bosnia‐Herzegovina              1993 1994 13,687 
202  Bosnia‐Herzegovina              1993 1995 900 
165  Burkina Faso                            1987 1987 100 
90.1  Burundi                                     1965 1965 50 
90.2  Burundi                                     1991 1992 650 
90.3  Burundi                                     1994 2003 7,305 
 95 
 
103.1  Cambodia                                  1967 1975 250,000 
103.2  Cambodia                                  1978 1998 91,500 
158  Cameroon                                 1984 1984 500 
222  Central African Republic      2001 2002 219 
91.1  Chad                                           1966 1972 1,750 
91.2  Chad                                           1976 1984 17,070 
91.3  Chad                                           1986 1987 5,440 
91.4  Chad                                           1989 1994 [7,150;8,399] 
91.5  Chad                                           1997 2002 1,376 
125  Chile                                           1973 1973 2,095 
3  China                                          1946 1949 1,200,000 
18  China                                          1947 1947 1,000 
39.1  China                                          1950 1950 5,000 
39.2  China                                          1956 1956 4,000 
39.3  China                                          1959 1959 67,000 
92  Colombia                                   1966 2003 26,040 
167  Comoros                                    1989 1989 27 
213  Comoros                                    1997 1997 56 
214.1  Congo                                         1993 1994 175 
214.2  Congo                                         1997 1999 9,500 
214.3  Congo                                         2002 2002 116 
27  Costa Rica                                 1948 1948 2,000 
225  Cote D’Ivoire                            2002 2003 1,100 
195.1  Croatia                                       1992 1993 200 
195.2  Croatia                                       1995 1995 750 
45.1  Cuba                                           1953 1953 28 
45.2  Cuba                                           1957 1958 5,000 
45.3  Cuba                                           1961 1961 279 
68  DR Congo/Zaire                      1960 1962 583 
69  DR Congo/Zaire                      1960 1962 [75;999] 
86.1  DR Congo/Zaire                      1964 1965 29,965 
86.2  DR Congo/Zaire                      1967 1967 778 
86.3  DR Congo/Zaire                      1977 1978 919 
86.4  DR Congo/Zaire                      1996 2001 149,000 
184.1  Djibouti                                     1991 1994 515 
184.2  Djibouti                                     1999 1999 25 
93  Dominican Republic              1965 1965 3,276 
196  Egypt                                          1993 1998 1,179 
120.1  El Salvador                               1972 1972 300 
120.2  El Salvador                               1979 1991 55,000 
142  Equatorial Guinea                  1979 1979 185 
130.1  Eritrea                                        1997 1997 95 
130.2  Eritrea                                        1999 1999 239 
130.3  Eritrea                                        2003 2003 57 
70.1  Ethiopia                                     1960 1960 662 
78  Ethiopia                                     1964 1991 199,668 
133.1  Ethiopia                                     1976 1983 [29,675;49,545] 
70.2  Ethiopia                                     1976 1991 16,000 
168  Ethiopia                                     1989 1991 [75;749] 
219.1  Ethiopia                                     1989 1991 [75;2,997] 
133.2  Ethiopia                                     1996 1996 [25;250] 
168.3  Ethiopia                                     1996 1996 140 
211.1  Ethiopia                                     1996 1997 50 
133.3  Ethiopia                                     1998 2002 725 
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211.2  Ethiopia                                     1999 1999 [25;999] 
219.2  Ethiopia                                     1999 2003 1,150 
73  France                                        1961 1962 2,360 
87  Gabon                                         1964 1964 30 
149  Gambia                                      1981 1981 650 
185  Georgia                                      1991 1993 240 
198.1  Georgia                                      1992 1992 950 
197  Georgia                                      1992 1993 2,500 
98.1  Ghana                                         1966 1966 27 
98.2  Ghana                                         1981 1981 50 
98.3  Ghana                                         1983 1983 26 
4  Greece                                        1946 1949 154,000 
36.1  Guatemala                                1949 1949 40 
36.2  Guatemala                                1954 1954 48 
36.3  Guatemala                                1965 1995 46,300 
111  Guinea                                        2000 2001 1,100 
216  Guinea‐Bissau                         1998 1999 1,850 
186.1  Haiti                                            1989 1989 40 
186.2  Haiti                                            1991 1991 250 
19  Hyderabad                                1947 1948 [2,000;19,998] 
29.1  India                                           1948 1951 [4000;39,996] 
54.1  India                                           1956 1959 1,487 
54.2  India                                           1961 1968 566 
99  India                                           1966 1968 1,500 
29.2  India                                           1969 1971 150 
139.1  India                                           1978 1988 1,175 
152.1  India                                           1982 1988 175 
156  India                                           1983 1993 18,875 
227.1  India                                           1989 1990 85 
169  India                                           1989 2003 22,952 
170.1  India                                           1990 1991 180 
29.3  India                                           1990 1994 1,381 
139.2  India                                           1992 1993 79 
54.3  India                                           1992 1997 222 
152.2  India                                           1992 2000 355 
227.2  India                                           1993 2003 571 
170.2  India                                           1994 2003 672 
139.3  India                                           1995 1995 25 
29.4  India                                           1996 2003 2,653 
139.4  India                                           1997 2003 507 
54.4  India                                           2000 2000 294 
152.3  India                                           2003 2003 150 
40  Indonesia                                  1950 1950 5,000 
46.1  Indonesia                                  1953 1953 1,000 
46.2  Indonesia                                  1958 1961 33,444 
94.1  Indonesia                                  1965 1965 750 
94.2  Indonesia                                  1967 1969 2,250 
134.1  Indonesia                                  1975 1989 33,275 
94.3  Indonesia                                  1976 1978 8,500 
171.1  Indonesia                                  1990 1991 1,800 
134.2  Indonesia                                  1992 1992 50 
134.3  Indonesia                                  1997 1998 200 
171.2  Indonesia                                  1999 2003 2,927 
6.1  Iran                                             1946 1946 25 
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7  Iran                                             1946 1946 25 
6.2  Iran                                             1966 1968 [75;2,997] 
144  Iran                                             1979 1980 [50;1,998] 
143.1  Iran                                             1979 1982 7,400 
6.3  Iran                                             1979 1988 [4,650;34,697] 
143.2  Iran                                             1986 1988 [75;3,998] 
6.4  Iran                                             1990 1990 50 
143.3  Iran                                             1991 1993 405 
6.5  Iran                                             1993 1993 125 
6.6  Iran                                             1996 1996 27 
143.4  Iran                                             1997 1997 35 
143.5  Iran                                             1999 2001 190 
62.1  Iraq                                             1958 1958 25 
62.2  Iraq                                             1959 1959 2,000 
74.1  Iraq                                             1961 1970 5,000 
62.3  Iraq                                             1963 1963 350 
74.2  Iraq                                             1973 1993 [22,825;119,543] 
62.4  Iraq                                             1982 1984 145 
62.5  Iraq                                             1987 1987 36 
62.6  Iraq                                             1991 1996 [10,250;29,246] 
74.3  Iraq                                             1996 1996 1,500 
37.1  Israel                                          1949 1996 16,959 
37.2  Israel                                          2000 2003 3,266 
153  Kenya                                         1982 1982 318 
65.1  Laos                                            1959 1961 5,000 
65.2  Laos                                            1963 1973 18,500 
65.3  Laos                                            1989 1990 55 
63.1  Lebanon                                    1958 1958 1,400 
63.2  Lebanon                                    1975 1976 64,000 
63.3  Lebanon                                    1982 1986 53,000 
63.4  Lebanon                                    1989 1990 13,700 
217  Lesotho                                      1998 1998 114 
146.1  Liberia                                       1980 1980 27 
146.2  Liberia                                       1989 1995 8,599 
146.3  Liberia                                       2000 2003 4,058 
223  Macedonia                                2001 2001 145 
114  Madagascar                              1971 1971 128 
64.1  Malaysia                                    1958 1960 204 
83  Malaysia                                    1963 1966 [100;3,996] 
64.2  Malaysia                                    1974 1975 200 
64.3  Malaysia                                    1981 1981 25 
177.1  Mali                                             1990 1990 150 
177.2  Mali                                             1994 1994 150 
205.1  Mexico                                       1994 1994 110 
205.2  Mexico                                       1996 1996 34 
199  Moldova                                    1992 1992 650 
115  Morocco                                    1971 1971 264 
135  Morocco                                    1975 1989 13,000 
136  Mozambique                            1977 1992 109,749 
24.1  Myanmar                                  1948 1988 1,025 
25.1  Myanmar                                  1948 1988 24,173 
34.1  Myanmar                                  1949 1949 285 
26.1  Myanmar                                  1949 1963 900 
23.1  Myanmar                                  1949 1992 13,244 
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56.1  Myanmar                                  1957 1957 290 
67.1  Myanmar                                  1960 1970 7,400 
34.2  Myanmar                                  1961 1992 17,723 
67.2  Myanmar                                  1976 1988 2,448 
26.2  Myanmar                                  1990 1990 100 
24.2  Myanmar                                  1990 1992 75 
25.2  Myanmar                                  1991 1992 75 
56.2  Myanmar                                  1992 1992 250 
67.3  Myanmar                                  1993 2002 [1,285;6,096] 
24.3  Myanmar                                  1994 1994 25 
25.3  Myanmar                                  1994 1994 25 
23.2  Myanmar                                  1995 1995 25 
26.3  Myanmar                                  1996 1996 33 
56.3  Myanmar                                  1996 1996 33 
228  Myanmar                                  1997 1997 100 
23.3  Myanmar                                  1997 2003 316 
72.1  Nepal                                          1961 1962 250 
72.2  Nepal                                          1996 2003 6,472 
140.1  Nicaragua                                 1978 1979 10,000 
140.2  Nicaragua                                 1981 1989 30,000 
178.1  Niger                                          1992 1992 200 
178.2  Niger                                          1994 1994 200 
212  Niger                                          1996 1997 61 
178.3  Niger                                          1997 1997 28 
100  Nigeria                                       1966 1966 25 
107  Nigeria                                       1967 1970 75,000 
61  Oman                                          1957 1957 32 
121  Oman                                          1972 1975 2000 
116  Pakistan                                    1971 1971 50,000 
129  Pakistan                                    1974 1977 8,800 
209.1  Pakistan                                    1990 1990 46 
209.2  Pakistan                                    1995 1996 325 
172  Panama                                      1989 1989 75 
174.1  Papua New Guinea                 1989 1990 100 
174.2  Papua New Guinea                 1992 1996 223 
22.1  Paraguay                                   1947 1947 4,000 
22.2  Paraguay                                   1954 1954 50 
22.3  Paraguay                                   1989 1989 200 
164  Peru                                            1965 1965 69 
95.1  Peru                                            1981 1999 30,869 
95.2  Philippines                               1946 1954 9,000 
10.1  Philippines                               1969 1995 24,400 
10.2  Philippines                               1970 1990 37,250 
112.1  Philippines                               1993 2003 4,664 
112.2  Philippines                               1997 1997 50 
10.3  Philippines                               1999 2003 1350 
10.4  Romania                                    1989 1989 909 
52  Russia/Soviet Union              1946 1947 481 
175  Russia/Soviet Union              1946 1947 735 
11  Russia/Soviet Union              1946 1948 8,620 
12  Russia/Soviet Union              1946 1950 17,569 
13  Russia/Soviet Union              1990 1990 142 
14  Russia/Soviet Union              1990 1991 800 
182  Russia/Soviet Union              1993 1993 193 
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181  Russia/Soviet Union              1994 1996 45,500 
204  Russia/Soviet Union              1999 1999 350 
206.1  Russia/Soviet Union              1999 2003 48,600 
220  Rwanda                                     1990 1994 5,500 
206.2  Rwanda                                     1997 2002 4,259 
179.1  Saudi Arabia                            1979 1979 269 
179.2  Senegal                                      1990 1990 200 
145  Senegal                                      1992 1993 400 
180.1  Senegal                                      1995 1995 200 
180.2  Senegal                                      1997 2001 810 
180.3  Senegal                                      2003 2003 34 
180.4  Sierra Leone                             1991 2000 12,997 
180.5  Somalia                                      1978 1978 520 
187  Somalia                                      1982 1984 450 
141.1  Somalia                                      1986 1996 66,000 
141.2  Somalia                                      2001 2002 264 
141.3  South Africa                             1966 1988 25,000 
141.4  South Africa                             1981 1983 75 
101  South Africa                             1985 1988 3,250 
150.1  Spain                                          1980 1981 121 
150.2  Spain                                          1987 1987 52 
147.1  Spain                                          1991 1992 72 
147.2  Sri Lanka                                   1971 1971 1,630 
147.3  Sri Lanka                                   1984 2001 54,501 
117  Sri Lanka                                   1989 1990 5,025 
157.1  Sri Lanka                                   2003 2003 59 
117  Sudan                                         1963 1972 20,000 
157.2  Sudan                                         1971 1971 38 
85.1  Sudan                                         1976 1976 300 
113.1  Sudan                                         1983 2002 55,500 
113.2  Sudan                                         2003 2003 2,175 
113.3  Surinam                                     1986 1988 300 
113.4  Syria                                           1966 1966 300 
162  Syria                                           1979 1982 15,450 
102.1  Tajikistan                                  1992 1996 41,300 
102.2  Tajikistan                                  1998 1998 100 
200.1  Thailand                                    1951 1951 [25;999] 
200.2  Thailand                                    1974 1982 4,404 
43.1  Thailand                                    2003 2003 25 
43.2  Togo                                           1986 1986 30 
248  Togo                                           1991 1991 25 
163.1  Trinidad and Tobago             1990 1990 30 
163.2  Tunisia                                       1980 1980 41 
183  Turkey                                       1984 2003 35,595 
148  Turkey                                       1991 1992 50 
159  Uganda                                      1971 1971 60 
188.1  Uganda                                      1972 1972 200 
118.1  Uganda                                      1978 1979 3,847 
118.2  Uganda                                      1981 1991 108,500 
118.3  Uganda                                      1994 2003 7,506 
118.4  United Kingdom                     1971 1991 3094 
118.5  United Kingdom                     1998 1998 55 
119.1  Uruguay                                     1972 1972 53 
119.2  Uzbekistan                                2000 2000 60 
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123  Venezuela                                 1962 1962 400 
221.1  Venezuela                                 1992 1992 183 
80.1  Vietnam, Republic of             1955 1964 162,890 
80.2  Yemen, Arab Republic          1948 1948 4,000 
33.1  Yemen, Arab Republic          1962 1970 50,000 
33.2  Yemen, Arab Republic          1980 1982 300 
33.3  Yemen, Arab Republic          1994 1994 5,500 
207  Yemen , People's Repub‐lic                                                 1986  1986  11,500 
189  Yugoslavia/Serbia                  1991 1991 63 
190  Yugoslavia/Serbia                  1991 1991 9,050 
218  Yugoslavia/Serbia                  1998 1999 4,500 
















The  individual  coding decisions  are based on a  reading of  the  comprehensive NSA 
data documentation  (Cunningham, Salehyan and Gleditsch, 2009b) and are  listed  in Table 
A.2 beginning on the following page. The Conflict column gives the conflict ID based on the 
variable  ID  in  the ACD,  the country  in which  the conflict  took place and  the start and end 
year of the conflict. The NSA observation(s) column gives the observation ID(s) for the NSA 
observations  used.  The  Decision  column  reports  if  the  NSA  observations  were  selected 
among a number of relevant observations and  if several observations were summarised. In 















25.1 Myanmar 1948­1988  EACD.2.4‐115, 118 Summarised The Arakan People’s Liberation Party changed to the Communist party of 
Arakan during the conflict.  
25.1 Myanmar 1991­1992  EACD.2.4‐121, 124 Summarised Two opposition groups were active in the period.
26.1 Myanmar 1949­1963  EACD.2.4‐127, 130 Summarised NMSP replaced MPF after 1958.
29.3 India 1990­1994  EACD.2.4‐148, 151 Summarised Two opposition groups, the Naxalites/PWG and the MCC, with similar traits 
were active.  
29.4 India 1996­2003  EACD.2.4‐148, 151 Summarised See above.

























67.2 Myanmar 1976­1988  EACD.2.4‐409 Selected See above. The SSNPLO is most representative for this time period.
































92.0 Colombia, 1966­2003  EACD.2.4‐634 Selected A number of opposition groups are recorded in different periods. FARC has 
been most important. 
95.1 Peru 1965  EACD.2.4‐652, 655 Summarised Two similar opposition groups, the ELN and the MIR, were active.












































EACD.2.4‐973 Selected Afghanistan was riven with fighting between a number of groups in this pe‐
riod. UIFSA (Northern Alliance) was active for much of the period and shared 
important traits with other groups. 




















































212.0 Niger 1996­1997  EACD.2.4‐1339, 1342 Summarised Two rebel groups with similar traits, the FDR and the FARS, were active. 
214.2 Congo 1997­1999  EACD.2.4‐1348, 1354, 
1357, 1360 
Summarised Several rebel groups were involved in the civil conflict in Congo in this time 
period. 
222.0 Central African Re­
public 2001­2002 
EACD.2.4‐1387 Selected Two rebel groups were active within this time period but the main conflict 
was between the government and the faction of Francois Bozize. 
225.0 Cote D’Ivoire 2002­
2003 
EACD.2.4‐1396, 1399, 
1342 
Summarised The government faced armed opposition from three groups.
 
 
