Abstract. We define weighted projective Reed-Muller codes over a subset X ⊂ P(w 1 , . . . , w s ) in weighted projective space over a finite field. We focus on the case when the set X is a projective weighted torus. We show that the vanishing ideal of X is a lattice ideal and relate it with the lattice ideal of a minimal presentation of the semigroup algebra of the numerical semigroup Q = w 1 , . . . , w s ⊂ N. We compute the index of regularity of the vanishing ideal as function of the weights of the projective space and the Frobenius number of Q. We compute the basic parameters of weighted projective Reed-Muller codes over a 1-dimensional weighted torus and prove they are maximum distance separable codes.
Introduction
A standard projective Reed-Muller code, C X (d), is the image of the degree d homogeneous component of a standard polynomial ring K[t 1 , . . . , t s ] over a finite field K by a homomorphism defined by evaluation of forms of degree d on the points of and arbitrary subset X ⊂ P s . In this work we define the notion of weighted projective Reed-Muller code (see Definition 3.1). This notion differs from the standard definition in that the grading of K[t 1 , . . . , t s ], which is given by deg(t i ) = w i ≥ 1, for coprime integers w i , is not necessarily the standard one. We focus on the family of codes C T (d) associated to a weighted (s−1)-dimensional projective torus T(w 1 , . . . , w s ) (see Definition 2.4).
Standard projective Reed-Muller codes of order d ≤ q were defined and studied by Lachaud in [16, 17] and, for all d ≥ 0, by Sørensen in [29] . Much of the recent research on projective Reed-Muller codes over an arbitrary subset of X ⊂ P s focuses on the computation of their basic parameters: length, dimension and minimum distance (see Definition 3.3). When X = P s all the basic parameters are known (cf. [17, 29] ); in particular, projective Reed-Muller codes over P 1 are maximum distance separable codes. In general, an approach to this computation 2010 Mathematics Subject Classification. Primary 13P25; Secondary 14G50, 14G15, 11T71, 94B27, 94B05. The second author was partially funded by CMUC, through European program COMPETE/FEDER and FCT project PEst-C/MAT/UI0324/2011. Part of work was developed during a research visit of the second author to CINVESTAV of the IPN, México, under the financial support of a research grant from Santander Totta Bank (Portugal).
using commutative algebra (as in [24] ) relies on a good understanding of I X ⊂ K[t 1 , . . . , t s ], the vanishing ideal of X. Many authors have studied projective Reed-Muller codes over a subset X ⊂ P s for which the ideal I X is well understood; e.g., when X is the set of rational points of a complete intersection, cf. [1, 4, 5, 7, 10, 14, 27, 28] , when X is the Segre embedding of the product of two projective spaces, cf. [11] , when X is the Veronese variety cf. [12] , when X is an affine cartesian product cf. [3, 18] , or when X is the projective torus in P s , or an algebraic toric subset, cf. [20, 21, 23, 26, 27] .
The advantage of working with subsets of the torus is that for a certain subclass of these subsets (consisting of algebraic toric subsets, as defined by Villarreal et al. in [25, 23] ) the ideal I X is a lattice ideal. Like in the standard case, I T , the vanishing ideal of the weighted torus T(w 1 , . . . , w s ), is also a lattice ideal. Indeed, we show that I T is Cohen-Macaulay, 1-dimensional and can be obtained from the lattice ideal of a minimal presentation of the semigroup algebra of the numerical semigroup Q = w 1 , . . . , w s ⊂ N (cf. Theorem 2.8). The lattice ideal of a minimal presentation of the semigroup algebra was first studied by Herzog in [15] . He gives a sufficient condition for this ideal to be a complete intersection (see Remark 2.12), which, combined with our results, is also a sufficient condition for I T to be a complete intersection. The relation between I T and the lattice ideal of a minimal presentation of Q enables the computation of the Hilbert Series and the index of regularity of K[t 1 , . . . , t s ]/I T in terms of w 1 , . . . , w s and the Frobenius number of Q (cf. Theorem 3.8 and Corollary 3.9). The importance, from a coding theory point of view, of the knowledge of the index of regularity is clearer in the case of standard projective Reed-Muller codes. Here, the function dim K C X (d) is strictly increasing and the value of d for which dim K C X (d) becomes constant and equal to the dimension of the ambient space (thus, for which C X (d) becomes the trivial code) is precisely given by the index of regularity. In the weighted case dim K C X (d) is not necessarily an increasing function and we may get some trivial codes C X (d) before d reaches the index of regularity (cf. Example 3.10). However for d greater than or equal to index of regularity C X (d) is always a trivial code.
The structure of the article is as follows. In Section 2 we study the vanishing ideal of a weighted projective torus. The basic definitions are recalled. We show that I T is a 1-dimensional, CohenMacaulay lattice ideal and relate it to the lattice ideal of a minimal presentation of the semigroup algebra of Q = w 1 , . . . , w s . In Section 3 we define weighted projective Reed-Muller codes. We compute the length of the weighted projective Reed-Muller codes over the weighted torus (cf. Proposition 3.5) and we compute the Hilbert Series and the index of regularity of K[t 1 , . . . , t s ]/I T (cf. Theorem 3.8 and Corollary 3.9). In Section 4 we study projective Reed-Muller codes over a 1-dimensional weighted torus T(w 1 , w 2 ). We compute their dimensions and minimum distances (cf. Proposition 4.1 and Theorem 4.4) and we show they are maximum distance separable codes.
Vanishing ideal of a weighted torus
Let K be a finite field with q elements. We denote by K * the cyclic group of invertible elements of K. Given two s-tuples v = (n 1 , . . . , n s ) ∈ N s and u = (u 1 , . . . , u s ) ∈ R s , where R is a commutative ring with identity, u v denotes u
We will use this notation for vectors of variables t = (t 1 , . . . , t s ) or y = (y 1 , . . . , y s ). We reserve boldface for vectors of integers. We will only deal with pure binomials, i.e., binomials for which α = β = 1. 
Definition 2.5. For a set X ⊂ P(w 1 , . . . , w s ) the ideal of K[t 1 , . . . , t s ] generated by all homogeneous polynomials that vanish on X is called the vanishing ideal of X and is denoted by I X . We denote the vanishing ideal of T(w 1 , . . . , w s ) by I T .
Over an infinite field I T = (0). However given that K has q elements and its multiplicative group is cyclic of order q − 1, we get
, . . . , t
For general w 1 , . . . , w s this inclusion is strict. The precise structure of a minimal generating set of I T is closely related with the numerical semigroup Q = w 1 , . . . , w s ⊂ N, cf. Remark 2.12.
The proof of the next lemma follows closely that of Theorem 2.1 in [23] .
Lemma 2.6. In the polynomial ring extension
In particular, I T is generated by homogeneous pure binomials.
Proof. Let J denote the ideal on the right hand side of (2.1). We start by showing that I T ⊂ J. Let f = r j=1 α j t v j , for some α j ∈ K and v j ∈ N s be a homogeneous polynomial of degree d.
where
Notice that since f is homogeneous of degree d, this sum with u replaced by v j equals d. Expanding each t v j in this way, we get
s as a system of homogeneous coordinates of a point in T(w 1 , . . . , w s ) we get, by assumption, f (x 1 , . . . , x s ) = 0. Hence, setting
To show the reverse inclusion we start by remarking that J, being an elimination of an ideal generated by pure binomials, is itself generated by pure binomials (cf. [8] ). It suffices to show that any pure binomial in J is also in I T . In passing we will show that such a binomial is homogeneous. This will imply the assertion that I T is generated by homogeneous pure binomials.
Substituting in (2.3) 1 for y i and z w i for t i we get z a 1 w 1 · · · z asws −z b 1 w 1 · · · z bsws = 0 and therefore a, w = b, w , i.e., t a − t b is homogeneous. Finally, to show that it vanishes on an arbitrary point (x 1 , . . . , x s ) of the weighted torus, we use (2.3) but this time substituting t i and y i by x i and z by 1.
Remark 2.7. More generally, it can be shown that Lemma 2.6 holds for the vanishing ideal of a weighted toric subset X ⊂ T(w 1 , . . . , w s ) parameterized by v 1 , . . . , v s ∈ N n , for some integer n > 0. More precisely, by analogy with the standard case (cf. [23, §2] ), when X the subset defined by:
In the case when v 1 , . . . , v s coincide with the incidence vectors of a uniform clutter (and, in particular, of a graph), this notion coincides with the notion of toric subset parameterized by v 1 , . . . , v s , as defined in [23, 26] .
We denote by w ⊥ the orthogonal in R s of w , with respect to the canonical inner product.
and Cohen-Macaulay.
Proof. To prove the equality we need to show the inclusion
. . , t s ] be a homogeneous binomial vanishing on T(w 1 , . . . , w s ). Fix i ∈ {1, . . . , s} and let α be a generator of K * . Consider (1, . . . , 1, α, 1, . . . , 1) ∈ T(w 1 , . . . , w s ), with α in the i-th position. Evaluating t a − t b at this point we obtain
Since this holds for any i ∈ {1, . . . , s} we obtain a − b ∈ (q − 1)N s . As t a − t b is homogeneous we get a − b, w = 0 and hence a − b ∈ L. This proves that I T = I L Since the rank of L is s − 1 we deduce that I T is 1-dimensional (cf. [19, Proposition 7.5] ). Furthermore, since (2.4) t
Definition 2.9. Let Q ⊂ N denote the submonoid of N generated by w 1 , . . . , w s ∈ N. Since gcd(w 1 , . . . , w s ) = 1, Q is a numerical semigroup, i.e., it has finite complement. The following lemma yields a relation between I T and I L ♭ is given by the following lemma. j=1 r ij w j . In particular, in this situation, I L ♭ is a complete intersection and, by Lemma 2.11, I T is also a complete intersection. It can be checked that (2.5) is satisfied for s = 2 or if w 1 = 1 or 2. The case when w i = 1, for all i = 1, . . . , s, is worth highlighting, for these w i (2.4) is an equality. If s = 3 then (2.5) is also a necessary condition for I L ♭ to be a complete intersection (cf. [15, Theorem 3.10] ). This condition is no longer necessary when s = 4; it can be shown (cf. [9, Example 3.9] ) that if w = (20, 30, 33, 44) then I L ♭ is a complete intersection, despite the fact that no ordering of 20, 30, 22, 44 satisfies (2.5). A recursive method for deciding whether, for a given w, the ideal I L ♭ is a complete intersection is given by Delorme in [6] .
Weighted projective Reed-Muller codes
Definition 3.1. Let X ⊂ P(w 1 , . . . , w s ) and set m = |X|. Fix x 1 , . . . , x m ∈ K s systems of homogeneous coordinates for the points of X. (y 1 , . . . , y m ) → (λ 1 y 1 , . . . , λ m y m ), for every (y 1 , . . . , y m ) ∈ K m . I.e., the 2 codes are equivalent.
Definition 3.3. The basic parameters of a linear code 0 = C ⊂ K m are the length, the dimension and the minimum distance. The length is m, the dimension of the ambient vector space; the dimension is its dimension as a vector space and the minimum distance, that is denoted by δ C , is given by min { x : x ∈ C \ 0} where x is the Hamming weight of x, i.e., the number of nonzero components of x. A code is said maximum distance separable if the singleton bound :
which is always satisfied for a linear code, is an equality.
is a weighted projective Reed-Muller code over X ⊂ P(w 1 , . . . , w s ) of order d, the length is equal to |X| (thus is independent of d) and the minimum distance can be computed as m minus the maximum number of zeros a homogeneous polynomial of degree d can attain on X without belonging to I X . Maximum distance separable codes are codes that, for their length and dimension, maximize minimum distance, in other words, have maximum error-correcting capability.
In this work we shall focus on the codes over X = T(w 1 , . . . , w s ). We abbreviate the notation for the codes to C T (d) and for their minimum distance to δ T (d).
Proof. The length of C T (d) coincides with the cardinality of the set of K-points of X. Since this set can be seen as the quotient (K * ) s /K * by the induced action of K * , all we need to check is that the orbits have cardinality q − 1. Assume that
Since, by assumption, gcd {a 1 , . . . , a s } = 1 we deduce that λ = µ.
Let M be a finitely generated graded
This function is quasi-polynomial of degree dim M − 1, i.e., there exist a positive integer g (the period) and P 0 , . . . , P g−1 , polynomials of same leading term and of degree dim M − 1, such that, for
Definition 3.6. The index of regularity of M is the least r ≥ 0 such that for d ≥ r,
The Hilbert series of M is given by 
is a polynomial, the numerator of (3.2) is a polynomial. Let
Then, by Lemma 2.11,
and by [20, Lemma 3.7] we get (3.1).
Corollary 3.9. The index of regularity of
Example 3.10. Suppose K = GF(4), X = T(3, 4, 5) and consider the corresponding family of codes C T (d). By Proposition 3.5 these are codes of length 9. Using [13] , we can check that the ideal I T is minimally generated by the binomials t and thus is not a complete intersection. From Theorem 3.8,
Hence the index of regularity of K[t 1 , . . . , t s ]/I T is 42 − 12 + 1 = 31. This number can also be computed using Corollary 3.9. Table 1 shows the dimension and minimum distance of C T (d), for d = 0, . . . , 30, computed using [13] . One feature to bear in mind is that, unlike standard projective Reed-Muller codes, dim K C T (d) is not strictly increasing and δ T (d) is not strictly decreasing. Nevertheless, this family of codes is not necessarily redundant. For example, the two 4-dimensional codes with equal minimum distance (d = 15 and 16) are not equivalent. Indeed, these codes have generating matrices in standard form (I 4 |A) and (I 4 |B) where A, B ∈ M 4×5 GF(4) are given by:
In this section we study the weighted projective Reed-Muller codes over a 1-dimensional torus T(w 1 , w 2 ). In this case I T is always a complete intersection (cf. Remark 2.12):
By a classical result of Sylvester, the Frobenius number of Q = w 1 , w 2 is g Q = w 1 w 2 − w 1 − w 2 . According to Corollary 3.9, the index of regularity of K[t 1 , . . . , t s ]/I T is (q −1)w 1 w 2 −w 1 −w 2 +1. Hence, we restrict to the range 1 ≤ d ≤ (q − 1)w 1 w 1 − w 1 − w 2 . We will show below in Corollary 4.5 that all weighted projective Reed-Muller codes over a 1-dimensional (weighted) torus are maximum distance separable codes.
Given a semigroup Q ⊂ N, let us denote by χ Q : N → {0, 1} the characteristic function of Q ⊂ N, i.e., the function given by χ Q (d) = 1 if and only if d ∈ Q and χ Q (d) = 0 otherwise. We use this function for the semigroup Q = w 1 , w 2 only; to ease notation we will write simply χ.
Proof. The Hilbert series of I T is Let us compute this number. Since g Q = w 1 w 2 − w 1 − w 2 , we see that
the set of all factorizations of d. We may assume a r > a r−1 > · · · > a 1 ≥ 0. Since the difference a i − a i−1 must be divisible by w 2 we get a r ≥ (r − 1)w 2 . Therefore
Additionally, (r − 1)w 1 w 2 ≤ a r w 1 ≤ d = kw 1 w 2 + l ≤ kw 1 w 2 , hence r ≤ k + 1. Now, if r = k + 1, then, by (4.1), l ∈ Q. This shows that r ≤ k + χ(l).
Let us denote by α ∈ K * a choice of generator of the cyclic group K * . Given a homogeneous f ∈ K[t 1 , . . . , t s ], we denote by V (f ) its set of zeros in P(w 1 , . . . , w s ).
2 ) ⊂ T(w 1 , w 2 ) consists of a single point. Moreover, as r varies in {0, . . . , q − 2}, every point of T(w 1 , w 2 ) is obtained in this way.
2 ), i.e., x
Hence V (t
2 ) = (α rb , α −ra ) . To show that every point in (x 1 , x 2 ) ∈ T(w 1 , w 2 ) is the zero of one such polynomial it suffices to notice that x
Proof. We argue by induction on k. Suppose that k = 0. Then d < w 1 w 2 and, by an argument similar to the one used in the proof of Proposition 4.1, we deduce that there is only one factorization of d in Q, hence f is a monomial and thus |V (f ) ∩ T(w 1 , w 2 )| = 0. Additionally, if k = 0 then l = d ∈ Q and so χ(l) = 1 and the inequality of the statement holds.
Suppose k ≥ 1. Let us write f = gt
In this situation V (f ) ∩ T(w 1 , w 2 ) is empty and there is nothing to show. Suppose
We may assume there exists (x 1 , x 2 ) ∈ V (f ) ∩ T(w 1 , w 2 ). Let us write g = We now address the computation of the minimum distance of the weighted projective ReedMuller codes over a weighted torus. Recall that the minimum distance is defined for a nonzero code. For this, the assumption that d ∈ Q, equivalent to dim K C T (d) = 0, is necessary in the statement of the theorem. 2 ) has degree d and has exactly k − 1 = k − 1 + χ(l) zeros on T(w 1 , w 2 ). 
