We extend the VAR based intertemporal asset allocation approach from Campbell et al. (2003) to the case where the VAR parameter estimates are adjusted for smallsample bias. We apply the analytical bias formula from Pope (1990) using both Campbell et al.'s dataset, and an extended dataset with quarterly data from 1952 to 2006. The results show that correcting the VAR parameters for small-sample bias has both quantitatively and qualitatively important e¤ects on the strategic intertemporal part of optimal portfolio choice, especially for bonds: for intermediate values of risk-aversion, the intertemporal hedging demand for bonds -and thereby the total demand for bonds -is strongly reduced by the bias-adjustment. We also investigate the robustness of the results by changing the lag-length and one of the state variables of the VAR.
Introduction
One of the most fascinating results of recent research in empirical …nance is that asset returns seem to contain predictable components. Until the …rst half of the 1980s, stock and bond returns were thought to be completely unpredictable, both at short and long horizons, and this unpredictability was taken to imply that asset markets were informationally e¢ cient. However, since the mid 1980s researchers have become increasingly aware of the fact that stock returns are to some extent predictable from lagged valuation ratio's like the dividend yield or price-earnings ratio, and that bond returns are predictable from e.g. lagged yield spreads. The predictability is often found to be insigni…cant and hard to measure when returns are calculated over short horizons, but when the horizon increases the predictable component shows itself clearly. Thus, the small and insigni…cant predictability at short horizons build up to large and signi…cant predictability at long horizons. Interestingly, it has also become clear from asset pricing theory that return predictability is not necessarily due to irrationality and market-ine¢ ciency (bubbles, fads, noise traders, etc.), but could be the result of rationally changing risk-aversion and risk premia. Thus, predictable returns are in theory consistent with the e¢ cient markets hypothesis. Cochrane (2005, ch. 20-21) surveys the by now very large literature on stock and bond return predictability, and he relates predictability to the concept of mean reversion and to modern consumption-based asset pricing models. 1 One area where return predictability has profound implications is asset allocation. The old static Markowitz Mean-Variance (MV) model continues to dominate analyses of portfolio choice, especially among practitioners in the …nancial services industry. However, for long-term investors the static MV model will only be suitable under very strict assumptions, one of them being that investment opportunities are constant over time, meaning that returns are unpredictable. If this is not the case, long-term investors can bene…t from the return predictability, both in the form of market-timing and in the form of intertemporal hedging of future return risk. Neither of these e¤ects are captured by the static MV model. Recent research on dynamic portfolio choice under return predictability has delivered solutions for optimal asset allocations using numerical methods based on discrete-state approximations (see e.g. Balduzzi and Lynch (1999) , Barberis (2000) , Brennan et al. (1997) , and Lynch (2001)), and exact closed-form solutions have been obtained for simple models in a continuous-time setup (see e.g. Kim and Omberg (1996) and Wachter (2002) ). However, until Campbell et al. (2003) it was not possible to analyze analytically optimal portfolio choice in a model with more than one risky asset and several predictor variables. Campbell et al. (2003) develop an approximate (based on Taylor 1 The 'fact'that returns contain predictable components is not uncontroversial. Some have questioned the in-sample statistical signi…cance of predictability (e.g. Boudoukh et al., 2006) , and others have questioned whether in-sample predictability also holds out-of-sample (e.g. Goyal and Welch, 2005) . Cochrane (2006) analyzes and discusses these objections and he concludes that predictability is present in-sample and that it is both statistically and economically signi…cant, and he reconciles this with poor out-of-sample predictability. Other recent studies in this area are Amihud and Hurvich (2004) , Lewellen (2004) , Campbell and Yogo (2006) , and Ang and Bekaert (2007) . 1 expansions) analytical solution to the long-term investors portfolio choice in a setting where the investor maximizes expected discounted Epstein-Zin utility over an in…nite horizon, and where the asset returns and predictor variables are modelled by a linear vector-autoregression.
2 Empirical analyses using Campbell et al.'s (2003) approach have been rather sparse. Campbell et al. themselves apply the methodology on US quarterly and annual stock and bond returns with the dividend-price ratio, interest rate, and yield spread as predictor variables. Rapach and Wohar (2007) use the approach on an international dataset, allowing investors to invest in both domestic and foreign assets. Both studies …nd evidence of substantial time-variation in optimal asset allocations as well as substantial intertemporal hedging e¤ects coming from the predictability of asset returns.
A potentially important drawback of the empirical approach of Campbell et al. (2003) (and also Rapach and Wohar, 2007) is that the computed optimal allocations are based on standard least squares estimates of the VAR parameters. It is well-known that such estimates are plagued with …nite-sample bias that may seriously distort inference based on the VAR model, especially when the model contains variables that are highly persistent, see e.g. Bekaert et al. (1997) . This will indeed be the case in the present context where included variables such as interest rates, dividend-price ratio's and yield spreads typically are highly persistent. Campbell et al. (2003) acknowledge the …nite-sample bias in their VAR estimates but state that bias corrections are complex in multivariate systems and, hence, they do not attempt to adjust for the bias. In the present paper we extend the Campbell et al. (2003) approach to be based on bias-corrected VAR parameters. We invoke the analytical bias formula from Pope (1990) , which holds for general VAR models under quite mild restrictions, and with properties that are comparable to standard Monte Carlo or bootstrap bias-adjustment. Pope's adjustment is straightforward to implement but, surprisingly, it has been left unnoticed in most of the empirical …nance literature using VAR models. In an empirical application we compute optimal asset allocations using both adjusted and unadjusted VAR estimates in order to see whether the biasadjustment is qualitatively important in practice. We use both the original quarterly data from Campbell et al. (2003) , which extends from 1952:q1 to 1999:q4, and an updated dataset that ends in 2006:q4. We also analyze the robustness of the results in two other directions: …rst, by changing the lag length of the VAR, and secondly by changing the de…nition of one of the state variables of the VAR: the short-term nominal interest rate. This variable is extremely persistent, and in VAR models with two lags the VAR parameter matrix contains unstable roots. We therefore use a stochastically detrended short-term nominal rate, as de…ned in Campbell (1991) , which makes all the roots stable. In Campbell et al. 's (2003) analysis only one-lag models are estimated, and only with the short-term interest rate without detrending.
The main result of our analysis is that bias-correcting the VAR parameters has a quantitatively and qualitatively important e¤ect on optimal asset allocations, in particular for bonds: for intermediate values of risk-aversion, the intertemporal hedging demand for bonds -and thereby the total demand for bonds -is strongly reduced by the biasadjustment. On the other hand, replacing the nominal interest rate in levels with its detrended version implies a much higher demand for bonds. The most important e¤ect of extending the sample period to 2006 is to decrease the demand for stocks and increase the demand for bonds. Changing the lag-length of the VAR has only minor e¤ects on the results.
The rest of the paper is organized as follows. Section 2 describes the asset allocation model and how the optimal allocations can be computed from a VAR model. Section 3 explains the bias-adjustment procedure. Section 4 reports the empirical results and, …nally, section 5 contains some concluding remarks.
The asset allocation model
The investor is assumed to set optimal consumption and portfolio plans so as to maximize -over an in…nite horizon -an Epstein and Zin (1989, 1991) utility function de…ned recursively by
where C t is consumption at time t, is the time discount factor, is the coe¢ cient of relative risk aversion, and (1 )=(1 1 ) where is the elasticity of intertemporal substitution. When = 1 the utility function reduces to standard time-separable power utility (CRRA utility), and if in addition = 1 we have log utility. The optimization is done subject to the budget constraint W t+1 = (W t C t )R p;t+1 , where W t+1 and R p;t+1 are wealth and gross portfolio return, respectively. With n assets, the portfolio return is equal to R p;t+1 = P n i=2 i;t (R i;t+1 R 1;t+1 ) + R 1;t+1 , where i;t is the portfolio weight on asset i at time t. R 1;t denotes the benchmark return (typically a short-termbut not necessarily riskfree -return).
The above maximization problem leads to an Euler equation for asset i, from which a second-order Taylor expansion gives an approximate log-linear Euler equation in terms of log consumption, c t log C t , and log returns, r i;t log R i;t , see Campbell et al. (2003) . Using also a log-linear approximation of the budget constraint W t+1 = (W t C t )R p;t+1 , and stated in terms of log excess return on asset i, r i;t+1 r 1;t+1 , the log-linear Euler equation becomes E t (r i;t+1 r 1;t+1 )+ 1 2 V ar t (r i;t+1 r 1;t+1 ) = ( i;c w;t 1;c w;t )+ ( i;p;t 1;p;t ) ( i;1;t 1;1;t ),
where i;c w;t = Cov t (r i;t+1 ; c t+1 w t+1 ), 1;c w;t = Cov t (r 1;t+1 ; c t+1 w t+1 ), i;p;t = Cov t (r i;t+1 ; r p;t+1 ), 1;p;t = Cov t (r 1;t+1 ; r p;t+1 ), i;1;t = Cov t (r i;t+1 ; r 1;t+1 ), and 1;1;t = V ar t (r 1;t+1 ).
The optimal portfolio and consumption rules must satisfy (1). In order to estimate the conditional moments in (1), we set up a VAR model for the n 1 log excess returns, x t+1 = [(r 2;t+1 r 1;t+1 ); :::; (r n;t+1 r 1;t+1 )] 0 . We also include the benchmark return, r 1;t+1 , and a number of additional state variables that -in previous studies -have been found to contain signi…cant information about future returns. Denote by s t+1 the vector of these additional state variables. Then the vector z t+1 = [x t+1 , r 1;t+1 , s t+1 ] 0 contains all the variables and a …rst-order VAR model for z t+1 becomes
where 0 and 1 are the vector of intercepts and matrix of slope coe¢ cients, respectively. v t+1 is the vector of VAR errors that are assumed to be distributed as v t+1 niid(0, Based on this formulation of the dynamics of the state variables, the left-hand side of (1) can be written as
where H x is a selection matrix that picks out the excess return vector x t from the state vector z t , and 2
x is the vector of diagonal elements in xx . Regarding the conditional covariances on the right-hand side of (1), Campbell et al. (2002 Campbell et al. ( , 2003 show, using a log-linear approximation of the portfolio return, R p;t+1 , that they can all be written as linear functions of the state variables in the following way 
where is a vector of ones, and 0 and 1 are matrices that are de…ned below. 4 Combining these results, the model can be solved for the log consumption-wealth ratio, c t w t , and the optimal asset allocations, t . The solution turns out to be
The parameter b 0 and the parameter matrices A 0 , A 1 , B 1 , and B 2 are complicated nonlinear functions of the underlying utility and VAR parameters. As seen, the optimal portfolio rule is linear in the VAR state vector, z t , while the optimal consumption rule is quadratic in z t . The precise expressions for A 0 and A 1 in the portfolio rule (4) are
where 0 and 1 are matrices that depend on all the utility and VAR parameters as well as b 0 , B 1 , and B 2 , and a parameter 1 exp(E(c t w t )) which comes from the log-linear approximation to the budget constraint. 5 The exact expressions for 0 and 1 are given in Campbell et al. (2002) .
The economic interpretation of A 0 and A 1 is that the …rst term in the expressions (6) and (7) measures the myopic component of asset demand, while the second term measures the intertemporal hedging demand. The latter component captures the e¤ect of predictable asset returns which induces a strategic motive to hedge future return risk. A simple example can illustrate the intuition: consider the case with only one risky asset whose expected excess return is governed by a single state variable (this is the case considered by Campbell and Viceira, 1999) . In this case the second terms in (6) and (7) become negatively related to the covariance between innovations in excess returns and innovations in the state variable. If this covariance is negative, excess returns show mean reversion (i.e. negative autocorrelation) and the demand for the risky asset will be higher than if the covariance is zero or positive. The explanation is that if the risky asset shows mean reversion, then the asset can be used to hedge its own future risk. The overall hedging motive comes from the desire of the long-term risk-averse investor to save (invest in …nancial assets) with the purpose of consuming at a later date and at the same time smooth consumption over time. Assets that exhibit mean reversion serve this purpose. In general, with multiple risky assets and state variables, the sign and magnitude of the intertemporal hedging component will depend on the VAR parameters approximation of the portfolio return. In the univariate setup, Campbell et. al (2001) investigate the accuracy of the approximate analytical solution by Campbell and Viceria (1999) using a numerical approach. They …nd that the two solution methods give very similar results.
5 Giovannini and Weil (1989) show that with = 1, the investor optimally chooses a constant consumption-wealth ratio equal to 1 : Hence in this case, = .
5 and the correlations of the VAR innovations, as well as on the relative risk-aversion parameter .
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The standard static portfolio rule from mean-variance analysis occurs as the special case where there is no predictability in the VAR model, i.e. 1 = 0 whereby 0 = 1 = A 1 = 0, and t = 1 1
. Asset demand depends on the excess returns scaled by the inverse of the covariance matrix of excess returns and the reciprocal of the relative risk aversion parameter. Another special case is = 1 whereby the intertemporal hedging components disappear and asset demand becomes purely myopic. Note that in this special case t still depends on z t through A 1 = 1 1 xx H x 1 , which is 0 only if 1 = 0. Thus, with predictable returns the myopic part of asset demand contains a time-varying component.
In general, return predictability induces a tactical (timing) motive -in addition to the strategic motive -in portfolio allocation: the investor should change allocation over time depending on the signal that the state vector z t sends about future returns. Predictable returns thus leads to both a strategic hedging motive that a¤ects the overall level of asset demand, and a tactical timing motive that changes the optimal allocation over time. These two motives may work in opposite directions such that, for instance, at a particular time a positive intertemporal hedging component -that otherwise would lead to a large demand for a given asset -, is dominated by the state variables signaling poor future returns for the asset, such that the combined e¤ect is a small demand for the asset. The values for the utility parameters and the VAR parameter estimates determine the relative importance of each of these motives. The higher the value of risk-aversion, , the more important becomes the strategic motive relative to the tactical motive, all else equal.
Before turning to the econometric and empirical part of the paper, it should be emphasized that the Campbell et al. (2003) approach -like most approaches in this area -are partial equilibrium in nature. (4) and (5) give the optimal consumption and asset allocation for an investor with Epstein-Zin utility and speci…c utility parameter values and who takes the return process, given by the estimated VAR model, as exogenously given. There is nothing in the model that makes this particular return process consistent with general equilibrium. As noted by Cochrane (1999) , in a general equilibrium model the average investor will always hold the market portfolio and not be engaged in strategic or tactical asset allocation. Thus, the Campbell et al. (2003) model gives the optimal allocation for an investor that somehow deviates from the average investor, for example because of higher or lower risk-aversion than the average investor or higher or lower return covariance with consumption than the average investor. 6 As seen from (6) and (7), the sign of the intertemporal hedging components shifts between > 1 and < 1. This is due to the well-known fact that a change in expected return has both an income e¤ect and a substitution e¤ect on consumption and asset demands, and these two e¤ects work in opposite directions. When > 1 the substitution e¤ect dominates the income e¤ect, and vice versa when < 1. When = 1 the two e¤ects exactly cancel each other leaving consumption and asset demand unchanged. In the dynamic asset allocation literature it is standard to assume that 1.
Bias-adjustment of the VAR parameters
It is well-known that standard least-squares estimates of VAR parameters are biased in …nite samples, and that inference based on estimated VAR models may be severely distorted by such biases, especially when (some of) the variables are highly persistent, see e.g. Beakert et al. (1997) . However, existing studies using the Campbell et al. (2003) VAR based approach to dynamic asset allocation have not attempted to correct for these small-sample biases. In the present paper we extend the existing literaure by invoking the analytical bias formula derived by Pope (1990) for general VAR models. Surprisingly, Pope's formula has remained relatively unnoticed in the …nancial econometrics literature despite its easy implementation and quite appealing properties. 7 Usually, in empirical …nance, bias-adjustment is done using Monte Carlo or bootstrap procedures. In order to investigate whether bias-adjustment is qualitatively important in practice, in the subsequent empirical section we report results based on both adjusted and unadjusted VAR parameter estimates.
Pope's (1990) analytical bias formula is derived from a higher-order Taylor expansion, and based on the VAR model (2) the bias, B T , of the OLS estimate of 1 equals
where T is the sample size and
G is the conditional covariance matrix of v t , (j) = E(z t z 0 t+j ), and the sum is over the eigenvalues of 1 . As seen, the approximation error in the bias formula vanishes at the rate T 3=2 which is at least as fast as in standard Monte Carlo or bootstrap biasadjustment. The underlying assumptions are quite mild (see Pope (1990) for details). Among the assumptions are that the VAR system is stationary such that 1 does not contain unit or explosive roots, and that the VAR innovations v t constitute a martingale di¤erence sequence with constant covariance matrix G. Note that we do not have to assume that the innovations are Gaussian.
In the VAR model (2) there is a vector of constant terms, 0 . Pope's bias formula is for a VAR model with 'mean-corrected'variables, i.e. the constant term is zero. However, he notes that this involves no loss of generality since "the estimators ... are invariant under translation of the sample by a constant" (Pope, 1990, p.252) . We know that the unconditional sample arithmetic average of a stationary variable is an unbiased estimate of its true mean, and that standard OLS …ts exactly the mean of the variables in the VAR excluding the …rst observation. Thus, by …tting the VAR under the restriction that the unconditional means of the variables implied by the VAR coe¢ cient estimates are equal to their full-sample arithmetic counterparts, and by bias-correcting b 1 , we obtain unbiased estimates of the constant terms in 0 . Campbell et al. (2003) also …t their VAR models under the restriction that the unconditional means of the variables implied by the VAR estimates equal their full-sample arithmetic counterparts. Hence, they obtain unbiased estimates of the VAR implied means, but since their 1 estimate is biased, so is their estimate of 0 .
In the empirical analysis we restrict the means in this way to obtain unbiased estimates of both 0 and 1 . Hence, …rst we estimate 1 using standard OLS to obtain the least-squares estimate b 1 , and then we bias-adjust this estimate using Pope's formula which yields a bias-corrected coe¢ cient matrix, e 1 . Next, we …t the VAR to give an unbiased estimate of 0 : e 0 = b I e 1 , where b is the full-sample arithmetic mean of the state vector. We also use this approach in the part of the empirical application where we do not adjust for bias. This has two implications for the asset allocation. First, when there is no predictability in the VAR model, i.e. 1 = 0, the optimal asset allocation will be identical whether we use the bias-adjusted or the unadjusted estimates:
ond, when = 1, the average demand will be identical in the two cases:
Empirical results
We begin the empirical analysis by replicating Campbell et al.'s (2003) results using the same VAR models and a quarterly dataset and sample period similar to theirs, i.e. a sample that ends in 1999:q4. Subsequently we report results for an extended sample period that ends in 2006:q4, and for di¤erent VAR models. But …rst we brie ‡y describe the data. 
Data
In the VAR models we use three asset returns (real short-term bond returns, excess stock returns, and excess long-term bond returns) and three forecasting variables (the dividendprice ratio, the short-term nominal interest rate, and the yield spread). The data are from the Center for Research in Security Prices (CRSP), begin in 1952:q1 and end in 2006:q4. For the restricted sample period, 1952:q1 -1999:q4, the data are essentially identical to the data used by Campbell et al. (2003) , see the description in their section 4.1.
10 The short-term bond return is measured in real terms as the log gross T-bill return minus log gross in ‡ation. Stock returns are measured by the return on the NYSE, NASDAQ, and AMEX markets, and long-term bond returns are measured by the 5-year Treasury bond return. In the analysis stock and bond returns are measured as excess log returns, i.e. the log gross return minus the log gross T-bill return. The short-term nominal interest rate is given as the 90-day T-bill yield, and the log dividend-price ratio is computed as the log to the sum of dividend payments over the past year minus the log stock price. Finally, the yield spread is the di¤erence between the 5-year bond yield and the 90-day T-bill rate. Table 1 gives summary statistics for the data. We will refer to some of the numbers in this table in subsequent subsections when interpreting the optimal asset allocation results. Table 2 shows VAR parameter estimates for the Campbell et al. (CCV -Campbell, Chen & Viceira) period from a one-lag model, VAR(1), -both the standard least squares estimates (with Newey-West corrected t-statistics in parenthesis) and the bias-adjusted estimates (in bold) using Pope's (1990) correction, as described in section 3. The bottom part of the table reports VAR innovation correlations above the main diagonal, and standard deviations multiplied by 100 on the main diagonal. The x t+1 vector contains three asset returns: excess stock returns (xr t+1 ), excess long-term bond returns (xb t+1 ), and the real 90-day T-bill rate (rtb t+1 ). The vector of additional state variables, s t+1 , contains the nominal 90-day T-bill yield (y t+1 ), the dividend-price ratio (d t+1 p t+1 ), and the long-short yield spread (spr t+1 ). Table 2 reveals several interesting points. First, some of the least squares parameter estimates seem to be severely biased, e.g. the spr t coe¢ cient in the xr t+1 equation where the bias-adjustment changes the coe¢ cient from 0.474 to -0.160. Second, the least squares estimates of the …rst-order autocorrelation coe¢ cients are in general downward biased, as expected, but the multivariate bias-adjustment in many cases leads to quite di¤erent parameter values compared to the standard univariate bias-correction from Kendall (1954) , which is the most often used approach.
VAR estimation
11 For example, Pope's bias for the y t coe¢ cient 10 There is a slight di¤erence between our data sample that ends in 1999:q4 and Campbell et al.'s (2003) sample; their data begin in 1952:q2 because they want to have identical sample periods for the analysis with nominal bonds (their section 4) and real bonds (their section 5), and they loose one observation at the beginnning of the sample to compute returns on the real bond. We do not consider such in ‡ation protected bonds in our analysis (our sample period corresponds exactly to the sample period used by Campbell and Viceira (2002, ch.4) ). There are some additional minor di¤erences between our data and Campbell et al.'s data concerning the data on stock returns and the dividend-price ratio. These di¤erences have only a very small e¤ect on the results, which can be seen by comparing our unadjusted VAR results in the subsequent tables with the results reported by Campbell et al. 11 The Kendall bias for the …rst-order autocorrelation, 1 , is Table 2 show that in a multivariate context the relation between innovation correlations and the sign of small-sample bias of VAR parameter estimates is more complex than anticipated by Campbell et al.
Optimal portfolio weights
Next we investigate the e¤ects of bias-adjusting the VAR parameters on the optimal portfolio weights. Table 3 shows the average demands for stocks, bonds and T-bills ("Cash") over the period 1952:q1 -1999:q4, computed from the formulas (4) to (7). We pick the same preference parameters as in Campbell et al. (2003) : = 1, = 0:92 1=4 , and = 1, 2, 5, or 20. 13 The …nal column "spr t " in Table 3 gives the mean asset demands based on the full VAR(1) system from Table 2. The column "Constant" reports mean demands from a system with only a constant term in each regression, i.e. no predictability in any of the variables. Thus, in this case there is by construction no intertemporal hedge e¤ects. The column "AR t " gives mean demands from a system that contains a constant and the three asset returns, rtb, xr, and xb. Then we add sequentially the additional state variables, y, d p, and spr, to the system until we get the full VAR system in the …nal column. In what follows we will mostly comment on the full VAR results, but we also brie ‡y comment on the results from the smaller systems when discussing which variables are responsible for the intertemporal hedging demands. Numbers in bold are mean demands based on the bias-adjusted VAR estimates, while the numbers not in bold are based on the unadjusted least squares estimates. In the table we report total demand and the intertemporal hedging demand for each asset; the myopic demand component then follows by subtracting hedging demand from total demand. Figure 1 plots the hedging components of asset allocations, using the full VAR system, for a continuum of values of risk-aversion, , from 1 to 1.
For a logarithmic investor, = 1, there is no intertemporal heging demand. Total demand is purely myopic. Table 3 shows that in this case there is a large positive demand for both stocks and long-term bonds -especially stocks -while the investor is short in cash. When risk-aversion increases total demand for stocks decreases, as expected. The hedging demand for stocks …rst increase with , and then decreases for su¢ ciently high values. It reaches its maximum at 3, see Figure 1 . As explained in Campbell et al. (2003) , the positive hedging demand for stocks is mainly the result of predictable stock returns from the log dividend-price ratio together with the strongly negative correlation between stock return innovations and innovations in the log dividend-price ratio.
14 For bonds the intertemporal hedging component is negative, and most strongly so for 4 based on the unadjusted VAR estimates, see Figure 1 . This negative hedging demand for bonds comes mainly from the predictability of bond returns by the yield spread together with a positive correlation between bond return innovations and yield spread innovations, leading to 'mean-aversion'in bond returns.
As seen from Table 3 and Figure 1 , adjusting the VAR parameters for small-sample bias does not markedly change the magnitudes and patterns of optimal stock demand. Bias-adjustment induces a smaller intertemporal hedging component, but the e¤ect is not large and is mainly due to the slightly smaller value of the d t p t coe¢ cient in the xr t+1 equation in the bias-adjusted system. For bonds, on the other hand, the e¤ect of bias-adjustment is more pronounced. For intermediate values of the intertemporal hedging demand for bonds is negative, and bias-adjusting the VAR parameters magni…es this strongly. For example, for = 2 and based on the unadjusted estimates, total demand for bonds is close to 0 (-6.70%) as a result of a negative hedging component (-87.23%) and a positive myopic component (80.53%) that almost cancels each other. However, based on the bias-adjusted estimates, the total allocation to bonds is strongly negative (-117.67%) due to the strongly negative hedging demand of -198.20%. Several forces contribute to the explanation of this e¤ect: bond return innovations are negatively correlated with innovations in the nominal interest rate and the dividend-price ratio, and bias-correction reduces the values of the parameters to y t and d t p t in the xb t+1 equation. Thus, the 'mean-reversion'e¤ect in bond returns, stemming from the interest rate and dividend-price ratio, is reduced. In fact, with respect to y t we now have a 'meanaversion'e¤ect on bonds in the bias-adjusted system. Similarly, the 'mean-aversion'e¤ect on bonds, stemming from the real interest rate, is magni…ed from the bias-adjustment: bond innovations are positively correlated with innovations to the real interest rate, and the rtb t coe¢ cient in the xb t+1 equation increases by the bias-adjustment. The e¤ect from the yield spread pulls in the opposite direction: bond return and yield spread innovations are positively correlated, and the spr t coe¢ cient in the xb t+1 equation is reduced by the bias-adjustment. This induces a smaller 'mean-aversion'e¤ect on bonds. Similarly, the 'mean-reversion'e¤ect on bonds from stocks is slightly magni…ed by the bias-adjustment. However, apparently these opposite e¤ects are not su¢ ciently strong to outweight the stronger 'mean-aversion'e¤ects from the real interest rate and the smaller 'mean-reversion'e¤ects from the nominal interest rate and the dividend-price ratio. The end result is a markedly stronger negative hedging demand for bonds following the biasadjustment.
The results in Table 3 and Figure 1 show that adjusting the VAR parameters for small-sample bias does change the optimal asset allocation for intermediate values of the relative risk aversion parameter. In order to asses whether the change has any utility e¤ects, we have calculated the mean value function for these values of , using both unadjusted and bias-adjusted VAR estimates, see Table 4 . We follow Campbell et al. (2002, 2003) in calculating the mean value function (E(V t ) where V t U t =W t ), with one di¤erence. Campbell et al. use the same VAR but change the asset menu in their analysis of the utility e¤ects; we use the same asset menu but two di¤erent VAR systems: one that is a¤ected with small-sample bias and one that is adjusted for bias. As noted by Campbell et al., the value function is normalized, meaning in our case that a doubling in E(V t ) from one VAR system to another implies that an investor who bases his asset allocation on the VAR system with the lower E(V t ) requires a doubling of wealth to obtain the same utility as the investor who bases his asset allocation on the system with the higher E(V t ). Table 4 clearly shows that adjusting for small-sample bias has utility e¤ects; for = 2 the mean value function is 0.580 when using the unadjusted VAR estimates and 0.352 when adjusting for bias. This implies that an investor who bases his asset allocation on the bias-adjusted estimates needs an increase in wealth of 64.8% to obtain the same utility as the investor who uses the unadjusted estimates.
15 Note that we should not necessarily expect the bias-adjusted system to produce the highest utility. The point here is that adjusting for small-sample bias leads to quantitatively and qualitatively important changes in utility for the investor.
Robustness analysis
We now do some robustness checks on the above …ndings. First, we replace the nominal interest rate in levels, y t , with its 'stochastically detrended'version which is more likely to be stationary. Second, we increase the lag-length of the VAR to two. Finally, we extend the sample period to include the most recent data up to 2006. Table 2 , the least squares autoregressive coe¢ cient in the y t+1 equation is very close to unity (0.955), and after bias-adjustment the coe¢ cient becomes extremely close to unity (0.991). This implies near-nonstationarity of the nominal interest rate. Beginning with Campbell (1991) the standard approach to transforming the interest rate into stationarity is to stochastically detrend it by subtracting its one-year backward moving average. 16 In Table 5 we report results for mean asset allocations based on a VAR 15 Comparing our results based on unadjusted VAR estimates to the results by Campbell et al. (2003), we obtain fairly similar results. The di¤erence is due to a small di¤erence in the data and the di¤erent VAR systems; Campbell et al. include a real consol bond in their VAR system.
As seen in
16 Campbell et al. (2003) work with the level of interest rates and do not use the stochastically detrended interest rate in their analyses. Part of the reason is that by using the level of the nominal interest rate together with the real interest rate they can compute in ‡ation to be used in the section of model with the detrended interest rate ('Detr. y t ') and we compare with the results using the interest rate in levels ('Level y t ').
17 Table A1 in the appendix reports the underlying VAR parameter estimates, and here we only report results based on the full 6-equation VAR models. Again, numbers in bold come from the bias-adjusted VAR estimates. Replacing the nominal interest rate with its detrended version changes somewhat the optimal asset allocations for intermediate values of . There is no big change for stocks, but the allocation to bonds increases a lot. For example, for = 2 total demand for bonds changes from -6.70% to 81.10% in the unadjusted VAR(1) model. This is due to a much larger y t coe¢ cient in the xb t+1 equation in the system with the detrended interest rate. Based on the bias-adjusted VAR(1) estimates, the total allocation to bonds changes even more dramatically from -117.67% to 80.70%. Figure 2 shows these di¤erences clearly. Interestingly, however, in the system with the detrended interest rate there is not much di¤erence between optimal asset allocations based on the bias-adjusted and unadjusted VAR(1) estimates, in contrast to the system with the interest rate in levels where the bias-adjustment has a large e¤ect on optimal bond demand.
Next we estimate second-order VAR models, i.e. models with two lags -VAR(2) -, with either 'Level y t 'or 'Detr. y t 'included. Campbell et al. (2003) only estimate …rst-order models, so it will be interesting to investigate the sensitivity of the results with respect to lag-length. The columns in the right part of Table 5 summarize the asset allocation results based on VAR(2) models. In estimating these models with 'Level y t 'we run into the problem that, due to the nonstationarity of y t , the VAR coe¢ cient matrix based on least squares contains unstable roots which invalidates the bias-adjustment procedure. Hence, for the VAR(2) model with 'Level y t ' we do not bias-correct the parameters.
18
Tables A2 and A3 in the Appendix contain the VAR(2) parameter estimates. We see that several of the second-lag coe¢ cients are strongly statistically signi…cant. Despite of this, however, there does not seem to be large di¤erences between the optimal allocations from the unadjusted VAR(1) and VAR(2) models, so the results are reasonably robust to changes in the lag-length. However, in the VAR(2) model with the detrended interest rate we see an interesting e¤ect on stocks from bias-correcting the VAR parameters: for equal to 2 or 5, the optimal hedging demand for stocks is almost cut in half (from around 100% to a little over 50%), see also Figure 3 . Finally, Table 6 summarizes the results for mean asset allocation when we extend the sample period to 2006:q4. (Tables A4 and A5 in the Appendix report the underlying VAR parameter estimates for the one-lag models). Extending the sample period does not qualitatively change the previous results. The most noticeable change is that in the extended sample the demand for long-term bonds is higher -and the demand for stocks is lower -than in the shorter sample. The main reason for this is the lower correlation their paper that deals with in ‡ation-indexed bonds. We do not consider such in ‡ation protected bonds in our analysis. 17 The results with 'Level y t 'for the VAR(1) model are identical to the results in Table 3 . 18 The non-stationarity of y t also creates a multicollinearity problem in the VAR(2) system because the regressors y t and y t 1 are almost perfectly correlated. This problem manifests itself by the wildly shifting parameters, from very large positive to very large negative (or vice versa) between …rst-and second-lag regressors, see Table A2 in the Appendix.
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between stock and bond innovations in the extended sample, together with a slightly lower Sharpe ratio for stocks and a slightly higher Sharpe ratio for bonds (see Table 1 ). But besides this, the overall patterns are the same, and the e¤ects of the bias-adjustment are similar in the two datasets.
Concluding remarks
In this paper, we have explored the e¤ects of adjusting the VAR parameter estimates for small-sample bias in the VAR based intertemporal asset allocation model from Campbell et al. (2003) on US data over the period 1952-2006. Using the analytical bias formula from Pope (1990), we …nd that bias-adjusting the VAR parameters has both quantitatively and qualitatively important e¤ects on the strategic intertemporal part of optimal asset allocation. Thus, neglecting the fact that standard least squares estimates of the VAR parameters are plagued with …nite-sample bias can have servere e¤ects on the investor's optimal asset allocation. Futhermore, we …nd that the choice of state variables has a large e¤ect on optimal asset allocation: replacing the nominal interest rate in levels with its 'stochastically detrended' version increases the optimal demand for bonds dramatically. On the other hand, we …nd that the results are not especially sensitive to the lag length in the VAR model. With respect to return predictability we …nd that the bias-adjustment in the multivariate system in general is quite di¤erent from the univariate bias-correction from Kendall (1954) , and that the observation by Stambaugh (1999) that the small-sample bias has the opposite sign to the sign of the innovation correlation when using one predictor variable that follows a univariate AR(1) process needs to be modi…ed when using a multivariate system.
Of course, our analysis has only addressed one of the limitations of the VAR based intertemporal asset allocation model. Campbell et al. (2003) mention a number of interesting extensions that could be undertaken such as the incorporation of labor income, borrowing and short-sales constraints, and parameter uncertainty and learning e¤ects. Another interesting extension would be to allow for time-varying risk-aversion, for example by modeling utility in the form of habit persistence. We leave that for future research. 
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