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Abstract
We discuss the Quantum-Koszul method for constructing star products on reduced
phase spaces in the symplectic, regular case. It is shown that the reduction method
proposed by Kowalzig, Neumaier and Pflaum for cotangent bundles is a special case of
the Quantum-Koszul method. We give sufficient conditions that reduction by stages is
possible in the Quantum-Koszul framework and show that the star product obtained
by two steps is identical to that obtained by one step. In order to do so, we prove an
equivariant version of the compatible tubular neighborhood theorem.
Für Patricia
„Die Abgründe der Ahnung, ein sicheres Anschauen der
Gegenwart, mathematische Tiefe, physische Genauigkeit,
Höhe der Vernunft, Schärfe des Verstandes, bewegliche,
sehnsuchtsvolle Phantasie, liebevolle Freude am Sinnlichen,
nichts kann entbehrt werden zum lebhaften, fruchtbaren Er-
greifen des Augenblicks, wodurch ganz allein ein Kunstwerk,
von welchem Gehalt es auch sei, entstehen kann.“ J. W. v.
Goethe, Materialien zur Geschichte der Farbenlehre
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Einleitung
Es erfordert keine große Kühnheit zu behaupten, die Entwicklung der Quantenmecha-
nik am Anfang des zwanzigsten Jahrhunderts habe unser physikalisches und philoso-
phisches Weltbild so gewandelt wie kaum eine andere Entwicklung in den Naturwis-
senschaften. Auch über hundert Jahre nach Plancks Arbeiten zur Schwarzkörperstrah-
lung [Pla01,GS00] und Einsteins Lichtquantenhypothese [Ein06] ist die Quantentheorie
nicht nur eines der aktivsten Gebiete der Physik, in dem es unzählige hochinteressan-
te Anwendungsprobleme zu lösen gibt, sondern es stellen sich auch heute noch viele
interpretatorische und konzeptionelle Probleme, die immer wieder Anlass zu neuen Dis-
kussionen und Überlegungen geben [Aul01].
Verhältnis von klassischer Physik und Quantenphysik
Eine wichtige begriffliche Fragestellung, die zugleich interpretatorische und auch an-
wendungsbezogene Relevanz hat, ist die nach dem Verhältnis von klassischer Physik
zur Quantenphysik, insbesondere klassischer Punktmechanik zur nichtrelativistischen
Quantenmechanik und die Beziehung klassischer Feld- und Eichtheorien zu deren Quan-
ten-Analoga [Lan98, Lan07]. Besonders durch neuere experimentelle Techniken gewin-
nen diese Fragen an Aktualität. Im Speziellen sind an dieser Stelle etwa quantenoptische
Experimente zu nennen, siehe [Lan06] und [Röm04]. Auch wenn man wohl behaupten
darf, dass die Mehrheit der Physiker die Quantentheorie als die fundamentalere Theorie
ansieht, aus der durch bestimmte Näherungen die Gesetze der klassischen Physik zumin-
dest im Prinzip gewonnen werden können sollten, ist dies eine ganz und gar nichttrivia-
le Behauptung, die zu vielen tiefgreifenden physikalischen und erkenntnistheoretischen
Diskussionen geführt hat, siehe [Fal07], [Lan98], [PS83], [Md02], [Lud85] und [Bun67].
Historisch scheint die Beziehung zwischen klassischer Physik und Quantenphysik eine
treibende Kraft gewesen zu sein. So geht etwa das Korrespondenzprinzip auf Niels Bohr
zurück, der schon in dem nach ihm benannten Atommodell für große Quantenzahlen
die Beziehung zur klassischen Strahlungsformel betont hat, vergleiche [Boh20], [Fal07,
Sec. 5.4.1]. Heisenberg, vergleiche [Hei58], [Fal07, Sec. 5.4.2] hat diesen Gedanken in
wesentlich verallgemeinerter Form wieder aufgegriffen und wohl mit der Intuition im
Hinterkopf gearbeitet, dass für ~→ 0 aus der Quantenphysik die klassische emergieren
sollte. Natürlich ist ~ eine physikalische Konstante und der Ausdruck ~ → 0 ist so zu
verstehen, dass ~ gegen die typische Wirkung des betrachteten Systems klein ist. Bei
Dirac [Dir64] findet sich später dann eine formalisiertere Form des Korrespondenzprin-
v
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zips, welche vermutlich das Denken von Generationen von Physikern geprägt haben
mag. Wie das Groenewold-van Hove-Theorem [Wal07, Satz 5.2.3] jedoch zeigt, ist die
von Dirac vorgeschlagene Formalisierung nicht streng widerspruchsfrei durchzuführen.
Deformationsquantisierung
Nachdem in den 70er Jahren des zwanzigsten Jahrhunderts die Theorie der formalen as-
soziativen Deformationen nach Gerstenhaber [Ger64,Ger66,Ger68,Ger74] zur Verfügung
stand, war es jedoch möglich eine physikalisch und mathematisch tragfähige Formalisie-
rung des Korrespondenzprinzips anzugeben. Mit den Arbeiten von Bayen, Flato, Frøn-
stal, Lichnerwowicz und Sternheimer [BFF+77,BFF+78] konnte nun die Quantenmecha-
nik als formale Deformation der klassischen Mechanik angesehen werden. Man spricht
dabei in naheliegender Weise von Deformationsquantisierung. Diese bildet den groben
thematischen Rahmen, in den sich die vorliegende Arbeit eingliedert. Die Deformations-
quantisierung sieht dabei die Observablenalgebra und deren Quantisierung als primäres
Objekt an und versucht die quantenmechanische Observablenalgebra durch eine Defor-
mation des klassischen, kommutativen Produkts zu gewinnen. Die quantenmechanische
Observablenalgebra wird hierbei nicht etwa als völlig neues Objekt verstanden, sondern
die klassische wird mit einem neuen nichtkommutativen Produkt, dem Sternprodukt,
versehen, welches dem Operatorprodukt entsprechen soll. Der Ansatz für dieses Pro-
dukt besteht in einer Entwicklung nach Potenzen von ~, wobei die nullte Ordnung das
kommutative Produkt der Funktionen auf dem klassischen Phasenraum ist. Weiter ver-
langt man, dass der Kommutator bezüglich des Sternprodukts in erster Ordnung von
~ mit dem i~-fachen der klassischen Poisson-Klammer übereinstimmt. Als essentielle
algebraische Bedingung an die höheren Ordnungen erweist sich die Forderung nach As-
soziatitivät des Sternprodukts. Zustände werden bei diesem Zugang als ein vom Obser-
vablenbegriff abgeleitetes Konzept betrachtet und als positive Funktionale beschrieben.
Um dem Superpositionsprinzip Rechnung zu tragen, betrachtet man nach Konstruktion
der Sternproduktalgebra Darstellungen derselben auf (Prä-)Hilberträumen. Die Defor-
mationsquantisierung bringt mehrere konzeptionelle Vorteile mit sich. Als erstes ist si-
cherlich die Tatsache zu nennen, dass der klassische Limes auf Observablenniveau schon
intrinsisch bei der Quantisierung miteingebaut ist. Auf Zustandsniveau ist dieser Punkt
allerdings komplizierter. Die Deformationsquantisierung erlaubt es, grob gesagt, in ei-
nem sinnvoll gewählten Rahmen alle Quantentheorien auf kontrollierte Art und Weise,
durch Deformation in einem formalem Parameter, dem später die Rolle der Planckschen
Konstante ~ zukommt, alle möglichen Quantenmodelle zu generieren, die ein gegebenes
klassisches Modell auf Observablenebene als klassischen Limes haben und diese auch zu
klassifizieren. Welches dieser dann die Natur richtig beschreibt entscheidet natürlich das
Experiment. Auch wenn der klassische Limes dann immer noch ein sehr tiefes Problem
ist, stellt die Deformationsquantisierung einen guten Ausgangspunkt dar um dieses bes-
ser verstehen zu können. Weiter zeigt es sich, dass die Deformationsquantisierung auch
die Quantisierung geometrisch komplizierter klassischer Systeme begrifflich signifikant
klarer und handhabbarer macht. Insbesondere bringt die explizite Verwendung formaler
Potenzreihen eine klare Trennung geometrischer und funktionalanalytischer Schwierig-
vi
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keiten mit sich. Diese Vorteile legen auch nahe, dass die Deformationsquantisierung eine
wichtige Rolle beim Verständnis von Quantengravitationstheorien spielen könnte. Nach
dem bisher Diskutierten ist klar, dass die zunächst rein mathematische Frage nach Exi-
stenz und Klassifikation von Sternprodukten auf beliebigen Phasenräumen, das heißt
auf beliebigen symplektischen oder allgemeiner Poisson-Mannigfaltigkeiten, von emi-
nenter physikalischer Bedeutung ist. Mathematisch betrachtet war die Lösung dieser
Fragen jedoch alles andere als einfach, insbesondere im Falle von Poisson-Mannigfal-
tigkeiten. Die mathematische Tiefe des letztgenannten Problems, das von Kontsevich
1997 gelöst und 2003 [Kon03] veröffentlicht wurde, zeigt sich nicht zuletzt darin, dass
dieses Resultat mit der Fields-Medaille gewürdigt wurde. Die auch im symplektischen
Fall nichttriviale Frage nach der Existenz von Sternprodukten konnte in voller Allge-
meinheit schon früher von DeWilde und Lecomte [DL83], Fedosov [Fed85,Fed86,Fed89]
und Omori, Maeda und Yoshida [OMY91] positiv beantwortet werden. Aufbauend auf
dem Beweis von Fedosov gelang Nest und Tsygan [NT95a,NT95b], Deligne [Del95] und
Bertelson, Cahen und Gutt [BCG97] auch eine Klassifikation von Sternprodukten auf
symplektischen Mannigfaltigkeiten.
Entwicklung der Physik
Möchte man die treibenden Kräfte benennen, die überhaupt die rasante Entwicklung der
modernen Physik, sowohl in reiner Erkenntnisgewinnung als auch in ihrer technischen
Anwendung, in den letzten Jahrhunderten ermöglichten, so stößt man unweigerlich zum
einen auf das Experiment, das bestimmte Phänomene der Natur isoliert und nicht wie
früher alles als Gesamtes betrachtet, zum anderen auf die Mathematisierung der Natur-
wissenschaft sowie auf den Symmetriebegriff. Letzterer spielt nicht nur bei der Lösung
physikalischer Probleme, sondern auch bei der fundamentalen Theoriebildung und der
Abbildung von Naturgesetzmäßigkeiten in mathematische Strukturen eine enorm wich-
tige Rolle. Mit den beiden letztgenannten Triebfedern der Physikgeschichte beschäftigt
sich auch diese Arbeit.
Mathematische Physik
Die vorliegende Abhandlung ist in der mathematischen Physik anzusiedeln, einem Ge-
biet der Physik, bei dem die oben genannte Mathematisierung in besonderem Maße
als Leitgedanke dient. Zu ihrer Aufgabe gehört es, zum einen zu untersuchen, welche
mathematische Sprache für bestimmte physikalische Probleme angemessen sein könn-
te und diese auch mitzuentwickeln, zum anderen jene dann rigoros auf physikalische
Probleme anzuwenden. Gerade durch letztgenannten Anspruch scheint sich die mathe-
matische Physik bisweilen mit physikalischen Problemen zu beschäftigen, die seit Jahren
auf einem eher heuristischen Niveau als gelöst betrachtet werden. Trotzdem spielt die
mathematische Physik in der Gesamtentwicklung der Physik wohl eine außergewöhnlich
wichtige Rolle, auch wenn dies auf den ersten Blick möglicherweise nur schwer erkennbar
ist. Hierzu sind einige Punkte zu nennen. Erstens erscheint es letztlich für ein wirkli-
ches Verständnis der Natur für unabdingbar, dass die Sprache der einen bestimmten
vii
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Wirklichkeitsbereich beschreibenden Theorie klar und angemessen gewählt ist, dass sie
begrifflich logisch konsistent ist und insbesondere keine Widersprüche aufweist. Sich aber
um derartige Fragen zu kümmern, dauert lange und ist mühsam, oft ohne direkt neue
physikalische Effekte aufzudecken. Zweitens scheint es für den Gesamtfortschritt der
Physik wichtig zu sein, die logischen Beziehungen zwischen den verschiedenen Grund-
pfeilern einer Theorie genauestens zu kennen, um bei Entdeckung neuer Phänomene
klarer sehen zu können, welche Teile möglicherweise zusammenstürzen, welche beibe-
halten werden können und wo die Theorie erweitert werden kann. Außerdem spielt eine
mathematisch durchdachte und logisch stringente Formulierung einer Theorie eine wich-
tige Rolle in der Vermittlung dieser Theorie sowohl an zukünftige Forscher im Bereich
der Physik als auch an solche, die die Theorie in der Technik anwenden wollen. Drittens
ist das immerwährende Prüfen und Weiterentwicklen der Schnittstelle von Mathematik
und Physik auch rein praktisch relevant, und zwar um physikalische Probleme in einer
Form vorliegen zu haben, in der neue Entwicklungen aus der angewandten Mathematik,
etwa der Numerik, möglichst direkt verwendet werden können. Man verdeutliche sich
die oben genannten Punkte exemplarisch an den historisch schon etwas weiter zurück-
liegenden Ereignissen der Geschichte der Physik, die aber gerade aus diesem Grund eine
Beurteilung für die Gesamtentwicklung der Physik zulassen, nämlich der Formulierung
der Elektrodynamik nach Maxwell, die Formulierung der Quantenmechanik nach von
Neumann und Mackey und die Entwicklung der allgemeinen Relativitätstheorie durch
Einstein. Schließlich wollen wir auch nicht verschweigen, welch großen Einfluss die Phy-
sik auf Entwicklungen in der Mathematik ausüben kann. Man denke zum Beispiel an
die Arbeiten von Witten, der mit Hilfe von Methoden aus der Quantenfeldtheorie und
Eichtheorie bedeutende mathematische Beiträge zum Verständnis von Knoteninvarian-
ten oder der Morsetheorie lieferte. Da nun, wie oben beschrieben, mit der Deforma-
tionsquantisierung insbesondere konzeptionelle Einsichten gewonnen werden sollen, ist
es ohne Weiteres verständlich, dass sie mathematisch exakt formuliert sein sollte und
somit auch Gegenstand der mathematischen Physik ist.
Symmetrie
Der weiter oben schon angesprochene Begriff der Symmetrie wird uns in dieser Ar-
beit besonders beschäftigten. Etwa bei klassischen mechanischen Systemen kann man
durch Ausnutzen bestimmter Symmetrien konkrete Probleme vereinfachen und quanti-
tative, aber auch vor allem qualitative Einsichten in das Verhalten eines Systems gewin-
nen, vergleiche [CB97]. Das wohl prominenteste Beispiel einer solchen Verwendung von
Symmetrien ist das Kepler Problem, das in jeder Anfängervorlesung behandelt wird.
Auch hier besteht der Standardzugang darin, bestimmte Symmetrien beziehungsweise
die damit verbundenen Erhaltungsgrößen auszunutzen, um die Planetenbewegungen zu
verstehen. In der klassischen Physik ist das Eliminieren von Freiheitsgraden, die soge-
nannte Phasenraumreduktion schon eingehend studiert worden. Auch im Rahmen der
geometrischen Mechanik wurden auf diesem Gebiet seit den 60er Jahren des vergange-
nen Jahrhunderts viele Fortschritte erzielt, siehe [AM85], [Arn89], [MR99] oder [CB97].
Eine Frage, die in den letzten Jahren in diesem Kontext an Bedeutung gewann, ist,
viii
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grob gesagt, das Problem, ob es äquivalent ist, eine Symmetrie direkt auszunutzen oder
in mehreren Schritten Teilsymmetrien. Es konnte gezeigt werden, dass dies unter be-
stimmten schwachen technischen Annahmen immer wahr ist, siehe etwa [MMO+07]
für eine eingehende Diskussion. In Eichtheorien spielen Symmetrien eine fundamenta-
lere Rolle. In diesen Theorien tauchen mit den Eichfreiheitsgraden nämlich prinzipiell
unphysikalische Freiheitsgrade auf. Physikalisch relevant ist hier nur der reduzierte Pha-
senraum. Dessen Geometrie ist aber im Allgemeinen kompliziert, weshalb es naheliegt,
darüber nachzudenken, wie man Systeme mit geometrisch komplexeren Phasenräumen
quantisieren kann. Die Phasenräume in klassischen Eichtheorien sind im Allgemeinen
unendlich dimensional, es handelt sich dabei ja um das Kotangentialbündel des Raum-
es der Eichpotentiale oder mathematisch gesprochen der Zusammenhangseinsformen
eines Hauptfaserbündels, dessen Totalraum physikalisch eine verallgemeinerte Phase ei-
nes Teilchens beschreibt, dessen Raum-(Zeit-)Koordinaten wiederum durch Punkte der
Basismannigfaltigkeit beschrieben werden. Die Eichgruppe, die auf dem Raum der Eich-
potentiale operiert, ist im Allgemeinen auch unendlich dimensional. Da die durch die
Unendlichdimensionalität herrührenden funktionalanalytischen Probleme und die geo-
metrischen Probleme jeweils für sich genommen schon schwierig genug sind, bietet es sich
hier an, diese Schwierigkeitsbereiche getrennt zu betrachten. Den geometrischen Aspekt
kann man modellhaft in der Sprache von Phasenraumreduktion endlich dimensionaler
Mannigfaltigkeiten untersuchen. Betrachtet man Eichtheorien auf endlichen Gittern, so
liegt eine endlichdimensionale Situation vor.
Reduktion von Sternprodukten
Natürlich stellt sich sofort die Frage, wie das Ausnutzen von Symmetrien mathema-
tisch im Rahmen der Deformationsquantisierung beschrieben werden kann. Nach den
allgemeinen Existenzsätzen für Sternprodukte gibt es immer auch auf dem reduzierten
Phasenraum ein solches. Man kann jedoch genauer fragen, ob es konstruktive Verfah-
ren gibt, aus einem gegebenen Sternprodukt eines auf dem reduzierten Phasenraum zu
gewinnen und ob man idealerweise analoge Beziehungen vom ursprünglichen zum re-
duzierten Sternprodukt vorliegen hat, wie es schon klassisch für die Poisson-Klammer
der Fall ist. Zunächst müssen dazu geeignete Invarianzbegriffe für Sternprodukte ge-
funden werden, insbesondere stellt sich die Frage, ob das Konzept der Impulsabbildung
im Rahmen von Sternprodukten eine natürliche Verallgemeinerung erfährt. Mit diesem
Thema haben sich Arnal, Cortet, Molin und Piczon in [ACMP83] auseinandergesetzt
und verschiedene Invarianzbegriffe für Sternprodukte diskutiert. Der naheliegendste In-
varianzbegriff ist, zu fordern, dass die Wirkung auf den Observablen mit einem Element
der Symmetriegruppe ein Algebramorphismus bezüglich des Sternprodukts ist. Daraus
folgt insbesondere, dass sie auch ein Poisson-Isomorphismus ist. Im symplektischen Fall
genügt die Existenz einer unter der Symmetriegruppe invarianten, torsionsfreien kova-
rianten Ableitung, was etwa dann der Fall ist, wenn die Symmetriegruppe eigentlich
operiert, also insbesondere bei allen kompakten Symmetriegruppen. Bertelson, Bieliav-
sky und Gutt gelang es in [BBG98] mit Hilfe der Fedosov-Konstruktion die G-invarian-
ten Sternprodukte zu klassifizieren. Überträgt man die definierende Eigenschaft einer
ix
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Impulsabbildung durch Ersetzen der Poisson-Klammer durch den Sternproduktkommu-
tator, so gelangt man zum Begriff der starken Invarianz eines Sternprodukts und durch
Zulassen von Quantenkorrekturen bei der Impulsabbildung zu dem der Quantenim-
pulsabbildung (vgl. [BBEW96,Xu98]). Xu konnte in [Xu98] hinreichende Bedingungen
für die Existenz von Quantenimpulsabbildungen angeben. Müller-Bahns und Neumaier
gelang es in [MBN04], Kriterien für die Existenz von Quantenimpulsabbildungen von
Fedosov-Sternprodukten zu formulieren. Ebenso wurde dort untersucht, wann derarti-
ge Sternprodukte stark invariant sind. Eine Reduktionsmethode für Sternprodukte, für
die es eine Quantenimpulsabbildung gibt, wurde beispielsweise von Kowalzig, Neumaier
und Pflaum in [KNP05] für den wichtigen Fall von Kotangentialbündeln mit Magnet-
feldern vorgeschlagen. Eine andere Methode besteht in der aus der Quantenfeldtheorie
bekannten BRST-Quantisierungsmethode, die von Bordemann, Herbig und Waldmann
in [BHW00] für den Fall endlich vieler Freiheitsgrade auch im Rahmen der Deformati-
onsquantisierung beschrieben werden konnte. Waldmann und Gutt haben den davon im
regulären Fall relevanten Teil in [GW10] formuliert. Dies werden wir später Quanten-
Koszul-Schema nennen. Für abstraktere Betrachtungen zu diesem Thema ist schließlich
noch die Arbeit von Bordemann [Bor05] zu nennen. Die Frage, ob und wie in den ge-
nannten Methoden eine Reduktion in Stufen funktioniert, wurde in der Literatur bisher
noch nicht untersucht und ist Gegenstand dieser Arbeit.
Ergebnisse
In der vorliegenden Arbeit werden zwei Probleme aus dem Themengebiet der Konstruk-
tion von Sternprodukten auf dem reduzierten Phasenraum gelöst. Erstens wird die von
Kowalzig, Neumaier und Pflaum in [KNP05, Seite 547] aufgeworfene Frage beantwortet,
was die von diesen Autoren dargelegte Methode zur Reduktion von Sternprodukten auf
Kotangentialbündeln mit BRST-Quantisierung in der Formulierung von Bordemann,
Herbig und Waldmann [BHW00] zu tun hat. Es wird in Satz 3.3.10 gezeigt, dass erstge-
nannte Methode einen echten Spezialfall der Quanten-Koszul-Reduktionsmethode und
damit auch der BRST-Methode darstellt. Genauer stellt es sich heraus, dass sich die
etwas technisch erscheinende Methode von Kowalzig, Neumaier und Pflaum aus der
Quanten-Koszul-Methode durch naheliegende Wahlen von, an das Kotangentialbündel
angepassten, Eingangsdaten ergibt. Zweitens gelingt es in dieser Arbeit, die aus der
klassischen Hamiltonschen geometrischen Mechanik bekannte Technik der symplekti-
schen Phasenraumreduktion in Stufen, unter gewissen Einschränkungen an die betrach-
teten Symmetriegruppen, die etwa im Falle kompakter Gruppen immer erfüllt sind,
auf die Reduktionsmethode von Sternprodukten nach dem Quanten-Koszul-Schema zu
übertragen, siehe Satz 4.2.28. Als Nebenprodukt dieser Ergebnisse aus der theoretisch-
mathematischen Physik geht noch ein rein mathematisches Resultat hervor, nämlich
wie man im Rahmen eigentlicher Gruppenwirkungen durch bekannte Integrationstech-
niken einen äquivarianten Spray konstruieren, vergleiche Satz D.3.25, und wie man mit
Hilfe dessen den Existenzsatz für kompatible Tubenumgebungen auf eine äquivariante
Situation verallgemeinern kann, siehe Satz E.2.10.
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Einordnung der Resultate
Das erstgenannte Resultat ist aus mehreren Gründen von Interesse. Zum einen ist es
natürlich im Allgemeinen für ein gutes Verständnis eines Problems immer wichtig, auch
die Beziehungen zwischen verschiedenen Lösungsansätzen zu sehen. Zum anderen ver-
hält es sich im betrachteten Problem so, dass Kowalzig, Neumaier und Pflaum mit ihrer
Methode für den Fall des Kotangentialbündels etwa Aussagen über die Frage, ob Quan-
tisierung mit Reduktion vertauscht, treffen konnten. Ihre Methode scheint allerdings
technisch und schwer vom betrachteten Beispiel aus zu verallgemeinern, die Quanten-
Koszul-Methode jedoch erweckt einen konzeptionell wesentlich klareren Eindruck. So-
mit gewinnen die durch die erste Methode gewonnenen Erkenntnisse nochmals dadurch
an Bedeutung, dass sie ein Spezialfall einer anderen konzeptionell klareren Methode
darstellt. Die oben angesprochene Frage, ob Reduktion mit Quantisierung vertauscht,
ist insbesondere im Rahmen von Eichtheorien von Interesse, wo das übliche Vorgehen
wegen der komplizierten geometrischen Struktur des reduzierten Phasenraums darin
besteht, den unreduzierten Phasenraum zu quantisieren und anschließend die Eichbe-
dingungen zu verarbeiten statt, wie es physikalisch und begrifflich eher angemessen
wäre, den reduzierten Phasenraum direkt zu quantisieren, da nur dieser von direkter
physikalischer Relevanz ist. Somit können Ergebnisse, die – wenn auch nur in endlich
dimensionalen Modellen – zeigen, dass unter bestimmten Bedingungen Reduktion mit
Quantisierung vertauscht, interessante Hinweise sein, die das übliche Vorgehen bei der
Quantisierung von Eichtheorien rechtfertigen und verständlicher machen. Zum zwei-
ten Resultat ist zu sagen, dass es zum einen in gewisser intuitiver Weise für eine gute
Quanten-Reduktionsmethode als wichtig erscheint, dass eine Reduktion in Stufen zu ei-
ner Reduktion in einem Schritt äquivalent sein sollte, zum anderen ist dies insbesondere
bei der Quantisierung von Eichtheorien von Interesse, wo bestimmte Eichfreiheitsgrade
möglicherweise relativ einfach, andere sehr schwierig in Griff zu bekommen sind. Wenn
man nun weiß, dass diese ohne Bedenken getrennt behandelt werden können, hat man
schon eine erste Vereinfachung des Problems erreicht und kann sich vollständig auf die
schwerer zu beherrschenden Eichsymmetrien konzentrieren. Die gewonnenen Ergebnisse
wurden auf klassischer Seite von einem symplektischen Standpunkt aus formuliert, da
hier die klassische Reduktion in Stufen schon gut ausgearbeitet in der Literatur zur
Verfügung stand und da weiter für diesen Fall die Klassifikation und Existenz von inva-
rianten Sternprodukten, Quantenimpulsabbildung und anderes wohl besser verstanden
ist, als im Poisson-Fall. Wir vermuten jedoch stark, dass alle Überlegungen entspre-
chend auch für den Poisson-Fall richtig sein werden. Das beschriebene Resultat liefert
sofort Fragestellungen für mögliche weitere Untersuchungen und Verallgemeinerungen.
Zuerst erscheint es interessant, genauer zu sehen, ob man die Voraussetzungen an die
Symmetriegruppen nicht noch weiter abschwächen kann, oder aber zeigen, dass dies
wirklich harte Bedingungen sind. Ferner mag es auch von Interesse sein, die Quanten-
Koszul-Reduktion in Stufen auch für singuläre Fälle zu untersuchen. Diese haben wir in
der vorliegenden Arbeit nicht betrachtet, da zum Zeitpunkt ihrer Verfassung noch keine
vollständige Verallgemeinerung der Quanten-Koszul-Methode bzw. der BRST-Methode
im Rahmen der Deformationsquantisierung für beliebige stratifizierte Räume bekannt
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war. Es gibt eine neuere Arbeit von Bordemann, Herbig und Pflaum [BHP07] in der die
BRST-Methode für den singulären Fall untersucht wird, allerdings nur in dem Sinne,
dass eine regulärer Phasenraum zu einem singulären Phasenraum reduziert wird. Der
Startpunkt ist also hier eine reguläre Situation. Für eine Untersuchung von Reduktion in
Stufen erscheint es jedoch geboten, auch in einer singulären Situation starten zu können.
Schließlich stellt sich natürlich die Frage, wie unsere Untersuchungen auf den unendlich
dimensionalen feldtheoretischen Fall verallgemeinert werden können. Das dritte, rein
mathematische Resultat erwies sich für die Lösung der oben genannten Probleme als
sehr nützlich und wird vermutlich auch in anderen Bereichen der theoretischen und
mathematischen Physik Anwendungen finden.
Aufbau der Arbeit
Die vorliegende Arbeit gliedert sich in vier Kapitel und mehrere Anhänge. Wir begin-
nen in Kapitel 1 mit einer kurzen Einführung in die Grundideen und Konzepte der
Deformationsquantisierung und führen insbesondere den Begriff des Sternprodukts ein.
Weiter gehen wir dort auf Symmetriebegriffe der klassischen Mechanik ein, speziell wird
der Begriff der Impulsabbildung definiert und der wichtige Satz über die symplektische
Reduktion angegeben. Schließlich behandeln wir in diesem Kapitel auch Symmetriebe-
griffe für Sternprodukte, insbesondere wie man das Konzept der Impulsabbildung für
diesen Rahmen verallgemeinern kann. In Kapitel 2 widmen wir uns den Grundlagen
der Quanten-Koszul-Reduktion. Zuerst formulieren wir die geometrische Reduktions-
theorie algebraisch und nehmen anschließend dies als Ausgangspunkt um das Redukti-
ons-Schema der Quanten-Koszul-Reduktion, wie es von Gutt und Waldmann in [GW10]
dargestellt wurde, formulieren zu können. Diese Methode betrachten wir in Kapitel 3
am Beispiel eines Kotangentialbündels und können dort zeigen, dass die Methode von
Kowalzig, Neumaier und Pflaum aus [KNP05] ein Spezialfall der Quanten-Koszul-Me-
thode darstellt (vgl. Satz 3.3.10). Dabei richten wir unser Augenmerk zuerst auf den
Fall verschwindender Impulswerte ohne Magnetfeld, den wir anschließend durch Ver-
schiebungstricks von Tubenumgebungen auch auf nichtverschwindende, invariante Im-
pulswerte und in Anwesenheit eines Magnetfeldes verallgemeinern können. Dies stellt
das erste Hauptresultat der vorliegenden Arbeit dar. Das zweite Hauptergebnis folgt
in Kapitel 4, in dem wir zeigen können, dass unter bestimmten Annahmen an die
Symmetriegruppe auch die Quanten-Koszul-Reduktion in Stufen durchführbar ist und
in zwei Stufen das gleiche Ergebnis liefert wie in einem Schritt. Bevor wir zu diesem
Punkt kommen, beleuchten wir noch die klassische symplektische Reduktion in Stufen,
wie sie in [MMO+07] beschrieben wird. Es ist ausreichend, dies für verschwindende Im-
pulswerte zu tun, was einige technische Schwierigkeiten beseitigt und in dieser Variante
noch nicht in der Literatur aufgeschrieben wurde. Anschließend wenden wir uns der
Frage nach der Existenz einer Quantenimpulsabbildung für das im ersten Reduktions-
schritt erhaltene Sternprodukt zu und geben hinreichende Existenzbedingungen sowie
eine explizite Konstruktion an, siehe Satz 4.2.9. Nachdem wir noch die stark invari-
ante Situation beleuchtet haben, formulieren wir schließlich in Satz 4.2.28 das oben
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angesprochene Hauptergebnis. Die Anhänge beschäftigen sich schließlich mit diversen
mathematischen Grundlagen. In Anhang A bringen wir zunächst einige elementare
mathematische Bemerkungen. In Anhang B folgt eine äußerst knappe Einführung in
die Grundbegriffe von Differentialoperatoren auf Mannigfaltigkeiten. In Anhang C ge-
ben wir anschließend eine kurze Zusammenfassung der Theorie von Hauptfaserbündeln.
Anhang D beschäftigt sich mit G-invarianten Strukturen auf G-Mannigfaltigkeiten.
Hier legen wir zunächst einige topologische Grundlagen und betrachten dann, wie man
bestimmte Strukturen auf Mannigfaltigkeiten für eigentliche Gruppenwirkungen durch
Integrationstechniken invariant machen kann. Insbesondere betrachten wir Riemannsche
Fasermetriken und Spray-Vektorfelder. In Anhang E bringen wir detaillierte Beweise
für Tubensätze, die für den Hauptstrang dieser Arbeit immer wieder benötigt wer-
den. Insbesondere beweisen wir die angekündigte Verallgemeinerung des Satzes über
kompatible Tubenumgebungen in Anwesenheit eigentlicher Gruppenwirkungen, siehe
Satz E.2.10.
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Konventionen
An dieser Stelle möchten wir kurz einige Konventionen einführen, die wir in dieser Ar-
beit immer wieder gebrauchen wollen. Zunächst sei gesagt, dass wir die Einsteinsche
Summenkonvention verwenden. Vektorräume sind immer über dem Körper der reellen
Zahlen R oder der komplexen Zahlen C zu verstehen, ebenso Lie-Algebren, sofern nicht
anders gesagt. Auftretende Mannigfaltigkeiten werden stets als glatt, reell und zusam-
menhängend angenommen, dies gilt insbesondere für Lie-Gruppen. Falls es uns wichtig
erscheint, werden wir dies stellenweise jedoch auch nochmal im Haupttext erwähnen.
Wirkungen von Lie-Gruppen auf Mannigfaltigkeiten sind immer Linkswirkungen und
glatt. Weiter verwenden wir die Begriffe Wirkung und Operation einer Gruppe syn-
onym. K-lineare Abbildungen zwischen zwei K-Vektorräumen (K ∈ {R,C}) wollen wir
stets K[[λ]]-linear auf deren formale Potenzreihen im formalen Parameter λ fortsetzen
und mit demselben Symbol bezeichnen, ohne dies jedes Mal explizit zu erwähnen. Ferner
benutzen wir in dieser Arbeit die in der Mathematik gängige Notation, wollen jedoch
noch auf einige ausgewählte Bezeichnungen aufmerksam machen. Sei M eine Menge
und {mi}i∈I eine Familie von Elementen von M . Falls aus dem Kontext die Index-
menge I klar ist, so begehen wir den Notationsmissbrauch einfach {mi} statt {mi}i∈I
zu schreiben. Ebenfalls verzichten wir gelegentlich auf das Kompositionszeichen ◦ von
Abbildungen, um Formeln nicht zu lang oder unübersichtlich werden zu lassen, sofern
keine Verwechslungen zu befürchten sind. Betrachten wir eine absteigende Sequenz von
Abbildungen der Form
. . . Kn−1 Kn Kn+1 . . .
f f f f ,
so schreiben wir statt f : Kn → Kn−1 auch f (n), um den Definitionsbereich zu beto-
nen. Analoges gilt für aufsteigende Sequenzen. Ist V ein Vektorraum, so bezeichnen
wir seinen algebraischen Dualraum mit V ∗ und die adjungierte Abbildung einer linea-
ren Abbildung l : V → W zwischen zwei Vektorräumen V und W notieren wir mit
l∗ : W ∗ → V ∗. Die duale Paarung bezeichnen wir mit 〈·, ·〉. Außerdem verwenden wir
die Bezeichnung
∧• V für ⊕k∧k V , falls wir die Gradierung hervorheben wollen. Er-
höht oder verringert eine Abbildung von
∧• V in sich den Grad um k, so machen wir
dies durch
∧• V → ∧•±k V deutlich. Für die Lie-Algebra einer Lie-Gruppe G schreiben
wir g oder auch Lie(G). Ist G eine Lie-Gruppe und Φ: G ×M → M eine G-Wirkung,
so bezeichnen wir das fundamentale Vektorfeld bezüglich dieser Wirkung zu einem Vek-
tor ξ ∈ g mit ξGM , oder, falls wir die Gruppe nicht betonen wollen, einfach mit ξM .
Ist W ein Vektorraum und G eine Gruppe, so heißt eine Wirkung ρ : G × W → W
linear, falls ρ(g, ·) : W → W für alle g ∈ G linear ist. In diesem Fall induziert ρ durch
G×W ∗ ∋ (g, α) 7→ ρ∗(g, α) := (ρ(g−1, ·))∗(α) ∈W ∗ eine lineare Wirkung ρ∗ von G auf
W ∗. Ist Mi, i = 1, 2, eine Menge und G eine Gruppe, die sowohl auf M1 als auch auf
M2 wirke, so liefert dies eine Wirkung von G aufM1×M2 via g(m1,m2) := (gm1, gm2)
für alle g ∈ G, (m1,m2) ∈ M1 × M2. Sind W1 und W2 Vektorräume, die eine li-
neare G-Wirkung tragen, so induziert auch dies eine G-Wirkung auf W1 ⊗ W2 via
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G × (W1 ⊗W2) ∋ (g,w1 ⊗ w2) 7→ gw1 ⊗ gw2 ∈ W1 ⊗ W2 und linearer Fortsetzung.
Analoges gilt auch für mehrfache Tensorprodukte und äußere Potenzen. Die glatten
komplexwertigen Funktionen auf einer Mannigfaltigkeit M bezeichnen wir immer mit
C∞(M), ist f ∈ C∞(M), so sei f die komplex konjugierte Funktion. Ist G eine Lie-
Gruppe, die auf M und damit vermöge Zurückziehen auch auf C∞(M) wirkt, dann
schreiben wir C∞(M)G für die G-invarianten, glatten komplexwertigen Funktionen auf
M . Ist φ : M →M ′ eine glatte Abbildung zwischen Mannigfaltigkeiten, so notieren wir
den pull-back als φ∗ : C∞(M ′)→ C∞(M). Es sollte immer aus dem Kontext klar sein,
wann ∗ den pull-back und wann die duale Abbildung bezeichnet. Den Träger einer Funk-
tion f : M → V von einem topologischen Raum M in einen Vektorraum V bezeichnen
wir mit supp f = carr f , wobei carr f := {p ∈ M | f(p) 6= 0}. Für die glatten Schnitte
auf einem Vektorbündel E →M schreiben wir Γ∞(E).
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Kapitel 1
Deformationsquantisierung
Eine physikalische Theorie verwendet in der Regel die Sprache der Mathematik, um
Teile der Wirklichkeit zu beschreiben. Es ist nicht verwunderlich, dass eine Theorie T1,
die einen echt größeren Wirklichkeitsbereich beschreibt als eine Theorie T2, auch eine
allgemeinere – und nicht etwa eine völlig andere – mathematische Struktur zu dessen
Beschreibung verwendet. Ein schönes Beispiel liefert etwa das Verhältnis der klassi-
schen Punktmechanik zur speziellen Relativitätstheorie oder die letztere im Verhältnis
zur allgemeinen Relativitätstheorie. Bei der klassischen Mechanik und der Quanten-
theorie sieht man dies in verbandstheoretischer oder algebraischer Formulierung sehr
schön [Pir76]. Die oben genannte echte Erweiterung des Wirklichkeitsbereichs ist oft,
und so auch in den genannten Beispielen, mit einer Änderung der Skala einer physikali-
schen Größe verbunden. Es stellt sich heraus, dass sich die Erweiterung des mathemati-
schen Formalismus gewissermaßen durch eine Deformation eines Repräsentanten dieser
Größe innerhalb der mathematischen Struktur der Theorie kontrollieren lässt. Oftmals
zeigt sich so a posteriori die allgemeinere Theorie nach Abstecken des mathematischen
Rahmens gewissermaßen als zwingend, da sie stabil unter Deformationen ist. Es ist als
nicht zu unterschätzende Eigenschaft einer guten physikalischen Theorie anzusehen, dass
sich ihre charakteristische mathematische Struktur nicht durch kleine Variation von be-
stimmten Konstanten der Theorie ändert, da deren Werte letztlich gemessen werden und
somit auch unweigerlich mit Messfehlern behaftet sind. Die Deformationsquantisierung
beschäftigt sich nun mit der Anwendung der oben beschriebenen Heuristik, die oft auch
Deformationsphilosophie genannt wird (vgl. [Ste07]), auf das Verhältnis von klassischer
Mechanik und Quantenmechanik oder auch auf das von klassischen zu Quantenfeld-
theorien. Wir beschränken uns in dieser Arbeit auf den ersten Fall, der im Übrigen
auch in Termen von Gittereichtheorien interpretiert werden kann. Im Folgenden wollen
wir kurz erläutern, in welchem Rahmen deformiert wird und führen den grundlegenden
Begriff des Sternprodukts ein. Dazu präsentieren wir zuerst in aller Kürze eine ma-
thematische Beschreibung der klassischen Mechanik, anschließend erläutern wir die der
Quantenmechanik und schließlich legen wir dar, was man in diesem Zusammenhang mit
Deformationen meint. Es würde jedoch den Rahmen dieser Arbeit bei weitem sprengen,
wenn wir versuchen wollten, eine detaillierte Einführung in das Quantisierungsproblem
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und die Deformationsquantisierung zu geben. Wir verweisen hierfür auf das sehr schön
geschriebene Lehrbuch von Waldmann [Wal07].
1.1 Sternprodukte
Die Observablenalgebra in der klassischen Mechanik beschreibt man typischerweise
und idealisiert1 durch die kommutative Poisson-∗-Algebra der glatten komplexwerti-
gen Funktionen auf dem Phasenraum R2n, der mit der kanonischen Poisson-Klammer
versehen wird, oder allgemeiner durch die auf einer Poisson-Mannigfaltigkeit (M, {·, ·}).
Die Poisson-Klammer bestimmt zusammen mit der Hamiltonfunktion die Zeitentwick-
lung des Systems. Observabel im eigentlichen Sinne sind die reellwertigen Funktionen
f = f ∈ C∞(M). Die möglichen Messwerte sind durch die Funktionswerte gegeben. Die
reinen Zustände sind die Punkte auf dem Phasenraum und allgemeine Zustände werden
durch positive Borelmaße mit kompaktem Träger beschrieben. Mit Hilfe des Rieszschen
Darstellungssatzes (vgl. [Rud87]) können diese alternativ als positive Funktionale ange-
sehen werden. In der Quantenmechanik beschreibt man die Observablen üblicherweise
als selbstadjungierte Opertoren auf einem separablen, komplexen, im Allgemeinen un-
endlich dimensionalen Hilbertraum H. Die reinen Zustände eines Systems werden durch
Strahlen in H repräsentiert, allgemeine Zustände beschreibt man durch Dichtematrizen,
d. h. durch positive Spurklasse-Operatoren auf H mit Spur Eins, vgl. [BEH08]. Typi-
sche Observablen wie der Orts- oder Impulsoperator sind unbeschränkt, insbesondere
nicht auf ganz H definiert. Man kann sich jedoch überlegen, dass es ausreicht, nur die
beschränkten Operatoren auf H zu betrachten, siehe etwa [Pru81, Ch. IV 2.3]. Es stellt
sich weiter als sinnvoll heraus, die im Allgemeinen nichtkommutative ∗-Algebra B(H)
aller beschränkten Operatoren auf H mit Operatoradjunktion als ∗-Involution als Ob-
servablenalgebra anzusehen und die selbstadjungierten, die hier gleich den Hermiteschen
Operatoren sind, als die observablen Elemente darin zu bezeichnen. Zustände können
dann als positive, normierte Funktionale auf B(H) angesehen werden. Um den wohl-
verstandenen funktionalanalytischen Fragen der Einfachheit halber im Rahmen dieser
Motivation aus dem Weg zu gehen, wollen wir im Folgenden H nur als Prä-Hilbertraum
auffassen, was auch ausreichend ist, solange man den Spektralkalkül nicht benötigt.
Ein verbreitetes Vorgehen, ein System der klassischen Mechanik mit Phasenraum R2n
zu „quantisieren“ besteht darin, der Ortsvariablen qk den Ortsoperator Qk zuzuord-
nen und der Impulsvariablen pk den Impulsoperator Pk, dabei werden die Orts- und
Impulsoperatoren üblicherweise wie folgt definiert.
Qk : C∞0 (R
n) ∋ ψ 7→ (Rn ∋ q 7→ (Qkψ)(q) = qkψ(q)) ∈ C∞0 (R
n) (1.1.1)
und
Pk : C
∞
0 (R
n) ∋ ψ 7→ (Rn ∋ q 7→ (Pkψ)(q) =
~
i
∂ψ
∂qk
(q)) ∈ C∞0 (R
n). (1.1.2)
1Vgl. dazu [Wal07], insbesondere Bemerkung 1.3.7.
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Dabei bezeichnet C∞0 (R
n) den Prä-Hilbertraum der glatten Funktionen mit kompaktem
Träger auf Rn. Nun ist schon bei einfachsten klassischen Observablen, etwa der Form
qkpk, nicht klar, wie diese grobe Regel anzuwenden ist, denn auf der einen Seite vertau-
schen qk und pk, die korrespondierenden Operatoren Qk und Pk tun dies jedoch nicht.
Man muss also eine Ordnungsvorschrift wählen. Die einfachste Möglichkeit dies zu tun,
ist die sogenannte Standardordnung. Hat man eine in qk und pl polynomiale Funktion
vorliegen, so schreibt man erst alle Impulse nach rechts und ersetzt anschließend die
Orts- und Impulsvariablen wie oben beschrieben. Man kann zeigen, dass so eine C-li-
neare Bijektion ρstd : Pol(R2n)→ DiffOpPol(C∞0 (R
n)) von den polynomialen Funktionen
Pol(R2n) auf R2n in die Differentialoperatoren auf C∞0 (R
n) mit polynomialen Koeffizien-
ten definiert wird, siehe [Wal07, Prop. 5.2.7]. Analog liefern viele andere Ordnungsvor-
schriften genauso C-lineare Bijektionen ρ : Pol(R2n) → DiffOpPol(C
∞
0 (R
n)). Die grobe
Idee besteht nun darin, mit Hilfe eines derartigen ρ die Komposition von Differential-
operatoren auf den Raum Pol(R2n) zurückzuziehen und die so erhaltene assoziative
Multiplikation mit der punktweisen, kommutativen Multiplikation zu vergleichen. Für
ρstd erhält man so das sogenannte standardgeordnete Sternprodukt ⋆std.
Proposition 1.1.1. Das standardgeordnete Sternprodukt ⋆std ist für alle f, f ′ ∈ Pol(R2n)
durch
f ⋆std f
′ = ρ−1std(ρstd(f)ρstd(f
′)) =
∞∑
r=0
1
r!
(
~
i
)r ∑
i1,...,ir
∂rf
∂pi1 · · · ∂pir
∂rf ′
∂qi1 · · · ∂qir
(1.1.3)
gegeben. Dabei sind (q1, . . . , qn, p1, . . . , pn) Koordinaten von R2n, wobei die qi als Orts-
und die pi als Impulskoordinaten interpretiert werden.
Einen Beweis dieser Tatsache findet man in [Wal07, Prop. 5.2.17].
Bemerkung 1.1.2. Offensichtlich kann man die Definition von ⋆std ohne Weiteres auf
Funktionen ausdehnen, die nur in den Impulsvariablen polynomial sind.
Bemerkung 1.1.3. Aus physikalischer Sicht hat die Standardordnung einen wesentlichen
Nachteil, denn sie bildet observable Elemente f = f ∈ Pol(R2n) im Allgemeinen nicht
wieder auf observable Elemente ab. So ist zum Beispiel der Operator ρstd(q1p1) kein
Hermitescher Operator bezüglich der üblichen Prä-Hilbertraumstruktur von C∞0 (R
n).
Für ⋆std spiegelt sich dieser Defekt darin wieder, dass im Allgemeinen die Gleichung
f ⋆std f ′ = f ′ ⋆std f verletzt ist. Wir werden später, nachdem der allgemeine Begriff des
Sternprodukts eingeführt wurde, Beispiele sehen, wo diese Problematik nicht auftritt.
Diese Überlegungen münden letztlich in den Begriff des Sternprodukts, den wir nun
definieren wollen. Für weitere Details zur beschriebenen Motivation müssen wir leider
wieder auf [Wal07] verweisen. Ebenso verweisen wir für die im Folgenden benötigten
Grundlagen zur Differentialgeometrie, symplektischen und Poisson-Geometrie, die wir
alle in dieser Arbeit voraussetzen wollen, auf die zahlreiche Literatur. Es seien exem-
plarisch [Lee03], [OR04] und [Wal07] genannt.
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Definition 1.1.4 (Sternprodukt). Ein formales Sternprodukt oder kurz Sternprodukt ⋆
für eine Poisson-Mannigfaltigkeit (M, {·, ·}) ist eine C[[λ]]-bilineare Abbildung
⋆ : C∞(M)[[λ]] × C∞(M)[[λ]]→ C∞(M)[[λ]] (1.1.4)
der Form
⋆ =
∞∑
r=0
λr⋆r (1.1.5)
mit C-bilinearen Abbildungen ⋆r : C∞(M) × C∞(M) → C∞(M) welche auf die übli-
che Weise C[[λ]]-bilinear fortgesetzt werden, so dass für alle f, f ′ ∈ C∞(M) folgende
Bedingungen erfüllt sind.
i.) ⋆ ist assoziativ.
ii.) f ⋆0 f ′ = f · f ′.
iii.) f ⋆1 f ′ − f ′ ⋆1 f = i{f, f ′}.
Falls zusätzlich ⋆r für alle r ∈ N ein Bidifferentialoperator ist, heißt ⋆ differentiell. Gilt
(f ⋆ f ′) = f ′ ⋆ f für alle f, f ′ ∈ C∞(M), nennt man ⋆ Hermitesch. Dabei definiert man
λ = λ.
Bemerkung 1.1.5. Wir wollen im Folgenden auch Produkte, die nur auf formalen Potenz-
reihen von Poisson-∗-Unteralgebren von C∞(M)[[λ]] definiert sind, als Sternprodukte
bezeichnen, sofern sie die sonstigen Eigenschaften aus Definition 1.1.4 erfüllen.
Bemerkung 1.1.6. Interpretiert man M als Phasenraum eines physikalischen Systems,
so kann man sich überlegen, dass es sinnvoll ist anzunehmen, dass ⋆r für alle r ∈ N die
Dimension von 1[Wirkung]r hat. Grob gesagt legt das Beispiel des Kotangentialbündels na-
he, die Koordinatenfunktionen auf einem beliebigen Phasenraum mit
√
[Wirkung] als
physikalische Dimension zu interpretieren, da es auf dem Kotangentialbündel genau-
soviele Koordinaten gibt, die man als Ortskoordinaten interpretieren kann, wie solche,
die man als Impulskoordinaten ansehen kann und deren Produkte somit die Einheit
einer Wirkung tragen. Dann überlegt man sich im Wesentlichen durch Betrachten der
Differentiationsordnung in der Fedosovkonstruktion (vgl. [Wal07, Abschnitt 6.4]), dass
bei einem Fedosov-Sternprodukt ⋆r die Dimension 1[Wirkung]r hat. Da jedes differentielle
Sternprodukt zu einem Fedosovsternprodukt äquivalent ist (vgl. [Wal07, Satz 6.4.27]),
ist es naheliegend, dies auch für beliebige differentielle Sternprodukte so zu interpretie-
ren. Weiter kann man λ als ~ auffassen, welches ja die Dimension einer Wirkung hat. In
dieser Sichtweise wollen wir für ⋆ das Symbol ⋆~ verwenden. Somit ist für alle r ∈ N die
Größe ⋆~r~
r dimensionslos und man kann für zwei Funktionen f, f ′ ∈ C∞(M) sinnvoll
nach der Konvergenz der Reihe
∑∞
r=0 ~
rf⋆~rf
′ fragen. Es ist bisher im Allgemeinen nicht
klar, ob und wie man eine sinnvolle Topologie angeben kann, in der diese Konvergenz zu
verstehen ist. Außerdem wäre es wünschenswert, eine Unteralgebra A von C∞(M)[[λ]]
auszuzeichnen, bei der für alle f, f ′ ∈ A die Reihe f ⋆~ f ′ in einem bestimmten Sinne
konvergiert. Siehe [BRW07] und [Bei05] für nichttriviale Beispiele. Für weitere Betrach-
tungen zum Konvergenzproblem sei auch auf das Buch von Fedosov [Fed96] verwiesen.
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In den Beispielen 1.1.10 und 1.1.11 werden wir noch einfache, aber physikalisch relevante
Situationen angeben, in denen das Konvergenzproblem einfach zu lösen ist.
Definition 1.1.7 (Äquivalenz von Sternprodukten). Sei ⋆ bzw. ⋆′ ein formales Stern-
produkt auf der Poisson-Mannigfaltigkeit (M, {·, ·}) bzw. (M ′, {·, ·}′).
i.) Die formalen Sternprodukte ⋆ und ⋆′ heißen isomorph, falls es einen C[[λ]]-Alge-
braisomorphismus S : (C∞(M)[[λ]], ⋆) → (C∞(M ′)[[λ]], ⋆′) gibt. Kann S als C[[λ]]-
lineare Fortsetzung eines Poisson-Algebraisomorphismus s : (C∞(M), {·, ·}) →
(C∞(M ′), {·, ·}′) gewählt werden, so wollen wir ⋆ und ⋆′ Poisson-isomorph nen-
nen. Sind (M, {·, ·}) und (M ′, {·, ·}′) symplektisch, so sagen wir auch ⋆ und ⋆′ sind
symplektomorph.
ii.) Gilt (M, {·, ·}) = (M ′, {·, ·}′), so heißen ⋆ und ⋆′ äquivalent, falls es einen C[[λ]]-Al-
gebraisomorphismus S : C∞(M)[[λ]]→ C∞(M ′)[[λ]] der Form S = id+
∑∞
r=1 λ
rSr
von (C∞(M)[[λ]], ⋆) nach (C∞(M ′)[[λ]], ⋆′) gibt.
Bemerkung 1.1.8. Eine Abbildung s : C∞(M)→ C∞(M ′) ist genau dann ein Algebrai-
somorphismus, wenn es einen Diffeomorphismus φ : M ′ →M mit s = φ∗ gibt (Milnors
Exercise [Gra05]). Insbesondere kann man sich so jeden Poisson-Algebraisomorphismus
s : (C∞(M), {·, ·}) → (C∞(M ′), {·, ·}′) als pull-back einer Poisson-Abbildung denken.
Bemerkung 1.1.9. Ist ⋆′ ein Sternprodukt für (M ′, {·, ·}′), so liefert eine Abbildung
S = S0 +
∞∑
r=1
λrSr : C
∞(M ′)[[λ]]→ C∞(M)[[λ]] (1.1.6)
mit einem Poisson-Algebraisomorphismus S0 : C∞(M ′)→ C∞(M) und C-linearen Ab-
bildungen Sr : C∞(M ′)→ C∞(M) sowie Sr(1) = 0 für r > 0 durch
f ⋆ f˜ = S(S−1(f) ⋆′ S−1(f˜)) (1.1.7)
für alle f, f˜ ∈ C∞(M)[[λ]] ein Sternprodukt ⋆ für (M, {·, ·}), siehe dazu auch [Wal07,
Prop. 6.1.7]. Falls S = φ∗ für einen Poisson-Diffeomorphismus φ : M → M ′ gilt, so
schreiben wir auch φ∗⋆′ := ⋆ und sprechen von einem (mit φ) zurückgezogenen Stern-
produkt.
Wir kommen nun zu zwei einfachen Beispielen für Sternprodukte, das Weyl- und
das Wick-Sternprodukt.
Beispiel 1.1.10 (Weyl-Sternprodukt). Auf M = R2n mit den Ortskoordinaten qk und
den Impulskoordinaten pk definiert
f ⋆Weyl f
′ := µ ◦ exp(−
iλ
2
ωrs
∂
∂xr
⊗
∂
∂xs
)f ⊗ f ′ (1.1.8)
für alle f, f ′ ∈ C∞(R2n) und C[[λ]]-lineare Fortsetzung ein Sternprodukt auf (R2n, ω).
Dabei ist ω = dqi ∧ dpi die kanonische symplektische Form auf R2n mit Fundamental-
matrix (ωij) und deren inverser Matrix (ωij). Die Abbildung µ : C∞(R2n)⊗C∞(R2n)→
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C∞(R2n) bezeichnet die punktweise Multiplikation von Funktionen. Das Sternprodukt
⋆Weyl heißt auch Weyl-Moyal-Sternprodukt oder kurz Weyl-Sternprodukt. Das Weyl-
Sternprodukt ist differentiell und Hermitesch. Für die Unteralgebra der in den Im-
pulskoordinaten polynomialen Funktionen sieht man leicht, dass die Exponentialreihe
abbricht.
Beispiel 1.1.11 (Wick-Sternprodukt). Es sei M = Cn = R2n mit der kanonischen sym-
plektischen Form ω versehen. Dann definiert
f ⋆Wick f
′ := µ ◦ exp(2λ
∂
∂zk
⊗
∂
∂zk
)f ⊗ f ′ (1.1.9)
für alle f, f ′ ∈ C∞(Cn) und C[[λ]]-lineare Fortsetzung ein Sternprodukt für (R2n, ω).
Dabei ist µ definiert wie in Beispiel 1.1.10 und zi, zi sind die holomorphen und anti-
holomorphen Standardkoordinaten der reellen Mannigfaltigkeit Cn. Man nennt ⋆Wick
Wick-Sternprodukt. Es ist differentiell und Hermitesch. Wählt man die in zi und zi
polynomialen Funktionen als Unteralgebra der glatten Funktionen auf Cn, so hat man
auch hier nach Ersetzen von λ durch ~ eine konvergente Situation vorliegen.
Für weitere konkrete Beispiele von Sternprodukten verweisen wir auf [Wal07], [Wal98]
und [Gut83]. Nach dem bisher Gesagten ergibt sich freilich die Frage, ob Sternprodukte
immer existieren und ob man diese auf sinnvolle Weise klassifizieren kann. Dies wurde
in voller Allgemeinheit, d. h. für beliebige Poisson-Mannigfaltigkeiten 1997 von Kontse-
vich beantwortet, jedoch erst 2003 publiziert (vgl. [Kon03]). Wir fassen sein Resultat in
folgendem Satz zusammen.
Satz 1.1.12 (Existenz und Klassifikation von Sternprodukten auf Poisson-Mannigfaltig-
keiten). Sei (M, {·, ·}) eine Poisson-Mannigfaltigkeit mit Poisson-Tensor π (vgl. [Wal07,
Def. 4.1.7]), dann gilt Folgendes.
i.) Es gibt ein differentielles Sternprodukt für (M, {·, ·}).
ii.) Die Äquivalenzklassen von Sternprodukten auf (M, {·, ·}) stehen zu den Äquiva-
lenzklassen von formalen Deformationen (vgl. [Wal07, Def. 4.2.35]) des Poisson-
Tensors π modulo formalen Diffeomorphismen im Sinne von [Wal07, Def. 4.2.40]
in Bijektion.
Das Problem dieser Aussage besteht darin, dass die formalen Poisson-Tensoren mo-
dulo formalen Diffeomorphismen im Allgemeinen sehr unzugänglich sind. Anders als
im Poisson-Fall ist die Existenz eines Sternprodukts auf einer symplektischen Mannig-
faltigkeit aufgrund des Darboux-Theorems (vgl. [Wal07, Satz 3.1.24]) zumindest lokal
klar. Die Schwierigkeit ist hier, zu zeigen, dass auch tatsächlich ein globales Stern-
produkt existiert. DeWilde und Lecomte gelang der erste allgemeine Existenzbeweis
für Sternprodukte auf symplektischen Mannigfaltigkeiten schon 1983, siehe [DL83] so-
wie [GR99] für eine neuere Darstellung. Einen anderen unabhängigen und viel geome-
trischeren Beweis konnte Fedosov in einer zunächst wenig beachteten Arbeit angeben,
siehe [Fed85,Fed86,Fed89]. Ein dritter Beweis stammt von Omori, Maeda und Yoshi-
da [OMY91]. Mit Hilfe der Fedosov Konstruktion gelang es die Äquivalenzklassen von
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Sternprodukten auf symplektischen Mannigfaltigkeiten zu klassifizieren, insbesondere
sind hier die Arbeiten von Nest und Tsygan [NT95a,NT95b], Deligne [Del95], Bertel-
son, Cahen und Gutt [BCG97] und Weinstein und Xu [WX98] zu nennen.
Satz 1.1.13 (Klassifikation von Sternprodukten auf symplektischen Mannigfaltigkei-
ten). Sei (M,ω) eine symplektische Mannigfaltigkeit. Dann stehen die Äquivalenzklas-
sen von differentiellen Sternprodukten zu den formalen Potenzreihen H2dR(M,C)[[λ]],
der zweiten de-Rham-Kohomologie von M mit komplexen Koeffizienten in Bijektion.
Bemerkung 1.1.14 (Fedosov-Konstruktion). Die Fedosovkonstruktion liefert für jedes
geschlossene Ω ∈ λΓ∞(
∧2 T ∗M)[[λ]] ein differentielles Sternprodukt ⋆Ω, das sogenannte
Fedosov-Sternprodukt. Es zeigt sich, dass erstens zwei Fedosov-Sternprodukte ⋆Ω und
⋆Ω′ genau dann äquivalent sind, wenn Ω − Ω′ exakt ist, d. h. in H2dR(M,C)[[λ]] die
Gleichung [Ω] = [Ω] gilt und zweitens dass jedes differentielle Sternprodukt zu einem
Fedosovsternprodukt äquivalent ist. Für eine ausführliche Lehrbuchdarstellung dieses
Sachverhaltes verweisen wir auf [Wal07, Abschnitt 6.4]. Die Fedosovkonstruktion hat
außer Ω noch weitere Eingangsdaten, etwa eine torsionsfreie kovariante Ableitung ∇.
Allerdings ändert eine Variation dieser zusätzlichen Daten nicht die Äquivalenzklasse
des erhaltenen Sternprodukts, weshalb wir sie hier unterschlagen wollen.
Satz 1.1.13 besagt im Speziellen, dass auf einer Mannigfaltigkeit mit verschwin-
dender zweiter de-Rham Kohomologie, wie etwa dem Rn, n ∈ N, alle Sternproduk-
te äquivalent sind. Insbesondere sind nach dem Poincaré-Lemma im symplektischen
Fall auch alle Sternprodukte lokal äquivalent, womit sich eine Nicht-Äquivalenz zweier
Sternprodukte als globaler Effekt erweist. Ersteres legt auch nahe, die obigen Ergeb-
nisse als Klassifikation bis auf Wahl einer (verallgemeinerten) Ordnungsvorschrift zu
interpretieren. Innerhalb einer Äquivalenzklasse von Sternprodukten kann es durch-
aus verschiedene Sternprodukte geben, die physikalisch als nicht äquivalent anzusehen
sind. Bisher haben wir nur die Observablenalgebra betrachtet, jedoch noch nicht dar-
über gesprochen, wie wir Zustände in der Deformationsquantisierung beschreiben wol-
len. Auch wenn dies für die vorliegende Arbeit nicht direkt von Belang ist, wollen wir
auf diesen Punkt der allgemeinen Übersicht halber in aller Kürze kurz eingehen. Es
stellt sich als sinnvoll heraus, in der Deformationsquantisierung, wie auch in anderen
Zugängen zur Quantenmechanik, Zustände als ein von den Observablen abgeleitetes
Konzept anzusehen, nämlich als positive Funktionale auf der Observablenalgebra. Mit
Hilfe des Begriffs konvexer Zerlegbarkeit, kann man von gemischten und reinen Zustän-
den sprechen. Um das für die Quantenmechanik wichtige Superpositionsprinzip auch
in die Deformationsquantisierung implementieren zu können, kann man Darstellungen
von Sternproduktalgebren betrachten. Wir können an dieser Stelle jedoch nicht weiter
darauf eingehen. Siehe [Wal07] und die Referenzen dort für weitergehende Betrachtun-
gen. Allgemein zum Zustandskonzept und Superpositionsprinzip sehr lesenswert ist das
Buch von Araki [Ara99].
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1.2 Symmetrien und Invarianzen
Die in dieser Arbeit betrachteten Symmetrien sind mathematisch immer durch eine
Gruppenwirkung einer Lie-Gruppe G auf einer Mannigfaltigkeit M gegeben, wobei letz-
tere als Phasenraum eines klassischen mechanischen Systems interpretiert werden kann.
Wenn wir von Lie-Gruppe sprechen, meinen wir eine zusammenhängende Lie-Gruppe.
Sofern nichts anderes gesagt, bezeichnet g stets die Lie-Algebra von G.
1.2.1 Impulsabbildungen und Phasenraumreduktion in der klassischen
Mechanik
In diesem Abschnitt wiederholen wir den für diese Arbeit wichtigen Begriff der Impul-
sabbildung und stellen die Phasenraum-Reduktion nach Marsden-Weinstein vor. Wir
orientieren uns hierbei unter anderem an [Wal07], [OR04] und [AM85]. Es sei zunächst
daran erinnert, dass man eine Wirkung Φ: G×M → M einer Lie-Gruppe G auf einer
Poisson-Mannigfaltigkeit (M, {·, ·}) kanonisch nennt, falls sie durch Poisson-Abbildun-
gen wirkt, d. h. falls Φ∗g{f, f
′} = {Φ∗gf,Φ
∗
gf
′} für alle g ∈ G und f, f ′ ∈ C∞(M) gilt.
Ist M symplektisch, bedeutet dies, dass sie durch Symplektomorphismen wirkt, man
spricht in diesem Fall auch von einer symplektischen Wirkung.
Definition 1.2.1 (Impulsabbildung). Sei (M, {·, ·}) eine Poisson-Mannigfaltigkeit und
G eine Lie-Gruppe, die kanonisch auf M operiere. Eine glatte Abbildung
J : M → g∗ (1.2.1)
heißt Impulsabbildung, falls für jedes ξ ∈ g die Gleichung
ξM = {·, J(ξ)} (1.2.2)
erfüllt ist, wobei J(ξ) ∈ C∞(M) als punktweise duale Paarung J(ξ)(p) := 〈J(p), ξ〉 für
alle p ∈M und ξ ∈ g zu verstehen ist.
Bemerkung 1.2.2. Äquivalent zu Definition 1.2.1 kann man eine Impulsabbildung J
vermöge J(ξ)(p) = 〈J(p), ξ〉 für alle p ∈M und ξ ∈ g auch als lineare Abbildung
J : g→ C∞(M) (1.2.3)
auffassen, die J(ξ) = J(ξ) für alle ξ ∈ g und Gleichung (1.2.2) erfüllt. Wir wollen im
Folgenden beide Sichtweisen gleichberechtigt verwenden.
Bemerkung 1.2.3. G operiert auf g vermöge der adjungierten, auf g∗ vermöge der koad-
jungierten Wirkung und auf C∞(M) durch pull-backs. Wenn wir von der G-Äquivarianz
der Impulsabbildung sprechen, beziehen wir uns immer auf diese (Links-)Wirkungen.
Des Weiteren sei bemerkt, dass die G-Äquivarianz bezüglich der einen Auffassung einer
Impulsabbildung äquivalent zur G-Äquivarianz in der anderen Auffassung ist.
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Bemerkung 1.2.4. Ist M zusammenhängend, so ist J eindeutig bis auf Addition von
Elementen aus g∗.
Eine Impulsabbildung braucht für eine gegebene Wirkung nicht zu existieren, siehe
etwa [OR04, 4.5.16] für ein einfaches Gegenbeispiel im symplektischen Fall. Die folgende
Proposition, vgl. [OR04, Prop. 4.5.17], klärt die Situation für den symplektischen Fall
und liefert zwei einfach zu prüfende hinreichende Existenzkriterien. Die entsprechende
Frage für allgemeine Poisson-Mannigfaltigkeiten ist komplizierter.
Proposition 1.2.5. Sei (M,ω) eine symplektische Mannigfaltigkeit, auf der eine Lie-
Gruppe G symplektisch operiere. Es gibt genau dann eine Impulsabbildung zu dieser
Wirkung, wenn die lineare Abbildung
g/[g, g]→ H1dR(M,R) (1.2.4)
[ξ] 7→ [ω(ξM , ·)] (1.2.5)
identisch Null ist. Dabei bezeichnet H1dR(M,R) die erste de-Rham-Kohomologie von M
mit Koeffizienten in R.
Korollar 1.2.6. Seien (M,ω) und G wie in Proposition 1.2.5. Dann sind folgende
Bedingungen hinreichend für die Existenz einer Impulsabbildung.
i.) H1dR(M,R) = 0.
ii.) [g, g] = g.
Bemerkung 1.2.7. Die Bedingung i.) aus Korollar 1.2.6 ist insbesondere für jede ein-
fach zusammenhängende Mannigfaltigkeit M erfüllt. Lie-Algebren, die Bedingung ii.)
erfüllen heißen auch vollkommen oder perfekt, insbesondere ist jede halbeinfache Lie-
Algebra perfekt, siehe [Sch95, Satz 10.7]. Für nichttriviale abelsche Lie-Algebren ist ii.)
offensichtlich nie erfüllt.
Die folgende Proposition (vgl. [Wal07]) ist insbesondere deshalb nützlich, da wir Lie-
Gruppen immer als zusammenhängend voraussetzen.
Proposition 1.2.8. Sei (M, {·, ·}) eine Poisson-Mannigfaltigkeit, G eine zusammen-
hängende Lie-Gruppe, die auf M kanonisch operiere. Eine Impulsabbildung J : M → g∗
ist genau dann G-äquivariant, wenn die Gleichung {J(ξ), J(η)} = J([ξ, η]) für alle
ξ, η ∈ g erfüllt ist.
Eine gegebene Impulsabbildung J : M → g∗ ist im Allgemeinen nicht G-äquivariant.
Für kompakte G kann man aus J jedoch immer durch Integration über G eine andere,
invariante Impulsabbildung bauen, vgl. [OR04, Prop. 4.5.19].
Proposition 1.2.9. Sei G eine kompakte Lie-Gruppe, die auf einer Poisson-Mannig-
faltigkeit (M, {·, ·}) kanonisch operiere. Falls eine Impulsabbildung existiert, so gibt es
auch eine G-äquivariante Impulsabbildung.
Eine andere Idee besteht darin, eine gegebene Impulsabbildung additiv so abzuän-
dern, dass sie äquivariant wird. Dies ist Gegenstand der folgenden Proposition, sie-
he [Wal07, Satz 3.3.48].
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Proposition 1.2.10. Sei G eine Lie-Gruppe, die auf einer zusammenhängenden sym-
plektischen Mannigfaltigkeit (M,ω) symplektisch operiere und J : M → g∗ eine Impul-
sabbildung. Dann ist für alle ξ, η ∈ g die Funktion c(ξ, η) := J([ξ, η]) − {J(ξ), J(η)}
konstant auf M und die Abbildung c : g× g ∋ (ξ, η) 7→ c(ξ, η) ∈ R ist ein 2-Lie-Algebra-
Kozyklus. Weiter gibt es genau dann eine G-äquivariante Impulsabbildung J ′, wenn das
Element [c] der zweiten Lie-Algebra-Kohomologie H2(g) trivial ist.
Bemerkung 1.2.11. Falls es eine Impulsabbildung gibt, so ist eine hinreichende Be-
dingung für die Existenz einer G-äquivarianten Impulsabbildung, dass die zweite Lie-
Algebra-Kohomologie H2(g) verschwindet. Dies ist nach dem Whitehead-Lemma (vgl.
[GS84, 52]) insbesondere für jede halbeinfache Lie-Algebra erfüllt.
Siehe [OR04] und die dort angegebenen Referenzen für weitere Kriterien für die
Existenz äquivarianter Impulsabbildungen.
Im Lichte der obigen Betrachtungen erscheint die folgende Definition gerechtfertigt.
Definition 1.2.12. Sei (M, {·, ·}) eine Poisson-Mannigfaltigkeit und Φ: G×M → M
eine kanonische Wirkung einer Lie-Gruppe G.
i.) Φ heißt Hamiltonsch, falls es eine Impulsabbildung gibt.
ii.) Φ heißt stark Hamiltonsch, falls es eine G-äquivariante Impulsabbildung gibt.
Um die physikalische Interpretation anzudeuten und zur abkürzenden Schreibweise,
geben wir noch folgende Definition.
Definition 1.2.13 (Hamiltonsches System). Ist (M, {·, ·}) eine Poisson-Mannigfaltig-
keit undH ∈ C∞(M), so nennen wir das Tripel (M, {·, ·},H) ein Hamiltonsches System.
Die Funktion H heißt dann auch Hamiltonfunktion. Den Fluß des Hamiltonschen Vek-
torfelds XH := {·,H} nennen wir Zeitentwicklung von H. Ist f ∈ C∞(M) invariant
unter der Zeitenwicklung von H, so sagen wir f ist eine Erhaltungsgröße (bezüglich der
Zeitenwicklung von H).
Die nächste Proposition, siehe etwa [MR00, Satz 11.4.1], verdeutlicht die physikali-
sche Bedeutung des Begriffs Impulsabbildung.
Proposition 1.2.14 (Noether-Theorem). Sei (M, {·, ·}) eine Poisson-Mannigfaltigkeit,
G eine zusammenhängende Lie-Gruppe, die auf M Hamiltonsch wirke und J : M → g∗
eine Impulsabbildung. Dann ist eine Hamiltonfunktion H ∈ C∞(M) genau dann G-
invariant, wenn J(ξ) ∈ C∞(M) eine Erhaltungsgröße bezüglich der Zeitentwicklung von
H ist.
Geometrisch grundlegend für das Verständnis der restlichen Arbeit ist der Satz über
die symplektische Reduktion nach Marsden, Weinstein und Meyer, [Mey73] [MW74],
vgl. auch [Wal07, Satz 3.3.55] für eine ausführliche Lehrbuchdarstellung.
Satz 1.2.15 (Marsden-Weinstein-Reduktion). Sei (M,ω) eine symplektische Mannig-
faltigkeit, G eine Lie-Gruppe mit zugehöriger Lie-Algebra g und Φ: G ×M → M eine
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stark Hamiltonsche Wirkung mit G-äquivarianter Impulsabbildung J : M → g∗. Sei wei-
ter µ ∈ g∗ ein regulärer Wert und die Impulsniveaufläche C := J−1({µ}) ⊆ M nicht
leer. Zudem wirke die Isotropiegruppe Gµ ⊂ G von µ frei und eigentlich auf M . Unter
diesen Voraussetzungen gibt es eine eindeutig bestimmte symplektische Form ωred auf
dem Quotientenraum Mred := C/Gµ, so dass
ı∗ω = π∗ωred (1.2.6)
gilt. Dabei ist ı : C →֒ M die kanonische Inklusion und π : C → Mred die kanonische
Projektion auf den Quotienten Mred. Insbesondere ist π eine surjektive Submersion.
Man beachte, dass die Voraussetzungen des Satzes insbesondere dann erfüllt sind,
wenn G frei und eigentlich auf ganz M wirkt. Falls µ G-invariant ist, gilt Gµ = G.
Definition 1.2.16 (Reduzierter Phasenraum). Man nennt die symplektische Mannig-
faltigkeit (Mred , ωred) reduzierter Phasenraum zu (M,ω, J, µ).
Bemerkung 1.2.17 (Eichtheorie). In einer klassischen Eichtheorie betrachtet man den
affinen, im Allgemeinen unendlich dimensionalen Vektorraum A der Zusammenhangs-
einsformen auf einem Hauptfaserbündel P → B mit Strukturgruppe S. Auf A operiert
die Gruppe G der Hauptfaserbündelautomorphismen über der Identität auf P → B ver-
möge pull-backs, oder allgemeiner eine Untergruppe davon. In physikalischer Interpreta-
tion ist B zum Beispiel die Raumzeit, nur der physikalische Raum, oder allgemeiner eine
Cauchy-Hyperfläche Σ in einer global hyperbolischen Raumzeit (vgl. [Wal09, 2.2.4]). P
interpretiert man als Raum verallgemeinerter Phasenfaktoren, A als Raum der Eich-
potentiale und S als interne Symmetriegruppe. Die Gruppe G ist dann die Eichgruppe
und zwei Eichfelder entlang eines G-Orbits sind physikalisch äquivalent. Wir wollen an-
nehmen, dass eine global hyperbolische Raumzeit in der Form Σ× R vorliegt, d. h. wir
schon eine Zeiteichfixierung durchgeführt haben und nehmen B = Σ an. Dann kann
man versuchen, die zeitliche Dynamik der Eichpotentiale als Hamiltonsches System zu
beschreiben. Man betrachtet dabei das (i. Allg. unendlich dimensionale) Kotangential-
bündel T ∗A, versehen mit der kanonischen symplektischen Form. Die Eichgruppe G
wirkt dann auf M := T ∗A vermöge der gelifteten G Wirkung auf A und man kann als
Impulsabbildung die kanonische wählen. Nun ist man also zumindest strukturell in der
Situation von Satz 1.2.15. Allerdings sind M und G unendlich dimensional. Außerdem
ist es im Allgemeinen nicht der Fall, dass G frei wirkt, so dass im Quotienten ein sym-
plektisch stratifizierter Raum zu erwarten ist. Betrachtet man eine Gittereichtheorie,
d. h. ersetzt konkret Σ durch ein endliches Gitter, so werden M und G endlich dimen-
sional, die Problematik, dass im Allgemeinen Singularitäten auftreten, bleibt jedoch
bestehen. Für das genauere Studium von Gittereichtheorien in oben skizzierter Formu-
lierung verweisen wir auf Arbeiten von Rudolph et. al. [HRS09,FRS07,CKRS05], für eine
Lehrbuchdarstellung singulärer (endlich-dimensionaler) Marsden-Weinstein-Reduktion
siehe [OR04, Ch. 8]. Für eine elementare Einführung in die Hamiltonsche, geometrische
Sichtweise von Eichtheorien sei auf die Arbeit von Belot [Bel03] verwiesen. Als weite-
re Literatur seien [KT79], [MM92], [Sch95], [MV81], [KR84], [Tra70], [Sha00], [ER90],
[RSV02], [Mon80] und [DV80] genannt.
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Auch wenn der folgende Satz für den weiteren Verlauf dieser Arbeit nicht benötigt
wird, möchten wir ihn dennoch an dieser Stelle zitieren, vgl. [OR04, Thm. 6.1.1] und
[OR04, 6.1.10], da er die physikalische Bedeutung des vorangegangenen Satzes innerhalb
der klassischen Mechanik deutlich macht.
Satz 1.2.18 (Reduktion und Rekonstruktion der Dynamik). Seien die Voraussetzungen
wir in Satz 1.2.15 gegeben. Weiter sei H ∈ C∞(M)G eine G-invariante Hamiltonfunk-
tion. Dann sind folgende Aussagen richtig.
i.) Das Hamiltonsche Vektorfeld XH ist tangential an die Impulsniveaufläche C und
dessen Fluss ΦXHt bildet diese in sich ab.
ii.) Es gibt eine eindeutig bestimmte Hamiltonfunktion Hred ∈ C∞(Mred), so dass
ı∗H = π∗Hred (1.2.7)
und
π ◦ ΦXHt ◦ ı = Φ
XHred
t ◦ π (1.2.8)
gilt, wobei ΦXHred den Fluss von XHred bezeichnet.
iii.) Sei p0 ∈ C, d(t) eine glatte Kurve in C mit d(0) = p0, ξ(t) eine glatte Kurve in
gµ := {ξ ∈ g | ad
∗
ξµ = 0} mit
ξ(t)M (d(t)) = XH(d(t)) − d˙(t) (1.2.9)
und g(t) eine glatte Kurve in Gµ mit
g˙(t) = TeLg(t)ξ(t) und g(0) = e, (1.2.10)
dann ist c(t) = g(t)d(t) eine Integralkurve von XH mit c(0) = p0. Falls G abelsch
ist, gilt
g(t) = exp
(∫ t
0
ξ(s) ds
)
. (1.2.11)
Ist nun γ : TC → gµ eine Zusammenhangseinsform für das Gµ-Hauptfaserbündel
π : C → Mred und sei d(t) die horizontale Hebung von Φ
XHred
t (π(p0)) durch p0,
dann ist
ξ(t) = γ(XH(d(t))) (1.2.12)
eine Lösung von Gleichung (1.2.9).
Gleichung (1.2.9) ist typischerweise algebraischer Natur. Falls zum Beispiel G eine
Matrix-Lie-Gruppe ist, handelt es sich einfach um eine Matrixgleichung.
Die Bedeutung dieser Reduktionssätze liegen innerhalb der klassischen Mechanik
zum einen in einem Gewinn des qualitativen Verständnisses eines mechanischen Sy-
stems, zum anderen können sie hilfreich sein bei der Lösung konkreter Bewegungsglei-
chungen eines solchen.
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An dieser Stelle möchten wir noch bemerken, dass eine Impulsabbildung J : M → g∗
submersiv ist, d. h. alle Werte auch reguläre Werte sind, falls G frei auf M wirkt. Wir
werden auf diesen Punkt nun in etwas größerer Allgemeinheit eingehen.
Definition 1.2.19. Eine Wirkung einer Lie-Gruppe G auf einer Mannigfaltigkeit M
heißt lokal frei, falls für alle p ∈ M die Stabilisatorgruppe Gp := {g ∈ G | gp = p}
diskret ist, d. h. es für jedes g ∈ Gp eine offene Umgebung U von g in G gibt, so dass
U ∩ Gp = {g}. Sie heißt infinitesimal frei, falls für alle p ∈ M die Symmetriealgebra
gp := {ξ ∈ g | ξM (p) = 0} trivial ist, d. h. gp = {0} gilt.
Bemerkung 1.2.20.
i.) Jede freie Wirkung ist offensichtlich auch lokal frei.
ii.) Falls die Wirkung eigentlich ist, ist Gp kompakt für alle p ∈M , d. h. sie ist genau
dann lokal frei, wenn Gp endlich ist für alle p ∈M .
Proposition 1.2.21. Sei M eine Mannigfaltigkeit, die eine Wirkung Φ: M ×G → G
einer Lie-Gruppe G trage. Dann sind die folgenden Aussagen äquivalent.
i.) Φ ist lokal frei.
ii.) Für alle p ∈M gibt es eine offene Umgebung Vp von e in G mit für Vp∩Gp = {e}.
iii.) Φ ist infinitesimal frei.
Beweis. Die Implikation von i.) nach ii.) ist trivial. Sei also p ∈ M und Vp eine offene
Umgebung von e in G mit Vp ∩ Gp = {e}. Sei weiter g ∈ Gp. Da die Wirkung stetig
ist, ist gVp eine offene Umgebung von g. Offensichtlich gilt für h ∈ Gp ∩ gVp auch
g−1h ∈ Gp ∩ Vp, also g−1h = e, d. h. h = g, womit sich i.) ergibt.
Sei nun Φ infinitesimal frei. Sei Φˆ : G×M →M ×M , (g, p) 7→ (gp, p). Es genügt zu
zeigen, dass es für alle p ∈M eine Umgebung Vp ×Wp von (e, p) gibt, so dass Φˆ|Vp×Wp
injektiv ist. Denn dann ist offenbar Vp eine Umgebung wie in ii.). Um dies zu sehen,
genügt es nach dem Immersionssatz (vgl. [AMR02, Thm. 3.5.7]) zu zeigen, dass die
Ableitung von Φˆ an der Stelle (e, p) injektiv ist. Dies ist aber nach Voraussetzung und
Proposition A.1 klar, denn für ξ ∈ g = TeG und vp ∈ TpM gilt
0 = T(e,p)Φˆ(ξ, vp)
 = (TeΦ·(p), 0)
 + (vp, vp)
 = (ξM (p) + vp, vp)

=⇒ vp = 0und ξM (p) = 0.
Daraus folgt nach Voraussetzung schon ξ = 0, also auch (ξ, vp)
 = 0. Sei nun ange-
nommen Φ nicht infinitesimal frei. Dann gibt es ein p ∈ M und ein 0 6= ξ ∈ g mit
TeΦ(p) = ξM (p) = 0. Es gibt also eine Umgebung V von e in G, so dass Φg(p) = p für
alle g ∈ V , d. h. ii.) kann nicht gelten.
Proposition 1.2.22. Seien V und W endlich dimensionale Vektorräume über K und
A : V →W linear, so ist A genau dann surjektiv, wenn aus 〈Av,w∗〉 = 0 ∀v ∈ V schon
w∗ = 0 ∈W ∗ folgt.
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Beweis. Die Aussage ist äquivalent dazu, dass A genau dann injektiv ist, wenn die duale
Abbildung A∗ surjektiv ist. Damit ist die Behauptung klar.
Lemma 1.2.23. Sei (M,ω) eine symplektische Mannigfaltigkeit und Φ: G×M → M
eine Hamiltonsche Wirkung einer Lie-Gruppe G mit Impulsabbildung J : M → g∗. Dann
ist p ∈ M genau dann ein regulärer Punkt von J , wenn gp = {0} gilt. Insbesondere ist
Φ genau dann lokal frei, wenn J submersiv ist, was genau dann der Fall ist, wenn jeder
Wert von J regulär ist.
Beweis. Für µ ∈ g∗ bezeichne in diesem Beweis Iµ : g∗ → Tµg∗ den kanonischen Iso-
morphismus der Mannigfaltigkeit g∗ mit ihrem Tangentialraum Tµg∗ an der Stelle µ.
p ∈M regulär ⇐⇒ TpJ : TpM → TJ(p)g
∗ ist surjektiv
⇐⇒ I−1J(p) ◦ TpJ : TpM → g
∗ ist surjektiv
⇐⇒ 〈I−1J(p) ◦ TpJv, ξ〉 = 0 ∀v ∈ TpM =⇒ ξ = 0 (nach Proposition 1.2.22)
⇐⇒ 〈dpJ(ξ), v〉 = 0 ∀v ∈ TpM =⇒ ξ = 0
⇐⇒ ωp(ξM (p), v) = 0 ∀v ∈ TpM =⇒ ξ = 0
⇐⇒ ξM (p) = 0 =⇒ ξ = 0 (da ωp nicht ausgeartet)
⇐⇒ gp = {0}
Die Umformung im vierten Schritt sieht man leicht in Koordinaten. Ist etwa (U, x) eine
Karte von M um p, {ei} eine Basis von g und {ei} die zugehörige duale Basis, und
schreiben wir v = vk ∂∂xk |p sowie ξ = ξ
iei, dann rechnet man leicht
〈I−1J(p) ◦ TpJv, ξ〉 = 〈
∂Ji
∂xk
|pvke
i, ξjej〉 = vk
∂Ji
∂xk
|pξ
i
= vk
∂
∂xk
|p(ξ
iJi) = vk
∂
∂xk
(J(ξ)) = 〈dpJ(ξ), v〉
nach.
1.2.2 Invarianzbegriffe in der Deformationsquantisierung
Wir kommen nun zu Invarianzbegriffen von Sternprodukten (vgl. [ACMP83], [Xu98,
BBEW96]).
Definition 1.2.24 (Invarianz von Sternprodukten). Sei (M, {·, ·}) eine Poisson-Man-
nigfaltigkeit, die eine kanonische Wirkung Φ: G ×M → M einer Lie-Gruppe G tra-
ge. Ein Sternprodukt ⋆ für (M, {·, ·}) heißt G-invariant, wenn für alle g ∈ G und
f, f ′ ∈ C∞(M) die Gleichung
Φ∗g(f ⋆ f
′) = Φ∗gf ⋆ Φ
∗
gf
′ (1.2.13)
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gilt. Ist J : M → g∗ eine G-äquivariante Impulsabbildung, so heißt ⋆ stark invariant,
falls für alle ξ ∈ g und f ∈ C∞(M)
iλ{J(ξ), f} = [J(ξ), f ]⋆ (1.2.14)
gilt, wobei [·, ·]⋆ der Kommutator bezüglich des Sternprodukts ⋆ ist.
Bemerkung 1.2.25. Die starke Invarianz eines Sternprodukts impliziert dessen Invarianz
im Falle einer zusammenhängenden Lie-Gruppe. Der Umkehrschluss gilt im Allgemeinen
nicht. Siehe etwa [BHW00, p. 112, 136].
Als nächstes verallgemeinern wir das Konzept der Impulsabbildung, indem wir noch
Terme höherer λ-Ordnungen zulassen.
Definition 1.2.26 (Quantenimpulsabbildung). Sei (M, {·, ·}) eine Poisson-Mannigfal-
tigkeit, G eine Lie-Gruppe, die aufM wirke. Weiter sei ⋆ ein G-invariantes Sternprodukt
auf M . Dann heißt eine lineare Abbildung J : g→ C∞(M)[[λ]] der Form
J =
∞∑
r=0
λrJr (1.2.15)
mit linearen Abbildungen Jr : g→ C∞(M) Quantenhamiltonfunktion (oder auch Quan-
ten-Hamiltonian), falls J die Deformation einer Impulsabbildung ist, d. h. J := J0 eine
Impulsabbildung ist und für alle f ∈ C∞(M) sowie ξ ∈ g die Gleichung
iλ{J(ξ), f} = [J(ξ), f ]⋆ (1.2.16)
gilt. Falls zusätzlich für alle ξ, η ∈ g die Gleichung
iλJ([ξ, η]) = [J(ξ),J(η)]⋆ (1.2.17)
wahr ist, nennt man J Quantenimpulsabbildung. Eine G-äquivariante Quantenhamil-
tonfunktion heißt auch G-äquivariante Quantenimpulsabbildung, vgl. [KNP05, p. 492].
Bemerkung 1.2.27. Das Sternprodukt ⋆ ist offensichtlich genau dann stark invariant,
wenn die klassische Impulsabbildung J auch eine G-äquivariante Quantenimpulsabbil-
dung ist.
Bemerkung 1.2.28. Wie bei der klassischen Impulsabbildung, vgl. Bemerkung 1.2.2,
kann man eine Quantenhamiltonfunktion über die Beziehung J(ξ)(p) = 〈J(p), ξ〉 für
alle p ∈M und ξ ∈ g als Abbildung
J : M → g∗
C
[[λ]] (1.2.18)
der Form J =
∑∞
r=0 λ
rJr mit glatten Abbildungen Jr : M → g∗
C
auffassen, so dass
J0 eine Impulsabbildung ist und J die Gleichung (1.2.16) erfüllt. Dabei bezeichnet
g
C
= g ⊗
R
C die komplexifizierte Lie-Algebra. Auch hier wollen wir beide Sichtweisen
austauschbar verwenden.
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Bemerkung 1.2.29.
i.) Ist H = J(ξ) für ein ξ ∈ g, so folgt aus der starken Invarianz des Sternprodukts
⋆, dass die Quantenzeitentwicklung jeder Observablen bezüglich H mit der klassi-
schen übereinstimmt. Dies ist vom Beispiel des harmonischen Oszillators wohlbe-
kannt. Für eine eingehendere Diskussion der physikalischen Bedeutung stark inva-
rianter Sternprodukte verweisen wir auf die Pionier-Arbeit [BFF+78] von Bayen
et. al.
ii.) Wenn Symmetrien eines klassischen Systems nicht als Symmetrien des korrespon-
dierenden Quantensystems implementiert werden können, spricht man von An-
omalien. Römer und Paufler bemerken etwa in [RP00], dass für J = J eine Verlet-
zung von Gleichung (1.2.14) feldtheoretisch Schwinger Termen entsprechen sollte
und eine Verletzung von Gleichung (1.2.16) anomalen Ward-Identitäten. Sie ver-
muten weiter, dass diese und andere Anomalien nicht auftreten, wenn man auch
Quantenimpulsabbildungen zulässt.
Die folgende Proposition zeigt, dass in der vorliegenden Situation von zusammen-
hängenden Lie-Gruppen der Begriff der G-äquivarianten Quantenimpulsabbildung aus
Definition 1.2.26 mit dem einer Quantenimpulsabbildung, die G-äquivariant ist, über-
einstimmt.
Proposition 1.2.30. Die Voraussetzungen seien wie in Definition 1.2.26 gegeben. Ist
J eine G-äquivariante Quantenhamiltonfunktion, so ist J schon eine Quantenimpulsab-
bildung.
Da wir G als zusammenhängend annehmen, gilt auch die Umkehrung.
Beweis. Sei J eine G-äquivariante Quantenhamiltonfunktion. Dann gilt für alle g ∈ G
und η ∈ g
gJ(η) = J(gη),
also durch Ableiten nach g für alle ξ ∈ g
ξM(J(η)) = −J([ξ, η])
d. h.
[J(ξ),J(η)]⋆ = iλ{J(ξ),J(η)} = −iλξM (J(η)) = iλJ([ξ, η]) ∀ξ ∈ g.
Sei umgekehrt J eine Quantenimpulsabbildung und seien ξ, η ∈ g. Dann gilt
−ξM (J(η)) = {J(ξ),J(η)} =
1
iλ
[J(ξ),J(η)]⋆ = J([ξ, η]).
Da G zusammenhängend ist, folgt die G-Äquivarianz von J.
Über die Eindeutigkeit von Quantenimpulsabbildungen kann man analoge Aussagen
treffen wie bei der klassischer Impulsabbildungen.
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Proposition 1.2.31. Seien die Voraussetzungen wie in Definition 1.2.26 gegeben und
zusätzlich {·, ·} symplektisch und M zusammenhängend.
i.) Eine Quantenhamiltonfunktion J zu einer gegebenen Impulsabbildung J ist bis auf
Addition von Elementen aus
∧
C
g∗
C
[[λ]] eindeutig bestimmt.
ii.) Eine Quantenimpulsabbildung J zu einer gegebenen G-äquivarianten Impulsabbil-
dung J ist bis auf Addition von G-invarianten Elementen aus
∧
C
g∗
C
[[λ]] eindeutig
bestimmt. Diese sind genau die formalen Potenzreihen von Lie-Algebra 1-Kozy-
keln. Insbesondere sind Quantenimpulsabbildungen eindeutig, wenn die erste Lie-
Algebra-Kohomologie verschwindet.
Beweis. Da das Zentrum von C∞(M)[[λ]] bezüglich ⋆ nur aus den konstanten Funktio-
nen besteht (vgl. [Wal07, Bsp. 6.3.15]) ist die Aussage klar, siehe auch [Xu98].
Bemerkung 1.2.32. Wir haben im vorangegangenen Abschnitt gesehen, dass die Klas-
sifikation von Sternprodukten auf symplektischen Mannigfaltigkeiten mit Hilfe der de-
Rham-Kohomologie im Allgemeinen physikalisch zu grob ist. In vielen Situationen wird
man jedoch gute physikalische Gründe haben, bestimmte Invarianzforderungen an das
Sternprodukt zu stellen. Dies verkleinert im Allgemeinen die Sternprodukt-Äquivalenz-
klassen oder zeichnet gar ein Sternprodukt aus. Für eine weitergehende Diskussion der
Klassifikation von invarianten Sternprodukten verweisen wir auf die Diplomarbeit von
Schaumann [Sch10]. Dort wird insbesondere als schönes Beispiel gezeigt, dass das Weyl-
Moyal-Sternprodukt das einzige Sp2n ⋉ R
2n-invariante, differentielle Sp2n-stark invari-
ante Sternprodukt für den R2n mit kanonischer symplektischer Form ist. Dabei bezeich-
net Sp2n die symplektische Gruppe und ⋉ das semi-direkte-Produkt von Gruppen. Für
Details verweisen wir auf [Sch10].
Mit Hilfe der Fedosov Konstruktion erhält man das folgende Resultat über die
Existenz von invarianten Sternprodukten auf symplektischen Mannigfaltigkeiten, vgl.
[Xu98, Prop. 6.1].
Satz 1.2.33 (Existenz invarianter Sternprodukte). Sei (M,ω) eine symplektische Man-
nigfaltigkeit und G eine Lie-Gruppe, die auf M symplektisch operiere. Es gibt genau
dann ein G-invariantes Sternprodukt ⋆ für (M,ω), wenn es eine G-invariante, torsi-
onsfreie kovariante Ableitung ∇ auf M gibt. Sind ∇ und die formale Potenzreihe ge-
schlossener Zweiformen Ω ∈ λΓ∞(
∧2 T ∗M)[[λ]] G-invariant, so ist auch das induzierte
Fedosovsternprodukt ⋆Ω G-invariant.
Korollar 1.2.34. Die Lie-Gruppe G wirke symplektisch und eigentlich auf der sym-
plektischen Mannigfaltigkeit (M,ω). Dann existiert ein G-invariantes Sternprodukt ⋆
für (M,ω).
Beweis. Da die G-Wirkung eigentlich ist, existiert nach Korollar D.3.14 eine G-invari-
ante, torsionsfreie kovariante Ableitung auf M , so dass die Behauptung mit Satz 1.2.33
klar ist.
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Definition 1.2.35. Zwei G-invariante Sternprodukte ⋆ und ⋆′ für eine Poisson-Man-
nigfaltigkeit (M, {·, ·}), auf der eine Lie-Gruppe G operiere, heißen G-äquivalent, falls
es eine G-äquivariante Äquivalenztransformation zwischen ⋆ und ⋆′ gibt.
Bertelson, Bieliavsky und Gutt konnten in [BBG98] mit Hilfe der Fedosov-Konstruk-
tion das folgende Klassifikationsresultat für G-invariante Sternprodukte zeigen.
Satz 1.2.36. Sei (M,ω) eine symplektische Mannigfaltigkeit auf der eine Lie-Gruppe G
derart wirke, dass eine G-invariante, torsionsfreie Ableitung ∇ auf M existiere. Dann
gibt es eine, von ∇ unabhängige, Bijektion zwischen der Menge der Äquivalenzklassen
von G-invarianten Sternprodukten im Sinne der G-Äquivalenz in die Menge der forma-
len Potenzreihen von Elementen der zweiten G-invarianten de-Rham Kohomologie von
M .
Müller-Bahns und Neumaier [MBN04] haben Existenzkriterien für Quantenhamil-
tonfunktionen angegeben. Wir fassen diese im nächsten Satz zusammen.
Satz 1.2.37. Sei (M,ω) eine symplektische Mannigfaltigkeit auf der eine Lie-Gruppe
G symplektisch operiere. Weiter sei ∇ eine G-invariante, torsionsfreie kovariante Ab-
leitung und Ω ∈ λΓ∞(
∧2 T ∗M) eine formale Reihe G-invarianter Zweiformen. Dann
besitzt das zugehörige G-invariante Fedosov-Sternprodukt ⋆Ω genau dann eine Quan-
tenhamiltonfunktion, wenn es eine formale Potenzreihe J =
∑∞
r=0 λ
rJr mit glatten
Abbildungen Jr : M → g∗ gibt, die für alle ξ ∈ g
dJ(ξ) = (ω +Ω)(ξM , ·) (1.2.19)
erfüllt.
Korollar 1.2.38. Seien die Voraussetzungen wie in Satz 1.2.37 und J : M → g∗ eine
klassische Impulsabbildung, so ist ⋆Ω genau dann stark invariant, wenn für alle ξ ∈ g
Ω(ξM , ·) = 0 (1.2.20)
gilt.
Bemerkung 1.2.39. Wählt man Ω = 0, so ist Gleichung (1.2.20) trivial erfüllt. Es ist
also eine hinreichende Bedingung für die Existenz eines stark invarianten Sternprodukts,
dass eine G-invariante, torsionsfreie kovariante Ableitung existiert, was z. B. immer dann
der Fall ist, wenn die G-Wirkung eigentlich ist.
Xu konnte in [Xu98, Prop. 6.3] die aus der klassischen Situation schon bekannte
Proposition 1.2.10 für Quantenimpulsabbildungen verallgemeinern.
Proposition 1.2.40. Sei (M,ω) eine zusammenhängende symplektische Mannigfaltig-
keit und G eine zusammenhängende Lie-Gruppe, die auf M wirke. Sei weiter ⋆ ein
Sternprodukt für (M,ω) und J eine Quantenimpulsabbildung. Für alle ξ, η ∈ g ist die
Funktion c(ξ, η) := J([ξ, η]) − [J(ξ),J(η)]⋆ konstant als Element von C∞(M)[[λ]] und
die Abbildung g × g ∋ (ξ, η) 7→ c(ξ, η) ∈ C[[λ]] ist ein Lie-Algebra 2-Kozyklus. Es gibt
genau dann eine G-äquivariante Impulsabbildung, wenn [c] als Element der zweiten Lie-
Algebra-Kohomologie H2(g,C[[λ]]) ≃ H2(g)⊗ C[[λ]] verschwindet.
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Bemerkung 1.2.41. Falls es eine Quantenimpulsabbildung J gibt, ist nach Propositi-
on 1.2.40 das Verschwinden der zweiten Lie-Algebra-Kohomologie hinreichend für die
Existenz einer G-äquivarianten Impulsabbildung. Dies ist, wie in Bemerkung 1.2.11
schon gesagt, insbesondere für halbeinfache Lie-Algebren der Fall.
Die aus der klassischen Situation bekannte Proposition 1.2.9 wollen wir nun auf
den Quantenfall verallgemeinern. Wie es scheint, ist dies noch nicht in der Literatur
bekannt.
Proposition 1.2.42. Sei G eine kompakte, zusammenhängende Lie-Gruppe, die auf ei-
ner Poisson-Mannigfaltigkeit (M, {·, ·}) operiere und es gebe eine Quantenhamiltonfunk-
tion J zu einer gegebenen G-äquivarianten Impulsabbildung J und einem G-invarianten
differentiellen Sternprodukt ⋆, dann exisitert auch eine G-äquivariante Quantenhamil-
tonfunktion.
Beweis. Für jedes g ∈ G definieren wir Jg durch Jg(ξ) := g(J(g−1ξ)). Dann ist auch
Jg eine Quantenhamiltonfunktion. Denn in der Tat rechnet man nach
[Jg(ξ), f ]⋆ = [g(J(g
−1ξ)), f ]⋆ = g[J(g
−1ξ), g−1f ]⋆
= iλg{J(g−1ξ), g−1f} = iλg{g−1J(ξ), g−1f} = iλ{J(ξ), f}.
Dabei wurde im zweiten Schritt die Invarianz von ⋆ verwendet, im vierten, dass J G-
äquivariant ist und im letzten schließlich, dass G auf C∞(M) durch Poisson-Abbildun-
gen operiert. Sein nun dg das normierte Haar-Maß auf G, dann definieren wir 〈J〉 für
jedes ξ ∈ g durch 〈J〉(ξ) :=
∫
G Jg(ξ) dg. Da ⋆ differentiell ist, folgt mit der Linearität
des ⋆-Kommutators für alle f ∈ C∞(M)
[〈J〉(ξ), f ]⋆ =
∫
G
[Jg(ξ), f ]⋆ dg = iλ
∫
G
{J(ξ), f} dg = iλ{J(ξ), f}.
Somit ist 〈J〉 eine Quantenhamiltonfunktion. Dass 〈J〉 tatsächlich G-äquivariant ist, ist
mit Korollar D.3.5 klar.
Wir wollen nun noch sehen, wie sich Quantenimpulsabbildungen unter G-äquivari-
anten Sternprodukthomomorphismen verhalten.
Proposition 1.2.43. Seien (M, {·, ·}) und (M ′, {·, ·}′) Poisson-Mannigfaltigkeiten mit
Sternprodukten ⋆ und ⋆′. Weiter wirke eine Lie-Gruppe G sowohl auf M als auch auf
M ′, sodass ⋆ und ⋆′ bezüglich dieser G-invariant sind. Ferner sei S : (C∞(M)[[λ]], ⋆) →
(C∞(M ′)[[λ]], ⋆′) ein G-äquivarianter Isomorphismus von Algebren. Ist nun J eine
Quantenimpulsabbildung für ⋆, so ist S(J) eine Quantenimpulsabbildung für ⋆′, wobei
S(J) als S(J)(ξ) := S(J(ξ)) für alle ξ ∈ g zu verstehen ist.
Beweis. Klar.
Mit Hilfe von Proposition 1.2.43 gelingt es Schaumann eine Klassifikation der Stern-
produkte mit Quantenimpulsabbildungen in Termen der G-äquivarianten de-Rham-Ko-
homologie anzugeben, siehe [Sch10]. Wir wollen an dieser Stelle jedoch nicht näher
darauf eingehen.
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Kapitel 2
Koszul-Reduktion
Ziel dieses Kapitels ist es, ein Sternprodukt für den reduzierten Phasenraum zu konstru-
ieren. Das vorgestellte Schema basiert auf der Arbeit [BHW00] von Bordemann, Herbig
und Waldmann, welche in dem zitierten Papier die aus der Quantenfeldtheorie bekann-
te Quantisierungsmethode nach Becchi, Rouet, Stora und Tyutin, kurz BRST-Methode
genannt, in den Rahmen der Deformationsquantisierung übertragen haben. In unserer
Situation ist es jedoch nicht notwendig, den gesamten BRST-Komplex zu betrachten.
Aus Sicht der homologischen Algebra genügt es, wie wir sehen werden, die untersten
Grade des klassischen und des Quanten-Koszul-Komplexes zu verstehen. Dieser Weg
wurde auch in einer Arbeit von Gutt und Waldmann [GW10] beschritten.
In diesem Kapitel sei (M,ω) eine symplektische Mannigfaltigkeit mit induzierter
Poisson-Klammer {·, ·}. Weiter sei G eine zusammenhängende Lie-Gruppe, die stark
Hamiltonsch sowie frei und eigentlich auf M operiere und J : M → g∗ eine G-äqui-
variante Impulsabbildung. Die Zwangsfläche C := J−1(0) sei dabei nicht leer. Ferner
bezeichnen wir mit ı : C →֒M die Inklusion und mit π : C →Mred die kanonische Pro-
jektion auf den reduzierten PhasenraumMred = C/G. Schließlich sei ⋆ ein Sternprodukt
für (M,ω), für das eine G-äquivariante Quantenimpulsabbildung J : g → C∞(M)[[λ]]
existiert.
2.1 Symplektische Reduktion und Koszul-Komplex
2.1.1 Algebraische Beschreibung von C∞(Mred)
In diesem Abschnitt formulieren wir die geometrische Marsden-Weinstein-Reduktion al-
gebraisch, um so ein analoges Vorgehen in der Quanten-Situation motivieren zu können.
Zuerst möchten wir die Poisson-Algebra (C∞(Mred), {·, ·}red) der glatten Funktionen auf
dem reduzierten Phasenraum so beschreiben, dass die Beziehung zur Poisson-Algebra
der glatten Funktionen auf dem ursprünglichen Phasenraum algebraisch klar sichtbar
wird und dann als Grundlage für die spätere Konstruktion des Sternprodukts für den
reduzierten Phasenraum dienen kann.
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Proposition 2.1.1. Die Abbildung
π∗ : C∞(Mred)→ C
∞(C)G (2.1.1)
ist ein Algebraisomorphismus zwischen den glatten Funktionen C∞(Mred) auf dem redu-
zierten Phasenraum und den G-invarianten Funktionen C∞(C)G auf der Zwangsfläche.
Beweis. Zunächst ist klar, dass π∗(C∞(Mred)) tatsächlich in C∞(C)G liegt. Ebenfalls
unmittelbar einsichtig ist die Verträglichkeit mit der Algebramultiplikation. Die Injek-
tivität von π∗ folgt sofort aus der Surjektivität von π. Um die Surjektivität von π∗ zu
zeigen, sei f ∈ C∞(C)G beliebig. Da f G-invariant und π eine surjektive Submersion
ist, gibt es eine eindeutig bestimmte glatte Funktion f˜ ∈ C∞(Mred) mit f = π∗f˜ .
Sei I := ker ı∗ das Verschwindungsideal von C und B := {f ∈ C∞(M) | {f, h} ∈
I ∀h ∈ I} der Lie-Idealisator von I.
Die folgende wohlbekannte Proposition gibt eine algebraische Charakterisierung des
Tangentialraumes einer Untermannigfaltigkeit mit Hilfe des Verschwindungsideals.
Proposition 2.1.2. Sei ı : C →֒ M eine Untermannigfaltigkeit einer Mannigfaltigkeit
M , dann gilt für alle c ∈ C
TcıTcC = {v ∈ TcM | v(f) = 0 ∀f ∈ I}. (2.1.2)
Beweis. Siehe [Lee03, Prop. 8.5].
Als nächstes geben wir ein geometrisches Kriterium an, wann I eine Poisson-Unter-
algebra von C∞(M) ist. Dazu sei zunächst daran erinnert, dass man eine Unterman-
nigfaltigkeit ı : C →֒M koisotrop nennt, wenn in jedem Punkt c ∈ C das symplektische
Komplement TcC⊥ := {wc ∈ TcM | ωc(Tcıvc, wc) = 0 ∀vc ∈ TcC} von TcC in TcıTcC
liegt (vgl. [AM85, Ch. 5.3], [OR04, 4.1.5]).
Proposition 2.1.3. Sei (M,ω) eine symplektische Mannigfaltigkeit mit induzierter
Poisson-Klammer {·, ·} und C ⊂ M eine Untermannigfaltigkeit. Dann sind die fol-
genden Aussagen richtig.
i.) Sei c ∈ C, dann gilt für das symplektische Komplement TcC⊥ ⊂ TcM
TcC
⊥ = {Xf (c)|f ∈ I}. (2.1.3)
ii.) C ist genau dann koisotrop, wenn I eine Poisson-Unteralgebra von C∞(M) ist.
Beweis.
ad i.) Zunächst beachte man, dass die rechte Seite von Gleichung (2.1.3) tatsächlich
ein Vektorraum ist, da C∞(M) ∋ f 7→ Xf ∈ Γ∞(TM) offensichtlich linear ist.
Sei f ∈ I, dann folgt für alle c ∈ C und v ∈ TcıTcC
ω(Xf (c), v) = df |c(v) = v(f) = 0,
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also Xf (c) ∈ TcC⊥. Für die umgekehrte Inklusion sei (U, x) eine Unterman-
nigfaltigkeitskarte von C um c ∈ C und χ ∈ C∞(M) eine glatte Abschnei-
defunktion mit suppχ ⊂ U und χ = 1 auf einer Umgebung von c. Dann gilt
für j ∈ {dimC + 1, . . . ,dimM} und f j := χ · xj ∈ C∞(M) die Gleichung
ı∗f j = 0 und {df j|c} = {dxj |c} ist linear unabhängig. Somit ist {Xfj (c)}
linear unabhängig. Andererseits gilt (vgl. [AM85, Prop. 5.3.2]) dimTcC⊥ =
dimTcM − dimTcıTcC = dimM − dimC.
ad ii.) Sei C ⊂ M koisotrop, d. h. für alle c ∈ C gilt TcC⊥ ⊂ TcıTcC. Seien dann
f, f ′ ∈ I, so gilt nach Proposition 2.1.2 und Teil i.) ı∗{f, f ′}(c) = Xf ′(c)(f) = 0
für alle c ∈ C.
Sei umgekehrt I eine Poisson-Unteralgebra und v ∈ TcC⊥ beliebig. Dann gibt
es nach Teil i.) ein f ∈ I mit v = Xf (c). Es folgt Xf (c)(f ′) = ı∗{f ′, f}(c) = 0
für alle f ′ ∈ I und c ∈ C, also mit Prop. 2.1.2 v = Xf (c) ∈ TcıTcC.
Da in der von uns betrachteten Situation die Wirkung eigentlich ist, ist die Bahn G·p
für alle p ∈M eine eingebettete Untermannigfaltigkeit von M und der Tangentialraum
Tp′(G · p) an p′ ∈M lässt sich als
Tp′(G · p) = {ξM (p
′) | ξ ∈ g} (2.1.4)
schreiben, siehe etwa [Wal07, Bem. 3.3.26, Prop. 3.3.24].
Offensichtlich gilt für jedes p ∈M , v ∈ TpM und ξ ∈ g
ωp(ξM (p), v) = 〈dpJ(ξ), v〉 = 〈I
−1
J(p) ◦ TpJv, ξ〉,
wobei IJ(p) : g∗ → TJ(p)g∗ die kanonische Identifikation der Mannigfaltigkeit g∗ mit
ihrem Tangentialraum TJ(p)g∗ an der Stelle J(p) bezeichnet. Die elementare Rechnung
zum zweiten Gleichheitszeichen wurde im Beweis von Lemma 1.2.23 ausgeführt. Damit
liegt v genau dann in kerTpJ , wenn es ein Element von (Tp(G·p))⊥ ist. Wegen TcıTcC =
ker TcJ (vgl. [Lee03, Lemma 8.15]), gilt also für c ∈ C
Tc(G · c)
⊥ = TcıTcC.
Mit der Kettenregel, der Äquivarianz von J und Definition von C gilt für c ∈ C
TcJξM (c) = TcJTeφ·(c)ξ = Te(J ◦ φ·(c)) = Te(φ·(J(c)︸︷︷︸
=0
)) = 0,
wobei φ : G×M → M die gegebene G-Wirkung auf M ist. Mit TcıTcC = kerTcJ und
Gleichung (2.1.4) folgt daraus
Tc(G · c) ⊂ TcıTcC,
und demnach auch
TcC
⊥ = Tc(G · c)
⊥⊥ = Tc(G · c) ⊂ TcıTcC. (2.1.5)
Für einen Beweis der dabei im zweiten Schritt angewendeten Rechenregel verweisen wir
auf [AM85, Prop. 5.3.2]. Wir können also die folgende Proposition festhalten.
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Proposition 2.1.4. C = J−1(0) liegt koisotrop in M .
Wir sind nun in der Lage, die angestrebte algebraische Formulierung der Observa-
blenalgebra des reduzierten Phasenraumes anzugeben. Dies ist Gegenstand der nächsten
Proposition.
Proposition 2.1.5.
i.) I ist ein Poisson-Ideal1 in B, wodurch B/I via {[f ], [h]}′ := [{f, h}] zu einer
Poisson-Algebra mit Poisson-Klammer {·, ·}′ wird.
ii.) Die Abbildung ı∗ : C∞(M)→ C∞(C) ist surjektiv.
iii.) Es gilt
B = {f ∈ C∞(M) | ı∗f ∈ π∗C∞(Mred)}. (2.1.6)
Ist prol : C∞(C) → C∞(M) ein Rechtsinverses zu ı∗, dann gilt insbesondere
prolπ∗C∞(Mred) ⊂ B.
iv.) Die Abbildung
iso : B/I ∋ [f ] 7→ ı∗f ∈ π∗C∞(Mred) = C
∞(C)G (2.1.7)
ist ein Algebraisomorphismus. Dabei ist die Algebramultiplikation auf B/I durch
[f ][f ′] := [ff ′] für f, f ′ ∈ B gegeben.
Ist prol : C∞(C) → C∞(M) ein Rechtsinverses zu ı∗ : C∞(M) → C∞(C), so gilt
für jedes f ∈ C∞(C)G
iso−1(f) = [prol(f)] ∈ B/I. (2.1.8)
v.) Die Abbildung
iso−1 ◦ π∗ : C∞(Mred)→ B/I (2.1.9)
ist ein Isomorphismus von Poisson-Algebren. Ist prol : C∞(C) → C∞(M) ein
Rechtsinverses zu ı∗ : C∞(M) → C∞(C), so gilt insbesondere für ϕ,ϕ′ ∈
C∞(Mred)
π∗{ϕ,ϕ′}red = ı
∗{prolπ∗ϕ, prolπ∗ϕ′}. (2.1.10)
Beweis.
ad i.) Da nach Proposition 2.1.3 ii.) und Proposition 2.1.4 das Ideal I eine Poisson-
Unteralgebra von C∞(M) ist, gilt offensichtlich I ⊂ B. Der Rest ist somit klar.
ad ii.) Man kann jedes f ∈ C∞(C) lokal glatt fortsetzen und vermöge einer Zerle-
gung der Eins eine glatte Fortsetzung von f auf eine offene Umgebung von C
erlangen. Mit Hilfe einer glatten Abschneidefunktion erhält man letztlich eine
Fortsetzung zu einer glatten Funktion auf ganz M .
1d. h. I ist sowohl ein Ideal bezüglich Algebramultiplikation als auch bezüglich der durch {·, ·}
gegebenen Lie-Klammer, es gilt also für alle f ∈ C∞(M) und f ′ ∈ I f · f ′ ∈ I und {f, f ′} ∈ I,
vgl. [CB97, S. 347]
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ad iii.) Zunächst bemerken wir, dass für c ∈ C die Gleichung
{ξM (c) | ξ ∈ g} = Tc(G · c) = TcC
⊥ = {Xh(c) | h ∈ I}. (∗)
gilt. Sei nun f ∈ C∞(M). Wir betrachten die folgenden Äquivalenzumformun-
gen.
ı∗f ∈ C∞(C)G ⇐⇒ Φ∗g(ı
∗f) = ı∗f ∀g ∈ G
⇐⇒ f(gc) = f(c) ∀g ∈ G, c ∈ C
⇐⇒ ξM (c)(f) = 0 ∀ξ ∈ g, c ∈ C
⇐⇒ Xh(c)(f) = 0 ∀h ∈ I, c ∈ C
⇐⇒ {f, h}(c) = 0 ∀h ∈ I, c ∈ C
⇐⇒ f ∈ B.
Dabei wurde in der dritten Äquivalenz verwendet, dass G zusammenhängend
ist und in der vierten die Gleichung (∗).
ad iv.) Aufgrund der Definition von I = ker ı∗ ist nach Gleichung (2.1.6) klar, dass iso
wohldefiniert und injektiv ist. Auch die Verträglichkeit mit der Algebra- und
Vektorraumstruktur ist klar. Die Surjektivität folgt aus Teil ii.) und iii.). Sei
nun prol ein Rechtsinverses für ı∗. Dann gilt für f ∈ C∞(C)G nach der obigen
Äquivalenz prolf ∈ B, da ı∗prolf = f ∈ C∞(C)G. Weiter ist dann offensichtlich
die Gleichung
iso([prol(f)]) = ı∗prol(f) = f
richtig, und für f ∈ B gilt
[prol(iso([f ]))] = [prol(ı∗f)] = [f ],
da prolı∗f − f ∈ I.
ad v.) Nach dem bisher Gezeigten ist klar, dass iso−1 ◦ π∗ ein Isomorphismus von
Algebren ist. Wir müssen also nur prüfen, ob die Poisson-Klammern respektiert
werden. Dazu sei prol ein Rechtsinverses zu ı∗.
Zunächst sehen wir mit Gleichung (2.1.2), dass für das Hamiltonsche Vektorfeld
Xf einer Funktion f ∈ B für alle c ∈ C die Beziehung Xf (c) ∈ TcıTcC gilt,
denn für f ′ ∈ I ist Xf (c)(f ′) = ı∗{f ′, f}(c) = 0. Es gibt somit ein Vektorfeld
X˜f auf C, das zu Xf ı-verwandt ist. Weiter seien c ∈ C und v ∈ TcC beliebig.
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Dann gilt für ϕ ∈ C∞(Mred)
ωred|π(c)(TcπX˜prolπ∗ϕ(c), Tcπv) = ω|c(TcıX˜prolπ∗ϕ(c), Tcıv)
= ω|c(Xprolπ∗ϕ(c), Tcıv)
= 〈dc(prolπ
∗ϕ), Tcıv〉
= 〈dc(prolπ
∗ϕ ◦ ı), v〉
= 〈dc(ı
∗prol(ϕ ◦ π)), v〉
= 〈dc(ϕ ◦ π), v〉
= 〈dπ(c)ϕ, Tcπv〉
= ωred|π(c)(Xϕ(π(c)), Tcπv).
Wegen der Nicht-Ausgeartetheit von ωred sind demnach die Vektorfelder X˜prolπ∗ϕ
und Xϕ π-verwandt. Somit ergibt sich für ϕ,ϕ′ ∈ C∞(Mred)
ı∗{prolπ∗ϕ, prolπ∗ϕ′} = ı∗(ω(Xprolπ∗ϕ,Xprolπ∗ϕ′))
= ı∗(ω(T ıX˜prolπ∗ϕ, T ıX˜prolπ∗ϕ′))
= (ı∗ω)(X˜prolπ∗ϕ, X˜prolπ∗ϕ′)
= (π∗ωred)(X˜prolπ∗ϕ, X˜prolπ∗ϕ′)
= (ωred ◦ π)(TπX˜prolπ∗ϕ, TπX˜prolπ∗ϕ′)
= (ωred ◦ π)(Xϕ ◦ π,Xϕ′ ◦ π)
= π∗(ωred(Xϕ,Xϕ′)) = π
∗{ϕ,ϕ′}red.
Damit gilt natürlich auch
(iso−1 ◦ π∗)({ϕ,ϕ′}red) = [prol(ı
∗{prolπ∗ϕ, prolπ∗ϕ′})]
= [{prolπ∗ϕ, prolπ∗ϕ′}]
= {(iso−1 ◦ π∗)ϕ, (iso−1 ◦ π∗)ϕ′},
d. h. iso−1 ◦ π∗ ist ein Isomorphismus von Poisson-Algebren.
2.1.2 Augmentierter Koszul-Komplex
Da a priori keine „Quanteneinschränkung“ gegeben ist, wollen wir eine andere Charak-
terisierung von I angeben, die eine naheliegende Analogie für den Quantenfall zulässt.
Dazu sei 〈J〉 das von der Impulsabbildung J erzeugte Ideal. Ist {eα} eine Basis von g,
so ist 〈J〉 = {fα〈J, eα〉 | fα ∈ C∞(M)}. Man beachte, dass diese Definition unabhän-
gig von der Wahl der Basis {eα} von g ist. Offensichtlich gilt 〈J〉 ⊂ I. Wir wollen im
Folgenden zeigen, dass sogar 〈J〉 = I erfüllt ist. Dazu müssen wir beweisen, dass es
für jedes f ∈ I glatte Funktionen fα ∈ C∞(M) gibt mit f = fα〈J, eα〉. Definiert man
die Abbildung ∂ : C∞(M) ⊗ g → C∞(M), f ⊗ ξ 7→ f〈J, ξ〉 und lineare Fortsetzung, so
schreibt sich dies als f = ∂(fα ⊗ eα).
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Definition 2.1.6 (Augmentierter Koszul-Komplex). Für k ∈ N definiert man die Ab-
bildung
∂ : C∞(M)⊗
∧k
g→ C∞(M)⊗
∧k−1
g (2.1.11)
durch lineare Fortsetzung von
f ⊗ ξ 7→ f〈J, eα〉 ⊗ i(e
α)ξ, (2.1.12)
wobei i(eα) die antisymmetrische Einsetzderivation bezeichnet. Die so erhaltene Sequenz
C∞(C) C∞(M)⊗
∧0
g C∞(M)⊗
∧1
g . . .
ı∗ ∂ ∂ , (2.1.13)
heißt (augmentierter) Koszul-Komplex K.
Bemerkung 2.1.7. Der augmentierte Koszul-Komplex ist tatsächlich ein Komplex, d. h.
es gilt ∂2 = 0 und ı∗∂ = 0.
Eigentlich bezeichnet man nur den Teil ohne C∞(C) als Koszul-Komplex [Lan97,
XXI,§4], [Lod98, 3.4.6]. Durch C∞(C) ı
∗
←− wird dieser augmentiert. Ist U ⊂ M eine
offene Teilmenge, so bezeichnen wir im Folgenden mit ∂U : C∞(U)⊗
∧•
g→ C∞(U)⊗∧•+1
g die eindeutig bestimmte Abbildung, so dass für alle f ⊗ ξ ∈ C∞(M)⊗
∧•
g die
Gleichung ∂U (f |U ⊗ ξ) = (∂(f ⊗ ξ))|U gilt. Die Abbildung ∂U ist offenbar für alle k ∈ N
und f ⊗ ξ ∈ C∞(U)⊗
∧k
g durch ∂U (f ⊗ ξ) = fJα|U ⊗ i(eα)ξ und lineare Fortsetzung
gegeben.
Die Gleichung 〈J〉 = I ist dann äquivalent zu der Aussage, dass der augmentierte
Koszul-Komplex an der Stelle C∞(M) ⊗
∧0
g exakt ist. Da es keinen wesentlichen
Mehraufwand bedeutet, vor allem da es sich für die spätere Quantisierung als nützlich
erweisen wird, werden wir den ganzen augmentierten Koszul-Komplex betrachten und
durch Konstruktion einer expliziten zusammenziehbaren Kettenhomotopie zeigen, dass
alle Homologien verschwinden. Mit anderen Worten, der augmentierte Koszul-Komplex
ist eine Auflösung des C∞(M)-Moduls C∞(C). Bevor wir uns dieser etwas technischen
Aufgabe zuwenden, sei noch folgende Äquivarianzeigenschaft von ∂ bemerkt.
Proposition 2.1.8 (Äquivarianz von ∂). Sei H eine Lie-Gruppe, die auf M wirke und
sei weiter eine lineare H-Wirkung auf g gegeben, so dass J H-äquivariant ist, dann ist
auch ∂ H-äquivariant.
Beweis. Sei h ∈ H, dann gilt
h(∂(f ⊗ ξ)) = h(J(eα)f ⊗ i(e
α)ξ)
= h(J(eα)f)⊗ h i(e
α)ξ
= hJ(eα)hf ⊗ i(he
α)(hξ)
= J(heα)hf ⊗ i(he
α)(hξ)
= ∂(hf ⊗ hξ) = ∂(h(f ⊗ ξ)).
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2.1.3 Konstruktion der Homotopie
Da in dieser Arbeit nur zusammenziehbare Kettenhomotopien vorkommen, bezeichnen
wir diese im Folgenden der Kürze halber als Homotopie.
Ist U eine offene Umgebung von C und r : U → C eine glatte Retraktion, so liegt es
nahe, diese zu verwenden um auf geometrischem Wege ein Rechtsinverses zu ı∗ zu kon-
struieren, wie es schon in Proposition 2.1.5 rein algebraisch verwendet wurde. Dies führt
die nächste Definition genauer aus. In unserer Situation existiert nach dem Tubensatz
E.2.10 immer eine derartige glatte Retraktion. Ist H eine Lie-Gruppe, die eigentlich
auf M wirkt und C stabilisiert, so kann U H-invariant und r H-äquivariant gewählt
werden.
Definition 2.1.9 (Geometrische Prolongationsabbildung). Sei C eine Untermannigfal-
tigkeit einer Mannigfaltigkeit M , U und O offene Umgebungen von C in M mit O ⊂ U
und ψU : M → R eine glatte Funktion, so dass {ψU , 1 − ψU} eine glatte Zerlegung der
Eins ist, die der offenen Überdeckung {U,M \O} untergeordnet ist. Weiter sei r : U → C
eine glatte Retraktion auf C. In diesem Fall nennen wir die Abbildung
prolM,O,r,ψU : C
∞(C)→ C∞(M) (2.1.14)
prolM,O,r,ψU (f)(p) :=
{
ψU (p)f(r(p)) falls p ∈ U
0 sonst
(2.1.15)
geometrische Prolongationsabbildung oder kurz geometrische Prolongation. Falls aus
dem Zusammenhang klar ist, welche Daten (M,O, r, ψU ) gewählt wurden schreiben
wir einfach prol statt prolM,O,r,ψU .
Bemerkung 2.1.10. Es gelten die Bezeichnungen aus Definition 2.1.9 und H sei eine Lie-
Gruppe, die auf M wirke. Falls C, U , O und ψU H-invariant sind und r H-äquivariant
ist, ist auch prol H-äquivariant. Nach Satz E.2.10 und Satz D.3.10 existiert immer eine
glatte, H-äquivariante Retraktion und eine glatte H-invariante Funktion ψU mit den
Eigenschaften aus Definition 2.1.9.
Proposition 2.1.11. Ist prol eine geometrische Prolongation, so gilt
ı∗prol = id , (2.1.16)
wobei ı : C →֒M die kanonische Inklusion der Untermannigfaltigkeit C in die Mannig-
faltigkeit M ist.
Beweis. Klar.
Um die Geometrie besser unter Kontrolle zu haben und die Homotopie konstruieren
zu können, werden wir in einer Tubenumgebung arbeiten, die wir, wie der folgende Satz
zeigt, besonders angepasst wählen können.
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Satz 2.1.12. Sei M eine glatte Mannigfaltigkeit, und W ein endlichdimensionaler Vek-
torraum. Weiter sei G eine Lie-Gruppe, die auf M eigentlich wirke und auf W linear.
Zudem sei eine G-äquivariante, glatte Abbildung J : M → W gegeben und 0 ∈ W ein
regulärer Wert von J mit C := J−1(0) 6= ∅. Ist schließlich r : U ′ → C eine glatte, G-
äquivariante Retraktion von einer offenen, G-invarianten Umgebung U ′ von C in M
auf C (die z. B. von einer Tubenumgebung herrühren könnte), so gibt es G-invariante,
offene Umgebungen U ⊂ U ′ von C in M und V von C × {0} in C ×W , so dass
F : U → V, u 7→ (r(u), J(u)) (2.1.17)
ein G-äquivarianter Diffeomorphismus ist. Für alle (c, v) ∈ V gilt dann
F−1(c, 0) = c und J ◦ F−1(c, v) = v. (2.1.18)
V kann sternförmig in Faserrichtung gewählt werden, d. h. derart, dass aus (c, v) ∈ V
schon (c, tv) ∈ V für alle t ∈ [0, 1] folgt.
Beweis. Wir definieren F˜ : U ′ → C ×W durch F˜ (u) := (r(u), J(u)). Zuerst zeigen wir,
dass TcF˜ für alle c ∈ C injektiv ist. Dazu sei v ∈ TcM mit TcF˜ v = 0. Mit Proposition
A.1 iii.) ist dies aber äquivalent zu Tcrv = 0 und TcJv = 0. Da 0 ein regulärer Wert von
J ist, bedeutet letzteres, dass v ∈ TcιTcC ist, wobei ι : C →֒M die Inklusion bezeichnet.
Da weiter r ◦ ι = id gilt, folgt aus Tcrv = 0 schon v = 0. Somit ist TcF˜ injektiv und
aus Dimensionsgründen auch bijektiv für alle c ∈ C. Damit ist mit dem Satz über die
Umkehrfunktion F˜ ein lokaler Homöomorphismus auf einer offenen Umgebung von C.
Ferner ist offensichtlich wegen der G-Äquivarianz von J die Menge C×{0} G-invariant
und s : C × {0} → U ′ mit s((c, 0)) = c liefert einen stetigen, G-äquivarianten Schnitt
von F˜ auf C × {0}. Wegen der G-Äquivarianz von r und J ist offenbar auch F˜ G-
äquivariant.
Mit Korollar E.1.6 folgt dann, dass es eine G-invariante, offene Umgebung U˜ von
s(C × {0}) = C gibt, so dass F˜ |U˜ ein G-äquivarianter Homöomorphismus auf eine
offene, G-invariante Teilmenge V˜ von C ×W ist. Offenbar gilt nach Konstruktion J ◦
F˜−1(c, v) = v für (c, v) ∈ V˜ ⊂ C×W . Nach Proposition D.3.15 gibt es eine G-invariante
Riemannsche Fasermetrik h auf C×W mit V := B1(C) ⊂ V˜ . Somit sind U := F˜ |−1
U˜
(V ),
V und F := F˜ |U : U → V wie gewünscht.
Wir können insbesondere den folgenden Spezialfall des vorangehenden Satzes for-
mulieren.
Korollar 2.1.13. Sei (M,ω) eine symplektische Mannigfaltigkeit und G eine Lie-Grup-
pe mit zugehöriger Lie-Algebra g. G wirke auf g∗ vermöge Ad∗ und auf M stark Hamil-
tonsch sowie eigentlich und sei J : M → g∗ die zugehörige G-äquivariante Impulsabbil-
dung. Sei schließlich 0 ∈ g∗ ein regulärer Wert für J und C := J−1({0}) 6= ∅.
Dann gibt es eine G-invariante Umgebung U von C inM und einen G-äquivarianten
Diffeomorphismus F : U → V ⊂ C × g∗ auf eine offene G-invariante Umgebung V von
C×{0}, wobei die G-Wirkung auf C×g∗ durch g(c, v) := (gc,Ad∗g−1 v), für alle g ∈ G,
(c, v) ∈ C × g∗ gegeben ist. Man kann sogar erreichen, dass J ◦ F−1(c, v) = v für
(c, v) ∈ V gilt, sowie dass für jedes (c, v) ∈ V auch (c, tv) ∈ V für jedes t ∈ [0, 1] ist.
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Bemerkung 2.1.14 (Gute Tubenumgebung). (C ×W → C, V,U, F−1) aus Satz 2.1.12
ist insbesondere eine G-äquivariante Tubenumgebung von C mit G-äquivarianter Re-
traktion r : U → C. Eine derartige Tubenumgebung wollen wir im Folgenden auch von
r induzierte gute Tubenumgebung oder einfach gute Tubenumgebung nennen. Analog
sprechen wir dann von guter Tubenabbildung usw. Schließlich vereinbaren wir den No-
tationsmissbrauch auch die inverse Tubenabbildung F als solche zu bezeichnen und
sprechen auch von der guten Tubenabbildung F : U → V .
Mit Hilfe einer guten Tubenumgebung werden wir nun die gesuchten Homotopie
konstruieren.
Lemma 2.1.15. Sei Ψ: U → V ⊂ C × g∗ eine gute Tubenabbildung mit zugehöriger
Retraktion r : U → C. Weiter sei die Abbildung hU : C∞(U)⊗
∧• g→ C∞(U)⊗∧•+1 g
für alle k ∈ N f ⊗ η ∈ C∞(U)⊗
∧k
g und (c, µ) ∈ V durch lineare Fortsetzung von
hU (f ⊗ η) ◦Ψ
−1(c, µ) :=
∫ 1
0
tk∂α(f ◦Ψ−1)(c, tµ) dt ⊗ eα ∧ η (2.1.19)
gegeben, wobei ∂α := ∂eα die Ableitung in Richtung eα bezeichnet. Dann gilt
hU ∂Ux+ ∂U hU x = x für x ∈ C
∞(U)⊗
∧k
g und k ≥ 1, (2.1.20)
r∗ı∗f + ∂U hU f = f für f ∈ C
∞(U) (2.1.21)
und
hU r
∗ = 0. (2.1.22)
Trägt M eine Wirkung einer Lie-Gruppe H unter der C stabil ist, g eine lineare H-
Wirkung und ist Ψ H-äquivariant, so gilt dies auch für hU .
Beweis. Der Beweis verläuft ähnlich wie der des klassischen Poincaré-Lemmas, (vgl.
etwa [Lee03, Lemma 11.4, Thm. 11.11]). Für α ∈ {1, . . . ,dimG} sei prα : C × g
∗ → g∗
die α-te Koordinatenfunktion bezüglich der Basis {eα}, d. h. für (c, µαeα) ∈ C × g∗
gilt die Gleichung prα(c, µβeβ) = µα. Man beachte Jα ◦ Ψ−1 = prα. Für k ∈ N und
f ⊗ η ∈ C∞(U)⊗
∧k
g gilt schließlich
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(∂ hU f ⊗ η)(Ψ
−1(c, µ))
= Jα(Ψ
−1(c, µ)) i(eα) hU (f ⊗ η)(Ψ
−1(c, µ))
= µα
(∫ 1
0
tk∂β(f ◦Ψ−1)(c, tµ) dt ⊗ i(eα)(eβ ∧ η)
)
= µα
(∫ 1
0
tk∂β(f ◦Ψ−1)(c, tµ) dt ⊗ δαβη
)
− (1− δ0k)µα
(∫ 1
0
tk∂β(f ◦Ψ−1)(c, tµ) dt ⊗ (eβ ∧ i(e
α)η)
)
=
∫ 1
0
tk
d
dt
(f ◦Ψ−1(c, tµ)) dt ⊗ η
− (1− δ0k)
∫ 1
0
tk−1
(
prα · ∂
β(f ◦Ψ−1)
)
(c, tµ) dt⊗ eβ ∧ i(e
α)η
=
∫ 1
0
d
dt
((
tkf(Ψ−1(c, tµ))
))
dt⊗ η −
∫ 1
0
dtk
dt
(f ◦Ψ−1)(c, tµ) dt ⊗ η
− (1− δ0k)
∫ 1
0
tk−1∂β(prα · f ◦Ψ
−1)(c, tµ) dt ⊗ eβ ∧ i(e
α)η
+ (1− δ0k)
∫ 1
0
tk−1(δβαf ◦Ψ
−1)(c, tµ) dt ⊗ eβ ∧ i(e
α)η
= ((f ◦Ψ−1)(c, µ) − δ0k(f ◦Ψ
−1)(c, 0)) ⊗ η − (1− δ0k)k
∫ 1
0
tk−1(f ◦Ψ−1)(c, tµ) dt ⊗ η
− (1− δ0k)((hU ∂(f ⊗ η)) ◦Ψ
−1)(c, µ) + (1− δ0k)k
∫ 1
0
tk−1(f ◦Ψ−1)(c, tµ) dt ⊗ η
= (f ⊗ η) ◦Ψ−1(c, µ)− (f ⊗ η) ◦Ψ−1(c, 0)δ0k − (1− δ0k)((hU ∂(f ⊗ η)) ◦Ψ
−1)(c, µ).
Dabei wurde im dritten Schritt ausgenutzt, dass i(eα) eine Super-Derivation ist, im
drauffolgenden Schritt kam die Kettenregel für Ableitungen zur Anwendung, beim näch-
sten Gleichheitszeichen wurde zweimal die Produktregel für Ableitungen verwendet und
schließlich im vorletzten Schritt haben wir die Gleichung eα ∧ i(eα)ξ = kξ ausgenutzt,
die für alle k ∈ N und alle ξ ∈
∧k
g gilt.
Aus obiger Rechnung folgt dann unmittelbar die Behauptung. Ist nun H eine Lie-
Gruppe wie in den Voraussetzungen, so beachte man, dass für alle (c, µ) ∈ C × g und
h ∈ H die Gleichung
(h(∂eα(f ◦Ψ
−1)))(c, µ) = ∂eα(f ◦Ψ
−1)(h−1(c, µ))
= lim
s→0
f ◦Ψ−1(h−1c, h−1µ+ seα)− f ◦Ψ−1(h−1c, h−1µ)
s
= lim
s→0
(h(f ◦Ψ−1))(c, µ + sheα)− (h(f ◦Ψ−1))(c, µ)
s
= (∂heα(h(f ◦Ψ
−1)))(c, µ)
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gilt. Ferner gilt 〈heα, heβ〉 = 〈hh−1eα, eβ〉 = δ
β
α, d. h. {heα} und {heα} sind zueinander
duale Basen für g und g∗. Mit diesen Bemerkungen sind die behaupteten Invarianzei-
genschaften klar.
Das folgende technische Lemma wird sich als nützlich erweisen, die in Lemma 2.1.15
auf einer Tubenumgebung konstruierte Homotopie zu globalisieren.
Lemma 2.1.16. Sei W ⊂ M \ C offen. Dann gibt es eine glatte Abbildung ξ : W → g
mit
〈J |W , ξ〉 = 1. (2.1.23)
Sei H eine Lie-Gruppe, die auf M eigentlich wirke und sei W H-invariant sowie J H-
äquivariant. Weiter sei g mit einer linearen H-Wirkung versehen. Dann kann ξ auch
H-äquivariant gewählt werden.
Beweis. Wir betrachten direkt den Fall mit Gruppenwirkung. Der andere ergibt sich
trivialerweise mit H = {e}. Sei x ∈ W beliebig. Als erstes konstruieren wir eine glatte
H-äquivariante Abbildung η[x] : H · x → g mit der Eigenschaft 〈J |H·x, η[x]〉 = 1 wie
folgt. Da die H-Wirkung eigentlich ist, ist die Stabilisatorgruppe Hx von x kompakt,
womit ein H-invariantes Skalarprodukt 〈·, ·〉x mit induzierter Norm | · |x auf g existiert
(vgl. Lemma D.3.11). Ist nun ν ∈ g∗, so sei ν(x) das eindeutig bestimmte Element von
g mit 〈ν(x), ·〉x = ν. Für h ∈ Hx ist dann J(x)
(x) = J(hx)(x) = hJ(x)(x), denn wie man
leicht nachvollzieht gilt für jedes ρ ∈ g
〈J(hx)(x), ρ〉x = 〈J(hx), ρ〉 = 〈hJ(x), ρ〉
= 〈J(x), h−1ρ〉 = 〈J(x)(x), h−1ρ〉x = 〈hJ(x)
(x), ρ〉x.
Sind h, h′ ∈ H mit hx = h′x so ist offenbar h˜ := h−1h′ ∈ Hx und es folgt h˜J(x)(x) =
J(x)(x), d. h. hJ (x)(x) = h′J (x)(x). Somit drückt sich die glatte Abbildung H → g,
h 7→ hJ(x)(x)/|J(x)(x)|x zur glatten Abbildung H/Hx → g, [h] 7→ hJ(x)
(x)/|J(x)(x)|x
herunter. Da bekanntlich (vgl. [Wal07, Prop. 3.3.24]) H/Hx → H · x, [h] 7→ hx ein Dif-
feomorphismus ist, folgt durch Komposition, dass η[x] : H ·x→ g, hx 7→ hJ (x)/|J(x)(x)|x
eine wohldefinierte glatte Abbildung ist. Per Konstruktion ist η[x] H-äquivariant. Nun
können wir nach Bemerkung 2.1.10 eine H-invariante offene Umgebung U˜ [x] von H ·x in
M sowie eine H-äquivariante geometrische Prolongation prol[x] : C∞(H · x)→ C∞(M)
darauf wählen. Wir definieren dann ξ[x] := prol[x]η[x]. Aus Stetigkeits- und Invari-
anzgründen gibt es eine offene, H-invariante Umgebung U [x] ⊂ U˜ [x] von H · x mit
〈J, ξ[x]〉|U [x] > 0. Damit ist ξ
[x]′ : U [x] → g, p 7→ ξ
[x](p)
〈J(p),ξ[x]〉
eine wohldefinierte glatte und
H-äquivariante Abbildung und es gilt 〈J |U [x], ξ
[x]′〉 = 1. Wir wählen dann eine der offe-
nen H-invarianten Überdeckung {U [x]}x∈W untergeordnete, glatte, H-invariante, lokal
endliche Zerlegung der Eins {χx}x∈W (vgl. Satz D.3.10) und setzen ξ :=
∑
x∈W χxξ
[x]′.
Dies erfüllt offensichtlich die gewünschte Eigenschaft 〈J |W , ξ〉 = 1.
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Korollar 2.1.17. Es seien dieselben Voraussetzungen wie in Lemma 2.1.16 gegeben
und zusätzlich eine glatte Funktion ψW : M → R mit suppψW ⊂ W . Dann gibt es eine
glatte Abbildung ξ : M → g mit supp ξ ⊂ W und 〈J, ξ〉 = ψW . Ist H eine Lie-Gruppe
wie in Lemma 2.1.16 und W sowie ψW H-invariant, so ist ξ H-äquivariant wählbar.
Beweis. Nach Lemma 2.1.16 gibt es ein glattes ξ˜ : W → g mit 〈J |W , ξ〉 = 1. Dann
definiere man ξ := ψW ξ˜ : M → g.
Proposition 2.1.18. Sei W ⊂ M \ C offen und ψW ∈ C∞(M) mit suppψW ⊂ W
sowie ξ : M → g eine glatte Abbildung mit 〈J, ξ〉 = ψW und supp ξ ⊂ W . Ist {eα} eine
Basis von g, so gibt es eindeutig bestimmte Funktionen ξα ∈ C∞(M) mit ξ = ξαeα. Sei
hW : C
∞(M) ⊗
∧•
g → C∞(M) ⊗
∧•+1
g, für alle k ∈ N und f ⊗ η ∈ C∞(M) ⊗
∧k
g
durch hW (f ⊗ η) := ξαf ⊗ eα ∧ η und lineare Fortsetzung definiert. Diese Definition ist
unabhängig von der Wahl der Basis {eα} und es gilt
∂ hW x+ (1− δ0k) hW ∂x = ψWx ∀x ∈ C
∞(M)⊗
∧k
g, k ∈ N. (2.1.24)
Es trage M die Wirkung einer Lie-Gruppe H, welche auch auf g linear operiere. Falls
ψW H-invariant und ξ H-äquivariant ist, so ist auch hW H-äquivariant.
Beweis. Sei k ∈ N und f ⊗ η ∈ C∞(M)⊗
∧k
g, dann gilt
∂ hW (f ⊗ η) + (1− δ0k) hW ∂(f ⊗ η)
= ∂(ξαf ⊗ eα ∧ η) + (1− δ0k) hW (fJα ⊗ i(e
α)η)
= Jβξ
αf ⊗ i(eβ)(eα ∧ η) + (1− δ0k)fJαξ
β ⊗ (eβ ∧ i(e
α)η)
= Jαξ
αf ⊗ η − (1− δ0k)Jβξ
αf ⊗ eα ∧ i(e
β)η + (1− δ0k)fJαξ
β ⊗ (eβ ∧ i(e
α)η)
= 〈J, ξ〉(f ⊗ η)
= ψW (f ⊗ η).
Um die Äquivarianzeigenschaften zu zeigen sei h ∈ H , k ∈ N und f⊗η ∈ C∞(M)⊗
∧k
g,
dann folgt:
hW (h(f ⊗ η)) = hW (hf ⊗ hη) = ξ
αhf ⊗ eα ∧ hη
= h(h−1ξαf ⊗ h−1eα ∧ η) = h hW (f ⊗ η).
Wir kommen nun zum angekündigten Existenzsatz einer globalen Homotopie.
Satz 2.1.19 (Homotopie). Sei Ψ: U → V ⊂ C × g∗ eine gute Tubenabbildung mit
zugehöriger Retraktion r : U → C und hU : C∞(U) ⊗
∧•
g → C∞(U) ⊗
∧•+1
g wie
in Lemma 2.1.15. Sei weiter O eine offene Umgebung von C mit O ⊂ U , W :=
M \ O sowie {ψU , ψW } eine der offenen Überdeckung {U,W} untergeordnete glatte
Zerlegung der Eins. Dann gibt es eine glatte Abbildung ξ : M → g mit supp ξ ∈ W ,
〈J, ξ〉 = ψW und ξ|suppψW∩U = − hU (ψU |U )|suppψW∩U . Weiter sei hW davon induziert
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wie in Proposition 2.1.18. Schließlich sei prol := prolM,O,r,ψU . Dann erfüllt die Abbildung
h : C∞(M) ⊗
∧• g→ C∞(M) ⊗∧•+1 g, welche für k ∈ N und f ⊗ η ∈ C∞(M)⊗∧k g
durch
h(f ⊗ η) := ψU hU (f |U ⊗ η) + hW (f ⊗ η) (2.1.25)
und lineare Fortsetzung definiert ist, die folgenden Gleichungen.
h ∂x+ ∂ hx = x für x ∈ C∞(M)⊗
∧k
g und k ≥ 1, (2.1.26)
prolı∗f + ∂ h f = f für f ∈ C∞(M) (2.1.27)
und
h prolf = 0 für f ∈ C∞(C). (2.1.28)
Trägt M eine Wirkung einer Lie-Gruppe H, unter der C stabil ist, und g eine lineare
H-Wirkung, so kann man ψU , ψW H-invariant und ξ H-äquivariant wählen. Ebenso
kann nach Lemma 2.1.15 hU H-äquivariant gewählt werden und nach Proposition 2.1.18
auch hW . Unter diesen Annahmen ist h ebenfalls H-äquivariant.
Beweis. Sei ξˆ : U ∩W → g definiert durch ξˆ = − hU (ψ|U )|U∩W . Dann gilt offensichtlich
für p ∈ U ∩W
〈J(p), ξˆ(p)〉 = Jα(p)ξ
α(p) = −(∂ hU (ψU |U ))(p)
= −(ψU (p)− (r
∗ı∗ψU |U )(p)) = 1− ψU (p) = ψW (p)
Nun wählen wir auf W ein ξ′ : M → g mit 〈J, ξ′〉 = ψW . Sei weiter {χ1, χ2} eine
Zerlegung der Eins von W mit suppχ1 ⊂ U ∩W und suppχ2 ⊂ W \ suppψU , dann
erfüllt ξ := χ1ξˆ + χ2ξ′ die gewünschten Eigenschaften.
Für die äquivariante Situation beachte man für h ∈ H und p ∈ U
(hU (ψU ))(hp) =
∫ 1
0
(∂eα(ψU ◦Ψ
−1))(r(hp)tJ(hp)) dt eα
=
∫ 1
0
(∂eα(ψU ◦Ψ
−1))(h(r(p), tJ(p))) dt eα
=
∫ 1
0
(h−1(∂eα(ψU ◦Ψ
−1)))(r(p), tJ(p)) dt eα
=
∫ 1
0
∂h−1eα(h
−1(ψU ◦Ψ
−1))(r(p), tJ(p)) dt eα
= h
(∫ 1
0
∂h−1eα(ψU ◦Ψ
−1) dt h−1eα
)
= h(hU (ψU )(p)),
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womit ξˆ H-äquivariant ist. Dabei wurde beim zweitletzten Schritt die Invarianz von ψU
und die Äquivarianz von Ψ verwendet:
h−1(ψU ◦Ψ
−1)(p) = ψU ◦Ψ
−1(hp) = ψU (hΨ
−1(p)) = ψU ◦Ψ
−1(p) ∀p ∈ V
Für k > 0 und x ∈ C∞(M)⊗
∧k
g gilt
h ∂x+ ∂ hx = ψU hU (∂x)|U + hW ∂x+ ψU∂ hU x|U + ∂ hW x = ψUx+ ψWx = x
und für f ∈ C∞(M)
prolı∗f + ∂ h f = ψUr
∗ı∗f + ψU∂ hU f |U + ∂ hW f = ψUf + ψW f = f .
Für den letzten Teil der Aussage beachte man, dass wegen 〈J |W , ξ〉 = ψW schon
suppψW ⊂ supp ξ gilt, d. h. für p /∈ suppψU ∩ supp ξ gilt p /∈ suppψU ∩ suppψW ,
also offensichtlich ψU (p) hU (ψU )(p) = 0. Man rechnet dann nach, dass für p ∈W
hW (prolf)(p) = ξ
α(p)prolf(p)eα
=
{
ψU (p)f(r(p))ξ(p) für p ∈ suppψU ∩ supp ξ ⊂ U
0 sonst
=
{
−ψU (p)f(r(p)) hU (ψU ) für p ∈ suppψU ∩ supp ξ
0 sonst
.
Andererseits gilt
(hU prolf)(p) =
∫ 1
0
∂α((ψU r
∗f) ◦Ψ−1)(r(p), tJ(p)) dt eα
=
∫ 1
0
∂α((ψU ◦Ψ
−1)f ◦ r ◦Ψ−1)(r(p), tJ(p)) dt eα
=
∫ 1
0
f(r(p))∂α(ψU ◦Ψ
−1)(r(p), tJ(p)) dt eα
= f(r(p)) hU (ψU )(p).
Damit ist klar, dass
h prolf = 0
gilt.
Wir haben nun also eine explizite Homotopie für den Koszul-Komplex konstruiert,
insbesondere wissen wir damit, dass I = ker ı∗ = im ∂ (1) = 〈J〉 gilt. Da wir später die
geometrischen Eingangsdaten für diese Homotopie explizit verwenden werden, erscheint
die folgende Definition sinnvoll.
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Definition 2.1.20 (Geometrische Homotopie-Daten). Das Tupel GH := (Ψ: U →
V,O ⊂ U,ψU , ψW , ξ) aus Satz 2.1.19 nennen wir auch geometrische Homotopie-Da-
ten (für C). Ist H eine Lie-Gruppe wie in Satz 2.1.19, und sind Ψ und ξ H-äquivariant
sowie O, U , ψU , ψW H-invariant gewählt, so nennen wir GH H-invariante geometrische
Homotopie-Daten (für C).
Bemerkung 2.1.21. Wie wir in diesem Abschnitt gesehen haben, induzieren die geome-
trischen Homotopie-Daten eine zusammenziehbare Kettenhomotopie h für den Koszul-
Komplex sowie eine geometrische Prolongationsabbildung prol sodass h prol = 0 gilt. Ist
H eine Lie-Gruppe wie in Satz 2.1.19 und J H-äquivariant, so haben wir gesehen, dass
es immer möglich ist, H-invariante Homotopiedaten zu wählen. Insbesondere die davon
induzierten Abbildungen h und prol H-äquivariant.
2.1.4 Chevalley-Eilenberg-Komplex
Zum Abschluss dieses Abschnitts möchten wir darlegen, dass man den oben vorgestell-
ten Koszul-Komplex als Spezialfall des Chevalley-Eilenberg-Komplexes auffassen kann.
Diese Sichtweise wird sich bei der im nächsten Kapitel vorgestellten Konstruktion eines
Sternprodukts auf dem reduzierten Phasenraum als hilfreich erweisen. Zunächst wollen
wir jedoch eine allgemeine Definition des Chevalley-Eilenberg-Komplexes geben und zei-
gen, dass es sich dabei tatsächlich um einen Komplex handelt. Die von uns verwendete
Definition findet man etwa in dem Buch von Loday [Lod98, Def. 10.1.3], mit dem kleinen
Unterschied, dass wir nicht wie Loday über einem Körper, sondern etwas allgemeiner,
über einem kommutativen Ring R mit Q ⊂ R arbeiten wollen. Bevor wir zur Definition
kommen, sei noch kurz an den Begriff der Lie-Algebra-Darstellung einer Lie-Algebra g
über R auf ein R-Modul V erinnert. Darunter verstehen wir eine R-lineare Abbildung
ρ : g→ End(V ), so dass für alle ξ, η ∈ g die Gleichung ρ([ξ, η]) = ρ(ξ)◦ρ(η)−ρ(η)◦ρ(ξ)
gilt.
Damit ist ρ also nichts anderes, als ein R-Lie-Algebrahomomorphismus von (g, [·, ·])
in die R-Lie-Algebra der R-linearen Endomorphismen End(V ) auf V , welche mit dem
Kommutator als Lie-Klammer versehen ist.
Definition 2.1.22 (Chevalley-Eilenberg-Komplex). Sei g eine Lie-Algebra über R, V
ein Modul über R und ρ : g → End(V ) eine Lie-Algebra-Darstellung. Dann heißt die
Sequenz von Abbildungen
V V ⊗
∧1
g V ⊗
∧2
g . . .
∂CE ∂CE ∂CE , (2.1.29)
bei der die Abbildung ∂CE für alle n ∈ N und v ⊗ ξ1 ∧ . . . ∧ ξn ∈ V ⊗
∧k
g durch
∂CE(v ⊗ ξ1 ∧ . . . ∧ ξn) :=
∑
1≤j≤n
(−1)j+1ρ(ξj)v ⊗ ξ1 ∧ . . . ∧ ξ̂j ∧ . . . ∧ ξn
+
∑
1≤i<j≤n
(−1)i+j−1v ⊗ [ξi, ξj ] ∧ ξ1 ∧ . . . ∧ ξ̂i ∧ . . . ∧ ξ̂j ∧ . . . ∧ ξn (2.1.30)
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sowie durch lineare Fortsetzung gegeben ist, Chevalley-Eilenberg-Komplex zur Lie-Alge-
bra-Darstellung ρ. Dabei bedeutet ξ̂i das Weglassen der Variablen ξi. Der Randoperator
∂CE heißt Chevalley-Eilenberg-Operator (zur Lie-Algebra Darstellung ρ).
Um eventuellen Unklarheiten vorzubeugen, sei an dieser Stelle bemerkt, dass es sich
bei dem im Papier von Bordemann, Herbig und Waldmann [BHW00] betrachteten Che-
valley-Eilenberg-Komplex um den zu obigem Kettenkomplex dualen Kokettenkomplex
handelt.
Schreibt man für ξ, η ∈ g und v ∈ V ξ ⊲ v := ρ(ξ)(v) und ξ ⊲ η := [ξ, η] sowie
(ξ0, ξ1, . . . , ξn) := (ξ0 ⊗ ξ1 ∧ . . . ∧ ξn) ∈ V ⊗
∧n
g, so lässt sich ∂CE offensichtlich in der
folgenden etwas homogeneren Form schreiben.
∂CE(ξ0, . . . , ξn) =
∑
0≤i<j≤n
(−1)j+1(ξ0, ξ1, . . . , ξi−1, ξj ⊲ ξi, ξi+1, . . . , ξ̂j , . . . , ξn).
(2.1.31)
Für n ∈ N und (ξ0, . . . , ξn) ∈ V ⊗
∧n
g und ξ ∈ g setzen wir
ξ ⊲ (ξ0, . . . , ξn) :=
n∑
i=0
(ξ0, . . . , ξ ⊲ ξi, . . . , ξn). (2.1.32)
Dies definiert offensichtlich eine Lie-Algebra-Wirkung ⊲ auf V ⊗
∧n
g, d. h. es gilt
insbesondere für ξ, ξ′ ∈ g und γ ∈ V ⊗
∧n
g die Gleichung
(ξ ⊲ ξ′) ⊲ γ = [ξ, ξ′] ⊲ γ = ξ ⊲ (ξ′ ⊲ γ)− ξ′ ⊲ (ξ ⊲ γ). (2.1.33)
Mit dieser Notation können wir nun ohne große Mühe zeigen, dass es sich beim
Chevalley-Eilenberg-Komplex tatsächlich um einen Komplex handelt, d. h. ∂2CE = 0
gilt.
Proposition 2.1.23.
i.) Für jedes n ∈ N und α = (ξ0, . . . , ξn) ∈ V ⊗
∧n
g und jedes ξ ∈ g gilt
∂CE(ξ ⊲ α) = ξ ⊲ ∂CE α, (2.1.34)
d. h. ∂CE ist g-äquivariant.
ii.) Es gilt
∂2CE = 0. (2.1.35)
Beweis. Wir folgen bei diesem Beweis eng der Argumentation von Loday, vgl. [Lod98,
Lem. 10.6.3].
ad i.) Wir zeigen die Aussage durch vollständige Induktion. Für n = 0 ist sie trivia-
lerweise erfüllt. Wir wollen annehmen, dass sie für ein festes n−1 ≥ 0 gelte und
zeigen, dass sie dann auch schon für n gilt. Dazu seien ξ ∈ g und α := (β, y)
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mit β := (ξ0, . . . , ξn−1) ∈ V ⊗
∧n−1
g und y := ξn ∈ g gegeben. Nach Definition
von ∂CE und ⊲ gelten offensichtlich die folgenden Verträglichkeitsbedingungen.
∂CE(β, y) = (∂CE β, y) + (−1)
n+1y ⊲ β, (∗)
ξ ⊲ (β, y) = (ξ ⊲ β, y) + (β, ξ ⊲ y). (∗∗)
Damit sehen wir
∂CE(ξ ⊲ α) = ∂CE((ξ ⊲ β, y) + (β, ξ ⊲ y)) (nach (∗∗))
= (∂CE(ξ ⊲ β), y) + (−1)
n+1y ⊲ (ξ ⊲ β) (nach (∗))
+ (∂CE β, ξ ⊲ y) + (−1)
n+1(ξ ⊲ y) ⊲ β
= (ξ ⊲ ∂CE β, y) + (∂CE β, ξ ⊲ y) (Induktionsvoraussetzung)
+ (−1)n+1((ξ ⊲ y) ⊲ β + y ⊲ (ξ ⊲ β))
= ξ ⊲ (∂CE β, y) + (−1)
n+1ξ ⊲ (y ⊲ β) (nach (∗∗) und (2.1.33))
= ξ ⊲ (∂CE(β, y)) (nach (∗))
= ξ ⊲ ∂CE α.
ad ii.) Wir zeigen durch vollständige Induktion ∂2CE α = 0 für alle α ∈ V ⊗
∧n
g. Für
n = 0 ist die Aussage trivial. Wir nehmen nun an, sie gelte für n−1 und zeigen,
dass daraus folgt, dass sie auch für n ∈ N gilt. Dazu seien wieder ξ ∈ g und
α := (β, y) mit β := (ξ0, . . . , ξn−1) ∈ V ⊗
∧n−1
g und y := ξn ∈ g gegeben.
∂2CE α = ∂CE ∂CE(β, y)
= ∂CE((∂CE β, y) + (−1)
n+1y ⊲ β) (nach (∗))
= (∂2CE β, y) + (−1)
ny ⊲ ∂CE β (nach (∗) und (2.1.34))
+ (−1)n+1y ⊲ ∂CE β
= (∂2CE β, y) = 0 (Induktionsvoraussetzung).
Nun kommen wir noch zu einer lokalen Formel für den Chevalley-Eilenberg-Opera-
tor. Diese wird sich später als hilfreich erweisen, den Quanten-Koszul-Operator so zu
schreiben, wie er in der Literatur auftaucht.
Proposition 2.1.24. Die Voraussetzungen seien wie in Definition 2.1.22, die Lie-Alge-
bra g sei zusätzlich frei und endlich erzeugt mit einer Basis {eα} und zugehöriger dualer
Basis {eα}, dann gilt für alle n ∈ N und v ⊗ ξ ∈ V ⊗
∧n
g die folgende Gleichung.
∂CE(v ⊗ ξ) = ρ(eα)(v)⊗ i(e
α)ξ −
1
2
cγαβv ⊗ eγ ∧ i(e
α) i(eβ)ξ. (2.1.36)
Dabei sind {cγαβ} die Strukturkonstanten der Lie-Algebra g bezüglich der Basis {eα}, die
für α, β, γ ∈ {1, . . . ,dim g} durch cγαβ := 〈e
γ , [eα, eβ ]〉 gegeben sind.
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Beweis. Der erste Summand der rechten Seite von Gleichung (2.1.36) stimmt offen-
sichtlich mit dem ersten Summenden der rechten Seite der ∂CE definierenden Gleichung
(2.1.30) überein. Sei nun ξ = ξ1 ∧ . . . ∧ ξn. Dann ist der zweite Summand offensichtlich
gleich
−
1
2
cγαβv ⊗ eγ ∧ i(e
α) i(eβ)ξ
= −
1
2
v ⊗ [eα, eβ ] ∧ i(e
α)(
n∑
j=1
(−1)j−1ξ1 ∧ . . . ∧ i(e
β)ξj ∧ . . . ξn)
= −
1
2
v ⊗
n∑
j=1
(−1)j−1[eα, ξj ] ∧ (
j−1∑
i=1
(−1)i−1ξ1 ∧ . . . ∧ i(e
α)ξi ∧ . . . ∧ ξ̂j ∧ . . . ∧ ξn
+
n∑
i=j+1
(−1)iξ1 ∧ . . . ∧ ξ̂j ∧ . . . ∧ i(e
α)ξi ∧ . . . ∧ ξn)
= −
1
2
v ⊗
n∑
j=1
j−1∑
i=1
(−1)j+i[ξi, ξj ] ∧ ξ1 ∧ . . . ∧ ξ̂i ∧ . . . ∧ ξ̂j ∧ . . . ∧ ξn
−
1
2
v ⊗
n∑
j=1
n∑
i=j+1
(−1)j+i−1[ξi, ξj] ∧ ξ1 ∧ . . . ∧ ξ̂j ∧ . . . ∧ ξ̂i ∧ . . . ∧ ξn
=
∑
1≤i<j≤n
(−1)i+j−1v ⊗ [ξi, ξj ] ∧ ξ1 ∧ . . . ∧ ξ̂i ∧ . . . ∧ ξ̂j ∧ . . . ∧ ξn.
Nun kommen wir zur schon angekündigten Interpretation des Koszul-Komplexes als
Chevalley-Eilenberg-Komplex.
Bemerkung 2.1.25. Versieht man g mit der trivialen Lie-Klammer als Lie-Algebrastruk-
tur, so definiert ρJ : g→ End(C∞(M)), ρJ(ξ)(f) := f ·J offensichtlich eine Lie-Algebra-
Darstellung. Dann ist klar, dass der Chevalley-Eilenberg-Komplex zu ρJ mit dem Kos-
zul-Komplex übereinstimmt.
2.2 Quanten-Koszul-Reduktion
In diesem Kapitel wollen wir die Grundlagen der Quanten-Koszul-Reduktion darstel-
len. Wie bereits gezeigt, gilt in der klassischen Situation C∞(Mred) ≃ B/I als Poisson-
Algebren. Die Poisson-Klammer auf B/I wird dabei auf naheliegende Art und Wei-
se von der gegebenen auf C∞(M) induziert. Die grobe Idee, ein Sternprodukt auf
C∞(Mred)[[λ]] zu konstruieren, besteht nun darin für eine Basis {eα} von g, das ⋆-
Linksideal I := 〈J〉⋆ := {fα ⋆ 〈J, eα〉 | fα ∈ C∞(M)[[λ]]} und den ⋆-Lie-Idealisator
B := {f ∈ C∞(M)[[λ]] | [f, f ′]⋆ ∈ I ∀f
′ ∈ I} von I in C∞(M)[[λ]] zu betrachten,
via ⋆ auf B/I ein assoziatives Produkt zu induzieren,
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einen geeigneten Isomorphismus von B/I nach C∞(Mred)[[λ]] zu finden und so ver-
möge diesem ein Sternprodukt für (Mred , ωred) zu induzieren. Man beachte, dass die
Definition von I offensichtlich unabhängig von der Wahl der Basis {eα} ist. Durch Ver-
wendung geometrischer Konstruktionen im Hintergrund dieser algebraischen Betrach-
tungen nährt sich dabei die Hoffnung, dass dieses auch differentiell wird. Wir zeigen in
diesem Kapitel, dass sich diese Heuristik in der Tat durchführen lässt.
2.2.1 Quanten-Koszul-Komplex
In Analogie zum Vorgehen in der klassischen Situation suchen wir eine Abbildung
∂ : C∞(M)[[λ]] ⊗
∧•
g → C∞(M)[[λ]] ⊗
∧•−1
g, so dass I = ∂(C∞(M)[[λ]] ⊗ g) gilt.
Für f ⊗ ξ ∈ C∞(M)[[λ]] ⊗ g definieren wir ∂ auf die naheliegende Weise durch
∂(f ⊗ ξ) := f ⋆ J(eα)ξ
α = f ⋆ J(eα) i(e
α)ξ. (2.2.1)
Dabei ist hier und im Folgenden {eα} wieder eine Basis von g mit dualer Basis {eα}
und ein ξ ∈ g schreiben wir als ξ = ξαeα. Die gegebene Definition ist unabhängig
von der Wahl dieser Basis. Als nächstes möchten wir die Definition von ∂ auf ganz
C∞(M)[[λ]]⊗
∧•
g ausdehnen und zwar so, dass ∂2 = 0 gilt. Kennt man den Chevalley-
Eilenberg-Komplex aus Definition 2.1.22, so bereitet dies keine Schwierigkeiten. Man
betrachte nämlich die Lie-Algebra g
C
[[λ]] über dem kommutativen Ring C[[λ]] mit der
Lie-Algebra-Struktur −iλ[·, ·]. Dann definiert die Abbildung
ρJ : gC[[λ]]→ End
C[[λ]](C
∞(M)[[λ]]), ρJ(ξ)(f) := f ⋆ J(ξ) ∀ξ ∈ g, f ∈ C
∞(M)[[λ]]
(2.2.2)
eine Lie-Algebra-Darstellung, da J eine Quantenimpulsabbildung ist.
Ausgeschrieben heißt dies für ξ, η ∈ g und f ∈ C∞(M)[[λ]]
ρJ(ξ)(ρJ(η)(f)) − ρJ(ξ)(ρJ(η)(f)) = f ⋆ J(η) ⋆ J(ξ)− f ⋆ J(ξ) ⋆ J(η)
= f ⋆ (−iλJ([ξ, η])) = ρJ(−iλ[ξ, η])(f). (2.2.3)
Man beachte, dass hier die Assoziativität von ⋆ verwendet wurde. Betrachtet man die
Definition des Chevalley-Eilenberg Differentials ∂CE zur Darstellung ρJ, so induziert
die kanonische Einbettung, C∞(M)[[λ]] ⊗
∧k
g →֒ C∞(M)[[λ]] ⊗
∧k
C
g
C
[[λ]], die, da g
endlichdimensional ist, offensichtlich sogar ein Isomorphismus ist, einen zum Chevalley-
Eilenberg-Komplex isomorphen Komplex
C∞(M)[[λ]] C∞(M)[[λ]] ⊗
∧1
g C∞(M)[[λ]] ⊗
∧2
g . . .
∂ ∂ ∂ ,
(2.2.4)
den wir Quanten-Koszul-Komplex mit Quanten-Koszul-Operator ∂ nennen wollen. Wie
man leicht sieht, stimmt ∂ in niedrigstem Grad mit dem oben schon definierten ∂
überein. Es sei bemerkt, dass die konkrete Gestalt von ∂ im Folgenden nur im nied-
rigsten Grad relevant sein wird, ansonsten benötigen wir nur, dass ∂2 = 0 gilt. Der
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Vollständigkeit halber und zum besseren Vergleich mit der Literatur (vgl. [GW10, Def.
3.3], [BHW00, Def. 16]) wollen wir an dieser Stelle die explizite Formel des oben kon-
struierten Quanten-Koszul-Operators niederschreiben.
Proposition 2.2.1. Für den Quanten-Koszul-Operator ∂ gilt für f ∈ C∞(M)[[λ]] und
ξ ∈ g die folgende Formel.
∂(f ⊗ ξ) = f ⋆ J(eα)⊗ i(e
α)ξ + iλ
1
2
cγαβf ⊗ eγ ∧ i(e
α) i(eβ)ξ. (2.2.5)
Dabei sind {cγαβ} die Strukturkonstanten der Lie-Algebra g bezüglich der Basis {eα}, die
für α, β, γ ∈ {1, . . . ,dimG} durch cγαβ := 〈e
γ , [eα, eβ ]〉 gegeben sind.
In [GW10] und [BHW00] steht in der Definition von ∂ noch ein zusätzlicher Sum-
mand der Form iλκ i(∆), wobei ∆ := 〈eα, [eα, eβ ]〉eβ ∈ g∗ die modulare Einsform von
g bezeichnet und κ ein Element von C[[λ]] ist. Da Sternproduktkommutatoren auf kon-
stanten Funktionen verschwinden und nach Definition von ∂ ist klar, dass man die-
sen Term durch eine Redefinition der gegebenen Quantenimpulsabbildung absorbieren
kann. Um zu sehen, dass dies auch an möglichen Äquivarianzeigenschaften dieser nichts
ändert, geben wir die folgende Proposition an.
Proposition 2.2.2. Sei H eine Lie-Gruppe und ρ : H×g→ g eine lineare H-Wirkung
auf g, welche die Lie-Algebrastruktur respektiert, d. h. es gilt ρh([ξ, ξ′]) = [ρh(ξ), ρh(ξ′)]
für alle h ∈ H und ξ, ξ′ ∈ g. Dann ist die modulare Einsform ∆ ∈ g∗ von H-invariant
bezüglich der ρ∗-Wirkung und i(∆) ist H-äquivariant.
Beweis. Wir schreiben hξ := ρ(h, ξ) für h ∈ H und ξ ∈ g. Dann gilt für alle h ∈ H
h∆
ρhlinear= 〈eα, [eα, eβ ]〉he
β = 〈heα, h[eα, eβ ]〉he
β = 〈heα, [heα, heβ ]〉he
β = ∆
und
h i(∆)(f ⊗ ξ) = hf ⊗ h i(∆)ξ = (hf)⊗ (i(h∆))(hξ)
= (hf)⊗ (i(∆)(hξ)) = i(∆)(h(f ⊗ ξ)).
Proposition 2.2.3. Sei H eine Lie-Gruppe, die auf M wirke. Weiter sei eine lineare
H-Wirkung auf g gegeben, welche die Lie-Algebrastruktur respektiere.
∧•
g sei mit der
davon induzierten Wirkung versehen. Ist J H-äquivariant, so ist auch ∂ H-äquivariant.
Beweis. Sei h ∈ H, k ∈ N, ξ ∈
∧k
g und f ∈ C∞(M). Weiter sei {eα} eine Basis von g
und {eα} die zugehörige duale Basis. Dann gilt
h(∂(f ⊗ ξ)) = h(J(eα) ⋆ f ⊗ i(e
α)ξ) + h(cγαβf ⊗ eγ ∧ i(e
α) i(eβ)ξ)
= h(J(eα) ⋆ f)⊗ h i(e
α)ξ + cγαβhf ⊗ heγ ∧ h(i(e
α) i(eβ)ξ)
= hJ(eα) ⋆ hf ⊗ i(he
α)(hξ) + cγαβhf ⊗ heγ ∧ i(he
α) i(heβ)hξ
= J(heα) ⋆ hf ⊗ i(he
α)(hξ) + cγαβhf ⊗ eγ ∧ i(e
α) i(eβ)hξ
= ∂(hf ⊗ hξ) = ∂(h(f ⊗ ξ)).
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Im zweitletzten Schritt wurde dabei ausgenutzt, dass {heα} und {heα} zueinander duale
Basen von g und g∗ sind und dass die Strukturkonstanten bezüglich dieser die gleichen
sind wie bezüglich {eα}, denn
〈heγ , [heα, heβ ]〉 = 〈he
γ , h[eα, eβ ]〉 = 〈e
γ , [eα, eβ ]〉.
2.2.2 Quanteneinschränkung
Als nächstes wollen wir eine geeignete Augmentationsabbildung ı∗ : C∞(M)[[λ]] →
C∞(C)[[λ]] finden, so dass ı∗ eine Deformation von ı∗ ist und der augmentierte Koszul-
Komplex an der Stelle C∞(M)[[λ]] ⊗
∧0
g exakt ist.
Als Ausgangspunkt wählen wir Gleichung (2.1.27) und erhalten für f ∈ C∞(M)[[λ]]
∂(1) h(0) f + prolı∗f = (∂(1)− ∂ (1)) h(0) f + ∂ (1) h(0) f + prolı∗f = (id+(∂(1)− ∂ (1)) h(0))f .
(2.2.6)
Der Operator ∂(1)− ∂ (1) ist mindestens von der Ordnung λ, womit id+(∂(1)− ∂ (1)) h(0)
invertierbar ist.
Somit ergibt sich sofort die Gleichung
∂(1) h(0)
id
id+(∂(1)− ∂ (1)) h(0)
+ prolı∗
id
id+(∂(1)− ∂ (1)) h(0)
= id . (2.2.7)
Dies motiviert die Definition der Augmentierungsabbildung und einer Deformation von
h(0) wir folgt.
ı∗ := ı∗
id
id+(∂(1)− ∂ (1)) h(0)
(2.2.8)
und
h
(0) := h(0)
id
id+(∂(1)− ∂ (1)) h(0)
. (2.2.9)
Mit diesen Definitionen erhalten wir die folgende Proposition.
Proposition 2.2.4. Es gilt
id = ∂(1) h(0) + prolı∗ (2.2.10)
und
h
(0)prol = 0. (2.2.11)
Sei H eine Lie-Gruppe, die auf M wirke und sei eine lineare H-Wirkung auf g gegeben,
so dass h, ∂ und ∂ H-äquivariant sind, dann sind auch h(0) und ı∗ H-äquivariant.
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Beweis. Klar.
Bemerkung 2.2.5. Aus Gleichung (2.2.10) ergibt sich insbesondere die wichtige Charak-
terisierung
I = ker ı∗.
Aus naheliegenden Gründen wollen wir ı∗ im Folgenden auch als Quanteneinschrän-
kung bezeichnen.
Proposition 2.2.6. Die Abbildung ı∗ =
∑∞
r=0 λ
rı∗r : C
∞(M)[[λ]]→ C∞(C)[[λ]] erfüllt
die folgenden drei Bedingungen.
ı∗0 = ı
∗. (2.2.12)
ı∗ ∂(1) = 0. (2.2.13)
ı∗prol = id . (2.2.14)
Dabei impliziert die dritte unmittelbar, dass prolı∗ eine Projektion ist mit im(prolı∗) =
prol(C∞(M)[[λ]]). Weiter gilt ker (prolı∗) = I , womit auch die direkte Summenzerle-
gung
C∞(M)[[λ]] = I ⊕ prol(C∞(M)[[λ]]) (2.2.15)
gilt.
Beweis. Gleichung (2.2.14) folgt sofort aus Gleichung (2.1.28), denn per Definition von
ı∗ gilt
ı∗prol = ı∗
id
id+(∂(1)− ∂ (1)) h(0)
prol = ı∗prol = id .
Um Gleichung (2.2.13) zu zeigen, beachten wir zunächst, dass nach Gleichung (2.2.10)
ı∗ = ı∗(∂(1) h(0) + prolı∗) = ı∗ ∂(1) h(0) + ı∗
gilt, woraus
ı∗ ∂(1) h(0) = 0
folgt und damit direkt auch
ı∗ ∂(1) h(0) = 0. (∗)
Wegen ∂(1) ∂(2) = 0 gilt andererseits
∂(1) h(0) ∂ (1) = ∂(1)(id− ∂ (2) h(1))
= ∂(1)(id+∂(2) h(1)− ∂ (2) h(1)) = ∂(1)(id+(∂(2)− ∂ (2)) h(1)).
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Dabei haben wir im ersten Schritt die Homotopieeigenschaft von h ausgenutzt. So er-
halten wir mit (∗) die Gleichung
0 = ı∗ ∂(1) h(0) ∂ (1) = ı∗ ∂(1)(id+(∂(2)− ∂ (2)) h(1)),
woraus sich, unter Verwendung der Invertierbarkeit von id+(∂(2)− ∂ (2)) h(1), Glei-
chung (2.2.13) ergibt.
Aus Gleichung (2.2.14) folgt (prolı∗)2 = prolı∗ und im(prolı∗) = prol(C∞(M)[[λ]]),
d. h. prolı∗ ist eine Projektion auf prol(C∞(M)[[λ]]). Wir berechnen nun den Kern
von prolı∗. Dazu stellen wir zuerst fest, dass im∂(1) = im(∂(1) h(0)) gilt. Die Inklusion
im(∂(1)) ⊃ im(∂(1) h(0)) ist trivial. Die andere ergibt sich unmittelbar aus der Beziehung
∂(1) h(0) ∂(1) = (id−prolı∗)∂(1) = ∂(1) ,
wobei hier beim ersten Schritt Gleichung (2.2.10) verwendet wurde und beim zweiten
(2.2.13). Damit und mit Gleichung (2.2.10) folgt dann ker(prolı∗) = im(∂(1) h(0)) =
im(∂(1)) = I . Da wie eben gezeigt prolı∗ eine Projektion ist, folgt damit auch sofort
die Zerlegung C∞(M)[[λ]] = ker(prolı∗)⊕ im(prolı∗) = I ⊕ prol(C∞(M)[[λ]]).
Proposition 2.2.7 (Eindeutigkeit der Quanteneinschränkung). Sei eine C[[λ]]-lineare
Abbildung res =
∑∞
r=0 λ
r
resr : C
∞(M)[[λ]] → C∞(C)[[λ]] gegeben, welche die folgen-
den Eigenschaften erfüllt.
res0 = ı
∗. (2.2.16)
res ◦ ∂(1) = 0. (2.2.17)
res ◦ prol = id . (2.2.18)
Dann gilt schon res = ı∗.
Beweis. Mit Gleichung (2.2.18) ist klar, dass p := prol ◦ res eine Projektion ist, d. h.
p2 = p gilt und im(p) = prol(C∞(M))[[λ]] erfüllt ist. Da per Definition von I die
Gleichung I = im∂(1) gilt, folgt mit (2.2.17) dass I im Kern von p liegt. Da nun
p eine Projektion ist, gilt einerseits C∞(M)[[λ]] = ker(p) ⊕ im(p). Andererseits gilt
nach Proposition 2.2.6 die Zerlegung C∞(M)[[λ]] = I ⊕ prol(C∞(M)[[λ]]) und wie
oben gezeigt, im(p) = prol(C∞(M))[[λ]] sowie I ⊂ ker(p). Somit ist klar, dass auch
schon I = ker(p) gilt. Da eine Projektion durch ihren Kern und ihr Bild bekanntlich
eindeutig festgelegt ist, erhalten wir zusammen mit Proposition 2.2.6 die Beziehung
prol ◦ res = p = prolı∗. Durch Anwenden von ı∗ von links auf diese Gleichung folgt
dann mit Gleichung (2.2.14) res = ı∗.
Bemerkung 2.2.8. Aus der Definition von ı∗ ist ersichtlich, dass gewählte geometri-
sche Homotopie-Daten, zusammen mit J und J immer eine Quanteneinschränkung ı∗
induzieren. Trägt M eine Wirkung einer Lie-Gruppe H, unter der C stabil ist, und g
eine lineare H-Wirkung, und sind J und J H-äquivariant so gibt es immer H-invariante
geometrische Homotopiedaten, siehe 2.1.21 und die davon induzierte Quanteneinschrän-
kung ist H-äquivariant. Nach Proposition 2.2.7 können wir ı∗ auch von J , J und prol
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induziert ansehen, wobei prol seinerseits wieder von geometrischen Homotopiedaten in-
duziert wird, wobei man zu dessen Konstruktion das Datum ξ aus Definition 2.1.20
welches zur Globalisierung von der Homotopie benötigt wurde, nicht braucht.
Proposition 2.2.9 (Lokalisierbarkeit von ı∗).
i.) Sei c ∈ C, dann gibt es eine offene Umgebung U ′ ⊂ U von c, so dass Ψ(U ′) ⊂ C×g∗
sternförmig bezüglich des Nullpunktes in jeder Faser ist und so dass für dieses und
jedes kleinere U ′ mit diesen Eigenschaften die folgende Aussage richtig ist. Für die
lineare Abbildung ı∗U ′ : C
∞(U ′)[[λ]]→ C∞(C)[[λ]],
ı∗U ′ := ı
∗
U ′ ◦ (id+(∂U ′ −∂U ′) hU ′,U)
−1 (2.2.19)
gilt für alle f ∈ C∞(M) die Gleichung
ı∗U ′f |U ′ = ı
∗f . (2.2.20)
Dabei ist hU ′,U : C∞(U ′)⊗
∧•
g→ C∞(U ′)⊗
∧•+1
g für k ∈ N, f ⊗ ξ ∈ C∞(U ′)⊗∧k
g und p ∈ U ′ durch
hU ′,U(f ⊗ ξ)(p) =
∫ 1
0
tk∂α(f ◦Ψ|−1U ′ )(r(p), tJ(p)) dt ⊗ eα ∧ ξ (2.2.21)
gegeben und ıU ′ : C∩U ′ →֒ U ′ bezeichne die Inklusion. U ′ kann sogar als Umgebung
von C gewählt werden. Ist H eine Lie-Gruppe, die auf M wirke, trage g eine li-
neare H-Wirkung und seien alle vorkommenden Größen invariant bzw. äquivariant
gewählt, so kann auch U ′ H-äquivariant gewählt werden.
ii.) Sei U ′ ⊂ U eine offene Umgebung von C, so dass Ψ(U ′) ⊂ C × g∗ sternförmig
bezüglich des Nullpunktes in jeder Faser ist. Ist f ∈ C∞(M) mit f |U ′ = 0, dann
gilt schon ı∗f = 0.
Beweis.
ad i.) Es ist klar, dass es eine offene Umgebung U ′ von C gibt, so dass Ψ(U ′) stern-
förmig bezüglich des Nullpunktes in jeder Faser ist und sowohl ψU |U ′ = 1 als
auch U ′∩W = ∅ wahr sind. Dann gilt h(f)|U ′ = hU ′,U f |U ′ und somit wegen der
Lokalität von ∂−∂ auch ((∂ −∂) h(f))|U ′ = (∂U ′ −∂U ′) hU ′,U (f |U ′). Induktiv
erhält man dann
(((∂ −∂) h)kf)|U ′ = ((∂U ′ −∂U ′) hU ′,U)
kf |U ′
für alle k ∈ N. Der Rest ist klar.
ad ii.) Folgt sofort aus Teil i.).
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2.2.3 Sternprodukt für den reduzierten Phasenraum
Wir sind nun in der Lage ein Sternprodukt für Mred zu konstruieren. Zunächst geben
wir jedoch eine andere Charakterisierung für den ⋆-Lie-Idealisator B an. Im Folgenden
seien (Ψ: U → V,O ⊂ U,ψU , ψW , ξ) G-invariante geometrische-Homotopiedaten. Ins-
besondere sind die davon induzierte Prolongation prol und die Quanteneinschränkung
ı∗ G-äquivariant. Wie im vorherigen Abschnitt gezeigt, können wir stets solche wählen,
da J und J G-äquivariant sind.
Lemma 2.2.10. Es gilt
B = {f ∈ C∞(M)[[λ]] | ı∗f ∈ π∗C∞(Mred)[[λ]]}. (2.2.22)
Insbesondere ist prolπ∗C∞(Mred)[[λ]] ⊂ B.
Beweis. Nach Definition von B ist genau dann f ∈ B, wenn [f, f ′]⋆ ∈ I für alle f ′ ∈ I
gilt. Dies ist äquivalent zu der Bedingung f ′ ⋆ f ∈ I für alle f ′ ∈ I , weil I ein ⋆-
Linksideal ist. Da weiter I von den Komponenten von J erzeugt wird, ist f genau
dann ein Element von B, wenn für alle ξ ∈ g die Bedingung [f,J(ξ)]⋆ ∈ I gilt. Wegen
I = ker ı∗ (vgl. Bem. 2.2.5), ist dies weiter äquivalent zu ı∗([f,J(ξ)]⋆) = 0 für alle
ξ ∈ g. Nun gilt aber für jedes ξ ∈ g die Gleichung
ı∗([f,J(ξ)]⋆) = ı
∗(iλ{f, J(ξ)}) = iλı∗(ξMf) = iλξM ı
∗f .
Dabei wurde im ersten Schritt verwendet, dass J eine Quantenimpulsabbildung ist
und im dritten dass ı∗ G-äquivariant ist.
Da nach Proposition 2.1.1 π∗C∞(Mred) = C∞(C)G gilt, und da G zusammenhän-
gend ist, folgt die Behauptung.
Wir kommen nun zum zentralen Satz (vgl. [GW10, Prop. 3.12]) dieses Kapitels. In
diesem wird das Sternprodukt auf dem reduzierten Phasenraum angegeben.
Satz 2.2.11 (Sternprodukt auf dem reduzierten Phasenraum).
i.) B ist eine Unteralgebra von (C∞(M)[[λ]], ⋆) und I ist ein Ideal in B, wodurch
B/I via [f ] • [f ′] := [f ⋆ f ′] für f, f ′ ∈ B zu einer assoziativen Algebra wird.
ii.) Die Abbildung
iso : B/I ∋ [f ] 7→ ı∗f ∈ π∗C∞(Mred)[[λ]] = C
∞(C)G[[λ]] (2.2.23)
ist ein Isomorphismus und es gilt für jedes f ∈ C∞(C)G[[λ]]
iso
−1(f) = [prol(f)] ∈ B/I . (2.2.24)
Weiter induziert der Isomorphismus iso−1 ◦π∗ : C∞(Mred)[[λ]]→ B/I ein Stern-
produkt ⋆red auf C∞(Mred)[[λ]], welches insbesondere für alle φ, φ′ ∈ C∞(Mred)[[λ]]
durch die Gleichung
π∗(φ ⋆red φ
′) = ı∗(prol(π∗φ) ⋆ prol(π∗φ′)) (2.2.25)
bestimmt ist.
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iii.) Ist ⋆ differenziell, so auch ⋆red.
Beweis.
ad i.) Nach Lemma 2.2.10 ist I ⊂ B klar, die restlichen Aussagen sind dann unmit-
telbar einsichtig.
ad ii.) Nach Lemma 2.2.10 ist ı∗f ∈ π∗C∞(Mred)[[λ]] für alle f ∈ B. Für jedes f ∈
C∞(C)G[[λ]] ist die Funktion ı∗prol(f) = f G-invariant, also ein Element von
π∗C∞(Mred)[[λ]] = C
∞(C)G[[λ]]. Damit liegt, wieder nach Lemma 2.2.10, die
Funktion prol(f) in B. Somit sind die Abbildungen iso und C∞(C)G[[λ]] ∋ f 7→
[prolf ] ∈ B/I wohldefiniert. Wir rechnen als nächstes nach, dass sie zueinander
invers sind. Sei dazu zuerst f ∈ B gegeben. Dann gilt
ı∗(prolı∗f − f) = 0,
also
[prolı∗f ] = [f ].
Sei umgekehrt f ∈ π∗C∞(Mred)[[λ]], so folgt
iso([prolf ]) = ı∗prolf = f .
Formel (2.2.25) ist unmittelbar einsichtig, womit auch klar ist, dass die Glei-
chung [φ, φ′]⋆red = iλ{φ, φ
′}red gilt.
ad iii.) Dies folgt direkt aus dem nachfolgenden Lemma 2.2.12 und der Tatsache, dass
die Komposition von Multi-Differentialoperatoren wieder ein Multi-Differen-
tialoperator ist.
Lemma 2.2.12. Es gibt eine formale Reihe S := id+
∑∞
r=1 λ
rSr von Differentialope-
ratoren Sr : C∞(M)→ C∞(M), so dass
ı∗ = ı∗ ◦ S
gilt. Die Differentialoperatoren Sr können dabei so gewählt werden, dass Sr für r ≥ 1
auf Konstanten verschwindet.
Beweis. Sei U ′ eine offene Umgebung von C, ı∗U ′ und ı
∗
U ′ wie in Proposition 2.2.9. Es
genügt zu zeigen, dass es eine formale Reihe SU ′ = idU ′ +
∑∞
r=1 λ
rSU ′r von Differential-
operatoren SU ′r : C∞(U ′) → C∞(U ′) gibt, die auf Konstanten verschwinden, so dass
ı∗U ′ = ı
∗
U ′ ◦ SU ′ gilt. Denn hat man ein derartiges SU ′ gefunden, definiere man für jedes
r ≥ 1 den Differentialoperator Sr : C∞(M) → C∞(M) durch Sr := χU ′ · SU ′r ◦ ı∗U ′,M ,
wobei χU ′ : M → R eine glatte Funktion sei mit suppχU ′ ⊂ U ′ und χU ′ |C = 1 und
ıU ′,M : U
′ →֒M die Inklusion bezeichne (vgl. Prop. B.8).
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S := id+
∑∞
r=1 Sr hat dann die gewünschten Eigenschaften, denn für f ∈ C
∞(M)
gilt
(ı∗ ◦ Sr)f = ı
∗(χU ′SU ′r ◦ ı
∗
U ′,M)(f) = (ı
∗χU ′)ı
∗
U ′SU ′rı
∗
U ′,Mf = (ı
∗
U ′ ◦ SU ′r)f |U ′ ∀r ≥ 1
und somit
(ı∗ ◦ S)f = ı∗U ′f |U ′ = ı
∗f .
Um die lokale Situation beherrschen zu können, ist die folgende Beobachtung hilfreich.
Sei D : C∞(U ′)⊗g→ C∞(U ′) eine lineare Abbildung. Dann gibt es bekanntlich lineare
Abbildungen Di : C∞(U ′) → C∞(U ′), so dass D(f ⊗ ξ) = i(ei)(ξ)Di(f) gilt für alle
f⊗ξ ∈ C∞(U ′)⊗g. Falls jedes Di ein Differentialoperator ist, wollen wir der Einfachheit
halber auch D als Differentialoperator bezeichnen. Ist Di für alle i von der Ordnung
k ∈ N, so wollen wir sagen, D sei von der Ordnung k. Ist nun ein derartiges D der
Ordnung k gegeben, so gibt es einen Differentialoperator D′ : C∞(U ′) → C∞(U ′) von
der Ordnung k + 1, der
ı∗U ′ ◦D ◦ hU ′,U = ı
∗
U ′ ◦D
′
erfüllt. Dies ist in der Tat der Fall, denn sei (UC , x) eine Karte für C, so ist (U ′′ :=
Ψ−1(UC × g
∗), (x = x ◦ r, J1, . . . , JdimG)) eine Untermannigfaltigkeitskarte von C in M
und D lässt sich in dieser Karte in der Form
D(f |U ′′ ⊗ ξ) =
k∑
ν=0
∑
r+s=ν
i(ej)(ξ)DνU ′′
i1...ir
jj1...js
∂r
∂xi1 · · · ∂xir
∂s
∂Jj1 · · · Jjs
f
mit glatten Funktionen DνU ′′
i1...jr
jj1...js
∈ C∞(U ′′) angeben. Sei nun f ∈ C∞(U ′) und c ∈ C,
dann erhalten wir
(D hU ′,U(f))(c)
=
k∑
ν=0
∑
r+s=ν
DνU ′′
i1...jr
jj1...js
∫ 1
0
tsδm,j
∂r
∂xi1 · · · ∂xir
∂s
∂µj1 · · · ∂µjs∂µm
(f ◦Ψ−1)(r(c), t · 0) dt
=
k∑
ν=0
∑
r+s=ν
DνU ′′
i1...jr
jj1...js
1
s+ 1
∂r
∂xi1 · · · ∂xir
∂s
∂Jj1 · · · ∂Jjs∂Jj
f(c)
=: (D′f)(c).
Wobei wir D′ lokal durch das letzte Gleichheitszeichen definieren, wie man leicht sieht,
ist D′ tatsächlich ein Differentialoperator (vgl. [Wal07, Prop. A.3.6]). Durch ordnungs-
weises Anwenden dieser Beobachtung, sieht man, dass für jede formale Potenzreihe
D : C∞(U ′)[[λ]]⊗ g→ C∞(U ′)[[λ]] von Differentialoperatoren eine formale Potenzreihe
D′ : C∞(U ′)[[λ]]→ C∞(U ′)[[λ]] von Differentialoperatoren mit ı∗U ′ ◦D ◦hU ′,U = ı
∗
U ′ ◦D
′
existiert.
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Die Abbildung BU ′ := 1λ(∂U ′ −∂U ′) ist offensichtlich eine formale Reihe von Diffe-
rentialoperatoren und verschwindet auf Konstanten. Nach obiger Beobachtung gibt es
dann einen Differentialoperator D′1 mit ı
∗
U ′λBU ′ ◦ hU ′,U = ı
∗
U ′ ◦D
′
1. Wir setzen nun für
n ∈ N Bn := (λBU ′ ◦ hU ′,U)
n und behaupten, dass es für jedes n ∈ N eine formale
Reihe von Differentialoperatoren D′n gibt, so dass ı
∗
U ′ ◦D
′
n = ı
∗
U ′ ◦ Bn gilt. Der Beweis
erfolgt durch vollständige Induktion. Den Induktionsanfang haben wir dabei oben schon
durchgeführt. Es gelte die Aussage nun für ein n ∈ N, dann gilt sie auch für n+1. Dies
sehen wir wie folgt ein. Es gilt
ı∗U ′ ◦Bn+1 = ı
∗
U ′ ◦Bn ◦ λBU ′ ◦ hU ′,U
= ı∗U ′ ◦D
′
n ◦ λBU ′ ◦ hU ′,U ,
wobei im letzten Schritt die Induktionsannahme einfloss. Als Komposition von formalen
Potenzreihen von Differentialoperatoren ist λD′n ◦BU ′ wieder eine formale Potenzreihe
von Differentialoperatoren, womit wir unsere obige Beobachtung anwenden können und
das gewünschte D′n+1 finden. Mit dem bisher gezeigten ist dann die Existenz von SU ′
klar, woraus wie Eingangs bemerkt sofort die Behauptung folgt.
Definition 2.2.13. Das Sternprodukt ⋆red aus Satz 2.2.11 nennen wir auch das (nach
dem Quanten-Koszul-Schema) reduzierte Sternprodukt.
Bemerkung 2.2.14.
i.) Das nach dem Quanten-Koszul-Schema reduzierte Sternprodukt ist dasselbe wie
das, welches man durch die BRST-Konstruktion nach [BHW00] erhält.
ii.) Satz 2.2.11 liefert eine konkrete, relativ einfache Formel für das Sternprodukt auf
dem reduzierten Phasenraum, sogar eine, die strukturell derjenigen für die Poisson-
Klammer auf dem reduzierten Phasenraum gleicht, vgl. Gleichung (2.1.10).
iii.) Die Quanteneinschränkung ı∗ ist zwar durch Gleichung (2.2.8) relativ konkret
gegeben, es stellt sich jedoch heraus, dass die dort auftretende geometrische Rei-
he selbst in einfachen Beispielen nur sehr schwer noch konkreter berechnet wer-
den kann. Das in [CGW07] betrachtete Beispiel verdeutlicht die zu erwartenden
Schwierigkeiten.
iv.) Ist ⋆ Hermitesch, so stellt sich die Frage, ob auch ⋆red Hermitesch ist. Falls ⋆
zusätzlich stark invariant ist und man als Quantenimpulsabbildung J = J + 12 iλ∆
wählt, ist das Sternprodukt ⋆red wieder Hermitesch, wie Gutt und Waldmann
in [GW10, Prop. 4.7] zeigen konnten.
2.2.4 Nichtverschwindende Impulswerte
Die bisher beschriebene Quanten-Koszul-Reduktion ist nur für den Fall verschwindender
Impulswerte anwendbar. Für nicht-verschwindende G-invariante Impulswerte µ ∈ g∗
liegt es nahe, die um −µ verschobene Impulsabbildung zu betrachten und dann an der
Null zu reduzieren.
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Genauer sei (M,ω) eine symplektische Mannigfaltigkeit. Weiter wirke eine Lie-Grup-
pe G stark Hamiltonsch, frei und eigentlich auf M , J : M → g∗ sei eine G-äquivariante
Impulsabbildung und µ ∈ g∗ ein G-invarianter Impulswert mit J−1(µ) 6= ∅. Dann
ist auch Jµ := J − µ : M → g∗ eine G-äquivariante Impulsabbildung und es gilt
J−1(µ) = (Jµ)−1(0), womit die reduzierten Phasenräume inklusive ihrer symplekti-
schen Struktur trivialerweise übereinstimmen. Sei nun ⋆ ein Sternprodukt für M und J
eine G-äquivariante Quantenimpulsabbildung für J und ⋆. Dann ist J−µ auch eine G-
äquivariante Quantenimpulsabbildung für Jµ und ⋆, womit wir vermöge der Quanten-
Koszul-Reduktion ein Sternprodukt ⋆red,Jµ,0 für den bezüglich Jµ am Impulswert 0 re-
duzierten Phasenraum erhalten. Ist ⋆ mit J stark invariant, so auch mit Jµ, da Poisson-
Klammern und ⋆-Kommutatoren mit konstanten Funktionen verschwinden. Wir definie-
ren dann das reduzierte Sternprodukt ⋆red,µ als ⋆red,µ := ⋆red,Jµ,0. Für allgemeine, nicht
notwendigerweise invariante Impulswerte kann man das Shifting-Theorem verwenden,
an das wir zunächst kurz erinnern wollen
Proposition 2.2.15. (Shifting-Theorem) Sei (M,ω) eine symplektische Mannigfaltig-
keit und G eine Lie-Gruppe, die stark Hamiltonsch, frei und eigentlich auf M operiere
und J : M → g∗ eine G-äquivariante Impulsabbildung. Weiter sei µ ein regulärer Wert
von J mit J−1(µ) 6= ∅, Gµ der koadjungierte Orbit und ω+Gµ die Kirillov-Kostant-Souri-
au symplektische Form auf Gµ. Dann ist Jµ : M ×Gµ→ g∗, (p, ν) 7→ J(p)− ν eine G-
äquivariante Impulsabbildung auf der symplektischen Mannigfaltigkeit (M×Gµ,ω−ω+Gµ)
für die kanonische Diagonalwirkung von G auf M × Gµ und die reduzierten Phasen-
räume (M × Gµ)red und Mred,µ sind symplektomorph, wobei Mred,µ den bezüglich des
Impulswerts µ reduzierten Phasenraum bezeichnet.
Der Beweis ist zwar nicht besonders schwierig, da er jedoch Orbit-Reduktion ver-
wendet, auf welche wir nicht eingehen wollen und da der Satz im weiteren Verlauf der
Arbeit nicht von Bedeutung ist, verweisen wir auf [OR04, Thm. 6.5.2].
Man kann nun versuchen ein Sternprodukt ⋆Gµ auf C∞(Gµ) zu wählen, ⋆ˆ := ⋆⊗⋆Gµ
zu betrachten und als reduziertes Sternprodukt ⋆ˆred zu nehmen. Damit dieses Vorgehen
von einem konstruktivistischen Standpunkt aus befriedigend erscheint, müsste jedoch
noch untersucht werden, welche Freiheiten man bei der Wahl von ⋆Gµ hat und wie
sich diese auf ⋆ˆred, beziehungsweise dessen Klasse auswirken. Falls µ G-invariant ist,
gilt natürlich Gµ = {µ}, jegliche Wahlfreiheiten verschwinden und die beschriebene
Anwendung des Shifting-Theorems liefert das weiter oben schon erklärte.
2.2.5 Homotopie für den gesamten Quanten-Koszul-Komplex
Die folgenden Aussagen werden für die restliche Arbeit zwar nicht benötigt, wir wollen
jedoch der Vollständigkeit halber noch ausführen, wie man auf relativ elementarem
Wege eine Homotopie für den ganzen augmentierten Quanten-Koszul-Komplex erhalten
kann. Diese wird interessant, wenn man den ganzen BRST-Komplex betrachtet. Siehe
[BHW00] und [Her07] für den singulären Fall. Dort wird auch gezeigt, wie man die
Homotopie auf abstrakterem Wege, mittels homologischer Störungstheorie bekommt.
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Im Folgenden schreiben wir ∂(0) := ı∗ und betrachten den Komplex
C∞(C)[[λ]] C∞(M)[[λ]] ⊗
∧0 g C∞(M)[[λ]] ⊗∧1 g . . .∂(0) ∂(1) ∂(2) .
(2.2.26)
Wir sind nun in der Lage, eine Homotopie für diesen Komplex anzugeben. Um die
Notation für die folgenden Betrachtungen zu vereinfachen, schreiben wir h(-1) := prol und
∂ (0) := ı∗, ∂ (k) := 0, h(k) := 0 für k ≤ −1, id (k) := 0 für k ≤ −2, id (-1) := idC∞(C) und
id (k) := idC∞(M)⊗
∧k g für k ≥ 0. Damit kombinieren sich die Gleichungen ı
∗prol = id,
(2.1.26) und (2.1.27) für alle k ∈ Z zur Gleichung
h(k-1) ∂ (k) + ∂ (k+1) h(k) = id (k) . (2.2.27)
Da h(0) prol = 0 gilt, können wir h(0) noch etwas anders schreiben, so dass, grob gesagt,
die Rollen von ∂ und h symmetrischer verteilt werden. Es gilt nämlich für n ∈ N
h(0)(h(-1)(∂(0)− ∂ (0)) + (∂(1)− ∂ (1)) h(0))n
= h(0)(prol(∂(0)− ∂ (0)) + (∂(1)− ∂ (1)) h(0))(h(-1)(∂(0)− ∂ (0)) + (∂(1)− ∂ (1)) h(0))n−1
= . . . = h(0)((∂(1)− ∂ (1)) h(0))n,
also
h
(0) = h(0)
id (0)
id (0) + h(-1)(∂(0)− ∂ (0)) + (∂(1)− ∂ (1)) h(0)
. (2.2.28)
Den Nenner können wir mit Hilfe der klassischen Homotopieeigenschaft, siehe Gleichung
(2.1.27), wie folgt noch etwas kompakter schreiben.
id+ h(-1)(∂(0)− ∂ (0)) + (∂(1)− ∂ (1)) h(0)
= h(-1) ∂ (0) + ∂ (1) h(0) + h(-1)(∂(0)− ∂ (0)) + (∂(1)− ∂ (1)) h(0)
= h(-1) ∂(0) +∂(1) h(0) . (2.2.29)
Demnach gilt
h
(0) = h(0)
id (0)
h(-1) ∂(0) +∂(1) h(0)
. (2.2.30)
Dies liefert uns eine grobe Idee, wie man eine Homotopie für den Quanten-Koszul-
Komplex definieren könnte.
Proposition 2.2.16. Die Abbildung h(k-1) ∂(k) +∂(k+1) h(k) ist für alle k ∈ Z invertier-
bar.
Beweis. Da ∂ eine Deformation von ∂ ist, fängt
h(k-1) ∂(k) +∂(k+1) h(k)− id (k)
= h(k-1) ∂ (k) + ∂ (k−1) h(k) + h(k-1)(∂(k)− ∂ (k)) + (∂(k+1)− ∂ (k+1)) h(k)− id (k)
= h(k-1)(∂(k)− ∂ (k)) + (∂(k+1)− ∂ (k+1)) h(k)
mindestens in Ordnung λ an, woraus die Behauptung folgt. Dabei wurde im zweiten
Schritt der obigen Umformung Gleichung (2.2.27) verwendet.
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Wir definieren nun für k ∈ Z die Abbildung
h
(k) := h(k)
id
h(k-1) ∂(k) +∂(k+1) h(k)
(2.2.31)
und zeigen in der nächsten Proposition, dass dies eine Homotopie für den augmentierten
Quanten-Koszul-Komplex liefert.
Proposition 2.2.17. Es gilt für alle k ∈ Z die Homotopiegleichung
h
(k−1) ∂(k) +∂(k+1) h(k) = id (k) . (2.2.32)
Für k = −1 gilt explizit
h
(−1) = prol (2.2.33)
und für k = 0
h
(0) = h(0)
id (0)
id (0) +(∂(1)− ∂ (1)) h(0)
. (2.2.34)
Beweis. Sei k ∈ Z. Wir setzen Ak := h(k-1) ∂(k) +∂(k+1) h(k)− id (k). Nach Proposition
2.2.16 ist id (k) +Ak invertierbar. Offensichtlich gilt wegen ∂2 = 0 und der Definition
von Ak
Ak ∂
(k+1) = (h(k-1) ∂(k) +∂(k+1) h(k)− id (k))∂(k+1) = 0 + ∂(k+1) h(k) ∂(k+1)−∂(k+1)
und
∂(k)Ak = ∂
(k)(h(k-1) ∂(k) +∂(k+1) h(k)− id (k)) = ∂(k) h(k-1) ∂(k) +0− ∂(k) .
Somit erhalten wir die Vertauschungsrelation
Ak ∂
(k+1) = ∂(k+1)Ak+1,
woraus sich unmittelbar die Beziehung
id (k)
id (k) +Ak
∂(k+1) = ∂(k+1)
id (k+1)
id (k+1) +Ak+1
ergibt. Folglich ist klar, dass
h
(k−1) ∂(k) +∂(k+1) h(k) = h(k-1)
id (k-1)
id (k-1) +Ak−1
∂(k) +∂(k+1) h(k)
id (k)
id (k) +Ak
= h(k-1) ∂(k)
id (k)
id (k) +Ak
+ ∂(k+1) h(k)
id (k)
id (k) +Ak
= (h(k-1) ∂(k) +∂(k+1) h(k))
id (k)
id (k) +Ak
= id (k)
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gilt. Die Homotopieeigenschaft ist damit gezeigt.
Für k = −1 finden wir
h
(−1) = h(-1)
id (-1)
h(-2) ∂(-1) +∂(0) h(-1)
= prol
id (-1)
0 + ı∗prol
= prol.
Der Rest ist nach Gleichung (2.2.30) klar.
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Kapitel 3
Quanten-Koszul-Reduktion auf
Kotangentialbündeln
Wir wollen nun die in Abschnitt 2.2 dargestellte Reduktionsmethode für Sternprodukte
auf den Spezialfall von Kotangentialbündeln anwenden und das so erhaltene Sternpro-
dukt auf dem reduzierten Phasenraum mit dem von Kowalzig, Neumaier und Pflaum
in [KNP05] konstruierten vergleichen.
3.1 Kotangentialbündel mit Magnetfeld
Wir betrachten das Kotangentialbündel p : M = T ∗Q → Q einer Mannigfaltigkeit Q,
versehen mit der symplektischen Form ωB = ωkan+p
∗B, wobei ωkan ∈ Γ
∞(
∧2 T ∗(T ∗Q))
die kanonische symplektische Form bezeichne und B ∈ Γ∞(
∧2 T ∗Q) eine beliebige ge-
schlossene Zweiform ist. Es sei daran erinnert, dass ωkan durch ωkan := −dθkan definiert
ist. Dabei ist θkan ∈ Γ∞(T ∗(T ∗Q)) die kanonische Einsform, welche für αq ∈ T ∗qQ und
wαq ∈ Tαq (T
∗Q) wiederum durch
θkan|αq (wαq ) = αq(Tαqp(wαq )) (3.1.1)
gegeben ist. Eine Karte (U, (x1, . . . , xn)) für Q induziert bekanntlich (vgl. [Wal07, Ab-
schnitt 3.2.1], [Lee03, Prop. 4.4]) eine Karte (p−1(U), (q1, . . . , qn, p1, . . . , pn)) für T ∗Q
mit
qi(αq) = x
i(q) (3.1.2)
und
pi(αq) = αq
(
∂
∂xi
|q
)
(3.1.3)
für i ∈ {1, . . . , n}, q ∈ Q und αq ∈ T ∗qQ. Man rechnet leicht nach (vgl. [Wal07,
Lem. 3.2.2]), dass θkan in diesen Koordinaten die folgende Gestalt annimmt.
θkan|p−1(U) = pidq
i. (3.1.4)
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Durch Anwenden der Definition von ωkan folgt damit auch unmittelbar
ωkan|p−1(U) = dq
i ∧ dpi. (3.1.5)
Eine physikalische Interpretation der oben geschilderten Situation wäre ein System
von endlich vielen geladenen Teilchen im Sinne der klassischen Punktmechanik, deren
Bewegungen etwa aufgrund von Zwangsbedingungen auf den Konfigurationsraum Q
eingeschränkt sind und die sich zudem in einem Magnetfeld B befinden.
Wir nehmen an, dass Q eine Wirkung φ : G × Q → Q trägt und heben diese zu
einer Wirkung Φ: G × T ∗Q → T ∗Q, mit Φg = Φ(g, ·) := T∗(φg−1) für alle g ∈ G.
Dabei bezeichnet für φ : Q → Q die Abbildung T∗φ : T ∗Q → T ∗Q den Kotangen-
tiallift, welcher bekanntlich für alle q ∈ Q, αφ(q) ∈ T ∗φ(q)Q und vq ∈ TqQ durch
T∗φ(αφ(q))vq := αφ(q)(Tqφ(vq)) definiert ist. Da für φ : Q → Q der Kotangentiallift
T∗φ ein Vektorbündelisomorphismus über φ−1 ist, siehe etwa [Wal07, Satz 3.2.11], ist
klar, dass Φ eine Gruppenwirkung definiert. In der Tat ist Φ auch glatt, wie man etwa
leicht in Bündelkarten sieht.
Man beachte, dass sich die Eigenschaften einer Wirkung, frei und eigentlich zu sein,
auf die geliftete Wirkung vererben, siehe Proposition D.2.8.
Falls B = 0 ist, gibt es eine kanonische G-äquivariante Impulsabbildung Jkan : T ∗Q→
g∗, welche für q ∈ Q und αq ∈ T ∗qQ durch Jkan(αq)(ξ) := 〈αq, ξQ(q)〉 gegeben ist, vgl.
etwa [Wal07, Satz 3.3.39]. Die Frage, unter welchen Voraussetzungen es eine klassische
Impulsabbildung für die Situation mit B 6= 0 gibt und wie sie in diesem Falle aussieht,
klärt das folgende wohlbekannte Lemma, welches auch in [KNP05] gezeigt wurde.
Lemma 3.1.1.
i.) G wirkt genau dann symplektisch bezüglich ωB, wenn B G-invariant ist.
ii.) Sei B G-invariant. Dann gibt es genau dann eine klassische Impulsabbildung be-
züglich ωB, wenn eine glatte Abbildung j0 : Q→ g
∗ existiert, so dass für alle ξ ∈ g
die Gleichung
d〈j0, ξ〉 = B(ξQ, ·) (3.1.6)
erfüllt ist. In diesem Fall definiert 〈JB , ξ〉 = 〈Jkan, ξ〉 + p
∗〈j0, ξ〉 für ξ ∈ g eine
klassische Impulsabbildung JB : T
∗Q→ g∗ bezüglich ωB. Weiter ist JB genau dann
G-äquivariant, wenn j0 G-äquivariant ist.
Beweis.
ad i.) Für g ∈ G gilt
Φ∗gωB = Φ
∗
gωkan +Φ
∗
gp
∗B = ωkan + p
∗φ∗gB
und somit
Φ∗gωB = ωB ⇐⇒ p
∗B = p∗φ∗gB ⇐⇒ B = φ
∗
gB.
Dabei wurde bei der letzten Äquivalenz die Submersivität und Surjektivität
von p verwendet.
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ad ii.) Für ξ ∈ g, q ∈ Q, αq ∈ T ∗qQ und vαq ∈ TαqT
∗Q gilt
ωB(αq)(ξT ∗Q(αq), vαq ) = ωkan(αq)(ξT ∗Q(αq), vαq ) +B(q)(TαqpξT ∗Q(αq), Tαqpvαq )
= 〈dαqJkan(ξ), vαq 〉+B(q)(ξQ(q), Tαqpvαq )
= 〈dαqJkan(ξ), vαq 〉+ 〈B(q)(ξQ(q), ·), Tαqpvαq 〉
= 〈dαqJkan(ξ), vαq 〉+ 〈(p
∗(B(ξQ, ·)))(αq), vαq 〉.
Somit gilt weiter
J : T ∗Q→ g∗ ist eine Impulsabbildung bzgl. ωB
⇐⇒ XJ(ξ) = ξT ∗Q ∀ξ ∈ g bzgl. ωB
⇐⇒ dJ(ξ) = ωB(ξT ∗Q, ·) ∀ξ ∈ g
⇐⇒ d(J(ξ)− Jkan(ξ)) = p
∗(B(ξQ, ·)) ∀ξ ∈ g.
Ist dann j0 : Q → g∗ eine glatte Abbildung mit d〈j0, ξ〉 = B(ξQ, ·), so ist
nach diesen Überlegungen klar, dass JB := Jkan + p
∗j0 eine Impulsabbildung
bezüglich ωB ist. Ist umgekehrt J eine Impulsabbildung bezüglich ωB, so folgt
aus obigem für j0 := n∗(J − Jkan) die Gleichung d〈j0, ξ〉 = B(ξQ, ·), wobei
n : Q → T ∗Q den Nullschnitt bezeichne. Da Jkan schließlich G-äquivariant ist,
ist im Falle der Existenz eines j0 die G-Äquivarianz von JB = Jkan + p
∗j0
äquivalent zur G-Äquivarianz von j0.
Bemerkung 3.1.2. Ist B = 0, so kann man in Lemma 3.1.1 j0 = 0 wählen und erhält
JB = Jkan.
Wir wollen im Folgenden immer die Existenz einer klassischen G-äquivarianten Im-
pulsabbildung JB bezüglich ωB der Form 〈JB , ξ〉 = 〈Jkan, ξ〉 + p
∗〈j0, ξ〉 für ξ ∈ g mit
einem G-äquivarianten j0 wie in Lemma 3.1.1 annehmen und stets nur solche betrach-
ten, wenn wir von JB sprechen.
Bezeichne V Q das Vertikalbündel des Hauptfaserbündels ̟ : Q → Q/G, dessen
Fasern für alle q ∈ Q durch VqQ := {ξQ(q) | ξ ∈ g} gegeben sind.
Weiter sei γ : TQ→ g eine Zusammenhangseinsform für̟ : Q→ Q/G (vgl. Prop. C.7
und Prop. C.9). Dies liefert eine Zerlegung des Tangentialbündels
TQ = HQ⊕ V Q, (3.1.7)
wobei HQ das von γ induzierte Horizontalbündel bezeichne, dessen Fasern für alle q ∈ Q
durch HqQ = {vq ∈ TqQ | γ(vq) = 0 ∈ g} gegeben sind. Setzen wir dann H∗
γ
q Q := {α ∈
T ∗qQ | α|VqQ = 0} und V
∗γ
q Q := {αq ∈ T
∗
qQ | αq|HqQ = 0}, so sind H
∗γQ :=
⋃
q∈QH
∗γ
q Q
und V ∗
γ
Q :=
⋃
q∈Q V
∗γ
q Q Untervektorbündel von T
∗Q und es gilt T ∗Q = H∗
γ
Q⊕V ∗
γ
Q.
Man beachte, dass die Zerlegungen TQ = HQ ⊕ V Q und T ∗Q = H∗
γ
Q ⊕ V ∗
γ
Q G-
invariant sind. Dabei operiert G auf TQ via G× TQ ∋ (g, v) 7→ Tφgv ∈ TQ.
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Die Vektorbündelstruktur von T ∗Q erlaubt es uns, von polynomialen Funktionen
P(Q) := {f ∈ C∞(T ∗Q) | f |T ∗qQ ist polynomial für alle q ∈ Q } ⊂ C
∞(T ∗Q)
in den Impulskoordinaten, oder kurz von polynomialen Funktionen, zu sprechen. Um
diese Zusatzstruktur nutzen zu können, erscheint es sinnvoll, sich auf Sternprodukte ⋆
zu beschränken, für die P(Q)[[λ]] eine ⋆-Unteralgebra von C∞(T ∗Q)[[λ]] bildet.
[KNP05] folgend werden wir in diesem Kapitel nur Sternprodukte ⋆ für (M,ωB)
mit den folgenden Eigenschaften betrachten.
• ⋆ ist G-invariant, d. h. invariant bezüglich der gelifteten Wirkung Φ auf T ∗Q.
• JB ist eine G-äquivariante Quantenimpulsabbildung für die klassische Impulsab-
bildung JB und das Sternprodukt ⋆.
• P(Q)[[λ]] ist eine ⋆-Unteralgebra von C∞(T ∗Q)[[λ]].
• JB(ξ) ∈ P(Q)[[λ]] für alle ξ ∈ g.
Kowalzig, Neumaier und Pflaum konnten mit einigem Aufwand zeigen, dass die letz-
te Forderung schon aus den restlichen folgt, siehe [KNP05, Cor. 4.14 ii)]. Man beachte,
dass für die klassische Impulsabbildung nach Konstruktion schon JB(ξ) ∈ P(Q) für alle
ξ ∈ g erfüllt ist.
3.2 Reduziertes Sternprodukt für verschwindenden Impuls-
wert und verschwindendes Magnetfeld
In diesem Abschnitt wenden wir uns dem Spezialfall verschwindender Impulswerte µ = 0
und verschwindender Magnetfelder zu. Wir nehmen also B = 0 sowie JB = Jkan an und
schreiben Jkan = JB .
Wegen Jkan(ξ)(αq) = αq(ξQ(q)) für q ∈ Q und αq ∈ T ∗qQ gilt offensichtlich
Ckan := J
−1
kan(0) = {α ∈ T
∗Q | Jkan(α)(ξ) = 0∀ξ ∈ g}
= {α ∈ T ∗Q | α(ξQ(p(α))) = 0∀ξ ∈ g} = H
∗γQ. (3.2.1)
Ist µ ∈ g∗, so wird durch
〈Γµ(q), vq〉 := 〈µ, γ(vq)〉 für q ∈ Q, vq ∈ TqQ (3.2.2)
eine glatte Einsform
Γµ : Q ∋ q 7→ Γµ(q) ∈ T
∗Q (3.2.3)
definiert und es gilt Γµ(q) ∈ V ∗
γ
q Q für alle q ∈ Q. Wir betrachten als nächstes die
Abbildung
Ψ′ : Ckan × g
∗ → T ∗Q = Ckan ⊕ V
∗γQ, (c, µ) 7→ c+ Γµ(p(c)). (3.2.4)
Proposition 3.2.1. Ψ′ ist eine globale, glatte, G-äquivariante, gute Tubenumgebung
von Ckan in T ∗Q.
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Beweis. Ψ′ ist offensichtlich glatt. Seien (c, µ), (c′, µ′) ∈ Ckan × g∗ mit c + Γµ(p(c)) =
c′+Γµ′(p(c)), so erhält man sofort c = c′ und 〈µ−µ′, γ(vp(c))〉 = 0 für alle vp(c) ∈ Tp(c)Q.
Mit γ(ξQ(p(c))) = ξ für ξ ∈ g
folgt weiter 〈µ − µ′, ξ〉 = 0 für alle ξ ∈ g, also auch µ = µ′. Somit ist klar, dass Ψ′
injektiv ist. Sieht man Ckan× g∗ als Vektorbündel über Q an, so ist Ψ′ eine Vektorbün-
delmorphismus über der Identität, womit Ψ′ wegen der Injektivität und aus Dimensi-
onsgründen schon ein Diffeomorphismus sein muss.
Dass es sich tatsächlich auch um eine Tubenabbildung handelt, ist klar, da Ψ′(c, 0) =
c für alle c ∈ Ckan. Um die Äquivarianz nachzuprüfen, sei g ∈ G. Dann gilt für q ∈ Q
und vgq ∈ TgqQ
〈Γgµ(gq), vgq〉 = 〈gµ, γ(vgq)〉 = 〈µ, g
−1γ(vgq)〉
= 〈µ, γ(g−1vgq)〉 = 〈Γµ(q), g
−1vgq〉 = 〈gΓµ(q), vgq〉.
Demnach ist für alle c ∈ Ckan, g ∈ G und µ ∈ g∗ die Gleichung
Ψ′(g(c, µ)) = Ψ′((gc, gµ)) = gc+ Γgµ(p(gc))
= gc+ Γgµ(gp(c)) = g(c + Γµ(p(c))) = gΨ
′((c, µ))
richtig. Sei nun c ∈ Ckan und µ ∈ g∗. Dann gilt für alle ξ ∈ g
〈Jkan(Ψ
′(c, µ)), ξ〉 = 〈Ψ′(c, µ), ξQ(p(c))〉
= 〈c, ξQ(p(c))〉 + 〈Γµ(p(c)), ξQ(p(c))〉 = 〈µ, γ(ξQ(p(c)))〉 = 〈µ, ξ〉.
Dabei wurde im dritten Schritt c ∈ Ckan = H∗
γ
p(c)Q und ξQ(p(c)) ∈ Vp(c)Q ausgenutzt.
Demnach ist Ψ′ auch tatsächlich eine gute Tubenabbildung.
Wir schreiben im Folgenden Ψ := Ψ′−1.
Die Tatsache, dass wir in diesem Abschnitt nicht eine beliebige symplektische Man-
nigfaltigkeit mit irgendeiner G-Wirkung betrachteten, sondern ein Kotangentialbündel
mit gelifteter G-Wirkung, verhalf, nach Wahl einer Zusammenhangseinsform, die be-
sonders einfache globale, gute Tubenabbildung Ψ′ zu konstruieren. Insbesondere war
die Vektorbündelstruktur von T ∗Q wichtig. Diese wollen wir auch in den weiteren
Betrachtungen massiv ausnutzen. Einerseits erlaubt sie uns, wie schon erwähnt, von
polynomialen Funktionen, zu sprechen. Die gewählte Zusammenhangseinsform liefert
andererseits eine Zerlegung des Tangentialbündels von Q und damit, wie wir in Kür-
ze genauer darlegen werden, auch Zerlegungen von davon induzierten Tensorbündel-
konstruktionen. Diese Zerlegungen übertragen sich bekanntlich auf die polynomialen
Funktionen P(Q), da diese zu den Schnitten der symmetrischen Potenzen von TQ in
Bijektion stehen. An diese Tatsache möchten wir in der folgenden Proposition erinnern,
vgl. auch [Wal07, 2.2.23]. Dazu sei
Γ∞(
∨
TQ) :=
∞⊕
k=0
Γ∞(
∨k
TQ) (3.2.5)
die symmetrische Algebra des C∞(Q)-Moduls Γ∞(TQ).
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Proposition 3.2.2. Die lineare Abbildung
Γ∞(TQ)→ P(Q), s 7→ (T ∗Q ∋ α 7→ 〈α, s(p(α))〉) (3.2.6)
besitzt eine eindeutige Fortsetzung zu einem Algebraisomorphismus
P : Γ∞(
∨
TQ)→ P(Q). (3.2.7)
Es gilt insbesondere für k ∈ N \ {0} und s ∈
∨k Γ∞(T ∗Q)
P(s)(αq) =
1
k!
s(q)(αq, . . . , αq) (3.2.8)
für alle q ∈ Q und αq ∈ T ∗qQ sowie
P(χ) = p∗χ (3.2.9)
für χ ∈ C∞(Q).
Beweis. Klar.
Bemerkung 3.2.3. Die Wirkung von G auf TQ via G × TQ ∋ (g, v) 7→ Tφgv ∈ TQ
induziert für jedes k ∈ N eine Wirkung auf
∨k TQ vermöge linearer Fortsetzung von
g(v1q∨. . .∨v
n
q ) := gv
1
q∨. . .∨gv
n
q für alle g ∈ G, q ∈ Q und v
1
q , . . . , v
n
q ∈ TqQ, insbesondere
gilt (gv)(α1q , . . . , α
n
q ) = v(g
−1α1q , . . . , g
−1αnq ). Dies liefert bekanntlich wieder eine G-
Wirkung auf den Schnitten Γ∞(
∨k TQ) durch (gs)(q) := g(s(g−1q)) für alle g ∈ G,
q ∈ Q und s ∈ Γ∞(
∨k TQ). Damit sieht man leicht, dass P G-äquivariant ist.
Proposition 3.2.4. PV(Γ∞(
∨
TQ)) :=
⊕∞
m=0,n=1 Γ
∞(
∨mHQ ⊗ ∨n V Q) wird via
(hm ⊗ vn) ∨ (h′m
′
⊗ v′n
′
) := (hm ∨ h′m
′
) ⊗ (vn ∨ v′n
′
), für alle m,m′, n, n′ ∈ N und
hm ∈ Γ∞(
∨mHQ), h′m′ ∈ Γ∞(∨m′ HQ), vn ∈ Γ∞(∨n V Q) und v′n′ ∈ Γ∞(∨n′ V Q)
und C∞(Q)-linearer Fortsetzung zu einer assoziativen, N×N+-gradierten Algebra, wobei
x ∈ PV(Γ∞(
∨
TQ)) genau dann homogen vom Grade (m,n) ∈ N × N+ ist, wenn
x ∈ Γ∞(
∨mHQ⊗∨n V Q). Ebenso ist⊕∞m,n=0 Γ∞(∨mHQ⊗∨n V Q) eine assoziative,
N× N-gradierte Algebra.
Beweis. Klar.
Definition 3.2.5. Wir wollen Elemente der gradierten Algebra H(Γ∞(
∨
TQ)) :=⊕∞
k=0 Γ
∞(
∨kHQ) als total horizontale Schnitte und Elemente von PV(Γ∞(∨ TQ)) als
teilweise vertikale Schnitte bezeichnen. Ein vom Grade (m,n) ∈ N × N+ homogenes
Element T ∈ Γ∞(
∨mHQ ⊗ ∨n V Q) bezeichnen wir auch als horizontal vom Grad m
und vertikal vom Grad n.
58
3.2. REDUZIERTES STERNPRODUKT FÜR VERSCHWINDENDEN IMPULSWERT UND
VERSCHWINDENDES MAGNETFELD
Mit den Regeln der Tensorrechnung, vgl. Proposition A.4, sehen wir dann
Γ∞(
∨
TQ) =
∞⊕
k=0
Γ∞(
∨k
TQ)
=
∞⊕
k=0
Γ∞(
∨k
(HQ⊕ V Q))
≃
∞⊕
k=0
Γ∞(
k⊕
l=0
(
∨k−l
HQ⊗
∨l
V Q))
≃
∞⊕
k=0
k⊕
l=0
Γ∞(
∨k−l
HQ⊗
∨l
V Q)
=
∞⊕
m,n=0
Γ∞(
∨m
HQ⊗
∨n
V Q)
=
∞⊕
k=0
Γ∞(
∨k
HQ)⊕
∞⊕
m=0,n=1
Γ∞(
∨m
HQ⊗
∨n
V Q)
= H(Γ∞(
∨
TQ))⊕ PV(Γ∞(
∨
TQ)). (3.2.10)
Die Projektionen zu dieser Zerlegung wollen wir im Folgenden mit H: Γ∞(
∨
TQ) →
H(Γ∞(
∨
TQ)) und PV: Γ∞(
∨
TQ) → PV(Γ∞(
∨
TQ)) bezeichnen. Offensichtlich ist
die Zerlegung (3.2.10) G-invariant, womit auch die Projektionen H und PV G-äquiva-
riant sind. Die obige Zerlegung induziert mit Hilfe des Isomorphismus P aus Proposi-
tion 3.2.2 eine Zerlegung der polynomialen Funktionen P(Q) in den Raum der total
horizontalen polynomialen Funktionen h(P(Q)) und den Raum der teilweise vertikalen
polynomialen Funktionen pv(P(Q)).
P(Q) = h(P(Q))⊕ pv(P(Q)) (3.2.11)
Die Projektionen bezüglich dieser Zerlegung sind dann durch
pv = P ◦ PV ◦ P−1 und h = P ◦ H ◦ P−1 (3.2.12)
gegeben. Mit Bemerkung 3.2.3 folgt direkt auch die G-Äquivarianz von h und pv. Ins-
besondere gilt h(P(Q)G) = h(P(Q))G. Ist F ∈ P(Γ∞(
∨mHQ⊗∨n V Q)) ⊂ P(Q) mit
(m,n) ∈ N×N, so nennen wir F horizontal vom Grad m und vertikal vom Grad n. Ist
{eα}1≤α≤dimG eine Basis von
g mit zugehöriger dualer Basis {eα}1≤α≤dimG, dann bilden die zugehörigen funda-
mentalen Vektorfelder {(eα)Q}1≤α≤dimG bekanntlich einen globalen Rahmen für das
Vertikalbündel V Q.
Für jedes T ∈ PV(Γ∞(
∨
TQ)) gibt es somit eindeutig bestimmte Ri(T ) ∈ PV(Γ∞(
∨
TQ))
mit T =
∑dimG
i=1 R
i(T )∨ (ei)Q. Für i ∈ {1, . . . ,dimG} setzen wir R
i auf H(Γ∞(
∨
TQ))
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durch 0 zu einer Abbildung Ri : Γ∞(
∨
TQ)→ Γ∞(
∨
TQ) fort. Offenbar kann man dann
jedes T ∈ Γ∞(
∨
TQ) in der Form
T = H(T ) + Ri(T ) ∨ (ei)Q (3.2.13)
schreiben. Weiter setzen wir
ri := P ◦ Ri ◦ P−1 : P(Q)→ P(Q), (3.2.14)
womit wir mit Gleichung (3.2.13) sehen, dass man jedes F ∈ P(Q) in der Form
F = h(F ) + ri(F )P((ei)Q) (3.2.15)
schreiben kann.
Wir wählen nun (Ψ, T ∗Q, 1, ∅, ∅) als geometrische Homotopiedaten und können da-
mit die davon induzierte Homotopie hkan aus dem Quanten-Koszul-Schema mit Hilfe
der ri ausdrücken.
Lemma 3.2.6. Ist F ∈ P(Q), so gilt
hkan(F ) = r
i(F )⊗ ei. (3.2.16)
Beweis. Sei v ∈ Γ∞(HQ) und F := P(v). Dann gilt für c ∈ Ckan und µ ∈ g∗
F ◦Ψ−1(c, µ) = F (c+ Γµ(p(c))) = P(v)(c + Γµ(p(c)))
= v|p(c)(c+ Γµ(p(c))) = v|p(c)(c) + v|p(c)(Γµ(p(c)))︸ ︷︷ ︸
=〈µ,γ(v(p(c)))〉=0
= v|p(c)(c).
Also haben wir
∂
∂µi
(F ◦Ψ−1)(c, µ) = 0
für alle i ∈ {1, . . . ,dimG}, c ∈ Ckan und µ ∈ g∗, womit hkan(F ) = 0 = r
i(F )⊗ ei folgt.
Für F = P((ei)Q) gilt
F ◦Ψ−1(c, µ) = F (c+ Γµ(p(c))) = P((ei)Q)(c + Γµ(p(c)))
= (ei)Q(p(c))(c + Γµ(p(c))) = (ei)Q(p(c))(c)︸ ︷︷ ︸
=0, da c ∈ H∗
γ
p(c)
Q
+(ei)Q(p(c))(Γµ(p(c)))
= 〈µ, γ((ei)Q(p(c)))〉 = 〈µ, ei〉 = µi,
wenn µ = µiei. Wir erhalten somit weiter
∂
∂µα
(F ◦Ψ−1)(c, µ) = δαi
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für alle α ∈ {1, . . . ,dimG}. Sei nun (n,m) ∈ N× N und T = Rk1,...,kml1,...,ln,ivk1 ∨ . . . ∨ vkm ∨
(el1)Q ∨ . . . (eln)Q ∨ (ei)Q = R
i(T )∨ (ei)Q mit R
k1,...,km
l1,...,ln,i
∈ C∞(Q), o. E. symmetrisch in
den unteren Indices und vkj ∈ Γ
∞(HQ). Dann gilt für F = P(T )
F ◦Ψ−1(c, µ) = F (c+ Γµ(p(c)))
= P(T )(c+ Γµ(p(c)))
= Rk1,...,kml1,...,ln,i(p(c))P(vk1 )(c+ Γµ(p(c))) · · · P(vkm)(c+ Γµ(p(c)))·
P((el1)Q)(c+ Γµ(p(c))) · · · P((eln)Q)(c+ Γµ(p(c))) · P((ei)Q)(c+ Γµ(p(c)))
= Rk1,...,kml1,...,ln,i(p(c))vk1 |p(c)(c) · · · vkm|p(c)(c) · µl1 · · ·µln · µi.
Folglich ergibt sich
∂
∂µα
(F ◦Ψ−1)(c, µ) = Rk1,...,kml1,...,ln,i(p(c)) · vk1 |p(c)(c) · · · vkm|p(c)(c)·
(δαl1µl2 · · ·µln · µi + . . .+ µl1 · · · δlnαµi + µl1 · · ·µlnδiα)
= (n+ 1)Rk1,...,kml1,...,ln,α(p(c)) · vk1 |p(c)(c) · · · vkm |p(c)(c) · µl1 · · · µln
= (n+ 1)P(Rα(T ))(c+ Γµ).
Des Weiteren gilt offensichtlich
P(Rα(T )) ◦Ψ−1(c, tµ) = tnP(Rα(T )) ◦Ψ−1(c, µ)
und damit∫ 1
0
∂
∂µα
(F ◦Ψ−1)(c, tµ) dt = (n+ 1)
∫ 1
0
tn dtP(Rα(T ))(Ψ−1(c, µ))
= P(Rα(T ))(Ψ−1(c, µ)).
Schließlich sehen wir so
ri(F )⊗ ei = r
i(P(T )) ⊗ ei = P(R
i(T ))⊗ ei = hkan(F ).
Wir definieren nun
∆⋆ : P(Q)[[λ]] → P(Q)[[λ]],
F 7→
1
iλ
dimG∑
i=1
(
ri(F )Jkan(ei)− r
i(F ) ⋆ Jkan(ei)
)
. (3.2.17)
Die Abbildung ∆⋆ ist in der Tat wohldefiniert, denn nach Voraussetzung sind die Funk-
tionen ri(F ), Jkan(ei) sowie Jkan(ei) polynomial und P(Q)[[λ]] bildet eine Unteralgebra
61
3.2. REDUZIERTES STERNPRODUKT FÜR VERSCHWINDENDEN IMPULSWERT UND
VERSCHWINDENDES MAGNETFELD
von C∞(M)[[λ]] bezüglich ⋆. Mit Lemma 3.2.6 sowie den Definitionen von ∂kan und
∂kan sehen wir für F ∈ P(Q) sofort
∆⋆F =
1
iλ
(∂kan − ∂kan)hkan(F ). (3.2.18)
Dabei bezeichnet ∂kan bzw. ∂kan den von Jkan bzw. Jkan induzierten Koszul- bzw. Quan-
ten-Koszul-Operator.
Der folgende Satz zeigt, dass (T ∗Q)red wieder die Struktur eines Kotangentialbündels
besitzt.
Satz 3.2.7 (Kotangentialbündelreduktion für Impulswert 0).
i.) Es gibt eine eindeutig bestimmte glatte, G-invariante Abbildung
u : J−1kan(0)→ T
∗(Q/G) mit 〈u(αq), Tq̟vq〉 = 〈αq, vq〉 (3.2.19)
für alle q ∈ Q, αq ∈ J
−1
kan(0)∩T
∗
qQ und vq ∈ TqQ. Weiter gibt es eine eindeutig be-
stimmte glatte Abbildung u : (T ∗Q)red → T ∗(Q/G), so dass das folgende Diagramm
kommutiert.
J−1kan(0)
(T ∗Q)red T
∗(Q/G)
πkan
u
u . (3.2.20)
Dabei bezeichnet πkan die kanonische Projektion.
ii.) Die Abbildung u ist ein Symplektomorphismus.
Beweis.
ad i.) Wegen der Submersivität von ̟ ist die Eindeutigkeit klar.
Wir beachten die Gleichheit ker Tq̟ = {ξQ(q) | ξ ∈ g}. Dies ist klar, denn
offensichtlich ist ξQ(q) ∈ ker Tq̟ für alle ξ ∈ g und da Tq̟ surjektiv ist, folgt
dimker Tq̟ = dimQ− dimQ/G = dimG = dim{ξQ(q) | ξ ∈ g}.
Falls also Tq̟vq = Tq̟v˜q, so folgt nach dieser Beobachtung schon, dass es ein
ξ ∈ g gibt mit vq− v˜q = ξQ(q). Dann ist aber für jedes αq ∈ J−1kan(0)∩T
∗
qQ schon
〈αq, vq − v˜q〉 = 〈αq, ξQ(q)〉 = 0, da ξQ(q) ∈ VqQ. Demnach existiert eine glatte
Abbildung u mit den gewünschten Eigenschaften. u ist sogar G-invariant, denn
〈u(gαq), Tgq̟vgq〉 = 〈αq, g
−1vgq〉 = 〈u(αq), Tgq̟(g
−1vgq)〉 = 〈u(αq), Tgq̟vgq〉
für alle αq ∈ J−1kan(0) ∩ T
∗
qQ und vgq ∈ TgqQ. Damit induziert u eine eindeutig
bestimmte glatte Abbildung, so dass Diagramm (3.2.20) kommutiert.
ad ii.) Sei α̟(q) ∈ T ∗̟(q)(Q/G), dann ist (Tq̟)
∗α̟(q) ∈ J
−1
kan(0), denn für jedes ξ ∈ g
gilt
〈Jkan((Tq̟)
∗α̟(q)), ξ〉 = 〈(Tq̟)
∗α̟(q), ξQ(q)〉 = 〈α̟(q), Tq̟ξQ(q)〉 = 0.
Weiter gilt für alle wq ∈ TqQ
〈u((Tq̟)
∗α̟(q)), Tq̟wq〉 = 〈(Tp̟)
∗α̟(q), wq〉 = 〈α̟(q), Tp̟wq〉,
also wegen der Submersivität von ̟ auch u((Tq̟)∗α̟(q)) = α̟(q).
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Demnach ist u und somit auch u surjektiv . Die Abbildung u ist injektiv, denn
ist u(αq) = u(βq′), so folgt nach Definition von u schon ̟(q) = ̟(q′), d. h. es
gibt ein g ∈ G mit q′ = gq, und
〈αq, wq〉 = 〈u(αq), Tq̟wq〉 = 〈u(βq′), Tq̟wq〉 = 〈u(βq′), Tq(̟ ◦ φg)wq〉
= 〈u(βq′), Tφg(q)̟Tqφgwq〉 = 〈u(βq′), Tgq̟gwq〉 = 〈βq′ , gwq〉
= 〈g−1βq′ , wq〉
für alle wq ∈ TqQ also πkan(αq) = πkan(βq′). Um zu zeigen, dass u symplektisch
ist, genügt es die kanonischen 1-Formen zu betrachten. Sei θkan die kanonische
1-Form auf T ∗Q und θkan diejenige auf T ∗(Q/G) sowie ı : J−1kan(0) →֒ T
∗Q
die Inklusion. Nach Konstruktion der reduzierten symplektischen Form ist es
also hinreichend, π∗kanu
∗θkan = ı
∗θkan zu zeigen. Sei q ∈ Q, αq ∈ T ∗qQ und
vαq ∈ TαqTQ, dann gilt
〈π∗kanu
∗θkan|αq , vαq 〉 = 〈θkan|u(π(αq)), Tαq (u ◦ πkan)vαq 〉
= 〈u(πkan(αq)), Tαq (p ◦ u ◦ πkan)vαq 〉
= 〈u(πkan(αq)), Tαq (̟ ◦ p ◦ ı)vαq 〉
= 〈αq, Tαq (p ◦ ı)vαq 〉 = 〈ı
∗θkan, vαq 〉.
Die Abbildung u ist demnach symplektisch und insbesondere immersiv, woraus
aus Dimensionsgründen und dem Satz über die Umkehrfunktion schon folgt,
dass u ein Diffeomorphismus, d. h. auch ein Symplektomorphismus sein muss.
In der folgenden Diskussion seien nun die Abbildungen u und u wie in Satz 3.2.7. Wir
setzen h : Γ∞(T (Q/G)) → Γ∞(TQ) zu einem Homomorphismus h : Γ∞(
∨
T (Q/G)) →
Γ∞(
∨
TQ) bezüglich ∨ fort. Insbesondere sei χh = ̟∗χ für χ ∈ C∞(Q/G). Schließlich
sei
l : P(Q/G) → h(P(Q)G) (3.2.21)
durch
l(F ) := P((P
−1
(F ))h) (3.2.22)
für F ∈ P(Q/G) gegeben. Dabei bezeichnet die Abbildung P : Γ∞(
∨
T (Q/G)) →
P(Q/G) den Algebraisomorphismus aus Proposition 3.2.2 für Q/G. Man prüft leicht
mit Hilfe von Proposition C.12 nach, dass l bijektiv ist, siehe auch [KNP05, Prop. 3.3
iv)].
Proposition 3.2.8. Sei ı : Ckan →֒ T ∗Q die kanonische Inklusion, dann gilt
ı∗|P(Q)G[[λ]] = u
∗ ◦ l−1 ◦ h|P(Q)G[[λ]]. (3.2.23)
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Beweis. Für q ∈ Q und αq ∈ Ckan∩T ∗qQ = H
∗γ
q Q ist P((ei)Q)(αq) = 〈αq, (ei)Q(q)〉 = 0,
also folgt für alle F ∈ P(Q)G, da P ein Algebrahomomorphismus ist, ı∗(F ) = ı∗(h(F )).
Als nächstes zeigen wir, dass u∗|P(Q/G) = ı∗ ◦ l, d. h. auch u∗ ◦ l−1 = ı∗|h(P(Q)G) gilt,
woraus dann offensichtlich die Behauptung folgt. Dazu bemerken wir zuerst, dass sowohl
u∗ als auch ı∗ ◦ l Algebrahomomorphismen sind, womit wir diese Gleichung nur auf
Erzeugern prüfen müssen. Sei also χ ∈ C∞(Q/G), dann gilt für alle q ∈ Q und αq ∈
Ckan ∩ T
∗
qQ
u∗(P(χ))(αq) = (u
∗ ◦ p∗χ)(αq) = χ((p ◦ u)(αq)) = χ(̟ ◦ p(αq))
= (̟∗χ)(p(αq)) = p
∗̟∗χ(αq) = P(χ
h)(αq) = l(P(χ))(αq).
Dabei bezeichnet p : T ∗(Q/G)→ Q/G die Fußpunktprojektion.
Ist weiter X ∈ Γ∞(T (Q/G)), dann gilt für alle q ∈ Q und αq ∈ Ckan ∩ T ∗qQ
u∗(P(X))(αq) = P(X)(u(αq)) = 〈u(αq),X(̟(q))〉
= 〈u(αq), Tq̟X
h
(q)〉 = 〈αq,X
h
(q)〉 = P(X
h
(q))(αq) = l(P(X))(αq).
Da auch P ein Algebramorphismus ist, folgt die Behauptung sofort.
Mit Proposition 3.2.8 und Gleichung (3.2.18) erhalten wir eine explizite Formel für
die Quanteneinschränkung im Falle von Kotangentialbündeln und den oben getroffenen
Wahlen für die geometrischen Homotopie-Daten.
Proposition 3.2.9. Für jedes F ∈ P(Q)G[[λ]] gilt
ı∗(F ) =
(
u∗ ◦ l−1 ◦ h ◦
(
id
id−iλ∆⋆
))
(F ). (3.2.24)
Um das reduzierte Sternprodukt nach Gleichung (2.2.25) genauer bestimmen zu
können, müssen wir auch noch für prol ◦π∗kan einen an die Kotangentialbündelgeometrie
angepassteren Ausdruck finden.
Proposition 3.2.10. Für alle f ∈ u∗(P(Q/G)) ist die Gleichung
(prol ◦ π∗kan)(f) = (l ◦ (u
−1)∗)(f) (3.2.25)
erfüllt.
Beweis. Wir zeigen l = prolπ∗kanu
∗|P(Q/G).
Sei X ∈ Γ∞(T (Q/G)), dann gilt für q ∈ Q und µ ∈ g∗
P(X
h
)(Γµ(q)) = 〈X
h
(q),Γµ(q)〉 = 〈µ, γ(X
h
(q))〉 = 0.
Nun lässt sich jedes f ∈ h(P(Q)G) als f = P(T h) mit T ∈ Γ∞(
∨
T (Q/G)) schreiben.
Da h und P Homomorphismen bezüglich ∨ sind, folgt für jedes c ∈ Ckan, µ ∈ g∗ und
jedes f ∈ h(P(Q)G) die Gleichung
f(Ψ′(c, µ)) = f(c+ Γµ(p(c))) = f(c)
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und somit
prolı∗f = f
für alle f ∈ h(P(Q)G). Und somit ergibt sich mit der im Beweis von Proposition 3.2.8
hergeleiteten Beziehung u∗ ◦ l−1 = ı∗|h(P(Q)G)
prolu∗l−1 = id ,
was gleichbedeutend ist mit l = prolu∗|P(Q/G) = prolπ∗kanu
∗|P(Q/G).
Trägt man nun all die in diesem Kapitel gemachten Beobachtungen zusammen, so
erhält man eine explizitere Formel für das reduzierte Sternprodukt.
Satz 3.2.11. Für das nach Koszul-Schema reduzierte Sternprodukt ⋆red gilt für alle
f, f ′ ∈ u∗(P(Q/G))
π∗kan(f ⋆red f
′) =
(
u∗ ◦ l−1 ◦ h ◦
id
id−iλ∆⋆
)(
(l ◦ u−1
∗
)(f) ⋆ (l ◦ u−1
∗
)(f ′)
)
. (3.2.26)
Satz 3.2.11 zeigt, dass die Quanten-Koszul-Reduktionsmethode mit den oben getrof-
fenen geometrischen Wahlen im Spezialfall von Kotangentialbündeln mit kanonischer
symplektischer Form, gelifteter Wirkung und verschwindendem Impulswert sowie ohne
Magnetfeld genau das Sternprodukt ist, das Kowalzig, Neumaier und Pflaum in [KNP05]
konstruiert haben.
3.3 Reduziertes Sternprodukt für nichtverschwindenden Im-
pulswert und mit Magnetfeld
In diesem Abschnitt wollen wir die Betrachtungen des vorangegangenen verallgemei-
nern und sowohl nichtverschwindende, G-invariante Impulswerte µ als auch G-invarian-
te Magnetfelder B zulassen. Ziel ist es, zu zeigen, dass die Konstruktion von Kowalzig,
Neumaier und Pflaum auch für diese Version einen Spezialfall der Quanten-Koszul-
Reduktion darstellt. Um dies zu erreichen, müssen wir spezielle geometrische Daten für
die Homotopie wählen, genauer werden wir solche durch Zurückziehen der geometri-
schen Homotopie-Daten aus Abschnitt 3.2 erhalten. Dies betrachten wir zunächst in
einer etwas allgemeineren Situation.
Satz 3.3.1 (Zurückziehen geometrischer Homotopie-Daten). Seien (M,ω) und (M ′, ω′)
symplektische Mannigfaltigkeiten und G eine Lie-Gruppe, die auf M und M ′ frei und
eigentlich wirke, sowie J : M → g∗ und J ′ : M ′ → g∗, zugehörige G-äquivariante Im-
pulsabbildungen mit C := J−1(0) 6= ∅ und C ′ := J ′−1(0) 6= ∅. Weiter seien GH′ :=
(Ψ′ : U ′ → V ′, O′ ⊂ U ′, ψ′U ′ , ψ
′
W ′ , ξ
′) G-invariante geometrische Homotopie-Daten für
C ′ ⊂ M ′. Sei nun s : M → M ′ ein G-äquivarianter Diffeomorphismus mit J = s∗J ′.
Wir definieren U := s−1(U ′), O := s−1(O′), W :=M \O und ψU := s∗ψ′U sowie ψW :=
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s∗ψ′W . Zudem sei V := (s|
−1
C × id)(V
′) ⊂ C× g∗ und Ψ := (s|−1C × id) ◦Ψ
′ ◦ s|U : U → V
sowie schließlich ξ = s∗ξ′.
Dann sind (Ψ: U → V,O ⊂ U,ψU , ψW , ξ) G-invariante geometrische Homotopie-
Daten für C und es gilt für die davon induzierte geometrische Homotopie h die Bezie-
hung
h = s∗ ◦ h′ ◦(s−1)∗, (3.3.1)
wobei h′ die von GH′ induzierte geometrische Homotopie bezeichne. Des Weiteren ist für
die induzierte geometrische Prolongation prol die Gleichung
prol = s∗ ◦ prol′ ◦ (s|−1C )
∗ (3.3.2)
erfüllt, wobei prol′ die von GH′ induzierte geometrische Prolongation sei.
Ist Ψ′ global, O = U ′ =M ′, also W ′ = ∅, ψ′U ′ ≡ 1 und ξ
′ = ∅, so gilt entsprechendes
auch für die zurückgezogenen geometrischen Homotopie-Daten.
Beweis. Es ist klar, dass O und U offen und G-invariant sind. Da s ein Homöomor-
phismus ist, folgt O = s−1(O′) = s−1(O′) ⊂ s−1(U ′) = U . Weiter sieht man leicht
die Inklusion C = s−1(C ′) ⊂ O und die Beziehung W = M \ O = M \ s−1(O′) =
s−1(M ′ \O′) = s−1(W ′). {ψU , ψW } ist offensichtlich eine glatte, G-invariante Zerlegung
der Eins mit suppψU = s−1(suppψ′U ′) ⊂ U und suppψW = s
−1(suppψ′W ′) ⊂ W .
Ebenfalls bemerkt man sofort, dass V offen und G-invariant ist sowie dass Ψ ein G-
äquivarianter Diffeomorphismus ist. Nach Konstruktion gilt für c ∈ C die Gleichung
Ψ(c) = ((s|−1C × id))(Ψ
′(s(c))) = (s|C
−1(s(c)), 0) = (c, 0).
Des Weiteren ist V offenbar sternförmig in Faserrichtung und für (c, µ) ∈ V gilt
J(Ψ−1(c, µ)) = J ′ ◦ s(s|U
−1 ◦Ψ′−1 ◦ (s|C × id)(c, µ)) = J
′(Ψ′
−1
(s(c), µ)) = µ.
Also ist Ψ eine G-äquivariante gute Tubenabbildung. Sei nun
hU : C
∞(U)⊗
∧•
g→ C∞(U)⊗
∧•+1
g
die Homotopie auf U , die, wie wir nochmal erinnern möchten, für k ∈ N und f ⊗ η ∈
C∞(U)⊗
∧k
g folgendermaßen gegeben ist.
hU (f ⊗ η) ◦Ψ
−1(c, µ) =
∫ 1
0
tk∂α(f ◦Ψ−1)(c, tµ) dt ⊗ eα ∧ η.
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Dann erhalten wir für k ∈ N, f ⊗ η ∈ C∞(U)⊗
∧k
g und (c, µ) ∈ V
((s|U )
∗ ◦ h′U ′ ◦(s|
−1
U )
∗)(f ⊗ η)(Ψ−1(c, µ))
= h′U ′(f ◦ s|
−1
U ⊗ η)(s|U ◦Ψ
−1(c, µ))
= h′U ′(f ◦ s|
−1
U ⊗ η)(Ψ
′−1 ◦ (s|C × id)(c, µ))
=
∫ 1
0
tk∂α(f ◦ s|−1U ◦Ψ
′−1)(s(c), tµ) dt ⊗ eα ∧ η
=
∫ 1
0
tk∂α(f ◦Ψ−1 ◦ (s|−1C × id))(s(c), tµ) dt ⊗ eα ∧ η
=
∫ 1
0
tk∂α(f ◦Ψ−1)((s|−1C × id)(s(c), tµ)) dt ⊗ eα ∧ η
= hU (f ⊗ η)(Ψ
−1(c, µ)).
Zudem gilt
〈J, ξ〉 = 〈s∗J ′, s∗ξ′〉 = s∗ψW = ψW
und
supp ξ = s−1(supp ξ′) ⊂W .
Sei nun p ∈ supp(ψU ) ∩W , dann ist offenbar auch s(p) ∈ supp(ψ′U ′) ∩W ′ und es folgt
ξ(p) = ξ′(s(p)) = −h′U ′(ψ
′
U ′ |U ′)(s(p))
= −((s|−1U )
∗ ◦ hU ◦s|
∗
U (ψ
′
U ′ |U ′))(s(p)) = − hU (ψU |U )(p),
d. h.
ξ|supp(ψU )∩W = − hU (ψU |U )|supp(ψU )∩W .
Weiter gilt für φ ∈ C∞(M)⊗
∧k
g∗
s∗ ◦ h′W ′ ◦(s
−1)∗(φ) = s∗(ξ′ ∧ (s−1)∗(φ)) = s∗ξ′ ∧ s∗(s−1)∗φ = ξ ∧ φ = hW (φ),
folglich auch
s∗ ◦ h′ ◦(s−1)∗(φ) = s∗(ψ′U ′ h
′
U ′(((s
−1)∗φ)|U ′)) + s
∗ h′W ′(s
−1)∗φ
= ψU hU (φ|U ) + hW (φ)
= h(φ).
Schließlich sehen wir für alle f ∈ C∞(C) und (c, µ) ∈ V
(s∗ ◦ prol′ ◦ (s|C
−1)∗)(f)(Ψ−1(c, µ)) = (prol′((s|−1C )
∗f))(Ψ′
−1
(s(c), µ))
= ψ′U ′(Ψ
′−1(s(c), µ)) · f((s|C)
−1(s(c)))
= ψ′U ′(s(Ψ
−1(c, µ))) · f(c)
= ψU (Ψ
−1(c, µ)) · f(c)
= prol(f)(Ψ−1(c, µ)).
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Bemerkung 3.3.2. Sind in Satz 3.3.1 ı : J−1(0) →֒ M und ı′ : J ′−1(0) →֒ M ′ die Inklu-
sionen der Zwangsflächen in den Phasenraum, so gilt offensichtlich
ı∗ = s|∗C ◦ ı
′∗ ◦ (s−1)∗. (3.3.3)
Wir betrachten nun die in Abschnitt 3.1 beschriebene Situation in voller Allgemein-
heit. Insbesondere sei µ ∈ g∗ ein G-invarianter Impulswert und B ∈ Γ∞(
∧2 T ∗Q) G-
invariant sowie geschlossen.
Da wir einen im Allgemeinen nichtverschwindenden G-invarianten Impulswert µ
vorliegen haben, müssen wir die in Abschnitt 2.2.4 dargelegten Überlegungen anwenden.
Wir definieren also JµB := JB − µ und J
µ
B := JB − µ. Die davon induzierten Koszul-
bzw. Quanten-Koszul-Operatoren wollen wir mit ∂µB bzw. ∂
µ
B bezeichnen. Die Inklusion
der Zwangsfläche CµB := J
µ
B
−1
(0) notieren wir als ıµB : C
µ
B →֒ T
∗Q und die kanonische
Projektion auf den reduzierten Phasenraum als πµB : T
∗Q→ CµB/G. Schließlich schreiben
wir (ı∗)µB für die Quanteneinschränkung.
Ist α ∈ Γ∞(T ∗Q), so definieren wir die Fasertranslation tα : T ∗Q → T ∗Q durch
tα(ζq) := ζq +α(q) (vgl. [Wal07, Def. 3.2.14, ii.)]). Dies ist offensichtlich ein Diffeomor-
phismus von T ∗Q mit inverser Abbildung (tα)−1 = t−α und es gilt t∗α(P(Q)) ⊂ P(Q).
Sofern α G-invariant ist, folgt, wie man leicht nachrechnet, die G-Äquivarianz von tα
und damit unmittelbar die von t∗α. Ist weiter j : Q → g
∗ eine glatte Abbildung, so de-
finieren wir die Einsform Γj ∈ Γ∞(T ∗Q) durch Γj := 〈j, γ〉. Für ein G-äquivariantes j
ist, wie eine einfache Rechnung zeigt, Γj G-invariant. Da nun µ ∈ g∗ ein G-invarianter
Impulswert ist sowie j0 : Q→ g∗ eine G-äquivariante Abbildung, sieht man nach obiger
Anmerkung direkt, dass auch tΓj0−µ G-äquivariant ist.
Proposition 3.3.3. Es gilt t∗Γj0−µ
Jkan = J
µ
B.
Beweis. Sei ξ ∈ g, q ∈ Q und αq ∈ T ∗qQ, dann gilt
(t∗Γj0−µ
(Jkan(ξ)))(αq) = Jkan(ξ)(tΓj0−µ(αq))
= Jkan(ξ)(αq + Γj0−µ(q))
= 〈ξQ(q), αq〉+ 〈ξQ(q),Γj0−µ(q)〉
= Jkan(ξ)(αq) + 〈j0(q)− µ, γ(ξQ(q))〉
= Jkan(ξ)(αq) + 〈j0(q)− µ, ξ〉
= JµB(ξ)(αq).
Proposition 3.3.4. Es gilt tΓj0−µ(C
µ
B) ⊂ Ckan und tΓj0−µ |CµB : C
µ
B → Ckan ist ein
G-äquivarianter Diffeomorphismus, der einen eindeutig bestimmten Diffeomorphismus
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tΓj0−µ : C
µ
B/G→ Ckan/G induziert, so dass das Diagramm
CµB Ckan
CµB/G Ckan/G
tΓj0−µ |C
µ
B
πµB
tΓj0−µ
πkan
(3.3.4)
kommutiert.
Beweis. Die erste Aussage folgt direkt aus Proposition 3.3.3, der Rest ist klar.
Bemerkung 3.3.5. Man kann weiter noch das Folgende zeigen, wodurch die Struktur
des reduzierten Phasenraums geklärt wird. Er hat nämlich wieder die Struktur eines
Kotangentialbündels, mit einer symplektischen Form, die Magnetfeldterme aufweist,
genauer gilt:
i.) Es gibt eine eindeutig bestimmte geschlossene Zweiform b auf Q/G mit ̟∗b =
B + dΓj0−µ.
ii.) Der reduzierte Phasenraum ((T ∗Q)red,µ = C
µ
B/G, ωred,µ) ist symplektomorph zu
(T ∗(Q/G), (ωkan)red+ p
∗b) vermöge der Abbildung u ◦ tΓj0−µ : C
µ
B/G→ T
∗(Q/G),
dabei bezeichnet p : T ∗(Q/G)→ Q/G die Fußpunktprojektion.
CµB Ckan
CµB/G Ckan/G T
∗(Q/G)
tΓj0−µ |C
µ
B
πµB
tΓj0−µ
πkan
u
u
(3.3.5)
Diese Aussage ist für die Konstruktion von Kowalzig, Neumaier und Pflaum [KNP05]
wichtig, für den von uns angestrebten Vergleich mit dieser Arbeit spielt sie jedoch
nur eine untergeordnete Rolle. Für einen Beweis dieser Tatsache verweisen wir
auf [KNP05, Thm. 3.2] sowie auf die dort angegebenen Referenzen.
Wir wählen nun für Ckan die globale Tubenumgebung aus Proposition 3.2.1, die
davon induzierte geometrische G-äquivariante Homotopie sei wieder mit hkan bezeichnet
und die induzierte G-äquivariante Prolongation mit prolkan.
Mit Proposition 3.3.3 ist klar, dass mit den Wahlen M = M ′ = T ∗Q, J = JµB ,
J ′ = Jkan und s = tΓj0−µ : T
∗Q→ T ∗Q die Voraussetzungen von Satz 3.3.1 erfüllt sind.
Wir bezeichnen die so induzierte geometrische Homotopie mit hµB und die induzierte
geometrische Prolongation mit prolµB .
Um den Vergleich mit der Arbeit [KNP05] zu erleichtern, wollen wir zunächst einige
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Symbole definieren. Dazu sei {ei} eine fest gewählte Basis von g.
hj0−µ := h ◦ t
∗
−Γj0−µ
|P(Q)[[λ]] : P(Q)[[λ]] → P(Q)[[λ]]
rij0−µ := t
∗
Γj0−µ
◦ ri ◦ t∗−Γj0−µ
|P(Q)[[λ]] : P(Q)[[λ]]→ P(Q)[[λ]] ∀i ∈ {1, . . . ,dimG}
∆µ,⋆(F ) :=
1
iλ
dimG∑
i=1
(
rij0−µ(F )J
µ
B(ei)− r
i
j0−µ(F ) ⋆ J
µ
B(ei)
)
∈ P(Q)[[λ]] ∀F ∈ P(Q)[[λ]]
(3.3.6)
Man beachte, dass oben eingeführte Abbildungen wegen t∗Γj0−µ(P(Q)[[λ]]) ⊂ P(Q)[[λ]]
und aufgrund der Bemerkungen nach Gleichung (3.2.17) wohldefiniert sind.
Wie in Abschnitt 3.2 wollen wir nun unter Ausnutzung der dortigen Resultate die
Bausteine des nach der Quanten-Koszul-Methode konstruierten Sternprodukts auf dem
reduzierten Phasenraum in an die Kotangentialbündelsituation angepassten Termen
schreiben, um dann einen Vergleich mit [KNP05] durchführen zu können. Mit Hilfe von
Satz 3.3.1 erhalten wir dabei die folgenden Propositionen.
Proposition 3.3.6. Für alle F ∈ P(Q) gilt
h
µ
B(F ) = r
i
j0−µ(F )⊗ ei. (3.3.7)
Beweis. Mit Satz 3.3.1 und Lemma 3.2.6 folgt sofort für F ∈ P(Q)
h
µ
B(F ) = (t
∗
Γj0−µ
◦ hkan ◦ t
∗
−Γj0−µ
)(F ) = t∗Γj0−µ
ri(t∗−Γj0−µ
(F ))⊗ ei = r
i
j0−µ(F )⊗ ei.
Damit ist klar, dass für F ∈ P(Q) die Gleichung
∆µ,⋆(F ) =
1
iλ
(∂µB − ∂
µ
B)(h
µ
B(F )) (3.3.8)
gilt.
Proposition 3.3.7. Für jedes F ∈ P(Q)G ist die Gleichung
ıµB
∗
(F ) = (πµB
∗ ◦ (u ◦ tΓj0−µ)
∗ ◦ l−1 ◦ hj0−µ)(F ) (3.3.9)
richtig.
Beweis. Sei F ∈ P(Q)G, dann erhält man mit Gleichung (3.3.3), Proposition 3.2.8 und
Diagramm (3.3.5)
ıµB
∗
(F ) = ((tΓj0−µ |C
µ
B
)∗ ◦ ı∗kan ◦ t
∗
−Γj0−µ
)(F )
= ((tΓj0−µ |C
µ
B
)∗ ◦ u∗ ◦ l−1 ◦ h ◦ t∗−Γj0−µ
)(F )
= (πµB
∗ ◦ (u ◦ tΓj0−µ)
∗ ◦ l−1 ◦ hj0−µ)(F ).
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Proposition 3.3.8. Sei j : Q → g∗ glatt, dann gilt für jedes F ∈ h(P(Q)) schon
t∗Γj (F ) = F und somit auch t
∗
Γj
◦ l = l.
Beweis. Sei Y ∈ Γ∞(HQ). Dann gilt für q ∈ Q und αq ∈ T ∗qQ
(t∗ΓjP(Y ))(αq) = P(Y )(αq + Γj(q)) = P(Y )(αq) + 〈Y (q),Γj(q)〉
= P(Y )(αq) + 〈γ(Y (q)), j(q)〉 = P(Y )(αq).
Da auch t∗Γj (P(χ)) = P(χ) für jedes χ ∈ C
∞(Q) und da t∗Γj ein Algebrahomomorphismus
ist, folgt die Aussage.
Proposition 3.3.9. Für alle f ∈ t∗Γj0−µ(u
∗(P(Q/G))) ist
(prolµB ◦ π
µ
B
∗
)(f) = (l ◦ (u−1
∗
) ◦ t
∗
−Γj0−µ
)(f). (3.3.10)
Beweis. Sei f ∈ t∗Γj0−µ(u
∗(P(Q/G))), dann gilt
(l ◦ (u−1
∗
) ◦ t
∗
−Γj0−µ
)(f) = (prolkan ◦ π
∗
kan ◦ t
∗
−Γj0−µ
)(f)
= (prolkan ◦ (t−Γj0−µ |Ckan)
∗ ◦ πµB
∗
)(f)
= (t∗−Γj0−µ
◦ prolµB ◦ π
µ
B
∗
)(f).
Dabei wurde im ersten Schritt Proposition 3.2.10 verwendet, im zweiten Diagramm
(3.3.4) und im letzten Schritt Gleichung (3.3.2). Nun gilt nach Proposition 3.3.8 t∗Γj0−µ ◦
l = l, woraus die Behauptung folgt.
Durch Zusammenfügen der Resultate dieses Abschnittes erhält man schließlich unter
Beachtung der Injektivität von πµB
∗ für alle f, f ′ ∈ t∗Γj0−µ(u
∗(P(Q/G))) folgende Formel
für das reduzierte Sternprodukt (2.2.25):
f ⋆red,µ f
′ =
(
(t
∗
Γj0−µ
u∗)l−1hj0−µ
id
id−iλ∆µ,⋆
)(
l(t
∗
Γj0−µ
u∗)−1f ⋆ l(t
∗
Γj0−µ
u∗)−1f ′
)
.
(3.3.11)
Dies führt uns unmittelbar auf das Hauptresultat dieses Kapitels.
Satz 3.3.10. Unter den in Abschnitt 3.1 erklärten Voraussetzungen und den in Ab-
schnitt 3.2 und 3.3 eingeführten Bezeichnungen gilt für das durch den Symplektomor-
phismus (u ◦ tΓj0−µ)
−1 : T ∗(Q/G)→ CµB/G zurückgezogene Sternprodukt ⋆˜red,µ := ((u ◦
tΓj0−µ)
−1)∗⋆red,µ und alle f, f ′ ∈ P(Q/G) die Beziehung
f ⋆˜red,µf
′ =
(
l−1hj0−µ
id
id−iλ∆µ,⋆
)(
l(f) ⋆ l(f ′)
)
. (3.3.12)
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Dies bedeutet, dass auch für den Fall mit Magnetfeldern und G-invarianten Impuls-
werten ungleich Null die in [KNP05, Thm. 3.5] konstruierten Sternprodukte einen Spezi-
alfall des hier betrachteten Quanten-Koszul-Reduktions-Schemas darstellen. Kowalzig,
Neumaier und Pflaum erlauben in ihrer Arbeit noch zusätzlich Quantenimpulswerte,
was jedoch in die Quantenimpulsabbildung absorbiert werden kann und somit an dieser
Stelle keine weitere Verallgemeinerung bedeutet.
Zusammengefasst konnten wir zeigen, dass die von Kowalzig, Neumaier und Pflaum
in [KNP05] vorgeschlagene Methode, im Falle von Kotangentialbündeln mit Magnetfel-
dern ein Sternprodukt auf dem reduzierten Phasenraum zu konstruieren, ein Spezialfall
des allgemeineren Quanten-Koszul-Reduktions-Schemas ist. Genauer ergibt sich, wie wir
gesehen haben, die zunächst sehr technisch erscheinende Methode aus [KNP05] durch
naheliegende Wahlen aus dem natürlicher wirkenden Quanten-Koszul-Reduktions-Sche-
ma Insbesondere handelt es sich auch um einen Spezialfall der in [BHW00] vorgestell-
ten BRST-Reduktionsmethode. Die Bedeutung der Methode von Kowalzig, Neumaier
und Pflaum besteht sicherlich unter anderem darin, dass in diesem Rahmen Resultate
zur Frage, wann Quantisierung mit Reduktion vertauscht, gezeigt werden konnten. Die
Quanten-Koszul-Methode besticht hingegen durch ihre konzeptionelle Klarheit. Somit
wagen wir zu behaupten, eine wichtige Brücke zwischen zwei Methoden geschlagen zu
haben.
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Kapitel 4
Koszul-Reduktion in Stufen
In diesem Kapitel beschäftigen wir uns mit der Frage, ob man sowohl im klassischen als
auch im Quanten-Fall die in Kapitel 2 vorgestellten Methoden der Phasenraumreduktion
auch in zwei Stufen durchführen kann, und wie die so gewonnenen Observablenalgebren
zu denen in Beziehung stehen, die man erhält, wenn man die vorhandenen Symmetrien
auf einmal eliminiert.
Die klassische Situation wurde in der Literatur schon eingehend untersucht, siehe et-
wa [OR04, Ch. 6.7] sowie [MMO+07] für eine ausführliche Darstellung. Betrachtet man
Phasenraumreduktion nur für verschwindende Impulswerte, so stellt sich heraus, dass
sich die Observablenalgebra beziehungsweise der Phasenraum, den man durch Redukti-
on nach der gesamten Symmetriegruppe gewinnt, von dem, den man durch Reduktion
in zwei Stufen enthält, nur durch einen Isomorphismus unterscheidet. Für nicht ver-
schwindende Impulswerte wird die Situation wesentlich komplizierter und man kann
unter Annahme einiger technischer Bedingungen an die Impulswerte (vgl. [MMO+07])
ein analoges Resultat zeigen. Wir benötigen jedoch nur die wesentlich einfachere Theorie
für Impulswert 0, welche wir in Abschnitt 4.1 genauer darstellen werden.
Für die Quanten-Koszul-Reduktion wurde die oben angesprochene Frage in der Li-
teratur noch nicht untersucht. Es ist eines der Hauptresultate dieser Arbeit, dass unter
bestimmten Annahmen an die Struktur der Symmetriegruppe auch bei der Quanten-
Koszul-Reduktion die Observablenalgebra, die man durch Reduktion in zwei Stufen er-
hält, zu der in einer Stufe gewonnenen isomorph ist. Dies werden wir in 4.2 behandeln.
Die in diesem Kapitel im Fließtext eingeführten Bezeichnungen gelten für den Rest
dieser Arbeit.
4.1 Symplektische Reduktion in Stufen
Sei (M,ω) eine symplektische Mannigfaltigkeit, G eine zusammenhängende Lie-Gruppe,
die via ΦG : G ×M → M stark Hamiltonsch, frei und eigentlich auf M operiere und
ι : G1 →֒ G eine normale, zusammenhängende Unter-Lie-Gruppe von G; insbesondere
ist G1 dann abgeschlossen in G (vgl. [Lee03, Prop. 5.4.1]). Man bemerke, dass dies via
ΦG1(g1, p) := Φ
G(g1, p) für alle g1 ∈ G1, p ∈M eine symplektische, freie und eigentliche
73
4.1. SYMPLEKTISCHE REDUKTION IN STUFEN
Wirkung ΦG1 : G1 ×M → M von G1 auf M induziert. Sei weiter J : M → g∗ eine G-
äquivariante Impulsabbildung.
Es stellt sich dann die naheliegende Frage, ob es egal ist, ob man Marsden-Weinstein-
Reduktion bezüglich der großen Gruppe G betreibt oder in einem ersten Schritt bezüg-
lich G1 und in einem zweiten bezüglich G/G1. Dies ist tatsächlich der Fall, wie wir in
diesem Abschnitt in Satz 4.1.8 für verschwindende Impulswerte positiv präsentieren.
Zunächst stellen wir jedoch den detaillierten Rahmen des Problems bereit. Dazu über-
legen wir uns als erstes, dass die adjungierte Wirkung bezüglich G eine G-Wirkung auf
g∗1 induziert. Dies benötigt man, um zu sehen, dass die für den ersten Reduktionsschritt
im Anschluss daran definierte Impulsabbildung J1 sogar G-äquivariant ist, womit auch
die durch J1 definierte Zwangsfläche G-invariant sein wird.
Da G1 ⊂ G normal ist, induziert für jedes g ∈ G die Abbildung conGg : G → G,
h 7→ ghg−1 eine eindeutige glatte Abbildung c˜onGg : G1 → G1, so dass das Diagramm
G G
G1 G1
ι ι
conGg
c˜onGg
kommutiert. Wegen AdGg = Tecon
G
g kommutieren mit A˜d
G
g := Tec˜on
G
g aufgrund der
Kettenregel auch die folgenden beiden Diagramme.
g g
g1 g1
Teι Teι
AdGg
A˜d
G
g
g∗ g∗
g∗1 g
∗
1
(Teι)
∗ (Teι)
∗
(AdGg )
∗
(A˜d
G
g )
∗
Damit ist unmittelbar klar, dass A˜d
G
: G× g1 → g1, (g, ξ1) 7→ A˜d
G
g ξ1 und G× g
∗
1 → g
∗
1,
(g, µ1) 7→ (A˜d
G
g−1)
∗µ1 lineare G-Wirkungen auf g1 bzw. g∗1 sind. Ferner gilt offensichtlich
für g1 ∈ G1 per Definition A˜d
G
g1 = Ad
G1
g1 , also auch (A˜d
G
g1)
∗ = (AdG1g1 )
∗.
Wir haben demnach auf natürliche Weise eine G-Wirkung auf g∗1 vorliegen, bezüglich
der (Teι)∗ G-äquivariant wird. Da diese auf G1 × g∗1 mit der koadjungierten Wirkung
(Ad
G1
·−1
)∗ bezüglich G1 übereinstimmt, ist der im Folgenden oft verwendete Notations-
missbrauch gerechtfertigt, für g ∈ G und µ1 ∈ g∗1 statt (A˜d
G
g−1)
∗µ1 auch hier wieder
einfach gµ1 zu schreiben.
Man sieht nun sofort, dass
J1 := (Teι)
∗ ◦ J : M → g∗1, (4.1.1)
d. h. 〈J1(p), ξ1〉 := 〈J(p), Teιξ1〉 für p ∈ M , ξ1 ∈ g1 eine Impulsabbildung für die G1-
Wirkung definiert. In der Tat rechnet man dies für p ∈M und ξ ∈ g1 leicht nach,
XJ1(ξ1)(p) = XJ(Teιξ1)(p) = (Teιξ1)
G
M (p) = (ξ1)
G1
M (p),
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wobei sich die letzte Gleichheit sofort aus der Definition und der Kettenregel ergibt. Per
Definition ist J1 wegen der G-Äquivarianz von (Teι)∗ und J sogar G-äquivariant – und
nicht etwa nur G1-äquivariant. Aus der G-Äquivarianz folgt insbesondere, dass C1 :=
J−11 (0) stabil unter Φ
G ist. Die eingeschränkten Wirkungen ΦGC1 := Φ
G|G×C1 : G×C1 →
C1 und Φ
G1
C1
:= ΦG1 |G1×C1 : G1×C1 → C1 sind offensichtlich wieder frei und eigentlich.
G/G1 ist bekanntlich ebenfalls eine Lie-Gruppe (vgl. [Lee03, Thm. 9.22]), da G1
eine normale Untergruppe von G ist.
Die kanonischen Projektionen ℘ : G → G/G1 und π1 : C1 → C1/G1 sind surjektive
Submersionen, also auch ℘×π1, vgl. Proposition A.2. Offensichtlich gilt für alle c1 ∈ C1
und g ∈ G
(℘× π1)(g, c1) = (℘× π1)(g
′, c′1) =⇒ ∃g1, h1 ∈ G1 mit g1g(h1c1) = g
′c′1
=⇒ π1(gc1) = π1(g
′c′1),
wobei bei der letzten Implikation ausgenutzt wurde, dass G1 normal in G ist. Somit
gibt es eine eindeutig bestimmte glatte Abbildung ΦG/G1 : G/G1 ×C1/G1 → C1/G1, so
dass das Diagramm
G× C1 C1
G/G1 × C1/G1 C1/G1
℘× π1 π1
ΦG
C1
ΦG/G1
(4.1.2)
kommutiert. Offensichtlich ist ΦG/G1 eine Wirkung von G/G1 auf C1/G1. Notieren wir
Äquivalenzklassen in eckigen Klammern, so nimmt die Wirkung in unserer abkürzenden
Notation folgende Gestalt an
[g][c1] = Φ
G/G1([g], [c1]) = [gc1], g ∈ G, c1 ∈ C1. (4.1.3)
Proposition 4.1.1. ΦG/G1 ist symplektisch.
Beweis. Sei ωred1 die reduzierte symplektische Form auf Mred1 = J
−1
1 (0)/G und
π1 : J
−1
1 (0)→Mred1 die Projektion. Dann gilt für alle g ∈ G
π∗1(Φ
G/G1
[g] )
∗ωred1 = (Φ
G
C1
)
∗
g
π∗1ωred1 = (Φ
G
C1
)∗gı
∗
1ωred1 = ı
∗
1(Φ
G
g )
∗ω = ı∗1ω = π
∗
1ωred1 ,
womit wegen der Submersivität von π1 das Behauptete folgt.
Lemma 4.1.2 ( [MMO+07, Lem. 5.2.1]). ΦG/G1 ist frei und eigentlich.
Beweis. Sei [g][c1] = [c1], dann gibt es ein g1 ∈ G1 mit g1c1 = c1. Da ΦGC1 frei ist, folgt
g1g = e, d. h. g = g−11 ∈ G1, womit wir wiederum [g] = [e] erhalten. Somit haben wir
gezeigt, dass ΦG/G1 frei ist.
Sei nun ([gn]) eine Folge in G/G1 und ([c1n]) eine konvergente Folge in C1/G1 mit
Grenzwert [c1] ∈ C1/G1 so dass ([gn][c1n]) gegen ein [c′1] ∈ C1/G1 konvergiert. Da C1 →
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C1/G1 ein Hauptfaserbündel ist, können wir einen lokalen Schnitt χ : U[c1] → C1 über
einer Umgebung U[c1] von [c1] wählen mit χ([c1]) = c1 und dabei o. E. annehmen, dass
[c1n] ∈ U[c1] ∀n ∈ N. Aus Stetigkeitsgründen konvergiert χ([c1n]) gegen c1 = χ([c1]).
Sei nun für jedes n ∈ N ein Element h1,n ∈ G1 mit χ([c1n]) = h1,nc1n gewählt, so gilt
h1,nc1n → c1. Analog können wir annehmen, dass es Elemente {k1,n}n∈N ⊂ G1 gibt, so
dass k1,ngnc1n → c1′, also auch k1,ngnh
−1
1,n(h1,nc1n) → c1
′ für n → ∞. Da Φ eigentlich
ist, gibt es also eine konvergente Teilfolge von (k1,ngnh−11,n) und aus Stetigkeitsgründen
also auch eine konvergente Teilfolge von ([gn]) in G/G1.
Um den zweiten Reduktionsschritt durchführen zu können, wollen wir zeigen, dass
es eine G/G1-äquivariante Impulsabbildung J2 : Mred1 = C1/G1 → Lie(G/G1)
∗ gibt,
welche für alle c1 ∈ C1, ξ ∈ g die Gleichung
〈J2([c1]), Te℘ξ〉 = 〈J(c1), ξ〉 (4.1.4)
erfüllt. Um dies zu erreichen, benötigen wir die beiden folgenden elementaren Proposi-
tionen.
Proposition 4.1.3. Für g1 ∈ G1 und ξ ∈ g ist Adg1 ξ − ξ ∈ Teιg1.
Beweis. Sei I˜g1 : G×G→ G, (g, h) 7→ g1gg
−1
1 h
−1. Da G1 ⊂ G normal, ist Ig1 : G→ G1,
g 7→ g1gg
−1
1 g
−1 wohldefiniert. Ist ∆: G → G × G die Diagonalabbildung g 7→ (g, g),
so gilt I˜g1 ◦∆ = ι ◦ Ig1 und somit, wie man leicht mit Hilfe von Proposition A.1 vii.)
nachprüft
Adg1 ξ − ξ = Tecong1ξ − Te(idG)ξ = TeιTeIg1ξ,
womit die Behauptung klar ist.
Proposition 4.1.4. Für die adjungierte Wirkung AdG/G1 auf dem Quotienten gilt
Ad
G/G1
℘(g) Te℘ξ = Te℘Ad
G
g ξ (4.1.5)
für alle ξ ∈ g und g ∈ G.
Beweis. Wir sehen, dass
conG/G1℘(g) ◦ ℘(h) = ℘(g)℘(h)℘(g)
−1
= ℘(ghg−1) = ℘ ◦ conGg (h) für alle g, h ∈ G
gilt, woraus die Behauptung durch Anwendung der Kettenregel folgt.
Lemma 4.1.5. Durch Gleichung (4.1.4) wird eine G/G1-äquivariante Impulsabbildung
J2 : Mred1 → Lie(G/G1)
∗ definiert.
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Beweis. Zuerst sehen wir ein, dass J2 wohldefiniert ist. Nach Definition von J1 und C1
gilt für ξ1 ∈ g1 und c1 ∈ C1 schon 〈J(c1), Teιξ1〉 = 〈J1(c1), ξ1〉 = 0. Um die Unabhän-
gigkeit von [c1] einzusehen, reicht es zu zeigen, dass der Ausdruck 〈J(g1c1), ξ〉 für alle
c1 ∈ C1 unabhängig von g1 ∈ G1 ist. Für beliebige, aber fest gewählte c1 ∈ C1, ξ ∈ g
ist die Bedingung 〈J(g1c1), ξ〉 = 〈J(c1), ξ〉 für alle g1 ∈ G1 wegen der G1-Äquivarianz
von J gleichbedeutend mit 〈J(c1),Adg−11 ξ − ξ〉 = 0 für alle g1 ∈ G1. Letzteres ist aber
nach Proposition 4.1.3 und Definition von J1 und C1 klar.
Als nächstes erinnern wir an das kommutative Diagramm (4.1.2). Durch Anwenden
der Kettenregel erhalten wir daraus die folgende, für die nächste Rechnung hilfreiche,
Relation für die fundamentalen Vektorfelder.
(Te℘ξ)C/G1(π1(c1)) = T[e]Φ
G/G1(·, π1(c1))Te℘ξ
= Te(Φ
G/G1(℘(·), π1(c1))ξ
= Te(π1 ◦Φ
G(·, c1))ξ
= Tc1π1TeΦ
G(·, c1)ξ
= Tc1π1ξC1(c1),
für alle c1 ∈ C1 und ξ ∈ g.
Bezeichne ωred1 die durch die Beziehung ı
∗
1ω = π
∗
1ωred1 eindeutig bestimmte sym-
plektische Form auf Mred1 . Als nächstes zeigen wir, dass J2 tatsächlich eine Impulsab-
bildung ist. Dazu sei c1 ∈ C1, v ∈ TpC1 und ξ ∈ g, dann gilt
ωred1(π1(c1))((Te℘ξ)Mred1 (π1(c1)), Tc1π1v) = ωred1(π1(c1))(Tpπ1ξC1(c1), Tc1π1v)
= (π∗1ωred1)(c1)(ξC1(c1), v)
= (ı∗1ω)(c1)(ξC1(c1), v)
= ω(c1)(Tc1ı1ξC1(c1), Tc1ı1v)
= ω(c1)(ξM (c1), Tc1ı1v)
= 〈dc1J(ξ), Tc1 ı1v〉
= 〈dc1(J(ξ) ◦ ı1), v〉
= 〈dc1(J2(Te℘ξ) ◦ π1), v〉
= 〈d[c1](J2(Te℘ξ)), Tc1π1v〉.
Wir wenden uns nun der Äquivarianz zu. Für c1 ∈ C1, g ∈ G und ξ ∈ g1 sieht man
leicht folgendes ein:
〈J2([g][c1]), Te℘ξ〉 = 〈J(gc1), ξ〉 = 〈gJ(c1), ξ〉 = 〈J(c1), g
−1ξ〉
= 〈J2([c1]), Te℘(g
−1ξ)〉
(4.1.5)
= 〈J2([c1]), [g
−1]Te℘ξ〉 = 〈[g]
−1J2([c1]), Te℘ξ〉.
Somit ist auch die G/G1-Äquivarianz von J2 gezeigt.
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Für den weiteren Verlauf dieser Arbeit seien C2 := J−12 (0) undMred2 := C2/(G/G1),
versehen mit der reduzierten symplektischen Form ωred2 , welche durch die Beziehung
π∗2ωred2 = ı
∗
2ωred1 eindeutig bestimmt ist. Dabei ist ı2 : C2 →֒ Mred1 die Inklusion und
π2 : C2 → Mred2 die kanonische Projektion auf den Quotienten. Ebenso seien C :=
J−1(0) und Mred := C/G, versehen mit der reduzierten symplektischen Form ωred, die
durch die Gleichung π∗ωred = ı∗ω eindeutig bestimmt ist, wobei ı : C →֒M die Inklusion
ist und π : C → Mred die kanonische Projektion auf den Quotienten. Schließlich sei
 : C →֒ C1 die Inklusion von C in C1.
Bemerkung 4.1.6. Ist c ∈ C ⊂ C1, so ist π1(c) ∈ C2, denn für jedes ξ ∈ g gilt
〈J2(π1(c)), Te℘ξ〉 = 〈J(c), ξ〉 = 0. Somit gibt es eine glatte Abbildung ς˜ : C → C2
mit ς˜(c) = π1(c) für c ∈ C. Falls π(c) = π(c′) für c, c′ ∈ C gilt, gibt es ein g ∈ G mit
gc = c′ und deshalb gilt nach Definition der G/G1-Wirkung (vgl. Gleichung (4.1.3))
[g]π1(c) = π1(c
′), also π2(π1(c)) = π2(π1(c′)). Folglich gibt es eine glatte Abbildung
ς : Mred →Mred2 , so dass das Diagramm
C C2
Mred Mred2
π π2
ς˜
ς
(4.1.6)
kommutiert.
Proposition 4.1.7. Die Abbildung ς˜ : C → C2 ist surjektiv.
Beweis. Sei c2 ∈ C2, d. h. J2(c2) = 0. Es gibt nun ein c1 ∈ C1 mit c2 = π1(c1), so dass
〈J(c1), ξ〉 = 〈J2(π1(c1)), Te℘ξ〉 = 0 für alle ξ ∈ g. Somit gilt aber schon J(c1) = 0, also
c1 ∈ C, d. h. auch c2 = π1|C(c1) = ς˜(c1).
Insgesamt haben wir folgendes wichtige kommutative Diagramm:
J−1(0) J−11 (0) M g
∗
g∗1
Mred J
−1
2 (0) Mred1 Lie(G/G1)
∗
Mred2
 ı1 J
ı2 J2
π
ς˜
π1
J1
π2
ς
ı
(Te
ι)
∗
(Te
℘)
∗
(4.1.7)
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Schon aus Dimensionsgründen ist klar, dass ς˜ im Allgemeinen nicht immersiv ist.
Ebenfalls aus Dimensionsgründen hat ς jedoch die Chance ein Diffeomorphismus zu
sein. Dies ist tatsächlich der Fall. Der folgende zentrale Satz zeigt, dass ς sogar ein
Symplektomorphismus ist.
Satz 4.1.8. Sei (M,ω) eine symplektische Mannigfaltigkeit und eine Lie-Gruppe G
wirke auf M stark Hamiltonsch, frei und eigentlich mit G-äquivarianter Impulsabbildung
J : M → g∗ und C := J−1(0) 6= ∅. Sei ι : G1 →֒ G eine normale Unter-Lie-Gruppe von
G und J1 := (Teı)∗ ◦ J : M → g∗1 die zugehörige Impulsabbildung. Ferner sei Mred =
C/G der reduzierte Phasenraum bezüglich der G-Wirkung und Mred1 = C/G1 derjenige
bezüglich der G1-Wirkung. Dann wirkt G/G1 frei und eigentlich auf Mred1 und es gibt
eine G/G1-äquivariante Impulsabbildung J2, die Gleichung (4.1.4) genügt. Unter diesen
Voraussetzungen sindMred und der bezüglich der G/G1-Wirkung reduzierte Phasenraum
Mred2 := J
−1
1 (0)/(G/G1) symplektomorph. Explizit ist durch die in Bemerkung 4.1.6
eingeführte Abbildung
ς : Mred →Mred2 (4.1.8)
ein Symplektomorphismus gegeben.
Beweis. Zuerst zeigen wir, dass ς injektiv ist. Angenommen ς(π(c)) = ς(π(c′)) für c, c′ ∈
C, dann gilt π2(π1(c)) = π2(π1(c′)). Es gibt somit ein g ∈ G mit π1(gc) = [g]π1(c) =
π1(c
′). Also gibt es ein g1 ∈ G1 mit g1gc = c′, womit schon π(c) = π(c′) gilt, was zu
zeigen war.
Die Surjektivität von ς folgt unmittelbar aus der von π, π2 und ς˜ . Mit Hilfe des
kommutativen Diagramms (4.1.7) und der Definition der reduzierten symplektischen
Formen rechnet man leicht nach:
π∗ς∗ωred2 = ς˜
∗π∗2ωred2 = ς˜
∗ı∗2ωred1 = 
∗π∗1ωred1 = 
∗ı∗1ω = ı
∗ω = π∗ωred.
Demnach ist ς symplektisch. Insbesondere ist ς immersiv. Aus Dimensionsgründen
(dimMred = dimMred2) und dem Satz über die Umkehrfunktion ist ς ein Diffeomor-
phismus.
4.2 Quanten-Koszul-Reduktion in Stufen
Gegenstand dieses Kapitels ist es, zu untersuchen, ob und wie sich die in Abschnitt 4.1
präsentierte klassische Reduktion in Stufen auf die Quanten-Koszul-Reduktion übertra-
gen lässt. Zunächst stellt sich dabei die Frage, ob das in der ersten Stufe durch Reduk-
tion erhaltene Sternprodukt überhaupt die Voraussetzungen für eine weitere Reduktion
erfüllt. Dies werden wir im ersten Abschnitt dieses Kapitels betrachten. Anschließend
wenden wir uns im zweiten Abschnitt der Fragestellung zu, wie das in einer Stufe redu-
zierte Sternprodukt mit dem in zwei Stufen reduzierten in Beziehung steht.
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Sei ⋆ ein G-invariantes Sternprodukt auf (M,ω) und J : g → C∞(M)[[λ]] eine G-
äquivariante Quantenimpulsabbildung.
Das heißt für ξ ∈ g, g ∈ G, p ∈M und f ∈ C∞(M) gelten die folgenden Bedingun-
gen.
i.) J(ξ) ist eine Deformation von J(ξ).
ii.) iλ{J(ξ), f} = [J(ξ), f ]⋆.
iii.) J(gp) = gJ(p).
Es sei weiter daran erinnert, dass ⋆ genau dann stark invariant bezüglich G ist, wenn
die klassische Impulsabbildung J auch eine Quantenimpulsabbildung ist.
Ist g2 ⊂ g mit g = Teιg1 ⊕ g2, so induziert dies eine Zerlegung g∗ = (g∗)1 ⊕ (g∗)2,
wobei die beiden Summanden (g∗)1 und (g∗)2 durch (g∗)1 := {µ ∈ g∗ | µ|g2 = 0} und
(g∗)2 := {µ ∈ g
∗ | µ|Teιg1 = 0} gegeben sind. Aufgrund der G-Invarianz von g1 folgt
direkt dieselbige von (g∗)2. Wir denken uns im Folgenden g2 gewählt. Offensichtlich ist
(Teι)
∗|(g∗)1 : (g
∗)1 → g
∗
1 ein Isomorphismus von Vektorräumen.
Definition 4.2.1 (Reduktiver homogener Raum). Der homogene Raum G/G1 heißt
reduktiv, falls es ein G1-invariantes Vektorraumkomplement g2 von Teιg1 gibt.
Bemerkung 4.2.2. Die G1-Invarianz von g2 ist, da G1 zusammenhängend ist, äquivalent
dazu, dass [ξ1, ξ2] ∈ g2 für alle ξ1 ∈ Teιg1, ξ2 ∈ g2. Da G1 in G normal und somit
g1 ein Lie-Ideal in g ist, ist dies weiter äquivalent zur Bedingung [ξ1, ξ2] = 0 für alle
ξ1 ∈ Teιg1, ξ2 ∈ g2. Genauso sieht man, dass g2 genau dann G-invariant ist, wenn g2
ein Lie-Ideal in g ist.
Bemerkung 4.2.3. Dass g2 ein G-invariantes Komplement von Teιg1 ist, bedeutet, falls
– wie wir es immer annehmen – G und G1 zusammenhängend sind, dass es eine diskrete
Gruppe Γ ⊂ G und einfach zusammenhängende Gruppen G˜1 und G˜2 gibt, so dass
G ≃ (G˜1× G˜2)/Γ. Dies ist insbesondere immer dann erfüllt, wenn G kompakt ist, siehe
etwa [Lee03, Thm. 20.21].
Beispiel 4.2.4. Sei g die Heisenberg-Lie-Algebra, die durch die Generatoren P,Q und
R über R erzeugt wird und deren Lie-Klammer durch die Beziehungen [P,Q] = R
und [P,R] = [Q,R] = 0 festgelegt ist. Weiter sei g1 := RR das Zentrum von g. Auf
Gruppenniveau entspricht dies der Wahl von G als Heisenberg-Gruppe und der von G1
als R \ {0}. In diesem Fall gibt es zwar ein G1-invariantes Komplement von g1 in g,
etwa g2 := R-Span{P,Q}, aber kein G-invariantes Komplement, denn wie man leicht
nachrechnet, gilt [g, g] ⊂ g1.
Proposition 4.2.5. Ist g2 H-invariant (mit H ∈ {G1, G}), so ist die kanonische Pro-
jektion p2 : g∗ → (g∗)2 H-äquivariant.
Beweis. Seien µ1 ∈ (g∗)1 und µ2 ∈ (g∗)2 sowie h ∈ H. Dann gilt
hp2(µ1 + µ2) = hµ2 = p2(hµ2) = p2(hµ1 + hµ2) = p2(h(µ1 + µ2)).
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Dabei wurde im zweiten Schritt die H-Invarianz von (g∗)2 verwendet. Im dritten Schritt
geht die Voraussetzung ein, denn die H-Invarianz von g2 impliziert sofort die von (g∗)1.
4.2.1 Invarianzeigenschaften eines nach einer Untergruppe reduzier-
ten Sternprodukts
In diesem Abschnitt sehen wir analog zur klassischen Situation, dass J eine G-äquiva-
riante Quantenimpulsabbildung J1 für den ersten Reduktionsschritt und eine Quanten-
impulsabbildung J2 induziert. Da letztere zum zweiten Reduktionsschritt dienen soll,
muss sie auch G/G1-äquivariant sein. Um dies sicherzustellen, werden wir weitere Bedin-
gungen an die Gruppen stellen müssen. Wir nehmen G/G1 in diesem Abschnitt immer
als reduktiv an und denken uns ein G1-invariantes Komplement g2 gewählt.
Wir definieren
J1 : g1 → C
∞(M)[[λ]] (4.2.1)
durch
J1(ξ1) := J(Teιξ1) für ξ1 ∈ g1 (4.2.2)
und erhalten die folgende Proposition.
Proposition 4.2.6. J1 ist eine G-äquivariante Quantenimpulsabbildung.
Beweis. Es ist klar, dass J1 eine Deformation von J1 ist. Weiter gilt für f ∈ C∞(M)
und ξ1 ∈ g1
iλ{J1(ξ1), f} = iλ{J(Teιξ1), f} = [J(Teιξ1), f ]⋆ = [J1(ξ1), f ]⋆.
Wegen der G-Äquivarianz von (Teι)∗ und der von J ist auch klar, dass J1 = (Teι)∗ ◦ J
G-äquivariant ist.
Proposition 4.2.7. Die Wirkung A˜d
G
respektiert die Lie-Algebra-Struktur auf g1, d. h.
A˜d
G
g ist für alle g ∈ G ein Morphismus von Lie-Algebren.
Beweis. Dies ist unmittelbar klar, da für g ∈ G die Abbildung c˜onGg : G1 → G1 ein Mor-
phismus von Lie-Gruppen ist, was bekanntermaßen (vgl. [Lee03, Thm. 4.25]) impliziert,
dass A˜d
G
g = Tec˜on
G
g ein Morphismus von Lie-Algebren ist.
Im Weiteren sei ı∗1 : C
∞(M)[[λ]] → C∞(C1)[[λ]] die von J1 und einer gewählten
G-äquivarianten Prolongationsabbildung prol1 : C
∞(C1) → C
∞(M) induzierte G-äqui-
variante Quanteneinschränkung. Die geometrischen Homotopie-Daten von denen prol1
induziert werden seien an dieser Stelle noch beliebig und G-invariant. Die hier vorliegen-
de Wahlfreiheit werden wir später ausnutzen. Analog zur klassischen Situation wollen
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wir nun zeigen, dass es eine Quantenimpulsabbildung J2 : Mred1 → Lie(G/G1)
∗
C
[[λ]]
gibt, so dass für alle ξ2 ∈ g2 und c1 ∈ C1
〈J2(π1(c1)), Te℘ξ2〉 = ı
∗
1〈J, ξ2〉(c1) (4.2.3)
ist. Anders als in der klassischen Situation kann man aber obige Gleichung nicht für alle
ξ ∈ g sondern nur für ξ2 ∈ g2 fordern, da ı∗1J im Allgemeinen Anteile aus (g
∗
C
)1 enthalten
könnte. Die folgende Proposition klärt die Situation. Dazu sei J˜1 : g → C∞(M)[[λ]]
durch
J˜1(Teιξ1) = J1(ξ1) = J(Teιξ1) für ξ1 ∈ g1 (4.2.4)
und
J˜1(ξ2) = 0 für ξ2 ∈ g2. (4.2.5)
gegeben.
Proposition 4.2.8. Es gibt eine eindeutig bestimmte Abbildung
J2 : Mred1 → Lie(G/G1)
∗
C
[[λ]] (4.2.6)
mit
〈J2(π1(c1)), Te℘ξ〉 = ı
∗
1〈J − J˜1, ξ〉(c1) ∀c1 ∈ C1, ξ ∈ g. (4.2.7)
Beweis. Der Beweis geht analog zum klassischen Fall. Die Eindeutigkeit ist klar. Wir
definieren J2 durch Gleichung (4.2.7) und müssen zeigen, dass dies tatsächlich wohl-
definiert ist. Zunächst sieht man, dass die rechte Seite von Gleichung (4.2.7) für ξ =
Teιξ1 ∈ Teιg1 Null ergibt, denn
ı∗1〈J − J˜1, Teιξ1〉 = ı
∗
1〈J, Teιξ1〉 − ı
∗
1〈J˜1, Teιξ1〉
= ı∗1〈J1, ξ1〉 − ı
∗
1〈J1, ξ1〉 = 0,
wobei im vorletzten Schritt die Definitionen von J1 und J˜1 verwendet wurden. Als näch-
stes zeigen wir, dass die rechte Seite von Gleichung (4.2.7) auch unter einer Ersetzung
von c1 durch g1c1 mit g1 ∈ G1 unverändert bleibt, d. h. dass für alle ξ ∈ g der Ausdruck
ı∗1〈J − J˜1, ξ〉(g1c1) unabhängig von g1 ist. Um dies zu sehen, bemerken wir zunächst,
dass J˜1 G1-äquivariant ist, da G/G1-reduktiv ist und schon J1 G1-äquivariant ist. Da
außerdem auch J und ı∗1 G1-äquivariant sind, gilt
ı∗1〈J − J˜1, ξ〉(g1c1) = (g
−1
1 ı
∗
1〈J − J˜1, ξ〉)(c1)
= ı∗1(g
−1
1 〈J − J˜1, ξ〉)(c1)
= ı∗1(〈J − J˜1, g
−1
1 ξ〉)(c1),
womit wir sehen, dass es analog zum klassischen Fall genügt zu zeigen, dass ı∗1〈J −
J˜1, g
−1
1 ξ− ξ〉 = 0 gilt. Dies ist aber mit Proposition 4.1.3 und den obigen Ausführungen
klar.
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Wir bemerken, dass die Abbildung χ : Lie(G/G1)∗ → (g∗)2, α 7→ (Te℘)∗α offensicht-
lich bijektiv ist, notieren p2 : g∗ → (g∗)2 für die kanonische Projektion auf den zweiten
Faktor und kommen zum ersten wichtigen Satz dieses Abschnittes.
Satz 4.2.9 (Invarianzeigenschaften des reduzierten Sternprodukts).
i.) Das Sternprodukt ⋆red1 ist G/G1-invariant.
ii.) J2 ist eine Quantenhamiltonfunktion und, falls g2 G-invariant ist, auch G/G1-
äquivariant, d. h. eine Quantenimpulsabbildung.
iii.) Falls J = J + α für ein α ∈ λg∗
C
[[λ]] und ı∗1J = ı
∗
1J erfüllt ist, gilt J2 = J2 +
χ−1(p2(α)) und ⋆red1 ist stark invariant bezüglich der G/G1-Wirkung.
Beweis.
ad i.) Dies folgt unmittelbar aus der G-Äquivarianz von ı∗1 , prol1, der Definition der
G/G1-Wirkung sowie Gleichung (2.2.25) und der Submersivität von π1.
ad ii.) Es ist offensichtlich, dass J2 eine Deformation von J2 ist. Sei f ∈ C∞(Mred1),
dann gilt für alle ξ2 ∈ g2
π∗1(iλ{f, J2(Te℘ξ2)}red1)
= iλı∗1{prol1π
∗
1f, prol1π
∗
1(J2(Te℘ξ))} (nach Gleichung (2.1.10) )
= iλı∗1{prol1π
∗
1f, prol1ı
∗
1J(ξ2)} (per Definition von J2)
= iλı∗1{prol1π
∗
1f, J(ξ2)} ((id−prol1ı
∗
1)(C
∞(M)) ⊂ I1,
prol1pi
∗
1f ∈ B1 nach Prop. 2.1.5 iii.))
= iλı∗1ξ2M (prol1π
∗
1f)
= iλı∗1prol1ξ2C1(π
∗
1f) (prol1 G-invariant)
= iλı∗1prol1ξ2C1(π
∗
1f) (da ı
∗
1prol1 = id = ı
∗
1prol1)
= iλı∗1ξ2M (prol1π
∗
1f) (prol1 G-invariant)
= iλı∗1{prol1π
∗
1f, J(ξ2)}
= ı∗1 [prol1π
∗
1f,J(ξ2)]⋆ (da J Quantenimpulsabbildung)
= ı∗1 [prol1π
∗
1f, prol1ı
∗
1J(ξ2)]⋆ ((id−prol1ı
∗
1 )(C
∞(M)[[λ]]) ⊂ I1,
prol1pi
∗
1f ∈ B1 nach Lem. 2.2.10)
= ı∗1 [prol1π
∗
1f, prol1π
∗
1J2(Te℘ξ2)]⋆ (per Definition von J2 )
= π∗1 [f,J2(Te℘ξ2)]⋆red1 .
Damit folgt wegen der Injektivität von π∗1 sofort
iλ{f, J2(Te℘ξ2)}red1 = [f,J2(Te℘ξ2)]⋆red1 .
Die G/G1-Äquivarianz sieht man wie im Beweis zu Lemma 4.1.5. Für c1 ∈ C1,
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g ∈ G und ξ2 ∈ g2 gilt nämlich:
〈J2([g][c1]), Te℘ξ2〉 = ı
∗
1〈J, ξ2〉(gc1) = (g
−1ı∗1〈J, ξ2〉)(c1) = ı
∗
1g
−1〈J, ξ2〉(c1)
= ı∗1〈J, g
−1ξ2〉(c1) = 〈J2([c1]), Te℘(g
−1ξ2)〉
(4.1.5)
= 〈J2([c1]), [g]
−1Te℘ξ2〉
= 〈[g]J2([c1]), Te℘ξ2〉.
Dabei wurde im fünften Schritt verwendet, dass g2 G-invariant ist.
ad iii.) Für ξ2 ∈ g2 und c1 ∈ C1 gilt
〈J2(π1(c1)), Te℘ξ2〉 = ı
∗
1〈J, ξ2〉(c1)
= ı∗1〈J, ξ2〉(c1) + 〈α, ξ2〉
= ı∗1〈J, ξ2〉(c1) + 〈p2(α), ξ2〉
= 〈J2(π1(c1)), Te℘ξ2〉+ 〈χ
−1(p2(α)), Te℘ξ2〉,
und somit J2 = J2 + χ−1(p2(α)). Damit ist klar, dass ⋆red1 stark invariant ist,
da Quantenkommutatoren mit konstanten Funktionen verschwinden. Das heißt
mit J2 ist auch J2 = J2 − χ−1(p2(α)) eine Quantenimpulsabbildung.
Bemerkung 4.2.10.
i.) Für die G/G1-Invarianz von ⋆red1 benötigt offenbar nicht dass es ein G1-invariantes
Komplement von Teιg1 gibt.
ii.) Für die Aussage, dass J eine Quantenhamiltonfunktion ist, kommt man mit der
Voraussetzung aus, dass es ein G1-invariantes Komplement von Teιg1 gibt, was
sichergestellt ist, wenn G/G1 reduktiv ist. Um weiter reduzieren zu dürfen, be-
nötigt man jedoch eine Quantenimpulsabbildung. Diese erhalten wir, falls wir die
echt stärkere Bedingung, nämlich dass es ein G-invariantes Komplement von Teιg1
gebe, fordern.
Falls ⋆ stark invariant bezüglich der G-Wirkung ist, kann man die geometrischen
Homotopie-Daten und damit ı∗1 so wählen, dass tatsächlich ı
∗
1J = ı
∗
1J gilt. Um dies
zeigen zu können benötigen wir jedoch noch einige Vorbereitungen.
Lemma 4.2.11. Seien U , V , V ′ und W endlich dimensionale R-Vektorräume mit
dimV = dimV ′ und f : U ⊕ V → W ⊕ V ′ eine lineare Abbilddung mit f(U) ⊂ W .
Dann gilt
fsurjektiv =⇒ f |U : U →W surjektiv.
Beweis. Zunächst bemerken wir, dass es wegen der Surjektivität von f für x ∈W ⊕V ′,
u ∈ U und v ∈ V gibt mit x = f(u+ v) = f(u) + f(v). Deshalb ist W ⊕ V ′ = f(U) +
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f(V ). Ferner gilt offenbar dim(f(U)) ≤ dimW , da nach Voraussetzung f(U) ⊂ W ist.
Demnach erhält man
dimW + dimV
Vor.
= dimW + dimV ′ = dim(W ⊕ V ′)
fsurj.
= dim(f(U) + f(V ))
= dim(f(U)) + dim(f(V ))− dim(f(U) ∩ f(V ))
≤ dim(f(U))︸ ︷︷ ︸
≤dimW
+dim(f(V ))︸ ︷︷ ︸
≤dimV
≤ dimW + dimV .
Somit gilt in obiger Ungleichungskette sogar überall Gleichheit. Insbesondere ist die
folgende Beziehung richtig.
dim(f(U)) + dim(f(V )) = dimW + dimV .
Da aber dim(f(U)) ≤ dimW und dim(f(V )) ≤ dimV , ergibt sich insbesondere schon
dim(f(U)) = dimW , woraus die Behauptung folgt.
Proposition 4.2.12. Es gilt J(C1) ⊂ (g∗)2.
Beweis. Sei ξ1 ∈ g1 und c1 ∈ C1. Dann gilt offensichtlich
〈J(c1), Teιξ1〉 = 〈J1(c1), ξ1〉 = 0
Lemma 4.2.13. J |C1 : C1 → (g
∗)2 ist submersiv.
Beweis. Sei c1 ∈ C1 beliebig aber fest gewählt. Weiter sei Kc1 ein Komplement von
Tc1ı1Tc1C1 in Tc1M , d. h.
Tc1ı1Tc1C1 ⊕Kc1 = Tc1M .
Wir definieren
U := Tc1ı1Tc1C1, V := Kc1 ,
W := TJ(c1)(g
∗)2, V
′ := T0(g
∗)1
und
f := Tc1J : U ⊕ V →W ⊕ V
′.
Es gilt
dimKc1 = dimM − dimC1 = dimG1.
Also ist mit der eben eingeführten Notation dimV = dimV ′. Nach Lemma 1.2.23 ist f
surjektiv. Ferner wissen wir mit Proposition 4.2.12, dass J(C1) ⊂ (g∗)2 gilt und damit
auch
f(U) = Tc1J(Tc1ı1Tc1C1) = Tc1(J ◦ ı1)(Tc1C1) ⊂ TJ(c1)(g
∗)2 =W .
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Somit können wir Lemma 4.2.11 anwenden und erhalten
im(Tc1J |C1) = f(U) =W = TJ(c1)(g
∗)2.
Das folgende Lemma stellt eine interessante Verallgemeinerung des klassischen Tu-
bensatzes (vgl. Def. E.2.1) dar. Berücksichtigt man keine Gruppenwirkungen, so ist der
Satz in der Literatur wohlbekannt, insbesondere im Kontext von Kontrolldaten stratifi-
zierter Räume. Meist wird für den Beweis auf die Arbeit von Mather [Mat70, Prop. 6.2]
verwiesen. Der dort geführte Beweis wirkt jedoch nicht besonders überzeugend. Zwei an-
dere Beweise finden sich in der Arbeit von Pflaum [Pfl00, 3.5.3] und in [GWPdL76, Ch.
II. Thm. 1.6]. Letzterer scheint die dem Problem angemessene Sprache zu verwenden
und eignet sich gut, den Satz auch unter zusätzlicher Berücksichtigung von Gruppen-
wirkungen zu formulieren und zu beweisen.
Lemma 4.2.14 (kompatible G-invariante Tubenumgebung). Seien M und N Man-
nigfaltigkeiten und G eine Lie-Gruppe, die auf M und N wirke. Die Wirkung auf
M sei eigentlich. Weiter sei C ⊂ M eine G-invariante Untermannigfaltigkeit und
f : M → N eine G-äquivariante, glatte Abbildung, so dass f |C : C → N submersiv
ist. Dann gibt es eine G-invariante Tubenumgebung (π : E → C,UE , UM , τ) von C in
M mit f(r(p)) = f(p) für alle p ∈ UM . Dabei bezeichnet r := π ◦ τ−1 : UM → C die
induzierte G-äquivariante Retraktion.
Der Beweis von Lemma 4.2.14 befindet sich im Anhang, siehe Satz E.2.10.
Definition 4.2.15. Eine Tubenumgebung wie in Lemma 4.2.14 heißt auch mit f kom-
patible G-invariante Tubenumgebung.
Lemma 4.2.16. Es gibt eine G1-invariante gute Tubenumgebung Ψ1 : U1 → V1 ⊂ C1×
g∗1 von C1, so dass 〈J(Ψ
−1
1 (c1, µ1)), ξ2〉 für alle c1 ∈ C1 und ξ2 ∈ g2 unabhängig von
µ1 ∈ pr2(V1) ist. Dabei bezeichnet pr2 : C1 × g
∗
1 → g
∗
1 die Projektion auf den zweiten
Faktor. Ist g2 G-invariant, so kann Ψ1 sogar G-äquivariant gewählt werden.
Beweis. Sei p2 : g∗ → (g∗)2 die kanonische Projektion. Da g2 G1-invariant ist, ist p2
nach Proposition 4.2.5 G1-äquivariant und sogar G-äquivariant, falls g2 G-invariant
ist. Diese Äquivarianzeigenschaften übertragen sich entsprechend auf die Abbildung
p2 ◦ J : M → (g
∗)2. Offensichtlich ist die Aussage des Lemmas äquivalent dazu, dass
es eine G1- (bzw. G)-invariante gute Tubenumgebung Ψ1 : U1 → V1 ⊂ C1 × g∗1 von C1
gibt, so dass p2 ◦ J(Ψ−11 (c1, µ1)) für alle c1 ∈ C1 unabhängig von µ1 ∈ pr2(V1) ist. Ist
also r1 : U1 → C1 die von Ψ1 induzierte Retraktion, so ist dies weiter äquivalent dazu,
dass für alle p ∈ U1 schon p2 ◦ J(p) = p2 ◦ J ◦ r1(p) gilt. Da nun aber nach Lemma
4.2.13 p2 ◦ J |C1 = J |C1 : C1 → (g
∗)2 submersiv ist, folgt die Behauptung unmittelbar
aus Lemma 4.2.14 und Satz 2.1.12.
Satz 4.2.17. Sei Ψ1 : U1 → V1 ⊂ C1 × g∗1 wie in Lemma 4.2.16 G-invariant gewählt
und ı∗1 die von Ψ1 induzierte Quanteneinschränkung. Dann gilt
ı∗1J = ı
∗
1J . (4.2.8)
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Beweis. Sei {e˜i}i=1,...,dimG1 eine Basis von g1 und {ei}i=dimG1+1,...,dimG eine Basis von
g2. Weiter definieren wir für i ∈ {1, . . . ,dimG1} ei := Teιe˜i, womit {ei}i=1,...,dimG eine
Basis von g ist. Seien weiter {e˜i} bzw. {ei} die dualen Basen zu {e˜i} bzw. {ei}. Sei nun
(c1, µ1) ∈ V1, dann gilt
J(ei)(Ψ
−1
1 (c1, µ1)) = J1(e˜i)(Ψ
−1
1 (c1, µ1)) = µ1(e˜i) für i ∈ {1, . . . ,dimG1}
und J(ei)(Ψ−11 (c1, µ1)) ist nach Lemma 4.2.16 unabhängig von µ1 ∈ g
∗
1 für i ∈
{dimG1 + 1, . . . ,dimG}. Also erhält man
∂e˜α(J(ei) ◦Ψ
−1
1 )(c1, µ˜1) =
{
δαi für i ∈ {1, . . . ,dimG1}
0 sonst
.
Ist h1 die von Ψ1 induzierte Homotopie, so ergibt sich damit
h1 J(ξ) =
dimG1∑
α=1
ξαe˜α für ξ = ξiei ∈ g.
Damit folgt unmittelbar für alle ξ ∈ g
(∂1− ∂1) h1 J(ξ) = 0
und somit
ı∗1J(ξ) =
id
id+(∂1− ∂1) h1
J(ξ) = ı∗1J(ξ) + 0 = ı
∗
1J(ξ).
Bemerkung 4.2.18. Zusammen mit Satz 4.2.9 iii.) bedeutet die Aussage von Satz 4.2.17,
dass man die geometrischen Wahlen derart treffen kann, dass im Falle eines stark in-
varianten Sternprodukts das reduzierte Sternprodukt wieder stark invariant ist. Siehe
dazu auch Bemerkung 1.2.29. Falls ⋆ zusätzlich Hermitesch ist und man J = J + 12 iλ∆
mit modularer Einsform ∆ wählt, so zeigt 4.2.9 iii.) weiter, dass J2 = J2 + 12 iλ∆2 gilt,
wobei ∆2 die modulare Einsform von Lie(G/G1) ist. In der Tat, da g2 G1-invariant ist,
folgt, wie man mit Bemerkung 4.2.2 leicht nachrechnet χ−1(p2)(∆) = ∆2.
4.2.2 Zweite Reduktionsstufe
Wir wollen nun das Sternprodukt ⋆red1 bezüglich der Gruppe G/G1 weiter reduzieren
und das so erhaltene Sternprodukt ⋆red2 mit dem bezüglich der G-Wirkung reduzier-
ten ⋆red vergleichen. Im Folgenden setzen wir voraus, dass g2 G-invariant ist, prol1 G-
äquivariant gewählt ist, also J2 nach Satz 4.2.9 eine G/G1-äquivariante Quantenimpul-
sabbildung ist.
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Konstruktion kompatibler geometrischer Prolongationen
In diesem Abschnitt konstruieren wir Tubenumgebungen, so dass die davon induzier-
ten Prolongationen naheliegende Verträglichkeitsbedingungen erfüllen. Wir wollen im
Folgenden solche von bestimmten geometrischen Homotopie-Daten für einen Redukti-
onsschritt wie in Kapitel 2 notieren und mit einem entsprechenden Index den Redukti-
onsschritt andeuten. Wir schreiben also prol, prol1, prol2 usw.
Proposition 4.2.19. Sei r˜ : U˜ → C eine G-äquivariante Retraktion von einer G-inva-
rianten, offenen Umgebung U˜ von C in C1 auf C und r1 : U1 → C1 eine G-äquivariante
Retraktion von einer G-invarianten, offenen Umgebung U1 von C1 in M auf C1. Sei
U := r−11 (U˜). Dann ist r := r˜ ◦ r1|U : U → C eine G-äquivariante Retraktion von der in
M offenen, G-invarianten Umgebung U von C auf C. Es gilt insbesondere die wichtige
Verträglichkeitsbedingung
r ◦ r1|U = r. (4.2.9)
Beweis. Die Verträglichkeitsbedingung folgt sofort aus der Definition von r, in der Tat
gilt
r ◦ r1|U = r˜ ◦ r1|U ◦ r1|U = r˜ ◦ r1|U = r.
Der Rest ist klar.
Bemerkung 4.2.20. Die Retraktionen r1 und r˜ in Proposition 4.2.19 könnten insbe-
sondere von zwei guten Tubenabbildungen Ψ1 und Ψ˜ herrühren. Somit kann man die
vorherige Proposition zusammen mit Satz 2.1.12 so interpretieren, dass die Wahl der
Tuben Ψ1 und Ψ˜ eine gute Tubenabbildung Ψ von C in C1 induziert, deren zugehörige
Retraktion r die Verträglichkeitsbedingung
r ◦ r1|U = r (4.2.10)
erfüllt.
Wir wenden uns nun der Konstruktion einer speziellen guten Tubenumgebung für
C2 in Mred1 zu.
Lemma 4.2.21. Sei r˜ : C1 ⊃ U˜ → C eine G-äquivariante, glatte Retraktion auf C.
Dann gibt es eine glatte, G/G1-äquivariante Retraktion r2 : U2 → C von der G/G1-
invarianten, offenen Umgebung U2 := π1(U2) von C2 in Mred1 auf C2, so dass das
folgende Diagramm kommutiert.
U˜ C
U2 C2
π1|U˜ π1|C
r˜
r2
(4.2.11)
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Beweis. Klar.
Im Folgenden wollen wir die von r˜ bzw. r2 induzierten guten Tubenabbildungen mit
Ψ˜ bzw. Ψ2 bezeichnen.
Bemerkung 4.2.22. Da in Lemma 4.2.21 U˜ insbesondere G1-invariant ist, gilt schon
π−11 (U2) = π
−1
1 (π1(U˜ )) = G1U˜ = U˜ .
Wir verwenden nun die oben konstruierten Tubenumgebungen verwenden, Prolon-
gationen zu bauen, die in noch zu präzisierender Weise kompatibel sein werden.
Sei O˜ eine G-invariante, offene Umgebung von C in C1 mit O˜ ⊂ U˜ , W˜ := C1 \ O˜
und {ψ˜U˜ , ψ˜W˜ } eine der G-invarianten, offenen Überdeckung {U˜ , W˜} von C1 unterge-
ordnete glatte G-invariante Zerlegung der Eins. Weiter sei O1 eine G-invariante, offene
Umgebung von C1 in M mit O1 ⊂ U1, W1 := M \ O1 und {ψU1 , ψW1} eine der G-
invarianten, offenen Überdeckung {U1,W1} von M untergeordnete G-invariante, glatte
Zerlegung der Eins.
Wir definieren dann
qrol : C∞(C)→ C∞(C1), qrol(f)(x) :=
{
ψ˜U˜ (x)f(r˜(x)) für x ∈ U˜
0 sonst
∀f ∈ C∞(C).
(4.2.12)
Nach Konstruktion gilt
∗qrol = id . (4.2.13)
O := r−11 (O˜) ∩ O1 = r1|
−1
O1
(O˜) ist offensichtlich offen und G-invariant und es gilt
O ⊂ U := r−11 (U˜), denn
O = r−11 (O˜) ∩O1 ⊂ r
−1
1 (O˜) ∩O1
⊂ r−11 (O˜) ∩ U1 ⊂ r
−1
1 (O˜) ∩ U1 ⊂ r
−1
1 (U˜) ∩ U1 = U. (4.2.14)
Bei der vorletzten Inklusion wurde die Stetigkeit von r1 verwendet. Man beachte,
dass der Schnitt des Abschlusses bezüglich M einer Teilmenge von U1 mit U1 mit dem
Abschluss bezüglich der Unterraumtopologie in U1 derselben Menge und damit auch
mit diesem geschnitten mit U1 übereinstimmt. Für diese simple topologische Feinheit
sei auf [Eng89, Prop. 2.1.1] verwiesen.
Die Abbildung
ψU :=
{
ψU1 |U · (ψ˜U˜ ◦ r1|U ) auf U
0 sonst
(4.2.15)
ist nach Konstruktion glatt und G-invariant.
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Weiter gilt suppψU ⊂ U , denn zum einen folgt aus der Stetigkeit von r1
suppψU ∩ U1 = carrψU ∩ U1 ⊂ r
−1
1 (carr ψ˜U˜ ) ∩ U1 ⊂ r
−1
1 (supp ψ˜U˜ ) ⊂ r
−1
1 (U˜) = U
und zum anderen gilt offenbar suppψU ⊂ suppψU1 ⊂ U1. Sei W := M \O und ψW :=
1 − ψU , dann gilt supp(ψW ) ⊂ W . Dies sieht man wie folgt ein. Die Menge O˜′ :=
C1 \ supp ψ˜W˜ ist eine offene Umgebung von C in C1 mit O˜ ⊂ O˜
′ ⊂ U˜ und ψ˜U˜ |O˜′ = 1.
Ebenso ist O′1 := M \ suppψW1 eine offene Umgebung von C1 in M mit O1 ⊂ O
′
1 ⊂ U1
und ψU1 |O′1 = 1. Dann ist O
′ := r−11 (O˜
′) ∩ O′1 ⊂ U eine offene Umgebung von C in M
mit O ⊂ O′ ⊂ U und ψU |O′ = 1, wobei man die erste Inklusion mit Rechnung (4.2.14)
einsieht. Somit ist
suppψW = carrψW ⊂M \O′ =M \O
′ ⊂M \O =W
klar.
Also ist {ψU , ψW } eine der offenen Überdeckung {U,W} von M untergeordnete
glatte, G-invariante Zerlegung der Eins.
Wir betrachten nun die von dieser Zerlegung der Eins und der Tubenumgebung Ψ
induzierte Prolongationsabbildung prol sowie die von der Zerlegung der Eins {ψU1 , ψW1}
und der Tubenabbildung Ψ1 induzierte Prolongationsabbildung prol1. Die folgende Pro-
position zeigt, dass die so konstruierten geometrischen Prolongationsabbildungen auf
naheliegende Weise verträglich sind.
Proposition 4.2.23. Es gilt
prol = prol1ı
∗
1prol. (4.2.16)
Beweis. Wir zeigen prol = prol1qrol, woraus leicht das Behauptete folgt, denn
prol = prol1qrol = prol1ı
∗
1prol1qrol = prol1ı
∗
1prol.
Sei also x ∈ U = r−11 (U˜ ) ⊂ U1 und f ∈ C
∞(C). Dann gilt
prol1(qrol(f))(x)
x∈U1= ψU1(x)qrol(f)(r1(x))
r1(x)∈U˜
= ψU1(x) · ψU˜ (r1(x)) · f(r˜(r1(x)))
= ψU (x) · f(r(x)) = (prolf)(x).
Falls x /∈ U gilt offensichtlich
prol1(qrolf)(x) = 0 = (prolf)(x).
Die Aussage von Proposition 4.2.23 ist für eine beliebige Wahl von O˜ und {ψ˜U˜ , ψ˜W˜ }
richtig. Diese Wahlfreiheit wollen wir nun ausnutzen und konstruieren O˜ und die Zer-
legung der Eins {ψ˜U˜ , ψ˜W˜ } ausgehend von einer beliebig gewählten G/G1-invarianten,
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offenen Teilmenge O2 von C2 inMred1 mit O2 ⊂ U2 und einer beliebig gewählten G/G1-
invarianten glatten Zerlegung der Eins {ψU2 , ψW2}, die {U2,W2} untergeordnet sei, wo-
bei W2 := Mred1 \ O2. Dann definieren wir die offene Menge O˜ := π
−1
1 (O2) ⊂ C1 und
W˜ := C1 \ O˜. Wegen der Stetigkeit von π1 gilt offenbar O˜ = π−11 (O2) ⊂ π
−1
1 (O2) ⊂
π−11 (U2) = U˜ , wobei sich die letzte Gleichheit aus Bemerkung 4.2.22 ergibt. Weiter ist
O˜ per Definition der Quotientenwirkung G-invariant. Nun definieren wir ψ˜U˜ := π
∗
1ψU2
und ψ˜W˜ := π
∗
1ψW2 .
Proposition 4.2.24. {ψ˜U˜ , ψ˜W˜ } ist eine der offenen, G-invarianten Überdeckung
{U˜ , W˜} von C1 untergeordnete G-invariante, glatte Zerlegung der Eins.
Beweis. Offensichtlich gilt
ψ˜U˜ + ψ˜W˜ = π
∗
1ψU2 + π
∗
1ψW2 = π
∗
1(ψU2 + ψW2) = 1
und
ψ˜U˜ (gc1) = π
∗
1ψU2(gc1) = ψU2(π1(gc1))
= ψU2(℘(g)π1(c1)) = ψU2(π1(c1)) = ψ˜U˜ (c1) für c1 ∈ C1 und g ∈ G.
Entsprechend folgt die G-Invarianz von ψ˜W˜ . Ferner sieht man
supp ψ˜U˜ = supp(π
∗
1ψU2) = π
−1
1 (carrψU2) ⊂ π
−1
1 (suppψU2) ⊂ π
−1
1 (U2) = U˜ .
Schließlich gilt auch
supp ψ˜W˜ ⊂ W˜ .
Dies sieht man wie folgt ein. Die Menge O′2 :=Mred1\suppψW2 ist eine offene Umgebung
von C2 in Mred1 mit O2 ⊂ O
′
2 ⊂ U2 und suppψW2 = Mred1 \ O
′
2. Weiter gilt O˜ ⊂
π−11 (O2) ⊂ π
−1
1 (O
′
2). Dann erhält man
supp ψ˜W˜ ⊂ π
−1
1 (suppψW2) = π
−1
1 (Mred1 \O
′
2) = π
−1
1 (Mred1) \ π
−1
1 (O
′
2) ⊂ C1 \ O˜ = W˜ .
Also ist {ψ˜U˜ , ψ˜W˜ } eine der offenen, G-invarianten Überdeckung {U˜ , W˜} von U˜ unter-
geordnete G-invariante, glatte Zerlegung der Eins, wie gewünscht.
Wir können nun einige Verträglichkeitsbedingungen zwischen den Prolongationsab-
bildungen formulieren.
Proposition 4.2.25. Sind die Zerlegungen der Eins wie oben beschrieben konstruiert,
so gilt
ψU |U˜ = ψU2 ◦ π1|U˜ . (4.2.17)
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Beweis. Für c1 ∈ U˜ = U ∩ C1 sieht man
ψU (c1) = ψU1(c1) · ψ˜U˜ (r1(c1)︸ ︷︷ ︸
=c1
) = ψ˜U˜ (c1) = ψU2(π1(c1)).
Satz 4.2.26. Seien die Zerlegungen der Eins und die Tubenabbildungen wie oben kom-
patibel gewählt. Dann gelten für die induzierten Prolongationsabbildungen folgende Be-
ziehungen.
i.) π∗1prol2 = ı
∗
1prol ς˜
∗.
ii.) prol1π
∗
1prol2π
∗
2 = prolπ
∗ς∗.
iii.) h prol1π
∗
1prol2 = 0.
iv.) ı∗prol1π
∗
1prol2 = ı
∗prol1π
∗
1prol2.
Beweis.
ad i.) Für c1 ∈ C1 und f ∈ C∞(C2) gilt
(π∗1prol2f)(c1) = prol2f(π1(c1))
=
{
ψU2(π1(c1))f(r2(π1(c1))) für π1(c1) ∈ U2
0 sonst
=
{
ψU2(π1(c1))f(π1(r(c1)) für c1 ∈ U
0 sonst
=
{
ψU (c1)f(π1(r(c1))) für c1 ∈ U
0 sonst
=
{
ψU (c1)(ς˜
∗f)(r(c1)) für c1 ∈ U
0 sonst
= (prol ς˜∗f)(c1) = (ı
∗
1prol ς˜
∗f)(c1).
Dabei wurden im dritten Schritt die Definitionen von r2 und r verwendet:
r2(π1(c1)) = π1(r˜(c1))
c1∈C1= π1(r˜(r1(c1))) = π1(r(c1)).
ad ii.) Mit i.) und Proposition 4.2.23 erhält man
prol1π
∗
1prol2π
∗
2 = prol1ı
∗
1prol ς˜
∗π∗2 = prol ς˜
∗π∗2 = prolπ
∗ς∗.
ad iii.) Wie im Beweis zu ii.) sieht man sofort
h prol1π
∗
1prol2 = h prol1ı
∗
1prol ς˜
∗ = h prol ς˜∗ = 0.
Dabei wurde im letzten Schritt Gleichung (2.1.28) verwendet.
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ad iv.) Dies folgt unmittelbar aus iii.) und der expliziten Formel für ı∗.
Auf für die induzierten Quanteneinschränkungen können wir Verträglichkeitsbedin-
gungen formulieren.
Lemma 4.2.27. Es gibt ein ∗ : C∞(C1)[[λ]]→ C∞(C)[[λ]] mit
i.) ∗ı∗1 = ı
∗ und
ii.) ∗π∗1prol2ı
∗
2 = 
∗π∗1.
Die Abbildung ∗ ist durch Eigenschaft i.) schon eindeutig festgelegt und von der Form
∗ = ı∗prol1.
Beweis. Wir zeigen zuerst die Eindeutigkeit und dann die Existenz.
Eindeutigkeit
Angenommen es gibt ein ∗ : C∞(C1)[[λ]] → C∞(C)[[λ]] mit der Eigenschaft i.),
dann gilt
∗ = ∗ ı∗1prol1︸ ︷︷ ︸
=id
i.)
= ı∗prol1.
Existenz
Wir definieren ∗ = ı∗prol1 und zeigen, dass die Eigenschaften i.) und ii.) er-
füllt sind. Sei {e˜α}α=1,...,dimG1 eine Basis von g1 mit zugehöriger dualer Basis
{e˜α} und eα := Teιe˜α für α ∈ {1, . . . ,dimG1}. Weiter wählen wir eine Basis
{eα}dimG1+1,...,dimG von g2. Dies induziert eine Basis {Te℘eα}α=dimG1+1,...,dimG
von Lie(G/G1), deren duale Basis wir mit {(Te℘eα)∗} bezeichnen wollen. Insbe-
sondere ist {eα}α=1,...,dimG eine Basis von g mit dualer Basis {eα}.
ad i.) Per Definition von I gilt
I =
{
dimG∑
α=1
fα ⋆ J(eα) | f
α ∈ C∞(M)[[λ]]
}
.
Unter Beachtung von J1(e˜α) = J(eα) für α ∈ {1, . . . ,dimG1} erhält man
damit
I1 =
{
dimG1∑
α=1
fα ⋆ J(eα) | f
α ∈ C∞(M)[[λ]]
}
.
Also ist insbesondere I1 ⊂ I . Somit gilt für alle f ∈ C∞(M)
prol1ı
∗
1f − f ∈ I1 ⊂ I
=⇒ ı∗(prol1ı
∗
1f − f) = 0
=⇒ ∗ı∗1f = ı
∗prol1ı
∗
1f = ı
∗f .
Daraus folgt ∗ı∗1 = ı
∗.
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ad ii.) Wir formulieren Bedingung ii.) zunächst etwas um.
∗π∗1prol2ı
∗
2 = 
∗π∗1
⇐⇒ ı∗prol1π
∗
1prol2ı
∗
2 = ı
∗prol1π
∗
1
⇐⇒ ı∗prol1π
∗
1prol2ı
∗
2 = ı
∗prol1π
∗
1
⇐⇒ ı∗prol1π
∗
1(id−prol2ı
∗
2) = 0
Dabei wurde bei der ersten Äquivalenz die Gleichungen ∗ = ı∗prol1 und
∗ = ı∗prol1 ausgenutzt. Bei der zweiten Äquivalenz wurde Satz 4.2.26 iv.)
verwendet.
Da nach Proposition 2.2.6 die Abbildung id−prol2ı
∗
2 aber auf I2 ⊂
C∞(Mred1)[[λ]] projiziert, genügt es die letzte Gleichung auf I2 zu zei-
gen. Mit der Homotopieeigenschaft
id = ∂2 h2+ h2 ı
∗
2
gilt für f˜ ∈ I2 die Gleichung
f˜ = ∂2 h2(f˜) = 〈h2(f˜), (Te℘eα)
∗〉 ⋆red1 J2(Te℘eα).
Mit der Abkürzung f˜α := 〈h2(f˜), Te(℘eα)∗〉 ∈ C∞(Mred1) berechnen wir
ı∗prol1π
∗
1 f˜ = ı
∗prol1π
∗
1(f˜
α ⋆red1 J2(Te℘eα))
= ı∗prol1ı
∗
1︸ ︷︷ ︸
=∗ı∗1=ı
∗
(prol1π
∗
1 f˜
α︸ ︷︷ ︸
=:fα
⋆prol1π
∗
1J2(Te℘eα))
= ı∗(fα ⋆ prol1π
∗
1J2(Te℘eα))
= ı∗(fα ⋆ prol1ı
∗
1J(eα))− ı
∗(fα ⋆ J(eα))︸ ︷︷ ︸
=0
= ı∗(fα ⋆ ((prol1ı
∗
1J(eα))− J(eα))︸ ︷︷ ︸
∈I1⊂I︸ ︷︷ ︸
∈I
)
= 0.
Vergleich der Sternprodukte
Wir kommen nun zum Hauptresultat der vorliegenden Arbeit.
Satz 4.2.28 (Quanten-Koszul-Reduktion in Stufen). Es seien dieselben Voraussetzun-
gen wie in Satz 4.1.8 gegeben. Zusätzlich gebe es ein G-invariantes Komplement g2 von
Teιg1. Weiter sei ⋆ ein G-invariantes Sternprodukt für (M,ω), für das eine Quantenim-
pulsabbildung J existiere und J1 die durch Gleichung (4.2.2) davon induzierte Quanten-
impulsabbildung für die G1-Wirkung sowie J2 die gemäß Gleichung (4.2.7) induzierte
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Quantenimpulsabbildung für die G/G1-Wirkung. Dann kann man die geometrischen
Homotopie-Daten derart wählen, dass
ς∗ ⋆red2 = ⋆red (4.2.18)
gilt. Dabei bezeichnet ⋆red das bezüglich der G-Wirkung nach dem Quanten-Koszul-
Schema mit diesen geometrischen Homotopie-Daten und J konstruierte Sternprodukt
für (Mred , ωred). Ist ⋆1 das entsprechende Sternprodukt für (Mred1 , ωred1) bezüglich J1,
so ist ⋆red2 das bezüglich ⋆red1 und J2 reduzierte Sternprodukt für (Mred2 , ωred2).
Beweis. Für c ∈ C = J−1(0) ist mit Bemerkung 4.1.6 π1(c) ∈ C2, also gilt für f ∈
C∞(C2) schon
f(π1(c)) = prol2f(π1(c)).
Damit folgt
ς˜∗f(c) = f(π1(c)) = prol2f(π1((c))) = 
∗π∗1prol2f(c),
also für φ ∈ C∞(Mred2)
π∗ς∗φ = ς˜∗π∗2φ = 
∗π∗1prol2π
∗
2φ. (∗)
Seien φa, φb ∈ C∞(Mred2), dann gilt:
π∗(φa(ς
∗ ⋆red2)φb)
= π∗ς∗(ς−1
∗
φa ⋆red2 ς
−1∗φb)
= ∗π∗1prol2π
∗
2(ς
−1∗φa ⋆red2 ς
−1∗φb) (nach ∗)
= ∗π∗1prol2ı
∗
2(prol2π
∗
2ς
−1∗φa ⋆red1 prol2π
∗
2ς
−1∗φb) (nach Gleichung (2.2.25))
= ∗π∗1(prol2π
∗
2ς
−1∗φa ⋆red1 prol2π
∗
2ς
−1∗φb) (nach Lemma 4.2.27 ii.))
= ∗ı∗1(prol1π
∗
1prol2π
∗
2ς
−1∗φa ⋆ prol1π
∗
1prol2π
∗
2ς
−1∗φb) (nach Gleichung (2.2.25))
= ı∗(prolπ∗φa ⋆ prolπ
∗φb) (nach Lemma 4.2.27 i.)
und Satz 4.2.26 ii.))
= π∗(φa ⋆red φb) (nach Gleichung (2.2.25)).
Bemerkung 4.2.29. Es sei darauf hingewiesen, dass Satz 4.2.28 nicht nur etwa besagt,
dass ς∗ ⋆red2 und ⋆red äquivalent sind, sondern dass sie wirklich übereinstimmen. Dies
ist auch von physikalischem Interesse, da zwei äquivalente Sternprodukte physikalisch
inäquivalent sein können, wie schon in Kapitel 1 bemerkt wurde. Ferner ist der Sym-
plektomorphismus aus Satz 4.2.28 genau derselbe wie der klassische aus Satz 4.1.8.
Die Einschränkung in Satz 4.2.28 im Vergleich zur klassischen Situation besteht in den
zusätzlichen Forderungen an die Gruppenstruktur, die im Falle kompakter Gruppen je-
doch automatisch erfüllt sind, vgl. Bemerkung 4.2.3. Ansonsten gibt es keine weiteren
Obstruktionen, insbesondere keine die auf Quanteneffekte schließen lassen.
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AElementare mathematische
Anmerkungen
In diesem Kapitel wollen wir einige einfache mathematische Bemerkungen zusammen-
stellen, die für das Verständnis des Haupttextes und der weiteren Anhänge nützlich
sein können, aber in der Literatur oft nicht ausführlich thematisiert werden oder nur
als Übungsaufgaben vorkommen.
Proposition A.1. Seien Mi, Ni, i = 1, 2, M und N Mannigfaltigkeiten, pri : M1 ×
M2 →Mi die Projektion auf den i-ten Faktor, πi : TMi →Mi (i = 1, 2) und π : TM →
M die Fußpunktprojektion sowie ∆: M →M ×M , p 7→ (p, p) die Diagonalabbildung.
i.)
I : T (M1 ×M2)→ TM1 × TM2, X 7→ (T pr1X,T pr2X)
ist ein Vektorbündelisomorphismus (über id).
Wir schreiben auch X = I(X) sowie (X1,X2)
 = I−1((X1,X2)) für X ∈ T (M1×
M2) bzw. (X1,X2) ∈ TM1 × TM2.
ii.) Sei J ⊂ R offen und γi : J →Mi (i = 1, 2) eine glatte Kurve, dann gilt
d
d t
∣∣∣∣
t=0
(γ1(t), γ2(t)) = (γ˙1(0), γ˙2(0))
.
iii.) Ist Ψ = (Ψ1,Ψ2) : M →M1 ×M2 glatt, so gilt für X ∈ TM
TΨX = (TΨ1X,TΨ2X)
.
iv.) Ist Ψ: M1 ×M2 →M glatt, so gilt
TΨ(X1,X2)
 = TΨ(·, π2(X2))X1 + TΨ(π1(X1), ·)X2
für Xi ∈ TMi, i = 1, 2.
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v.) Ist Ψi : Mi → Ni, i = 1, 2, glatt, so gilt
I ◦ T (Ψ1 ×Ψ2) ◦ I
−1 = TΨ1 × TΨ2.
oder anders geschrieben:
T (Ψ1 ×Ψ2)(X1,X2)
 = (TΨ1X1, TΨ2X2)

für (X1,X2) ∈ TM1 × TM2.
vi.) Es gilt T∆X = (X,X) für X ∈ TM .
vii.) Ist Ψ: M ×M → N glatt, so gilt für X ∈ TM
T (Ψ ◦∆)X = TΨ(·, π(X))X + TΨ(π(X), ·)X.
Beweis.
ad i.) Die Surjektivität folgt aus der Surjektivität der einzelnen Komponenten, aus Dimensi-
onsgründen folgt deswegen auch die Bijektivität, der Rest ist klar.
ad ii.) (
d
d t
∣∣∣∣
t=0
(γ1, γ2)
)

= (T pr1
d
d t
∣∣∣∣
t=0
(γ1, γ2), T pr2
d
d t
∣∣∣∣
t=0
(γ1, γ2))
= (
d
d t
∣∣∣∣
t=0
(pr1 ◦(γ1, γ2),
d
d t
∣∣∣∣
t=0
(pr2 ◦(γ1, γ2)))
= (γ˙1(0), γ˙2(0)).
ad iii.) Für eine glatte Kurve γ : R→M gilt mit Teil ii.)
(TΨγ˙(0)) =
(
d
d t
∣∣∣∣
t=0
(Ψ ◦ γ)
)

=
(
d
d t
∣∣∣∣
t=0
(Ψ1 ◦ γ,Ψ2 ◦ γ)
)

=
(
d
d t
∣∣∣∣
t=0
Ψ1 ◦ γ,
d
d t
∣∣∣∣
t=0
Ψ2 ◦ γ
)
= (TΨ1γ˙(0), TΨ2γ˙(0)).
ad iv.) Sei γi : R → Mi (i = 1, 2) eine Kurve mit γ˙i(0) = Xi. Es sei dann pi := πi(Xi)
und γ1,p2 , γ2,p1 : R → M1 ×M2 definiert durch γ1,p2(t) = (γ1(t), p2) bzw. γ2,p1(t) =
(p1, γ2(t)) für t ∈ R.
TΨ(X1, X2)

= TΨ(X1, 0)

+ TΨ(0, X2)

ii.)
= TΨγ˙1,p2(0) + TΨγ˙2,p1(0)
=
d
d t
∣∣∣∣
t=0
(Ψ(γ1(t), p2)) +
d
d t
∣∣∣∣
t=0
(Ψ(p1, γ2(t)))
= TΨ(·, π2(X2))X1 + TΨ(π1(X1), ·)X2.
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ad v.)
T (Ψ1 ×Ψ2)(X1, X2)
 iv.)
= T (Ψ1 ×Ψ2)(·, π2(X2))X1 + T (Ψ1 ×Ψ2)(π1(X1), ·)X2
= T (Ψ1,Ψ2(π2(X2)))X1 + T (Ψ1(π1(X1)),Ψ2)X2
iii.)
= (TΨ1X1, 0)

+ (0, TΨ2X2)

= (TΨ1X1, TΨ2X2)
.
ad vi.)
T∆X
iii.)
= (T idX,T idX)

= (X,X)
.
ad vii.)
T (Ψ ◦∆)X = TΨT∆X
vi.)
= TΨ(X,X)
 iv.)
= TΨ(·, π(X))X + TΨ(π(X), ·)X .
Proposition A.2. Seien fi : Mi → Ni, (i = 1, 2), glatte Submersionen zwischen den
Mannigfaltigkeiten Mi, Ni, dann ist auch f1 × f2 : M1 × M2 → N1 × N2 eine glatte
Submersion.
Beweis. Sei (p1, p2) ∈ M1 ×M2 und (Y1, Y2)
 ∈ T(f1(p1),f2(p2))(N1 × N2). Dann gibt es nach
Voraussetzung Xi ∈ TpiMi mit TpifiXi = Yi (i = 1, 2) und es gilt nach Proposition A.1 v.)
T(p1,p2)(f1 × f2)(X1, X2)

= (Tp1f1X1, Tp2f2X2)

= (Y1, Y2)
.
Definition A.3. Sei k ∈ N und seien Ei → M und F → M Vektorbündel über der
Mannigfaltigkeit M für i ∈ {1, . . . , k}. Sei weiter
ϕ : E1 ⊕ . . . ⊕ Ek → F
ein Vektorbündelmorphismus über id. Dann wollen wir die C∞(M)-lineare Abbildung
Γ∞(E1)⊕ . . .⊕ Γ
∞(Ek)→ Γ
∞(F )
(s1, . . . , sk) 7→ (M ∋ p 7→ ϕ(s1(p), . . . , sk(p)) ∈ F )
die von ϕ induzierte Abbildung nennen und den Notationsmissbrauch begehen, sie wie-
der mit ϕ zu bezeichnen.
Proposition A.4. Sei n ∈ N und M eine Mannigfaltigkeit. Sei E →M , F →M und
Ei → M für i ∈ {1, . . . , n} jeweils ein Vektorbündel über M . Dann sind die folgenden
Aussagen richtig.
i.) Die Abbildung
n⊕
i=1
Γ∞(Ei)→ Γ
∞(
n⊕
i=1
Ei),
(s1, . . . , sn) 7→ (M ∋ p 7→ (s1(p), . . . , sn(p)))
ist ein Isomorphismus von C∞(M)-Moduln.
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ii.) Seien ιE : E →֒ E ⊕ F und ιF : F →֒ E ⊕ F die kanonischen Inklusionen und sei
k ∈ N. Dann ist für l ∈ {0, . . . , k} die Abbildung
ιlk := ∨
k−l
i=0ιE ∨ ∨
l
i=0ιF :
∨k−l
E ⊗
∨l
F →
∨k
(E ⊕ F )
ein injektiver Vektorbündelmorphismus und
⊕kl=0ιlk :
k⊕
l=0
(
∨k−l
E ⊗
∨l
F )→
∨k
(E ⊕ F )
ist ein Vektorbündelisomorphismus.
Beweis. Klar.
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BDifferentialoperatoren
In diesem Kapitel definieren wir den Begriff des Differentialoperators und stellen ein
paar wenige Propositionen dazu bereit, soweit sie für die vorliegende Arbeit von Belang
sind.
Definition B.1 (Differentialoperator). Sei A eine assoziative, kommutative Algebra
über einem Körper K und sei La : A ∈ b 7→ ab ∈ A für alle a ∈ A. Dann werden die
Differentialoperatoren DiffOpk(A) der Ordnung k ∈ Z auf A induktiv durch
DiffOpk(A) = {0} (B.0.1)
für k < 0 und
DiffOpk(A) =
{
D ∈ End
K
(A)
∣∣∣ [D, La] ∈ DiffOpk−1(A) für alle a ∈ A} (B.0.2)
für k ≥ 0 definiert.
Bemerkung B.2. Analog definiert man Multidifferentialoperatoren, siehe [Wal07, An-
hang A.5].
Proposition B.3. Sei A eine assoziative, kommutative Algebra über einem Körper K.
Dann sind folgende Aussagen richtig.
i.) Es ist id ∈ DiffOp0(A) und für alle a ∈ A auch La ∈ DiffOp0(A).
ii.) Die Differentialoperatoren der Ordnung k ∈ Z sind auf natürliche Weise ein Bi-
modul, wobei a ·D · b für a, b ∈ A und D ∈ DiffOpk(A) durch
a ·D · b = La ◦D ◦ Lb (B.0.3)
definiert ist.
iii.) Die Komposition zweier Differentialoperatoren ist wieder ein Differentialoperator.
Genauer gilt für k, l ∈ Z und D ∈ DiffOpk(A) und D′ ∈ DiffOpl(A)
D ◦D′ ∈ DiffOpk+l(A). (B.0.4)
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Beweis. Siehe [Wal07, Prop. A.2.4]
Ein wichtiges Beispiel für die assoziative, kommutative Algebra A, sind die glatten
Funktionen C∞(M) auf einer MannigfaltigkeitM . Die nächste Proposition, vgl. [Wal07,
Satz A.3.5, Prop. A.3.6], gibt eine Charakterisierung von Differentialoperatoren auf
C∞(M) und liefert gleichzeitig den Anschluss an die elementare analytische Definition
von Differentialoperatoren auf dem Rn.
Proposition B.4. Sei M eine Mannigfaltigkeit und sei D : C∞(M) → C∞(M) eine
lineare Abbildung. Dann gilt genau dann D ∈ DiffOpk(C∞(M)), wenn es einen Atlas
von M gibt, so dass für jede Karte (U, x) dieses Atlas Funktionen Di1...irU ∈ C
∞(U) für
r = 0, . . . , k derart existiert, dass
Df |U =
k∑
r=0
1
r!
Di1...irU
∂rf |U
∂xi1 · · · ∂xir
(B.0.5)
gilt.
Definition B.5 (Lokale Abbildung). Ist M eine Mannigfaltigkeit, so heißt eine lineare
Abbildung D : C∞(M)→ C∞(M) lokal, falls für alle f ∈ C∞(M)
suppDf ⊂ supp f (B.0.6)
erfüllt ist.
Proposition B.6. Sei M eine Mannigfaltigkeit, dann ist jeder Differentialoperator auf
C∞(M) lokal.
Beweis. Siehe [Wal07, Lemma A.3.2].
Proposition B.7 (Einschränkbarkeit lokaler Abbildungen). Ist M eine Mannigfaltig-
keit und D : C∞(M)→ C∞(M) eine lokale lineare Abbildung, so gibt es für jedes offene
U ⊂ M eine eindeutig bestimmte lokale lineare Abbildung DU : C∞(U) → C∞(U) mit
DM = D und
DV f |V = (DUf)|V (B.0.7)
für jedes offene V ⊂ U und alle f ∈ C∞(U). Ist D ∈ DiffOpk(C∞(M)) sogar ein
Differentialoperator, so folgt DU ∈ DiffOpk(C∞(U)) für alle offenen Teilmengen U ⊂
M .
Beweis. Siehe [Wal07, Prop. A. 3.3]
Proposition B.8 (Fortsetzung von Differentialoperatoren). Sei M eine Mannigfaltig-
keit und U ⊂ M offen, k ∈ Z und DU ∈ DiffOpk(C∞(U)) ein Differentialoperator.
Weiter sei χU : M → R eine glatte Funktion mit suppχU ⊂ U und ıU : U →֒M bezeich-
ne die kanonische Inklusion. Dann ist χUDU ◦ ı∗U ∈ DiffOp
k(C∞(M)).
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Beweis. Wir zeigen die Aussage durch Induktion nach k. Für k < 0 ist sie trivial. Es gelte die
Aussage also für ein k − 1 mit k ∈ N. Wir zeigen, dass daraus folgt, dass sie auch schon für k
gilt. Dies ist aber klar nach der Definition von Differentialoperatoren, denn seien f, g ∈ C∞(M),
dann gilt
[χUDU ◦ ı
∗
U , Lf ]g = χUDU (ı
∗
Uf · ı
∗
Ug)− fχUDU (ı
∗
Ug)
= χU (DU (ı
∗
Uf · ı
∗
Ug)− ı
∗
UfDU (ı
∗
Ug)) = χU ([DU , Lı∗Uf ]ı
∗
Ug).
Damit folgt schon die Behauptung, denn es gilt [DU , Lı∗Uf ] ∈ DiffOp
k−1(C∞(U)) nach Voraus-
setzung und
χU [DU , Lı∗
U
f ]ı
∗
U ∈ DiffOp
k−1(C∞(M)) nach Induktionsannahme.
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CHauptfaserbündel
In diesem Kapitel möchten wir in aller Kürze die für das Verständnis dieser Arbeit not-
wendigen Grundlagen über Hauptfaserbündel zusammenstellen. Für Details und weiter-
führende Betrachtungen verweisen wir auf die Literatur, etwa [KN63], [Bau09], [Sha97],
[Mic07]. Interessant im Hinblick auf Anwendung in der Physik sind auch [Sch95], [Ble81],
[Nab97] und [Nab00].
Definition C.1 (Hauptfaserbündel). Ein (Links-)Hauptfaserbündel (P, π,B,G) mit
Totalraum P , Basis B, Fußpunktprojektion π und Strukturgruppe G besteht aus zwei
Mannigfaltigkeiten P und B, einer Wirkung einer Lie-Gruppe G auf P sowie einer
glatten Abbildung π : P → B, so dass folgendes gilt:
i.) Für jedes p ∈ P und g ∈ G gilt π(gp) = π(p).
ii.) Für jedes b ∈ B gibt es eine offene Umgebung U und einen G-äquivarianten Dif-
feomorphismus Ψ: π−1(U) → U × G, der eine lokale Trivialsisierung von π über
U mit typischer Faser G ist, d. h. dass das Diagramm
π−1(U) U ×G
U
π
Ψ
pr1
(C.0.1)
kommutiert. Dabei operiert G auf π−1(U) durch Einschränkung der gegebenen G-
Wirkung und auf U×G durch g(p, h) := (p, gh), d. h. durch Linksmultiplikation auf
dem zweiten Faktor. Die Abbildung pr1 ist die kanonische Projektion auf den ersten
Faktor. Das Paar (U,Ψ) heißt auch lokale Trivialsierung des Hauptfaserbündels.
Bemerkung C.2.
i.) Analog zum Links-Hauptfaserbündel werden auch Rechts-Hauptfaserbündel defi-
niert. Diese sind in der Literatur geläufiger.
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ii.) Statt von Hauptfaserbündel spricht man auch von Prinzipalfaserbündel (vgl. [Sch95])
oder Prinzipalbündel (vgl. [Die00]) möchte man die Strukturgruppe G betonen,
sagt man auch G-Hauptfaserbündel oder kurz G-Bündel (vgl. [Nab00]).
iii.) In der Literatur wird oft noch gefordert, dass die Wirkung auf P faserweise transi-
tiv sei, oder auch, dass sie frei sei. Beides sind jedoch Eigenschaften, die es genügt
in einer lokalen Trivialsierung zu prüfen und man erkennt unschwer, dass sie schon
aus der gegebenen Definition folgen, vgl. auch [Nab97], [GHV73].
iv.) Ähnlich wie bei Vektorbündeln gibt es auch bei Hauptfaserbündeln konstruktive
Charakterisierungen vermöge Kozykeln. Siehe etwa [Bau09] für drei äquivalente
Definitionen von Hauptfaserbündel. Man beachte, dass diese Autorin fordert, dass
die Wirkung einfach transitiv auf den Fasern sei. Dies ist aber äquivalent dazu,
dass sie frei ist und transitiv auf den Fasern.
Die nächste Proposition und der darauffolgende Satz klären die wichtige Beziehung
zwischen Hauptfaserbündeln und Quotienten freier und eigentlicher Gruppenwirkungen.
Proposition C.3. Sei (P, π,B,G) eine Hauptfaserbündel. Dann ist die G-Wirkung auf
P frei und eigentlich.
Beweis. In Bemerkung C.2 wurde schon gesagt, dass die Wirkung frei ist. Dass die Wirkung
eigentlich ist, ergibt sich durch eine einfache Anwendung des Folgenkriteriums für eigentliche
Wirkungen, siehe [Sha97, Ch. 4, Prop. 2.3].
Satz C.4. Sei P eine Mannigfaltigkeit, G eine Lie-Gruppe, die aufM frei und eigentlich
wirke. Dann ist P/G eine topologische Mannigfaltigkeit der Dimension dimP − dimG
und besitzt eine eindeutig bestimmte glatte Struktur, so dass die kanonische Projektion
π : P → P/G auf den Quotienten eine glatte Submersion wird. Ferner ist (P, π, P/G,G)
ein Hauptfaserbündel.
Beweis. Für einen Beweis dieses nicht ganz trivialen Satzes verweisen wir auf [Wal07, Satz
3.3.18], [Lee03, Thm. 7.10] sowie [AM85, Prop. 4.1.23] und [Sha97, Appendix E, Thm. 4.2.4].
Definition C.5 (Vertikalbündel). Ist (P, π,B,G) ein Hauptfaserbündel, so heißt das
Untervektorbündel V P := kerTπ ⊂ TP des Tangentialbündels TP von P Vertikalbün-
del. Die Fasern von V P heißen Vertikalräume. Ein Vektorfeld Y ∈ Γ∞(TP ) auf P heißt
vertikal, falls Y (p) ∈ VpP für alle p ∈ P gilt, die bedeutet Y ∈ Γ∞(V P ).
Definition C.6 (Hauptfaserbündelzusammenhang). Ist (P, π,B,G) ein Hauptfaser-
bündel, so nennt man ein Untervektorbündel HP von TP Horizontalbündel oder auch
Hauptfaserbündelzusammenhang, falls es ein Komplement von V P in TP ist, d. h. wenn
TP = V P ⊕ HP gilt und falls es invariant unter der gelifteten G-Wirkung ist. Ist
Φ: G × P → P die G-Wirkung auf P , so bedeutet dies, dass TpΦgHpP ⊂ HgpP gilt
für alle p ∈ P und g ∈ G. Ein Vektorfeld Y ∈ Γ∞(TP ) auf P heißt horizontal, falls
Y (p) ∈ HpP für alle p ∈ P gilt, dies bedeutet kurz Y ∈ Γ∞(HP ).
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Natürlich stellt sich unmittelbar die Frage ob auch immer ein Hauptfaserbündelzu-
sammenhang existiert. Dies beantwortet die folgende Proposition.
Proposition C.7 (Existenz von Hauptfaserbündelzusammenhängen). Für jedes Haupt-
faserbündel existiert ein Hauptfaserbündelzusammenhang.
Beweis. Man konstruiert den Zusammenhang lokal und globalisiert dann unter Verwendung
einer Zerlegung der Eins. Siehe [KN63, Thm. II 2.1] oder auch [Nab00, Thm. 3.1.7] für Details.
Eine für diese Arbeit relevante Charakterisierung von Hauptfaserbündelzusammen-
hängen lässt sich in Termen Lie-Algebra-wertiger Einsformen geben.
Definition C.8 (Zusammenhangseinsform). Sei (P, π,B,G) ein Hauptfaserbündel und
sei g die Lie-Algebra von G. Eine Lie-Algebra-wertige Einsform
γ : TP → g
heißt Zusammenhangseinsform, falls die folgenden Bedingungen gelten.
i.) Für alle ξ ∈ g und p ∈ P gilt γ(ξP (p)) = ξ.
ii.) γ ist G-äquivariant, d. h. es gilt γ(TpΦgv) = Adg(γ(v)) für alle g ∈ G, p ∈ P und
v ∈ TpP .
Proposition C.9. Sei (P, π,B,G) ein Hauptfaserbündel, dann sind die folgenden Aus-
sagen richtig.
i.) Sei HP ⊂ TP ein Hauptfaserbündelzusammenhang für P . Dann gibt es eine ein-
deutig bestimmte Zusammenhangseinsform γHP : TP → g mit
γHP (ξP (p) + Y ) = ξ ∀p ∈ P, ξ ∈ g, Y ∈ TpH. (C.0.2)
ii.) Sei γ : TP → g eine Zusammenhangseinsform. Dann definiert HPγ := ker γ ein
Hauptfaserbündelzusammenhang.
iii.) Ist HP ein Hauptfaserbündelzusammenhang, so gilt HPγHP = HP . Ist γ eine
Zusammenhangseinsform, so gilt γHPγ = γ.
Beweis. Siehe [Bau09, Satz 3.2]
Aufgrund der letzten Proposition sind die Konzepte Hauptfaserbündelzusammen-
hang und Zusammenhangseinsform äquivalent, so dass wir die Indices aus Proposition
C.9 weglassen wollen und den von einer Zusammenhangseinsform γ induzierten Haupt-
faserbündelzusammenhang einfach mit HP bezeichnen statt mit HPγ , genauso umge-
kehrt.
Mit Hilfe eines Hauptfaserbündelzusammenhangs ist es möglich, Vektorfelder von
der Basismannigfaltigkeit auf den Totalraum zu heben.
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Definition C.10 (Horizontale Hebung). Sei γ : TP → g eine Zusammenhangseinsform
eines Hauptfaserbündels (P, π,B,G) und X ∈ Γ∞(TB) ein Vektorfeld auf der Basis B.
Das eindeutig bestimmte horizontale Vektorfeld Xh ∈ Γ∞(TP ), das zu X π-verwandt
ist, heißt horizontale Hebung oder auch horizontaler Lift von X. Es gilt also
γ ◦Xh = 0 und (C.0.3)
Tπ ◦Xh = X ◦ π. (C.0.4)
Lemma C.11. Sei π : E → M ein Vektorbündel mit Faserdimension k > 0. Weiter
seien für n ∈ N s1, . . . , sn ∈ Γ∞(E) glatte Schnitte, so dass R-Span{s1(p), . . . , sn(p)} =
Ep für alle p ∈M . Dann ist auch C∞(M)-Span{s1, . . . , sn} = Γ∞(E).
Beweis. Sei p ∈M und U eine offene Umgebung von p auf der es lokale Basisschnitte e1, . . . , ek ∈
Γ∞(E|U ) gebe. Dann gibt es also für alle r ∈ {1, . . . , n} glatte Funktionen Ars : U → R mit
s ∈ {1, . . . , k} so dass für alle i ∈ {1, . . . , n} die Gleichung
si|U =
k∑
s=1
Aises
gilt. Wir können nach dem Basisauswahlsatz o. E. annehmen, dass s1(p), . . . , sk(p) linear un-
abhängig sind. Dann ist die Matrix A(p) ∈ Rk×k invertierbar, wobei die glatte matrixwertige
Funktion A durch
A : M ∋ q 7→ (Ars(q))r,s=1,...,k ∈ R
k×k.
gegeben ist. Da dies aufgrund der Stetigkeit der Determinantenfunktion eine offene Bedingung
ist, gibt es eine offene Umgebung V ⊂ U von p, sodass A(q) auch für alle q ∈ V invertierbar ist.
Dies bedeutet jedoch wiederum, dass die Vektoren s1(q), . . . , sk(q) für alle q ∈ V linear unab-
hängig sind. Ist nun s ∈ Γ∞(E) ein glatter Schnitt, so folgt daraus, dass es glatte Funktionen
fVi : V → R, i = 1, . . . , n gibt mit s|V =
∑n
i=1 f
V
i si, wobei f
V
i = 0 für i > k. Da p beliebig
war, gibt es also eine offene Überdeckung {Vj}j∈J derartiger offener Mengen Vi mit zugehörigen
Funktionen fVji wie oben. Sei nun {χj}j∈J eine Zerlegung der Eins mit suppχj ⊂ Vj . Dann gilt
s =
∑
j∈J
χjs|Vj =
∑
j∈J
χj
n∑
i=1
f
Vj
i si|Vj =
n∑
i=1
∑
j∈J
χjf
Vj
i si =
n∑
i=1
fisi,
wobei die glatten Funktionen fi durch fi :=
∑
j∈J χjf
Vj
i definiert sind. Damit ist die Aussage
klar.
Proposition C.12. Sei (P, π,B,G) ein Hauptfaserbündel und γ eine Zusammenhangs-
einsform. Dann sind die folgenden Aussagen richtig.
i.) Sei {ei} eine Basis von g, dann sind die fundamentalen Vektorfelder (ei)P globale
Basisschnitte für Γ∞(V P ).
ii.) Für alle für alle p ∈ P gilt HpP = {Xh(p) | X ∈ Γ∞(TB)}.
iii.) Es gilt Γ∞(HP )G = {Xh | X ∈ Γ∞(TB)}. Dabei bezeichnet Γ∞(HP )G := {s ∈
Γ∞(HP ) | gs = s} die G-invarianten Schnitte auf dem Horizontalbündel, wobei G
auf Γ∞(HP ) vermöge (gs)(p) := g(s(g−1p)) für alle g ∈ G operiert.
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Beweis.
ad i.) Einerseits ist die Dimension jeder Faser gleich dimG, wie man in lokaler Trivialisierung
erkennt, sowie gleich der punktweisen Dimension des Kerns von Tπ (vgl. [Lee03, Lem.
8.15]), andererseits ist g ∋ ξ 7→ ξP ∈ Γ∞(TP ) injektiv, da die G-Wirkung frei ist
(vgl. Prop. 1.2.21), d. h. auch die Dimension des von den fundamentalen Vektorfeldern
punktweise aufgespannten Raumes ist gleich dimG. Da nach der Kettenregel offen-
sichtlich für alle p ∈ P ξP (p) ∈ kerTpπ gilt, spannen die fundamentalen Vektorfelder
ξP punkteweise jede Faser von Γ∞(V P ) auf. Siehe auch [KN63, vor Prop. I 5.1]. Da für
jedes p ∈ P die Vektoren (ei)P (p) linear unabhängig sind und aus Dimensionsgründen
demnach schon VpP aufspannen, ist die Behauptung mit Lemma C.11 klar.
ad ii.) Dies ist aus Dimensionsgründen ebenfalls klar, da für p ∈ M dimB = dimP −
dimG = dimTpP − dimVpP = dimTpH und da für jedes X ∈ Γ∞(TB) die Bezie-
hung TpπXh(p) = X(π(p)) gilt. Siehe auch [KN63, vor Prop. II 1.2].
ad iii.) Klar. Siehe auch [KN63, vor Prop. II 1.2].
Definition C.13. Sei (P, π,B,G) ein Hauptfaserbündel, HP ein Hauptfaserbündelzu-
sammenhang und α : I → B ein Weg. Ein Weg α˜ : I → B heißt horizontale Hebung
(oder auch horizontaler Lift) von α, falls für alle t ∈ I
π(α˜(t)) = α(t) (C.0.5)
und
˙˜α(t) ∈ HP (C.0.6)
gilt.
Derartige horizontale Hebungen existieren immer, wie die folgende Proposition zeigt,
siehe [Bau09, Satz 3.7].
Proposition C.14. Seien die Voraussetzungen wie in Definition C.13 gegeben. Dann
existiert zu jedem t0 ∈ I und p0 ∈ π−1(α(t0)) genau eine horizontale Hebung α˜ von α
mit α˜(t0) = p0.
Bemerkung C.15. In der Situation von Proposition C.14 sagt man auch, α˜ sei eine
horizontale Hebung durch p0.
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DG-invariante Strukturen auf
G-Mannigfaltigkeiten
In diesem Kapitel wollen wir zeigen, wie man bestimmte Strukturen auf einer Mannig-
faltigkeit, auf der eine Lie-Gruppe G eigentlich wirkt unter G invariant bzw. äquivariant
machen kann. Insbesondere zeigen wir, wie man aus einem gegebenen Spray einen G-
äquivarianten konstruieren kann. Wir werden hier die meisten Resultate beweisen, da
sie in der Literatur teilweise schwer zu finden und teilweise neu sind. Dabei gehen wir
etwas über das für die Lektüre dieser Arbeit benötigte Maß hinaus.
D.1 Topologische Vorbereitungen
In diesem Abschnitt stellen wir einige für die später folgenden Betrachtungen wich-
tige topologische Grundlagen zusammen. Die meisten hier dargestellten Begriffe und
Sätze sind findet man in der einschlägigen Lehrbuchliteratur über mengentheoretische
Topologie, siehe etwa [Dug70] oder [Eng89].
Ist X eine Menge, so bezeichnen wir die Potenzmenge von X mit P(X). Ist X ein
topologischer Raum und A ⊂ X, so schreiben wir A für den topologischen Abschluss und
A˚ für das Innere von A in X. Ist G eine Gruppe, und φ : G×X → X eine Linkswirkung,
so sprechen wir im Folgenden einfach von Wirkung und schreiben gelegentlich gx :=
φg(x) := φ(g, x) für g ∈ G und x ∈ X.
Definition D.1.1. Sei X ein topologischer Raum.
i.) U ⊂ P(X) heißt lokal endlich, falls jedes Element x von X eine Umgebung besitzt,
die nur endlich viele Mengen aus U schneidet. Eine derartige Umgebung von x
wollen wir zeugende Umgebung von x (für U) nennen.
ii.) Ist U ⊂ P(X), so sagen wir, U habe die Eigenschaft E , falls jedes U ∈ U die
Eigenschaft E besitzt.
iii.) Sei U = {Ui}i∈I ⊂ P(X) eine Überdeckung von X, d.h X =
⋃
i∈I Ui. Eine andere
Überdeckung V = {Vj}j∈J von X heißt Verfeinerung von U , wenn es für jedes
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V ∈ V ein U ∈ U gibt mit V ⊂ U . Wir nennen V präzise, wenn I = J und Vi ⊂ Ui
für jedes i ∈ I.
iv.) X heißt parakompakt, wenn jede offene Überdeckung von X eine lokal endliche,
offene Verfeinerung besitzt.
Bemerkung D.1.2. Ist X ein topologischer Raum und {Ui}i∈I eine Überdeckung von
X, so kann es i ∈ I geben, mit Ui = ∅. Insbesondere wenn {Ui}i∈I eine lokal endliche
Verfeinerung einer anderen offenen Überdeckung von X ist, darf dies der Fall sein.
Das folgende Resultat wollen wir nur zitieren, der Beweis verläuft ähnlich wie der
von Proposition D.1.8.
Proposition D.1.3. Sei X ein topologischer Raum. Falls die (offene) Überdeckung U
von X eine lokal endliche (offene) Verfeinerung besitzt, so gibt es auch eine präzise
lokal endliche Verfeinerung.
Beweis. Siehe [Dug70, Seite 161].
Bemerkung D.1.4. Es ist in der Literatur auch üblich, in der Definition von Parakom-
paktheit noch hausdorffsch zu fordern. Siehe [Dug70] und [Eng89] sowie für unsere
Konvention [Lee03].
Die nächste Proposition gibt ein nützliches Kriterium an, wann der das Bilden des
topologisches Abschlusses mit dem Bilden beliebiger Vereinigungen vertauscht, sieh
auch [Eng89, Thm. 1.1.11].
Proposition D.1.5. Sei X ein topologischer Raum und U ⊂ P(X) lokal endlich. Dann
gilt Folgendes.
i.) U := {U | U ∈ U} ist lokal endlich.
ii.)
⋃
U∈U U =
⋃
U∈U U .
Beweis.
ad i.) Sei x ∈ X und Γx eine offene zeugende Umgebung von x für U . Dann gilt für U ∈ U
mit U ∩ Γx = ∅, dass U ⊂ X \ Γx und somit, da X \ Γx abgeschlossen ist, auch dass
U ⊂ X \ Γx, d. h. U ∩ Γx = ∅.
ad ii.) Unabhängig von der lokalen Endlichkeit gilt natürlich V ⊂
⋃
U∈U U für V ∈ U und
damit also
⋃
U∈U U ⊂
⋃
U∈U U . Für die umgekehrte Inklusion reicht es offensichtlich zu
zeigen, dass B :=
⋃
U∈U U abgeschlossen ist. Dazu sei x /∈ B beliebig. Nach Teil i.) gibt
es eine offene Umgebung Γx von x, die nur von endlich vielen Elementen U1, . . . , Un
von U geschnitten wird. Dann ist aber Γx ∩
⋂n
i=1(X \ Ui) eine offene Umgebung von
x, die B nicht schneidet. Also ist X \B offen und alles ist gezeigt.
Lemma D.1.6. Sei X parakompakt und hausdorffsch, x ∈ X und U eine offene Um-
gebung von x in X. Dann gibt es eine offene Umgebung V von x mit x ∈ V ⊂ V ⊂ U .
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Beweis. Sei A := X\U . Da X hausdorffsch ist, gibt es zu jedem a ∈ A eine offene Umgebung Ua
von a in X und eine offene Umgebung Wa von x mit Wa ∩Ua = ∅ und somit x /∈ X \Wa ⊃ Ua.
Da {Ua | a ∈ A} ∪ {U} eine offene Überdeckung von X ist und X parakompakt, können wir
nach Proposition D.1.3 eine präzise lokal endliche Verfeinerung wählen, finden also zu a ∈ A ein
Fa mit Fa ⊂ Ua, so dass {Fa}a∈A ∪ {U} immer noch X überdeckt. Insbesondere ist {Fa}a∈A
lokal endlich und F :=
⋃
a∈A Fa ist eine Umgebung von A in X . Nach Proposition D.1.5 ii.)
gilt F =
⋃
a∈A Fa. Für a ∈ A gilt nun x /∈ Ua ⊃ Fa, d. h. x /∈ F . Damit ist X \ F eine offene
Umgebung von x in X und wir haben nach Konstruktion X \ F ⊂ X \ F ⊂ X \ A = U und
damit X \ F ⊂ X \ F ⊂ U .
Bemerkung D.1.7. In der Sprache der mengentheoretischen Topologie haben wir in
Lemma D.1.6 gezeigt, dass X regulär ist im Sinne von [Dug70, Ch. VII Def. 2.1]. Dies
ist äquivalent dazu, dass sich jeder beliebig gewählte Punkt und jede abgeschlossene
Menge, die diesen Punkt nicht enthält durch offene Umgebungen trennen lassen. Da
wir nicht zu viele topologische Begriffe einführen wollen, und es in der Literatur für
die Verwendung des Begriffes regulär unterschiedliche Konventionen gibt, werden wir
diesen Begriff im Folgenden nicht weiter verwenden.
Proposition D.1.8. Sei X parakompakt und hausdorffsch. Sei {Ui}i∈I eine offene
Überdeckung von X. Dann gibt es zu jedem i ∈ I eine offene Menge Vi, so dass Vi ⊂ Ui
und {Vi}i∈I eine lokal endliche, offene Überdeckung von X ist.
Beweis. Nach Lemma D.1.6 gibt es zu x ∈ Ui eine offene Umgebung W xi von x in X mit
W xi ⊂ Ui. Sei nun {Fj}j∈J eine lokal endliche, offene Verfeinerung von {W
x
i }i∈I,x∈X . Definiere
eine Abbildung α : J → I die zu j ∈ J ein α(j) ∈ I auswählt, so dass Fj ⊂ Uα(j), dies geht
nach dem Auswahlaxiom. Setze dann für i ∈ I Vi :=
⋃
j∈J|α(j)=i Fj . Vi ist als Vereinigung
offener Mengen natürlich offen in X . Ferner gilt wegen der lokalen Endlichkeit von {Fj}j∈J und
Proposition D.1.5 Vi =
⋃
j∈J|α(j)=i Fj ⊂ Ui. Nach Konstruktion ist klar, dass {Vi}i∈I immer
noch eine lokal endliche, offene Überdeckung von X ist.
Bemerkung D.1.9. Ist {Ui}i∈I in Proposition D.1.8 schon lokal endlich, so braucht man
im Beweis das Auswahlaxiom offenbar nicht.
Bemerkung D.1.10. Eine wichtige Konsequenz daraus, dass ein topologischer Raum X
parakompakt und hausdorffsch ist, besteht darin, dass es zu jeder offenen Überdeckung
eine dieser untergeordnete stetige Zerlegung der Eins gibt.
Beweis. Siehe [Eng89, Thm. 5.1.9].
Definition D.1.11 (Lokal endliches reguläres Überdeckungspaar). Seien die Bezeich-
nungen wie in Proposition D.1.8 und {Ui}i∈I schon lokal endlich. Dann wollen wir das
Paar ({Ui}i∈I , {Vi}i∈I) ein lokal endliches reguläres Überdeckungspaar des topologischen
Raumes X nennen.
Definition D.1.12 (Gute zeugende Umgebung). Sei RP := ({Ui}i∈I , {Vi}i∈I) ein lokal
endliches reguläres Überdeckungspaar von X, und Γx eine zeugende Umgebung von x
zu {Vi}i∈I , d. h. J := {j ∈ I | Vj ∩ Γx 6= ∅} ist endlich. Wir wollen Γx gute zeugende
Umgebung von x (zu RP ) nennen, falls für alle j ∈ J folgendes gilt:
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i.) x ∈ Vj .
ii.) Γx ⊂ Uj .
Proposition D.1.13. Ist RP = ({Ui}i∈I , {Vi}i∈I) ein lokal endliches reguläres Über-
deckungspaar eines topologischen Raumes X, so gibt es zu jedem x ∈ X eine gute
zeugende Umgebung von x zu RP .
Beweis. Sei Γ˜x eine zeugende Umgebung von x zu {Vi}i∈I , also insbesondere E := {i ∈ I |
Vi ∩ Γ˜x 6= ∅} endlich. Sei J die maximale Teilmenge von E, so dass x ∈ Vj ⊂ Uj für j ∈ J .
Dann definiere
Γx :=
⋂
j∈E\J
(
Γ˜x \ Vj
)
∩
⋂
i∈J
Uj .
Γx ist offenbar eine gute zeugende Umgebung von x. Falls i ∈ I mit Γx ∩ Vi 6= ∅ folgt zunächst
i ∈ E und nach Konstruktion von Γx sogar i ∈ J . Ist umgekehrt j ∈ J , so ist x ∈ Vj und damit
Γx ∩ Vj 6= ∅, da Γx, d. h. J = {j ∈ I | Vj ∩ Γx 6= ∅}. Die Eigenschaften i.) und ii.) sind dann
klar nach Konstruktion von Γx.
Bemerkung D.1.14. Ist RP = ({Ui}i∈I , {Vi}i∈I) ein lokal endliches reguläres Über-
deckungspaar eines topologischen Raumes X, so könnte man denken, dass man zu x ∈ X
eine zeugende Umgebung von x für {Ui} mit folgenden Eigenschaften erhalten könnte:
i.) x ∈ Vj
ii.) Γx ⊂ Uj
für alle Elemente j der endlichen Menge J := {i ∈ I | Ui ∩ Γx 6= ∅}.
Dies ist i. Allg. falsch. Man betrachte z. B. X = R, x = 0, RP = ({U1, U2}, {V1, V2})
mit
U1 = (−∞, 3) U2 = (0,∞)
V1 = (−∞, 2) V2 = (1,∞).
Hier sind offensichtlich weder die erste noch die zweite Eigenschaft erfüllbar. Dem-
nach ist es bei der Definition von guter zeugender Umgebung erstens wichtig ein Über-
deckungspaar zu haben und zweitens zu fordern, dass Γx eine zeugende Umgebung für
{Vi}i∈I ist und nicht etwa auch für {Ui}i∈I .
Definition D.1.15 (Invarianz und Äquivarianz). Seien X und Y Mengen, G eine Grup-
pe und θ : G×X → X sowie φ : G× Y → Y Wirkungen von G auf X bzw. Y .
i.) U ⊂ X heißt G-invariant, falls θg(x) ∈ U für alle x ∈ U und g ∈ G.
ii.) Eine Abbildung F : X → Y heißt (G-)äquivariant (bezüglich θ und φ), falls
φg ◦ F = F ◦Θg
für alle g ∈ G.
Bemerkung D.1.16. Seien die Voraussetzungen wie in Definition D.1.15, F : X → Y G-
äquivariant und bijektiv. Dann ist offensichtlich auch F−1 G-äquivariant.
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D.2 Eigentliche Gruppenwirkungen
Wir erinnern an dieser Stelle noch an einen wichtigen Begriff wichtigen Begriff der
eigentlichen Gruppenwirkung und stellen eine Reihe von Charakterisierungen bereit.
Vergleiche [Lee03, Seite 216], [Die00, Seite 319].
Definition D.2.1 (Eigentliche Wirkungen). SeiG eine topologische Gruppe und φ : G×
X → X eine stetige Wirkung von G auf dem topologischen Raum X.
i.) Die Wirkung φ heißt eigentlich, falls Φ: G × X → X × X, (g, x) 7→ (x, φg(x))
eigentlich ist, d. h. Φ−1(K) kompakt ist für jedes kompakte K ⊂ X ×X.
ii.) Wir nennen φ folgeneigentlich falls folgende Bedingung erfüllt ist.
Ist (xn) eine konvergente Folge in X und (gn) eine Folge in G, so dass (gnxn)
konvergiert. Dann gibt es eine konvergente Teilfolge von (gn).
Bemerkung D.2.2. In der Literatur gibt es verschiedene übliche Konventionen für ei-
gentliche Gruppenwirkungen. Etwa [Die00] definiert „eigentlich“ anders als wir. Falls
zum Beispiel G und X hausdorffsch sind und X lokal kompakt ist, fallen seine und
unsere Definition zusammen.
Die folgende Proposition liefert einige äquivalente Charakterisierungen eigentlicher
Wirkungen im Falle von Lie-Gruppen und Mannigfaltigkeiten.
Lemma D.2.3. Sei M eine Mannigfaltigkeit und G eine Lie-Gruppe, die stetig auf M
wirke. Dann sind äquivalent
i.) G wirkt eigentlich auf M .
ii.) G wirkt folgeneigentlich auf M .
iii.) Für jedes Paar K und L von kompakten Teilmengen von M ist {g ∈ G | gK∩L 6=
∅} kompakt.
iv.) Für jedes kompakte K ⊂M ist {g ∈ G | gK ∩K 6= ∅} kompakt.
v.) Für jedes (x, y) ∈ M ×M gibt es Umgebungen Vx von x und Vy von y, so dass
{g ∈ G | gVx ∩ Vy 6= ∅} in einer kompakten Teilmenge von G liegt.
Beweis.
i.) ⇒ ii.) Sei (xn) eine Folge in M und (gn) eine Folge in G, so dass (xn, gnxn) in M ×M
konvergiert. Dann gibt es jedoch ein Kompaktum L ⊂ M × M mit (xn, gnxn) ∈ L
für alle n ∈ N. Folglich verläuft aber schon die Folge (gn, xn) in dem Kompaktum
Φ−1(L) ⊂ G × M , womit (gn, xn) und damit auch (gn) eine konvergente Teilfolge
besitzt.
ii.) ⇒ iii.) Sei (gn) eine Folge in {g ∈ G | gK∩L 6= ∅} und für n ∈ N sei xn ∈ K mit gnxn ∈ L.
Da K und L kompakt sind, besitzen (xn) und (gnxn) in konvergente Teilfolgen und
damit nach Voraussetzung auch (gn). Da L kompakt, insbesondere, daM hausdorffsch,
abgeschlossen ist, liegt ihr Grenzwert wieder in {g ∈ G | gK ∩ L 6= ∅}, womit letztere
Menge kompakt ist.
iii.) ⇒ iv.) Klar.
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iv.) ⇒ v.) Da M eine Mannigfaltigkeit ist, gibt es eine ausschöpfende Folge von Kompakta
und somit ein Kompaktum K ⊂ M mit x, y ∈ K, das zugleich Umgebung von x wie
von y ist.
v.) ⇒ i.) Sei L ⊂M ×M ein beliebiges Kompaktum. Zu jedem (x, y) ∈ L gibt es eine offene
Umgebung Ux von x und eine offene Umgebung Vy von y, so dass S(x,y) := {g ∈ G |
gUx ∩ Vy 6= ∅} in einer kompakten Menge liegt. Da L kompakt ist, gibt es ein m ∈ N
und (xi, yi) ∈ L für i = 1, . . . ,m, so dass L ⊂
⋃m
i=1 Uxi × Vyi . Nach Konstruktion
gibt es ein Kompaktum S mit
⋃m
i=1 S(xi,yi) ⊂ S ⊂ G. Sei nun pr2 : G × M → M
die Projektion auf die zweite Komponente. Ist (g, x) ∈ Φ−1(L), so gilt (x, gx) ∈ L,
also insbesondere x ∈ pr2(L) und nach Konstruktion gibt es ein i ∈ {1, . . . ,m} mit
x ∈ Uxi und gx ∈ Vyi , also g ∈ S(xi,yi) ⊂ S. Damit liegt (g, x) aber schon in der
kompakten Menge S × pr2(L). Folglich gilt Φ
−1(L) ⊂ S × pr2(L). Da M hausdorffsch
ist und aufgrund der Kompaktheit von L ist L abgeschlossen, womit Φ−1(L) wegen der
Stetigkeit von Φ auch abgeschlossen ist und als Teilmenge des Kompaktums S×pr2(L)
somit selbst wieder kompakt ist.
Bemerkung D.2.4.
i.) Für die Bedingung v.) aus Proposition D.2.3 sagt man auch G wirkt mit kompakter
Wiederkehr auf M (siehe [Die00, 20.7]).
ii.) Da M hausdorffsch ist, ist in Bedingung v.) in Proposition D.2.3 die Aussage,
dass SX := {g ∈ G | gVx ∩ Vy 6= ∅} in einer kompakten Teilmenge von G liege
äquivalent dazu, dass ihr Abschluss kompakt sei. Ist G diskret, so ist dies weiter
gleichwertig dazu, dass SX endlich ist. In diesem Fall spricht man wohl aus histo-
rischen Gründen auch davon, dass die G-Wirkung eigentlich diskontinuierlich sei.
Siehe [Lee03, Seite 225] für einige kritische Bemerkungen zu dieser Wortwahl.
Zur Abrundung und um den Anschluss an eine übliche Charakterisierung von (frei
und) eigentlich diskontinuierlich zu finden, zeigen wir noch folgende Proposition.
Proposition D.2.5. Die diskrete Lie-Gruppe G wirke auf einer Mannigfaltigkeit M .
Dann ist die G-Wirkung genau dann eigentlich, wenn folgende Bedingung gilt:
i.) Ist p ∈M , so gibt es eine Umgebung U von p so dass gU ∩ U = ∅ für alle bis auf
endlich viele g ∈ G.
ii.) Liegen p, q ∈ M nicht auf derselben G-Bahn, so gibt es eine Umgebung Up von p
und eine Umgebung Vq von q so dass gUp ∩ Vq = ∅ für alle g ∈ G.
Beweis.
„⇒“ Die erste Bedingung ist trivial. Für die zweite seien also p, q ∈ M beliebig. Nach
Voraussetzung gibt es eine Umgebung U˜p von p und eine Umgebung V˜q von q, so dass
es ein m ∈ N gibt und g1, . . . , gm ∈ G mit {g1, . . . , gm} = {g ∈ G | gU˜p ∩ V˜q 6= ∅}.
Da p und q nicht auf derselben Bahn liegen, die Wirkung stetig und M hausdorffsch
ist, können wir ohne Einschränkung nach eventuellem Verkleinern annehmen, dass
p /∈ g−1i V˜q für i = 1, . . . ,m. Dann setze Up := U˜p \ (g
−1
1 V˜q ∪ . . . ∪ g
−1
m V˜q).
„⇐“ Ist klar.
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Bemerkung D.2.6. Wirkt eine diskrete Lie-Gruppe G eigentlich auf einer Mannigfaltig-
keit M , so ist die G-Wirkung offenbar genau dann frei, wenn man in Bedingung i.) in
Proposition D.2.5 „für alle bis auf endlich viele g ∈ G“ durch „für alle g ∈ G außer
g = e“ ersetzen kann.
Beweis. Eine Richtung ist trivial, auch die für die andere ist simpel und verläuft analog zu der
im Beweis von Proposition D.2.5 „⇒“. Siehe [Lee00, Cor. 12.10].
Bemerkung D.2.7. Es ist offensichtlich, dass jede Wirkung einer kompakten Lie-Gruppe
auf einer Mannigfaltigkeit folgeneigentlich und damit eigentlich ist. Siehe auch [Lee03,
Cor. 9.14].
Eigentliche Gruppenwirkungen sind „ansteckend“ im Sinne der folgenden Propositi-
on.
Proposition D.2.8. Sei G eine Lie-Gruppe und M , N Mannigfaltigkeiten, auf denen
G wirke und F : M → N stetig und G-äquivariant. Ist die G-Wirkung auf N eigentlich,
so auch die auf M .
Beweis. Sei (pn) eine konvergente Folge in M und (gn) eine Folge in G, so dass (gnpn) konver-
giere. Dann konvergieren wegen der Stetigkeit von F auch (F (pn)) und (F (gnpn)) in N . Wegen
der Äquivarianz ist aber gnF (pn) = F (gnpn) für alle n ∈ N. Da die G-Wirkung auf N eigentlich
ist, gibt es somit eine konvergente Teilfolge von (gn).
Wir stellen nun einige topologische Eigenschaften von M/G zusammen für den Fall,
dass die Lie-Gruppe G auf der Mannigfaltigkeit M eigentlich wirkt.
Definition D.2.9 (G-Vektorbündel). Sei φ : G × M → M eine Wirkung einer Lie-
Gruppe G auf einer Mannigfaltigkeit M . Ist E →M ein Vektorbündel über M , so heißt
eine G-Wirkung Φ: G× E → E auf E Hochhebung von φ oder Lift von φ, falls Φg für
alle g ∈ G ein Vektorbündelmorphismus über φg ist. Ist dies der Fall, so wollen wir von
einem G-Vektorbündel (über M) sprechen.
Definition D.2.10 (Klein und kompakt in Faserrichtung). Es wirke eine Lie-Gruppe
G auf einer Mannigfaltigkeit M . Sei π : M → M/G die kanonische Projektion auf den
Quotienten.
i.) F ⊂ M heißt klein, falls jedes x ∈ M eine Umgebung U besitzt, so dass {g ∈ G |
gU∩F 6= ∅} relativ kompakt ist, d. h. in einem Kompaktum in G liegt. Vgl. [Pal61].
ii.) F ⊂ M heißt (relativ) kompakt in Faserrichtung, falls F ∩ π−1(K) (relativ) kom-
pakt ist für jedes kompakte K ⊂M/G, vgl. [GHV72, Ch. VII 5, 7.11] und [GW10,
Gl. (94)].
Proposition D.2.11. Es wirke eine Lie-Gruppe G auf einer Mannigfaltigkeit M . Sei
π : M → M/G die kanonische Projektion auf den Quotienten. Dann gelten folgende
Implikationen.
i.) F ⊂M klein ⇒ F ist relativ kompakt in Faserrichtung.
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ii.) Falls die Wirkung eigentlich ist, gilt auch die Umkehrung: F ⊂M ist relativ kom-
pakt in Faserrichtung ⇒ F ist klein.
Beweis.
ad i.) Ist F ⊂M nicht relativ kompakt in Faserrichtung, so gibt es ein kompaktesK ⊂M/G,
so dass π−1(K)∩F nicht relativ kompakt ist. Es gibt also eine Folge (xn) in π−1(K)∩
F , die keine in M konvergente Teilfolge enthält, so dass (π(xn)) in K konvergiert.
(Falls nicht, können wir wegen der Kompaktheit von K eine konvergente Teilfolge
von (π(xn)) auswählen.) Sei nun x ∈ π−1(K) mit π(xn) → π(x) und {Un}n∈N eine
Umgebungsbasis von x. NachWahl einer Teilfolge von (xn), können wir o. E. annehmen,
dass π(xn) ∈ π(Un) für alle n ∈ N. In der Tat ist {π(Un)}n∈N eine Umgebungsbasis
von π(x), denn ist V eine offene Umgebung von π(x) so ist π−1(V ) eine Umgebung
von x, d. h. es gibt ein n ∈ N mit Un ⊂ π−1(V ) und damit π(Un) ⊂ V . Es gibt also
für jedes n ∈ N ein yn ∈ Un und ein gn ∈ G, so dass xn = gnyn. Für jedes k ∈ N ist
gn ∈ {g ∈ G | gUk ∩ F 6= ∅} =: Sk für alle n > k. {gn}n>k hat aber keine konvergente
Teilfolge in G, denn hätte sie eine, so auch (xn), da nach Konstruktion (yn) (gegen
x) konvergiert. Dies wäre jedoch ein Widerspruch. Damit ist Sk für alle k ∈ N nicht
relativ kompakt und F demnach nicht klein, was zu zeigen war.
ad ii.) Sei F ⊂M relativ kompakt in Faserrichtung, x ∈M und Ux eine kompakte Umgebung
von x inM . Aufgrund der Stetigkeit von π, ist auch π(Ux) ⊂M/G kompakt. Und nach
Voraussetzung gibt es ein Kompaktum L ⊂M mit F∩π−1(π(Ux)) ⊂ L. Da G eigentlich
wirkt, ist damit
{g ∈ G | gUx ∩ F 6= ∅} = {g ∈ G | gUx ∩ (F ∩ π
−1(π(Ux))) 6= ∅}
⊂ {g ∈ G | g Ux︸︷︷︸
kompakt
∩ L︸︷︷︸
kompakt
6= ∅}
relativ kompakt. Demnach ist F klein.
D.3 Mittelung von Schnitten auf Vektorbündeln
In diesem Abschnitt wollen wir zeigen, wie man Schnitte von Vektorbündeln bezüglich
einer eigentlichen G-Wirkung mitteln und sie so G-äquivariant machen kann. Als An-
wendung dieser Technik konstruieren wir eine invariante Zerlegung der Eins, invariante
Riemannsche Fasermetriken und äquivariante Sprays.
Für die folgenden Überlegungen benötigen wir an vielen Stellen linksinvariante Vo-
lumendichten auf einer Lie-Gruppe, weshalb wir zunächst die folgende Proposition zi-
tieren, vgl. [DK00, Ch. 3.13], [Lee03, Prop. 14.24].
Proposition D.3.1. (Linksinvariante Volumendichte) Sei G eine Lie-Gruppe. Dann
gibt es eindeutig bestimmte eine linksinvariante Volumendichte Ω auf G. Ist G kompakt,
so gibt es eine eindeutig bestimmte Volumendichte Ω auf G mit∫
G
Ω = 1 (D.3.1)
.
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Proposition D.3.2. Sei E →M ein G-Vektorbündel, Ω eine linksinvariante Volumen-
dichte auf G und s : M → E ein glatter Schnitt. Ist der Träger supp s von s klein, so
ist für x ∈M das Integral
sG(x) :=
∫
G
g(s(g−1x))Ω(g)
wohldefiniert und M → E, x 7→ sG(x) definiert einen glatten Schnitt sG, der G-äquiva-
riant ist, d. h.
gsG(x) = sG(gx) (D.3.2)
für alle g ∈ G und x ∈M .
Bemerkung D.3.3. Die Voraussetzung von Proposition D.3.2 ist nach Proposition D.2.11
erfüllt, wenn G eigentlich wirkt und der Träger von s kompakt in Faserrichtung ist, also
insbesondere dann, wenn er kompakt ist.
Bemerkung D.3.4. StattG-äquivariant könnte man den Schnitt sG mit gleicher Berechti-
gung auch G-invariant nennen, denn vermöge G×Γ∞(E)→ Γ∞(E), (g, s) 7→ g(s(g−1·))
wird auf den glatten Schnitten von E eine G-Wirkung erklärt, bezüglich der ein Schnitt
genau dann G-invariant ist, wenn er als Abbildung M → E G-äquivariant ist.
Beweis. Wir folgen der Argumentation von [Pal61, Prop. 1.2.6] (siehe auch [Mic07, Lem. 6.27]).
Sei x0 ∈M beliebig. Da supp(s) klein ist, gibt es eine kompakte Umgebung K von x0, so dass
DK := {g ∈ G | gK ∩ supp(s) 6= ∅}−1 = {g ∈ G | g−1K ∩ supp(s) 6= ∅} relativ kompakt (die
Gruppeninversion ist ein Homöomorphismus!) ist.
Damit ist sG wohldefiniert und es gilt
sG|K =
∫
DK
gs(g−1·)Ω(g).
Man sieht also, dass sG tatsächlich glatt ist.
Falls x /∈ G supp(s), folgt sofort s(gx) = 0 für alle g ∈ G, also sG(x) = 0. Wir müssen nur
noch die Äquivarianz von sG nachrechnen. Seien dazu h ∈ G und x ∈ M beliebig. Außerdem
schreiben wir φ für die G-Wirkung auf M , θ für die auf E und Lg für die Linksmultiplikation
in G mit g ∈ G.
hsG(x) = θ(h, sG(x)) = θ
(
h,
∫
G
θ(·, s(φ(·−1, x)))Ω
)
=
∫
G
θ(h, θ(·, s(φ(·−1, x))))Ω
=
∫
G
θ(Lh(·), s(φ((Lh(·))
−1, φ(h, x))))L∗h(Ω)
=
∫
G
L∗h(θ(·, s(φ(·
−1, φ(h, x))))Ω)
=
∫
G
θ(·, s(φ(·−1, φ(h, x))))Ω
= sG(φ(h, x)) = sG(hx).
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Dabei wurde im dritten Schritt ausgenutzt, dass Ep → Egp, v 7→ gv linear ist. Ferner haben wir
verwendet, dass L∗gΩ = Ω gilt für g ∈ G, sowie den Transformationssatz der Intergralrechnung
(siehe etwa [Lee03, Prop. 14.6 (d)]).
Über die bekannte Korrespondenz zwischen glatten vektorwertigen Funktionen auf
einer Mannigfaltigkeit und den Schnitten auf dem trivialen Vektorbündel erhält man
nun sofort das folgende Korollar.
Korollar D.3.5. Sei G eine Lie-Gruppe, die eigentlich auf einer Mannigfaltigkeit M
wirke. G wirke ferner auf einem endlichdimensionalen Vektorraum V , so dass V → V ,
v 7→ gv linear ist für g ∈ G. Sei schließlich Ω eine linksinvariante Volumendichte auf
G. Ist f : M → V glatt mit kompaktem Träger, so ist
fG : M → V, x 7→
∫
G
gf(g−1x)Ω(g)
eine glatte, G-äquivariante Abbildung mit fG(x) = 0 für x /∈ G supp(f).
Der folgende Satz gibt Aufschluss über wichtige topologische Eigenschaften des Quo-
tienten einer glatten Mannigfaltigkeit nach einer eigentlich operierenden Lie-Gruppe.
Satz D.3.6. Ist M eine Mannigfaltigkeit und wirke eine Lie-Gruppe G eigentlich auf
M , dann ist M/G
i.) hausdorffsch und
ii.) parakompakt.
Beweis. Sei π : M →M/G die kanonische Projektion auf den Quotienten.
ad i.) Siehe [Wal07, Prop. 3.3.17] oder [Lee03, Bew. zu Thm. 9.16].
ad ii.) Wir orientieren uns grob an der Darstellung von Michor [Mic07, Cor. 6.28] Sei {Ui}i∈I
eine offene Überdeckung von M/G. Mit dem Auswahlaxiom erhalten wir eine Abbil-
dung α : M/G→ I mit y ∈ Uα(y).
1.Schritt Zuerst zeigen wir, dass es für jedes y ∈M/G eine offene Umgebung Vy von y
gibt mit Vy ⊂ Uα(y). Sei dazu y ∈M/G und x ∈M mit π(x) = y. Wir wählen eine
glatte Funktion fy : M → [0,∞) mit fy|M\π−1(Uα(y)) = 0 und fy(x) = 1 sowie
eine linksinvariante Volumendichte Ω auf G und definieren wie in Proposition
D.3.5 fGy :=
∫
G
fy(g
−1·)Ω(g). Dies induziert eine eindeutig bestimmte stetige
Funktion f¯y : M/G → [0,∞) mit f¯y ◦ π = fGy . Es gilt dann offensichtlich aus
Stetigkeitsgründen ǫy := f¯y(y) = fGy (x) > 0.
Für ǫy > δy > 0 ist y ∈ f¯−1y ((δy,∞)) ⊂ Uα(y), denn ist f¯y(π(x˜)) > δy, so gibt es
wenigstens ein g ∈ G mit fy(gx˜) > 0, also gx˜ ∈ π−1(Uα(y)), d. h. π(x˜) = π(gx˜) ∈
Uα(y). Damit ist klar, dass für Vy := f¯−1y ((
ǫy
2 ,∞)) wegen der Stetigkeit von f¯y
die folgende Inklusion gilt
y ∈ Vy = f¯
−1
y ((
ǫy
2
,∞)) ⊂ f¯−1y ([
ǫy
2
,∞)) ⊂ Uα(y).
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2.Schritt Im zweiten Schritt wählen wir von {Vy}y∈M/G eine abzählbare Teilüber-
deckung aus. Sei dazu {Kˆn}n∈N eine Familie von Kompakta inM mit
⋃
n∈N Kˆn =
M . Wegen der Stetigkeit von π ist auch Kn := π(Kˆn) kompakt für n ∈ N und
es gilt offenbar
⋃
n∈NKn = M/G. Da für n ∈ N Kn kompakt ist, gibt es ein
endliches En ⊂ M/G mit Kn ⊂
⋃
y∈En
Vy. Setze E :=
⋃
n∈N En. {Vy}y∈E ist
dann die gesuchte abzählbare Teilüberdeckung von {Vy}y∈M/G.
3.Schritt Nun konstruieren wir eine lokal endliche, offene Verfeinerung von {Ui}i∈I .
Dazu sei N→ E, k 7→ yk eine Abzählung von E. Definiere ferner für l ∈ N
Wl := Uα(yl) \ (Vy1 ∪ . . . ∪ Vyl−1).
Dann ist klarerweise {Wl}l∈N eine offene Überdeckung von M/G und auch eine
Verfeinerung von {Ui}i∈I . Schließlich sehen wir, dass sie auch lokal endlich ist,
denn Vyk ∩Wl = ∅ für l > k: ist y ∈ M/G beliebig, so gibt es ein k ∈ N mit
y ∈ Vyk , d. h. Vyk ist eine zeugende Umgebung von x.
Bemerkung D.3.7. In [Ant09, Conj. 1] wird die Vermutung aufgestellt, dass M/G auch
parakompakt ist unter den schwächeren Voraussetzungen, dass M ein parakompakter
Hausdorffraum sei und G eine hausdorffsche, lokalkompakte topologische Gruppe, die
mit kompakter Wiederkehr auf M wirke.
Bemerkung D.3.8. M/G ist im Allgemeinen zwar keine Mannigfaltigkeit mehr, jedoch
ein stratifizierter Raum, siehe etwa [OR04] oder [Pfl01].
Wir wollen nun die Parakompaktheit von M/G nur durch Betrachten von Über-
deckungen auf M beschreiben.
Proposition D.3.9. Es wirke eine topologische Gruppe G auf dem topologischen Raum
X und sei π : X → X/G die kanonische Projektion auf den Quotienten.
i.) {V˜i}i∈I ⊂ P(X/G) ist genau dann eine lokal endliche Familie von offenen Mengen
in X/G, wenn {π−1(V˜i)}i∈I eine lokal endliche Familie von G-invarianten, offenen
Mengen in X ist.
ii.) Ist {Vi}i∈I eine lokal endliche Familie aus G-invarianten, offenen Mengen in X
und x ∈ X, so gibt es eine G-invariante zeugende Umgebung von x.
iii.) X/G ist genau dann parakompakt, wenn jede G-invariante, offene Überdeckung von
X eine G-invariante, offene, lokal endliche Verfeinerung besitzt. Die Verfeinerung
kann auch präzise gewählt werden.
iv.) Sei X/G parakompakt, hausdorffsch und {Ui}i∈I eine G-invariante, lokal endliche,
offene Überdeckung von X. Dann gibt es für jedes i ∈ I eine G-invariante, offene
Menge Vi, so dass Vi ⊂ Ui und {Vi}i∈I eine lokal endliche Überdeckung von X ist.
v.) In der Situation von iv.) existiert zu jedem x ∈ X eine G-invariante, gute zeugende
Umgebung für RP = ({Ui}i∈I , {Vi}i∈I).
Beweis.
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ad i.) Sei {V˜i}i∈I also eine lokal endliche Familie von offenen Mengen in X/G und x ∈ X
beliebig. Nach Voraussetzung gibt es eine zeugende Umgebung Γ˜x von π(x), sie werde
o. E. nur von V˜i1 , . . . , V˜ir geschnitten. Für i ∈ I setze Vi := π
−1(V˜i) und Γx := π−1(Γ˜x).
Dann folgt aus Vi∩Γx 6= ∅ schon V˜i ∩ Γ˜x 6= ∅ und somit i ∈ {i1, . . . , ir}. Man bemerke,
dass Γx per Definition G-invariant ist. Sei umgekehrt {π−1(V˜i)}i∈I eine lokal endliche
Familie G-invarianter, offener Mengen in X , x ∈ X und Γx eine zeugende Umgebung
von x, die o. E. nur von π−1(V˜i1 ), . . . , π
−1(V˜ir ) geschnitten werde. Sei Γ˜x := π(Γx)
(offen in X/G, da die Wirkung stetig ist und π damit offen). Angenommen V˜i ∩ Γ˜x 6=
∅, dann ist aber wegen der G-Invarianz von π−1(V˜i) schon π−1(V˜i) ∩ Γx 6= ∅, d. h.
i ∈ {i1, . . . , ir}.
ad ii.) Klar nach dem Beweis von Teil i.).
ad iii.) Klar nach Teil i.).
ad iv.) {π(Ui)}i∈I ist eine lokal endliche, offene Überdeckung vonX/G. Nach Proposition D.1.8
gibt es für jedes i ∈ I ein offenes V˜i in X/G mit V˜i ⊂ π(Ui), so dass {V˜i}i∈I ei-
ne lokal endliche, offene Überdeckung von X/G ist. Wegen der Stetigkeit von π folgt
π−1(V˜i) ⊂ π−1(V˜i) ⊂ π−1(π(Ui)) = Ui (vgl. [Eng89, Prop. 1.4.1]). Und nach Teil i.)
ist {π−1(V˜i)}i∈I eine lokal endliche Überdeckung von X aus G-invarianten, offenen
Mengen.
ad v.) Man bemerke, dass mit einer G-invarianten Menge A wegen der Stetigkeit der Wirkung
auch A G-invariant ist, denn jene impliziert sofort gA ⊂ gA für alle g ∈ G. Offensicht-
lich ist auch der Durchschnitt zweier G-invarianter Mengen wieder G-invariant. Nach
Teil ii.) gibt es eine G-invariante zeugende Umgebung. Führt man mit dieser die Kon-
struktion der guten zeugenden Umgebung wie im Beweis zu Proposition D.1.13 durch,
so sieht man mit den eben gemachten Bemerkungen sofort, dass die resultierende gute
zeugende Umgebung G-invariant ist.
Satz D.3.10. Sei M eine Mannigfaltigkeit und wirke eine Lie-Gruppe G eigentlich auf
M . Weiter sei {Ui}i∈I eine G-invariante, lokal endliche, offene Überdeckung von M .
Dann gibt es eine {Ui}i∈I untergeordnete, G-invariante glatte Zerlegung der Eins.
Beweis. Mit Satz D.3.6 und Proposition D.3.9 iv.) finden wir zu i ∈ I ein offenes G-invariantes
Vi mit Vi ⊂ Ui, so dass {Vi}i∈I eine lokal endliche Überdeckung von X ist. Sei {χi}i∈I eine nicht
unbedingt G-invariante Zerlegung der Eins mit kompaktem Träger, die {Vi}i∈I untergeordnet
sei. Wähle eine linksinvariante Volumendichte Ω auf G und definiere für i ∈ I χGi wie in Korollar
D.3.5 durch χGi (x) :=
∫
G χi(g
−1x)Ω(g). Nach Korollar D.3.5 ist χGi glatt und supp(χ
G
i ) ⊂ Vi ⊂
Ui. Dann definiere für i ∈ I
χ˜i :=
χGi∑
j χ
G
j
.
Man beachte, dass die Summe im Nenner endlich ist, da es zu x ∈ M nur endlich viele j ∈ I
gibt mit x ∈ Vi und da supp(χGi ) ⊂ Vi.
Aus Stetigkeitsgründen und nach Konstruktion ist die Summe auch echt positiv, so dass
χ˜i wohldefiniert ist. {χ˜i}i∈I ist dann offenbar eine G-invariante glatte Zerlegung der Eins, die
{Ui}i∈I untergeordnet ist. Siehe auch [PT88, Thm. 5.2.5].
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Korollar D.3.11. Sei G eine Lie-Gruppe und π : E →M ein G-Vektorbündel über der
Mannigfaltigkeit M . Falls die G-Wirkung auf M eigentlich ist, gibt es eine G-invariante
Riemannsche Fasermetrik hG auf E.
Beweis. Wir folgen der Argumentation von [Pfl00, Satz 4.2.4 (6)]. Sei K0 ⊂ K˚1 ⊂ K1 ⊂
K˚2 ⊂ . . . eine ausschöpfende Folge von Kompakta (vgl. [Wal07, Lem. A.1.2]). Bekanntlich,
vgl. etwa [GHV72, Ch. II.4 Prop. IV], gibt es eine Riemannsche Fasermetrik h. Zu i ∈ N sei
χi : M → [0, 1] eine glatte Abschneidefunktion mit suppχi ⊂ ˚Ki+1 und χi|Ki = 1. Wir wählen
eine linksinvariante Volumendichte Ω auf G und definieren für p ∈M und v, w ∈ Ep
hi(p)(v, w) :=
∫
G
χi(g
−1p)h(g−1x)(g−1v, g−1w)Ω(g).
Offensichtlich hat χih kompakten Träger und hi = (χih)G im Sinne von Proposition D.3.5 ist
wohldefiniert und G-äquivariant. Ferner ist offensichtlich, dass hi(p) symmetrisch und positiv ist
und sogar positiv definit für p ∈ GKi. Mit Satz D.3.10 können wir eine der G-invarianten offenen
Überdeckung {GK˚i}i∈N untergeordnete G-invariante Zerlegung der Eins {ψi}i∈N wählen. Dann
definieren wir
hG :=
∑
i∈N
ψihi
und sehen ohne Weiteres, dass hG eine G-invariante Riemannsche Fasermetrik auf E → M
liefert.
Bemerkung D.3.12. Ist G eine Lie-Gruppe und π : E → M ein G-Vektorbündel über
der Mannigfaltigkeit M , so induziert jede G-invariante Riemannsche Metrik h˜ auf E
eine G-invariante Riemannsche Fasermetrik h auf E →M .
Beweis. Sei n : M → E der Nullschnitt. Wir definieren für p ∈M und vp, wp ∈ Ep
h(p)(vp, wp) : = h˜(n(p))
(
d
d t
∣∣∣∣
t=0
(tvp),
d
d t
∣∣∣∣
t=0
(twp)
)
= h˜(n(p))(νE→M (0, vp), νE→M (0, wp)),
wobei
νE→M : TM ⊕ E → TE|n(M), (v, w) 7→ Tn v +
d
d t
∣∣∣∣
t=0
(tw)
der Vektorbündelmorphismus aus Proposition E.2.4 i.) ist. Für p ∈M ist h(p) natürlich bilinear
und symmetrisch und positiv auf Ep und wegen der Injektivität von Ep →֒ TpM⊕Ep , v 7→ (0, v)
und νE→M ist h(p) auch klarerweise positiv definit. Da auch klar ist, dass h glatt ist, haben
wir also schon gezeigt, dass h eine Riemannsche Fasermetrik auf E ist.
Wir rechnen nach, dass h invariant ist. Dazu sei φ die G-Wirkung auf M und Φ die dazu-
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gehörende geliftete G-Wirkung auf E sowie g ∈ G, p ∈M und vp, wp ∈ Ep.
h(φg(p))(Φg(vp),Φg(wp)) = h˜(n(φg(p)))
(
d
d t
∣∣∣∣
t=0
(tΦg(vp)),
d
d t
∣∣∣∣
t=0
(tΦg(wp))
)
= h˜(Φg(n(p)))
(
d
d t
∣∣∣∣
t=0
(Φg(tvp)),
d
d t
∣∣∣∣
t=0
(Φg(twp))
)
= h˜(Φg(n(p)))
(
TΦg
d
d t
∣∣∣∣
t=0
(tvp), TΦg
d
d t
∣∣∣∣
t=0
(twp)
)
= h˜(n(p))
(
d
d t
∣∣∣∣
t=0
(tvp),
d
d t
∣∣∣∣
t=0
(twp)
)
= h(p)(vp, wp).
Bemerkung D.3.13. Mit einigem Mehraufwand kann man sogar zeigen, dass es auf M
eine vollständige, G-invariante Riemannsche Metrik gibt. Siehe [IM00, Thm. 0.2].
Korollar D.3.14. Sei M eine Mannigfaltigkeit, φ : G ×M → M die Wirkung einer
Lie-Gruppe auf M und h eine G-invariante Riemannsche Metrik auf M . Dann ist der
Levi-Civita-Zusammenhang ∇ zu h G-invariant, d. h. es gilt für X,Y ∈ Γ∞(TM) und
g ∈ G
g(∇XY ) = ∇gX(gY ). (D.3.3)
Dabei wirkt G auf Γ∞(TM) durch gX := φ∗g−1X für X ∈ Γ
∞(TM) und g ∈ G. Ins-
besondere existiert auf M immer eine G-invariante, torsionsfreie kovariante Ableitung,
falls G eigentlich wirkt.
Beweis. Seien X,Y, Z ∈ Γ∞(TM) und g ∈ G. Man rechnet mit den Definitionen leicht folgende
Formeln nach: h(gX, gY ) = g(h(X,Y )), (gX)(f) = g(X(g−1f)) für f ∈ C∞(M) und g[X,Y ] =
[gX, gY ]. Dann folgt die Behauptung unmittelbar aus der Koszul-Formel für ∇
2h(∇XY, Z) = X(h(Y, Z)) + Y (h(Z,X))− Z(h(X,Y ))
− h(Y, [X,Z])− h(Z, [Y,X ]) + h(X, [Z, Y ]),
vgl. [Lee97, Thm. 5.4], und der Nichtausgeartetheit von h.
Lemma D.3.15. Sei G eine Lie-Gruppe und π : E → C ein G-Vektorbündel über der
Mannigfaltigkeit C, wobei die G-Wirkung auf C eigentlich sei. Ist W eine G-invariante,
offene Umgebung des Nullschnittes n(C) in E, so gibt es eine G-invariante Riemannsche
Fasermetrik h auf E, so dass B1(C) := {v ∈ E | h(v, v) ≤ 1} ⊂W .
Beweis. Wir übertragen im Groben die Darstellung in [Pfl00, Bew. zu Lem. 3.1.2] auf den G-
invarianten Fall. Mit Korollar D.3.11 gibt es eine G-invariante Riemannsche Fasermetrik g auf
E. Sei ρ : E → R gegeben durch ρ(v) := g(v, v). ρ ist offensichtlich G-invariant.
1.Schritt Ist c ∈ C und {Unc }n∈N eine Umgebungsbasis von c (aus offenen Mengen) in C und
Vc eine offene Umgebung von n(c) mit kompaktem Abschluss Vc, so ist {Wnc }n∈N mit
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Wnc := Vc ∩ π
−1(Unc ) ∩ ρ
−1([0, 1n )) eine Umgebungsbasis (aus offenen Mengen) von n(c)
in E. Denn ist dies nicht der Fall, so gibt es eine offene Umgebung Zc von n(c), so dass zu
n ∈ N ein xn ∈Wnc \Zc existiert. Dies ist aber ein Widerspruch. Denn einerseits verläuft
die Folge (xn) im Kompaktum Vc und besitzt somit eine konvergente Teilfolge, die wir uns
o. E. schon ausgewählt denken und deren Grenzwert wir mit x bezeichnen wollen. Nach
Konstruktion und der Stetigkeit von π und ρ gilt dann aber π(x) = limn→∞ π(xn) = c
und ρ(x) = limn→∞ ρ(xn) = 0, also x = n(c). Andererseits gilt xn /∈ Zc für alle n ∈ N,
d. h. (xn) besitzt keine gegen n(c) konvergierende Teilfolge.
2.Schritt Ist c ∈ C, dann gibt es eine offene Umgebung Uc von c in C und ein λc > 0 mit
Wc := π
−1(Uc) ∩ ρ−1([0, λc)) ⊂W . Dies folgt unmittelbar aus dem 1. Schritt. Damit ist
aber wegen der G-Äquivarianz von π, der G-Invarianz von ρ, und da W G-invariant ist,
schon
WGc := π
−1(GUc) ∩ ρ
−1([0, λc)) = GWc ⊂W .
Nun existiert nach Satz D.3.10 eine der G-invarianten offenen Überdeckung {GUc}c∈C
untergeordnete G-invariante Zerlegung der Eins {χi}i∈I , es gibt also insbesondere für
i ∈ I ein c(i) ∈ C mit suppχi ⊂ GUc(i). Für λ :=
∑
i λc(i)χi gilt dann für vc ∈ Ec die
Implikation g(vc, vc) ≤ λ(c) ≤ max{λc(i) | i ∈ Imitχi(c) 6= 0} ⇒ vc ∈WGc ⊂W .
3.Schritt Da λc > 0 für alle c ∈ C, ist h := 1λ g wohldefiniert sowie offensichtlich eine Riemann-
sche Fasermetrik auf E und für v ∈ E mit h(v, v) ≤ 1, gilt
g(v, v) = λ(π(v))h(v, v) ≤ λ(π(v)),
d. h. v ∈ W . Also ist B1(C) ⊂ W wie gewünscht. Nach Konstruktion ist h offensichtlich
G-invariant.
Wir treffen nun einige Vorbereitungen um aus einem gegebenen Spray einen G-
invarianten Spray konstruieren zu können.
Lemma D.3.16. Sei G eine Lie-Gruppe und M , N Mannigfaltigkeiten, auf denen G
wirke und F : M → N stetig, surjektiv und G-äquivariant. Falls K ⊂M klein ist, so ist
auch F−1(K) ⊂ N klein.
Beweis. Sei p ∈ N und U eine Umgebung von F (p), so dass {g ∈ G | gU ∩ K 6= ∅} relativ
kompakt ist. Dann ist F−1(U) eine Umgebung von p in N , so dass
{g ∈ G | gF−1(U) ∩ F−1(K) 6= ∅} = {g ∈ G | F−1(gU) ∩ F−1(K) 6= ∅}
= {g ∈ G | F−1(gU ∩K) 6= ∅}
= {g ∈ G | gU ∩K 6= ∅}
relativ kompakt ist. Somit ist F−1(K) klein.
Bemerkung D.3.17. Die Voraussetzungen von Lemma D.3.16 sind insbesondere erfüllt,
wenn F : N →M ein G-Vektorbündel ist.
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Lemma D.3.18 ( [Bou04, Appendix I, Lemma 1]). Sei M eine Mannigfaltigkeit, auf
der eine Lie-Gruppe G operiere. Dann gibt es eine glatte Funktion χ : M → R mit den
folgenden Eigenschaften.
i.) χ ≥ 0.
ii.) Für alle x ∈ M gibt es ein g ∈ G mit f(gx) 6= 0, d. h. χ ist nicht identisch Null
auf jedem Orbit.
iii.) Der Träger suppχ ist kompakt in Faserrichtung.
Beweis. Sei π : M → M/G die kanonische Projektion auf den Quotienten. Diese ist offen, da
die G-Wirkung stetig ist. Für x ∈ M/G sei χx : M → R eine glatte, nichtnegative Funktion
mit kompaktem Träger suppχx und χx(x) > 0 für ein x ∈ π−1(x). Wegen der Stetigkeit
von χx ist Ωx := {x ∈ M | χx(x) > 0} offen in M und damit auch π(Ωx) offen in M/G.
Demnach ist {GΩx}x∈M/G eine offene, G-invariante Überdeckung von M . Wir wählen nun
eine, dieser Überdeckung untergeordnete, glatte, G-invariante Zerlegung der Eins {ǫi}i∈I mit
lokal endlichen Trägern. Für i ∈ I sei x(i) so gewählt, dass supp ǫi ⊂ GΩx(i) =: Ui. Dann setzen
wir χi := ǫiχx(i) und definieren
χ :=
∑
i
χi.
Dies ist offensichtlich eine wohldefinierte, glatte, nichtnegative Funktion. Sei nun x ∈M , dann
gibt es ein i ∈ I, so dass ǫi(x) > 0, also x ∈ GΩx(i). Es gibt also ein g ∈ G mit gx ∈ Ωx(i), d. h.
mit χ(gx) ≥ ǫi(gx)χx(i)(gx) = ǫi(x)χx(i)(gx) > 0. Mit {supp ǫi}i∈I ist auch {suppχi}i∈I lokal
endlich, also auch die Familie {carrχi}i∈I . Damit gilt (vgl. Prop. D.1.5)
suppχ = carrχ =
⋃
i
carrχi =
⋃
i
carrχi =
⋃
i
suppχi.
Seien nun K ⊂ M/G kompakt. Wegen der lokalen Endlichkeit der Familie {suppχi}i∈I ist
auch die Familie {π(suppχi)}i∈I lokal endlich. Aufgrund der Kompaktheit von K gibt es damit
eine endliche Indexmenge J ⊂ I mit π(suppχi) ∩ K = ∅ und somit suppχi ∩ π−1(K) ⊂
π−1(π(suppχi))∩π−1(K) = π−1(π(suppχi)∩K) = ∅ für alle i ∈ I \J . Wegen der Kompaktheit
von K ist π−1(K) abgeschlossen, also ist mit suppχi auch π−1(K)∩ suppχi kompakt für jedes
i ∈ I. Dann ist aber auch
π−1(K) ∩ supp(χ) = π−1(K) ∩
⋃
i∈I
suppχi
=
⋃
i∈I
(π−1(K) ∩ suppχi)
=
⋃
i∈J
(π−1(K) ∩ suppχi)
kompakt als endliche Vereinigung von Kompakta.
Korollar D.3.19. Sei Ω eine linksinvariante Volumendichte auf der Lie-Gruppe G und
M eine Mannigfaltigkeit, die mit einer eigentlichen G-Wirkung versehen sei. Dann gibt
es eine glatte Funktion χ : M → R mit in Faserrichtung kompaktem Träger, so dass∫
χ(g−1p)Ω(g) = 1 (D.3.4)
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für alle p ∈M gilt.
Beweis. Sei χ˜ : M → R wie in Lemma D.3.18. Dann definieren wir
χ : M → R, p 7→
χ˜(p)∫
G χ˜(g
−1p)Ω(g)
.
Man beachte dass der Nenner nach Korollar D.3.5 und Proposition D.2.11 wohldefiniert ist, da
χ˜ in Faserrichtung kompakten Träger hat.
Als nächstes möchten wir kurz an die Definition von Spray-Vektorfeldern, der Ex-
ponentialabbildung und an einige elementare Eigenschaften dieser erinnern und an-
schließend die obigen Vorbereitungen nutzen, um aus einem gegebenen Spray einen G-
invarianten Spray zu konstruieren.
Definition D.3.20 (Spray). Sei M eine Mannigfaltigkeit.
i.) Ein Vektorfeld ξ : TM → TTM heißt Spray-Vektorfeld (oder kurz Spray), falls für
alle p ∈M , vp ∈ TpM und α ∈ R die folgenden Bedingungen erfüllt sind.
i.) Tvpπξ(vp) = vp (ξ ist Vektorfeld zweiter Ordnung).
ii.) ξ(αvp) = Tvpµαξ(vp).
Dabei ist µα : TM → TM , v 7→ αv die faserweise Multiplikation mit α ∈ R und
π : TM →M die Fußpunktprojektion.
ii.) Ist φ : G ×M → M die Wirkung einer Lie-Gruppe G auf M und Φ: G× TM →
TM , (g, v) 7→ Tπ(v)φgv die davon induzierte Wirkung auf TM , so nennen wir einen
Spray ξ : TM → TTM G-äquivariant, falls das Vektorfeld ξ für alle g ∈ G zu sich
selbst Φg-verwandt ist, d. h. für alle p ∈M und vp ∈ TpM
ξ(Φgvp) = TvpΦgξ(vp) (D.3.5)
gilt. Mit anderen Worten bedeutet dies, dass ξ G-äquivariant ist bezüglich Φ und
der davon induzierten Wirkung G× TTM ∋ (g,w) 7→ TΦgw auf TTM .
iii.) Sei ξ : TM → TTM ein Spray und W ⊂ R× TM die größte offene Teilmenge von
R× TM , auf welcher der Fluß F von ξ definiert ist.
Weiter sei O := {v ∈ TM | (v, 1) ∈ W}. Die Abbildung exp: O → M , v 7→
π(F (v, 1))) heißt dann (von ξ induzierte) Exponentialabbildung mit maximalem
Definitionsbereich O.
Bemerkung D.3.21. Spray-Vektorfelder werden in vielen Lehrbüchern der Differential-
geometrie leider nicht behandelt, weshalb wir an dieser Stelle einige Bücher angeben
möchten, die sich diesem Thema in einführender Weise annehmen. Zu nennen sind
hier [BJ90], [Lan99] und [Mic07], [BC70]. Wir verweisen auch auf die Originalarbeit
von Ambrose, Palais und Singer [APS60], auf welche der Begriff Spray zurückgeht.
Die nächste Proposition gibt eine lokale Charakterisierung eines Spray-Vektorfeldes
an, vgl. [BC70, Eq. (10.2.3)].
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Proposition D.3.22. Ein Vektorfeld ξ : TM → TTM ist genau dann ein Spray, wenn
es für jede Karte (U, x) und die davon induzierte Karte (π−1(U), (q, v)) von TM glatte
Funktionen f ijk : R
n → R gibt mit
ξ|π−1(U) = v
i ∂
∂qi
+ (f ijk ◦ q)v
ivk
∂
∂vi
. (D.3.6)
Proposition D.3.23. Sei M eine Mannigfaltigkeit, ξ : TM → TTM ein Spray und
exp die von ξ induzierte Exponentialabbildung mit maximalem Definitionsbereich O.
i.) O ist eine offene Umgebung des Nullschnittes von M in TM .
ii.) Für alle t ∈ R und v ∈ O ist tv ∈ O.
iii.) Ist φ : G ×M → M die Wirkung einer Lie-Gruppe G auf M und ist ξ G-äquiva-
riant, so ist O G-invariant und exp G-äquivariant.
Beweis.
ad i.) O ist offen, da W offen ist.
Aus der Bedingung ii.) folgt ξ(0p) = 0 ∈ T0pTM für alle p ∈M , also sind Integralkur-
ven von ξ, die in 0p starten, für ein p ∈M auf ganz R definiert.
ad ii.) Siehe [BC70, Lemma 10.5.1].
ad iii.) Dies ist klar, da ξ zu sich selbst Φg verwandt ist für alle g ∈ G, wobei Φg := Tφg. Ist
dann F : R × TM ⊃ W → TM der Fluß zu ξ, so gilt aus diesem Grund bekanntlich,
dass mit (t, v) ∈ W auch schon (t,Φg(v)) ∈ W ist und die Gleichung Ft(Φg(v)) =
Φg(Ft(v)) richtig ist, siehe etwa [Lee03, Lem. 18.4]. Also sieht man unmittelbar, dass
O G-invariant ist und für alle g ∈ G und v ∈ O
exp(Φgv) = π(F1(Φgv)) = π(ΦgF1(v)) = φgπ(F1(v)) = φg exp(v)
gilt.
Bemerkung D.3.24. Die Bedingung i.) in Definition D.3.20 ist äquivalent dazu, dass für
jede Integralkurve c : I → TM von ξ
d
d t
∣∣∣∣
t=0
(π ◦ c) = c (D.3.7)
gilt. Insbesondere ist dann [0, 1] ∋ t 7→ dd t
∣∣
t=0
(exp(tν)) ∈ TM eine Integralkurve von
ξ für ν ∈ O, siehe [Wal07, Lemma 3.2.31].
Satz D.3.25. Sei M eine Mannigfaltigkeit, die eine eigentliche Wirkung einer Lie-
Gruppe G trage. Sei π : E →M mit E ⊂ TM ein G-invariantes Untervektorbündel und
ξ : TM → TTM ein Spray mit ξ(E) ⊂ TE ⊂ TTM . Weiter sei Ω eine linksinvariante
Volumendichte auf G und χ : M → R wie in Korollar D.3.19. Dann ist supp(π∗χ) klein
und
ξG : TM → TTM, (D.3.8)
vp 7→ ξ
G(vp) :=
∫
G
π∗χ(g−1vp)gξ(g
−1vp)Ω(g) (D.3.9)
ist ein G-äquivarianter Spray mit ξG(E) ⊂ TE.
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Beweis. Zunächst sieht man mit Proposition D.2.11 und Lemma D.3.16 leicht, dass supp(π∗χ) ⊂
π−1(suppχ) klein ist. Nach Proposition D.3.2 ist damit ξG wohldefiniert und ein G-äquivari-
antes Vektorfeld auf TM . Weiter rechnen wir
Tvpπξ
G(vp) =
∫
G
π∗χ(g−1vp)Tvpπgξ(g
−1vp)Ω(g)
=
∫
G
π∗χ(g−1vp)gTg−1vpπξ(g
−1vp)Ω(g)
=
∫
G
χ(g−1p)gg−1vpΩ(g) = vp
∫
G
χ(g−1p)Ω(g) = vp
nach. Dabei wurde im zweiten Schritt die Kettenregel ausgenutzt sowie die Tatsache, dass die
G-Wirkungen auf TM bzw. TTM durch ein bzw. zweimaliges Ableiten aus der G-Wirkung auf
M induziert werden. Im dritten Schritt haben wir verwendet, dass ξ schon ein Spray ist. Als
nächstes sehen wir für vp ∈ TpM
ξG(αvp) =
∫
G
χ(g−1p)gξ(g−1αvp)Ω(g)
=
∫
G
χ(g−1p)gTg−1vpµαξ(g
−1vp)Ω(g)
= Tvpµα
∫
G
χ(g−1p)gξ(g−1vp)Ω(g)
= Tvpµαξ
G(vp),
wobei µα : TM → TM , v 7→ αv die faserweise Multiplikation mit α ∈ R ist. Sei schließlich
vp ∈ Ep, dann gilt schon
ξG(vp) =
∫
G
χ(g−1p)gξ(g−1vp)Ω(g) ∈ TvpE,
da die Integration faserweise verläuft, denn ξ(g−1vp) ∈ Tg−1vpE, d. h. gξ(g
−1vp) ∈ TvpE für
alle g ∈ G.
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In diesem Kapitel beschäftigen wir uns zunächst grob gesagt mit der Frage, unter wel-
chen Voraussetzungen ein lokaler Homöomorphismus in der Umgebung einer Unter-
mannigfaltigkeit zu einem Homöomorphismus wird. Dabei sind wir insbesondere an
der Situation interessiert, in der alle auftauchenden Strukturen mit der Wirkung einer
topologischen Gruppe G verträglich.
Auf diesen Überlegungen aufbauend können wir dann den bekannten Existenzsatz
für kompatible Tubenumgebungen [GWPdL76, Ch. II, Thm. 1.6] auf die G-invariante
Situation verallgemeinern.
E.1 Zusammenkleben von Schnitten
Sind X und Y topologische Räume und ist F : X → Y ein lokaler Homöomorphismus,
so findet man nach Definition von lokalem Homöomorphismus zu jedem x ∈ X eine
offene Umgebung U von x in X, so dass V := F (U) eine offene Umgebung von F (x)
in Y ist und F |U : U → V ein Homöomorphismus ist. Hat man angenommen zusätzlich
noch eine (topologische) Gruppe G gegeben, die sowohl auf X als auch auf Y wirkt und
ist F bezüglich dieser äquivariant, so könnte man naiv denken, dass man U und V auch
G-invariant wählen könnte. Dies ist im Allgemeinen aber – selbst wenn die Wirkungen
eigentlich sind – nicht so, wie das folgende Beispiel zeigt.
Beispiel E.1.1. Sei X = Y = G = S1 ⊂ C. G wirke auf X via (z, x) 7→ zx und auf Y
via (z, x) 7→ z2x. Sei F : X → Y , F (x) := x2. Da G kompakt ist, sind beide Wirkungen
eigentlich. F ist offensichtlich G-äquivariant und ein lokaler Homöomorphismus. Die
Wirkung auf X ist jedoch transitiv, weshalb X die einzige G-invariante Teilmenge von
X ist. F ist aber offensichtlich auf X nicht injektiv.
Definition E.1.2 (G-lokaler Homöomorphimus). Seien X und Y topologische Räu-
me und G eine Gruppe, die sowohl auf X als auch auf Y wirke. Ist F : X → Y G-
äquivariant und gibt es zu jedem x ∈ X eine G-invariante, offene Umgebung U von x
und eine G-invariante, offene Umgebung V von F (x) in Y , so dass F |U : U → V ein
Homöomorphismus ist, so nennen wir F G-lokaler Homöomorphimus.
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Es ist nun eine naheliegende Frage, unter welchen Bedingungen ein G-äquivarianter
lokaler Homöomorphismus ein G-lokaler Homöomorphismus ist.
Proposition E.1.3. Seien X und Y topologische Räume und G eine Gruppe, φ eine
G-Wirkung auf X und θ eine G-Wirkung auf Y .
i.) Ist F : X → Y ein G-äquivarianter lokaler Homöomorphismus und gibt es um
jeden Punkt in X eine G-invariante, offene Umgebung, auf der F injektiv ist, so
ist F ein G-lokaler Homöomorphismus.
ii.) Seien X und Y Mannigfaltigkeiten, G eine Lie-Gruppe, F : X → Y G-äquivariant,
C ⊂ Y eine G-invariante Untermannigfaltigkeit und s : C → X ein G-äquivarian-
ter, stetiger Schnitt von F auf C. Sei weiter F ein lokaler Homöomorphismus auf
einer (nicht notwendigerweise G-invarianten) Umgebung von s(C) und θ eigent-
lich. Dann gibt es eine G-invariante, offene Umgebung U von s(C) in X, so dass
F |U : U → F (U) ein G-lokaler Homöomorphismus ist.
Beweis.
ad i.) Klar.
ad ii.) Sei c ∈ C. Angenommen es gibt keine offene, G-invariante Umgebung von s(c) ∈ X , so
dass F eingeschränkt auf diese injektiv ist. Sei {Un}n∈N eine abzählbare Umgebungs-
basis von s(c). Dann gibt es zu n ∈ N an, bn ∈ Un und gan, g
b
n ∈ G, so dass g
a
nan 6= g
b
nbn,
aber F (ganan) = F (g
b
nbn). d. h. mit gn := (g
a
n)
−1gbn ist an 6= gnbn und, da F äquivariant
ist, F (an) = gnF (bn). Nach Konstruktion gilt an, bn → s(c) für n → ∞. Und mit der
Stetigkeit von F folgt gnF (bn) = F (an) → F (s(c)) = c und F (bn) → F (s(c)) = c für
n→∞. Da θ eigentlich auf Y wirkt, gibt es damit eine konvergente Teilfolge von (gn),
die wir uns o. E. ausgewählt denken, mit g := limn→∞ gn. Somit haben wir einerseits
gnbn → gs(c) und andererseits c = limn→∞(gnF (bn)) = limn→∞ gn limn→∞ F (bn) =
gc, was wegen der Äquivarianz von s die Gleichheit gs(c) = s(c) impliziert. Somit gibt
es ein n0 ∈ N, so dass an0 , gn0bn0 in einer Umgebung von s(c) liegen, auf der F injektiv
ist. Dies ist aber ein Widerspruch zur Wahl von (an),(bn) und (gn).
Sei nun Uc eine G-invariante, offene Umgebung von s(c) in X , auf der F injektiv ist.
Dann setze U :=
⋃
c∈C Uc. Dies ist dann die gesuchte, G-invariante offene Umgebung
von s(C). Denn sei x ∈ U , dann gibt es ein c ∈ C mit x ∈ Uc, d. h. Uc ist eine offene,
G-invariante Umgebung von x in U , auf der F injektiv ist. Mit i.) folgt schließlich die
Behauptung.
Bemerkung E.1.4. Schaut man sich obigen Beweis genau an, so sieht man, dass man mit
etwas schwächeren Voraussetzungen auskommt. Es genügt zu fordern, dass X das erste
Abzählbarkeitsaxiom erfüllt und θ folgeneigentlich ist. G muss nur eine topologische
Gruppe sein.
Lemma E.1.5. Seien Z und X topologische Räume und G eine topologische Gruppe,
die sowohl auf Z als auch auf X wirke, so dass für jede G-invariante offene Umgebung
U von C die Menge U/G parakompakt und hausdorffsch ist. Weiter sei τ : Z → X ein
surjektiver G-lokaler Homöomorphismus, C ⊂ X G-invariant und s : C → Z ein steti-
ger, G-äquivarianter Schnitt von τ , d. h. τ ◦ s = id. Dann gibt eine offene, G-invariante
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Umgebung V von C in X und einen stetigen, G-äquivarianten Schnitt S : V → Z von
τ (d. h. τ ◦ S = id), so dass S(V ) ⊂ Z eine offene, G-invariante Umgebung von s(C)
ist
und S|C = s, d. h. S eine Fortsetzung von s ist.
Beweis. Zunächst bemerken wir, dass τ |s(C) : s(C) → C ein Homöomorphismus mit stetigem
Inversen s : C → S(C) ist. τ |s(C) ist nämlich ein Linksinverses zu s, d. h. s ist injektiv und
als Abbildung auf sein Bild surjektiv. Da τ ein G-lokaler Homöomorphismus ist, gibt es für
jedes c ∈ C eine offene, G-invariante Umgebung Zc von s(c) in Z, und eine offene, G-invariante
Umgebung Wc von c in C, so dass τ |Zc : Zc → Wc ein G-äquivarianter Homöomorphismus ist.
Wir können o. E. annehmen, dass für jedes c′ ∈ Wc ∩ C
s(c′) = τ |−1Zc (c
′) (∗)
gilt. Dass man dies in der Tat immer erreichen kann, sieht man wie folgt. Da s : C → Z stetig
und G-äquivariant ist, gibt es eine offene, G-invariante Umgebung W˜c ⊂Wc von c in X , so dass
s(W˜c ∩ C) ⊂ Zc. Sei nun c′ ∈ W˜c ∩ C, dann gilt
τ |Zc(s(c
′)) = τ(s(c′)) = c′ = τ |Zc (τ |
−1
Zc
(c′))
und damit auch s(c′) = τ |−1Zc (c
′). Weiter ist wegen τ ◦s = id die Menge τ |−1Zc (W˜c) eine Umgebung
von s(c).
Ersetzt man also Zc durch τ |
−1
Zc
(W˜c) und Wc durch W˜c, so sieht man, dass wir o. E. Eigen-
schaft (∗) annehmen können, dies wollen wir im Folgenden immer tun. Mit Hilfe von Gleichung
(∗) und mit τ ◦ s = id prüft man leicht nach, dass
Zc ∩ s(C) = s(Wc ∩ C)
erfüllt ist. Außerdem können wir o. E. annehmen, dass die G-invariante, offene Überdeckung
{Wc}c∈C lokal endlich ist. Denn ist dies nicht der Fall, so können wir nach Proposition D.3.9 iii.)
eine präzise,G-invariante, offene, lokal endliche Verfeinerung {W˜c}c∈C wählen. Die Menge Z˜c :=
τ |−1Zc (W˜c) ist dann für jedes c ∈ C natürlich G-invariant und offen, enthält aber i. Allg. s(c) nicht
mehr. Trotzdem überdeckt die Familie {Z˜c}c∈C s(C), denn sei c′ ∈ C, dann gibt es ein c ∈ C,
so dass c′ ∈ W˜c ⊂Wc mit c′ ∈ W˜c ∩ C und damit nach Gleichung (∗)
s(c′) = τ |−1Zc (c
′) ∈ Z˜c ∩ s(C).
Wir wollen im Folgenden annehmen, dass {Wc}c∈C eine lokal endliche Überdeckung von C sei.
Betrachte nun I := {c ∈ C | Zc∩s(C) 6= ∅}. Dann ist auch {Zi}i∈I eine offene, G-invariante
Überdeckung von s(C). Wegen τ ◦ s = id ist des Weiteren {Wi}i∈I ebenfalls eine offene, G-
invariante, lokal endliche Überdeckung von C mit Wi ∩ C 6= ∅ für alle i ∈ I. Im Folgenden
schreiben wir si := τ |Zi für alle i ∈ I. Da (
⋃
i∈I Wi)/G parakompakt und hausdorffsch ist,
können wir nach Proposition D.3.9 iv.) eine offene, G-invariante, lokal endliche Verfeinerung
{Vi}i∈I von {Wi}i∈I mit V i ⊂Wi für alle i ∈ I wählen.
Sei nun c ∈ C beliebig. Nach Proposition D.3.9 v.) existiert eine offene, G-invariante, gute
zeugende Umgebung Γ˜c von c für ({Wi}i∈I , {Vi}i∈I). Nach Konstruktion ist Ec := {i ∈ I |
Vi ∩ Γ˜c 6= ∅} endlich. Weiter sei Dc ⊂ Z eine offene, G-invariante Umgebung von s(c), so dass
τ |Dc injektiv ist. Für i ∈ Ec ist s
−1
i (Dc) = {x ∈ Wi | si(x) ∈ Dc} ⊂ X nicht leer, denn da
Γ˜c eine gute zeugende Umgebung ist, gilt c ∈ Γ˜c ⊂ Wi für alle i ∈ Ec und damit sowie nach
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Gleichung (∗) si(c) = s(c) ∈ Dc, also c ∈ s
−1
i (Dc) für alle i ∈ Ec. Außerdem ist klar, dass
s−1i (Dc) für alle i ∈ Ec G-invariant und offen ist. Dann ist offenbar
Γc := Γ˜c ∩
⋂
i∈Ec
s−1i (Dc)
eine G-invariante, offene Umgebung von c. Die Menge
V :=
⋃
i∈I
Vi ∩
⋃
i∈C
Γc
ist dann eine offene, G-invariante Umgebung von C. Schließlich definieren wir S : V → Z durch
S(x) := si(x) für x ∈ Vi.
Dies ist wohldefiniert, denn sei x ∈ Vi ∩ Vj ∩ V mit i, j ∈ I, dann gibt es insbesondere ein
c ∈ C mit x ∈ Γc ⊂ Γ˜c und nach Definition von Ec folgt i, j ∈ Ec. Da x ∈ Γc ist, gilt weiterhin
x ∈ s−1k (Dc) für alle k ∈ Ec und damit si(x), sj(x) ∈ Dc. Aufgrund der Injektivität von τ |Dc
folgt aus τ(si(x)) = x = τ(sj(x)) direkt si(x) = sj(x). Jetzt ist leicht zu sehen, dass S ein
stetiger, G-invarianter Schnitt von τ definiert, der s fortsetzt und dass S(V ) eine offene, G-
invariante Umgebung von s(C) ist.
Korollar E.1.6. Seien Z und X Mannigfaltigkeiten, G eine Lie-Gruppe, die auf Z und
X wirke, wobei die Wirkung auf X eigentlich sei. Weiter sei F : Z → X G-äquivariant,
C ⊂ Z eine G-invariante Untermannigfaltigkeit und s : C → X ein G-äquivarianter,
stetiger Schnitt von F auf C. Sei ferner F ein lokaler Homöomorphismus auf einer
(nicht notwendigerweise G-invarianten) Umgebung U ′ von s(C). Dann gibt es eine G-
invariante, offene Umgebung U von s(C) in Z, so dass F |U : U → F (U) ein Homöo-
morphismus ist.
Beweis. Nach Proposition E.1.3 ii.) können wir o. E. annehmen, dass U ′ G-invariant und
F |U ′ : U ′ → F (U ′) ein G-lokaler Homöomorphismus ist. Mit Lemma E.1.5 folgt, dass es eine G-
invariante, offene Umgebung V von C in F (U ′) ⊂ X gibt und einen stetigen, G-äquivarianten
Schnitt S : V → U ′ ⊂ Z von F |U ′ , so dass S(V ) eine offene, G-invariante Umgebung von s(C)
in U ′ ist und S|C = s gilt. F |S(V ) : S(V ) → V ist ein Linksinverses von S : V → S(V ), womit
dieses injektiv und damit auch bijektiv ist. Also ist auch F |S(V ) bijektiv mit stetigem Inversem
S : V → S(V ). Mit U := S(V ) folgt die Behauptung.
E.2 Existenz von G-invarianten kompatiblen Tubenumge-
bungen
Bei einer Tubenumgebung handelt es sich grob gesagt um eine Umgebung einer Un-
termannigfaltigkeit, bei der die Richtungen transversal zu dieser wie ein Vektorraum
aussehen. Die folgende Definition präzisiert diese Vorstellung.
Definition E.2.1 (G-invariante Tubenumgebung). Sei φ eine Wirkung einer Lie-Grup-
pe G auf einer Mannigfaltigkeit M und C eine G-invariante Untermannigfaltigkeit von
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M . Eine G-invariante Tubenumgebung (E → C,UE , UM , τ) von C in M besteht aus
einem Vektorbündel E → C, einer Hochhebung Φ von φ auf E (d. h. einem G-Vek-
torbündel) und aus einem G-äquivarianten Diffeomorphismus τ : UE → UM von einer
offenen, G-invarianten Umgebung UE von n(C) in E auf eine offene, G-invariante Um-
gebung UM von C in M mit τ ◦ n = id. Dabei bezeichnet n : C → E den Nullschnitt. τ
heißt auch Tubenabbildung. Ist UE = E, so wollen wir von einer totalen Tubenumgebung
sprechen und schreiben (E → C,UM , τ), in diesem Fall heißt τ totale Tubenabbildung.
Bemerkung E.2.2. In unserer Terminologie folgen wir im Wesentlichen [Lan99]. In der
Literatur ist es auch üblich, das, was wir (G-invariante) Tubenumgebung nennen, als
partielle Tubenumgebung zu bezeichnen und das, was wir totale Tubenumgebung nen-
nen, einfach als Tubenumgebung. Siehe etwa [Hir76, Ch. 4.5] oder [Kan07, Ch. 4.5].
Bemerkung E.2.3. Ist U eine G-invariante, offene Umgebung von C in M , so induziert
offensichtlich jede G-invariante Tubenumgebung von C in U auf naheliegende Weise
eine solche für C in M .
Wir wollen uns nun der Frage nach der Existenz von Tubenumgebungen zuwenden.
Proposition E.2.4.
i.) Sei π : E →M ein Vektorbündel, n : M → E der Nullschnitt, dann ist
νE→M : TM ⊕ E → TE|n(M), (v,w) 7→ Tn v +
d
d t
∣∣∣∣
t=0
(tw)
ein Vektorbündelisomorphismus.
ii.) Seien πi : Ei → Mi, i = 1, 2, Vektorbündel mit Nullschnitten ni : Mi → Ei und
Φ: E1 → E2 ein Vektorbündelmorphismus über φ : M1 →M2. Dann kommutiert
TE1|n1(M1) TE2|n2(M2)
TM1 ⊕ E1 TM2 ⊕E2
ν1 ν2
TΦ
(Tφ,Φ)
(E.2.1)
Dabei ist νi := νEi→Mi i = 1, 2.
Beweis.
ad i.) Ist Tn v = dd t
∣∣
t=0
(tw) für (v, w) ∈ TM ⊕ E, dann gilt
v = T id v = T (π ◦ n)v = TπTn v = Tπ
d
d t
∣∣∣∣
t=0
(tw)
=
d
d t
∣∣∣∣
t=0
(π(tw)) =
d
d t
∣∣∣∣
t=0
(π(w)) = 0.
Also gilt für p ∈M
νE→M (TpM × {0}) ∩ νE→M ({0} × Ep) = {0}.
Da sowohl νE→M |TpM als auch νE→M |Ep bekanntlich injektiv sind, folgt die faserweise
Bijektivität aus Dimensionsgründen. Der Rest ist klar.
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ad ii.) Seien p ∈M1, (v, w) ∈ TpM1 ⊕ E1p beliebig, dann gilt
ν−12 ◦ TΦ ◦ ν1(v, w) = ν
−1
2 (TΦ(Tn1v +
d
d t
∣∣∣∣
t=0
(tw)))
= ν−12 (T (Φ ◦ n1)︸ ︷︷ ︸
=n2◦φ
v +
d
d t
∣∣∣∣
t=0
(Φ(tw)))
= ν−12 (Tn2(TΦv) +
d
d t
∣∣∣∣
t=0
tΦ(w))
= (TΦv,Φ(w)).
Proposition E.2.5. SeiM eine Mannigfaltigkeit und ξ : TM → TTM ein Spray aufM
sowie exp die davon induzierte Exponentialabbildung mit maximalem Definitionsbereich
O.
i.) Für alle p ∈M und X1,X2 ∈ TpM gilt
T0p exp(νTM→M (X1,X2)) = X1 +X2. (E.2.2)
Sei weiter ı : C →֒ M eine Untermannigfaltigkeit und K → C ein Komplementvektor-
bündel von T ıTC in TM |C .
ii.) Für alle c ∈ C ist die Abbildung
T0c exp |K : T0cK → TcM (E.2.3)
ein Vektorraumisomorphismus.
iii.) Die Menge
U := {v ∈ K ∩ O | Tv exp ist invertierbar}
ist eine offene Umgebung von n(C) in K. Die Abbildung exp ist eingeschränkt auf
U ein lokaler Diffeomorphismus. Dabei bezeichnet n : C → K den Nullschnitt.
Beweis.
ad i.) Dies ist klar, da jeweils nach Kettenregel
Top exp(Tpn v) = Tp(exp ◦n) v = Tp(id) v = v
und
T0p exp
(
d
d t
∣∣∣∣
t=0
(tw)
)
=
d
d t
∣∣∣∣
t=0
(exp(tw)) = w
für v, w ∈ TpM , p ∈M .
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ad ii.) Sei ıK : K →֒ TM die Inklusion, dann schreibt sich exp |K = exp ◦ıK . Sei nun c ∈ C
beliebig. Nach Kettenregel gilt:
T0c exp |K = T0c exp ◦T0cıK
Offenbar ist ıK ein Vektorbündelmorphismus über ı : C →֒ M womit aus Proposition
E.2.4 und folgt :
T0c exp |K(νK→C(v, w))
= (T0a exp) ◦ νTM→M ◦ ν
−1
TM→M ◦ (T0c ıK) ◦ νK→C(v, w)
= T0c exp ◦νTM→M (T ı v, w)
= Tcıv + w
für (v, w) ∈ TcA ⊕ Kc. Beachtet man, dass die Abbildung TcA ⊕ Kc ∋ (v, w) 7→
Tcıv + w ∈ TcM offensichtlich bijektiv ist, folgt die Behauptung.
ad iii.) Nach ii.) gilt n(C) ⊂ U und mit dem Satz über die Umkehrfunktion (siehe [Lee03,
Thm. 5.11]) gibt es für jedes v ∈ U eine offene Umgebung Uv von v in K so dass τ(Uv)
offen ist und exp |Uv : Uv → τ(Uv) ein Diffeomorphismus ist. Damit ist der Rest klar.
Als nächstes zeigen wir, wie ein Spray und ein Komplementvektorbündel einer Un-
termannigfaltigkeit eine Tubenumgebung dieser induziert.
Lemma E.2.6. Sei M eine Mannigfaltigkeit, φ : G ×M → M eine eigentliche Wir-
kung einer Lie-Gruppe G auf M und ı : C →֒ M eine G-invariante Untermannig-
faltigkeit. Sei ξ : TM → TTM ein G-äquivarianter Spray und K ein G-invariantes
Komplementbündel von T ıTC in TM . Dann gibt es eine G-invariante Tubenumgebung
(E → C,UE , UM , τ) von C in M mit folgenden Eigenschaften.
i.) E = K.
ii.) G wirkt auf E via
Φ: G×E → E, (g, v) 7→ Tφg v.
iii.) UE liegt im Definitionsbereich O der von ξ induzierten Exponentialabbildung exp.
iv.) τ := exp |UE .
v.) UM = exp(UE).
Beweis. Die Menge U := {v ∈ K ∩ O | Tv exp ist invertierbar} ist nach Proposition E.2.5 iii.)
offen in K.
Die Abbildung exp: O →M ist G-äquivariant und exp |U : U → exp(U)
ist ein lokaler Homöomorphismus. Weiter ist der Nullschnitt n ist G-äquivariant, denn für
g ∈ G und c ∈ C ist
n(gc) = 0gc = Tφg(0c) = Φg(n(c)).
Damit folgt die Behauptung unmittelbar aus Korollar E.1.6.
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Lemma E.2.7. Seien M und N Mannigfaltigkeiten und φ : G×M →M sowie θ : G×
N → N Wirkungen einer Lie-Gruppe G auf M bzw. N . Weiter sei C ⊂ M eine G-
invariante Untermannigfaltigkeit und f : M → N eine G-äquivariante, glatte Abbildung,
so dass f |C : C → N submersiv ist. Dann gibt es eine G-invariante, offene Umgebung
U von C in M , so dass kerTf |U ein Untervektorbündel von TU ist. Insbesondere hat
Tf |U konstanten Rang.
Beweis. Da f |C submersiv ist, gilt schon TcfTcıC = Tf(c)N für alle c ∈ C, d. h. der Rang
rang(Tcf) von Tcf ist voll. Bekanntlich, vgl. [BJ90, Rem. 5.3],
gibt es für jedes c ∈ C eine offene Umgebung Vc in M , so dass rang(Tpf) ≥ rang(Tcf)
für alle p ∈ Vc. Da der Rang aber voll ist, gilt schon rang(Tpf) = rang(Tcf) = dimN für alle
p ∈ Vc. Wir setzen dann V :=
⋃
c∈C Vc, es gilt also rang(Tpf) = dimN für alle p ∈ V . Nun
definieren wir weiter U := GV . Sei nun p ∈ V und g ∈ G, dann gilt für jedes vp ∈ kerTpf schon
Tpφgvp ∈ kerTφg(p)f , denn mit der Kettenregel und der G-Äquivarianz von f erhält man
Tφg(p)fTpφgvp = Tp(f ◦ φg)vp = Tp(θg ◦ f)vp = Tf(p)θgTpfvp = 0.
So folgt wegen der Injektivität von Tpφg schon dimkerTpf ≤ dimkerTφg(p)f . Analog sieht
man dimkerTφg(p)f ≤ dimkerTpf , womit schon dim kerTφg(p)f = dimkerTpf gilt, d. h. auch
rang(Tφg(p)f) = dimN . Damit ist aber nach dem Fibrationssatz, siehe [AMR02, Thm. 3.5.18]
kerTf |U ein Untervektorbündel von TU .
Lemma E.2.8. Sei M eine Mannigfaltigkeit und E →M ein integrables Untervektor-
bündel von π : TM →M . Dann gibt es einen Spray ξ : TM → TTM mit ξ(E) ⊂ TE.
Beweis. Da E ein integrables Untervektorbündel von TM ist, gibt es nach dem Frobenius-
Theorem, vgl. [Lee03, Ch. 19, p. 500], um jeden Punkt in M eine Karte (U, x) mit induzierter
Karte des Tangentialbündels (π−1(U), (q, v)) so dass für jedes p ∈ U
m∑
i=1
vip
∂
∂xi
∣∣
p
∈ Ep ⇐⇒ v
n+1
p , . . . , v
m
p = 0.
Dabei ist m := dimM und n := dimEp für alle p ∈ M . Ist nun γ˜ : R → U eine glatte Kurve
und ci ∈ R, so ist
γ : R→ E|U , t 7→
n∑
i=1
ci
∂
∂xi
∣∣
γ˜(t)
eine wohldefinierte glatte Kurve in E|U . Für deren Ableitung folgt offenbar
TE ∋ γ˙(0) =
m∑
i=1
˙˜γi(0)
∂
∂qi
∣∣
γ(0)
mit γ˜i := (xi ◦ γ˜) = (qi ◦ γ) =: γi. Wir definieren dann auf π−1(U) das Spray-Vektorfeld
ξU = v
i ∂
∂qi
,
vergleiche Proposition D.3.22.
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Für p ∈ U und vp =
∑n
i=1 v
i
p
∂
∂xi
∣∣
p
∈ Ep gilt damit
ξU
(
n∑
i=1
vip
∂
∂xi
∣∣
p
)
=
n∑
i=1
vip
∂
∂qi
∣∣
vp
.
Um die Inklusion ξU (E|U ) ⊂ T (E|U ) zu zeigen, genügt es für alle p ∈ U und vp ∈ E|U eine
glatte Kurve γ in E|U mit ξ(vp) = γ˙(0) und vp = γ(0) zu finden. Wählen wir nun γ˜ von oben
derart, dass γ˜(0) = p und ˙˜γi(0) = vip für i = 1, . . . , n und ˙˜γ
i(0) = vip = 0 für alle i = n+1, . . . ,m
gilt, sowie γ mit ci = vip für alle i = 1, . . . , n, folgt die Behauptung.
Wir können nunM durch Karten (Ui, xi) wie oben überdecken und eine dieser Überdeckung
untergeordnete Zerlegung der Eins {χi} wählen. Offensichtlich ist dann ξ :=
∑
i π
∗χiξU ein
Spray mit ξ(E) ⊂ TE.
Lemma E.2.9. Seien M und N Mannigfaltigkeiten, ı : C →֒ M eine Untermannigfal-
tigkeit und f : M → N eine glatte Abbildung mit konstantem Rang, so dass f |C : C → N
submersiv ist. Dann sind folgende Aussagen richtig.
i.) Es gibt einen Spray ξ : TM → TTM mit ξ(kerTf) ⊂ T (ker Tf).
ii.) Für alle c ∈ C gilt für jedes Komplement Kc ⊂ ker Tcf von TcıTcC ∩ ker Tcf in
ker Tcf schon TcM = Kc ⊕ TcıTcC.
iii.) Für jeden Spray ξ : TM → TTM mit ξ(ker Tf) ⊂ T (ker Tf) und jedes Komple-
mentbündel K von T ıTC in TM |C → C mit K ⊂ ker Tf (z. B. via einer Riemann-
schen Metrik und nach ii.) induziert) gilt für die davon nach Lemma E.2.6 indu-
zierte Tubenumgebung (π : E → C,UE , UM , τ) von C in M , dass f(r(p)) = f(p)
für alle p ∈ UM , wobei r := π ◦ τ−1 : UM → C die induzierte Retraktion ist.
Beweis. Wir folgen bei der Beweisführung grob der Darstellung vonWirtmüller, vgl. [GWPdL76,
Ch. II, Thm. 1.6].
ad i.) Nach Lemma E.2.7 ist kerTf ein Untervektorbündel von TM . Dieses ist involutiv, denn
seien X und Y zwei Vektorfelder die Punktweise in kerTf liegen, so sind bedeutet
dies, dass sie zum Nullvektorfeld f -verwandt sind. Also ist auch ihre Lie-Klammer
zum Nullvektorfeld f -verwandt, womit nach dem Frobenius-Theorem folgt, dass kerTf
integrabel ist. Mit Lemma E.2.8 ist die Behauptung dann klar.
ad ii.) Dies folgt sofort durch einfache Dimensionsbetrachtungen. Da f |C : C → N submersiv
ist, gilt
dimkerTcf |C = dimC − dimN .
Natürlich ist mit f |C und wegen des konstanten Rangs auch f selbst submersiv, also
haben wir analog
dimkerTcf = dimM − dimN .
Weiter gilt offensichtlich
Tcı kerTcf |C = kerTcf ∩ TcıTcC.
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Fügen wir diese Informationen zusammen, folgt unmittelbar
dimKc = dimkerTcf − dim(TcıTcC ∩ kerTcf)
= dimM − dimN − dim(kerTcf |C)
= dimM − dimN − (dimC − dimN)
= dimM − dimC.
Da offensichtlich Kc ∩ TcıTcC = {0} folgt die Behauptung.
ad iii.) Sei also ξ : TM → TTM ein Spray mit ξ(kerTf) ⊂ T (kerTf) und K wie in der
Voraussetzung.
Aus ξ(kerTf) ⊂ T (kerTf) folgt, dass jede Integralkurve von ξ mit Startpunkt in
kerTf in T (kerTf) ganz in kerTf verläuft. Insbesondere gilt dann
Tf
d
d t
exp(tν) = 0 ∀c ∈ C, ν ∈ Kc ∩ O, t ∈ [0, 1].
Dies ist aber gleichbedeutend mit
f(exp(tν)) = f(c) ∀c ∈ C, ν ∈ Kc ∩ O, t ∈ [0, 1],
was für jede von ξ undK nach Lemma E.2.6 induzierte Tubenumgebung mit Retraktion
r die Gleichung
f = f ◦ r
impliziert.
Satz E.2.10 (Existenz G-invarianter, kompatibler Tubenumgebungen). Seien M und
N Mannigfaltigkeiten und G eine Lie-Gruppe, die auf M und N wirke. Die Wirkung
auf M sei eigentlich. Weiter sei C ⊂ M eine G-invariante Untermannigfaltigkeit und
f : M → N eine G-äquivariante, glatte Abbildung, so dass f |C : C → N submersiv
ist. Dann gibt es eine G-invariante Tubenumgebung (π : E → C,UE , UM , τ) von C mit
f(r(p)) = f(p) für alle p ∈ UM . Dabei bezeichnet r := π ◦ τ−1 : UM → C die induzierte
G-äquivariante Retraktion.
Beweis. Nach Lemma E.2.7 und Bemerkung E.2.3 können wir o. E. annehmen, dass f konstan-
ten Rang hat. Nach Satz D.3.25 können wir den Spray aus Lemma E.2.9 G-invariant wählen,
ebenso können wir K von einer G-invarianten Riemannschen Metrik auf M induzieren lassen,
d. h. auch K G-invariant wählen. Damit ist die Aussage klar.
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