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Abstract
A method is presented which combines features of meshfree and meshbased methods in
order to enable the simulation of complex flow problems involving large deformations of
the domain or moving and rotating objects.
Conventional meshbased methods like the finite element method have matured as standard
tools for the simulation of fluid and structure problems. They offer efficient and reliable
approximations, provided that a conforming mesh with sufficient quality can be maintained
throughout the simulation. This, however, may not be guaranteed for complex fluid and
fluid-structure interaction problems.
Meshfree methods on the other hand approximate partial differential equations based on
a set of nodes without the need for an additional mesh. Therefore, these methods are
frequently used for problems where suitable meshes are prohibitively expensive to construct
and maintain. This advantage of meshfree methods comes at the price of being considerably
more time-consuming than their meshbased counterparts.
A coupled meshfree/meshbased fluid solver is developed which combines the advantages
of both methodologies. A meshfree method, closely related to the element-free Galerkin
method, is used in small parts of the domain where a mesh is difficult to maintain, whereas
the efficient meshbased finite element method is employed in the rest of the domain.
Major steps in the development of the coupled flow solver are the extension of standard
stabilization methods to meshfree approximations, and the realization of the coupling on
the level of the shape functions, which are involved in the approximation of the governing
equations. Concerning the stabilization, it is found that the same structure of the standard
stabilization schemes may be used for meshfree approximations, however, the aspect of the
stabilization parameter, weighing the stabilization terms, requires special care. For the
coupling, these requirements for a reliable stabilization lead to modifications of the existing
coupling approaches.
The stabilized and coupled flow solver is verified and used for the simulation of geomet-
rically complex fluid-structure interaction problems. Conventional meshbased methods
are not suitable for the approximation of these test cases due to the prohibitively large
deformations of the geometry.
Zusammenfassung
Es wird ein Verfahren vorgestellt, das Eigenschaften netzfreier und netzbasierter Methoden
nutzt, um die Simulation komplexer Stro¨mungsprobleme zu ermo¨glichen, bei denen große
Verformungen des Gebietes oder sich bewegende und rotierende Objekte in der Stro¨mung
beru¨cksichtigt werden ko¨nnen.
Konventionelle netzbasierte Verfahren wie die Finite Element Methode haben sich zu
Standardwerkzeugen bei der numerischen Analyse von Stro¨mungen und Festko¨rpern ent-
wickelt. Sie ermo¨glichen eine schnelle und zuverla¨ssige Approximation, vorausgesetzt,
daß ein konformes Netz mit geeigneter Qualita¨t wa¨hrend der gesamten Simulation aufrecht
erhalten werden kann. Dies kann jedoch bei komplexen Stro¨mungs- und Fluid-Struktur-
Interaktionsproblemen eine entscheidende Einschra¨nkung in der Anwendbarkeit dieser Ver-
fahren darstellen.
Netzfreie Verfahren approximieren dagegen die zugrundeliegenden Modellgleichungen nur
in Abha¨ngigkeit einer gegebenen Knotenverteilung, ohne ein Netz zu erfordern, das die
Konnektivita¨t a priori festlegt. Deshalb werden diese Verfahren ha¨ufig dort eingesetzt, wo
die Generierung oder Erhaltung geeigneter Netze nicht mit vertretbarem Aufwand mo¨glich
ist. Allerdings geht der Vorteil der Netzunabha¨ngigkeit bei netzfreien Verfahren einher
mit deutlich aufwendiger zu konstruierenden Ansatzfunktionen, was eine empfindliche
Erho¨hung des Rechenaufwandes bei der Integration der zugrundeliegenden Gleichungen
erfordert.
Hierin wird ein gekoppelter netzfreier/netzbasierter Stro¨mungslo¨ser entwickelt, der die
Vorteile beider Verfahren kombiniert. Ein netzfreies Verfahren, das eng mit der ,,element-
free” Galerkin Methode verwandt ist, wird nur in kleinen Teilen des Gebietes verwendet,
wo ein Netz zu Schwierigkeiten fu¨hrt, und im gesamten Rest des Gebiets wird die Finite
Element Methode als effizientes netzbasiertes Standardverfahren eingesetzt.
Wichtige Schritte bei der Entwicklung der gekoppelten Methode sind die Erweiterung von
Standard-Stabilisierungsansa¨tzen auf netzfreie Verfahren und die Umsetzung der Kopp-
lung auf der Ebene der Ansatzfunktionen, die fu¨r die Approximation eingesetzt werden.
Bezu¨glich der Stabilisierung wird gezeigt, daß die Struktur der verschiedenen Stabilisie-
rungsmethoden direkt auf netzfreie Verfahren anwendbar ist, allerdings erfordert die Wahl
geeigneter Stabilisierungsparameter, die den Stabilisierungseinfluß wichten, besondere Be-
achtung. Bei der Kopplung fu¨hren die Voraussetzungen, die fu¨r eine zuverla¨ssige Stabili-
sierung gegeben sein mu¨ssen, zu Modifikationen der Standardansa¨tze.
Der gekoppelte Strmungslser wird verifiziert und fr die Simulation geometrisch komplexer
Fluid-Struktur-Interaktionsprobleme eingesetzt. Die Fhigkeiten des gekoppelten Verfahrens
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The motivation for this work is the simulation of complex fluid and fluid-structure inter-
action problems. A number of methods have been developed for the numerical simulation
of flow problems, each with its characteristic advantages and disadvantages. One may
characterize these methods based on the fact whether they employ a mesh for the dis-
cretization or not. Meshbased methods may be labeled standard tools in the numerical
world. Well-known members of this class are the finite volume method (FVM) and the
finite element method (FEM). Both these methods are used frequently and reliably for the
approximation of the Navier-Stokes equations [46, 70, 82, 191], the governing equations of
fluid dynamics. The success of the approximations depends on the ability to construct and
maintain meshes of sufficient quality throughout the whole simulation. This, however, may
pose serious problems in certain applications, for example in the presence of large geomet-
ric deformations of the boundary, or rotating and moving obstacles—situations which may
frequently occur in the context of fluid-structure interaction problems. Different elaborate
techniques have been developed to deal with these problems in the meshbased context:
the fictitious domain [26, 69] and fictitious boundary methods [183], techniques employing
overlapping grids [40, 83, 172, 187]—also called Chimera methods—, sliding mesh tech-
niques [11, 14], level-set methods [161], or standard arbitrary Lagrangian-Eulerian (ALE)
formulations with frequent remeshing [143].
A different way to handle complex flow problems is to employ a comparably new and inno-
vative class of methods, which enables the approximation of partial differential equations
based on a set of nodes, without the need for an additional mesh. These meshfree methods
(MMs) [21, 56] are able to solve problems where good meshes are difficult to maintain.
The price to pay for this is the relatively high computational burden often associated with
the use of these methods. Rather than calling these methods an alternative for meshbased
methods, one may view them as specific tools, because they are frequently used in problems
where meshes are difficult or impossible to maintain. A large number of meshfree methods
have been developed during the last three decades, among them the popular element-free
Galerkin (EFG) method [22] and smoothed particle hydrodynamics (SPH) [149]. For an
overview of MMs see [21, 56].
The use of MMs for the simulation of challenging real-life problems is often inhibited by
the increased computational cost, when compared with a meshbased simulation. This
is particularly true for meshfree Galerkin methods, where a time-consuming integration
7of the weak form under consideration is required. Therefore, MMs for the simulation
of flow problems are usually applied in collocation settings, where the strong form of a
problem is considered and no integration is needed. Advantages and disadvantages of
meshfree collocation and Galerkin methods are well-known, and may be reduced to the
statement that for the same number of unknowns Galerkin methods are in general more
accurate and robust, but also computationally more demanding than collocation methods,
see e.g. [15, 17, 37, 45].
Therefore, it seems promising to couple standard meshbased methods like the FEM with
meshfree Galerkin methods. Then it is possible to use meshfree methods only in small re-
gions of the domain where a mesh is difficult to maintain, and efficient meshbased standard
methods in all other parts. Accuracy and robustness are expected to be favorable and the
computational work is expected to scale with the meshbased part.
Rather than separating numerical methods into meshfree and meshbased, one may con-
sider different formulations of the underlying differential equations. Most importantly
Lagrangian, Eulerian, and ALE formulations [98] have to be considered which choose dis-
tinct coordinate systems for the description of the problem. The success of meshbased
methods for the solution of flow problems is directly related to using Eulerian or ALE
descriptions, because it seems impossible to maintain a suitable mesh for the Lagrangian
formulation. Therefore, for the desired coupled meshfree/meshbased method it comes nat-
ural to employ the Eulerian or ALE viewpoint for the meshfree part of the domain as well.
This is in contrast to the common practice to employ meshfree methods in Lagrangian
collocation settings, i.e. as particle methods [112, 148, 149, 182].
An important difference between the formulations is in the presence of an advection term
in the Eulerian and ALE formulations, which is absent in the Lagrangian description.
Advection terms are non-selfadjoint operators that often lead to problems in their numerical
treatment [31]. This is particularly the case for Bubnov-Galerkin methods, where the test
functions are chosen equal to the shape functions. Spurious oscillations may pollute the
overall solution and stabilization is required, see e.g. [31]. Furthermore, applying the same
shape functions for all unknowns of the incompressible Navier-Stokes equations (equal-
order-interpolation), which is from a computational viewpoint the most convenient way,
leads to severe problems as a result from violating certain conditions. Again, stabilization
is a possibility to overcome these problems [55]. The need for stabilization is well studied
in the meshbased context, e.g. [31, 46, 97], and a number of stabilization methods have
been developed. In this work, some of these methods are extended for the stabilization of
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meshfree Galerkin methods, which is an important aspect for the success of the coupled
meshfree/meshbased flow solver.
The coupling is realized by means of coupling meshfree and meshbased shape functions,
rather than by combining meshfree and meshbased parts of the domain by Lagrange mul-
tipliers [79] or using physically motivated ad hoc approaches based on the conservation of
mass and momentum [108]. For a coupling on shape-function-level, the domain is divided
into a purely meshbased and meshfree part, separated by a layer of elements—called tran-
sition area—, where the coupling is realized. Standard approaches may be separated into
those which consider the contribution of the finite element shape functions in the transi-
tion area in a modified computation of the meshfree shape functions [86], and those which
employ monotone ramp functions in the transition area for a coupling [24]. It is found that
in order to obtain shape functions that are suitable for a reliable stabilization, the original
coupling approaches require modifications.
The resulting stabilized and coupled meshfree/meshbased flow solver is applied to complex
fluid-structure interaction problems involving moving and rotating objects. Thereby test
cases have been simulated which may not be solved by standard meshbased methods.
The plan of this work is as follows: Section 2 describes the model equations used throughout
this work for the description of the fluid and the structure. It is started in 2.1 by pointing
out some important principles for the description of different configurations in continuum
mechanics, and Lagrangian, Eulerian, and ALE frameworks are described. Section 2.2 and
2.3 introduce St. Venant solids and Newtonian incompressible fluids as suitable models for
the purposes of this work. The strong and weak form of the governing partial differential
equations are shown on a continuous level, including suitable boundary conditions. In
section 2.4, the coupling conditions between the fluid and the solid, as needed for the
simulation of fluid-structure interaction phenomena, are specified.
In section 3, the discretization of the relevant model equations is discussed. The important
principle of weighted residual methods is recalled in an abstract way in section 3.1. Sections
3.2 and 3.3 show the discretized weak forms and time integration schemes for the fluid and
structure models. The resulting expressions are valid for finite element, meshfree, and
coupled meshfree/meshbased shape functions. This section is ended in section 3.4 by a
description of the partitioned, strongly coupled strategy employed for the simulation of
fluid-structure problems.
The background of meshfree methods is worked out in section 4. Based on the report by
9Fries and Matthies [56], a classification of the large number of different MMs is discussed.
The moving least-squares (MLS) technique, being the fundamental principle in most MMs,
is described in detail. Problems related to many MMs, like the imposition of essential
boundary conditions, integration etc. are mentioned. Some of the most popular specific
MMs are briefly described in section 4.4, and finally the MM chosen for this work is specified
in detail.
An important step towards coupled meshfree/meshbased methods for flow problems is
to establish stabilized meshfree Galerkin methods. The topic of stabilization is worked
out in section 5, following conference contributions and reports by Fries and Matthies
in [57, 60, 63, 65]. The description of the need for stabilization in meshbased as well
as in meshfree methods, given in section 5.1, includes a review of various stabilization
approaches. Standard stabilization methods, frequently used in the finite element context,
are specified in section 5.2. It is found that the same stabilization approaches may directly
be extended to MMs, however, the so-called stabilization parameter τ , which weighs the
stabilization, requires certain attention. This is worked out in detail in section 5.3. The
numerical results show the validity of the resulting stabilized meshfree Galerkin method,
which may then be coupled with meshbased standard methods.
Following Fries and Matthies in [58, 59, 61, 62, 64, 66], coupling is discussed in section 6,
starting with a description of several contexts in which coupling of meshfree and meshbased
methods is desirable. Herein, coupling is performed in order to combine the efficiency of
meshbased methods with the mesh-independency of MMs. Most importantly, two different
coupling approaches exist for this purpose, which are described in section 6.3 and 6.4.
It is found that modifications of these approaches are required in order to obtain shape
functions that are more suitable for a reliable stabilization. The numerical results in section
6.5 validate the stabilized and coupled flow solver, including some test cases, which may
not be solved by standard meshbased methods due to the presence of moving and rotating
objects in the flow field.
Section 7 ends this work with an outlook and conclusion. In the appendix, conventions and
symbols used throughout this work are described, and the meaning of all abbreviations is
given.
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2 Models in Continuum Mechanics
The aim of this work is to develop a coupled meshfree/meshbased method for the simulation
of complex fluid-structure interaction problems. In this section, the well-known underlying
partial differential equations for the description of the fluid and the structure are given
for later reference. The standard models of continuum mechanics for an incompressible
Newtonian fluid and a St. Venant solid are chosen, see e.g. [191]. The use of these simple
standard models for the fluid and structure does not restrict the general applicability of
the developed coupled method, and the application to other physical models—e.g. for
neo-Hooke materials, plasticity, non-Newtonian fluids etc.—, is straightforward.
The natural way to state physical models in continuum mechanics is to formulate conserva-
tion laws. The resulting expressions are given in their weak form. Thereby, discontinuities
are included naturally in the solution space. Assuming sufficiently smooth solutions allows
to transform the models to the strong form, which is often understood more intuitively.
Therefore, when describing the models for the fluid and structure, it is started with the
strong form, introducing the weak form thereafter.
2.1 Eulerian, Lagrangian and ALE Formulations
Models in continuum mechanics may be formulated with respect to different reference sys-
tems. In this subsection, following [98, 162], Eulerian, Lagrangian and arbitrary Lagrangian-
Eulerian (ALE) settings are briefly discussed.
A material domain ΩX ⊂ Rd is considered, with d being the number of space dimensions.
The motion of ΩX is described by a mapping φ : ΩX × (0, T )→ Rd, and the image of ΩX
at time t is denoted by the spatial domain Ωx. A third domain Ωχ, the reference domain,
is introduced and its motion is described by the mapping ϕ : Ωχ × (0, T )→ Rd. Another
mapping ψ : ΩX × (0, T )→ Rd, with ψ = ϕ−1 ◦ φ exists for sufficiently smooth, bijective
functions φ and ϕ. See Fig. 1 for a schematic overview of the situation.
Let x ∈ Ωx, X ∈ ΩX , and χ ∈ Ωχ, then the following relations hold
x = φ (X, t) , x = ϕ (χ, t) , χ = ψ (X, t) , (2.1)
dφ = x−X, dϕ = x− χ, dψ = χ−X, (2.2)
where d are deformations; furthermore,
















































Each function defined on any of the three domains implies the definitions of two other
functions via composition
f (χ, t)︸ ︷︷ ︸ = g (x, t)︸ ︷︷ ︸ = h (X, t)︸ ︷︷ ︸,
referential spatial material
(2.4)
















where the relations (2.3) and ∂X
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∂t︸ ︷︷ ︸ = ∂g∂xd˙φ + ∂g∂t︸ ︷︷ ︸ = ∂h∂t︸︷︷︸,
referential spatial material
(2.7)
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The important result is that a problem may be easily formulated in the ALE (reference)
domain by still using the same spatial derivatives as in the purely Eulerian (spatial) setting
and considering the difference in the convective velocity. In practice, this often results in
the subtraction of the mesh (or node) velocity d˙ϕ = uM from the “real” advection velocity
with respect to the material domain d˙φ.
2.2 The Structure
A detailed description and analysis of different models in structural dynamics may be found
for example in the books of Zienkiewicz and Taylor [191], and Bathe [12]. In this work,
the models for Hooke solids and St. Venant solids are used. Both models are formulated
in a total Lagrangian framework, i.e. all quantities of the solid are given with respect to
the material configuration X. They are suitable for sufficiently small strains and describe
hyper-elastic materials. The difference between the two models is in the fact whether the
model is able to incorporate large displacements and rotations (rigid body motions) or not,
leading to a linear or non-linear formulation of the geometry.
The model for Hooke solids is only involved in the mesh-movement procedure, which is
required in order to consider geometrical changes of the fluid domain, see section 3.4. In
all other cases, the model for St. Venant solids is relevant.
St.Venant Solid. Before describing the strong and weak form of this model, some impor-
tant well-known tensors in continuum mechanics are introduced. A fundamental measure
of deformation is described by the material deformation gradient
F = ∇Xx = ∇Xd+ I, (2.8)
which maps a differential line segment in the material domain to the current configuration.
I is the identity tensor. The (right) Cauchy-Green deformation tensor is introduced as
C = FTF, (2.9)
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(C− I) = 1
2
(





∇Xd+ (∇Xd)T + (∇Xd)T (∇Xd)
)
. (2.11)
An important property of this non-linear strain tensor is that rigid body motions do not
generate strains. A suitable stress measure related to the Green-Lagrange strain tensor E
is the second Piola-Kirchhoff stress tensor S. It is computed by help of the stored energy













= λ (trE) I+ 2ηE. (2.13)
It is noted that (2.12) and consequently also (2.13) only hold for small strains, but large
displacements and rotations are considered correctly. λ and η are the Lame´ constants. In
engineering applications, the Lame´ constants are often replaced by Young’s modulus E
and Poisson’s ratio ν following the relation
λ =
Eν
(1 + ν) (1− 2ν) , η =
E
2 (1 + ν)
. (2.14)
With these definitions, the strong form of the model for St. Venant solids in the material
domain is [12, 191]
%Sd¨−∇X · (FS) = f , on ΩS × (0, T ) , (2.15)
where %S is the density of the structure at the initial time step and f describes volume
forces. The corresponding weak form may be stated as: Find d ∈ (H1E)d such that∫
ΩS
%Sw · d¨ dΩ +
∫
ΩS
∇Xw : (FS) dΩ =
∫
ΩS
w · fdΩ +
∫
ΓS,t





and is called principle of virtual work. The test functions w are considered as admissible
virtual displacements δd. The space H1 is the set of functions which are, together with
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their first derivatives, square-integrable in ΩS. The set H1E consists of functions in H1 that
take on the prescribed value for the displacement along the essential or Dirichlet boundary
ΓS,d, and H˚1E is the homogeneous counterpart such that the corresponding functions vanish
along the Dirichlet boundary. It is mentioned that the second term in (2.16) is often written
as
∫
δE : S dΩ instead of
∫ ∇Xw : (FS) dΩ, with δE being the variation of E.
Hooke solid. For applications where not only the strains are sufficiently small but also
the displacements, a simplified linear model may be chosen for the structure. Differences









The difference to the Green-Lagrange strain tensor E is in the absence of the non-linear
third term in (2.11). The corresponding stress tensor is the Cauchy stress tensor T. It










= λ (trElin) I+ 2ηElin. (2.19)
The resulting linear strong form for a structure undergoing small displacements and strains
is [12, 191]
%Sd¨−∇X ·T = f , on ΩS × (0, T ) . (2.20)
The similarity to (2.15) is obvious and the resulting weak form follows analogously to
(2.16).





Γc. Dirichlet or essential boundary conditions for the solid are prescribed
displacements dˆ on ΓS,d, i.e.
d = dˆ, on ΓS,d, ∀t ∈ (0, T ) . (2.21)
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Neumann or natural (traction) boundary conditions are applied on ΓS,t as
SFTn = tˆ, on ΓS,t, ∀t ∈ (0, T ) , (2.22)
where n is the normal vector of the boundary. Γc is the coupling boundary with the fluid,
and is discussed in section 2.4. The initial condition for the structure is
d0 = d (X, 0) , d˙0 = d˙ (X, 0) , on ΩS, t = 0. (2.23)
2.3 The Incompressible Fluid
The formulation of the governing equations and an overview of standard methods for
the approximation of the incompressible Navier-Stokes equations may be found e.g. in
the books of Donea and Huerta [46], Ferziger and Peric´ [52], Gresho [70], and Lo¨hner
[139]. The instationary, incompressible Navier-Stokes equations are considered in velocity-
pressure formulation. Let ΩF ⊂ Rd be the spatial fluid domain in d dimensions, then these
equations are in an arbitrary Lagrangian-Eulerian (ALE) framework [98]
%F (u,t + u¯ · ∇xu)−∇x · σ − f = 0, on ΩF × (0, T ) , (2.24)
∇x · u = 0, on ΩF × (0, T ) , (2.25)
where (2.24) is the momentum equation, (2.25) the continuity equation, u are the velocities,
and %F is the fluid density. It is mentioned that although the ALE framework is used, all
operators and fluid quantities are formulated with respect to the spatial domain, by using
the important result of (2.7). The advective velocity u¯ = u− uM takes movements of the
reference ALE-coordinate system into account, uM is the velocity of the reference domain,
i.e. d˙ϕ in (2.7), which is in general the mesh velocity. The stress tensor σ of a Newtonian
fluid is defined as






where p is the pressure, and µ the dynamic viscosity.
The weak form of the incompressible Navier-Stokes equations may be stated as follows [70]:
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Find u ∈ (H1E)d and p ∈ L2 such that∫
ΩF
w · [%F (u,t + u¯ · ∇xu)− f ] dΩ +
∫
ΩF
∇xw : σ (u, p) dΩ +∫
ΩF
q∇x · udΩ =
∫
ΓF,h









are sets of square-integrable functions with square-integrable first
derivatives in ΩF. The functions in (H1E)d take on the value of the prescribed velocities




vanish there. L2 is the set of
square-integrable functions in ΩF. In (2.27), one frequently writes
∫
ε (w) : σ (u, p) dΩ
instead of
∫ ∇xw : σ (u, p) dΩ.
Boundary Conditions. The total boundary of the domain is divided into three com-




Γc, where on ΓF,u Dirichlet boundary conditions
for the velocity are prescribed, and on ΓF,h Neumann (traction) boundary conditions are
applied as
u = uˆ on ΓF,u, ∀t ∈ (0, T ) , (2.28)
σ · n = hˆ on ΓF,h, ∀t ∈ (0, T ) . (2.29)
Γc is the coupling boundary with the structure and is further specified in the following
subsection. The initial condition is given as a divergence-free velocity field
u0 = u (x, 0) , ∇x · u0 = 0, on ΩF, t = 0. (2.30)
2.4 Fluid-Structure Interface
The treatment of the interface between the fluid and the structure Γc is an important
aspect in fluid-structure interaction problems. It should be noted that the fluid equations
are stated in an ALE framework, whereas the structure equations are formulated in a pure
Lagrangian framework. The consequence for the fluid domain is that Γc is a moving bound-
ary, i.e. a function of time, whereas in the structure domain all variables and operators
are formulated with respect to the initial situation, which means for the coupling interface
with respect to Γ0c = Γc (t = 0).
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Along the coupling boundary, the displacements and velocities must coincide, i.e. ∀χ ∈
Γc (t), ∀X ∈ Γ0c
χ = X + d (X, t) , (2.31)
u (χ, t) = d˙ (X, t) , (2.32)
where the left hand side corresponds to the fluid domain and the right hand side to the
structural domain. The way these conditions are enforced in the simulation of fluid-
structure interaction problems is discussed in 3.4. The identity of the displacements is
ensured by the adjustment of the fluid domain with respect to the structural domain,
which, in practice, involves mesh-moving based on the ALE principle. The identity of the
velocities is realized by adjusting the Dirichlet boundary conditions of the fluid along Γc.
It is noted that from a physical viewpoint—and from (2.31) and (2.32)—also the accel-
erations along the coupling boundary should coincide. This, however, can often not be
achieved from the numerical method used for the approximation, but the error introduced
from this problem is negligible [150].
Another important coupling condition is that the traction from the fluid and structure
balance each other along the fluid-structure interface,
σ · n = 1
detF
FSFT · n. (2.33)
Equation (2.33) shows the transformation of the stress tensor of the structure problem with
respect to the initial situation onto the current deformed situation of the fluid domain.
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3 Approximation Strategies
In the previous section some standard models in continuum mechanics for the fluid and
structure were introduced. The exact solution of the partial differential equations (PDEs)
involved in these models is limited to relatively simple problems. More complex systems
may only be approximated in terms of various numerical methods. Most of these methods
may be based on the principle of weighted residual methods which is briefly described in
section 3.1. The method of weighted residuals introduces test and trial function for the
approximation of the weak form of a PDE. Section 3.2 and 3.3 describe the discretized
weak forms in case of the fluid and structure models discussed in the previous section.
The test and trial functions are not further specified in this section. Thereby, the resulting
expressions are generally applicable for approximations with either meshfree, meshbased
or coupled meshfree/meshbased functions.
At the end of this section, the technique for coupling the discretized fluid and structure
models in order to simulate fluid-structure interaction problems is described.
3.1 Weighted Residual Methods
Most numerical methods may be based on the principle of weighted residual methods, this
method is briefly described here following [12]. In the weighted residual method, one is
interested in finding an approximation of a function u (x) of a PDE
Lu (x) = f (x) , ∀x ∈ Ω, (3.1)
where L is a differential operator and f is the system’s right hand side; suitable boundary
conditions are assumed. An approximation uh of the unknown field variable u is made
through a linear combination of trial functions N (also called shape or ansatz functions)
and unknown nodal parameters u, hence




It is always the aim to obtain the r unknown coefficients u such that a “good” approxima-
tion is obtained in a certain sense. Replacing u with uh in the PDE gives Luh−fh = ε. As
it is in general not possible to fulfill the original PDE exactly with the approximation, a
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residual error ε is introduced. The various weighted residual methods differ in the criteria
that they employ to calculate u such that ε is small. In all techniques, u is determined in




(Luh − fh) dΩ = 0, (3.3)
where the functionswh define the weighting of the residual and are called test (or weighting)
functions. The weighted residual methods may be classified by the choice of the wi, i =
1, . . . , r:
• The Bubnov-Galerkin method results for wi = Ni, all other choices are Petrov-
Galerkin methods.
• Collocation methods result for wi = δ (x− xi), which is equivalent to setting ε to
zero at r distinct points in the domain. The integral expressions in (3.3) vanish and
the strong form of the PDE (3.1), evaluated at r distinct points, is obtained.
• Subdomain collocation methods often choose the test function wi = χΩ˜i , where
χΩ˜i(x) = 1 for all x ∈ Ω˜i ⊂ Ω and vanishes otherwise is the characteristic function
over certain distinct subdomains.
• The least-squares method is obtained if the test function is chosen such that the
square of the residual is minimized with respect to u, that is ∂
∂u
∫
ε2 dΩ = 0.
• If the test function is chosen to be the fundamental solution of the PDE, a bound-
ary element method (or equivalent meshfree methods related with the boundary
integral) result.
The integral expressions of the discrete weak form of the PDE (3.3) have to be evaluated—
considering the given boundary conditions—with respect to N and w. The resulting
system of equations A (u) = f has to be solved for determining the unknowns u.
It should be mentioned that one makes often use of the divergence theorem during this
procedure to modify the integral expressions in order to shift continuity requirements
between the trial and test functions.
The most popular representatives of weighted residual methods are the finite element and
finite volume methods [12, 82]. They employ a mesh, which is part of the definition of
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the shape and test functions. This is why they are considered members of the class of
meshbased methods. All meshfree methods (MMs) may also be based on the weighted
residual principle, see section 4.2, however, with the difference that they define shape and
test functions without a mesh, only based on a set of nodes.
3.2 Discretization of the Structure
Different discretizations are made in space and time dimensions. In the time dimension,
the Newmark and Hilber-Hughes-Taylor-α method are used here [81, 155]. Both methods
are frequently used in practice for the simulation of dynamical structure problems. In the
space dimension test and trial functions are used in a weighted residual setting for the
approximation of the unknown displacements d.
Discretization in Space. For the approximation of the displacements of a St. Venant








∣∣wh ∈ (H1h)d , wh = 0 on ΓS,d} , (3.5)
where H1h is a finite dimensional space built by the set of shape functions which are
assumed to be elements ofH1. Consequently,H1h is a subspace ofH1, i.e.H1h ⊆ H1. Then,
the discretized weak form based on (2.16) may be formulated in the following Bubnov-
Galerkin setting [191]: Find dh ∈ Shd such that∫
ΩS
%Sw
h · d¨hdΩ +
∫
ΩS
∇Xwh : (FS) dΩ =
∫
ΩS
wh · fhdΩ +
∫
ΓS,t
wh · tˆhdΓ ∀wh ∈ Vhd , (3.6)
where tˆ
h
characterizes the traction along the Neumann boundary. In the linear case of a
Hooke solid, (FS) in (3.6) is replaced by T.
Discretization in Time. A number of different time integration methods may be
chosen in order to discretize the semi-discrete system of equations arising from (3.6), which









= f (tn+1) . (3.7)
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. The damping matrix C is zero in case of (3.6) but is considered here for
completeness, so that damping effects could easily be incorporated. See e.g. [12, 18, 188,
191] for an overview of various time discretization methods. In this work, two methods are

























(3.7), (3.8) and (3.9) may be arranged in a way that a system of equation for dhn+1 is




n+1 are computed. The param-
eters β and γ characterize the accuracy and stability properties of the resulting Newmark
method. Accuracy of second order in time is obtained for γ = 1/2. Together with a choice
of β = 1/4, the method is implicit and for linear problems unconditionally stable, i.e. it is
stable for any time-step. Furthermore, the total energy of the system is maintained exactly
in this case, that is, no artificial damping effects occur. In the geometrically non-linear
case of the model for St. Venant solids, the energy conservation and stability properties
of the Newmark method are different compared to the linear case of a Hooke solid [155].
Then, in the absence of physical damping effects, the Newmark method may show poor
stability properties. The stability properties often improve for γ > 1/2 due to an increased
numerical damping, however, second order accuracy is no longer achievable then.
The second realized time discretization method is the Hilber-Hughes-Taylor-α (HHT-α)
method [81], which is a generalization of the Newmark method. It allows numerical damp-
ing, adjustable by the parameter α, without giving up second order accuracy. For α = 0,










= f (tn+1+α) , (3.10)
with
dhn+1+α = (1 + α)d
h
n+1 − αdhn, (3.11)
d˙
h





tn+1+α = (1 + α) tn+1 − αtn. (3.13)
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The other two equations of the Newmark method, (3.8) and (3.9), remain. A second
order accurate scheme with favorable stability properties is obtained for −1/3 ≤ α ≤ 0,
β = (1− α)2 /4, and γ = (1− 2α) /2.
3.3 Discretization of the Incompressible Fluid
The discretization of the fluid is—similarily to the structure—separated into the space and
time dimensions. In the time direction, the Crank-Nicholson method (trapazoidal rule) is
employed, whereas in the space dimension test and trial functions are chosen in a weighted
residual setting for the approximation of the unknown velocities u and pressure p.
Discretization in Space. For a Bubnov-Galerkin discretization with equal-order in-









∣∣wh ∈ (H1h)d , wh = 0 on ΓF,u} , (3.15)
Shp = Vhp =
{
qh
∣∣ qh ∈ H1h} , (3.16)
where H1h is described in the previous subsection. It is pointed out that from a math-
ematical viewpoint it would be sufficient to choose qh to be a member of the L2-space,
however, equal-order interpolation of the velocities and pressure is employed in this work,
as described in detail in section 5. The discretized weak form of the unstabilized incom-
pressible Navier-Stokes equations in ALE formulation may be stated based on (2.27) as
follows [178]: find uh ∈ Shu and ph ∈ Shp such that∫
ΩF








qh∇x · uhdΩ =
∫
ΓF,h
wh · hˆhdΓ ∀wh ∈ Vhu, ∀qh ∈ Vhp . (3.17)
It is important to note that this unstabilized standard Bubnov-Galerkin approximation
with equal-order interpolation may not be used in this way in order to obtain suitable
results. In fact, stabilization is required, which is an important aspect of this work, and is
discussed in detail in section 5.
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Discretization in Time. Time integration is performed with a Crank-Nicholson








which may be seen as a certain version of the theta-method [46]. The velocities uhn are
related to the previous time step. As there is no time-derivative in the continuity equa-
tion (2.25), the term
∫
ΩF
qh∇x · uhdΩ becomes directly
∫
ΩF
qh∇x · uhn+1dΩ. The pressure
is computed fully implicitly [139], i.e. ph in (3.17) may directly be replaced by phn+1. The







This time-integration is second order accurate, O (∆t2), and possesses favorable stabil-
ity properties [46, 70]. Other frequently used time-integration schemes are for example
first-order explicit schemes, Runge-Kutta schemes, discontinuous Galerkin methods etc.,
see e.g. [46, 70, 139, 168]. All these methods differ in their numerical properties, most
importantly accuracy and stability, and the computational effort associated with their use.
3.4 A Partitioned, Strongly Coupled Method for Fluid-Structure
Interaction
Simulation of fluid-structure interaction problems involves the solution of the fluid and
structure models with respect to the boundary and coupling conditions. Furthermore, the
fluid domain moves according to the deformation of the structure, and is thereby part of the
solution itself. The adaption of the fluid domain is realized by using the ALE framework
for the description of the fluid model, and a mesh-movement procedure is involved. In
contrast, the structure problem is formulated in a purely Lagrangian framework and is
solved with respect to the initial mesh in every time step. It is pointed out that by using
the standard term “mesh-movement” no restriction to meshbased methods is intended. The
change of the problem domains is in fact realized by a node movement which is applicable
to meshfree methods as well.
The coupling in time is realized by a partitioned method with strong coupling [144,
150]. The fluid and structure problems are solved individually and coupling is done by
a Neumann-to-Dirichlet principle. Other strategies for the coupling in time, see [144, 150]
for an overview, differ in the treatment of the coupling conditions or the way they perform
the iteration of the fluid-structure loop in every time step.
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A description of the partitioned strong coupling algorithm is as follows, see also Fig. 2:
In each time step, an iteration loop over the fluid and the structure domain is performed
until convergence is reached. The first step of the iteration loop is the approximation of
the flow field. This gives the traction σ · n along the fluid-structure interface Γc, which is
used as the loading (Neumann boundary) for the structure problem according to (2.33).
The solution of the structure problem is the next step and leads to displacements d of the
structure along Γc. The fluid mesh has to be modified in a way such that the deformations
of the structure are mapped correctly. That is, the fluid interface at the current time
step must match the structure mesh of the initial time step plus the current deformation.
This is realized by a mesh-moving algorithm, which is the third step of the fluid-structure
iteration loop.
There are several ways to achieve a suitable, conforming fluid mesh. Explicit algebraic
expressions may be used in each direction of the domain [74], or the spring analogy may
be employed [27], where element edges are replaced by linear springs. Furthermore, sub-
problems in the fluid domain may be constructed, which is the technique chosen in this
work. For example, a pseudo-structure problem of the fluid domain may be solved on
ΩPS ⊆ ΩF [13, 166]. For the sake of simplicity, the pseudo-structure may be described
by the stationary version of the model for Hooke solids. The Dirichlet conditions are the
displacements of the real structure along Γc and 0 at all other parts of the boundary ∂ΩPS.
Alternatively, in this context also the Laplace equation may be solved for each component
of d, see e.g. [143, 162],
∆di = ∇ · ∇di = 0, on ΩM, i = 1, . . . , d. (3.19)






where xn are the node positions in ΩF of the previous time step, and xi+1 are the node
positions of the current step in the fluid-structure iteration loop (xn+1 = xi+1 if the
stopping criteria of this loop is met). The Dirichlet boundary conditions for the flow
velocities along the coupling interface Γc have to be adjusted such that they take the mesh
velocity into account. The new node positions, node velocities and adjusted Dirichlet
boundary conditions are the input data for the next fluid step. This iteration is performed
in every time step until convergence is reached. Throughout this work, the convergence
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of the fluid-structure iteration loop was in none of the test cases critical, see e.g. [150] for
further remarks on the robustness and other numerical properties of this strongly coupled
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Conventional numerical methods need an a priori definition of the connectivity of the
nodes, i.e. they rely on a mesh. The finite element method (FEM) and finite volume method
(FVM) may be the most well-known members of these thoroughly developed meshbased
methods, see e.g. [12, 82, 92, 191]. In contrast, meshfree methods (MMs) approximate
partial differential equations only based on a set of nodes, without the need for an additional
mesh. A multitude of different MMs has been published during the last three decades.
Despite the variety of names, origins, and viewpoints of individual methods it is interesting
to note that in fact there are significant similarities between many of these methods.
Surveys on MMs may for example be found in [21] by Belytschko et al., in [56] by Fries
and Matthies, and in [125] by Li and Liu. Special issues of journals on various aspects of
MMs may be found in [34, 35, 132]; some books on MMs are also available, see e.g. [4, 72,
73, 126, 130].
In section 4.1, general features of most MMs are mentioned. Then, following Fries and
Matthies [56], MMs are put into a unified context and a classification and overview of MMs
is given. The MLS procedure, being a fundamental principle for many MMs, is worked out
in detail in section 4.3, and related problems to many MMs are discussed. Some specific
meshfree methods from the class of collocation and Bubnov-Galerkin methods are described
in section 4.4. Finally, the choice of the particular meshfree method used throughout this
work is described and justified.
4.1 General Features of Meshfree Methods
Some of the most important general features of most MMs are listed in the following, often
comparing them with the analogous properties of meshbased methods:
• Absence of a mesh
– In MMs the connectivity of the nodes is determined at run-time.
– No mesh alignment sensitivity. This is a serious problem in meshbased calcula-
tions e.g. of cracks and shear bands [125].
– h-adaptivity is comparably simple with MMs as only nodes have to be added,
and the connectivity is then computed at run-time automatically. p-adaptivity
is also conceptionally simpler than in meshbased methods [21].
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– No mesh generation at the beginning of the calculation is necessary. This is
in general still not a fully automatic process, especially not in complex three-
dimensional domains, and may require major human interactions [104].
– No remeshing during the calculation. Especially in problems with large defor-
mations of the domain or moving discontinuities, a frequent remeshing is often
needed in meshbased methods, however, a conforming mesh with sufficient qual-
ity may be impossible to maintain. Even if it is possible, the remeshing process
degrades the accuracy considerably due to the perpetual projection between the
meshes [21], and the post-processing in terms of visualization and time-histories
of selected points requires a large effort [23].
• Continuity of shape functions: The shape functions of MMs may easily be constructed
to have any desired order of continuity.
– MMs readily fulfill the requirement on the continuity arising from the order
of the problem under consideration. In contrast, in meshbased methods the
construction of even C1-continuous shape functions—needed e.g. for the solution
of forth order boundary value problems—may pose a serious problem [127].
– No post-processing is required in order to determine smooth derivatives of the
unknown functions, e.g. smooth strains.
– Special cases where the continuity of the meshfree shape functions and deriva-
tives is not desirable, e.g. in cases where physically justified discontinuities like
cracks, different material properties etc. exist, can be handled with certain tech-
niques.
• Convergence: For the same order of consistency numerical experiments suggest that
the convergence results of the MMs are often considerably better than the results
obtained by meshbased shape functions [122]. However, theory fails to predict this
higher order of convergence [122].
• Computational effort: In practice, for a given reasonable accuracy, MMs are often
considerably more time-consuming than their meshbased counterparts.
– Meshfree shape functions are of a more complex nature than the polynomial-like
shape functions of meshbased methods. Consequently, the number of integration
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points for a sufficiently accurate evaluation of the integrals of the weak form is
considerably larger in MMs than in meshbased methods. In collocation MMs no
integration is required, however, this advantage is often compensated by evoking
accuracy and stability problems.
– At each integration point the following steps are often necessary to evaluate
meshfree shape functions: Neighbour search, solution of small systems of equa-
tions and small matrix-matrix and matrix-vector operations in order to deter-
mine the derivatives.
– The resulting global system of equations has in general a larger bandwidth for
MMs than for comparable meshbased methods [21].
• Essential (Dirichlet) boundary conditions: Most MMs lack the Kronecker-δ property,
i.e. the meshfree shape functions Ni do not fulfill Ni (xj) = δij. This is in contrast
to meshbased methods which often have this property. Consequently, the imposition
of essential boundary conditions requires certain attention in MMs and may degrade
the convergence of the method [77].
• Locking: Differently from what has been stated in early papers [22] it should be
mentioned that MMs may as well suffer from the locking phenomenon, similarly to
the FEM, see [38, 90]. It is sometimes possible to alleviate this phenomenon by
tuning some parameters of the MM.
4.2 Classification of Meshfree Methods
Before focusing on one specific MM, which is well-suited for the purpose of simulating
complex flow phenomena, a classification of the large number of different MMs is discussed.
With this background one may then justify the specific choice of a MM used herein. Three
identifying criteria have been found in [56] by Fries and Matthies for the classification of
the various MMs:
• Construction of a set of functions that build a partition of unity (PU) of n-th order.
• Choice of an approximation in a weighted residual setting, which can use the PU
functions directly as shape functions, or enhance the approximation properties by an
additional extrinsic basis.
• Choice of the test functions in a weighted residual setting.
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4.2.1 Partition of Unity and Consistency
Before discussing these three steps in the classification of MMs, the term partition of unity
is introduced. A set of r functions {N} builds a partition of unity of order n over a
d-dimensional domain Ω ⊆ Rd if
r∑
i=1
Ni (x) p (xi) = p (x) ∀x ∈ Ω, (4.1)
where xi are the corresponding nodes of the functions Ni, and p forms a basis of the
approximating subspace, which in general consists of monomials. A convenient way to
formulate a useful basis is possible with help of the multi-index notation. The multi-index
α = (α1, . . . , αd) is used in the following with αi ∈ N+0 . If α is applied to a vector x of the
same length then
xα = xα11 · xα22 · · ·xαdd , (4.2)
and Dαu (x) is the α-th Fre´chet derivative [190] of the function u, that is
Dαu (x) =
∂|α|u (x)
∂α1x1∂α2x2 · · · ∂αdxd . (4.3)
The length of α is |α| = ∑di=1 αi. With this notation one can easily define a polynomial




∣∣ |α| ≤ n} . (4.4)
For example, a quadratic basis (n = 2) in one dimension (d = 1) yields pT = [1, x, x2] and
a linear basis in two dimensions pT = [1, x, y]. The relationship between the dimension d
and the order n on the one hand and the number of components k in the basis vector p










∣∣ |α| ≤ n} may be interpreted as a k × d−matrix, where the i-th line of this
matrix is denoted by the multi-index αi—whereas, in contrast, αi is a component of a
certain multi-index. It is assumed that the multi-indices αi in
{
α
∣∣ |α| ≤ n} are sorted
such that |αi| ≤ |αj| for all i 6= j and 1 ≤ i, j ≤ k.
Then, a PU of order n ≥ 0 fulfills at least ∑iNi (x) = 1 as, according to (4.4), p1 (x) =
xα
1
= x(0,...,0) = 1, which reflects the basic meaning of the term “partition of unity”.
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In a weighted residual method, see section 3.1, having an approximation of the form
u ≈ uh = NTu = ∑iNiui, where {N} builds a PU of order n, it is possible to re-
produce a polynomial solution of a PDE under consideration up to this order exactly [7, 8].
There is a strong relation to the order of consistency of the resulting approximation. In
a mathematical sense, a scheme Lhuh = fh is consistent of order n with the differential
equation Lu = f , if the approximation error
∥∥Lu− Lhuh∥∥ = O (hn) , (4.6)
where h is some measure of the node distribution. Using a PU of order n in a weighted
residual approximation for u leads to an n−th order consistent method [21]. Therefore,
(4.1) is also called consistency condition or reproducing condition of order n.




DαNi (x) p (xi) = D
αp (x) . (4.7)
Depending on the order of the PDE under consideration, there are certain consistency
requirements. For example, approximating a PDE of order 2n with a Galerkin method
(where the weak form is considered) requires test and shape functions with n-th order
consistency.
4.2.2 Step 1: Construction of a Partition of Unity
In the previous subsection the term PU has been defined. Given a domain Ω, there are
infinitely many PUs that fulfill (4.1) with r functions. A major difference is whether a PU
is constructed with the help of a mesh or not.
Standard finite element shape functions build a PU of order n, and the supports of these
functions are defined by means of a mesh. As an example, the quadratic finite element
shape functions Ni are considered in a one-dimensional element Ωe, see Fig. 3, with nodes
x1, x2, x3:
Ni (x) =
x2 − (xj + xk)x+ xj · xk
(xk − xi) (xj − xi) ·, ∀i, j, k : ijk = 1, (4.8)
where ijk is the permutation symbol. Algebraic manipulations directly show that (4.1)





Figure 3: Quadratic FE shape functions build a meshbased PU of order 2.









 , ∀x ∈ Ωe (4.9)
is fulfilled. That is, the quadratic shape functions build a PU of order 2 over the one-
dimensional element, which may be directly extended for any one-dimensional domain
discretized by several quadratic elements. It is emphasized that these shape functions are
defined based on the one-dimensional element, i.e. with the help of a mesh.
There are different meshfree ways to construct PUs of a certain order. Most MMs rely
on the fundamental moving least-squares (MLS) technique, introduced by Lancaster and
Salkauskas [121]. This procedure is discussed in detail in section 4.3, where also the equiv-
alence to the reproducing kernel particle methods (RKPM) is pointed out. In the MLS
procedure, based on a set of nodes and a related weighting function with compact support,
PUs of any order may be constructed in conceptionally the same way.
There are other MMs using different ways for the construction of a PU. Sibson [170] and
non-Sibson [16] interpolation functions build PUs, which are used in the natural element
method (NEM) [29, 175, 176] and in the meshless finite element method (MFEM) [103, 104].
The reproducing kernel element method (RKEM), recently introduced in [135, 127, 140,
171] constructs arbitrarily smooth element shape functions over elements which also fulfill
the PU-conditions. Also coupled meshfree/meshbased functions may be constructed such
that they build a PU of a certain order over Ω. This will further be discussed in section 6.
4.2.3 Step 2: Choice of an Approximation
In a weighted residual method, the unknown field variable u is approximated by a linear
combination of shape functions N with unknown coefficients u, i.e.
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If the shape functions N fulfill the PU-conditions of order n, (4.1), then the resulting
method will be consistent of order n, assuming that other requirements are fulfilled (such
as the minimum requirement for the continuity and the order of consistency related to
the PDE under consideration). On this basis, a broad theoretical background has been
developed in [7, 8], and the classical FEM builds a subcase of this approach.
It is also possible to extend the approximation space with an additional extrinsic basis q.
Thereby, the approximation space may be enriched by specific functions or the order of
















Each vi is a vector of unknowns. Obviously, if l is the number of components in the
basis q, then there are l times more unknowns from the approximations (4.11) and (4.12)
when compared with (4.10). One example for an application of this idea is to extend a
zero-order PU to a first order consistent approximation by choosing the extrinsic basis q
appropriately.
4.2.4 Step 3: Choice of Test Functions
It was already pointed out in section 3.1 that the choice of test functions in a weighted
residual method leads to different classes of numerical methods each having its characteris-
tic properties. In the meshbased context, one may identify popular methods like the finite
element, finite volume, finite difference, and boundary element methods by choosing the
test functions accordingly. The same principle holds in the meshfree context.
Fig. 4 summarizes the three steps that may be used to classify meshfree methods. Con-
struction of a PU, choice of the approximation and test functions lead to individual names
of certain MMs. For a specific MM, these three properties are in general defined, however,
a few methods may occur in more than one case. For example, the partition of unity
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method (PUM) may be used in a collocation or Galerkin scheme.
It may be seen that the classification in Fig. 4 is not only restricted to meshfree methods,
but also includes meshbased methods. This shows important relationships of MMs to their
meshbased counterparts. Furthermore, also combined meshfree/meshbased methods—as
is the case for coupled PUs—can be associated with this figure. The figure shows a large
number of acronyms for MMs, which will be explained in the following subsections (see also
the appendix of this work). Some of the individual MMs are briefly discussed in section
4.4.
4.3 Moving Least-Squares Method
The MLS technique is the fundamental procedure of many MMs for the construction of
a partition of unity of a certain order. The method was introduced by Lancaster and
Salkauskas in [121] for smoothing and interpolating data.
4.3.1 Deduction of MLS functions
The method is discussed here following [121, 137]. Assuming a function u (x) defined on
an open set Ω ∈ Rd is sufficiently smooth, i.e. at least u (x) ∈ C0 (Ω), one can define a
“local” approximation around a fixed point x ∈ Ω as




u (x) ∀x ∈ Ω˜ (x) ,
0 otherwise.
(4.14)
Ω˜ (x) denotes a local domain around x and the operator Lx is a certain mapping. The
vector p (x) is chosen according to (4.4) to be a basis of order n in dimension d; this basis is
also called intrinsic basis. In order that the local approximation is the best approximation

















































































































































































































































































































































Figure 4: Classification of meshfree methods.
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minimize the weighted least-squares discrete L2 error norm













pT (xi)a (x)− u (xi)
]2
. (4.16)
Thereby, a relation of the unknowns a (x) with the nodal values u is found. xi refers to the
position of the r nodes within the domain, which is discussed separately in section 4.3.2.
The weighting function φ (x− xi)—which is not related in any sense to the weighting
(=test) functions in a weighted residual method—plays an important role in the context
of MMs, which is worked out in section 4.3.3. It has small supports Ω˜i around each
node, thereby ensuring the locality of the approximation; the overlapping situation of the
supports Ω˜i within the domain is called cover. The weighting function may also be chosen
individually for each node as φi (x− xi).
The functional Jx (a (x)) is minimized with respect to a (x), i.e.
∂J
∂a
= 0, which results in
the following system of k equations
r∑
i=1
φ (x− xi)p (xi)pT (xi)a (x) =
r∑
i=1
φ (x− xi)p (xi)ui. (4.17)
Solving this for a (x) and then replacing a (x) in the local approximation (4.13) leads to





φ (x− xi)p (xi)pT (xi)
]−1 r∑
i=1
φ (x− xi)p (xi)ui. (4.18)
In order to extend this local approximation to the whole domain, the so-called moving-
procedure is introduced to achieve a global approximation. Since the point x can be
chosen arbitrarily, one can let it “move” over the whole domain, x → x, which leads to
the global approximation of u (x) [137]. Mathematically a global approximation operator
G is introduced with
u (x) ≈ Gu (x) = uh (x) , (4.19)
where the operator G is another mapping, defined as Gu (x) = limx→x Lxu (x) and can
be interpreted as the globalization of the local approximation operator Lx through the
moving process [137].
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Finally, the MLS approximation may be written as




φ (x− xi)p (xi)pT (xi)
]−1 r∑
i=1
φ (x− xi)p (xi)ui, (4.20)
or
uh (x) = pT (x)︸ ︷︷ ︸ · [M (x)]−1︸ ︷︷ ︸ · B (x)︸ ︷︷ ︸ · u︸︷︷︸,










φ (x− x1)p (x1) φ (x− x2)p (x2) . . . φ (x− xr)p (xr)
]
. (4.23)
The matrix M (x) is often called moment matrix ; it is of size k × k, i.e. of the same size
than the complete basis vector p (x). This matrix has to be inverted wherever the MLS
shape functions are to be evaluated. Obviously, for a higher desired order of consistency
and thus higher values of k, this matrix inversion becomes more expensive.
Taking the viewpoint of an approximation of the form uh (x) =NT (x)u, one can imme-
diately write for the MLS functions
NT (x) = pT (x) [M (x)]−1B (x)︸ ︷︷ ︸,
(1× r)
(4.24)
and thus for one certain shape function Ni at a point x
Ni (x) = p
T (x) [M (x)]−1 φ (x− xi)p (xi)︸ ︷︷ ︸
(1× 1)
. (4.25)
The MLS functions fulfill the consistency requirements of order n, i.e. they build a partition
of unity of order n. It can easily be shown that functions of the basis p (x) are found exactly
by an MLS approximation, see e.g. [21]. In practice, it is—at least for n > 2—almost
impossible to write down the shape functions in an explicit way, i.e. without the matrix
inversion. Thus, the shape functions may be evaluated at arbitrary many points, but
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without knowing the shape functions explicitly. In the literature this is sometimes called
“evaluating a function digitally”, as it is not known in an explicit continuous (“analogous”)
form [4].
It is interesting to note that any linear combination of the basis functions will indeed lead
to the same shape functions, see the proof e.g. in [75]. According to this, any translated and
scaled basis can be used, leading to the same shape functions. This will be of importance
for a better conditioning of the moment matrix, see section 4.3.4.
The first derivatives of the MLS shape functions follow according to the product rule as









with (M−1),k = −M−1M,kM−1. The second derivatives are


































with (M−1),kl = M
−1M,lM−1M,kM−1 −M−1M,klM−1 +M−1M,kM−1M,lM−1. In [20],
Belytschko et al. propose an efficient way to compute the derivatives of the MLS shape
functions by means of a LU decomposition of the k × k system of equations.
As an example, Fig. 5 shows MLS shape functions with first order consistency and their
derivatives in a one-dimensional domain Ω = (0, 1) with 11 equally distributed nodes. The
weighting functions—discussed in detail in section 4.3.3—have a dilatation parameter of
ρ = 3 ·∆x = 0.3. The following important properties can be seen:
• The dashed line in the upper picture shows that the sum of the shape functions∑
iNi (x) equals 1 in the whole domain, thus {Ni} builds a PU. The derivatives of
the MLS-PU build “partition of nullities”, i.e.
∑
i ∂xNi (x) =
∑
i ∂xxNi (x) = 0.
• The non-polynomial shape functions themselves are smooth and can still be regarded
to be rather polynomial-like, but the derivatives tend to have a more and more non-
polynomial character. This causes problems in integrating the integral expressions
of the weak form, see section 4.3.6.
• The shape functions are not interpolating, i.e. they do not possess the Kronecker-δ
property. The unknowns u of a meshfree approximation are not nodal values. Due
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sum first derivatives = PN


















sum of second derivatives = PN






Figure 5: Partition of unity functions and derivatives constructed with the MLS technique.




























Figure 6: The left part show PUs of different order n, the right part a convergence analysis
of an example problem solved with the different PUs.
to this fact, they are sometimes called fictitious values [4]. To have the real values
of the sought function u (x) at a point, all influences of shape functions which are
non-zero there have to be added up. The non-interpolant character makes imposition
of essential boundary conditions difficult, see section 4.3.5.
Fig. 6 shows PUs in a one-dimensional domain with different consistency orders. These
functions have been used in a Bubnov-Galerkin setting for the approximation of the one-
dimensional advection-diffusion equation c · ux − K · u,xx = f in Ω = (0, 1) with u (0) =
0, u (1) = 1. The right hand side is prescribed such that the exact solution is uex =
sin (5/2 · pi · x). A convergence analysis for different node numbers is shown in the right
part of the figure. One may see in this case that the consistency order of the shape functions
is directly correlated to the order of convergence of the resulting method.
Different Approaches for the Deduction of the MLS. The same result for the
MLS functions may be obtained in several ways. One may start with an ansatz of the form
Ni (x) = p
T (x)a (x)φ (x− xi). A possible approach is based on a Taylor series expansion





αu (x) , (4.28)
which is inserted into uh (x) =
∑
iNi (x)ui. Then, a is determined such that the first k
terms in the Taylor series are exactly reproduced; the n-th order consistency of the MLS
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functions is then obvious. Another approach is to directly insert the ansatz for Ni (x)
into the consistency conditions (4.1). Both approaches are worked out in [56] by Fries and
Matthies, see also [21, 32].
Equivalence to the reproducing kernel particle method (RKPM). The MLS
works from the beginning with a discrete set of r nodes distributed in a domain Ω. In
contrast, one may develop a continuous background for the MLS. This background is
called moving least-squares reproducing kernel (MLSRK) [137] and provides a link to the
reproducing kernel (particle) methods [133, 136, 134]. A reproducing kernel method (RKM)




K (x,y)u (y) dΩ, (4.29)
where K (x,y) is called kernel. Clearly, if K (x,y) equals the Dirac function δ (x,y), the
function u (x) will be reproduced exactly. For the evaluation of such an integral in practice,




K (xi − x,x)ui∆Vi, (4.30)
where ∆Vi are suitable integration weights. This discrete version is called reproducing
kernel particle method (RKPM). The kernel of the RKM, (4.29), may be constructed such
that this approximation is able to reproduce polynomials of a certain order exactly:
uh (x) = pT (x)
[∫
Ωy
φ (x− y)p (y)pT (y) dΩ
]−1∫
Ωy
φ (x− y)p (y)u (y) dΩ. (4.31)
Discretization of these continuous expression leads to the RKPM which is equivalent to
(4.20). However, a slight difference may be mentioned: The integration weights emerging
from the discretization of (4.31) are 1 for the MLS [137], but may be chosen differently
in the RKPM. However, in practice one does not often take advantage of this additional
freedom, for an exception see [2].
The equivalence between MLS and RKPM is a remarkable result which unifies two method-
ologies with very different origins, it has also been discussed in [21, 125, 123, 133]. Be-
lytschko et al. claim in [21]:
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Any kernel method in which the parent kernel is identical to the weight func-
tion of a MLS approximation and is rendered consistent by the same basis is
identical. In other words, a discrete kernel approximation which is consistent
must be identical to the related MLS approximation.
Generalized moving least-squares. It is possible to treat the derivatives of a function
as independent functions, this is the idea of the generalized MLS [3]. This can for example
be important for the solution of forth order boundary value problems (e.g. analysis of thin
beams), where displacement and slope boundary conditions might be imposed at the same
point. The local approximation (4.13) remains unchanged, however, the following weighted
discrete H l error norm is used instead of the above used L2 error norm (4.16):
J
(m)
















φ. Minimization of this functional still leads to a system of k equations,
the extra effort lies in building m times the sum over all points, with m ≤ k being the num-
ber of derivatives which shall be included in the approximation as unknowns [3]. Without
















j) (x− xi)Dαjp (xi)Dαjui
)
. (4.34)
The same idea has been proposed in the RKPM context under the name “Hermite RKPM”
[134]. This name stems from the well-known Hermite (or Hermitian) polynomials used in
the FEM for the solution of forth order boundary value problems [191].
Shepard’s method. It can be easily shown that (4.20) leads to zero-order consistency,




Ni (x)ui, with Ni (x) =
φ (x− xi)∑r
i=1 φ (x− xi)
. (4.35)
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These functions form a particularly simple and efficient way to find a meshfree PU of 0-
th order. The problem is clearly the low order of consistency which make the Shepard
PU fail for the solution of even second order boundary value problems. But, it shall
be mentioned that ways have been shown to construct a linear-precision (=first order
consistent) PU based on the Shepard’s method with only small extra computational effort
[117]. Furthermore, it is mentioned in [21] that in fact Shepard functions have been used
for the simulation of second-order PDEs, showing that consistency is sufficient (stability
provided) but may not be necessary for convergence.
Relation to other least-squares schemes. On˜ate et al. point out in [159] that any
least-squares scheme can be used for an approximation, hence for obtaining certain shape
















where different choices for the weighting function φ lead to different lest-squares schemes.
In particular, the choice φ = 1 leads to the standard least-squares method with the major
drawback that all nodal values show influence in the whole domain. Fixed least-squares are
obtained for φ = φj (xi), where the weighting functions have their highest value at the nodal
positions. φj might not be the only function which is non-zero at x, and the choice of the
“belonging” weighting function is not always easy; but more than one weighting function
would clearly lead to a multivalued interpolation. The latter drawback is eliminated by
the multiple fixed least-squares method, resulting for φ = φi (x). The MLS is obtained
for φ = φ (x− xi). There, the weighting function φ is defined in shape and size and
is translated over the domain so that it takes the maximum value at an arbitrary point
x, where the unknown of the function u is to be evaluated; the parameters a result as
functions of x.
The relations of these least-squares schemes are depicted in Fig. 7. Any of these schemes
can be used for the construction of meshfree shape functions. However, in practical use the
MLS shape functions are most often chosen and have therefore been presented in detail. It
should also been mentioned that it is possible to obtain the conventional meshbased finite
element shape functions via a least-squares procedure if the weighting function φ depends
on a mesh, see e.g. [154].
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Figure 7: Different least-squares schemes.
4.3.2 Particle Placement
Starting point for any construction of a PU is the distribution of nodes in the domain.
Although it is often stated that MMs work with randomly or arbitrary scattered points,
the method cannot be expected to give suitable results if several criteria are not fulfilled.
There are methods for producing well-spaced point sets, similar to mesh generators for
meshbased methods. Some methods rely on advancing front methods, such as the biting
method [129, 128]. Other point set generators are octree based [111] or they use Voronoi
diagrams and weighted bubble packing [41]. This is not considered in more detail because
there are basically the same methods for the distributions of nodes as in meshbased methods
where this also forms the first step.
4.3.3 Weighting Functions
The MLS procedure—as well as the RKPM—employ a weighting (=kernel or window)
function φ, which requires further specification. These functions ensure the locality of
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Figure 8: a) and b) compare Lagrangian and Eulerian kernels, c) shows the limited use
of Lagrangian kernels. The initial situation at t = 0 is plotted in black, grey lines show
situations at t > 0.
the point data due to the compact support of the resulting MLS functions. The most
important characteristics of weighting functions are listed in the following.
Lagrangian and Eulerian kernels. In MMs, the particles (=nodes with meshfree shape
functions) often move through the domain with certain velocities. That is, the problem
under consideration is given in Lagrangian formulation, rather than in Eulerian form where
particles are kept fixed throughout the calculation. Also the weighting function may be a
function of the material or Lagrangian coordinates X, φi (X) = φ (‖X −X i‖ , ρ), or of
the spatial or Eulerian coordinates x, φi (x) = φ (‖x− xi (t)‖ , ρ). The difference between
these two formulations may be seen in Fig. 8a) and b), where particles move due to a
prescribed non-divergence-free velocity field. It is obvious that the shape of the support
changes with time for the Lagrangian kernel but remains constant for the Eulerian kernel.
An important consequence of the Lagrangian kernel is that neighbours of a particle remain
neighbours throughout the simulation. This has large computational benefits, because
a neighbour search for the summation of the MLS system of equations has only to be
done once at the beginning of a computation. In addition, it has been shown in [17] and
[163] that Lagrangian kernels have superior stability properties in Lagrangian collocation
MMs. However, the usage of Lagrangian kernels comes at the major disadvantage that
it is limited to computations with rather small movements of the particles during the
calculation (as is often the case e.g. in structural mechanics) [163]. It can be seen in
Fig. 8c) that Lagrangian kernels may not be used in problems of fluid dynamics due to the
prohibitive large deformation of the support shape. In this figure a divergence-free flow field
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resulting from the well-known driven cavity test case has been taken as an example. Clearly,
in cases where neighbour relations break naturally—i.e. physically justified—throughout
the simulation, Lagrangian kernels seem useless as their property to keep the neighbour
relations constant is undesirable.
It is clear that if the problem under consideration is posed in an Eulerian form, then the
particle positions are fixed throughout the simulation and the shape of the supports stays
constant, i.e. Eulerian kernels result naturally. For a theoretical analysis of Lagrangian
and Eulerian kernels see [17].
Size and shape of the support. The support Ω˜i of a weighting function φi differs in
size and shape, the latter including implicitly the dimension of the PDE problem under
consideration. Although any choice of the support shape might be possible, in practice
spheres, ellipsoids and parallelepipeds are most frequently used. The size and shape of the
support of the weight function is directly related to the size and support of the resulting
shape function, and Ni (x) = 0 ∀ {x |φi (x) = 0}.
The size of the support is defined by the so-called dilatation parameter or smoothing length
ρ. It is critical to solution accuracy and stability and plays a role similar to the element
size in the FEM. h-refinement in the FEM can be produced in MMs by decreasing the
value of the dilatation parameter, thus implying an increase in the density of the particles
[136]. Although the dilatation parameter is often chosen to be constant for all points xi it
can be different for each point and may vary during the calculation. The aim is to obtain
“good” solutions—although here it remains unclear how to find optimal smoothing lengths
[136]—or to keep the number of particles in the support of each node constant [85]. In
both cases, one needs to determine time derivatives of ρ, leading to complicated equations.
However, Gingold and Monoghan found in [68] that if these terms are omitted, energy is
conserved with an error < 1% or less for large particle numbers r.
Any one-dimensional weighting function φ (x) can be used to create a d-dimensional weight-
ing function either of the form φ (‖x‖) in case of spherical supports or by a tensor product∏d
i=1 φ (xi) in case of parallelepipeds.
The intersecting situation of supports Ω˜i is also called cover [71]. The cover construction,
i.e. the choice of the size (implicitly through the dilatation parameter ρ) and shape of the
supports has to fulfill—together with the node distribution—certain conditions in order





















Figure 9: Exponential and spline weighting functions.
in the MLS procedure, see section 4.3.4. The aspect of an automatic cover construction
for a given point set is worked out in [71, 78]. However in practice, instead of using
certain algorithms for the definition of the cover, it is often constructed manually in a
straightforward “intuitive” way.
Functional form of the weighting function. The third important characteristic of
weight functions is their functional form. In general, φ is chosen to be a member of a
sequence of functions which approximates the Dirac-δ function [68], motivated by (4.29).
There exist infinitely many possible choices [76, 149] but typically, bell-shaped (Gaussian-
like) functions are used. The functional form has some effect on the convergence of an
approximation, which is difficult to predict [136].
An important consequence of the choice of the functional form is the continuity (smooth-
ness) of the approximation. The smoothness of the resulting shape function is directly
related to the smoothness of the weight function. Provided that the basis p is also at
least as continuous as the weighting function φ, then if φ is continuous together with its
first l derivatives, i.e. φ ∈ C l(Ω), the interpolation is also continuous together with its
first l derivatives. More general, if p ∈ Cm (Ω) and φ ∈ C l (Ω), then the shape function
N ∈ Cmin(l,m) (Ω), see e.g. [47] for a proof.
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Some examples of frequently used weighting functions are:
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where q = ‖x− xi‖ /ρ. In Fig. 9, the third and forth order spline weighting functions are
shown together with the exponential (Gaussian) weighting function (version 2) for different
values of c and k = 1.
As discussed in section 4.3.1, the MLS approximant uh = Gu, does in general not interpo-
late (“pass through”) the data, which might be disadvantageous. Already Lancaster and
Salkauskas pointed out in [121] that the interpolating (Kronecker-δ) property of the shape
functions can be recovered by using singular weighting functions at all nodes.
It is mentioned that the support size (defined by ρ) and shape as well as the functional
form of the weighting function are free values. It is impossible to choose these values in a
general, optimal way suited for arbitrary problems under consideration. However, one may
take advantage of these free values in obtaining certain properties of the approximation
method. For example, in [106] Jin et al. modify the weighting in the framework of meshfree
collocation methods in order to enable the fulfillment of the so-called positivity conditions
(which also arise in a finite difference context). Atluri et al. modify either the functional
form of the weighting function or shift the support in upwind direction in order to obtain
stabilizing effects in a Galerkin setting for advection-dominated problems [4]. On the other
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hand, it may also be a major problem in certain cases to have free values to define the
characteristics of the weighting function without knowing how to choose them. For exam-
ple, intuitive ad hoc approaches such as keeping the ratio between the particle density and
smoothing length ρ/h constant when changing the particle number locally seems straight-
forward, however, in the context of standard SPH this may not even converge [19]. Or an
improper choice of a parameter may result in instability of the numerical solution (small
changes of improperly selected parameter evoke large fluctuations in the solutions), see
e.g. [5]. In these situations it is obviously not desirable to have these free values. Despite
of these considerations, it should be added that it is in practice often not difficult to choose
the free parameters and obtain satisfactory results.
4.3.4 Solving the k × k System of Equations
In the MLS method (and RKPM)—in order to evaluate the n-th order consistent shape
functions at a certain point x—a k×k matrix, the moment matrixM (x), see (4.22), must
be inverted, i.e. a system of equations must be solved. The parameter k, which defines the
size of this system, equals the number of components in the intrinsic basis p (x), and thus
depends on the dimension of the problem d and the desired consistency order n, see section
4.2.1. The need to build up and invert the moment matrix at a large number of integration
points is the major drawback of MMs, because of the computational cost and the possibility
that the matrix inversion fails. The computational cost consists in evaluating summation
expressions including a neighbour search and in matrix inversion itself. Furthermore, the
computation of the derivatives of the shape functions involves a large number of (small)
matrix-matrix and matrix-vector multiplications, see (4.26) and (4.27).
Evaluating the summation expressions in (4.22) and (4.23) requires the identification of
the particles’ neighbours, i.e. the detection of particles with φ (x− xi) 6= 0. This may be
called connectivity computation; it is important to note that in meshbased methods, the
mesh defines the connectivity a priori. In MMs the connectivity is determined at run-time
for each point at which the shape functions need to be evaluated. This important step
can dominate the total CPU time for large node numbers, especially if sequential searches,
which are of O (r) complexity, are used for each evaluation point. Therefore, one may use
search techniques which employ localization, since such techniques can perform the search
at a given point in an optimal time O (log r) [118].
The moment matrix M (x) is symmetric and under certain conditions it is expected to be
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positive-definite. The matrix inversion is usually done via a factorization by the pivoting
LU, QR factorization or singular value decomposition (the latter two are indicated for
ill-conditioned matrices) [118]. A factorization of M (x) can be reused for the calculation
of the shape function derivatives [20].
In addition to the disadvantage of the high computational burden associated with the con-
struction and inversion of the matrix, the inversion can even fail ifM (x) becomes singular
(the rank of M (x) becomes smaller than k) or “nearly” singular, hence ill-conditioned.
Conditions on the particle distribution (section 4.3.2) and cover (section 4.3.3) in order to
ensure the regularity of the mass matrix are:
• For every point x ∈ Ω there exists a ball B (x) = {x∣∣ |x− x| ≤ c} in which the
number of particles r? satisfies the condition 0 < rmin ≤ r? ≤ rmax < ∞ where rmin
and rmax are a priori numbers [137].
• Each particle at position xi has a corresponding support Ω˜i (where φ (x− xi) 6= 0).
The union of all supports covers the whole domain, i.e. Ω ⊆ ⋃ri=1 Ω˜i [137].
• Every point x ∈ Ω must lie in the area of influence of at least k = dim (M) particles
[86], hence:
card {xi|φ (x− xi) 6= 0 , i ∈ {1, . . . , r}} ≥ k = dim (M) . (4.38)
• The particle distribution must be non-degenerate [86, 137]. For example, d + 1
particles are needed for the construction of a PU of first order and they must describe
a non-degenerate d-simplex: In two dimensions x must belong to at least three
supports of particles which are not aligned, and in three dimensions x must belong
to at least four supports of particles which are not coplanar.
A robust algorithm should always check the success of the matrix inversions [118]. One way
is to estimate the condition number ofM (x), and another one ensures the final accuracy of
the shape functions by checking the fulfillment of the consistency conditions (4.1), possibly
including the derivative consistency conditions (4.7). Thus it is checked if really a PU of
the desired order has been obtained. If a certain mismatch is exceeded an error exit can
be made. Of course, satisfying the conditions for regular matrices M does not ensure the
regularity (and consequently solvability) of the global system of equations resulting from
the integration of the weak form under consideration [86].
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In the MLS the basis of monomials is usually used for p (x), and this can easily lead to
ill-conditioned moment matrices. However, it was already pointed out in section 4.3.1
that any linear combination of the basis functions will lead to the same shape functions.
According to this, translated and scaled bases can be used leading to a better conditioning
of the moment matrices. In practice, often p ((x− xi) /ρ) is taken instead of p (x) [86].
4.3.5 Imposing Essential Boundary Conditions
Due to the lack of Kronecker-δ property of most of the meshfree shape functions the
imposition of essential boundary conditions (EBCs) requires certain attention. A number
of techniques have been developed to perform this task. It seems that the imposition of
EBCs in MMs is only a solved problem in the sense that it is easily possible to fulfill
the prescribed boundary values directly at the nodes. However, as e.g. noted in [77], a
degradation in the convergence order may be found for most of the imposition techniques
in two or more dimensions for consistency orders higher than 1.
Following [56], one may divide the various methods in those that modify the weak form,
those that employ shape functions with Kronecker-δ property along the essential boundary
and others. These methods are briefly described in the following, together with references
where this method has been used in the context of MMs.
Approaches modifying the weak form.
• Lagrangian multiplier method [21]: This method is a very general and accurate
approach. A problem is that Lagrangian multipliers need to be solved in addition
to the discrete field variables, and a separate set of interpolation functions for La-
grangian multipliers is required and must be chosen carefully with respect to the
Babusˇka-Brezzi stability condition [30]. Furthermore, the global matrix is not pos-
itive definite and possesses zeros on its main diagonal, this restricts the choice of
possible solvers [22, 141].
• Penalty approach [156]: In this case a penalty term of
α
∫
w (u− uˆ) dΓ, (4.39)
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with α 1 is added to the weak form of the problem, and uˆ is the prescribed value
along the Dirichlet boundary. The success of this method is directly related to the
usage of large numbers for α. This on the contrary influences the condition number
of the resulting system of equations in a negative way, i.e. the system is more and
more ill-conditioned with increasing values for α. The advantages of the penalty
approach is that the size of the system of equations is constant and the possible
positive definiteness remains for large enough α.
• Nitsche’s method [8, 51]: This method may be considered a consistent improve-
ment of the penalty method. That is, rather than adding only one term to the weak
form of the problem a number of terms is added depending on the specific problem
under consideration. The α-value may be chosen considerably smaller than in the
Penalty method—avoiding an ill-conditioning—, and the advantages of the Penalty
method remain.
Approaches employing shape functions with Kronecker-δ property.
• Coupling with finite elements [33, 88, 113, 185]: Any of the coupling methods
to be discussed in section 6 may be used to employ a string of elements along the
essential boundaries and to combine the FE shape functions defined on this string
with the meshfree approximation, see Fig. 10. The advantage of this approach is
clearly that all shape functions related to the essential boundary have Kronecker-δ
property as they are standard FEM functions and the essential boundary conditions
may be easily imposed. The disadvantage is that a string of elements has to be
generated, and that the coupling necessarily leads to a somewhat complicated code
structure.
• Transformation method [32, 36, 125]: There exist a full and a partial (boundary)
transformation method. In the first, an inversion of a r×r matrix is required and the
Kronecker-δ property is obtained at all nodes, whereas in the latter, only a reduced
system has to be inverted and the Kronecker-δ property is obtained at boundary
nodes only. The full transformation method is described as follows. Assume that
A (u) = b is the general system of equations to be solved is, where u are the unknowns
for a non-interpolating approximation. Then, D−1u with Dij = Ni (xj) are the
interpolating “real” nodal values and A? (D−1u) = b? is solved instead. In this
system of equations, the EBCs may be directly inserted.
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• Singular weighting functions [36, 109, 121]: Using weighting functions in the
MLS procedure, which are singular at the corresponding particle position, recovers
the Kronecker-δ property of the MLS functions. One may also employ singular
weighting functions only for the boundary nodes, then the Kronecker-δ property
is only recovered at these nodes. Integration points have to be placed carefully in
this approach, considering a minimum distance from the singularities. Accuracy is
often a problem of this approach [79].
• Extended approximation spaces [8, 21, 125]: Referring to section 4.4.3, the es-
sential boundary conditions can be implemented by choosing the local approximation
spaces such that the functions satisfy the Dirichlet boundary conditions [7, 8]. For
example in [21, 125] Legendre polynomials are used as an extrinsic basis recovering
the Kronecker-δ property.
Others.
• Boundary collocation [151, 184, 189]: This method is a simple extension of the
standard FEM technique for imposing essential boundary conditions. The boundary
condition u = g along the Dirichlet boundary ΓD is enforced by u (xi) =N
T (xi)u =
g (xi) [151]. This expression is taken directly as one equation in the total system of
equations. This method can enforce EBCs exactly only at boundary points, but not
in between these nodes [4]. It should be noted that an important condition is not
fulfilled for the standard boundary collocation method: It is required that the test
functions in a weak form must vanish along the essential boundary [184]. Neglecting
this leads to a degradation in the convergence order for meshfree shape functions with
high consistency orders. Therefore, Wagner and Liu propose a corrected collocation
method in [184], which considers the problem of non-vanishing test functions along
the essential boundary. This idea is further considered and modified in [189].
4.3.6 Integration
The integral expressions of the approximated weak form of a PDE—emanating from the
weighted residual method—have to be evaluated numerically. As has been mentioned
previously, this is the most time-consuming part in MMs, because of the large number of




Figure 10: Using a finite element string along the essential boundary for imposition of
EBCs.
integration points needed, and the computational effort in evaluating the meshfree shape
functions at each integration point.
Numerical integration rules are of the form∫




and vary only with regard to the locations xi and weights ∆Vi of the integration points.
Available forms include for example Gaussian integration and trapezoidal integration.
(Monte-Carlo integration may also be considered as an interpretation of “integration”
in collocation MMs).
Gaussian integration rules are most frequently used for the integration in MMs. They
integrate polynomials of order 2nq − 1 exactly where nq is the number of quadrature
points per dimension. The special weighting of this rule makes only sense if the meshfree
integrands (being a product of a test and trial function) are sufficiently polynomial-like in
the integration domains. It should be noted that even if the meshfree shape functions are
sufficiently polynomial-like in their supports, this may not be the case for the integrand in
the integration domain.
Assume, for example, the evaluation of the matrix element AIJ , being an integral over
some product of the test function NI with the shape function NJ . Both are assumed
polynomial-like in their supports Ω˜I and Ω˜J , and it may be concluded that this is also the
case in the intersection of these supports Ω˜I
⋂
Ω˜J , see also Fig. 12. However, choosing a
different (larger) integration domain than this intersection necessarily leads to parts which
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are 0, and the integrand in the integration domain may no longer be sufficiently polynomial-
like (it is then only C0-continuous). Then, the use of Gaussian integration rules may be
unsuited and the trapezoidal rule may be preferred.
Direct Nodal Integration. Evaluating the integrals only at the nodal positions xi in-
stead of introducing integration points is called direct nodal integration. The resulting
meshfree method is closely related to collocation MMs [17, 19]. The integration is clearly
substantially more efficient than using full integration. However, in addition to compar-
atively large integration errors, a stability problem arises for the direct nodal integration
which is very similar to some numerical problems in collocation methods. Stabilization
approaches have been proposed to overcome these problems [15, 37].
Even for stabilized nodal integration schemes, the accuracy—in reference to convergence
rate and absolute accuracy—of nodally integrated Galerkin MMs is considerably lower
than for full integration, see e.g. [19] for a comparison.
Integration with Background Mesh or Cell Structure. In these techniques, the
domain is divided into integration subdomains which are very similar to a mesh. However,
this mesh has neither to be conforming nor aligning with, for example, the boundaries.
The resulting MMs are often called pseudo-meshfree as only the approximation is truly
meshfree, whereas the integration requires some kind of mesh. In case of a background
mesh, nodes and integration cell vertices coincide in general—as in conventional FEM
meshes. In case of integration with a cell structure, nodes and integration cell vertices do
in general not coincide at all [44]. The difference may be seen in Fig. 11.
The problem of background meshes and cells is that the integration error which arises from
the misalignment of the supports and the integration domains is often higher than the one
which arises from the non-polynomial character of the shape functions [44]. It is pointed
out that in case of the FEM, supports and integration domains always coincide.
Special techniques, such as those proposed in [44], construct integration cells that align
with the shape functions supports by means of a bounding box technique. This approach
is very closely related to integration over intersections of supports as discussed below. The
use of adaptive integration by means of adaptively refining the mesh (which does not have
to be conforming) or cell structure is discussed in [173].
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integration with background mesh integration with cell structure
Figure 11: Integration with background mesh or cell structure.
Integration over Supports or Intersections of Supports. In this method, the do-
main of integration is directly the support of each node or even each intersection of the
supports respectively, see Fig. 12. The resulting scheme is truly meshfree. The results in
case of integrating over intersections of subdomains are much better than in the mesh or
cell-based integration of the pseudo-meshfree methods for the same reason as in the above
mentioned closely related alignment technique.
From an implementational point of view it should be mentioned that the resulting system
matrix is integrated line by line and no element assembly is employed. For the integration
over supports the integration points are distributed individually for each line of the final
matrix, whereas the integration over intersection of supports distributes integration points
for each element of the final matrix individually.
4.3.7 Discontinuities
The continuity of meshfree shape functions is often considerably higher than for FEM
shape functions. In fact, they can be built with any desired order of continuity depending
most importantly on the choice of the weighting function, see section 4.3.3. The resulting
derivatives of meshfree interpolations are also smooth leading in general to very desirable
properties, like smooth stresses etc. However, many practical problems involve physically
justified discontinuities. For example, in crack simulation the displacement field is discon-
tinuous, whereas in a structural analysis of two different connected materials the stresses
are discontinuous. In the prior case the discontinuity is related to the interpolation itself,
in the latter case only to the derivatives (discontinuous derivatives occur whenever the
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support of test function










Figure 12: Integration over local supports or intersections of local supports.
coefficients of the PDE under consideration are discontinuous).
MMs need certain techniques to handle these discontinuities. Classical meshbased methods
have problems to handle these problems, because there the discontinuity must align with
element edges; although also for these methods ways have been found to overcome this
problem (e.g. [23]). The treatment of discontinuities has similar features than the treatment
of non-convex boundaries, see Fig. 13. It is cited from [79]:
One has to be careful with performing MLS for a domain which is strongly
non-convex. Here, one can think of a domain with a sharp concave corner. To
achieve that MLS is well defined for such a domain and to have that the shape
functions are continuous on the domain, it is possible that shape functions
become non-zero on parts of the domain (think of the opposite side of the
corner) where it is more likely that they are zero. Hence, nodal points can
influence the approximant uh on parts of the domain where it is not really
convenient to have this influence.
Here, only methods are discussed which modify the supports according to the discontinuity,
see [160] for an interesting comparison of these methods. Other methods such as those
which incorporate discontinuous approximations as an enrichment of the basis functions
[23, 25, 115] are not considered in the following.
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Figure 13: One has to be careful for non-convex boundaries. The support of node I should
be modified, therefore, the same methods as for discontinuity treatment may be used.
Visibility Criterion. The visibility criterion [22] may be easily understood by consid-
ering the discontinuity opaque for “rays of light” coming from the nodes. That is, for the
modification of a support of node I one considers light coming from the coordinates of
node I and truncates the part of the support which is in the shadow of the discontinuity.
This is depicted in Fig. 14a).
A major problem of this approach is that at the discontinuity tips an artificial discontinuity
inside the domain is constructed and the resulting shape functions are consequently not
even C0-continuous. Convergence may still be reached [116], however, significant errors
result and oscillations around the tip can occur especially for larger dilatation parameters
[160]. The methods discussed in the following may be considered as improved versions
with respect to the shortcomings of the visibility criterion and show differences only in the
treatment around the discontinuity tips.
It shall further be mentioned that for all methods that modify the support—which in fact
is somehow a reduction of its prior size—there may be problems in the regularity of the
k×k system of equations, see section 4.3.4, because less supports overlap with the modified
support. Therefore, it may be necessary to increase the support size leading to a larger
band width of the resulting system of equations [25].
Diffraction Method. The diffraction method [20, 160] considers a diffraction of the rays
around the tip of the discontinuity. For the evaluation of the weighting function at a certain
evaluation point (usually an integration point) the input parameter of φ (‖x− xI‖) =
φ (dI) is changed in the following way: Define s0 = ‖x− xI‖, s1 being the distance from
the node to the crack tip, s1 = ‖xc − xI‖, and s2 the distance from the crack tip to the
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in [20] only γ = 1, i.e. dI = s1+s2 = ‖xc − xI‖+‖x− xI‖, has been proposed. Reasonable
choices for γ are 1 or 2 [160], however, optimal values for γ are not available and are problem
specific. The derivatives of the resulting shape function are not continuous directly at the
crack tip, however, this poses no difficulties as long as no integration point is placed there
[160].
The modification of the support according to the diffraction method may be seen in
Fig. 14b). A natural extension of the diffraction method for the case of multiple dis-
continuities per support may be found in [152].
Transparency Method. In [160] the transparency method is introduced. Here, the
function is smoothed around a discontinuity by endowing the surface of the discontinuity
with a varying degree of transparency. The tip of the discontinuity is considered completely
transparent and becomes more and more opaque with increasing distance from the tip. For
the modification of the input parameter of the weighting function dI follows





, γ ≥ 2, (4.42)
where s0 = ‖x− xI‖, ρI is the dilatation parameter of node I, sc is the intersection
of the line xxI with the discontinuity and sc is the distance from the crack tip where
the discontinuity is completely opaque, see Fig. 14c). For nodes directly adjacent to the
discontinuity a special treatment is proposed [160]. The value γ of this approach is also a
free value which has to be adjusted with empirical arguments. The resulting derivatives
are continuous also at the crack tip.
4.4 Specific Meshfree Methods
In the following a brief description of some important specific MMs is given. In particular,
collocation and Bubnov-Galerkin MMs are described, as well as MMs which employ an
additional extrinsic basis for the approximation, see Fig. 4 on page 34. One may relate
certain properties for each of these classes of MMs.
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Figure 14: Visibility criterion, diffraction and transparency method for the treatment of
discontinuities.
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4.4.1 Collocation Meshfree Methods
The most well-known collocation MM is smoothed particle hydrodynamics (SPH). It was
introduced in 1977 by Lucy in [142], and is often considered the first MM. The SPH is
a Lagrangian collocation method, i.e. the collocation points (=particles) move with their
associated velocity through the domain. This makes it a typical representative of “particle
methods” [17, 68, 148]. It was first used for astronomical problems, and later extended to
fluid (and structural) problems [68]. The basic idea of the SPH is a kernel approximation








K (x,xi)u (xi)∆Vi. (4.44)
The kernelK (x,y) is replaced by Gaussian-like functions such as those discussed in section
4.3.3. It becomes obvious that the name SPH stems from the smoothing character of
the particles’ point properties to the kernel function, thus leading to a continuous field.
However, a simple discrete kernel of the form K (x,xi) = φ (x− xi) is in general not
able to fulfill consistency requirements of even 0-th order, see e.g. [21]. This leads to
major drawbacks of the traditional SPH concerning stability and accuracy [17, 43, 177].
These effects are most serious near the boundary, see e.g. [32, 125] (“spurious boundary
effects”). Fixing the lack of consistency by a kernel which is able to fulfill the reproducing
conditions of any desired order leads to the reproducing kernel particle methods (RKPM)—
in a collocation setting—, see section 4.3.1. Also a number of other fixed versions of the
SPH exists, which are all able to fulfill consistency requirements of at least 0-th order. The
corrected SPH (CSPH) [28, 120] and moving least-squares SPH (MLSPH) [43] are popular
examples. See [19], [125] and [164] for an overview and further references for the various
fixing approaches for the shortcomings of traditional SPH.
The finite point method (FPM), introduced by On˜ate et al. in [159], is a consistent col-
location method which is based on fixed (Eulerian) particles in contrast to the moving
(Lagrangian) particles of the SPH. It employs shape functions generated by different least-
squares procedures, including MLS.
A problem of collocation methods is that there is no systematic way to handle neither rigid
nor moving boundaries [136]. According to [149], rigid walls have been simulated using
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(a) forces with a length scale h (this mimics the physics behind the boundary condition),
(b) perfect reflection, and (c) a layer of fixed particles. The fixed particles in the latter
approach are often called ghost particles, see e.g. [164], where boundary conditions in SPH
have been intensively discussed. Natural boundary conditions are also a major problem in
SPH and collocation methods in general [17].
4.4.2 Bubnov-Galerkin Meshfree Methods
Using meshfree shape functions in a Bubnov-Galerkin setting was first presented by Nay-
roles et al. in [154]. They call their method diffuse element method (DEM) and construct
the shape functions as a generalization of the FEM procedure. A possible way to obtain
finite element shape functions is to employ a weighted least-squares method, where the
weighting functions are constant over selected subdomains defined by means of a mesh.
In the DEM, these subdomains (elements) are replaced by diffuse overlapping elements
leading to exactly the same shape functions as those of the MLS method (although this
was not realized by Nayroles et al. [114]). Although the shape functions of the DEM are
identical to the MLS shape functions, Nayroles et al. made a number of simplifications:
• The derivatives are not computed correctly according to (4.26) and (4.27), but under
the assumption that a (x) is constant. It is shown in [114] that the resulting deriva-
tives are no longer integrable and consequently do not fulfill a requirement on the
test functions in a weighted-residual method.
• Only very low quadrature rules for integration are used [141]. Then, it is unlikely
that a sufficiently accurate integration of the Bubnov-Galerkin weighted residual is
evaluated.
• Essential boundary conditions are not enforced correctly [141].
The element-free Galerkin (EFG) method, proposed in [22] by Belytschko et al., corrects
these simplifications. That is, the derivatives of the MLS functions are computed correctly,
sufficiently large number of integration points are used, and essential boundary conditions
are enforced correctly (in [22] by Lagrangian multipliers). Throughout this paper, the
term EFG is used for a MM that employs MLS shape functions in a Bubnov-Galerkin or
Petrov-Galerkin setting as those resulting from stabilized formulations, see section 5. The
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Figure 15: L2-error for Bubnov-Galerkin and collocation MMs in dependence of varying
dilatation parameters.
integration method or the enforcement of essential boundary conditions are not considered
to be identifying parts of the method.
The EFG is one of the most popular MMs in practice. In comparison with collocation
MMs, described in the previous subsection, Galerkin MMs such as the EFG are found to
be more accurate but also more time-consuming due to the large number of integration
points, which are necessary for the integration of the weak form. In [118], the authors claim
that the EFG (=MLS) shape functions are 50-times more expensive to compute than FEM
shape functions, and our own experiences confirm this statement.
The higher accuracy of Galerkin methods compared to collocation methods is demon-
strated with an example, see Fig. 15. The one-dimensional advection-diffusion equation
c · u,x − K · u,xx = 0 on Ω = (0, 1) with u (0) = 0 and u (1) = 1 is approximated by a
Bubnov-Galerkin and collocation MM. 21 regularly distributed nodes are employed and
the advection-diffusion ratio is chosen small enough such that stabilization of this problem
is not necessary. The dilatation parameter varies between 1.3∆x ≤ ρ ≤ 5.3∆x. It may be
seen that Bubnov-Galerkin MMs are more accurate than collocation MMs and tend to be
less sensitive in the dilatation parameter. For an explanation for the rise and falls of the
plot in dependence of the dilatation parameter, see [134].
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4.4.3 Meshfree Methods with Extended Approximation Properties
The partition of unity FEM (PUFEM) [145], generalized FEM (GFEM) [173, 174], ex-
tended FEM (XFEM) [23] and the partition of unity methods (PUM) [10] may be consid-
ered to be essentially identical methods, following e.g. [7, 8]. Even those methods which
have the term “finite element” in their name do not necessarily rely on a meshbased PU
(although this might have been the case in the first publications of the method). All these






the intrinsic basis p (x) is used for the construction of a PU {N}, which may either be
obtained in a meshfree or meshbased way. Instead of having only u as unknowns one
has l times more unknowns vi = (v1, . . . ,vl). q (x) may consist of monomials, Taylor
polynomials, Lagrange polynomials or any other suitable functions. For example, Babusˇka
and Melenk use in [9] for the Helmholtz equation in one dimension the extrinsic basis
qT (x) =
[
1, x, . . . , xl−2, sinhnx, coshnx
]
.
Some main features of this class of methods are:
• A lower order consistent PU can be enriched to a higher order approximation [10].
For example a zero-order PU may be extended to higher-order consistency by choice
of a suitable extrinsic basis. In this case, the number of unknowns per node is l-times
higher, leading to large system of equations. In contrast, constructing a higher-order
PU with the MLS procedure from the beginning leads always to only one unknown
per node and the increased work lies in the inversion of larger moment matrices.
• A priori knowledge about the solution can be included into the approximation, and
thus the trial and test spaces can be designed with respect to the problem under
consideration [7, 10, 145, 173, 174]. Standard FEMs and MMs rely on the local
approximation properties of polynomials, being used in the intrinsic basis. How-
ever, if—from analytical considerations—the solution is known to have locally a non-
polynomial character (e.g. it is oscillatory, singular etc.), the approximation should
better be done by (“handbook”) functions that are more suited than polynomials,
e.g. harmonic functions, singular functions etc., in order to gain optimal convergence
properties.
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• One can easily construct ansatz spaces of any desired regularity, while in the FEM
it is a severe constraint to be conforming. The approximation properties of the
FEM are based on the local approximability and the fact that polynomial spaces
are big enough to absorb extra constraints of being conforming without loosing the
approximation properties. Instead, in the PUM, the smoothness of the PU enforces
easily the conformity of the global space and allows one to concentrate on finding
good local approximations for a given problem [145].
• The essential boundary conditions can be implemented by choosing the local approx-
imation spaces such that the functions satisfy them [7, 8]. In contrast, standard MMs
based on the MLS or RKPM procedure without an additional extrinsic basis require
special attention for the imposition of EBCs, see section 4.3.5.
The aspect of including a priori knowledge into the approximation space is often the
most important reason for using PUMs in practice. For standard problems, polynomial
approximation spaces are most often well-suited. Then, standard MMs which use PU-
functions straightforward for the approximation are the first choice.
4.5 Choice of a Meshfree Method for Flow Problems
A number of different MMs and related problems have been discussed in the previous
subsections. In this subsection, the particular MM chosen for the approximation of fluid
and fluid-structure-interaction problems in the sequel of this work is described in detail.
Most MMs for the simulation of flow problems are Lagrangian collocation methods such
as the SPH, see section 4.4.1. These methods are comparatively fast, but the accuracy is
often a problem. Boundary conditions are not easy to apply in general, especially at the
outflow, where particles leave the domain.
The accuracy aspect is closely related to the use of a collocation setting, which is consider-
ably less accurate for the same number of nodes than an equivalent Galerkin method, see
e.g. Fig. 15. The problem with the boundary condition treatment is, in addition, related
to the Lagrangian formulation. Particles move through the domain and it requires special
techniques to apply the boundary conditions at certain positions.
Therefore, the focus in this work is on meshfree Eulerian and ALE Galerkin methods. Using
a Galerkin method promises high accuracy, whereas the Eulerian and ALE formulation
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offers the advantage that particles remain constant in most parts of the domain. Particles
are placed at suitable positions, e.g. along the boundary, and remain there throughout the
calculation. The enforcement of boundary conditions is comparably easy and accurate.
The fact that particles stay at positions where this is desirable has also advantages in
adaptive procedures.
However, Eulerian and ALE Galerkin MMs are not without shortcomings. Using Eulerian
and ALE formulations for advection-dominated problems, such as those which frequently
arise in the context of fluid dynamics, requires stabilization. This is well-known in the
meshbased context, where various stabilization strategies have been developed. In section
5, some of these techniques are extended for the use in the meshfree context. Stabilized
MMs are a crucial aspect for the success of Eulerian and ALE MMs.
Another problem of Eulerian and ALE Galerkin MMs is the increased amount of computa-
tional work—compared with collocation methods—associated with the integration of the
weak form. Especially in flow simulation often large numbers of unknowns are involved,
and the integration may be prohibitively expensive. Therefore, it seems promising to cou-
ple standard meshbased methods like the FEM with meshfree Galerkin methods. Then,
it is possible to use MMs only in small regions of the domain, where a mesh is difficult to
maintain, and meshbased standard methods in all other parts. The computational work is
expected to scale with the meshbased part, rather than with the meshfree one. It should be
noted that Eulerian and ALE Galerkin methods are standard in finite element simulations
of flow problems, and it is therefore a natural and straightforward choice to couple them
with their meshfree counterparts. The aspect of coupling is worked out in section 6.
The individual aspects of the chosen MM according to the previous subsections are de-
scribed as follows:
Shape and test functions. (section 4.2.2–4.2.4) The standard MLS functions are chosen
to construct a PU of first order, which is the minimum requirement for the Navier-Stokes
equations. The approximation relies on these functions only and does not employ an
additional extrinsic basis, which is, in practice, only chosen for very special problems. The
test functions are chosen according to the stabilization method which is involved, leading to
Petrov-Galerkin settings, see section 5. For all problems which do not require stabilization,
a simple Bubnov-Galerkin approach is taken, that is, the test functions are identical to the
shape functions.
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This method is equivalent to the element-free Galerkin (EFG) method, which in its original
version is used in Bubnov-Galerkin settings only, together with a certain treatment of
boundary conditions and integration. In this work, Petrov-Galerkin methods are frequently
used, and integration and boundary condition aspects are realized differently. Nevertheless,
the most important idea of the EFG remains: the use of MLS shape functions in Galerkin
settings.
Weighting function. (section 4.3.3) The forth-order spline is used as the standard
weighting function for all numerical studies presented herein. Also many other possibili-
ties have been realized successfully in our own numerical studies, however, no significant
advantages over the forth-order spline could be noted for other weighting functions. And
the computational effort for the evaluation of the different weighting functions varies con-
siderably, with the forth-order spline being one of the least expensive alternatives. In more
than one dimension, tensor products as well as spherical generalizations of the forth-order
spline are employed.
Boundary conditions. (section 4.3.5) The boundary collocation method seems to be
the simplest approach and is employed in a number of test cases. A possible loss of
convergence for higher order approximations was not noted for the first order consistent
shape functions chosen herein. Also the penalty method is employed in one test case
(section 6.5.6). In the coupled meshfree/meshbased fluid solver, see section 6, boundary
conditions are prescribed by help of coupling finite elements along the boundary.
Integration. (section 4.3.6) Both, background integration by means of a mesh and inte-
gration over supports are realized. Gaussian and trapezoidal rules with different numbers
of integration points may be taken for the numerical evaluation of the integrals.
Discontinuities. (section 4.3.7) The visibility criterion is realized for a test case de-
scribed in section 6.5.6. It is claimed in [160] that this criterion leads for small dilatation
parameters ρ to almost identical results as obtained by the diffraction and transparency
method.
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5 Stabilization of Meshfree Methods
It has been discussed in section 2.1 that one may consider different formulations of the
underlying partial differential equations. Most importantly Lagrangian, Eulerian, and
arbitrary Lagrangian-Eulerian (ALE) formulations [98] have to be mentioned, which choose
distinct reference systems for the description of the problem. The most important difference
in the formulations is in the presence of an advection term in the Eulerian and ALE
formulations, which is absent in the Lagrangian description. Advection terms are non-
selfadjoint operators that often lead to problems in their numerical treatment, e.g. [31].
This is particularly the case for Bubnov-Galerkin methods, where the test functions are
chosen equal to the shape functions. Spurious oscillations may pollute the overall solution
and stabilization is required, see e.g. [31].
Numerical problems (locking, singular matrices etc.) may also occur with so-called mixed
problems [55], the incompressible Navier-Stokes equations fall into this class. Applying
the same shape functions to all variables of the problems in a Bubnov-Galerkin setting
(equal-order interpolation), which is from a computational viewpoint the most convenient
way, leads to severe problems as a result from violating certain conditions. Stabilization is
a possibility to overcome these problems [55].
The need for stabilization is well studied in the meshbased context, e.g. [31, 46, 97]. A
number of stabilization techniques have been developed to overcome numerical problems.
This stems from the fact that for meshbased methods the Eulerian or ALE formulation is
standard, e.g. [46, 82], because it seems impossible to maintain a conforming mesh in most
flow problems with the Lagrangian formulation. Then, stabilization is a crucial ingredient
to obtain suitable solutions.
Eulerian and ALE meshfree methods are not only of interest in their own right, but are a
natural choice for the desired coupling of meshbased and meshfree methods. So far, MMs
for fluid simulation have usually been used in Lagrangian formulations, i.e. as particle
methods [112, 148, 149, 182]. To successfully use Eulerian or ALE meshfree methods in
Galerkin settings, the problem of stabilization has to be solved. This is the main aspect of
this section.
The focus is in particular on two standard stabilization schemes known from the mesh-
based context, which are frequently applied to the incompressible Navier-Stokes equations:
One is the streamline-upwind/Petrov-Galerkin method [31] together with the pressure-
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stabilizing/Petrov-Galerkin method [179] (SUPG/PSPG), the other is the Galerkin/least-
squares method [97] (GLS). Analogously to most stabilization techniques for Galerkin
methods, both methods add products of perturbation terms with residual terms of the
governing problem to the weak form, weighted with a stabilization parameter τ [60]. They
smooth oscillations in convection-dominated regimes, and overcome problems associated
with equal-order interpolations in mixed formulations. It is found that SUPG/PSPG as
well as GLS stabilization can be applied straightforward to meshbased and meshfree prob-
lems. However, the aspect of the stabilization parameter τ has to be reconsidered: Standard
formulas for τ are often deduced for linear finite element shape functions. Applications
to higher order elements as well as to meshfree shape functions requires special attention
[53, 54, 60, 63].
Section 5.1 describes the need for stabilization and gives a review of the development of
stabilized methods. SUPG, PSPG and GLS stabilization are defined in section 5.2. The
aspect of suitable stabilization parameters τ is discussed in detail in the following section.
Finally, the numerical results in section 5.4 show the successful extension of stabilization
to meshfree Galerkin methods.
5.1 The Need for Stabilization
5.1.1 Convection-dominated Problems
The phenomenon of convection, typically identified by first order terms in the differential
equations of a model, divides the usability of numerical methods. Methods being success-
fully applied in structure problems, where no convection is present, may totally fail when
they are applied to convection-dominated problems, as they occur frequently e.g. in fluid
mechanics. This is particularly the case with Bubnov-Galerkin methods [31]. Fig. 16 shows
an oscillatory example for a meshbased and a meshfree Bubnov-Galerkin approximation of
a convection-dominated problem (one-dimensional advection-diffusion equation).
In structural analysis, where often the minimization of energy principles is the underly-
ing idea, the application of Bubnov-Galerkin methods leads to symmetric matrices and
“optimal” results. “Optimal” refers to the fact that the solution often possesses the best
approximation property, meaning that the difference between the approximate and the
exact solution is minimized with respect to a certain norm [31].
The situation, however, is totally different in the presence of convective terms. Then,
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Figure 16: Typical oscillations in the approximation of an advection-dominated problem
in one dimension.
the matrix associated with the advective term is non-symmetric (non-self adjointness of
the convective operator) and the best approximation property is lost [31]. As a result
Bubnov-Galerkin methods applied to these problems are far from optimal and show spuri-
ous oscillations in the solutions. The situation gets worse for growing convection-diffusion
ratios, defined by well-known identification numbers such as the Peclet and Reynolds num-
ber. The higher these numbers are, the more dominant is the convection term and the
stronger is the pollution with oscillations. This does not only lead to qualitatively bad re-
sults but even violates basic physical principles like entropy production [82] or the positive
boundedness of concentrations etc.
The same situation can be found in the finite difference context. There, the problem with
oscillations occurs when using central differences for the advective operator. It can be
easily shown that Bubnov-Galerkin treatment of the weak form and central differences
applied to the strong form are closely related. For example, the corresponding matrix line
of node I of a one-dimensional advective operator cu,x becomes for linear FEM and FDM
in case of a regular node distribution:
FEM : c
2
[. . .− 1, 0,+1 . . .] FDM : c
2∆x
[. . .− 1, 0,+1 . . .] . (5.1)
In the FDM context, it is well-known that upwind differencing on the convective term does
not show oscillatory solutions, but introduces over-diffusive results [31]. A simple Taylor
series analysis proves that upwinding is only first order accurate, in contrast to the second
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order accurate—but oscillatory—central differences. This analysis also elucidates that
upwinding can also be interpreted as central differences plus artificial diffusion. Thus, the
“right” combination of central and upwind differences may introduce the optimal amount
of artificial diffusion which leads to accurate and oscillation-free solutions [31].
In the seventies, a large number of FEMs were proposed with different ideas to include the
upwind effect in finite elements, see [42, 80, 91, 110]. Often, the one-dimensional advection-
diffusion equation served as a relevant model equation and generalization to other prob-
lems in multi-dimension was straightforward—but unsuccessful. The proposed methods
obtained nodally exact solutions for the one-dimensional model equation, such that the re-
sulting difference stencil of the FEM matches exactly the known nodally exact stencil from
the FDM. This was realized in the “anisotropic balancing dissipation” approach by adding
artificial diffusion in streamline direction and using a standard Bubnov-Galerkin method
to discretize the modified problem [110]. Thereby, the consistency of the method is given
up, i.e. the exact solution does not longer fulfill the modified weak form. Other approaches
used a Petrov-Galerkin FEM, where the test functions are modified such that they weigh
the upwind node more than the downstream node, see e.g. [42, 80]. In [91], the advection
term is integrated with only one integration point, which is placed inside the element in
dependence of the convection-diffusion ratio, whereas all other terms are integrated in the
standard way. All these approaches obtain the optimal difference stencils in the resulting
system of equations leading to the nodally exact solution for the one-dimensional model
problem. However, successful generalization to arbitrary, time-dependent problems and
multi-dimensions failed—i.e. the results were either oscillatory or over-diffusive—, and a
successful method was still outstanding.
The Streamline-Upwind/Petrov-Galerkin (SUPG) method, introduced in [31] (and [94])
by Brooks and Hughes may be considered as the first successful stabilization technique
to prevent oscillations in convection-dominated problems in the FEM. The main steps
are [31, 60]: Introduce artificial diffusion in streamline direction only, interpret this as a
modification of the test function of the advection terms and finally, enforce consistency,
such that this modified test function is applied to all terms of the weak form. Then, the
term “artificial diffusion” is not fully applicable any longer, because the stabilized weak
form can not, in general, be manipulated such that only a diffusion term is extracted. The
resulting SUPG stabilized weak formulation is still consistent, i.e. the exact solution of the
problem still satisfies the stabilized equations. In the following, SUPG was successfully
extended to coupled multidimensional advection-diffusion systems, where each equation
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has to be stabilized. The Euler and Navier-Stokes equations also fall into this class, the
first being the governing equations of inviscid flow, the latter of viscous flow [1, 102, 99].
Incompressible flows can be handled very successfully without stabilizing each equation
individually [31]. The major part of the theoretical analysis of the SUPG was done by
Johnson et al., see [107, 153] and references therein. There, SUPG is often labeled with
the term “streamline diffusion method”.
Motivated from mathematical analysis, another type of stabilization scheme has been es-
tablished, the Galerkin/Least-Squares (GLS) method [97]. It is similar to the SUPG in
certain aspects, and for purely hyperbolic equations and/or linear interpolation functions,
the two become identical [97]. In the GLS method, least-squares forms of the residuals
are added to the Galerkin method, enhancing the stability of the Bubnov-Galerkin method
without giving up consistency or degrading accuracy [97]. There is no motivation from arti-
ficial diffusion as was the starting point for SUPG. The GLS method was introduced under
this name as a method on its own in [97] by Hughes, Franca and Hulbert. They apply the
GLS method for stationary and instationary advective-diffusive systems. In [168], Shakib
uses the GLS for the solution of the compressible Euler and Navier-Stokes equations.
Today, the SUPG and GLS stabilizations are most frequently used to stabilize FEM for-
mulations, see e.g. [46]. Both stabilization methods add products of perturbations and
residuals to the weak form, weighted with a so-called stabilization parameter τ . The suit-
able choice of τ , leading to reliable oscillation-free approximations, is a crucial aspect in
stabilized methods [168].
Recently, stabilization has also been applied to meshfree methods [4, 75, 89, 119, 124, 133,
158, 159]. The same principles as for the FEM stabilizations have been used here. Upwind
ideas for meshfree collocation methods—analogously to the meshbased FDM—have been
examined e.g. by Kuhnert in [119], a different way is shown by On˜ate et al. in [158, 159].
For meshfree Galerkin methods, upwind ideas have been investigated e.g. by Atluri et al. in
[4]. There, the supports of the test functions are shifted in upstream direction depending
on the local convection-diffusion ratio.
SUPG and GLS stabilized meshfree Galerkin methods have been successfully applied,
e.g. by Huerta et al. in [89], by Liu et al. in [133] and by Li et al. in [124] for the so-
lution of linear advection-diffusion problems. In [75], Gu¨nther applies SUPG stabilization
to the compressible Navier-Stokes equations. It is not surprising that SUPG and GLS sta-
bilizations work successfully for meshbased and meshfree methods as well, because close
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similarities in the theoretical analysis can be shown, see e.g. [7, 8]. Therefore, one may
expect that the theoretical foundation of SUPG and GLS accomplished for the meshbased
FEM applies analogously to meshfree methods.
However, this is not generally true for the stabilization parameter τ . It is shown in section
5.3 that the resulting formulas for the parameter τ are highly dependent on the shape
functions of the approximation. The standard formulas for τ used in the meshbased FEM
context are derived for linear finite element shape functions. Application of these formulas
to MMs does in general not lead to suitable results; this is also noted e.g. in [133] and [75].
In section 5.3 it is shown under which circumstances standard meshbased formulas for τ
applied to MMs are suitable.
5.1.2 The Babusˇka-Brezzi Condition
Variational formulations associated with constraints lead to severe problems if standard
numerical methods are used in a straightforward manner. One way to treat these prob-
lems is to use admissible functions satisfying the constraint ab initio [55]. The solution
is then a member of a smaller space of functions than the space required from continuity
conditions alone, but suitable interpolations are not easy to find. Instead, the problem can
be reformulated by introducing a second variable, the Lagrange multiplier [55]. The re-
sulting variational formulation falls into an abstract class of mixed formulations. Lagrange
multipliers and mixed formulations are thus intimately related.
One of the most well-known examples of a mixed problem is Stokes flow, the non-advective
counterpart of the incompressible Navier-Stokes equations, in which the velocity-strain
energy is minimized subject to the incompressibility constraint. Fig. 17 shows an example
for Stokes flow with large oscillations in the pressure field as a consequence of violating the
Babusˇka-Brezzi condition.
The approximation of mixed formulations requires careful choice of the combination of
interpolation functions. In particular, equal-order interpolations, where the same ansatz is
made for the primary and secondary (Lagrange multiplier) variables are not adequate in a
Bubnov-Galerkin setting, although from an implementational viewpoint they are most de-
sirable [179]. Also, many other practically convenient interpolations fail to give satisfactory
results [55], especially in three dimensions.
The governing stability conditions for mixed problems are K-ellipticity and the Babusˇka-
Brezzi condition [6, 30]. Violating them leads to pathologies such as spurious oscillations
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primary variables u, v Lagrange multiplier p
Figure 17: The solution for Stokes flow with P1/P1 FEM and a wrong stabilization param-
eter τ ≈ 0. Although the primary variables (velocity field) are reasonably approximated,
the Lagrange multiplier (pressure field) shows large oscillations.
and locking [55], or the resulting system of equations may be singular not giving a solution
at all. It depends on the concrete problem, which of the two criteria is more difficult to
obtain [55]. Lack of stability may come from the Lagrange multiplier or from the primary
variable. For problems, in which K-ellipticity is difficult to satisfy—e.g. for linear isotropic
incompressible elasticity emanating from the Hellinger-Reissner principle—, the problem
comes from the primal variable and it is often easy to find interpolations satisfying the
Babusˇka-Brezzi condition.
In contrast, for problems that fulfill the ellipticity requirement immediately—like Stokes
flow—, stability problems arise from the Lagrange multiplier and it is difficult to fulfill the
Babusˇka-Brezzi condition. Only very few combinations of interpolations are adequate. In
this case, it is desirable to find ways to circumvent the condition [55]. Motivated from
theory this can be done by modifying the bilinear form such that it is coercive [190] on
the primal variable as well as the Lagrange multiplier. Then, there is no need to fulfill
the Babusˇka-Brezzi condition for this method. This can be interpreted as some kind of
stabilization which is realized by adding appropriate perturbation terms, without upsetting
consistency. It is realized—with the same fundamental idea as in other stabilizations—by
a multiplication of perturbations with residual forms of the governing problem.
Stabilizations of the Stokes equations in the FEM context have been presented in [96], and
in [179] for the incompressible Navier-Stokes equations. Both methods are very similar
in that they only perturb the test function of the Lagrange multiplier, i.e. the pressure,
leading to unsymmetric systems of equations for Stokes flow. This kind of stabilization is
called pressure-stabilizing/Petrov-Galerkin (PSPG) throughout this paper, as proposed in
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[179]. In [95], Stokes flow has been stabilized with GLS stabilization, leading to pertur-
bations of all test functions but maintaining symmetry. GLS was already mentioned in
the previous subsection for the stabilization of convection-dominated problems, and can
also be used here to circumvent the Babusˇka-Brezzi condition. This is not the case for
SUPG stabilization which is only successful in suppressing oscillations from convection-
dominated problems. Thus, in the following GLS stabilization is considered on the one
hand, and SUPG/PSPG stabilization on the other.
In a meshfree context, the aspects of mixed problems and problems with constraints have
been investigated e.g. by Huerta et al. in [90], where a pseudo-divergence-free interpolation
space is defined, enabling to fulfill the Babusˇka-Brezzi condition. There it is also pointed
out that incompressibility in meshfree methods is still an open question. Related to fi-
nite elasticity and locking, the contributions in [38] and [87] are mentioned, the pressure
projection method in the former is also known in the FEM context for the incompress-
ible Navier-Stokes and Stokes equations, e.g. [139]. Stabilization of these problems in a
meshfree context, equivalent to PSPG stabilization, may be found in [124] for Stokes flow.
5.1.3 Steep Solution Gradients
In section 5.1.1 it is discussed that convection-dominated problems require stabilization
such that a pollution of the overall solution with oscillations is prevented. However, these
stabilizations do not preclude “over- and undershooting” about sharp internal and bound-
ary layers [101]. These somehow localized (in that they do not influence the whole domain)
oscillations can be suppressed by getting control over the solution gradient. The aim is to
obtain a monotone solution without any oscillations. These methods have also been called
maximum-principle satisfying methods in the literature [147].
There is, however, a very severe restriction concerning the monotonicity of a numerical
scheme, which is summarized in the theorem of Godunov. There, it is proven that no linear
higher-order method can obtain monotone solutions [82]. Thus, there are only two ways to
achieve monotonicity: Using first order accurate schemes such as upwind finite differences
or using non-linear schemes. The first way is in fact no real alternative, as higher-order
accuracy is essential in the reliable simulation of many problems, consequently non-linear
schemes have to be developed.
In the resulting schemes, there is always some kind of analysis and control of an interim
solution. In the finite difference and finite volume context this can for example be real-
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ized with the so-called slope-limiter methods, a subclass of the monotone total variation
diminishing (TVD) schemes [82]. The minmod-slope-limiter, Roe’s superbee limiter, van-
Leer-limiter are well-known examples of slope-limiters.
One of the first monotone methods in the finite element context for convection-diffusion
problems is the one proposed in [165], where the non-linearity is introduced by detection of
element downstream nodes and a specific element matrix for the advection term depending
on that node. In [147], Mizukami and Hughes introduce a consistent monotone Petrov-
Galerkin FEM, valid for linear triangular elements with acute angles only. In Petrov-
Galerkin FEMs the non-linearity lies in the dependence of the perturbed test function
upon the solution gradient. The resulting discretized equations are non-linear even for a
linear problem.
In [101] over- and undershoots are stabilized with a discontinuity-capturing term, which
is generalizable to complex multidimensional systems. This Petrov-Galerkin method con-
tains test functions modified with the added discontinuity-capturing term, acting in the
direction of the solution gradient. In contrast, the stabilizations of 5.1.1 act in the di-
rection of the streamline. Having control in direction of the streamline and of the so-
lution gradient enables higher-order monotone schemes with enhanced robustness with
the price of non-linearity. In [181] the discontinuity operator is generalized to non-linear
convection-diffusion-reaction equations and in [100] and later [168] to multidimensional
advective-diffusive systems such as the Navier-Stokes equations.
It should be mentioned that a compromise has to be made, whether the steepness of a
solution, or the monotonicity is of higher importance. It is an immanent feature of the
shape functions of a numerical method—e.g. their supports and functional form—that only
a certain gradient can be represented without over- and undershoots. This can be seen from
Fig. 18. The only way to obtain a monotone solution is to smear out the steep gradients
in the domain such that the method can represent it without over- and undershoots. A
more accurate solution in terms of approximation errors is often obtained in the presence
of over- and undershoots, i.e. without or tuned influence of a discontinuity-capturing term.
5.2 Stabilization Methods
In this section some of the most important stabilization methods are described. The aim
is to outline their different structures and for which kind of problems—referring to section
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Figure 18: Approximation with over- and undershoots and monotone approximation.
5.1—they are suited. All stabilization schemes described in the following are Petrov-
Galerkin approaches. They all add perturbations to the original Bubnov-Galerkin weak
form. These perturbations are formulated in terms of modifications of the Bubnov-Galerkin
test functions. They are multiplied with the residuals of the differential equations and
thereby ensure consistency. Additionally, a stabilization parameter τ weighs the influence
of the added stabilization terms.
5.2.1 Streamline-Upwind/Petrov-Galerkin (SUPG)
In section 5.1.1 it was claimed that, in the FDM, introducing artificial diffusion in a smart
way smoothes out the oscillations in convection-dominated problems. This motivation is
the starting point of the Streamline-Upwind/Petrov-Galerkin (SUPG) method [94, 31].
Motivation. To illustrate the motivation of SUPG stabilization the linear multidimen-
sional advection-diffusion equation is considered as
c · ∇u (x)−∇ · (K ∇u (x)) = 0, ∀x ∈ Ω (5.2)
where c defines the advection and K is the diffusion tensor. Approximating the differential
equation by a Bubnov-Galerkin method results in oscillations for large Peclet numbers.
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with reference to the (ξ, η)-coordinate system, which is adjusted in streamline-direction.
This diffusion tensor is projected into the standard coordinate system, where (5.2) is for-
mulated by the transformation matrix T as
K˜ = TTK˜ξηT =
k˜
c · c c⊗ c. (5.4)










dΩ = 0, (5.5)∫
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c · cc · ∇w
)
(c · ∇u)− w∇ · (K ∇u) dΩ = 0. (5.7)
In (5.6), the divergence theorem is applied to the artificial diffusion term (neglecting bound-
ary terms). Then, by using (5.4), the contribution of the artificial diffusion is interpreted
as a modification of the test function of the advection term. Finally, in order to maintain
consistency, this modified test function is applied to all terms of the differential equation∫
Ω
(w + τc · ∇w) (c · ∇u−∇ · (K ∇u)) dΩ = 0, (5.8)
where τ = k˜/ (c · c) is called stabilization parameter.
Generalization. More general, for a discretized PDE of the form (3.3)∫
Ω
w?
(Luh − fh) dΩ = 0, uh =NTu, (5.9)
the SUPG-stabilized weak form follows from a streamline-upwind perturbation [31] of the
test function as
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w? = w + τLadvw, w =N . (5.10)
Ladv is the advective part of the whole operator L, for example, in case of the advection-
diffusion equation, Ladv = c · ∇.
An important aspect is the consideration of the required continuity of the approximation
spaces. In the FEM, piecewise polynomials are particularly useful shape functions, often
having C0-continuity in the domain Ω (and C∞ inside an element). Then, the first deriva-
tives include jumps at the element boundaries and second derivatives are Dirac-δ functions
at the element boundaries. Integration in Ω over the product of two functions, where e.g. a




w,xN,xxdΩ). This problem is well-known in the context of the least-squares
FEM [105], and may be handled there by using C1-continuous shape functions, which may
pose serious problems, see e.g. [127]. However, in the context of stabilization, where very
similar terms as in the least-squares FEM occur, this problem is circumvented by defining









(Luh − fh) dΩ = 0. (5.11)
Thereby, the stabilization does not upset higher continuity requirements as needed for the
Bubnov-Galerkin weak form of the same problem. However, the under-representation of
some terms (mainly diffusion, i.e. second order terms [31]) may result in a convergence order
degradation in some cases [89]. Least-squares recovering techniques of second derivatives
of the shape functions offer help, but the increase in computational cost is not negligible
[89].
It should be noted that meshfree shape functions used in practice are always at least C1-
continuous—they can be constructed to have arbitrary continuity, see section 4.3.3—and
that therefore no summation over subdomains of Ω has to be considered. Therefore, this
aspect is not overemphasized throughout this work and it is written∫
Ω
(w + τLadvw)
(Luh − fh) dΩ = 0 (5.12)
for simplicity whenever the continuity consideration is of less importance.
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SUPG weak form of the NS eqts. The Bubnov-Galerkin weak form of the incom-










) · [%F (uh,t + u¯h · ∇xuh)−∇x · σh (uh, ph)− fh] dΩ. (5.13)
The expression after τ is the streamline upwind perturbation, followed by the residual
of the momentum equations, see (2.24). For the meshfree shape functions, which may be




may simply be replaced by
∫
ΩF
, which holds for the following stabilizations as
well.
5.2.2 Pressure-Stabilizing/Petrov-Galerkin (PSPG)
Considering stabilization of mixed problems as described in section 5.1.2, the PSPG stabi-
lization is a common technique. It has been introduced for the stabilization of the Stokes
equations [96] and incompressible Navier-Stokes equations [179]. There, the problem comes
from the continuity condition, which is also called incompressibility constraint, underlin-
ing the mixed character of this formulation. To avoid unnecessary confusion related to an
introduction of abstract universal mixed formulations, the PSPG method is described for
the special case of Navier-Stokes equations only.
PSPG weak form of the incompressible NS eqts. The following PSPG stabilization












· [%F (uh,t + u¯h · ∇xuh)−∇x · σh (uh, ph)− fh] dΩ. (5.14)
In mixed convection-dominated problems, such as the incompressible Navier-Stokes equa-
tions with high Reynolds-numbers and equal-order interpolations, SUPG and PSPG (called
herein SUPG/PSPG) stabilization have to be applied to obtain satisfactory results. Then,
(5.13) and (5.14) are added to (3.17). The PSPG stabilization parameter τ does not nec-
essarily have to be identical with the SUPG stabilization parameter [179]. However, this
is often the case in practice, which can be explained by the close analogy to the GLS
stabilization, where one stabilization parameter results naturally.
80 Stabilization of Meshfree Methods
5.2.3 Galerkin/Least-Squares (GLS)
The GLS stabilization can be interpreted as a generalization of the SUPG method and
was motivated from mathematical analysis rather than the artificial diffusion aspect. In
the GLS method, the operator over the test functions is the differential operator of the
original problem. For a general weak form (5.9), the test functions are modified as
w? = w + τLw, w =N , (5.15)
where L is the whole operator of the PDE under consideration. For example, in case of
the advection-diffusion equation (5.2), L = c · ∇ − ∇ · (K ∇). One can thus see that the
difference to the SUPG is in the modification of τLw for the GLS instead of τLadvw for
the SUPG. For hyperbolic systems (no diffusion, i.e. second order terms) and/or linear test
and shape functions, the GLS stabilization reduces to the SUPG stabilization [97].
GLS weak form of the incompressible NS eqts. Applying GLS stabilization to the


















)−∇x · σh (uh, ph)− fh] dΩ.
The time derivative wh,t of the test functions in the perturbation is omitted here (as well
as in the SUPG stabilization) because the time-discretization described in section 3.3 does
not need stabilization in time direction. GLS stabilization allows arbitrary combinations
of interpolations, which is realized by circumventing the Babusˇka-Brezzi conditions from
the beginning, see e.g. [95]. Hence, oscillations and other problems described in sections
5.1.1 and 5.1.2 can be stabilized with GLS stabilization. It is an interesting fact that
SUPG/PSPG stabilization for the incompressible Navier-Stokes equations can be moti-
vated from the GLS stabilization with only a few reductions [179]; in case of linear FEM,
they fully agree. This becomes obvious by comparing the perturbations of the test functions


























which shows that there are additional second order (diffusion) terms in the GLS.
5.2.4 Discontinuity Capturing
As pointed out in section 5.1.3 over- and undershoots in the solution can be prevented by
getting control in the direction of the solution gradient. Using a Petrov-Galerkin approach,
this is done with the following modification of the test functions [101]
w? = w + τc‖ ·w, (5.19)
where τc‖ ·w is the discontinuity-capturing term. In addition, a stabilization with SUPG
or GLS is necessary to get control in the direction of the streamline. The parameter c‖ is a
projection of the advection direction c onto the solution gradient ∇u as shown in Fig. 19.





∇u, if∇u 6= 0
0, if∇u = 0
. (5.20)
The parameter τ is defined differently from the stabilization parameters for SUPG, PSPG
and GLS [101]. In the examples presented in this work, suitable results are obtained
without explicitely smoothing over- and undershoots. Therefore, discontinuity capturing
is no longer considered in what follows.
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5.3 The Stabilization Parameter
Each of the stabilization methods described above consists of two ingredients: The struc-
ture of the perturbation and the stabilization parameter τ . It can easily be shown that
the same arguments for the structure of the stabilization schemes hold both for meshfree
and meshbased methods, e.g. [89]. However, this is in general not true for the stabilization
parameter τ itself.
In the finite element context, there are several suggestions for the determination of τ in
the literature, i.e. with the help of element matrix and vector norms [180], the Green’s
function of the element [93], mathematical error analysis [53, 54, 97], or model equations
[42, 80, 110].
From mathematical analysis in the finite element context, one can find the following design
criteria for the stabilization parameter: τ > 0 in general, τ = O (h2/K) for low element
Peclet numbers Pe= |c|h/ (2K), and τ = O (h/ |c|) for high Peclet numbers, where h
is a measure of the node distribution, and K and |c| are measures of the diffusion and
convection respectively. A number of formulas that fulfill these basic requirements for the
stabilization parameter are available in the finite element context, see section 5.3.1.
The question of an “optimal” stabilization parameter τ requires an optimality criterion
of the resulting approximation. Often the one-dimensional advection-diffusion equation is
taken as a model equation. There, the exact solution is known, and enables one to calculate
stabilization parameters that fulfill any desired optimality criterion. An optimality criterion
that has proven to be particularly useful is the one that obtains the nodally exact solution of












, ∆x = xi − xi−1 = const (5.21)
fulfills this criterion and leads to nodally exact approximations. This formula has been
generalized in a straightforward way to multi-dimensions, and is—together with similar
versions—frequently used in practice for the successful stabilization of arbitrary problems
with linear FEM; and this although it is derived only from the special case of the one-
dimensional advection-diffusion equation. It has been shown in [53, 54] that straightforward
use of this formula for higher-order FEM is not justified in general, and requires some
modifications. It may thus be presumed that using these standard formulas derived in the
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Figure 20: Alternative versions of the stabilization parameter τ = ∆x
2c
ω.
meshbased context of the linear FEM is also not suitable for MMs in general.
The standard way to obtain the coth-formula is to analytically solve the resulting difference
equations in the system of equations emanating from the weak form of the model equation,
discretized with linear FEM. Then, this solution is equated with the analytical solution
of the differential equation [42, 80, 110]. An alternative way works with help of a Taylor
series expansion [46]. In the following, another approach is presented, see also [60, 63].
This approach is found particularly useful to determine nodally exact solutions of the one-
dimensional advection-diffusion equation with arbitrary (not only linear) finite element
interpolations, and also with MMs. For a comparison of different possibilities to obtain
formulas for τ see [60].
5.3.1 Standard Formulas for τ
In practice, alternative versions of the stabilization parameter are used instead of the
“optimal” coth-version (5.21), which is due to the fact that they are less time-consuming to
compute. They can be considered as approximations of the coth-formula and are compared












only ω (“diffusion correction factor” [168]) is visualized as a function of the element Peclet
number.
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• doubly asymptotic approximation [31, 91]
ω =
{
Pe/3, −3 ≤ Pe ≤ 3
sgn (Pe) , Pe > 3
(5.24)
• critical approximation [31, 42, 91]
ω =

−1− 1/Pe, Pe < 1
0, −1 ≤ Pe ≤ 1
1− 1/Pe, Pe > 1
(5.25)





































The two terms in the right expression can be interpreted as the advection-dominated and
diffusion-dominated limit [180]. It can be seen that the dependency on the mesh size ∆x
in the advection-dominated case is τ ≈ ∆x/ (2c), hence O (∆x), while it is in the diffusion-
dominated case τ ≈ ∆x2/ (4K), hence O (∆x2). In multi-dimensions the parameter ∆x
is replaced by suitable length measures, in the finite element context in general by the
element length he. For instationary problems an additional time term of (2/∆t)
2 is added
in (5.27).
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5.3.2 One-Dimensional Advection-Diffusion Equation







= 0, x ∈ Ω, c,K ∈ R (5.28)
with suitable boundary conditions. A scalar quantity u (x) is advected with the velocity
c and, in addition, experiences a diffusion depending on K. The exact solution of this
problem is known as
u(ex) = C1e




MLS nodes are introduced at the positions x1, x2, . . . xr inside the domain. Discretization
of the SUPG stabilized weak form with uh (x) =NT (x)u gives∫
Ω
(w + τc · ∂xw)
(
c · ∂xuh −K∂2xuh
)
dΩ = 0, (5.30)
where ∂x = ∂/∂x.
One equation—say equation no. `—is extracted of this system of equations,[∫
Ω
(w` + τ`c · ∂xw`)
(




u = 0. (5.31)
This equation corresponds to node ` at x` with the test function w`. There is one τ`
for each equation/node. Consequently, one may call this stabilization nodal stabilization,
in contrast to element stabilization—where stabilization parameters τe for each element
matrix are used—, which is standard in the FEM. See [60] for a detailed comparison of
nodal and element stabilization.
The τ`-values of each equation are computed such that the nodally exact solution is ob-
tained. This can be done by introducing the exact solution into the vector u. One has
u(ex) (xj) = u
(ex)
j = C1e







Ni (xj)ui = C1e
γ·xj + C2, (5.33)
Du = u(ex), (5.34)
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where D = Dij = Ni (xj) is a n × n matrix of the n shape functions evaluated at the n
nodal positions. D is a sparse matrix if the shape functions are non-zero only in small
parts of the domain Ω. In the FEM, the shape functions have local supports, specified
indirectly with help of the mesh, whereas the supports of MMs are defined with help of the
dilatation parameter ρ, see section 4.3.3. For shape functions with Kronecker-δ property,
Ni (xj) = δij and thus D = I.








































This expression for τ` leads to nodally exact solutions for arbitrary shape and test functions
and arbitrary point distributions. In what follows, this result will be interpreted.
5.3.3 Linear FEM
In the case of linear finite element shape functions, a number of simplifications for (5.36) is
possible. Due to the Kronecker-δ property of the nodal finite element shape functions, one
finds D =D−1 = I. Partial integration is applied to the diffusion term in the nominator,
whereas this term cancels out in the denominator (assuming that the second derivatives
of the linear finite element shape functions are 0 everywhere in Ω). It remains for τ` (for









































The integral expressions in (5.38) can be evaluated explicitely for the case of linear shape
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The scalar product of these expressions with u(ex) = C1e

























with E = C1e
γ·x + C2 and Pe = γ · ∆x/2 = c · ∆x/ (2K). With this definition of the
stabilization parameter one obtains the nodally exact solution for the one-dimensional
advection-diffusion equation, approximated with linear FEM and a regular node distribu-
tion.
Using standard element stabilization instead of nodal stabilization with τe = τ` leads to
the same result. This formula for τ has often been called “optimal” in the literature,
e.g. in [31, 42, 80, 110]. It has a local character as it is independent of the boundary
conditions and only relies on the relative positions of the neighbouring nodes x`−1 and x`+1.
Although it is derived for the very special case of the one-dimensional advection-diffusion
equation approximated with linear finite elements and a regular node distribution, it has
been generalized in a straightforward way to instationary multidimensional advection-
dominated problems approximated with linear FEM in arbitrary nodal arrangements, see
e.g. [60] for an explanation.
5.3.4 Quadratic FEM
In this section it is briefly shown that the same procedure may be applied to obtain optimal
stabilization parameters τ—leading to nodally exact solutions—with quadratic elements
(and any other). Again, a regular node distribution is assumed. Starting point is (5.36),



























For quadratic elements the system of equations has two different difference equations in-
stead of only one for linear elements, see Fig. 21. This is because there are 3× 3 element
matrices and there is one difference equation Ia which has a five node stencil and another











Figure 21: Assembly of element matrices from quadratic elements results in two different
difference stencils Ia and Ib, whereas linear elements only lead to one difference stencil I.
Ib with gives a three node stencil only. Clearly, each of the two equations requires an
individual τ .







































































[−4sinh (2Pe)+8sinh (Pe)] . (5.46)















































cosh (Pe) + 16
3
. (5.48)
Applying these two τ -definitions leads to nodally exact solutions as can be seen from the
left part of Fig. 22. In the right part, the two definitions are compared with the coth-
version for linear FEM. Most importantly, it is found that there are two different limits of
τIa and τIb . Consequently, choosing only one τ for the stabilization seems inadequate.
Some conclusions for element stabilization with τe are possible. Having one τe for each
element matrix does also not consider the two different limits for Pe −→ ∞ of the two
different types Ia and Ib of equations. However, in practice, this is still standard, see
e.g. [168], where it is pointed out that for quadratic elements τe may be multiplied by one
half. Looking at the two limits in Fig. 22, it becomes clear, why this particular value may
5.3 The Stabilization Parameter 89






















quad. FEM: type a
quad. FEM: type b
Figure 22: a) Nodally exact results with quadratic elements. b) Comparison of the different
versions of τ = ∆x
2c
ω for linear and quadratic elements.
be chosen. However, a treatment of the element equations as
standard: τe

















seems more adequate, because then the different limits can be considered respectively. The
advantage of this proposal can also be verified with numerical experiments. τea and τeb are
chosen equivalently to τIa and τIb by replacing ∆x and Pe with the corresponding element
numbers. This gives in case of a regular node distribution also for element stabilization
nodally exact values. A straightforward simplification of (5.46) and (5.48) is to choose the




This procedure for determining “optimal” formulas for τ may also be applied analogously
to higher order elements, see [60]. Thereby nodally exact solutions may be also found
for higher order approximations. In these cases individual formulas for τ for each line of
the element matrix are obtained, in any case local formulas for τ result. Using standard
formulas for τ derived for linear shape functions may not be well-suited here, see also
[53, 54].
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Figure 23: Local shape functionsNT without Kronecker-δ property and transformed global
shape functions NTD−1 with Kronecker-δ property.
5.3.5 Meshfree Methods
For meshfree methods, (5.36) can not be simplified in general. This result is interpreted




















where f1, f2 and g are linear functions of the test and shape functions respectively. The
expressions in the nominator and denominator are scalar products∫
Ω
fi (w`)︸ ︷︷ ︸ g (NTD−1)︸ ︷︷ ︸ dΩ u(ex)︸︷︷︸ .
1× 1 1× d d× 1
(5.50)
The meshfree test and shape functions w and N have local supports. However, the term
NTD−1 can be interpreted as the globalized meshfree shape functions having Kronecker-δ
property. This may be gleaned from Fig. 23, where local shape functions NT without and








dΩ are full vectors, which is in contrast to









and the vector is sparse. Evaluating the scalar product with u(ex) shows the important
difference: Shape functions without Kronecker-δ property have non-zero entries in the
















Figure 24: Evaluating the scalar products for τ` for shape function without and with
Kronecker-δ property, in the former case all entries of u(ex) have influence in the result.
scalar-product for all components of the vector u(ex), whereas, in contrast, shape functions
with Kronecker-δ property only have non-zero entries for the neighbouring nodes. This
may be seen symbolically from Fig. 24, where it is clear that the nodally exact τ` for
shape functions without Kronecker-δ property can only be obtained with a global criterion,
because all entries of u(ex) have an influence on the result.
Keeping in mind that u(ex) is an exponential function, the scalar product will depend more
and more on the last entry of this vector as the convection-diffusion ratio γ = c/K grows,
because then
u(ex) (xn) = u
(ex)
n  u(ex)i = u(ex) (xi) ∀i 6= n. (5.51)
The last component of u(ex) is u
(ex)
n , and belongs to node n with the largest x-value, i.e. the
global downstream node. The conclusion is that the stabilization parameter τ`, leading
to nodally exact solutions has a global character, as it depends on all node positions and
for convection-dominated cases most importantly on the global downstream node. This
is in contrast to shape functions with Kronecker-δ property, whose stabilization relies on
the neighbouring nodes only. Therefore, it can in general not be expected that using the
simple coth-formula—or other alternative similar versions derived as a local stabilization
criterion for linear FEM—is successful also for MMs.
5.3.6 Small Dilatation Parameters
Meshfree shape functions are constructed with help of the node distribution and the defi-
nition of supports, see section 4. The support sizes are defined by the dilatation parameter
ρ. It is a well known fact that MLS shape functions in one dimension with first order
consistency become more and more equal to the standard nodal linear shape functions of
the FEM as the dilatation parameter ρ approaches ∆x. This is also shown in Fig. 25.


















Figure 25: Meshfree shape function in a regular node distribution with varying dilatation
parameter ρ.
Hence, it may be concluded that when ρ −→ ∆x, the coth-formula becomes more and
more suited also for MMs. Hence
ρ −→ 1 ·∆x : N (MM) −→N (lin. FEM) (5.52)








A stability criterion of the MLS requires ρ > ∆x for linear consistency [137]. Thus, one
can never reach the limit ρ = ∆x, where the coth-formula gives the nodally exact solution.
However, the proposal is that for reasonable advection-diffusion ratios and “small” dilata-
tion parameters a successful stabilization with standard formulas—derived for meshbased
methods—can be obtained. Dilatation parameters of 1.3∆x ≤ ρ ≤ 1.7∆x are suggested.
For smaller ρ, the condition number of the MLS system of equations which has to be solved
at every integration point may be too large to allow a sufficiently accurate solution, and for
larger ρ the stabilization may not be reliable. The numerical results in section 5.4 confirm
this assumption.
5.3.7 Stabilization Parameter in Multi-Dimensions
In the FEM, i.e. in the meshbased context, the generalization of the τ -formulas derived from
the one-dimensional advection-diffusion equation to multi-dimensions is straightforward
[31]. The one-dimensional parameters ∆x and c are replaced with the element length
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he and the norm of the advection |c|. Assuming small dilatation parameters, the same













or any other of the alternative versions for τ , see section 5.3.1. Here hρ is the “support
length”, analogously to the “element length” he in the meshbased context.
• min-version:
hρ = min (ρx, ρy) (5.55)
• max-version:































Fig. 26 shows several possibilities to interpret hρ in case of rectangular supports. The sup-
port lengths for circular and ellipsoid supports can be directly read of from these formulas.
In case of the incompressible Navier-Stokes equations in two dimensions, the advection
coefficients c = (cx, cy) are replaced by the convective velocities u = (u, v). In case of the
ALE formulated Navier-Stokes equations [98], the convective velocity is u¯ = u−uM, where
uM is the mesh (or node) velocity. In the numerical experiments it is found that particularly
the min-version (5.55) works very successfully also for large aspect ratios (ρx/ρy  1, or
ρy/ρx  1). See [146] for an interesting parallel for high-aspect elements : There it is found
that the minimal edge length works better than other versions for he.
The inner-ellipsoid-version (5.57) and the real-length-version (5.58) are dependent of the
streamline direction of the flow inside the support. In case of the incompressible Navier-
Stokes equations, this introduces some disadvantages: A representative streamline direction
has to be found for the whole support, the streamline direction changes with each iteration




















Figure 26: Different versions to compute the support length in streamline direction; a)
min-version, b) max-version, c) inner-ellipsoid-version, d) real-length-version.
and/or time step, and the non-linearity introduced by τ = f (u, v, hρ) is more complex as
compared with the min-version (5.55) and max-version (5.56).
5.4 Numerical Results
Numerical results are shown for two different problems, which are approximated by mesh-
free shape functions only. The first is the one-dimensional advection-diffusion equation
(5.28), the model equation of section 5.3.2. It is shown that nodally exact solutions with
meshfree shape functions may be obtained, but therefore, the global stabilization criterion
(5.36) is needed. Furthermore, it is shown that standard formulas for τ are successful only
for small dilatation parameters, which confirms the assumption from section 5.3.6 due to
(5.53).
The second problem are the stationary incompressible Navier-Stokes equations in two di-
mensions. SUPG/PSPG and GLS stabilization according to (5.13), (5.14), and (5.16) are
applied and compared. Small dilatation parameters are a crucial ingredient to obtain suc-
cessfully stabilized results. Using supports with too large dilatation parameters results in
degradation of convergence and solutions that are still either too oscillatory or too diffusive.
The intention is to show that stabilization with small dilatation parameters
• smoothes out oscillations successfully
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Figure 27: Results for the 1D advection-diffusion equation; a) without any stabilization,
b) with the global stabilization criterion (5.36), c) with the local coth-formula (5.54).
• does not degrade accuracy in cases where stabilization is not necessary
• works also for anisotropic supports.
5.4.1 One-dimensional Advection-Diffusion Equation
The one-dimensional advection diffusion equation (5.28) is solved with 21 MLS nodes. The
advection-diffusion ratio is γ = c/K = 100. Fig. 27a) shows the unstabilized results for
two different dilatation parameters ρ = 1.3∆x (“small”) and ρ = 3.3∆x (“large”). It can
be seen that higher dilatation parameters lead to more oscillations, simply due to their
higher Peclet number, see (5.54). Clearly, for both cases, stabilization is required.
Fig. 27b) shows the nodally exact result, which can be obtained with the global stabilization
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criterion for τ`, see (5.36). In Fig. 27c) it can be seen that standard formulas for τ` like
the coth-formula (5.54) only lead to successful stabilization when the dilatation parameter
is small. Comparison of Fig. 27b) and c) shows that for small dilatation parameters,
the result of the complicated global criterion (5.36) and the coth-criterion (5.54) gives
almost the same result. This, however, is not the case for the large dilatation parameter
of ρ = 3.3∆x, where pronounced oscillations remain in the solution. These oscillations
are clearly not a problem of the high gradient itself that could not be captured by shape
functions with such a large dilatation parameter (then the result of Fig. 27b) should have
been oscillatory, too, and this is not the case), but results from the use of unsuitable
stabilization parameters.
The conclusion is that the assumption of section 5.3.6 is confirmed: Standard formulas of
meshbased methods for the stabilization parameter τ can only be reliably used for MMs
with small dilatation parameters.
5.4.2 Driven Cavity Flow
The following test cases solve the stationary incompressible Navier-Stokes equations. The
driven cavity problem is a standard test case with reference solutions given in [67] for a
variety of Reynolds numbers. A flow inside a quadratic domain Ω = (0, 1) × (0, 1) with
no-slip boundary conditions on the left, right and lower wall develops under a shear flow of
u = 1.0 and v = 0.0 applied on the upper boundary until a stationary solution is reached.
Herein, this problem is solved with a fluid density of %F = 1.0 and a viscosity of µ = 0.001,
leading to a Reynolds number of Re = %F · u · L/µ = 1000. For a problem statement see
Fig. 28, showing also streamlines and pressure distribution for Re = 1000. In the sequel,
only velocity profiles are studied at certain cuts through the two-dimensional domain, and
linear interpolation is applied in-between the nodes for simplicity.
The first results are produced with 21×21 regularly distributed MLS nodes. Fig. 29 shows
velocity profiles for u and v at y = 0.95, i.e. near the tangential flow boundary, where
most of the oscillations occur. Two different dilatation parameters are shown, ρ = 1.3∆x
and ρ = 2.3∆x. Dilatation parameters ρ > 2.7∆x converged either not at all or only very
badly, underlining the need for small dilatation parameters, when standard formulas for τ`
are used.
One can clearly see that the oscillations apparent in the unstabilized result are smoothed
out successfully, especially for the case where ρ = 1.3∆x. For ρ = 2.3∆x one may see
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Figure 28: Problem statement of the driven cavity test case. As an example the a) velocity
magnitude and b) pressure field is shown at Re = 1000.
from the velocity profile for v that very slight oscillations remain in this case. Again, the
assumption that shape functions with small dilatation parameters can be stabilized very
successfully is confirmed.
Fig. 30 shows the center velocity profiles for the case where ρ = 1.3∆x. Although along
these cuts no oscillations are apparent in the unstabilized case, the stabilized profiles
give better results. The reason for this is that the oscillations in the unstabilized case
near the tangential flow boundary degrade the overall solution. Obviously, stabilization
for shape functions with small dilatation parameters smoothes out oscillations successfully
and leads to superior overall solutions in comparison to unstabilized calculations. It should
be mentioned that the rather big difference to the reference solution given in [67] is due to
the coarse node distribution and improves clearly for more refined distributions as shown
later.
The next results are computed with 101× 101 MLS nodes and ρ = 1.3∆x. With this large
number of nodes, stabilization is not needed at all, i.e. the unstabilized solution is already
free of oscillations. The results show that stabilization does not degrade the accuracy when
it is not needed. Fig. 31 shows the center velocity profiles. It is interesting that unstabilized
and SUPG/PSPG stabilized results are indistinguishable, whereas GLS stabilized results
are slightly more diffusive. This was confirmed in a number of additional computations.
Fig. 32 shows a comparison of the reference solution with the meshfree solution (with
ρ = 1.3∆x) and the solution from the P1/P1 triangular element with the same number of
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Figure 29: Velocity profiles for u and v near the tangential flow boundary at y = 0.95 for
different dilatation parameters of ρ = 1.3∆x and ρ = 2.3∆x.



























Figure 30: Velocity profiles for u and v along y = 0.5 and x = 0.5 respectively (for
ρ = 1.3∆x and 21× 21 nodes).
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Figure 31: Velocity profiles for u and v along y = 0.5 and x = 0.5 respectively (for
ρ = 1.3∆x and 101 × 101 nodes). The details show that unstabilized and SUPG/PSPG-
results are indistinguishable, whereas the GLS result is slightly more diffusive.

























Figure 32: Velocity profiles for u and v along y = 0.5 and x = 0.5 respectively (for
ρ = 1.3∆x and 96× 96 irregular nodes).





Figure 33: Node distribution with refined boundary areas for the driven cavity test case
(96× 96 nodes).
unknowns. The P1/P1 element is chosen for comparison because it has the same intrinsic
linear basis than the MLS shape functions. For both numerical methods, SUPG/PSPG
stabilization and a node distribution as shown in Fig. 33 has been used. The supports of
the nodes are anisotropic with respect to the distance of the neighboring nodes,
ρx,i = s ·min (|xj − xi|) , ∀i 6= j, (5.59)
ρy,i = s ·min (|yj − yi|) , ∀i 6= j, (5.60)
with s = 1.6. The min-version (5.55) for the support length hρ performs best when
compared to the other hρ-versions. A clear convergence towards the reference solution
can be found, and it may be seen that the meshfree solution is more accurate than the
P1/P1 element. Comparing the results for the regular 101 × 101 mesh with the resolved
96 × 96 mesh, one can clearly see the improvement in the solution for the anisotropic
supports. Hence, as well as using high-aspect ratio elements in meshbased methods in
order to resolve boundary layers successfully, high-aspect anisotropic supports should be
used in the meshfree context analogously.
5.4.3 Cylinder Flow
The “steady-state” solution for flow past a cylinder at Re = 100 is computed, as presented
in [178]. Instationary computations at this Reynolds-number lead to periodic flow patterns





Figure 34: Irregular node distribution for the flow past a cylinder test case (6268 nodes).
known as the Ka´rma´n vortex street, which is considered in section 6. This, however, is
not considered here, because at this point the focus is on the smoothing properties of the
stabilization.
A channel flow with Ω = (−8.0, 22.5) × (−8.0, 8.0) is considered, placing a cylinder with
diameter 1.0 at (0, 0). The situation is depicted in Fig. 34, where also the irregular node
distribution for this test case is shown. Fig. 35 shows a typical result for the velocity
and pressure distribution around the cylinder. The fluid parameters are %F = 1.0 and
µ = 0.001. On the left side of the domain an inflow with u = 0.1 and v = 0.0 is prescribed,
the outflow on the right boundary of the domain is realized by the traction-free boundary
condition, see e.g. [70]. Along the upper and lower wall, slip boundary conditions with
v = 0.0 are set, and no-slip boundary conditions are realized on the cylinder surface. The
resulting Reynolds number of this test case is Re = 100, when taking the cylinder diameter
as a characteristic length scale.
6268 MLS nodes have been used for the computation. The supports of the meshfree shape
functions are anisotropic as defined above for the irregular driven cavity test case. The
computational effort for the approximation is much larger than for a comparable FEM
computation, underlining the need for a coupled meshfree/meshbased method as discussed
in section 6. Therefore, only stationary results are shown here, instationary computations
of a cylinder flow are realized for the coupled method in section 6.5.3.
Fig. 36 depicts oscillatory unstabilized velocity profiles for u and v at y = 5.6. Both,
SUPG/PSPG and GLS stabilization smooth out the oscillations successfully. The conclu-
sion is that the stabilization with small dilatation parameters works successfully also for
anisotropic supports.
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b)a)
Figure 35: Detail of the stationary solution of the a) velocity and b) pressure field around
the cylinder at Re = 100.
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Figure 36: Velocity profiles for u and v at y = 5.6.
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6 Coupling Meshfree and Meshbased Methods
The coupling of meshfree and meshbased methods is desirable in order to use meshfree
methods only in small parts of the domain, where they are needed because a mesh may be
particularly difficult to be maintained there, and standard meshbased methods in the rest
of the domain. For this purpose several coupling approaches have been proposed e.g. in
[24, 86, 138]. The coupling approach of Belytschko et al. [24] employs ramp functions for
the blending of the meshfree and meshbased parts of the domain, very similar versions
of this approach are found in [39, 131]. The approach of Huerta et al. [86] considers
the contribution of the finite element shape functions in the computation of the meshfree
shape functions. Also higher-order coupled shape functions may be obtained with these
techniques. The bridging scale method of Liu et al. [138] may also be used to couple
meshfree and meshbased shape functions. However, this approach requires meshfree and
meshbased shape functions everywhere in the computational domain, thereby not reducing
the computational effort of the coupled formulation. Hence, it is not considered here.
Coupling meshfree and meshbased methods has also been performed with the aim to com-
bine other advantages of both methods. It may be desirable to introduce the favorable
characteristics of meshfree methods with respect to continuity [127, 135], adaptivity [50],
enrichment [104, 108] etc. Methods like the generalized finite element method [173, 174],
partition of unity finite element method [145] and hp-clouds [48, 49, 157] may also be con-
sidered as hybrids of meshfree and meshbased methods, as they combine ideas from both
areas.
For both, the meshbased and meshfree parts of the domain the weak form of the incom-
pressible Navier-Stokes equations in Eulerian or ALE formulation [98] are approximated.
This is standard for meshbased methods—where it would be almost impossible to take the
Lagrangian viewpoint and maintain a conforming mesh throughout the flow simulation—
and is also applied for the meshfree part in order to make the coupling as straightforward
as possible. The Eulerian and ALE viewpoint require stabilization, which is discussed in
detail in section 5, see also [60, 63]. There, it has been shown that standard stabilization
methods may be applied to meshfree methods as well, however, with a careful choice of the
stabilization parameter τ which weighs the stabilization. Only small dilatation parameters
of the meshfree shape functions justify the use of standard formulas for τ .
In the context of coupled meshfree/meshbased shape functions it is found that the stan-
dard coupling approaches of [24, 86] require modifications, see also [58, 61]. The approach
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of Huerta et al. [86] is modified in a way that smaller dilatation parameters of the mesh-
free shape functions are possible, being more suitable for stabilization. The approach of
Belytschko et al. [24] is modified slightly such that the shape functions are more regular in
the transition area where meshfree and meshbased functions are coupled, which is also ad-
vantageous for stabilization. The resulting stabilized and coupled formulation is validated
and successfully applied to a number of test cases.
Section 6.1 starts with a review of various coupling approaches with different emphases.
The approaches of [24] and [86] are described in section 6.3 and 6.4. The modifications
in order to obtain coupled shape functions that are more suitable for stabilization are
introduced. In section 6.5, the success of the stabilized and coupled formulation is shown
starting with a convergence test of the one-dimensional advection-diffusion equation using
the different coupling approaches. Then, the coupled formulations are applied to the
incompressible Navier-Stokes equations. The fluid solver is validated with two standard test
cases, and applied to fluid-structure interaction problems involving moving and rotating
objects. All test cases show that the coupled approximations have the same order of
convergence as pure FEM calculations, and that reliable and accurate solutions are obtained
with the modified coupling approaches.
6.1 Coupling in Different Contexts
Coupling meshfree and meshbased methods has been realized in many different ways. The
aim is always to combine certain advantages of each method. The following examples are
found:
Continuity: Meshfree shape functions may be constructed to have any desired order of
continuity, see e.g. [56]. In contrast, meshbased shape functions are often only C0-
continuous in the domain. The construction of higher-order continuous finite element
shape functions in multi-dimensions poses serious problems, see e.g. [127]. With the
aim to construct element shape functions with any desired order of continuity, Li,
Liu et al. introduce the reproducing kernel element method, see [135] and [127].
Adaptivity: The absence of a mesh in meshfree methods is advantageous for adaptive
strategies. Only nodes have to be added or removed where desired, without the
need to keep a conforming mesh. In [50], Fernande´z et al. make use of this fact and
introduce meshfree areas in a FEM domain where adaptivity is desired.
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Enrichment: The enrichment of the approximation space with certain functions may
drastically improve the convergence properties of a numerical method. This is com-
parably easy possible with some meshfree methods such as the generalized finite ele-
ment method (GFEM) [173, 174], partition of unity finite element method (PUFEM)
[145] and hp-clouds [48, 49, 157]. These methods combine ideas from the FEM and
MMs. More direct approaches for coupling meshfree and meshbased methods for
enrichment may be found in [86, 138].
Meshing: In problems involving large geometric deformations, moving boundaries, or
moving and rotating objects, maintaining of a conforming mesh is often very diffi-
cult. Furthermore, the costs for frequent remeshing—which may even fail in complex
geometric situations—are not negligible, and projection errors between the meshes
are introduced [104]. Thus, it may be desirable to employ meshfree shape functions
in parts of the domain, where a mesh causes problems, and meshbased shape func-
tions in the remaining area. Coupling approaches for meshbased and meshfree shape
functions may be found in Belytschko et al. [24], in Huerta et al. [86], and in Liu et
al. [138, 185]. Other ways are shown in [104, 108]. The meshing aspect is closely re-
lated to connectivity: Sometimes the connectivity of the nodes in parts of the domain
changes during runtime (e.g. in case of a rotating object), then it may be desirable
to use meshfree shape functions there, because they compute the connectivity at
run-time, in contrast to meshbased methods which define the connectivity a priori
with a mesh.
Computational effort: Meshfree shape functions are comparably expensive to compute.
The functions are of a highly non-polynomial character, which makes integration in
a Galerkin setting demanding. Large numbers of integration points are necessary,
and at each integration point a small system of equations (M (x)) has to be built
up—including a neighbour search—and inverted in order to determine the mesh-
free shape functions. The computation of the shape functions’ derivatives involves
matrix-vector operations whose costs are not negligible. Therefore, it is often de-
sirable from a computational viewpoint to use meshfree shape functions as little as
possible. Consequently, the aim is to employ meshfree shape functions where their
properties are desirable—according to any of the previous aspects—and meshbased
shape function in the rest of the domain.





Figure 37: Decomposition of the domain into ΩFEM, ΩMLS and Ω?.
Here, the aim is to develop a coupled meshfree/meshbased fluid solver which is able to
simulate complex flow phenomena including large geometric deformations and moving and
rotating obstacles. Therefore, the meshing aspect together with the consideration of the
computational effort is important. Thus, the approaches of Belytschko et al. [24] and
Huerta et al. [86] for coupling meshbased and meshfree shape functions may be chosen.
The approach in [24] employs ramp functions in the transition area between the purely
meshfree and meshbased parts of the domain, whereas the approach in [86] modifies the
consistency conditions of the MLS procedure considering the contributions of the finite
element shape functions in the transition area. The approach of [138, 185] (bridging scale
method) is not considered, as there—due to continuity requirements—the coupling may
only be performed for meshfree and meshbased shape functions defined everywhere in the
domain, not leading to a reduced computational cost.
6.2 Preliminaries
For a coupling of meshfree and meshbased shape functions, the domain Ω is decom-
posed into disjoint domains Ωel and ΩMLS, with the common boundary ΓMLS. The do-
main Ωel is discretized with standard quadrilateral finite elements. The union of all ele-
ments along ΓMLS is called the transition area Ω?, so that Ωel may further be decomposed
into the disjoint domains ΩFEM and Ω?, connected by a boundary labeled ΓFEM; clearly
ΩFEM
⋂
ΩMLS = ∅. This situation is sketched in Fig. 37.
Throughout this work, consistency of first order is fulfilled by the set of meshbased, mesh-
free and coupled shape functions. This results in the ability of reproducing linear solutions
exactly.
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6.3 Coupling with Consistency Conditions
6.3.1 Original Approach
The coupling approach of Huerta et al. [86] considers the contributions of the meshbased
FEM shape functions in the computation of the MLS shape functions by modified con-
sistency conditions; see [56] for an alternative deduction of this coupling approach. The
resulting coupled set of shape functions is consistent up to the desired order.
In the original approach [86], FEM nodes are placed in the standard way in the elements
inside ΩFEM, however not in Ω?\ΓFEM. The corresponding meshbased shape functions of the
FEM nodes remain unchanged, and the coupling is considered only in the meshfree shape
functions. Meshfree nodes with corresponding supports Ω˜i may be arbitrarily distributed
















∣∣xi ∈ ΓFEM} . (6.4)
In words, IMLS is the set of meshfree nodes whose supports are fully inside ΩMLS, and I? is
the set of MLS nodes that have supports overlapping with elements. Then, the meshbased
and meshfree shape functions for the nodes at xi are computed as [86]
∀i ∈ IFEM∪ I?? : Ni = NFEMi , (6.5)
∀i ∈ IMLS : Ni = NMLSi = pT (x) [M (x)]−1 φ (x− xi)p (xi) , (6.6)









[M (x)]−1 φ (x− xi)p (xi) .
NFEMi are the standard bi-linear finite element shape functions, and N
MLS
i are the standard
MLS functions, defined in section 4.3. The moment matrix M (x) from (4.22) is adjusted
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φ (x− xi)p (xi)pT (xi) , I ′ = IMLS ∪ I? ∪ I??. (6.8)
Fig. 38 shows the sets IFEM, IMLS, I? and I?? and displays the resulting shape functions
of this approach in a section of a one-dimensional domain with a regular node distribution
around the transition area Ω?.
6.3.2 Modification
Instead of keeping the FEM shape function unchanged inside the transition area as in the
original approach, one may additionally place meshfree nodes at the FEM node positions
along ΓFEM and superimpose the two shape functions at these nodes. The modified shape
functions result as follows
∀i ∈ IFEM : Ni = NFEMi , (6.9)
∀i ∈ IMLS : Ni = NMLSi , (6.10)









[M (x)]−1w (x− xi)p (xi) ,









[M (x)]−1w (x− xi)p (xi) +NFEMi .
The right part of Fig. 38 shows the resulting shape functions of the modified approach of
[86]. The important advantage of this modification is that smaller dilatation parameters
are possible (although in this figure ρi = 2.9∆x has been taken for both approaches). For
example, in the original approach and a regular distribution of nodes in one dimension, one
finds that in case of linear consistency for the regularity of the matrix M (x), dilatation
parameters of ρi > 2.0∆x are required [86]. This follows from the requirement for the
regularity of M (x) [86, 137], see section 4.3.4, that
card {xi|w (x− xi) 6= 0 ∀i ∈ I ′′} ≥ k = dim (M) , (6.13)
with I ′′ = IMLS ∪ I?, which near the boundary ΓFEM can only be fulfilled with ρi > 2.0∆x.
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Figure 38: Shape functions of the coupling approach of Huerta in the original [86] and
modified version.
In contrast, with the modified approach the nodes along ΓFEM are added to I ′′, hence
I ′′ = IMLS ∪ I? ∪ I?, and thus ρi > 1.0∆x are sufficient for linear consistency. This holds
analogously in multidimensional domains and is an important advantage for the reliable
stabilization of (non-linear) partial differential equations, see section 5.
6.3.3 Proof of Consistency
In this section the consistency of the shape functions in the domain is proven. Consistency
is often shown by help of a Taylor series expansion. Applying the Taylor series (4.28) for
a general approximation (3.2) gives
u (x) ≈ uh (x) =
r∑
i=1









αu (x) . (6.15)
The function u (x) is on the left and right hand side (Dα
1
u (x) = D(0,...,0)u (x) = u (x)),
but derivatives of u (x) occur only on the right hand side. Thus, comparing the coefficients
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|αs|! = 0, s = {2, 3, . . .} (6.17)
which, using (4.4) with n =∞, may be shortly written as
r∑
i=1
Ni (x)p (xi − x) = p (0) . (6.18)
Depending on the number of equations that can be fulfilled by the shape functions Ni, a
certain order of consistency may be proven. One may see that (6.18) is simply the standard
consistency condition (4.1) with a shifted argument −x of the basis. After showing this
analogy of the standard consistency condition with the Taylor series approach, the proof
is further carried out using the standard conditions (4.1). It is first shown that (4.1) is
fulfilled for the coupled shape function situation in Ω?.
r∑
i=1
Ni (x)p (xi) = p (x) , (6.19)∑
i∈I??
N??i p (xi) +
∑
i∈I?
N?i p (xi) +
∑
i∈IFEM
NFEMi p (xi) = p (x) . (6.20)
NMLSi is not considered because it is 0 everywhere in Ω
?. Applying the definitions of the
shape functions in (6.9)–(6.12) gives∑
i∈I??
(









NFEMi p (xi) = p (x) ,
where
z (x) = p (x)−
∑
j∈IFEM∪I??
NFEMj (x)p (xj) . (6.22)
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This is rearranged using the symmetry of M (x), hence zTMpp = ppTMz,∑
i∈I??
(
φ (x− xi)p (xi)pT (xi)
)






φ (x− xi)p (xi)pT (xi)
)
[M (x)]−1 z (x)+ (6.23)∑
i∈IFEM
NFEMi p (xi) = p (x) ,
which further reduces to∑
i∈I?∪I??
(
φ (x− xi)p (xi)pT (xi)
)
[M (x)]−1 z (x)+∑
i∈IFEM∪I??
NFEMi p (xi) = p (x) . (6.24)
The left expression is directly the definition of the moment matrix (6.8) (IMLS = ∅ for the
transition area), consequently M (x) · [M (x)]−1 = I, so that by using (6.22) the proof of








NFEMj (x)p (xj) +
∑
i∈IFEM∪I??
NFEMi p (xi) = p (x) , (6.26)
p (x) = p (x) . (6.27)
The consistency in the region ΩMLS may be shown easily by noting that no influence of the
finite element shape functions is apparent there. That is, the shape functions are directly
the original MLS shape functions of section 4.3.1 and the consistency condition (4.1) for
this situation may be stated as
r∑
i=1
Ni (x)p (xi) =
∑
i∈I′
NMLSi (x)p (xi) = p (x) , (6.28)∑
i∈I′
pT (x) [M (x)]−1 φ (x− xi)p (xi)p (xi) = p (x) , (6.29)
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with I ′ = IMLS∪ I?∪ I??. Rearranging (6.29) as shown above and using (6.8) directly gives
M (x) [M (x)]−1 p (x) = p (x) . (6.30)
Finally, the consistency in ΩFEM is discussed, where only standard finite element shape
functions are present. It is pointed out that the bi-linear shape functions (as well as other
finite element shape functions) may also be obtained by a least-squares principle. That is,
one may write these functions in the same form of






than the MLS shape functions, compare with (4.25). However, the definition of the weight-
ing function is different, which also leads to a different moment matrix MFEM (x). For
bi-linear shape functions, the weighting function of a node is φFEM = 1 in the union of
the quadrilateral elements around that node. The element shape functions in an arbitrary




1 · p (xi)pT (xi) , (6.32)
pT (x) = (1, x, y, xy) . (6.33)
Consequently, the proof of consistency of (6.31) follows directly the principle of the proof
for the MLS shape functions.
6.4 Coupling by a Ramp Function
6.4.1 Original Approach
In the approach of Belytschko et al. [24], meshfree and meshbased shape functions for the
nodes are computed and defined independently and coupled with help of a ramp function
R (x). FEM nodes are placed in Ωel, in contrast to the coupling approach of [86], where
they are placed in ΩFEM only. Meshfree nodes with supports Ω˜i are distributed arbitrarily
in Ω?
⋃
ΩMLS and may also be included inside ΩFEM. The latter will only affect the shape
functions inside Ω?
⋃
ΩMLS, i.e. MLS nodes with Ω˜i ⊂ ΩFEM have no influence at all.
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Figure 39: Shape functions of the coupling approach of Belytschko in the original [24] and
modified version.
Belytschko et al. [24] define the ramp function as follows:
R (x) =

0 , x ∈ ΩFEM
1 , x ∈ ΩMLS∑
i∈I′ N
FEM
i (x) , x ∈ Ω?, I ′ =
{
i
∣∣xi ∈ ΓMLS} , (6.34)
i.e. it varies monotonically between 0 and 1 in Ω?. The consistency of the resulting set of
meshbased, meshfree and coupled shape functions is maintained [24].
The shape functions are defined as follows:
∀i ∈ IFEM : Ni = NFEMi , (6.35)
∀i ∈ IMLS : Ni = NMLSi , (6.36)
∀i ∈ I? : Ni = [1−R (x)]NFEMi +R (x)NMLSi , (6.37)












∣∣∣Ω˜i⋂Ωel 6= ∅} . (6.40)
The resulting shape functions are shown in the left part of Fig. 39. One may note that
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meshfree nodes inside ΩFEM have an undesirable influence in Ω?
⋃
ΩMLS, leading to a
numerically awkward form of the shape function (cross-marked line in Fig. 39). Especially
in the context of stabilization, it is neither clear from a mathematical viewpoint nor from
an empirical viewpoint how to choose suitable stabilization parameters for these shape
functions, see [60].
6.4.2 Modification
In order to avoid these numerically awkward shape functions, this approach is modified
slightly. The meshfree nodes are restricted to the area Ω?
⋃
ΩMLS. The resulting shape
functions are then (for sufficiently small dilatation parameters) suitable to motivate the use
of standard stabilization parameters [60]. Consequently, a reliable stabilization is obtained.
The resulting shape functions of the modified coupling approach of [24] are shown in the
right part of Fig. 39.
Comparison of the nodal sets. Fig. 40 compares the nodal sets in the different
versions of the coupling approaches in a two-dimensional domain. It may be seen that
the difference between the original approaches in [86] and [24] are that FEM nodes in the
former publication are distributed in ΩFEM only, whereas in the latter FEM nodes are in
Ωel = ΩFEM
⋃
Ω?. Furthermore, MLS nodes are restricted to ΩMLS
⋃
Ω? in the approach in
[86], but may be distributed everywhere in Ω in the approach of [24] (however, an influence
will only be in Ω?
⋃
ΩMLS). The difference between the modified versions and the original
versions are as follows: In the case of the coupling of [86], MLS nodes are also distributed
at the FEM nodes along ΓFEM and are superimposed according to (6.11). In the case of
the coupling in [24], the MLS nodes are restricted to Ω?
⋃
ΩMLS only, because MLS nodes
in ΩFEM may show an undesirable influence in Ω?
⋃
ΩMLS.
Continuity of the Coupled Shape Functions. In Figs. 38 and 39 it can be seen
that the coupled shape functions are only C0-continuous along the boundary ΓMLS. It is
easily possible to construct shape functions that are C1-continuous there and, consequently,
restrict C0-continuous shape functions to the area ΩFEM. This can be achieved in the
approach in [86] by replacing the bi-linear element shape functions in Ω? by standard
Hermitian C1-continuous element shape functions [191]. The consistency of the resulting
set of coupled shape functions is still ensured due to the modified consistency conditions of














modified coupling of Huerta
original coupling of Belytschko modified coupling of Belytschko
original coupling of Huerta
Figure 40: Differences between the nodal sets in the original and modified coupling versions.
The grey circles show the supports Ω˜i of some MLS nodes.
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Figure 41: Comparison of C0 and C1 continuous shape functions along ΓMLS in the modified
coupling approaches.
this approach. In the coupling approach of [24], C1-continuity along ΓFEM can be achieved
by using C1-continuous ramp functions in Ω?. Again, Hermitian element shape functions
may be used. Fig. 41 shows the resulting C1-continuous shape functions and compares
them with the C0-continuous case. Clearly, only the shape functions in Ω? are effected
by the modifications. It is interesting to note that in own numerical studies the higher
order of continuity does not lead to superior results, therefore, throughout this paper only
C0-continuity along ΓFEM is fulfilled by the shape functions.
6.4.3 Proof of Consistency
In the original work [24], Belytschko et al. use the coupling approach with first order
consistency, see (4.1), for the coupling with bi-linear finite element shape functions. The
ramp function is also defined by help of bi-linear shape functions in the transition area.
The generalization to higher orders is straightforward, so the proof of consistency is shown
for the general case. In the modified version, meshfree nodes build a partition of unity in
Ω?
⋃
ΩMLS and FEM nodes in Ω?
⋃
ΩFEM. Consequently, the overlap of the PUs is in the
transition area Ω?, where the ramp function varies in-between 0 and 1. It is now shown








[1−R (x)]NFEMi +R (x)NMLSi
)
p (xi) = p (x) , (6.42)
where NFEMi = 0 for all xi ∈ ΩMLS \ ΓMLS and NMLSi = 0 for all xi ∈ ΩFEM \ ΓFEM. A few




NFEMi p (xi) +R (x)
r∑
i=1
NMLSi p (xi) = p (x) , (6.43)
[1−R (x)]p (x) +R (x)p (x) = p (x) , (6.44)
p (x) = p (x) , (6.45)
where (6.44) follows from the fact that the FEM and MLS shape functions build PUs,
i.e. they fulfill the consistency conditions, see also section 6.3.3.
6.5 Numerical results
6.5.1 One-dimensional Advection-Diffusion Equation
The aim of this subsection is to show that the same order of convergence is obtained with
all coupling approaches. The obtained convergence of order 2 in the L2-norm is equivalent
to purely meshbased computations with linear finite elements only. The test case is defined
as follows.
The one-dimensional advection-diffusion equation (5.28) in SUPG-stabilized weak form [31]
is approximated in Ω = (0, 1), with a right hand side of f = 2cpi cos (2pix)+4Kpi2 sin (2pix),
c = 10, K = 1 and boundary conditions u (0) = u (1) = 0. The exact solution is u (x) =
sin (2pix). Throughout the convergence test, the ratio of the domains is kept constant at
ΩFEM : Ω? : ΩMLS = 6 : 1 : 6, which may be seen in the left part of Fig. 42, where also
the corresponding shape functions in the domain—according to the modified approach
of [86]—are shown. The right part shows the convergence results for the two original and
modified coupling approaches of [24] and [86] respectively, see sections 6.3 and 6.4. The rate
of convergence remains the same as in pure FEM computations. As expected, the higher





















Figure 42: Convergence test of the coupling approaches.
rates of convergence often achieved for a pure MLS approximations are not observed, which
is in agreement to [24, 86].
6.5.2 Driven Cavity Flow
The driven cavity test case is already described in section 5.4.2, where the approxima-
tion was made by meshfree shape functions only. Here, a coupled meshfree/meshbased
discretization as shown in Fig. 43 (for 41 × 41 nodes) is realized. The modified cou-
pling approaches are applied, in order to enable the use of small dilatation parameters of
ρi = 1.3∆x. For a Reynolds number of Re = 1000 convergence may not be reached for
dilatation parameters ρi ≥ 2.0∆x, underlining the importance of the modified coupling
versions.
Details about the construction of the meshfree shape functions are given in section 4.5.
Here, the MLS shape functions have rectangular supports resulting from tensor products of
the weighting functions in the MLS procedure, see section 4.3.3. Integration is performed
by help of a background mesh as described in section 4.3.6. It is discussed in section
4.3.5 that the imposition of essential boundary conditions requires certain attention with
meshfree methods. However, this is no problem in this test case because the Dirichlet
boundary conditions are applied at finite element nodes only, as may be seen from Fig. 43.
If not stated otherwise, these specifications of the meshfree method hold as well for all the
other test cases described in the following.
The results of both modified coupling approaches are almost identical for this test case













Figure 43: a) Driven cavity test case with domain decomposed into ΩFEM, ΩMLS and Ω?,




















Figure 44: Solution for u, v and p over the domain Ω.
and therefore, only the result for the modified coupling approach of Huerta et al. [86] as
proposed in section 6.3.2 is shown. Fig. 44 shows results for the unknowns u, v and p over
the domain Ω; it may be seen that the meshfree and meshbased parts fit smoothly together.
In Fig. 45, the convergence against the reference solution along the vertical center velocity
profile is shown, and coupled results are compared with the pure FEM solutions. The ΩMLS
holes are placed such that the center profile directly cuts through them. In-between the
MLS nodes in the figures, linear interpolation has been applied for simplicity. One may
see that coupling does not adversely affect the solution.
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Figure 45: Velocity profiles along center cuts compare pure FEM results with the coupled
results and show convergence against reference solution.
6.5.3 Cylinder Flow
The channel flow around a cylinder has been developed as a test case e.g. in [167], the
setting considered here differs from the cylinder test case discussed in section 5.4.3 and
[178]. The cylinder with a diameter of 0.1 is placed slightly unsymmetrically in y-direction
of the channel, see Fig. 46a). No-slip boundary conditions are applied on the upper and
lower wall and on the cylinder surface. A quadratic velocity profile for u, with umax = 1.5,
and v = 0 are applied at the inflow on the left side of the domain. At the outflow traction-
free boundary conditions are used. The density and viscosity are prescribed as µ = 0.001
and %F = 1.0. This results in a Reynolds number of Re = %F · um ·L/µ = 100 when taking
the cylinder diameter as a length scale L and the average inflow velocity um = 1.0 at the
inflow.
For this Reynolds number the well-known Ka´rma´n vortex street develops behind the cylin-
der. A quasi-stationary solution is obtained. Reference solutions are given for the lift and
drag coefficients cL and cD of the cylinder [167]. Fig. 46 shows a sketch of the Ka´rma´n
vortex street, the discretization by FEM and MLS nodes and the development of cD and cL
in time until a periodical solution is obtained. It should be noted that the “steady-state”
solution for the same Reynolds-number of section 5.4.3 is obtained by using a symmet-
ric cylinder-setting omitting any perturbations; it is clearly not the physically relevant
solution, see [178].
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Figure 46: Cylinder test case at Re = 100, a) the Ka´rma´n vortex street, b) discretization
of Ω, c) detail of the discretization with FEM and MLS nodes around the cylinder, d) and
e) development of the drag and lift coefficient in time.
In the left part of Fig. 47, the results for the drag and lift coefficient obtained with the
modified approaches of [24] and [86], see sections 6.3.2 and 6.4.2, are compared with the
pure FEM computation (∆t = 0.005). The horizontal lines show the limits, in which the
exact value for the maximum of cD and cL lie [167]. One may again see that the results are
quite close together. The drag coefficient is slightly improved with the coupled approaches,
the modified coupling approach of [86] (section 6.3) achieves somewhat better results than
the approach of [24] (section 6.4). Both are slightly better than the pure FEM computation.
Results for the lift coefficient are almost indistinguishable, i.e. the drag coefficient turns
out to be more sensitive.
The right part of Fig. 47 shows the dependence of the drag and lift coefficient on the time
step ∆t. The Strouhal number St = D/ (umT ), with the diameter D = 0.1 of the cylinder,
the average inflow from the left with um = 1 and the time T for 2 periods of the curve
of cD (equals 1 period of the curve of cL), are displayed in the figure as well. A clear
convergence against the reference Strouhal number of 0.295 ≤ St ≤ 0.305 may be seen and
the amplitudes of the drag coefficient improve.
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Figure 47: The left part compares the different modified coupling approaches and the pure
FEM solution for ∆t = 0.005, the right part shows the convergence in time of the coupled
approaches.
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6.5.4 Flow Around a Vortex Excited Cantilever Beam
This test case was proposed and investigated first by Wall and Ramm in [186], later from
Hu¨bner and Walhorn in [84]. A sketch of the situation is depicted in Fig. 48a). This test
case is considered here in order to validate the whole procedure of simulating fluid-structure
interaction phenomena as discussed in section 3.4, rather than validating only the coupled
flow solver as done in the previous test cases. A square cylinder is placed in a channel flow,
and a thin elastic structure is fixed at the downstream side of the cylinder. The Young’s
modulus of the beam-like St. Venant solid is E = 2.5 · 106, Poisson’s ratio is ν = 0.35 and
the density is %S = 0.1; plane strain is considered. 2 × 24 bi-linear elements are used for
the finite element analysis of the structure, and standard Gauss integration with 2 × 2
integration points is employed. Considering a linear Euler-Bernoulli beam theory, this
leads to a period of T = 0.33 for the first eigenmode, which was confirmed by the structure
solver based on the equations in section 2.2 in separate computations without the fluid.
The Dirichlet boundary conditions for the structure are dx = dy = 0 along the connection
with the square cylinder, and Neumann boundary conditions are the forces from the fluid
acting on the structure. The Newmark algorithm was used for the time integration of the
structure.
The fluid data is as follows: The fluid domain is discretized by 4128 elements and 2 ·243 =
486 MLS particles, which are coupled by the modified coupling procedure of Huerta et
al., as proposed in section 6.3.2. The density is ρF = 1.18 · 10−3 and the viscosity is
µ = 1.82 · 10−4. No-slip boundary conditions are applied along the inner structure, i.e. at
the square cylinder and the beam. Slip boundary conditions are used at the lower and
upper part of the domain. The inflow velocity is u = 51.3, v = 0, and at the outflow
traction-free boundary conditions are set. The Reynolds number is Re = 333, using the
width of the square cylinder as a length scale. If the beam is considered fixed, this test case
reduces to a pure flow simulation, where the reference vortex shedding period of T = 0.16
[84] was found by the coupled flow solver as well. Therefore, it is necessary to apply an
imperfection to the flow field, which was realized here by using u(0, y) = 51.3+y along the
inflow until t = 0.1, and then using the unmodified inflow velocity of u = 51.3 for t > 0.1.
The time step is chosen to be ∆t = 0.001.
Considering the elasticity of the structure results in fluid-structure interaction. A strongly
coupled, partitioned technique as described in section 3.4 is used for the approximation.
The fluid is considered in the structure simulation by its forces acting along the fluid-


























Figure 48: a) Problem statement of the vortex excited beam test case, b) vertical dis-
placement of the beam tip, c) and d) show the discretization in the initial and deformed
case.
a) b)
Figure 49: Vorticity for different displacements of the beam.
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structure boundary, i.e. the fluid data is employed as a Neumann boundary condition
for the structure. The structure is considered in the flow solver by the new position and
velocity of the interface, and the velocities represent a Dirichlet boundary for the fluid
problem. An important step is the update of a suitable fluid mesh, which conforms with
the deformed structure mesh. This is realized by the solution of a stationary pseudo-
structure problem based on linear elasticity (Hooke solid). It is well-known [13, 166] that
the deformation of small elements should be limited by making them considerably stiffer
than larger ones, in practice this may be realized by generating an element-size dependent
Young’s modulus for the pseudo-structure problem. The pseudo-structure domain equals
the fluid domain in this test case, boundary conditions are of Dirichlet-type only and
consist of zero-displacements along all boundaries except the interface. In Fig. 48c) and
d) one may see the initial and a deformed mesh for a certain deformation of the beam.
The mesh velocities resulting from the movement of the FEM and MLS nodes in the fuid
domain are considered with the arbitrary Lagrangian Eulerian (ALE) technique [98].
The resulting displacement of the beam tip over time is shown in Fig. 48b). Until t = 0.1,
where the inflow conditions are changed in order to apply an imperfection, the structure is
considered fixed. Then, the vortex shedding phenomena, see Fig. 49, lead to an excitation
of the beam, leading to a periodic stationary behaviour, which is established at t ≥ 4.
The motion of the beam structure shows large displacements and is dominated by the first
eigenmode. The results are in excellent agreement with [84].
6.5.5 Flow Around a Rotating Obstacle
The previously described test cases verified the coupled fluid solver. However, they do
not take advantage of the beneficial properties of this approach. The following test case
replaces the cylinder of section 6.5.3 by a rotating obstacle. A problem statement can be
seen in Fig. 50a), the corresponding discretization with the meshfree and meshbased part
in b) and c). The rotation of the different rotors is prescribed and is completed after 1
time unit. The geometries of the different rotors may be seen from Fig. 50d), they are
defined as follows: Each rotor wing is a segment of a circle and has a thickness of 0.5 ·10−3.
The inner circle of each rotor object has a diameter of 3.0 · 10−3, and each rotor wing is
perpendicular to the surface of this inner circle. Each rotor object has an outer radius of
0.05. Results are obtained for stiff or elastic rotors. In case of elastic material properties,
Young’s modulus is set to E = 106 and Poisson’s ratio is ν = 0.3. The HHT-α method
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with α = −0.05 has been used for time integration of the structure. The rotation of the
rotors is enforced by prescribing suitable deformation for dx and dy at 4 nodes inside the
inner circle of each rotor (at ±2.0 · 10−4 with respect to the center of the inner circle). The
pseudo-structure domain ΩM involved in the mesh-moving procedure is restricted to the
inner mesh around the rotor. Thereby the boundary of the inner mesh remains circular.
The fluid density is %F = 1.0 and the viscosity is µ = 0.001. The number of elements in the
fluid domain varies between 3316 and 4808 elements, depending on the number of rotor
wings. In each case, 256 MLS nodes are coupled with the FEM domain, using the modified
coupling approach of section 6.3.2 as it performs somewhat better in the previous test
cases. Differing from all the other test cases in this section, the MLS shape functions have
spherical instead of rectangular supports with a radius of 0.01. Furthermore, integration
over individual supports is performed instead of using background meshes. The inflow
and outflow boundary conditions of the flow field are identical to the cylinder test case
described in section 6.5.3, no-slip boundary conditions are applied on the lower and upper
wall and on the rotor surface.
For this test case, standard meshbased methods fail to give results due to the distortion
of the mesh which must follow the rotation. However, this is no problem with the coupled
fluid solver, where the rotating inner mesh and the stationary outer mesh are separated by a
meshfree area. The mesh velocities of the inner FEM mesh and the surrounding inner MLS
ring, see Fig. 50c), are considered with the arbitrary Lagrangian Eulerian (ALE) technique
[98]. Fig. 51 shows vorticity results for different angles α of the two-wings rotor. In the
case of only two wings, the flow field depends strongly on the angle α of the rotor, whereas
for larger number of rotor wings, the flow properties (e.g. vortex shedding phenomena)
become more and more similar to a cylinder test case with a diameter of 0.05.
In Fig. 52 the resulting momentum around the center of the rotors in dependence of the
angle α of the inner mesh are shown for stiff rotors. Assuming the rotor to be an elastic
material, Fig. 53a) shows the deformation of the rotor wings at a certain time step, b) shows
the displacements—relative to the unloaded situation of the rotor undergoing a rigid body
rotation—in horizontal and vertical direction of a rotor tip of the three-wing rotor over
one rotation (346 bi-linear elements and 455 structure nodes are used for the finite element
structural analysis of this rotor).



















Figure 50: a) Problem statement of the rotor test case, b) and c) show the discretization
and d) different rotor geometries.
α = 0° α = 45°
α = 135°α = 90°
Figure 51: Vorticity for the 2-wing rotor for different angles α.
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Figure 52: Resulting momentum around the center of the different rotors in dependence
of the angle α.






























Figure 53: a) Deformation of the rotor at a certain time-step, b) distortion of a rotor tip
during one rotation.
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6.5.6 Flow Around a Moving Flap
This test case considers a channel flow which involves a flap undergoing large displacements.
The situation is sketched in Fig. 54a). Compared to the previous test case some important
differences are pointed out: The structure (flap) is surrounded by MLS nodes instead
of finite elements. All finite element and MLS nodes in the fluid domain are fixed, a
possible consideration of the large displacements of the flap by an ALE technique would
fail due to the resulting distortion of the node distribution. Only the structure nodes
undergo a displacement according to the flap angle α. Consequently, the nodes along the
fluid-structure interface are not conforming, which has some influence in the theoretical
properties of the numerical method applied for the approximation of this fluid-structure
interaction problem [150]. For example, the stability and energy conservation properties
change, however, this did not turn out to be critical in the present test case.
The position and movement of the structure is considered in the fluid domain by construct-
ing the MLS shape functions according to the visibility criterion [21, 22], as discussed in
section 4.3.7. Parts of the original support that are not visible from the corresponding node
are neglected, leading to a reduced modified support, see also Fig. 14 on page 59. The
resulting shape functions are discontinuous along the boundary of the flap. The ability of
the MLS to incorporate discontinuities in this conceptionally simple way is an important
advantage compared to standard meshbased methods, which require a remeshing along the
flap in order to consider the discontinuity correctly.
A problem of the proposed technique is that an optimized mesh along the flap, i.e. high-
aspect ratio elements in order to resolve the boundary layer, is not available. It is mentioned
that this problem also exists for the frequent remeshing strategy because a fully automatic
construction of high quality meshes for fluid problems is difficult to realize in practice [139].
The flap has a length of L = 0.2 and a thickness of d = 2 · 10−4, it is discretized by 4× 30
bi-linear elements. The data for the structure is ρS = 0.1, E = 10
9, and ν = 0.3. The
Newmark method is used for the integration in time. The time step size for the fluid and
structure problem is chosen as ∆t = 0.01. Dirichlet boundary conditions for the structure
are prescribed displacements according to the angle α at the fixed-end near the wall. The
flap angle varies from αmin ≤ α ≤ αmax, with αmin = 5◦ and αmax = 85◦, following the
function
α (t) = 45◦ +
1
2
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The frequency is defined by t? which is set to 1 time unit.
The fluid data is defined by %S = 1.0 and µ = 0.001, flow boundary conditions are defined
as in the previous test case with no-slip conditions along the flap. As there are no fluid
nodes along the flap, the fluid boundary conditions are imposed by a penalty method
there, see section 4.3.5, with a penalty parameter of 106. Taking the length of the flap as
the characteristic length, the Reynolds number for this test case is Re = 200. 1630 FEM
and 735 MLS nodes are used for the approximation of the incompressible Navier-Stokes
equations, see Fig. 54b) for the discretization of the fluid domain. It may be noted, that
the meshfree domain compared to the whole fluid domain is considerably larger than in
the prior test cases. This results in a comparably large computational effort, although the
total number of nodes is only moderate.
Fig. 55 shows shape functions in the meshfree fluid domain. In 55a), the whole set of all
meshfree shape functions is shown, it fulfills the conditions for first order consistency, see
equation (4.1), and consequently builds a partition of unity. Along the boundaries of the
meshfree domain, one may see that the coupled meshfree/meshbased shape functions look
similar to standard bi-linear shape functions as they are used in the rest of the domain. It
is important to note that the shape functions are discontinuous along the deformed flap.
This is further stressed by displaying some selected shape functions along the flap as done
in Fig. 55b) and c).
Results for this test case are displayed in Fig. 56, where the vorticity in the domain is shown
for different angles α. The displacements dx and dy of the flap tip over one period of the
flap movement are shown in the left part of Fig. 57. These displacements are with respect
to the position of the flap tip at the initial flap angle of α = 45◦. The dashed line shows
the displacements resulting from a rigid body motion of the flap, i.e. the displacements of
the unloaded flap for certain angles α. The difference to the solid line is the deformation
in consequence of the loading resulting from the fluid. The right part of Fig. 57 depicts
the moment around the fixed-end of the flap over one period of the flap movement.














Figure 54: a) Problem statement of the flap test case, b) shows the discretization.
c)
b)a)
Figure 55: a) Set of all shape functions in ΩMLS, b) and c) show some selected shape
functions along the flap discontinuity.
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Figure 56: Vorticity of the flap test case for different angles of the flap.




























Figure 57: Displacement of the flap tip with respect to the initial flap angle of α = 45◦,
resulting moment around the fixed-end of the flap.
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7 Outlook and Conclusion
The aim of this work is to develop a method which is able to simulate complex flow
problems—including fluid-structure interaction phenomena—, which possibly involve large
geometric deformations or moving and rotating obstacles. Standard meshbased methods
fail if a suitable mesh can not be maintained throughout the simulation. More advanced
techniques in the meshbased context—e.g. overlapping grids, fictitious domain and bound-
ary methods, sliding mesh and level set methods—overcome the mesh problems, each
having its characteristic advantages and disadvantages. Herein, another way is proposed,
which incorporates meshfree methods with their important feature that no mesh is required
for the approximation.
In contrast to the common practice to employ meshfree methods in Lagrangian collocation
settings, i.e. as particle methods, these methods are employed in Eulerian or ALE Galerkin
formulations in this work. This formulation is standard for meshbased methods, and for
a coupling of meshfree and meshbased this is the most natural choice. The coupling
is desirable because meshfree Galerkin methods are considerably more time-consuming
than their meshbased counterparts, but they offer a higher accuracy and robustness when
compared to meshfree collocation methods.
In section 4, the background of meshfree methods is worked out in order to justify the
choice of the particular method used in this work. Most importantly, the chosen method
uses shape functions based on the MLS principle which are employed in Bubnov-Galerkin
or certain Petrov-Galerkin formulations as thus which arise in stabilized contexts. This
method is closely related to the popular EFG method.
Eulerian and ALE formulations of the equations of fluid flow involve advection terms that
require stabilization. Stabilization is also one way to use equal-order-interpolation for
all unknowns of the incompressible Navier-Stokes equations. The topic of stabilization is
discussed in section 5, where it is found that the same structure of standard stabilization
methods may be applied to meshfree methods as well, however, the question of suitable sta-
bilization parameters requires certain attention (applicability of meshbased formulas, dif-
ferent versions for the support length etc.). The numerical results show that SUPG/PSPG
stabilization achieves slightly better results than GLS stabilization.
Coupling is discussed in section 6. The aim is to make profit of the beneficial features of
meshfree methods in complex geometry situations where conforming meshes are difficult
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to maintain, and at the same time to minimize the increased computational effort involved
in the meshfree approximation by using meshbased methods wherever possible. Standard
coupling approaches for coupling meshfree and meshbased shape functions are described
and modified such that the resulting shape functions are more suited for stabilization. It
is found in the numerical results that the modified coupling approach of Huerta et al. [86]
achieves slightly better results than the approach of Belytschko et al. [24]. It is mentioned
that coupled formulations of higher-order consistency can be obtained straightforward.
Thus, higher order convergence of the coupled meshfree/meshbased simulations may be
easily achieved by using higher order finite element shape functions and enriching the basis
vector in the MLS procedure.
The coupled fluid solver is validated with standard test cases and is employed for the
solution of geometrically complex fluid-structure interaction problems. The conclusion
is that coupled meshfree/meshbased approximations are a very promising tool for the
simulation of complex fluid and fluid-structure interaction problems.
Limitations of the coupled fluid solver as proposed in this work are clearly the physically
valid ranges of the employed models for the fluid and the structure (Newtonian fluid,
St. Venant structure). However, conceptionally, no serious problems are expected if more
eloborate fluid and structure models need to be employed.
The focus in this work is on a new concept for a numerical method, and practically relevant
test cases are not in the scope of this work. Therefore, in future works with the coupled
flow solver it is important to prove the usefulness of the method with a number of further
test cases. Possible applications, where the features of the coupled solver are desirable, are
for example simulations of biological systems. One may think of blood cells freely moving
in the surrounding liquid, or the simulation of heart valves.
The efficient dynamic construction of meshfree areas in the domain (e.g. by switching off
elements), employing higher orders of consistency of the coupled approximation, or making
profit of the beneficial features of meshfree methods in adaptive procedures are possible
extensions of the current work.
An important step towards a simulation tool for realistic problems is also the extension
to three-dimensional applications. Here, the use of purely meshfree Galerkin methods is
even more restricted than in two-dimensional cases, and it certainly requires another two
or three generations of computers (factor 100 in performance) until a three-dimensional
flow simulation with purely meshfree Galerkin methods seems realizable. However, the
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computational effort in the coupled meshfree/meshbased method scales with the meshbased
part, and seems much more realistic even on today’s computers. Clearly, a number of other
considerations have to be taken into account for a three-dimensional coupled flow solver,
such as the efficient solution of the system of equations.
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8 Appendix: Conventions, Symbols and Abbrevia-
tions
Conventions and Symbols
Unless convention dictates otherwise, throughout this paper normal Latin (a) or Greek (α)
letters are used for scalars and scalar functions. Bold small letters (a) are in general used
for vectors and vector functions and bold capital letters (A) for matrices. The following
table gives a list of frequently used variables and their meaning.
symbol meaning
a vector of unknown MLS-coefficients
b right hand side of a system of equations
c, c advection coefficients
d number of space-dimensions
d deformation
f , f right hand side of PDE
he, hρ element length, support length
i, j integers
k size of an intrinsic basis p
l size of an extrinsic basis q
n order of consistency
n normal vector






u = (u, v) velocities
u, uh function, approximated function
u vector of r nodal unknowns
w test (=weight) functions
x space coordinate
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xi position of a node (=particle, point)
A system of equations
B MLS help matrix
Cn order of continuity
D matrix Dij = Ni(xj)
E Young’s modulus
E Green-Lagrange strain tensor
Elin linear strain tensor
F gradient of the deformation
I identity matrix
J MLS error functional
K, K diffusion tensor
L differential operator
M MLS moment matrix
N shape (=trial, ansatz) functions
Pe, Re Peclet, Reynolds number
R ramp function
S second Piola-Kirchhoff stress tensor
T Cauchy stress tensor
α multi-index
αi vector in the multi-index set
{
α
∣∣ |α| ≤ n}
δ Dirac-δ function, Kronecker-δ
ε residual
φ MLS weighting (=window, kernel) function
λ, η Lame´ constants
µ dynamic viscosity
ν Poisson’s ratio
ρ dilatation parameter (=smoothing length)
% density
σ linear fluid stress tensor
τ stabilization parameter
Γ boundary of the domain
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Ω domain
Abbreviations
The following table shows the meaning of important abbreviations used in this work.
abbr. meaning
ALE arbitrary Lagrangian-Eulerian
BEM boundary element method
CSPH corrected smoothed particle hydrodynamics
DEM diffuse element method
EFG element-free Galerkin
EBC essential boundary condition
FDM finite difference method
FEM finite element method
FPM finite point method
FSI fluid-structure interaction
FVM finite volume method
GFEM generalized finite element method
GLS Galerkin/least-squares
LBIE local boundary integral equation
LSMM least-squares meshfree method
MFEM meshless finite element method
MFS method of finite spheres
MLPG meshless local Petrov-Galerkin
MLS moving least-squares
MLSPH moving least-squares particle hydrodynamics
MLSRK moving least-squares reproducing kernel
MM meshfree method
NEM natural element method
PDE partial differential equation
PSPG pressure-stabilizing/Petrov-Galerkin
PU partition of unity
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PUM partition of unity method
PUFEM partition of unity finite element method
RKM reproducing kernel method
RKEM reproducing kernel element method
RKPM reproducing kernel particle method
SPH smoothed particle hydrodynamics
SUPG streamline-upwind/Petrov-Galerkin
XFEM extended finite element method
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