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The 19Ne(p,γ)20Na reaction is thought to play a significant role in the nucleosynthe-
sis of explosive stellar phenomena, with a single narrow resonant state located above
the proton emission threshold in 20Na thought to dominate the stellar reaction rate at
oxygen-neon (ONe) novae and X-ray burst temperatures. In this thesis, the properties
of this resonance of astrophysical interest, the subject of experimental and theoretical
debate for nearly thirty years, have been measured directly for the first time, using the
DRAGON recoil separator to investigate an energy region approximately 10 keV higher
than previous direct measurements. The resonance of astrophysical interest was popu-
lated by bombarding a windowless hydrogen gas target with a beam of 19Ne, produced
by the ISAC facility at TRIUMF National Laboratory. The resulting 20Na recoils were
transported to the focal plane of DRAGON, where they were stopped and detected,
whilst the radiative capture γ-rays were detected in a BGO array surrounding the tar-
get, allowing both the resonance energy and resonance strength to be measured. Doing
so made it possible to re-evaluate the stellar reaction rate, relative to the results of recent
theoretical and indirect studies of the same reaction.
This resonant state of interest has also been measured indirectly via a study of the
19F(d,p)20F reaction, performed primarily to commission the TIARA array at Texas
A&M University. The silicon array, coupled to the MDM-2 magnetic spectrometer, Ox-
ford focal plane detector and HPGe clover detectors for the first time, was used to measure
the highest energy particle-γ coincidence dataset investigating the structure of 20F. This
allowed a decay scheme as well as angular distributions to be produced. The TWOFNR
reaction code was used to produce theoretical angular distributions which were used to
determine spectroscopic factors, the absolute values of which were then compared with
the results of historical studies of the 19F(d,p)20F reaction. By commissioning the new ex-
perimental set-up, it can now be used to perform indirect measurements of astrophysical
reactions, the direct study of which is beyond contemporary technical capabilities.
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Chapter 1
Introduction
Nuclear astrophysics is the study of the various nuclear reactions and processes that
occur within stars, and thus provides a link between the macroscopic world of astrophysics
and the microscopic domain of nuclear physics. Fundamentally, nuclear astrophysics seeks
to better understand the origin of the chemical elements and aims to explain the main
trends of Galactic chemical evolution.
It is currently understood that not long after the Big Bang the Universe contained less
than ten different species of atomic nuclei. This is in stark contrast to the hundreds of
different types of atomic nuclei which can be observed in contemporary astronomical mea-
surements. The process responsible for this evolution in universal isotopic abundances,
first set out in the landmark 1957 paper by Burbidge, Burbidge, Fowler and Hoyle [1], is
stellar nucleosynthesis, whereby heavier atomic nuclei are produced by fusion reactions
between lighter nuclei within stars and subsequently ejected into the interstellar medium
at the end of the star’s lifetime. Nuclear astrophysics aims to both explain and quantify
the various processes of nucleosynthesis in three main ways [2]: firstly, by determining
the specific mechanisms that produce the different nuclear species occurring in nature;
secondly, by identifying the astrophysical scenarios in which these mechanisms occur;
and thirdly, by establishing the reaction pathways which govern how these mechanisms
change over time.
1.1 Explosive nucleosynthesis
Typically, stellar nucleosynthesis occurs at hydrostatic equilibrium, whereby the en-
ergy released by the nucleosynthetic process balances the self-gravity of the star, and thus
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opposes stellar collapse [3]. Occasionally however, and of particular interest to nuclear
astrophysicists, nucleosynthesis can occur outside such “stable” conditions, such as under
those of extreme temperature and density.
Under such conditions, continued nucleosynthesis can result in a thermonuclear run-
away reaction. In this type of explosive nuclear burning, nuclei which are unstable to β
decay are produced and live long enough to undergo further nuclear burning, as reaction
time-scales are of order or less than the β-decay lifetimes of those elements [4]. As a
result, sites of explosive nucleosynthesis are thought to be significant contributors to the
chemical evolution of the Galaxy.
This work focuses on a particular nucleosynthetic process, the rapid proton capture
(rp)-process, in which proton-rich nuclides are produced after a stable nuclide is bom-
barded by sequential protons before being able to β-decay [5]. This nucleosynthetic pro-
cess is currently thought to primarily occur in two explosive stellar scenarios: classical
novae and x-ray bursts.
1.1.1 Classical novae
Classical novae are a subset of cataclysmic variable star; stars which undergo a sudden
and irregular increase in brightness before returning to a quiescent state [6]. Classical
novae exist exclusively in semi-detached binary systems consisting of a white dwarf pri-
mary with a main sequence or red giant secondary star. Currently, the Galactic nova
rate is thought to be approximately 40 per year [7], and consequently they are likely to
be one of the most significant contributors to the chemical evolution of the Galaxy.
The Roche lobe of each star in the semi-detached binary system represents the max-
imal spatial extent of matter gravitational bound to that star when the system is in a
quiescent phase. The Roche lobe of the total binary system thus forms a “figure-of-eight”
shaped gravitational equipotential surface, with the point where the Roche lobes of each
star overlap denoted the inner Lagrangian point. A diagrammatic representation of this
can be seen in Figure 1.1.
In a classical nova scenario, the secondary star has filled its Roche lobe and mass is
transferred from the secondary to the primary via the inner Lagrangian point, usually
via an accretion disk [9]. An artist’s impression can be seen in Figure 1.2. The accreted
material heats up as it falls into the large gravitational potential of the white dwarf
primary and starts undergoing nuclear burning on its electron degenerate surface, which
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Figure 1.1: Diagrammatic representation of a semi-detached binary system during a
quiescent phase. The yellow dashed line around each star is its Roche lobe. Where
the two Roche lobes meet, marked with the white arrow, is the inner Lagrangian point.
Adapted from [8].
Figure 1.2: An artist’s impression of the a classical nova. From [12].
causes a thermonuclear runaway reaction [10]. The resultant explosive nucleosynthetic
processes are currently thought to produce elements up to the mass of calcium [11].
1.1.2 X-ray bursts
X-ray bursts are another subset of cataclysmic variable star, and are very similar to
classical novae. The main difference between the two is that, in X-ray bursts, the primary
star in the semi-detached binary system is a neutron star, rather than a white dwarf.
There are two different types of X-ray bursts, characterised by the length of time
between consecutive outbursts [13]. Type-I X-ray bursts have burst recurrence rates of
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order hours or longer, of which there are currently known to be 105 within the Galaxy
[14], whereas Type-II X-ray bursts occur at intervals of several seconds to minutes [13].
As with classical novae, the secondary star in the X-ray burst has filled its Roche lobe
and transfers mass to the neutron star via the inner Lagrangian point. The gravitational
potential of a neutron star is much steeper than that of a white dwarf due to its higher
mass, which ensures that any accreted material has a higher energy. This makes it
possible to produce higher mass nuclei during nucleosynthetic processes. Subsequently,
it is currently thought that rp-process nucleosynthesis in Type-I X-ray bursts produces
elements up to the mass of tellurium [15].
1.2 The 19Ne(p,γ)20Na reaction
In order to better understand and quantify nucleosynthesis in explosive stellar sce-
narios, and the subsequent effect on the chemical evolution of the Galaxy, a detailed
knowledge of the path of nucleosynthesis in these environments is required. This means
that a knowledge of the reaction rates along these nucleosynthetic pathways is crucial.
A sensitivity study by Iliadis et al. [16] showed that for novae and X-ray burst
environments there are only a few reactions that have a significant impact on the final
abundances of a large number of isotopes. One such “gateway” reaction has been the
subject of experimental study and debate for nearly thirty years: the 19Ne(p,γ)20Na
reaction, in which a nucleus of neon-19 (19Ne) absorbs a proton and emits some number
of γ-rays to become a nucleus of sodium-20 (20Na). The main contributor to the rate
of this reaction is thought to be proton capture to a single narrow resonant state above
the proton emission threshold in 20Na. Iliadis notes that there is a large uncertainty in
the 19Ne(p,γ)20Na reaction rate, which is a direct consequence of uncertainties of the
properties of the resonant state in the energy region of astrophysical interest [17].
The primary focus of this work is a direct measurement of the 19Ne(p,γ)20Na reaction,
performed at TRIUMF National Laboratory in Vancouver, Canada in November 2015.
By studying the resonant properties thought to largely dominate the overall reaction rate,
greater insight into the role of this reaction in the path of rp-process nucleosynthesis in
novae and X-ray burst scenarios could be obtained. This could then be used to help
better marry theoretical models of these explosive stellar phenomena with the wealth of
observational data currently available.
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1.2.1 Role of the 19Ne(p,γ)20Na reaction in explosive nucleosynthesis
The 19Ne(p,γ)20Na radiative capture reaction is thought to play a significant role in
both ONe novae and Type-I X-ray bursts.
In ONe novae, the 19Ne(p,γ)20Na reaction is related to the destruction of fluorine-19
(19F) in the rp-process. In these scenarios, 19F is usually produced via the β decay of
19Ne. However, the high peak temperatures in ONe novae mean the proton radiative
capture reaction process competes with this decay, which would reduce the abundance of
19F synthesised in these environments. The current uncertainty on the radiative capture
reaction rate is of order 105, and it has been shown that variations of the reaction rate
within this uncertainty can affect final 19F abundances by up to a factor of seven [16].
In Type-I X-ray bursts, the 19Ne(p,γ)20Na reaction forms part of the link between
the hot CNO cycle and the rp-process [18]. Studying this reaction rate can give a better
insight into the relative abundances of the highest mass nuclei made in X-ray bursts,
produced through rp-process nucleosynthesis, which lie in the Sn-Te mass region. In
addition, it is thought that the strength of the breakout reaction sequence featuring the
19Ne(p,γ)20Na reaction not only determines the conditions for ignition to occur but also
the burst recurrence rate for Type-I X-ray bursts.
By studying this reaction, and consequently lowering its associated reaction rate un-
certainty, insight can be gained as to the expected isotopic abundances in novae and
X-ray burst ejecta, as well as potentially a greater fundamental understanding of the
ignition conditions in Type-I X-ray bursts.
1.3 The 19F(d,p)20F reaction
A second reaction studied as part of this work is the 19F(d,p)20F reaction, in which
a nucleus of fluorine-19 absorbs a deuteron and emits a proton to become a nucleus of
fluorine-20 (20F). This reaction was used to commission the experimental set-up being
used as part of a new collaboration between the University of Surrey and the Cyclotron
Institute at Texas A&M University, where the study was performed, which will be used to
perform indirect measurements of reactions of astrophysical interest by means of transfer
reaction studies.
The 19F(d,p)20F reaction in particular is very well suited to be a commissioning ex-
periment, primarily due to its long and well documented history of experimental study.
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Consequently, the nuclear structure of 20F is very well known up to relatively high excita-
tion energies, which the conclusions of the commissioning study could be compared with
and tested against. Furthermore, the new experimental set-up also facilitated the collec-
tion of coincident decay γ-ray data from the 19F(d,p)20F reaction. This has been done
before, but not up to the level of excitation produced in this commissioning experiment,
making the present work the highest energy particle-γ coincidence dataset collected in
the study of the 19F(d,p)20F reaction.
Additionally, the indirect measurement of an astrophysical reaction rate that can be
made by studying the 19F(d,p)20F reaction corresponds well with the primary study of
the present work, the 19Ne(p,γ)20Na reaction study. Fully understanding this warrants
some discussion about the concept of mirror nuclei.
1.3.1 Mirror nuclei
Mirror nuclei are pairs of nuclides in which the number of protons in the first is equal
to the number of neutrons in the second, and vice versa. Given that the strong nuclear
force, which is responsible for binding nuclei together, is felt equally strongly by both
protons and neutrons, the nuclear structure of mirror nuclei is almost identical, especially
for low mass mirror nuclei near the line of stability. This can be seen in Figure 1.3, which
shows the similarities in the low energy structure for the mirror nuclei 31P and 31S. This
in turn gives rise to the concept of mirror analogue states within mirror nuclei, which are
states with identical nucleon wave functions except for the change in proton and neutron
number.
Consequently, if the neutron-rich nucleus in a mirror pair has a well determined struc-
ture, then the properties of states of astrophysical interest in the proton rich mirror
partner can be inferred from the properties of its analogue state in the neutron-rich nu-
cleus. This method of deducing the properties of states of interest using a well studied
mirror partner is important for astrophysical studies as it provides a means of deter-
mining the unknown properties of astrophysically important states in proton-rich nuclei
located above the proton emission threshold, which may be extremely difficult to measure
directly.
Of relevance to the present work, 19Ne and 19F constitute a pair of mirror nuclei, and
19Ne(p,γ)20Na and 19F(d,p)20F can be thought of as “mirror reactions”. Therefore, the
properties of the resonant state thought to dominate the 19Ne(p,γ)20Na reaction for ONe
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Figure 1.3: Low excitation energy level scheme for the mirror nuclei (a) 31P and
(b) 31S. Note the The γ-ray energies are given in keV, while the widths of the arrows
represent the observed intensity of the transitions. Taken from [19].
novae and Type I X-ray bursts can be indirectly determined by measuring the resonance’s
mirror analogue state in 20F, the exact details of which are explained in more detail in
the following chapter. Therefore, by using the results from the two studies constituting
this work in tandem, it is possible to both verify the result of the direct measurement
performed at TRIUMF as well as evaluate the efficacy of using the newly commissioned
experimental set-up at Texas A&M University to make reliable indirect measurements of
astrophysical reactions.
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1.4 Thesis structure
This thesis begins with a brief outline of the theory behind thermonuclear reaction
rates and single-nucleon transfer reactions, presented in Chapter 2. Next, an overview
of the experimental details of the studies covered in this work is presented in Chapter 3,
including a general overview of the relevant detection mechanisms employed. Chapter 4
presents the analysis and results of the 19Ne(p,γ)20Na reaction study, whilst Chapter 5
presents the analysis and results of the 19F(d,p)20F reaction study. Finally, Chapter 6
concludes by summarising the findings from this work, and gives an outlook for future
work.
Chapter 2
Theory
A comprehensive understanding of the physics governing thermonuclear reactions is
key to understanding the energy production and nucleosynthesis of elements within stars
[3]. As this is the process governing the chemical evolution of the Galaxy, it follows
that calculating and quantifying thermonuclear reaction rates lies at the heart of nuclear
astrophysics. Additionally, when studying reactions governed by narrow resonances, it is
important to understand how resonance properties can be determined, whether through
direct studies or indirect measurements.
In this chapter, firstly, the general properties of thermonuclear reactions are discussed
and an analytical formalism for determining stellar reaction rates is presented. The
physics governing narrow resonances is then discussed, as well as how key resonance
parameters can be extracted through both direct and indirect means. Finally, transfer
reactions are presented as a method of indirectly studying resonant reaction rates, the
theory behind interpreting these reactions is summarised, and three increasingly realistic
models used to extract theoretical cross sections from transfer reactions are detailed.
2.1 Thermonuclear reaction rate kinematics and energetics
The simplest nuclear reaction, where a nucleus X is struck by an accelerated projectile
a to produce a product nucleus Y and ejectile b, can be written as:
a+X → Y + b (2.1)
or equivalently as:
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X(a, b)Y (2.2)
The associated reaction Q value, representing the energy released during the reaction,
is defined by the masses of the particles involved in the reaction, and is given by:
Q = (MX +Ma −MY −Mb)c2 (2.3)
where MX and Ma are the ground state masses of the particles in the entrance channel
and MY and Mb are the ground state masses of the particles in the exit channel. The
sign of the Q value gives an insight into the reaction energetics. If the Q value is positive
then the reaction is said to be exothermic, indicating that there is a net production of
energy in the reaction. Conversely, if the Q value is negative then the reaction is said to
be endothermic, indicating that there is some amount of energy that must be input into
the entrance channel before the reaction can take place [20].
If excited states of the product nucleus are populated in the reaction, then the Q value
equation is modified to include the mass energy of the excited state:
Qex = (MX +Ma −M∗Y −Mb)c2 = Q− Eex (2.4)
where Q is the Q value as defined in Equation 2.3, and Eex is the excitation energy of
the state in the product nucleus:
Eex = (M
∗
Y −MY )c2 (2.5)
A large collection of known Q values is tabulated in the 2012 atomic mass tables [21].
Additional nuclear properties, often tabulated with Q values, are the neutron and proton
separation energies, Sn and Sp. These values represent the energy required to liberate a
single neutron or proton, respectively, from a given nuclear system [20] and are defined
as:
Sn = (M(
A−1
Z XN−1) +Mn − (M(AZXN )))c2 (2.6)
Sp = (M(
A−1
Z−1XN ) +M1H − (M(AZXN )))c2 (2.7)
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where M(AZXN ) is the standard nomenclature for writing the atomic mass of a nucleus
of mass number A, atomic number Z and neutron number N , Mn is the mass of the
neutron, M1H is the atomic mass of hydrogen, and c is the speed of light.
Some of the most important reactions to occur in explosive stellar scenarios are ra-
diative proton capture reactions [22], where the projectile and ejectile particles involved
are a proton and a γ-ray photon respectively, for which Equation 2.2 can be written as
X(p, γ)Y . In such reactions, an important quantity is the proton emission threshold,
defined as the excitation energy in the product nucleus equal to the proton separation
energy, above which proton-decay is energetically feasible. This threshold is particularly
useful in determining those excited states in the product nucleus that are of astrophysical
interest in proton radiative capture reactions.
2.2 Cross sections and stellar reaction rates
Although the reaction Q value quantifies the energy released per nuclear reaction it
offers no insight into the probability of a reaction happening per unit time and per unit
volume, which is ultimately required to realistically determine the energy production
in stars [3]. A quantitative measure of such a probability is given by the nuclear cross
section, σ. In nuclear reactions, this quantity depends on the relative velocity between
the target and the projectile [23], so σ = σ(v).
If we consider the generic reaction in Equation 2.2 taking place in a gas of NX particles
of X per cm3 and Na particles of a per cm
3, where both particles are assumed to be
massive and move at a relative velocity v, then the rate of nuclear reactions can be
written as the product of the effective reaction area in the volume (NXσ(v)) and the flux
of projectile particle (Nav) [23]:
R = NXNaσ(v)v (2.8)
In a realistic stellar gas the relative velocity of the interacting nuclei would not be
exactly defined but would exhibit a spread, described by some probability function (ψ(v))
[3]. In this case, Equation 2.8 can be written as:
R = NXNa
∞∫
0
vψ(v)σ(v)dv ≡ NXNa < σv >Xa (2.9)
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where < σv >Xa is the reaction rate per particle pair and the product NXNa is the total
number density of non-identical pairs of “X” and “a” particles.
In practice, the reaction rate is usually expressed as:
R = NA < σv >Xa (2.10)
where NA is Avogadro’s number and R is in units of cm
3mol−1s−1 [3].
The constituent particles in a typical stellar gas are non-degenerate and move non-
relativistically [3]. Consequently, the distribution of velocities of the particles undergoing
nuclear reactions within the gas can be well-described by a Maxwell-Boltzmann distri-
bution:
P (v) = 4piv2
( µ
4pikT
)3/2
e
(
−µv2
2kT
)
(2.11)
where µ is the reduced mass of the particles in the interaction, T is the stellar temperature
and k is the Boltzmann constant. Alternatively, this distribution can be written as a
function of energy:
P (E) ∝ E · e(−EkT ) (2.12)
By incorporating the Maxwellian velocity distributions into Equation 2.9, and con-
verting the velocity distribution to an energy distribution, the reaction rate per particle
pair can then be written as:
< σv >=
∫
P (v)σ(v)vdv =
∫
P (E)σ(E)dE (2.13)
=
(
8
piµ
)1/2 1
(kT )3/2
∞∫
0
σ(E) · E · e(−EkT )dE (2.14)
From Equation 2.14, one can see that the reaction rate is sensitive to the temperature
the reaction occurs at, the energies of the particles involved and the energy dependent
cross section (σ(E)). This quantity is different for every different nuclear reaction, as it
depends on the particular reaction mechanism involved.
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2.3 Non-resonant and resonant thermonuclear reactions
The behaviour of the energy dependent cross section (σ(E)) helps to determine
whether Equation 2.14 is solved numerically or analytically. If the energy dependence of
the cross section has been determined, either experimentally or theoretically, then < σv >
can be calculated numerically, and if the dependence is complicated then this may be the
only approach that yields a sensible result. Alternatively, if σ(E) is a relatively simple
function of energy then an analytical approach is possible [24] [25] [26].
Usually, one would prefer to calculate the reaction rate (< σv >) analytically, as this
approach has several advantages over a numerical one. Firstly, a numerical approach
is sometimes not even possible, such as in situations where the energy dependent cross
section is not known and thus the rate cannot be integrated numerically. Secondly, when
reaction rates must be extrapolated to a particular energy region, analytical approaches
allow for an improved estimate of the rate, and thus help to give a deeper insight into
the nature of the fusion reactions that occur within stars.
2.3.1 Charged particle-induced non-resonant reactions
The minimum temperature that a star must reach for nuclear burning, primarily of
hydrogen into helium, to begin is of order 107 K [5]. This high temperature is required due
to the potential energy barrier (V (r)) which acts to hinder nuclear reactions happening,
and must be overcome for the reaction to take place. This potential arises due to the
charges of the nuclei in the reaction, which gives rise to an associated Coulomb potential
(VC(r)), and their relative angular momentum, which gives rise to a centrifugal potential
(Vcf (r)) [3].
Consequently, the functional form for this potential barrier is given by:
V (r) = VC(r) + Vcf (r) =
1
4pi0
Z1Z2e
2
r
+
l(l + 1)~2
2µr2
(2.15)
where Z1 and Z2 represent the atomic number of the two particles in the reaction, r is the
distance between them, l is the relative angular momentum between the two particles,
µ is their reduced mass and 0 is the permittivity of free space. A schematic of this
potential barrier is shown in Figure 2.1.
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Figure 2.1: Schematic representation of the nuclear, Coulomb and centrifugal poten-
tials forming the potential barrier that features in reactions between charged particles.
A projectile with an energy less than the height of the barrier (EC) must quantum
mechanically tunnel through the potential for the reaction to occur. The magnitude of
V (r) decreases for low r due to V (r) being added to the flat bottom nuclear potential.
Adapted from [27].
In the case of a reaction between two protons, the effective height of this potential is
approximately 550 keV. However, as can be inferred from Equation 2.15, this value will
increase for larger nuclear charges and for greater values of relative angular momentum.
Classically, a reaction between two protons can only occur at energies of 550 keV
or greater. However, quantum mechanically, there is a finite probability a projectile
particle with an energy less than the height of the barrier can tunnel into and through the
potential to a radius where the nuclear force dominates, allowing the reaction to proceed
[5]. This quantum mechanical tunnelling effect can be quantified via the “Gamow factor”
(P ), which is a measure of the probability of barrier penetration for a projectile particle
with an energy much less than the height of potential barrier (Eprojectile << EC) [3]:
P = e−2piη (2.16)
where η is the Sommerfeld parameter, and:
2piη = 31.29 · Z1 · Z2 ·
( µ
E
)1/2
(2.17)
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where the reduced mass, µ, is in atomic mass units and the centre-of-mass energy, E, is
in units of keV.
Due to the exponential behaviour of the tunnelling probability in Equation 2.16, the
cross section for charged-particle induced nuclear reactions is reduced significantly for
energies below the Coulomb barrier [5]. As a result, in experiments measuring cross
sections at astrophysical energies, below a certain beam energy the cross section becomes
too small to measure using current experimental techniques. This minimum beam energy
may be higher than the energies of astrophysical interest, and thus extrapolation to the
energy range of interest becomes a necessity. However, extrapolation using simply the
measured cross section is difficult, as it is likely to change rapidly with energy [3].
For non-resonant reactions, extrapolation of cross sections to astrophysical energies
can be simplified by introducing the astrophysical S-factor, S(E). This quantity, which
contains all the nuclear effects [22], can be related to the energy dependent cross section:
σ(E) =
1
E
e−2piηS(E) (2.18)
For non-resonant reactions S(E) is a smoothly varying function of energy, and varies
much less drastically with energy than the cross section, which makes it very useful in
extrapolating experimental results to astrophysical energies [3]. An illustration of this
can be seen in Figure 2.2.
By substituting Equation 2.18 into Equation 2.14, we can re-write the reaction rate
per particle pair as:
< σv >=
(
8
piµ
)1/2 1
(kT )3/2
∞∫
0
S(E) · e
(
−E
kT
− b
E1/2
)
dE (2.19)
where b, a factor that arises from barrier penetrability, is defined as:
b = (2µ)1/2pie2
Z1Z2
~
1
4pi0
≡
√
EG (2.20)
where EG is the Gamow energy. Subsequently, Equation 2.19 can be re-written as:
< σv >=
(
8
piµ
)1/2 1
(kT )3/2
∞∫
0
S(E) · e
(
−E
kT
−
√
EG
E
)
dE (2.21)
As S(E) is a smooth function of energy for non-resonant reactions, the energy de-
pendence of Equation 2.21 is determined by the two exponential terms in the integral.
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Figure 2.2: An illustration showing the variation of the energy dependent cross section
(in (a)) and the astrophysical S-factor (in (b)) with energy for a non-resonant reaction.
Note that the cross section becomes unmeasurable at very low energies and that S(E),
which varies much less rapidly with energy, can be used to effectively extrapolate to
these low energies. EL represents the lowest beam energy at which direct cross sectional
measurements can be made, whilst EC represents the height of the potential barrier.
Adapted from [27].
Convolving these two terms, representing the Maxwellian distribution of energies and the
energy dependent tunnelling probability, leads to a peak of the integrand near an energy
E0, called the Gamow peak [3].
The width of the Gamow peak (∆E0) is called the Gamow window and, for a given
temperature T , represents the narrow energy window where a particular nuclear reaction
is most likely to occur [5]. An illustration of this can be seen in Figure 2.3.
Over the extent of the Gamow window, S(E) can be assumed to be constant, and
thus Equation 2.21 can be re-written as:
< σv >=
(
8
piµ
)1/2 1
(kT )3/2
S(E0)
∞∫
0
e
(
−E
kT
−
√
EG
E
)
dE (2.22)
By taking the first derivative of the integrand in Equation 2.22, and approximating
it to having a Gaussian shape, it is possible to derive the following equations for E0 and
∆E0:
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Figure 2.3: Diagram showing the main distributions and functions that feature in
charged particle non-resonant nuclear reactions. Notice that the Gamow window is
produced by convolving the Maxwellian energy distribution of particles and the tunneling
probability. Taken from [27].
E0 =
(
bkT
2
)2/3
(2.23)
∆E0 =
4
31/2
(E0kT )
1/2 (2.24)
These expressions can be folded into Equation 2.22 to produce a final analytical expres-
sion for the reaction rate for non-resonant reactions proceeding with charged particles:
< σv >=
(
2
µ
)1/2 ∆E0
(kT )3/2
S(E0)e
(−3E0
kT
)
(2.25)
If the variation of the astrophysical S-factor (S(E)) was always an uncomplicated
function of energy then the above equations would be all that was necessary to calculate
the rates of reactions that occur within stars [3]. However, for many nuclear reactions,
S(E) is found to vary strongly over a very narrow range of energies within the Gamow
window. Reactions that proceed via this resonant behaviour are fundamentally differ-
ent to non-resonant reactions, and thus quantifying them requires a different analytical
approach.
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Figure 2.4: Schematic representation of the potential barrier and stationary states in
the compound nucleus populated in resonant reactions. Note that the potential barrier
hinders particle decay of the positive energy unbound states in the compound nucleus.
The magnitude of V (r) decreases for low r due to V (r) being added to the flat bottom
nuclear potential. Adapted from [27].
2.3.2 Narrow-resonance reaction rates
If the reaction in Equation 2.1 produced a compound nucleus (Z) in an excited state
as an intermediate step, before decaying to the particles in the exit channel, then this
could be written as:
X + a→ Z∗ → Y + b (2.26)
Resonant reactions occur when the centre-of-mass energy of the entrance channel
coincides with an excited state inside the compound nucleus [3]. An illustration of this
can be seen in Figure 2.4. In addition to this energy requirement, the angular momentum
of the excited state (En) in the compound nucleus must be equal to the sum of the
intrinsic angular momenta of the particles in the entrance channel and the relative angular
momentum between them (L), to conserve the total angular momentum in the system
[3]. This can be written as:
Jn = JX + Ja + L (2.27)
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where JX and Ja are the angular momenta of the two particles in the entrance channel, L
is the relative angular momentum transfer between the particles in the entrance channel,
Jn is the angular momentum of the excited state formed in the compound nucleus, and
the standard rules of vector addition apply.
As can be seen from Figure 2.4, all resonant states which have a positive energy are
naturally particle unbound, as they can both be formed by and decay back to the parti-
cles in the entrance channel with positive kinetic energy. However, it is still possible for
these states to have a significant lifetime due to the large potential barrier the compound
nucleus would need to tunnel through for breakup to occur. Consequently, as the exci-
tation energy increases the likelihood of breakup occurring also increases, as the width
of the barrier potential decreases with increasing energy, and thus the lifetimes of these
high energy resonant states becomes much shorter.
The energy dependent reaction cross section for a single-level resonance is given by
the Breit-Wigner formula [5], which for the reaction described in Equation 2.26 can be
written as:
σBW (E) =
λ2
4pi
(2J + 1)
(2jX + 1)(2ja + 1)
(1 + δXa)
Γ1Γ2
(Er − E)2 + Γ2/4 (2.28)
where λ = 2pi~
√
2µE, jX and ja are the spins of the target and the projectile, J and ER
are the spin and energy of the resonance, E is the centre-of-mass energy, Γ is the total
width of the resonance, and Γ1 and Γ2 are the partial widths describing the formation and
decay probabilities, respectively, of a given channel [3]. The total width of the resonance
is simply the sum of all energetically allowed decay partial widths:
Γ =
n∑
i=1
Γn (2.29)
It should be noted that, in resonant reactions, it is assumed that these particle partial
widths are constant over the width of the resonance [5]. The Kronecker delta has also
been included in Equation 2.28 to account for when the entrance channel has two identical
particles, which would otherwise increase the cross section by a factor of 2.
This work primarily investigates radiative proton capture (p,γ) reactions which have
only two open channels, the proton channel (Γp) and the gamma-ray channel (Γγ), so
the total width of the resonance is given simply by the sum of these two partial widths.
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For a narrow resonance, defined as one where the total width (Γ) is much less than
the resonance energy (ER) [3], in a (p,γ) reaction, the reaction rate can be written as:
< σv >=
(
8
piµ
)1/2 1
(kT )3/2
∞∫
0
σBW (E)E · e(
−E
kT )dE (2.30)
=
√
2pi~2
(µkT )3/2
ω
∞∫
0
ΓpΓγ
(ER − E)2 + Γ2/4 · e
(−EkT )dE (2.31)
where ω ≡ (2J + 1)/((2jX + 1)(2jp + 1)) and encapsulates the spin information of the
resonance. In addition, for a very narrow resonance, the partial widths and the Maxwell-
Boltzmann energy factor will not change over the total width of the resonance [5], which
allows Equation 2.31 to be further simplified:
< σv >=
√
2pi~2
(µkT (3/2)
· e
(−ER
kT
)
ω
ΓpΓγ
Γ
2
∞∫
0
Γ/2
(ER − E)2 + Γ2/4dE (2.32)
=
√
2pi~2
(µkT (3/2)
· e
(−ER
kT
)
ω
ΓpΓγ
Γ
2pi (2.33)
=
(
2pi
µkT
)3/2
~2 · e
(−ER
kT
)
· ωγ (2.34)
where ωγ ≡ ωΓpΓγ/Γ and is denoted the resonance strength. From Equation 2.34 one
can infer that the two important quantities that define a resonance are its energy (ER)
and its strength (ωγ). It should also be noted that if more than one resonance contributes
to the reaction rate, as is often the case, then their individual contribution are summed
together when determining the total reaction rate [3]:
< σv >=
(
2pi
µkT
)3/2
~2
∑
i
e
(−Ei
kT
)
· (ωγ)i (2.35)
Therefore, a precise measurement of all relevant resonance energies and resonance
strengths is required to accurately determine the overall contribution to a reaction rate
from a number of resonant states.
2.4 Determining resonance properties
The key properties describing a narrow resonance, its energy and its strength, can be
extracted experimentally in two distinct ways. Direct measurements have the advantage
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that the energy and strength of the resonance of interest are extracted immediately from
the experimental data, and thus do not rely on other additional measurements to arrive
at the result of interest. However, the drawback associated with direct measurements is
that not all astrophysical reactions of interest are technologically feasible to be studied
in this way. Conversely, indirect measurements are much less limited by beam or target
technological developments, but do have to rely on external measurements to quantify
the resonance energy and strength of interest. The following section outlines these two
different methods.
2.4.1 Direct measurements
Direct measurements of resonance strengths require a measurement of the cross section
at the astrophysical energy of interest. Such a measurement uses a beam of projectile
particles impinging on a target to replicate the reaction of interest occurring within
the Gamow window. The ratio of the total number of nuclear reactions that happened
during the experiment (N) to the total number of incident beam particles during the
experiment (Nbeam) is defined as the yield per incident particle, which is directly related
to the reaction cross section:
Y ≡ N
Nbeam
(2.36)
A “yield curve” or “excitation function” can then be constructed by plotting the yield
as a function of beam energy, from which the equivalent resonance energy can be inferred.
The resonance strengths for a specific resonance energy can then be calculated by using
the following equation:
ωγ =
2Y
λ2
MT
MP +MT
(2.37)
where  is the effective stopping power of the target, λ is the De-Broglie wavelength in
the centre-of-mas system, MP and MT are the masses of the projectile and the target,
respectively, and Y is the yield measured at the resonance energy of interest.
There are, however, times when such a direct measurement of the reaction strength is
simply not feasible. For example, the direct measurement of some astrophysical reactions
may require significantly higher beam intensities than currently possible to produce an
experimentally measurable cross section. For studies like these, the only feasible approach
is an indirect measurement.
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2.4.2 Indirect measurements
For a generalised proton radiative capture reaction X(p, γ)Y , the resonance strength
can be expressed as:
ωγ = ω
ΓpΓγ
Γ
=
(2J + 1)
(2JX + 1)(2Jp + 1)
ΓpΓγ
Γ
(2.38)
where JX and Jp are the spins of “X” and the proton respectively and Γp and Γγ are
the partial widths of proton and γ decay respectively. Therefore, if J , JX , Jp, Γp and
Γγ are known then it is possible to calculate the resonance strength without performing
a direct measurement. Moreover, if only one of the particle partial widths dominates for
the resonance of interest then only the partial width associated with the weaker decay
branch is required to calculate the resonance strength.
Consider that the resonant state of interest decays mainly via particle emission, which
for a resonance populated in a proton radiative capture reaction would correspond to
proton emission. This would imply that Γp  Γγ , and subsequently the resonance
strength depends solely on the γ-ray partial width, Γγ :
ωγ = ω
ΓpΓγ
Γp + Γγ
≈ ωΓpΓγ
Γp
= ωΓγ (2.39)
The values of these γ-ray partial widths are typically determined from measurements
of the lifetimes of the resonant states being populated. However, these can be extremely
difficult to measure, as the resonances of astrophysical interest lie above the proton emis-
sion threshold and thus preferentially decay via proton emission. In order to circumvent
this issue, the relevant Γγ partial widths are estimated using the lifetimes of analogue
states in the mirror nucleus instead, incorporating a correction for the energy difference
between isobaric analogue states that arises due to the Coulomb interaction.
On the other hand, consider the case where the resonant state of interest mainly
decays via γ emission, and thus Γγ  Γp. In this case, the resonance strength depends
solely on the proton partial width, Γp:
ωγ = ω
ΓpΓγ
Γp + Γγ
≈ ωΓpΓγ
Γγ
= ωΓp (2.40)
The proton partial width can be approximated as:
Γp = C
2S · Γsp (2.41)
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where Γsp is the single-particle partial width and C
2S is a quantity referred to as the
spectroscopic factor, which is discussed in more detail in the following subsection. In
turn, the single-particle partial width is given by:
Γsp = 2
~2
mR2
PCθ
2
sp (2.42)
where m is the mass of the particle, R is the nuclear radius, PC is the penetration factor;
defined as the probability that the particle will penetrate the potential barrier hindering
the reaction; and θsp is the dimensionless single-particle reduced width; in this case, of
the proton.
Therefore, an indirect measure of a resonance strength relies on knowledge of the spins
of the particles involved in the reaction, which define ω as shown in Equation 2.38, the
single-particle partial width, and the spectroscopic factor, the last of which needs to be
measured experimentally. A common way of extracting these spectroscopic factor values
is to perform a transfer reaction. This family of reactions, what they represent, and the
theoretical framework within which they are interpreted are discussed below.
2.4.2.1 Single nucleon transfer reactions
In general, transfer reactions are a family of nuclear reactions in which some number
of nucleons is transferred from a nucleus in the experimental target to a nucleus in the
experimental beam, or vice versa. The theoretical understanding of transfer reactions is
underpinned by the nuclear shell model, which describes both the energy levels associated
with a given nucleus and the nuclear orbitals which the nucleons are transferred into
during a transfer reaction. The nuclear shell model is based on the premise that the
protons and neutrons within the nucleus are arranged in well defined “shells”, akin to
the atomic shells of electrons surrounding the nucleus, and is described briefly below.
The quantised energy levels of an atomic nucleus can be found by solving Equation
2.43, the three-dimensional Schro¨dinger equation [28],
(−~2
2m
∇2 + V (r)
)
Ψ(r) = EΨ(r) (2.43)
where Ψ(r) represents the wave function of a single nucleon moving in a mean field
generated by the motion of the other nucleons in the nucleus, m is the mass of the
nucleon, V is the potential describing the mean field and E is the energy eigenvalue.
The resulting solutions for the energy levels are sensitive to the exact form of the nuclear
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potential (V (r)) that is assumed, as shown in Figure 2.5, with the most commonly
assumed nuclear potential being the Woods-Saxon potential [29] shown in Equation 2.44.
V (r) =
−V0
1 + e
r−R
a
(2.44)
where V0 is the potential depth, R is the mean nuclear radius and a is the diffuseness
of the nuclear surface. Figure 2.6 shows the functional form of this potential and the
definitions of these quantities. Use of the Woods-Saxon potential alone starts to provide
solutions to Equation 2.43 that reflect experimental observations indicative of the protons
and neutrons in the nucleus taking up shell-like structures, but only for the first few such
‘shell-closures’ [30].
The remaining shell-closures can be recreated by adding a spin-orbit term to the
Woods-Saxon potential [28], introduced first in 1949 by Mayer [31] and Haxel, Jensen
and Suess [32]. This term, of the form −Vso(r) = ~` · ~s, accounts for the coupling of the
intrinsic spin vector (−→s ) of the nucleon to its orbital angular momentum vector (−→`),
and has the effect of lowering the overall binding energy of the nucleon when the ~` and ~s
vectors are anti-parallel and increasing the overall binding energy when they are parallel
[33]. This ‘spin-orbit splitting’ of orbitals that were previously degenerate in energy gives
rise to all experimentally observed shell closures in nuclei near stability, and thus forms
the basis of the nuclear shell model. Each shell model orbital is defined by the n, ` and
J quantum numbers, representing the principal quantum number, the orbital angular
momentum, and the total spin, of nucleons within that orbital respectively.
Single-nucleon transfer reactions are used to probe the shell-model structure of nuclei
[34]. This family of reactions includes stripping reactions, such as (d,p) and (3He,d),
and pick-up reactions, such as (d,t) and (d,3He). They are a type of direct reaction,
characterised as being a very peripheral reaction at the surface of the target nucleus,
with no formation of a compound of the beam and target nuclei [20].
In particular, single-nucleon transfer reactions are well suited to studying single-
particle states in nuclei [29] [35], where the transferred nucleon occupies a well-defined
shell-model orbital in the target, as these reactions have been observed to selectively
populate these states. Such states have a structure that can be described as having
the original nucleus as a core with the transferred nucleon orbiting around it [36]. For
example, in a (d,p) reaction, Equation 2.2 can be written and simplified as:
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Figure 2.5: Schematic showing the different single-particle levels that come about by
solving Equation 2.43 with different potentials, identified with the labels. The numbers
on the left-hand side indicate the harmonic oscillator quantum number. The ‘Rounded
Square Well’ solutions are the closest to those that come about from using the Woods-
Saxon potential (Equation 2.44). The dashed lines indicate how the levels shift, or split,
as the potential being considered changes.
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Figure 2.6: Schematic illustrating the functional form of the Woods-Saxon potential.
The nuclear radius R is defined as the radius corresponding the half the potential depth,
whilst the diffuseness of the nuclear surface a is defined as r(−V01+e )− r(−V02 ).
X(d, p)Y = X(d, p)[X + n] (2.45)
The cross section for such a direct reaction is a function of the overlap between the ini-
tial and final states wave functions [28], which in this case would be the overlap between
the X and X + n systems [35]. Theoretical calculations of the cross section explicitly
assume that the final state is a pure single particle state. If the state populated in ex-
periment is not a pure single particle state, but if the single-particle strength is spread
significantly over a number of different states, then the cross section measured experi-
mentally will be lower. The ratio of these two cross sections is equal to the spectroscopic
factor value for that particular state:
C2S =
σexp
σth
(2.46)
where σexp is the experimentally measured cross section and σth is the theoretically
predicted cross section. Various theoretical models used to calculate σth are discussed
below. The spectroscopic factor thus provides a measure for how well a state populated
in experiment can be described as a pure single-particle state [35]. Experimentally, these
spectroscopic factors can be obtained by scaling the theoretical cross sections to match
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the cross sections obtained from the experimental data, and take up a numerical value
between 0 and 1. Purely theoretical calculations of spectroscopic factors can be made
using the shell model.
Both the experimental and the theoretical cross sections will vary as a function of
angle, giving rise to a so-called angular distribution or differential cross section. The
shape of this distribution depends on a number of physical quantities, such as the beam
energy and beam polarisation, but is particularly dependent on the transferred angular
momentum (`t) between the beam and the target during the reaction [30]. By fitting
experimentally calculated angular distributions for a given nuclear state with theoretically
calculated ones, it is possible to infer the transferred angular momentum required to form
that state and thus constrain the state’s spin and parity (Jpi).
2.4.2.2 Theoretical analysis of transfer reactions
2.4.2.2.1 Plane Wave Born Approximation
There are a number of methods that can be used to calculate theoretical cross sections
of a transfer reaction, the most basic of which is the Plane Wave Born Approximation
(PWBA). In this approximation, the target is modelled as a spherically symmetric weak
scattering potential (V (r)) and both the incoming beam and outgoing ejectile wave func-
tions are modelled as plane waves, of the form:
Ψ(z) = Ae±ikz (2.47)
where z is the direction the wave is propagating in, A is the amplitude of the plane wave
and k is its wave number [29].
The scattering amplitude, from which the cross section can be calculated, is given
by the matrix element of the interaction linking the initial and final states. This is
usually referred to as the transition or T -matrix element [34]. For a reaction of the form
X(a, b)Y , where the entrance channel X + a is denoted by α and the exit channel b+ Y
is denoted by β, this is defined as:
Tβα = 〈φβ|Vβ|Ψ+α 〉 (2.48)
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where Ψ+α is the wave function describing the initial state of the incoming system, φβ is
the wave function describing the final state and Vβ is the scattering potential [35]. The
final differential cross section is then proportional to |Tβα|2.
The PWBA can successfully predict the shapes of angular distributions, but cannot
adequately reproduce experimental cross sections, as inelastic scattering and absorption
into other exit channels is assumed to be zero [29].
2.4.2.2.2 Distorted Wave Born Approximation
The Distorted Wave Born Approximation (DWBA) improves upon the PWBA by
firstly, modelling the incoming and outgoing waves as distorted rather than planar, and
secondly, by replacing the spherically symmetric scattering potential with an optical
potential [29]. This potential is more physically realistic, containing a real part (V (r)) of
a Woods-Saxon form governing scattering of incident distorted waves, an imaginary part
(U(r)) governing the absorption of incoming distorted waves into non-elastic reaction
channels, a spin-orbit term (Vso) and a Coulomb term (VC) [20]. The various parameters
defining the optical potential are constrained by fitting elastic scattering data at a similar
mass and energy range as the one of interest [34]. The details of this potential are outlined
at length in Reference [29].
The T -matrix element for a (d,p) reaction within the DWBA is given by:
Tβα = 〈ψ−p φn,nlj |Vnp|ψ+d 〉 (2.49)
where ψ−p is the outgoing proton distorted wave, ψ
+
d is the incoming deuteron distorted
wave, Vnp is the neutron-proton interaction and φn,nlj denotes the form factor, which
describes the wave function of the transferred neutron into an orbital with quantum
numbers n, l and j.
The incoming distorted deuteron wave is obtained by fitting to elastic scattering data,
and is given by:
ψ+d = φ0(~r)χ0(
~R) (2.50)
where φ0(~r) is the wave function describing elastic deuteron scattering from the target,
~r is the vector describing the distance between the deuteron and the target, χ0(~R) is
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Figure 2.7: Schematic illustrating the three-body model of a deuteron (d) + nucleus
(A) reaction. The vectors ~R and ~r describe the distance between the proton (p) and
neutron (n) in the deuteron, and the deuteron-nucleus distance respectively.
the deuteron ground state wave function, and ~R is the vector describing the distance
between the proton and neutron within the deuteron [35], as illustrated in Figure 2.7.
Calculations made using the DWBA have been, and continue to be, an immensely
powerful tool for analysing direct reactions [34]. However, the C2S values extracted from
DWBA calculations for (d,p) reactions can still vary by up to a factor of 5 [37], due to
neglecting the interaction between the deuteron’s constituent proton and neutron.
2.4.2.2.3 Adiabatic Wave Born Approximation
With a binding energy of only 2.2 MeV, the deuteron is a weakly bound nuclear
system [20], which is of particular importance when predicting cross sections for (d,p)
reactions. Being so weakly bound, there is a significant contribution to the incoming
deuteron + target wave function that comes from break-up of the deuteron into its
constituent proton and neutron [29]. As a result, the 2-body interaction between the
target and the incoming particle becomes a 3-body interaction, which is not taken into
account in DWBA calculations. However, it is taken into account in the Adiabatic Wave
Born Approximation (AWBA), developed by Johnson and Soper [38], which thus further
improves on the calculations made using DWBA models for (d,p) reactions.
The 3-body interaction is simplified within the AWBA to two 2-body interactions by
considering that the relative motion between the proton and neutron within the deuteron
is much slower than the relative motion between the incoming deuteron and the target.
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Subsequently, the proton and neutron can be treated as ”frozen” with respect to the
target, and it becomes possible to treat the target-proton and target-neutron interactions
separately [39]. Thus the effective interaction between the deuteron and the target, VdA,
can be replaced by two optical potentials describing the proton-target and neutron-target
interactions, VpA and VnA, fitted to elastic scattering at half the deuteron energy.
The evaluation of T -matrix elements within AWBA is very similar to the methods
used to do the same within standard DWBA calculations, but AWBA differs by the
inclusion of two main assumptions. Firstly, the T -matrix elements can be neglected
unless the R vector is within the range of the proton-neutron interaction potential, Vpn.
By adopting a “zero-range” approximation, i.e. that R = 0 [39], the only components of
the incoming distorted deuteron wave function that contribute to the stripping matrix
element are those in which the proton and neutron are in a relative S-state. The final
matrix element is subsequently multiplied by a constant factor to correct for finite-range
effects that are neglected by this assumption. Secondly, since the initial state of the
deuteron is symmetric (` = 0, s = 1), one can assume that the spin-dependent terms
in the effective interaction VdA are symmetric in proton and neutron spin coordinates.
This implies that only triplet states (s = 1) contribute towards the incoming deuteron
distorted wave in AWBA [38]. Apart from these two assumptions, the key difference
between matrix elements calculated in DWBA and AWBA is in their interpretation.
The distorted wave in AWBA considers outgoing waves related to both elastic scattering
and break-up, whereas the equivalent wave in DWBA considers only the elastic scattering
channel [39].
Chapter 3
Experimental Details
Although the two reactions constituting the present work are quite different, the ways
in which both are studied have a number of similarities. The following chapter first
outlines some of the generalised techniques and processes used in the study of both
reactions, before detailing some of the specific experimental details of the facilities used
in the present study of the 19Ne(p,γ)20Na reaction at TRIUMF and the 19F(d,p)20F
reaction at Texas A&M University.
3.1 Generalised experimental overview
The study of both the 19Ne(p,γ)20Na and 19F(d,p)20F reactions share a number of
similar techniques and processes, despite the reactions themselves being clearly distinct
from each other. In both cases, a beam of particles is impinged upon an experimental
target, where the nuclear reaction of interest takes place. Detectors around the target
position then measure some number of particles emitted during the reaction, whilst the
heavy recoil continues to travel along the beam direction. This heavy recoil particle is
then separated from unreacted beam particles by using either an electric or magnetic
field, or some combination of both, before it is stopped and measured at the separator’s
focal plane. This section outlines some of the general processes used at each stage of this
process.
3.1.1 Beam production
At their core, nuclear reaction studies rely on the production of a beam of particles
that proceed to impinge upon an experimental target. Regardless of the nuclear species
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the final beam is to be composed of, the majority of modern nuclear physics experiments
rely on the production of a beam of stable nuclei, either because they constitute the
beam species of interest or because they act as a precursor in the production of a beam
of radioactive nuclei.
Beams of stable nuclei are initially produced by feeding the nuclear species of interest
into an ion source, which creates ions of the stable beam species by some process that
varies depending on the type of ion source being employed. These ions then exit the
ion source and enter into a cyclotron, where they are accelerated. Once they reach
some maximum beam energy, which depends on both the type of beam species being
accelerated and the technical specification of the accelerator, the stable beam particles
exit the cyclotron. They are then redirected either to the experimental facility of interest,
in the case of an experiment requiring a beam of stable ions, or to some other part of the
beam production facility to play a role in the production of a radioactive beam species,
which is discussed in more detail below.
3.1.1.1 Radioactive ion beam production
In explosive stellar scenarios, nucleosynthetic reactions involve both stable and ra-
dioactive nuclides. Measurements of the rates of astrophysical reactions involving unsta-
ble nuclei represent a serious experimental challenge, which has been met by the advent
of radioactive ion beam (RIB) technology. Studies involving RIBs are almost exclusively
performed in inverse kinematics, in which the heavy RIB impinges upon a target of light
stable particles. Such inverse kinematics studies with RIBs remain the only currently
feasible technique for studying radioactive nuclei with short half-lives, which play a huge
role in contemporary research in nuclear astrophysics and nuclear structure.
There are only a few different techniques used to produce RIBs. Of the studies in
the present work, the 19Ne(p,γ)20Na reaction study required the production of a RIB of
19Ne, which was produced using the Isotope Separation On-Line (ISOL) method. Due to
its relevance to the present work, this method is discussed in more detail below, whilst
other methods of producing RIBs, such as the fragmentation or in-flight techniques, are
mentioned here but not discussed further.
The Isotope Separation On-Line (ISOL) technique produces RIBs by impinging a
primary stable beam on a thick production target to produce the radioactive species of
interest. These radioactive ions are then thermalised in a catcher, which is located within
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the production target in some cases. After diffusing out of the catcher, the beam is sent
to a secondary ion source and subsequently mass separated. These mass-separated ions
are then sent to a charge state breeder, stripping the radioactive ions of electrons, before
being re-accelerated. Finally, the re-accelerated RIB is then sent to the experimental
facility of interest [40].
The main advantage of the ISOL technique is that the RIBs it produces are of an
excellent ion-optical quality, with very good emittance, energy resolution and timing
structure [41]. However, the main drawback of the ISOL technique is that the various
processes that produce the final beam have a strong dependence on both the physical and
chemical properties of the nuclei of interest and the target material [40]. Resultantly,
some nuclear species are currently impossible to create using ISOL. Additionally, as
there is no single combination of production beam, thick target, and ion source that
can produce all radioactive species of astrophysical interest, each ISOL RIB experiment
requires significant time and effort devoted to beam development [27].
3.1.2 Experimental target
The experimental target provides the sites where the nuclear reaction being stud-
ied takes place. In the study of reactions involving radioactive nuclides, an alternative
approach to using a RIB impinging on a stable target would be to use a stable beam
impinging on a radioactive target. However, this technique is only realistically feasible
for radionuclides with a long half-life. As radioactive targets were not utilised in the
studies comprising the present work they are not discussed any further here.
The exact form of the stable targets used in experiments with RIBs can vary, with
both gaseous and solid polymer-based targets used commonly. However, the traits these
different types of target have in common is that they naturally have very negligible
background from decay radiation and can be manufactured to a high level of purity.
Each of the targets in the studies constituting the present work were surrounded by
detectors designed to detect charged light ejectile particles, or γ-ray photons, emitted
during the reaction being studied. A description of some of the general principles behind
each of these types of particle detection is found below.
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Figure 3.1: A graphical representation of a p-n junction under reverse bias. Note that
by connecting the positive and negative terminals to the n-type and p-type semiconduc-
tors respectively, the charge depletion area is increased. Taken from [43].
3.1.3 Charged particle detection
3.1.3.1 Semiconductor detectors
One of the widely used types of charged particle detectors is based on semiconductor
materials, denoted as either p-type or n-type depending on whether they have a higher
density of holes or electrons, respectively. Semiconductor-based detectors depend on
the formation of a p-n junction: the interface between two adjacent p-type and n-type
semiconductors [20].
When there is no potential difference applied across the p-n junction the electrons
and holes diffuse into the p-type and n-type semiconductor materials, respectively, via
electrostatic attraction, establishing a charge equilibrium. This drift of charge carriers
creates an electric field, from the n-type to the p-type. This has the effect of pushing
the holes and the electrons further away from each other, leaving a region near the p-n
junction devoid of charge carriers [3].
By applying an external potential difference over the p-n junction the behaviour of
the semiconductor can change significantly. Figure 3.1 shows a semiconductor detector
which is reversed biased, where the n-type and p-type semiconductors are connected to
the positive and negative terminals of an external voltage, respectively. In this case, the
region devoid of charge carriers near the p-n junction widens and the drift velocity of
the electrons and holes increases, resulting in a lower probability of losses and a better
detector response time [42].
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This depletion region can be made to extend across almost the entire width of the
semiconductor, by increasing the reverse bias voltage and using optimally doped semi-
conductors in the detector. However, if the reverse bias voltage is increased too much,
the diode will break down and the detector becomes unusable [3]. When using doped
detectors under reverse bias the more heavily doped semiconductor will develop a region
unresponsive to charged particles, referred to as a “dead layer” [44]. Particles moving
through this dead layer will still lose some of their energy, which must then be compen-
sated for in off-line data analysis.
Incident charged particles will deposit energy as they travel through the detector,
some of which will create electron-hole pairs along the path of the charged particle if
the energy deposited is enough to excite an electron above the semiconductor’s band gap
[20]. These electron-hole pairs feel the electric field caused by the reverse-bias voltage
and move across the detector, thus producing a current signal which is proportional to
the amount of energy deposited [3]. These currents are then read out by the experimental
electronics and data acquisition systems.
3.1.4 Gamma-ray detection
The energy loss of electromagnetic radiation propagating through matter is remark-
ably different from that of charged particles. Photons regularly scatter and change course,
or potentially disappear abruptly and completely, and thus their energy loss is less grad-
ual and much more dramatic than for charged particles [45]. Photons lose energy in
matter via three main processes, with the initial energy of the photon determining the
dominant mode of energy loss [20]. As it is common for γ-rays to not deposit their full
energy at a single interaction point within the detector volume, it is important to take
these energy loss mechanisms into account when designing γ-ray detectors.
For photons with a relatively low energy, around a few hundred keV [3], the principal
mode of energy loss is photoelectric absorption, whereby the photon is absorbed by an
atomic nucleus within the material and causes the release of a photo-electron [42]. This
is accompanied by the emission of characteristic X-rays or Auger electrons caused by the
recombination of the absorber atom with a free electron in the material, or the subsequent
rearrangement of the pre-existing electron shells, to fill the gap left by the photo-electron
[45]. The occurrence of photo-electric absorption is enhanced in materials with large
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atomic numbers (Z) [20], which makes materials like bismuth germanate (BGO) good
absorbers of photons.
For photons with an energy of a few MeV, the principal mode of energy loss is Compton
scattering, whereby the photon scatters off an atomic electron within the material [45].
The energy lost via this process is dependent on the scattering angle θ, and given by:
hν ′ =
hν
1 + hν
m0c2
(1− cos(θ)) (3.1)
where hν ′ and hν are the energies of the scattered and unscattered photon, respectively,
m0c
2 is the rest mass energy of the electron, and θ is the scattering angle. Within
typically sized γ-ray detectors, a single photon may scatter multiple times, each resulting
in a different amount of energy loss, or feasibly scatter out of the detector entirely after
a single scattering interaction, leaving only a fraction of its original energy within the
detector volume [42]. As with photoelectric absorption, the probability of Compton
scattering is enhanced in materials with large Z values, as they contain more electrons
for photons to scatter off.
For photons with relatively high energies, above 5 MeV [20], pair production becomes
the principal mode of energy loss, whereby the photon disappears, producing an electron-
positron pair in its place. Both particles will lose energy and eventually be absorbed in
the detector, but the positron will combine with an electron in the absorber material
producing a pair of 511 keV annihilation γ-rays. In a typical size γ-ray detector it is
possible that these annihilation γ-rays may not be fully absorbed resulting in single-
escape peaks, in the case of only one of the annihilation γ-rays being absorbed, or double
escape peaks, in the case that neither are absorbed, in the final γ-ray spectrum [45].
One of the main differences between detecting charged particles and γ-rays is that
the latter penetrate much deeper into an absorbing material. Therefore, to detect highly
penetrating γ-rays, the depletion layer within the detector must be as large as possible
[42]. The thickness of the depletion layer is given by the following equation:
d =
√
2V
eN
(3.2)
where  is the dielectric constant of the absorber material, V is the reverse-bias voltage,
e is the electronic charge and N is the net impurity concentration. Therefore, for a given
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absorbing material, the only way to increase d is to either increase V or decrease N , the
latter of which has driven the development of high purity γ-ray detectors [45].
3.1.4.1 Germanium detectors
One of the most prevalent types of γ-ray detectors is germanium detectors [45]. Ger-
manium has a small band gap of 0.7 eV and so, to avoid thermal excitation of electrons
above the band gap, germanium detectors cannot be used at room temperature, and are
operated after being cryogenically cooled to 77 K by liquid nitrogen. To avoid thermal
conduction between the germanium crystal and the surrounding air, these detectors are
also mounted in vacuum sealed cryostats [45].
The p-n junction in germanium detectors is most commonly in a coaxial configura-
tion, where the germanium crystal is shaped like a cylinder with a central hole running
along its length [44]. The electrical contacts are then located on both its inner and outer
surfaces. An advantage of such a configuration is that the electrical noise can be reduced
by decreasing the diameter of the hole running along the length of the cylinder. Addi-
tionally, this configuration produces a relatively large active detection volume, which can
be further increased by increasing the length of the germanium crystal, improving the
detector efficiency [45]. However, this can only be achieved up to a point, as large germa-
nium crystals are difficult to manufacture [46], which constitutes a major limiting factor
in the use of germanium detectors. Subsequently, typically sized germanium detectors
are therefore more susceptible to Compton scattering effects. As a result, germanium
detectors are often used in conjunction with a scintillation detector, such as BGO shield-
ing, to help determine events which undergo large degrees of Compton scattering, which
can then be vetoed from the final data collection by the experimental electronics or in
oﬄine data analysis [42].
3.1.5 Charged heavy recoil particle detection
As the studies here are performed in inverse kinematics, the heavy recoil ion produced
in the reaction travels in approximately the same direction as the initial beam and has a
similar momentum. These heavy recoil particles carry information that can help identify
the light ejectile particles of interest, which in the two studies constituting this work is
extracted by detecting them in a gas-filled medium.
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As charged particles propagate through a medium they lose energy due to Coulomb
interactions with electrons in the medium [20]. These interactions continue along the
path of the charged particle until it eventually loses all its energy, whereby the particle
is stopped and absorbed. The linear stopping power, S, for charged particles travelling
through a medium is simply the differential energy loss over the corresponding path
length [44], and is given by the Bethe-Bloch formula:
S = −dE
dx
=
4piz2
m0v2
(
e2
4pi0
)2
NB (3.3)
B = Z
(
ln
2m0v
2
I
− ln
(
1− v
2
c2
)
− v
2
c2
)
(3.4)
where ze and v are the charge and velocity of the incoming particle, N , Z and I are the
number density, atomic number and the average excitation and ionisation potential of
the absorber material, and m0 is the electron rest mass [45]. This formula works well
for different species of charged particles, on the assumption that their velocity remains
much greater than the velocities of the orbital electrons in the absorbing medium [3].
For non-relativistic particles only the first term in Equation 3.4 is significant. As
this term varies slowly with particle energy, S therefore generally varies as 1/v2, or
equivalently as 1/E, as set out in the multiplicative factors in Equation 3.3. This reflects
that lower energy particles, which spend more time interacting with the electrons in
the medium through which it is travelling, suffer greater energy loss. However, for very
low energy charged particles this formula breaks down, as charge exchange or pick-up
processes between the particle and the material become significant [42].
3.2 Measurement of 19Ne(p,γ)20Na at TRIUMF
The 19Ne(p,γ)20Na reaction has been a subject of experimental investigation for nearly
30 years [18] [47] [48] [49] [50]. However, the energy and strength of the key resonance
of astrophysical interest, thought to dominate the overall reaction rate at ONe novae
and X-ray burst temperatures, have not been definitively measured in these previous
experiments.
The following section details a new direct measurement of the key resonance of astro-
physical interest in the 19Ne + p system, carried out at TRIUMF National Laboratory
in November 2015, which considered an energy region ∼ 10 keV higher in energy than
previous direct measurements.
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3.2.1 Overview
In this experiment, performed at the DRAGON recoil separator [51], a 486 A·keV
beam of 19Ne, produced by the ISAC facility, bombarded a window-less hydrogen gas
target at an average intensity of approximately 7× 106 particles per second, populating
the resonance of astrophysical interest. Particles leaving the gas target were separated
and delivered to the focal plane of the spectrometer, allowing recoils of interest to be
distinguished from unreacted beam particles. The number of 20Na recoils measured in
DRAGON’s focal plane detectors gave a direct measure of the resonance strength of the
key resonance of astrophysical interest in the 19Ne(p,γ)20Na reaction [52].
Additionally, the γ-rays associated with the radiative capture were detected in an
array of bismuth germanate (BGO) detectors surrounding the target, and facilitated a
particle-γ coincidence analysis to be completed. The spatial distribution of the γ-rays
coming from proton capture events gave a direct measure of the beam energy loss required
for the resonant state to be populated, and thus the resonance energy [53].
Therefore, from one measurement, it was possible to ascertain a direct, independent
measurement of both the energy and strength of the resonance of astrophysical interest
[52].
3.2.2 Beam production
The radioactive ion beam of 19Ne used to study the 19Ne(p,γ)20Na reaction was pro-
duced in the ISAC (Isotope Separator and ACcelerator) facility via the Isotope Separation
On-Line (ISOL) method [54]. A beam of up to 100 µA of 500 MeV protons was impinged
upon a thick SiC production target to produce the radioactive species of interest [52].
The production target was then heated, allowing the nuclei of interest to diffuse out, be-
fore the beam was ionised by a FEBIAD (Forced Electron Beam Induced Arc Discharge)
plasma ion source [55]. The ionised beam was then separated by mass and re-accelerated.
The re-acceleration was initially performed by a 35.4 MHz radio-frequency quadrupole
(RFQ), designed for use with beams with a charge to mass ratio (A/q) of 30 or less,
after which the beam had an energy up 153 keV per nucleon [56]. The beam was then
impinged upon a ‘stripper’ foil to leave it in a higher charge state and bunched, before
further re-acceleration by a 106 MHz variable energy drift tube LINAC (DTL). This is
designed for beams with an A/q between 3 and 6 and is used to accelerate them to an
energy between 0.153 and 1.53 MeV per nucleon [57], an energy regime particularly well
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Figure 3.2: A schematic drawing of the ISAC-I (low energy) experimental hall, showing
the various stages of producing reaccelerated RIBs at TRIUMF. Taken from [56].
suited to performing proton and alpha radiative capture reactions of astrophysical inter-
est [54]. The beam of interest in the present study was accelerated to a total energy of
9.24 MeV before it was sent to the DRAGON experimental area. The schematic showing
the layout of the ISAC post-accelerator is shown in Figure 3.2.
3.2.3 DRAGON recoil separator
The DRAGON (Detector of Recoils And Gammas Of Nuclear reactions) recoil sepa-
rator is specifically designed to directly measure the rates of proton and alpha radiative
capture reactions in inverse kinematics [52]. It consists of four main components: a
windowless gas target, a γ-detector array, an electromagnetic separator and a heavy-ion
recoil detector [58], each of which is described below. A schematic representation of
DRAGON is shown in Figure 3.3.
Like all recoil separators, DRAGON separates nuclear reaction products leaving a tar-
get from unreacted beam particles through the use of some combination of electromag-
netic elements, which bring the particles of interest to the focal plane of the spectrometer
[60]. However, the quality that sets DRAGON apart from other recoil separators is its
excellent background suppression [61]. The main reason why this is required is because
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Figure 3.3: A schematic representation of the DRAGON recoil separator. Taken from
[59].
the reaction yields for reactions studied with DRAGON are very low, of order 10−14 re-
actions per incident beam particle [54]. Subsequently, for weak reactions, beam particles
that “leak” through the electromagnetic separator, due to imperfections in the electro-
magnetic elements or due to the beam particles losing energy whilst transiting DRAGON
[62], form a large background on top of the signal from the recoil nuclei of interest. The
ability for DRAGON to detect weak resonances can be quantified by the suppression
factor, S, defined as:
S =
Nl
Nb · e (3.5)
were Nl is the number of leaked beam particles, Nb is the number of incident beam parti-
cles, and e is the efficiency of the detectors used in the measurement [58]. The raw beam
suppression for DRAGON ranges from 10−8 − 10−13 [54], but this can be improved to
∼ 10−17 with background suppression [52]. DRAGON uses two main background sup-
pression techniques: recoil-γ coincidences, and dual time of flight (TOF) measurements.
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Recoil-γ coincidences provide background rejection by imposing that recoil ions de-
tected at the focal plane be seen in coincidence with the prompt γ-rays emitted during
the radiative capture reaction in the gas target. These γ-rays are detected by the BGO
array surrounding the target chamber, which is described in more detail below. The main
drawback associated with using the BGO array is that its detection efficiency has a large
systematic error, which usually dominates the total experimental systematic error [54].
The dual TOF measurements derive from both local TOF measurements and sep-
arator TOF measurements. The local TOF measurements are made using a pair of
fast timing detectors either side of the separator focal plane, described in detail below.
These help to suppress background by separating the recoil nuclei of interest and the
“leaky beam” particles, which travel at different speeds through the fast timing detec-
tors [52]. The separator TOF measurements are made by simply measuring the flight
time of a particular particle through the entirety of the DRAGON facility. The local
TOF and separator TOF measurements can be used together to better identify valid
recoil-coincidence events, thus further suppressing background [63].
The use of such background suppression techniques has allowed DRAGON to success-
fully measure a number of challenging astrophysical radiative capture reaction rates in
inverse kinematics; such as 21Na(p,γ)22Mg [64], 26gAl(p,γ)27Si [65] and 23Mg(p,γ)24Al
[66]; and thus makes it an ideal facility in this study of the 19Ne(p,γ)20Na reaction rate.
3.2.3.1 Window-less gas target
The radioactive beam first enters a windowless, recirculating gas target, which is filled
with either hydrogen or helium gas [51]. The advantages of using such a target are that it
allows a seamless transition between the high vacuum environment of the accelerator and
the target, and thus eliminates possible background that may arise due to the presence
of target windows [52]. The target chamber, as shown in Figure 3.4, is shaped so that
the flow of the recirculating target gas is always angled downwards, thus discouraging
supersonic flow into the beam line [54]. It is in this target that the reaction being studied
takes place, producing the recoil ions.
The gas target cell also contains two surface barrier (SB) detectors, at angle of 30◦
and 57◦ respectively. These are designed to detect the elastic scattering of the gas cell
contents [51] and can be used, in conjunction with readings from Faraday cups in the
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Figure 3.4: A graphical representation of DRAGON’s windowless, recirculating gas
target chamber. Adapted from [54].
ISAC beam line, to help determine and monitor the number of incoming beam particles
over time as an experiment is running.
3.2.3.2 BGO array
The window-less gas target is surrounded by a compact array of 30 hexagonal seg-
mented BGO crystals, covering over 90% of the solid angle around the gas target cell [67].
Each BGO scintillator is coupled to a 51 mm diameter photomultiplier tube (PMT) [51].
BGO was primarily chosen as the detection material because of its high efficiency, which
is in the range of 40-80% depending on the energy and quantity of γ-rays, whilst the
segmentation of the array allows individual cascades to be measured [54]. Additionally,
the segmentation of the array along the beam axis allows the location of a narrow reso-
nance to be inferred from the BGO hit pattern which, when used in conjunction with the
beam-in-gas stopping power, can give an independent measure of the resonance energy
(ER) of the resonance of interest [53]. A schematic of the BGO array is shown in Figure
3.5.
3.2.3.3 Electromagnetic separator
The recoil ions subsequently leave the target chamber and enter the electromagnetic
separator (EMS). Here, the recoil ions are in a range of charge states, the most populated
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Figure 3.5: A schematic of the BGO array at DRAGON, illustrating the position of
the detectors, entrance and exit apertures, gas target and lead shielding. Adapted from
[67].
of which contains up to 50% of the total recoil nuclei [51], and have roughly the same
momentum as the initial beam [52].
The EMS has a “MEME” design, consisting of two pairs of alternating magnetic and
electric dipole magnets [54]. The first magnetic dipole of the EMS is used to separate the
beam and recoil ions by charge. The force on a charged particle traversing a magnetic
field is:
F = ma =
mv2
r
= qvB (3.6)
where m is the mass of the charged particle, v is its velocity, q is its charge, r is the
radius of curvature experienced by the particle in the field and B is the magnetic field
strength. Equation 3.6 can then be rewritten as:
r =
mv
qB
=
p
qB
(3.7)
where p is the momentum of the charged particle. Thus, if B and p are constant, the
radius of curvature depends only on q. The position of a set of slits is moved within the
magnetic dipole such that, after the first magnetic dipole element in the EMS, only recoil
or beam-like particles with a single charge state progress further into the separator [62].
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The first electric dipole of the EMS is used to further separate the beam and recoil
particles by mass. The force on a charged particle in an electric field is:
F = ma =
mv2
r
= qE (3.8)
where m, v, q and r are defined as above and E is the electric field strength. Equation
3.8 can then be rewritten as:
r =
m2v2
mqE
=
p2
mqE
(3.9)
where p is also as defined above. Thus, if E, p and q are constant, the radius of curvature
depends only on m. The position of another set of slits within the electric dipole element
is moved to ensure that only charged particles of a given charge and mass progress towards
the focal plane of the separator [68].
In reality, beam-like particles can lose energy in transit and undergo charge-changing
collisions with residual gas which result in them making it through both of these separator
elements. To minimise the effect of such beam particles, both beam and recoil ions must
traverse another set of magnetic and electric dipoles, performing another iteration of the
charge and mass separation detailed above, before making it to DRAGON’s focal plane
detectors [52].
3.2.3.4 Focal plane detectors
When the recoil particles come to the end of the separator, they are measured by a
set of focal plane detectors, primarily used for heavy ion detection [51] and thus particle
identification [69]. This set of detectors can be split into two distinct parts: firstly, a pair
of MicroChannel Plate (MCP) detectors, and secondly, an end detector, which is either
a Double-Sided Silicon Strip Detector (DSSSD) or ionisation chamber.
The MCP detectors are used to measure the aforementioned local TOF of particles
traversing the focal plane of the separator [70]. Each detector consists of three parts:
a diamondlike carbon (DLC) foil, an electrostatic mirror and the MCP detector itself.
As a charged particle traverses each detector they impinge on the DLC foils, which
subsequently produce a shower of electrons. These electrons are accelerated and bent
perpendicular to the beam direction by the electrostatic mirror and detected in the MCP
detector, whereby they produce a timing signal. The detectors are approximately 59 cm
apart and are each capable of 400 ps resolution [54], enabling the recoils of interest to be
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distinguished from any “leaky” beam particles that have made it through the EMS [52].
Reference [70] provides a full description of this local TOF system.
The recoil particles are stopped and measured at the end of DRAGON by one of the
two end detectors. The choice of end detector will vary depending on which physical
properties will best distinguish the recoils of interest from “leaky” beam particles, which
in-turn depend on factors such as the beam quality and energy [59]. A DSSSD has been
used as the end detector for the studies of the 21Na(p,γ)22Mg [71] and 26gAl(p,γ)27Si [65]
reactions, and primarily measures both the energy and the position of recoil and “leaky”
beam ions [51]. It has been shown that the DSSSD is best used when the recoil ions have
an energy of ∼1 MeV/u or greater, with the efficacy of this detector getting worse as the
recoil energy decreases [59].
In the case of having lower energy recoils, such was the case for the present study,
the DSSSD is replaced by an ionisation chamber [72], consisting of a 25 cm long gas-
filled volume, which for the present study was filled with 8 Torr of isobutane. This
gas volume is separated from the rest of the recoil separator by a thin Mylar entrance
window. A 50 V/cm electric field between the anode and the cathode is kept uniform
by field shaping wires which surround the entire detector volume. Electrons, liberated
from the isobutane gas by incident charged particles losing energy as they slow down,
travel towards the anode for charge collection. The anode is segmented into four separate
sections along the length of the ionisation chamber, each capable of producing separate
event signals. A Frisch grid ensures that the signals produced from the anode depend
only on the number of electron-ion pairs made by an incident charged particle, and not
its trajectory within the gas [68]. This allows the ion energy and differential energy loss
to be measured and atomic number (Z) discrimination of the incident charged particles
[54]. An ionisation chamber, a schematic of which can be seen in Figure 3.6, has also
been used as the end detector for the studies of the 18F(p,γ)19Ne [69] and 23Mg(p,γ)24Al
[66] reactions.
3.2.3.5 Electronics
The data acquisition (DAQ) system used at DRAGON is MIDAS-based [73] and
consists of two main independent DAQ sub-systems; one for the BGO array, herein
referred to as the “head”, and one for all other detectors, herein referred to as the
“tail”, which includes the surface barrier detectors located within the gas target [68].
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Figure 3.6: A schematic of the Ionisation Chamber (IC) end detector at the DRAGON
recoil separator. Note that, by the time of the present work, a new anode segmented
into four sections had been installed. Taken from [72].
This allows for independent event triggers, based on events in either the head or the tail.
Each DAQ subsystem is based around an IO32 module, a general purpose VERSAmodule
Eurocard (VME) designed and manufactured at TRIUMF, each consisting of an Altera-
Cyclone field-programmable gate array (FPGA) with sixteen nuclear instrumentation
module (NIM) and sixteen emitter-coupled logic (ECL) input channels, sixteen NIM
output channels, and a 20 MHz quartz oscillator crystal accurate to 20 parts per million
[74].
Signals from the BGO detectors’ PMTs are split into a logic branch and an analogue
branch. The logic branch signals are sent to a pair of CAEN V812 constant fraction
discriminators (CFDs), the channel-by-channel outputs of which are sent to a CAEN
V1190 Time to Digital Converter (TDC), whose OR output is then used to create the
head trigger [68]. Meanwhile, the analogue output of the PMTs is sent to a CAEN 792
charge to digital converter (QDC), via a physical delay [74]. Given a non-zero head
trigger, the output of the QDC is then built up into a head singles event.
Signals from each of the detectors constituting the tail are sent through a series of
preamplifiers, amplifiers and discriminators, the exact configuration of which changes
from detector to detector [68]. Subsequently, each tail detector has associated logic and
anologue signals, which are treated very similarly to the corresponding signals from the
head detector. The logic signal is sent to another CAEN V1190 TDC, from which the
tail trigger is derived [74]. Copies of both the head and the tail triggers are then sent
to another DAQ system to make a measurement of the time-of-flight (TOF) through
the separator [68]. Meanwhile, the analogue signals are sent to an analogue to digital
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Figure 3.7: A schematic of the time-stamp based trigger logic for the various detectors
comprising the “head” and “tail” DAQ sub-systems within the DRAGON DAQ. Taken
from [74].
converter (ADC) after any necessary delays [74]. Given a non-zero tail trigger, the output
of the ADC is then built up into a tail singles event. A schematic showing the trigger
logic from both the head and the tail elements of DRAGON is shown in Figure 3.7.
In addition to the head and tail event data, extra information is also recorded from
the Experimental Physics and Industrial Control System (EPICS), developed at Argonne
National Laboratory and Los Alamos National Laboratory [75], installed at TRIUMF.
This extra information includes the gas target temperature and pressure, as well as the
field, current and voltage settings of the optical elements in the EMS.
A requirement of DRAGON’s DAQ is to be able to identify delayed coincidences
between head and tail singles events. Previously this had been done with hardware
gating, whereas now this is done by recording each event with a timestamp, from the
20MHz clock, which is then treated in the first stages of analysis [74]. Thus, singles
events with timestamps within a given coincidence window, which is nominally 10µs, are
treated as coincidental, and are written to disk together as a coincidence event, as well as
separately as individual singles events [68]. The main advantages of this timestamp based
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coincidence matching, over the original coincidence matching used at DRAGON, is that
it requires very little hardware reconfiguration when changing the detector setup and
removes much of the potential for logic problems due to human error or faulty modules
[74]. More details on DRAGON’s electronics and recently upgraded DAQ system can be
found in References [51], [74] and [68], and references therein.
3.3 Measurement of 19F(d,p)20F at Texas A&M University
(TAMU)
3.3.1 Overview
In this experiment, a ∼ 10 MeV beam of 19F, accelerated by the K-150 cyclotron at
Texas A&M University’s Cyclotron Institute, was impinged upon a ∼ 200 µgcm−2 thick
deuterated polythene (CD2) target, populating excited states in
20F via a (d,p) reaction.
The TIARA silicon detector array was used to detect the energy and angle of the light
ejectile protons between approximately 100 and 170 degrees in the lab, whilst the 20F
recoils were separated from unreacted beam and other heavy ion products using the
MDM-2 magnetic spectrometer before being measured at its focal plane in the Oxford
detector.
Additionally, four segmented High Purity Germanium (HPGe) clover detectors sur-
rounded the target position to detect the γ-ray decay of excited states populated in 20F.
Coupling these different detection systems together enabled an event-by-event analysis
of the ejectile protons in triple-coincidence with both decay γ-rays and a corresponding
heavy recoil particle to be performed, over a range of laboratory angles. This enabled an-
gular distributions to be created for a number of different excitation states in 20F, giving
insight into its nuclear structure, and neutron spectroscopic factors to be obtained.
3.3.2 Beam production
The beam of 19F ions used to study the 19F(d,p)20F reaction was produced by ini-
tially feeding stable fluorine atoms into an electron-cyclotron resonant (ECR) ion source.
The atoms then underwent interactions with a plasma of high energy electrons, confined
within the ion source by a magnetic field. Ionisation is achieved as these high energy elec-
trons collide and then liberate atomic electrons [76]. The then fully-stripped 19F9+ ions
are subsequently extracted and enter the recently recommissioned 88′′ K-150 cyclotron.
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Figure 3.8: An illustration of the Transfer and Inelastic All-angle Reaction Array
(TIARA). The angular coverage of its constituent detectors are shown. In this study,
the target changing mechanism and the forward annular detectors were not used. The
beam enters from the right-hand-side. Taken from [79].
This cyclotron, whose design is based heavily on that of the 88′′ cyclotron at Berkeley
[77], has a main-coil current of 2800 A and a bending factor of K=140 [78], which helps
to define the maximum beam energy of a heavy ion beam. In the current study, the
fluorine ions were accelerated by the K-150 up to an energy of ∼ 10 MeV/u, before being
extracted and sent to the experimental area.
3.3.3 TIARA array
The Transfer and Inelastic All-angle Reaction Array (TIARA) is, primarily, a silicon
detector array, built specifically for performing transfer reactions with RIBs in inverse
kinematics [79]. It is formed from two main components, housed within an aluminium
vacuum vessel: the Barrel and the Hyball detectors, which together cover laboratory
angles from 36◦ to 168.5◦ [36]. An illustration of the TIARA array within its vacuum
chamber is depicted in Figure 3.8.
The Barrel consists of two layers of eight silicon detectors each, arranged in two
concentric octagons around the target. It covers the laboratory angles closest to the
experimental target, from 36◦ to 144◦ [44]. Each of the eight detectors of the Inner
Barrel consists of four resistive strip detectors, which are used to collect both energy and
position information [36]. Each Inner Barrel detector has a wafer size of 96.8×24.6 mm2,
an active area of 94.8 × 22.6 mm2 and a thickness of 400µm, with each resistive strip
measuring 5.65 mm wide. The nominal position resolution of the resistive strips is 1.0
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mm with ∼ 5.5 MeV alpha particles, and their nominal energy resolution at ∼ 5.5 MeV
is 140 keV (FWHM) [80].
The choice to use resistive strip detectors in the Inner Barrel was made primarily to
ensure the number of electronic channels required did not become unmanageable at the
time at which it was built. However, using resistive strips has the disadvantage that they
typically have higher energy thresholds than non-resistive strips, due to electronic noise
related to the resistance of the strip [81], and that their position resolution is dependent
on the energy deposited in the strip [36].
The Outer Barrel, like the Inner Barrel, is formed from eight silicon strip detectors
subdivided into four strips each. These detectors are as long as the Inner Barrel detectors,
almost twice as thick, and the strips are∼20% wider. The main purpose of these detectors
is to detect particles that are energetic enough to “punch through” the Inner Barrel [36].
As such, these detectors are sensitive to energy alone, with the position information of
any given “punch-through” event having already been ascertained by the detectors of
the Inner Barrel. The nominal energy resolution of these detectors, measured with a
triple-alpha source, is 40 keV (FWHM) [44]. It should be noted that, in this study, the
Outer Barrel was not operational, and so is not discussed any further in this work.
The Hyball, an array comprised of six annular DSSSDs, covers the majority of back-
ward angles not covered by the Barrel detector, up to a maximum laboratory angle
of 168.5◦. The silicon forming each wedge is segmented into 16 annular rings on one
side, which each cover approximately 2◦ in laboratory angle, and 8 radial strips on the
other [44]. Each distinct combination of ring and strip forms a detection “pixel”, and
thus makes the Hyball sensitive to both an incident particle’s energy and position. The
silicon is 400µm thick, and has a nominal energy resolution of approximately 70 keV
(FWHM) [79]. Both the Hyball and the Barrel detectors can be seen in Figure 3.9.
TIARA, never solely used as just a silicon array, is designed to be operated in con-
junction with high purity germanium (HPGe) detectors mounted around the target [36].
The vacuum vessel housing TIARA has been designed specifically to allow an array of
γ-ray detectors to be placed as close as possible to the target. Additionally, the walls of
the vacuum vessel nearest the target are thinner than parts further away, to reduce the
γ-ray attenuation in this area [79]. In practice, the γ-ray detectors used with TIARA
can be placed 50-55mm away from the centre of the target, which leads to a relatively
large gamma-ray peak efficiency of order 15% at 1 MeV [36]. The use of γ-ray detec-
tors in conjunction with the silicon detectors helps to mitigate the main limiting factor
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Figure 3.9: The silicon detectors of the TIARA array: the Hyball (left) and the Inner
Barrel (right). Taken from [79].
associated with using TIARA on its own, namely energy resolution.
The energy resolution and background suppression of TIARA can be further enhanced
by coupling it with a downstream spectrometer [80]. Due to the reaction being studied
in inverse kinematics, both heavy ejectile and unreacted beam particles would travel into
such a spectrometer, where they are deflected and then measured by some combination
of detectors at its focal plane. This allows the recoil nucleus to be separated from the
unreacted beam particles, allowing the subsequent data analysis to focus on only the
particles of interest.
By using TIARA in conjunction with both HPGe detectors and a spectrometer with
focal plane detectors, both of which are detailed below, it becomes an advanced particle-
gamma coincidence array, whose final excitation energy resolution is theoretically only
limited by Doppler broadening [79].
3.3.4 Germanium detector array
In this study, an array of 4 segmented HPGe clover detectors from the Hyperion
detection system [82] were installed to fit around the target position within the TIARA
array. Each clover contained a germanium crystal electronically segmented into four
individual detection volumes, each with a 50 mm by 50 mm square face and a depth
of 80 mm. Additionally, these four detection volumes were further segmented into two
“segments” running perpendicular to the beam direction. This is shown in Figure 3.10.
This allowed both γ-ray energy and position information to be extracted for each γ-ray
event, which was used when calculating the correct Doppler correction to apply to the
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Figure 3.10: The front face of one of the HPGe detectors. The red dashed lines show
how each clover is segmented into four individual detection volumes, herein referred to
as “cores”, labelled 1 to 4. The blue dashed lines show how each clover is also split into
three segments, labelled L, M and R, so that each core can be split into two further
detection volumes. When the HPGe clovers are mounted, cores 1 and 4 are slightly
upstream of the target whereas cores 2 and 3 are slightly downstream of the target.
γ-ray data, which is outlined in Chapter 5. The four detectors were installed to be at 90◦
to the beam axis, with azimuthal angles of approximately 45◦, 135◦, 225◦ and 315◦, and
with each of their front faces approximately 50 mm from the target. Figure 3.11 shows
the germanium detector array in position around the TIARA chamber. It should be
noted that, for the current study, only three of the four HPGe clovers were operational.
3.3.5 MDM-2 spectrometer
In this study, the TIARA array was coupled to the MDM-2 magnetic spectrometer
[83], shown in Figure 3.12. Developed at the University of Oxford, the MDM-2 consists
of three main magnetic elements: an entrance sextupole and multipole, a gradient field
dipole and an exit multipole. The 1.6 m radius dipole magnet is capable of bending par-
ticles up to a maximum mass-energy of 315 A·MeV, and the maximum energy resolution
of the spectrometer is E∆E = 3000. Additionally, it has an angular acceptance of 8 msr
and, in a given configuration, an energy acceptance of EmaxEmin = 1.31.
The primary role of the MDM-2 was to bend both the incident 20F heavy reaction
products and unreacted 19F beam particles, which were deflected differently due to their
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Figure 3.11: The HPGe detectors surrounding the TIARA chamber, mounted so that
the front face of each clover lies as close to the experimental target as possible. The
beam travels from the left to the right hand side of the picture.
different magnetic rigidities, into a focal plane detector, the Oxford Detector. Addition-
ally, a dedicated beam blocker, made of a thick sheet of steel and located between the
exit multipole of the spectrometer and the start of the Oxford detector, was used to stop
most of the unreacted beam particles entering the Oxford detector, which constituted
the vast majority of the charged particles entering the spectrometer.
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Figure 3.12: The MDM-2 magnetic spectrometer, situated within the Cyclotron In-
stitute of Texas A&M University.
3.3.6 Oxford detector
At its core, the Oxford detector is a large ionisation chamber at the focal plane of the
MDM-2 spectrometer [84]. Charged particles enter through a 25 µm thick Mylar entrance
window and are slowed down in isobutane gas, which for this study was maintained at an
average pressure of 39.5 Torr. The detector consists of a number of different elements,
including a pair of anodes, a cathode, a Frisch grid, 4 resistive proportional counting
wires and a MICROMEGAS (Micro-MEsh-GAseous Structure) [85] plate. A schematic
of the Oxford detector is shown in Figure 3.13.
The four resistive wires are located at different depths into the Oxford detector, par-
allel to the focal plane and 16cm apart from each other. As charged particles traverse
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Figure 3.13: A schematic of the Oxford detector at the focal plane of the MDM-2
spectrometer, with key elements labelled. Adapted from [86].
each wire a signal is produced, which is subsequently split and read out at each end of
the wire, with the relative amount of signal at each end indicating the position of the
incident particle. Thus, the data from these wires can also be used to calculate the cur-
vature angles and dispersion of the various incident charged particles [87]. Additionally,
the wire signals give some indication of the total number of particles passing through the
Oxford detector [88].
As the charged particles slow down as they travel through the Oxford detector they
liberate electrons from the surrounding isobutane gas, which are transported upwards
by an electric field and register a signal in the anodes and the MICROMEGAS plate,
indicative of the energy loss the charged particle experienced. The MICROMEGAS
plate functions like a two-stage parallel-plate avalanche chamber with two main regions,
a 50-300 µm “amplification” region and a centimeter scale “drift” region, which are
separated by a thin electroformed micromesh [86]. The detector, located between the
third and fourth resistive wires, is separated into 4 rows along the beam direction and
7 columns perpendicular to the beam direction, forming 28 distinct detection regions.
Consequently, use of the MICROMEGAS detector gives not only a measure of the energy
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loss experienced by a charged particle, with an energy resolution 2-3 times better than
using the other anodes plates [86], but can also give an independent measure of its
position.
Together, the resistive wires and the MICROMEGAS detector provide ample informa-
tion to identify the charged particles that reach the focal plane of the MDM-2 and enter
the Oxford detector. However, both of these sets of detectors needed to be calibrated
for this to be done with certainty, the procedure to do so is detailed in Chapter 5. By
increasing the isobutane gas pressure it becomes possible to stop the charged particles
of interest in the gas, resulting in the MICROMEGAS detector measuring total energy
instead of energy loss. However, in this study, the charged particles of interest did not
stop in the gas, but left the Oxford detector by punching through a 50 µm thick Mylar
exit window.
3.3.7 Plastic scintillator detector
Scintillation detectors are made of materials which become excited under incident
ionising radiation and produce scintillation light as they subsequently de-excite [42]. An
ideal scintillator has a high efficiency in converting the charged particle’s kinetic energy
into detectable light, and does so over a short time-scale. Plastic scintillators have a quick
response time, but become radiation damaged over time, affecting their light emitting
properties. On the other hand, inorganic scintillator materials, such as BGO, have the
best light output, at the expense of having a slower response time [45].
The charged particles that exit the Oxford detector are eventually stopped in an
NE102A plastic scintillator detector [87], located approximately 42 mm downstream of
the Oxford exit window and shown in Figure 3.14. The plastic scintillator used in this
study was coupled to two PMTs located at either end of the scintillator. These detected
and amplified the light output of the scintillator, producing a signal that is indicative of
the total residual energy of the particle as it stopped.
3.3.8 Electronics
The data acquisition (DAQ) that was used in conjunction with the TIARA array
at TAMU is a MIDAS-based [73] DAQ system, which was developed and tested at the
University of Surrey. It was designed to be largely remotely programmable, through the
use of a CAENET V288 controller module [79].
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Figure 3.14: The clear plastic scintillator installed downstream of the Oxford detector
during this study, as a stopping detector for heavy recoil ions and unreacted beam
particles, sitting on top of the foil wrapping applied to its downstream side.
Signals from the silicon detectors are read out into custom made charge sensitive pre-
amplifiers, built at GANIL national laboratory in France. They were installed as close to
the TIARA chamber as possible to minimise the length of cable used to carry the signals
from the detectors, thus also minimising the associated capacitance and induced noise
on the signal [42]. Conversely, the HPGe detectors have built-in pre-amplifiers housed
within their respective vacuum sealed cryostats.
Post pre-amplification, the signal pulses from the silicon and HPGe detectors are sent
to, and shaped by, CAEN N568B spectroscopy amplifiers, which have two outputs: a fast
signal output and a shaped signal output. The fast outputs of these amplifiers are then
sent to a CAEN V895 CFD, which generates a trigger if the pulse height is above some
pre-defined threshold value. In this study, the TIARA triggers were based on signals
from either the two ends of an Inner Barrel detector or a Hyball sector. Signals from the
various parts of the Oxford detector are passed to another set of charge-sensitive pre-
amplifiers, which are subsequently sent to programmable Mesytec MSCF-16 amplifiers,
which have a built-in CFD for shaping the signal pulses and creating triggers.
The OR of the fast outputs from all detectors are collected within a Fan-In Fan-Out
(FIFO) module, where a master trigger for the DAQ is created out of a combination
of some number of the individual detector triggers. In this study, only the TIARA OR
signal defined the master trigger. This master trigger is then taken to a gate generator,
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where it is stretched to have a total length of 12 µs, which defines the coincidence window
for a particular event, before finally being sent to a Silena Acquisition Control (SAC)
module. Meanwhile, the shaped output of the amplifiers were sent to CAEN V875 ADCs.
These wait in the ADC’s buffer space until the SAC receives a master trigger, after which
the ADC send the various signals to a VXI module where the signals are time-stamped
and built up into an event for later data analysis.
In addition to these raw energy signals, time information was also collected within
the DAQ through the use of Time Amplitude Converters (TACs), which require a start
and a stop trigger. The TAC signal of interest in this study measured the time between
an event in the TIARA silicon detectors and a corresponding event in the Oxford focal
plane detector, referred to as the Si-FPD TAC. The start trigger was defined by one of
the scintillator PMTs and the stop signal was defined by the TIARA master OR signal,
which was delayed to ensure it arrived at the TAC module after the start signal.
Chapter 4
Study of the 19Ne(p,γ)20Na
reaction
The 19Ne(p,γ)20Na reaction, and in particular the strength of the resonance thought
to dominate the reaction rate at explosive hydrogen burning temperatures, has been a
subject of study and debate for over two decades. The following chapter outlines these
various historical studies and then details the data analysis and results from the most
recent direct study, from which the strength and energy of the resonant state of interest
were extracted. Lastly, the effect on the resonant reaction rate, given the strength and
energy extracted from the present study, is evaluated and compared with the results of
previous studies of the 19Ne(p,γ)20Na reaction.
4.1 Previous studies of the 19Ne(p,γ)20Na reaction
Some of the earliest investigations of the structure of 20Na were indirect studies us-
ing charge-exchange reactions, such as 20Ne(3He,t)20Na [89] [90], to identify resonant
states populated above the proton emission threshold in 20Na. These studies identified
the lowest-lying proton-unbound state in 20Na at an excitation energy of ∼2650 keV,
corresponding to a resonance energy of ∼450 keV. However, the angular distribution
measurements made in those studies made conflicting 1+ [90] and 3+ [89] spin-parity
assignments for this state. A further high resolution 20Ne(3He,t)20Na study was then
performed [91] in which the energy of the first proton-unbound state in 20Na was found
to be 2646 ± 9 keV, corresponding to a resonance energy of ∼ 447 keV. However, this
study could not clarify the spin or parity of the state of interest.
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A shell model study [92] was then performed to better constrain this state’s spin-
parity assignment, by matching nuclear levels in 20Na to their mirror analogues in 20F
using the best experimental data available. The ∼ 2650 keV state was paired with a
3+ state at an energy of 2966 keV in 20F, and thus given a 3+ spin-parity assignment.
Given this, and the resonance energy of ∼ 447 keV, the associated resonance strength
was found to be 80 meV and 37 meV for resonant capture from the ground state and
first excited state, respectively.
The first direct study of the 19Ne(p,γ)20Na reaction was performed by Page et al. in
1994 [47] at Louvain-la-neuve. In that work, an intense radioactive beam of 19Ne was
impinged upon a solid CH2 target, at an energy that would place the resonant state of
interest at the centre of the target. In the absence of any significant signal indicative of
the resonance of interest being populated, this study was able to place an experimental
upper limit of 18 meV for the strength of the ∼ 447 keV resonance. Due to this being
much smaller than the strength predicted in [92], the resonant state was then inferred to
have a spin-parity assignment of 1+, although a 3+ spin-parity assignment could not be
conclusively ruled out. Subsequently, the unknown spin-parity assignment of the state of
interest was concluded to be the key remaining uncertainty in the 19Ne(p,γ)20Na reaction
rate.
A β decay study of 20Mg, which decays to 20Na, was subsequently performed [93]
in an attempt to definitively verify the spin-parity of the resonant state of interest, as
states with a 0+ or 1+ spin-parity would be strongly populated and 3+ states would not
be observed. However, the ∼ 447 keV resonance was not observed in this study, which
then favoured a 3+ spin-parity assignment, in stark contrast to the direct measurement
and in agreement with the contemporary theoretical predictions [92]. However, a weak
branch corresponding to a 1+ assignment could still not be conclusively ruled out due to
a high experimental positron background.
A measurement of the 19Ne(d,n)20Na reaction was then performed [48], which was
primarily concerned with higher energy resonances above the proton threshold in 20Na.
However, this study also commented on the work by Page et al., reporting that some
quantities were underestimated in the calculation of the strength upper limit for the
∼ 447 keV resonance, such as the dead-time and the transport efficiency. Consequently,
the resonance strength upper limit was increased slightly to 21 meV.
A further shell model study [94], which assumed the ∼ 447 keV resonance had a 3+
spin-parity assignment, predicted a lower limit on the resonance strength of 16 meV, in
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agreement with the upper limits as set out in both the works of Page and Vancraeynest.
This came about by using a contemporary lifetime measurement of the proposed mirror
state in 20F to define the γ-ray partial width, instead of using a theoretically calculated
value like previous shell model studies.
A second direct study of the 19Ne(p,γ)20Na reaction was then carried out by Couder et
al. in 2004 [49] at Louvain-la-neuve. An intense radioactive beam of 19Ne was impinged
upon a thinner CH2 target and at a lower energy than the first direct study, but the low
energy resonant state of interest was still not observed. As such, the experimental lower
limit on the resonance strength was deduced to be 15 meV, ruling out a 3+ spin-parity
assignment once more despite the results from the β decay study.
A second β-delayed proton decay study of 20Mg was subsequently carried out at Texas
A&M University [50], which was optimised to have a very low positron background, in
an attempt to resolve the experimental spin-parity conflicts. As in the previous β decay
study, a peak at ∼ 447 keV was not observed, further reinforcing the resonance to have
a 3+ spin-parity assignment in opposition to the results of direct measurements.
Of particular note is that a new measurement of the proton emission threshold in
20Na had recently been reported [95]. Using this, in conjunction with the energy differ-
ence between nuclear levels as extracted from the high resolution 20Ne(3He,t)20Na study
[91], it was possible to derive a new resonance energy for the low energy resonance of
astrophysical interest of 457 ± 3 keV, approximately 10 keV higher than previously as-
sumed [50]. This was particularly significant as it implied that the previous two direct
measurements focused on an energy devoid of the resonance of interest, and that both
experiments were thus poorly optimised to observe it. This coupled with the presence
of unwanted background due to contamination from deuterium in the CH2 experimental
targets used, and a low overall detection efficiency, may then explain why the Page et al.
study did not observe the resonance of interest. Similarly, deuterium contamination of
the experimental target as well as relatively poor beam quality may explain why the res-
onance of interest was not detected in the study by Couder et al., which retrospectively
seemed to suffer more significantly from poor detector optimisation.
The most recent indirect measurement of the low energy resonance above the proton
emission threshold in 20Na was a 19Ne(d,n)20Na reaction study performed by Belarge
et al. [96]. In this study, a beam of 19Ne, produced by the RESOLUT facility, was
impinged upon a ∼ 0.5 mg/cm2 CD2 target, populating states above the proton emission
threshold in 20Na. The protons from the subsequent proton decay of these states were
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then measured in silicon detectors and matched to the beam species of interest, rather
than the 19F beam contaminant, using a time-of-flight analysis. Belarge et al. claim to
see proton peaks arising from both decays to the ground and to the first excited state
in 19Ne, from which they infer a resonance energy for the resonant state of interest of
∼ 439 keV, which is significantly lower than the equivalent values found in previous
direct and indirect studies. From the proton peaks assumed to arise from decays from
the resonant state of interest to the ground and first excited state, Belarge et al. used
the total measured cross section to deduce the proton decay branching ratio, from which
spectroscopic factors and proton partial widths could also be extracted. By additionally
assuming the resonant state of interest to have a 3+ spin-parity, and a γ-ray partial
width calculated from a lifetime measurement of the resonance’s mirror analogue state
in 20F, resonance strengths of 69 and 21 meV were found for resonant capture from the
ground and first excited states in 19Ne, respectively. This implied that the 19Ne(p,γ)20Na
reaction rate was much higher than previously estimated. However, the resonance energy
and strength found in this work are in stark disagreement with the two previous direct
measurements as well as the previous 19Ne(d,n)20Na reaction study [48].
The present study of the 19Ne(p,γ)20Na reaction, performed at TRIUMF, uses the
distinctive features of the DRAGON recoil separator to both directly and independently
measure the energy and strength of the resonance of astrophysical interest in an en-
ergy range ∼ 10 keV higher than previous direct measurements. With the spin-parity
assignment now well known to be 3+, these two properties remain the key unknown
uncertainties defining the reaction rate at explosive hydrogen burning temperatures.
4.2 Beam energy and target considerations
4.2.1 Determining the gas target stopping power ()
The stopping power of the DRAGON gas target is defined by the variation of beam
energy per unit mass as the gas target density increases, and was calculated by measuring
the energy of the beam entering the EMS when the gas target was empty and when it
was later filled with hydrogen gas. During these “gas in/out” measurements, the field
of the first magnetic dipole element of the EMS was varied until the beam exiting the
target passed through the pair of slits inside it. That magnetic dipole field could then
be manipulated to give the beam energy per unit mass via the following equation [53]:
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Magnetic
Dipole field
[10−4 Tesla]
Target pressure
[Torr]
Target Density
[1015 atoms/cm2]
Center-of-mass
Beam Energy
[keV/u]
“Gas out” 3819.90 ± 0.05 0 ± 0 0 ± 0 486.33 ± 0.73
“Gas in” 3122.14 ± 0.005 5.12 ± 0.005 4072.77 ± 132.51 467.84 ± 0.70
Table 4.1: Measured and calculated quantities from the “gas in/out” measurements,
used to calculate the stopping power of the gas target.
E
m
= cmag
(
qB
m
)2
− 1
2uc2
(
E
m
)2
(4.1)
where u is the atomic mass unit, E, m · u and q are the energy, mass and charge state of
the beam particles respectively, cmag is a constant related to the effective bending radius
of the magnetic dipole magnet, and B is the magnetic dipole field expressed in units of
10−4 Tesla.
In order to express  in appropriate physical units, it was necessary to convert the gas
target pressure during the “gas in/out” measurements, originally expressed in Torr, to a
gas target density, in atoms/cm2. This was done using the following equation:
ρ =
nAP`
kT
(4.2)
where ρ is the gas target density, n is the number of atoms per molecule in the gas
target, which in the case of hydrogen is 2, A is a numerical factor converting the pressure
into CGS units, P is the target gas pressure in Torr, ` is the length of the gas target
in centimetres, k is the Boltzmann constant expressed in CGS units, and T is the gas
target temperature in Kelvin, which was recorded as part of the EPICS data-stream in
the DAQ.
The dipole field and target pressure values obtained during the gas in/out measure-
ments were converted into centre-of-mass beam energies and target densities, respectively,
by application of Equations 4.1 and 4.2. These values can be found in Table 4.1. The
centre-of-mass stopping power is then defined by the gradient of a line between the gas
in quantities and the gas out quantities, as shown in Figure 4.1. As this line is defined
by two points, this means:
 =
|∆E|
|∆ρ| (4.3)
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Figure 4.1: Center-of-mass beam energy as a function of target density for the gas
in/out measurements. The stopping power of the gas target () is the gradient of the
line between the two points.
Subsequently, the value of the centre-of-mass stopping power found in this study was
 = 4.53± 0.29 eV/1015 atoms cm2.
Furthermore, information from the “gas in/out” measurements allowed limits to be
placed on the range of resonance energies that could be probed in this study. By multi-
plying the mass of 19Ne by the energies of the beam per unit mass going into and leaving
the gas target, inferred from the “gas out” and “gas in” beam energies, respectively, the
maximum and minimum total beam energies over the length of the DRAGON gas target
could be extracted. These could then be transformed into equivalent resonance energies
in the 19Ne +p system via the following equation:
ER = Ebeam
(
mH
m19Ne +mH
)
(4.4)
where Ebeam is the total beam energy, and mH and m19Ne are the masses of hydrogen
and 19Ne expressed in atomic mass units, respectively.
Table 4.2 outlines these calculations and shows the range of resonance energies that
could be feasibly measured in the current study. This implies that the middle of the
DRAGON gas target would correspond to a resonance energy of ∼ 457 keV, which is
very well suited to probing the updated resonance energy set out in Reference [50].
Additionally, it should be noted that if the resonance energy found in the most recent
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Center-of-mass
Beam Energy
[keV/u]
19Ne beam energy
[keV]
Equivalent ER
[keV]
E = Ein 486.33 9241.24 465.53
E = Eout 467.84 8889.92 447.83
Table 4.2: Results of calculating the range of resonance energies that could be popu-
lated by the 19Ne(p,γ)20Na reaction.
Center-of-mass
Beam Energy
[keV/u]
19F beam energy
[keV]
Equivalent ER
[keV]
E = Ein 486.33 9239.55 465.52
E = Eout 467.84 8888.29 447.83
Table 4.3: Results of calculating the range of resonance energies that could be popu-
lated by the 19F(p,γ)20Ne reaction.
indirect study by Belarge et al. [96] is correct then the range of measurable resonance
energies would imply that the astrophysical resonance of interest could not be measured
during the present study, as the beam energy would not degrade to the value of the
resonance energy within the range of the DRAGON target.
However, it should be noted that the beam delivered to DRAGON in this study con-
tained large amounts of 19F as an isobaric contaminant. It was thought that a potential
added complication to the analysis is a resonance in the 19F + p system at 464± 2 keV,
the radiative capture on which might compete with or mask the radiative capture signals
of interest. Table 4.3 shows the result of performing the same calculations as above but
for 19F and shows that, although energetically feasible, the population of this resonance
would occur in a completely different part of the gas target, at the extreme upstream
end. This could then be used, if necessary, to further discriminate between the recoils of
interest and those arising from the radiative capture on the beam contaminant.
4.2.2 Determining the target function
A quantity associated with the DRAGON gas target, and used in the data analysis
of the present study, is its numerical yield, which is defined as:
Y =
∫ ∞
−∞
σ(E) · ρt(E) · dE (4.5)
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where σ(E) is the energy dependent cross section, ρt(E) is the energy dependent target
density profile, and dE is an energy infinitesimal. The cross section for a resonance
reaction is well known, given by the Breit-Wigner formula [3]:
σ(E) =
λ2Γ(ωγ)
4pi
(
(E − ER)2 +
(
Γ
2
)2) (4.6)
where λ is the De-Broglie wavelength, ωγ is the resonance strength, Γ is the total width
of the resonant state, and ER is the resonant energy. Thus, the last piece of information
required to calculate the numerical yield is the function describing the target density
profile.
The density profile of the DRAGON gas target was measured as part of a study
of the 3He(α,γ)7Be reaction [97], in which a shielded BGO detector was moved along
the length of the target and measured the yield of the 12C(3He,pγ)14N reaction. This
allowed a normalised target density curve as a function of position along the beam line
to be constructed, which could be described by a Fermi function of the form:
ρt(z) =
1(
1 + e
(|z|−R)
a
) (4.7)
where z is the beam direction coordinate, and R and a are free parameters describing the
half-length of the gas target and the diffuseness of the Fermi function, respectively. With
knowledge of the variation of the centre-of-mass energy with density and the relationship
between density and z coordinate, this could be converted from a function of position to
a function of centre-of-mass energy, described by the following equation:
ρt(E) =
1(
1 + e
(|E−(E0−∆2 )|−∆2 )
a
) (4.8)
where E0 is the incoming centre-of-mass beam energy, ∆ is the total centre-of-mass
energy loss across the target, and a is a free parameter. Having quantified the stopping
power of the gas target, the incoming centre-of-mass beam energy and centre-of-mass
energy loss across the target were calculated to be E0 = 486.33 keV/u and ∆ = 18.49
keV, respectively. Subsequently, the remaining free parameter could be extracted by
transforming the data points collected during the 3He(α,γ)7Be reaction study into a
function of energy relevant to the current work, which is shown in Figure 4.2, and fitting
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Figure 4.2: Plot of the DRAGON target density profile as a function of centre-of-mass
beam energy in the present study. The data points are from a measurement made as
part of the 3He(α,γ)7Be reaction study at DRAGON.
them with the function in Equation 4.8. The resulting value of a extracted from the
fitting procedure was 0.897737± 0.0758693.
4.3 Preliminary observations
Over the course of the experimental run-time, it was possible to observe the prelim-
inary signals indicative of populating the resonance of astrophysical interest. During a
radiative capture process within the DRAGON gas target, the radiative capture γ-rays
were detected in the surrounding BGO detectors. Figure 4.3 shows the γ-ray energy
spectrum for all events with a coincident heavy-ion signal in DRAGON’s focal plane
detectors. This spectrum was calibrated by use of a 244Cm-13C source, which used α-
particles emitted from the 244Cm radionuclide to populate excited states in 16O through
the 13C(α,n)16O reaction. The prominent γ-ray at ∼ 6130 keV from the subsequent
decay of 16O then used as the calibration point for each detector in the BGO array.
This spectrum shows three main features of note, all of which are likely to represent a
different type of particle-γ coincidence. The large amount of statistics at an energy less
than 0.5 MeV represent particles at the focal plane in coincidence with BGO detector
noise, whereas the events at an energy greater than 14 MeV represent particles in the
focal plane in random coincidence with cosmic ray particles.
Chapter 4. Study of the 19Ne(p,γ)20Na reaction 69
0 2 4 6 8 10 12 14 16 18 20
C
ou
nt
s
1
10
210
310
410
[MeV]
γ
E
Figure 4.3: Plot of the γ-ray energy of all events with a coincident heavy-ion signal
at the focal plane of DRAGON.
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Figure 4.4: Plot of the γ-ray energy of the background γ-rays detected with
DRAGON’s BGO detector array.
The enhancement in statistics in the region between ∼ 0.5 and ∼ 3 MeV potentially
represents candidate particle-γ coincidence events of interest, as this is an energy range
consistent with the radiative capture γ-rays from the reaction being studied. This is due
to the γ-ray decay scheme of the resonant state of interest being currently unknown,
which means that the excitation energy of the state of interest forms an upper limit
to the radiative capture γ-ray energy, which from the recent measurement of the proton
threshold in 20Na is ∼ 2650 keV. However, this energy region is also consistent with room
background γ-rays, such as the ∼ 1460 keV γ-ray from the decay of 40K, leading to an
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Figure 4.5: Plot of separator TOF vs. local TOF, focused on the region of interest.
A “dual TOF cluster” is indicated by the red oval.
ambiguity as to the potential origins of the enhancement in statistics in Figure 4.3. This
ambiguity could be somewhat addressed by measuring a spectrum of background γ-rays
after the experiment, which is shown in Figure 4.4. From this spectrum it is possible
to conclude that the peak of interest in Figure 4.3 does not feature prominently in the
background spectrum, and thus is likely to have some significant contribution from γ-rays
from reactions of interest occurring in the target, and that the feature around 2 MeV
could be the background γ-ray from 40K, given the relatively poor resolution of BGO
detectors. It is important to note, however, that additional information would be required
for a detailed understanding of the background in Figure 4.3. Therefore, although Figure
4.3 alone does not constitute direct evidence for the resonance of astrophysical interest
being populated, it is evidence that γ-rays were seen around the target position that are
at least consistent with the energies of γ-rays expected from the radiative capture process
of interest.
After leaving the gas target, the 20Na recoils formed during the radiative capture
process traversed the EMS, coming to the focal plane detectors at the end of the recoil
separator. The first of these detectors was the pair of MCP detectors, which were used to
measure the particles TOF. A primary and strong indicator of recoil-γ events of interest
is a cluster of events with similar local and separator TOF values, herein referred to as
“dual TOF cluster” events, which sit on a background of random particle-γ coincidences.
Figure 4.5 shows the evidence for such a dual TOF cluster in the present study.
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Figure 4.6: Plot showing the energy loss spectrum for events reaching the focal plane of
DRAGON, both from the experimental runs (black dots) and a single attenuated beam
run (coloured underlay). The underlay indicates two distinct regions, representing the
19Ne beam and 19F beam contaminant particles, whilst the red dots indicate the location
of events within the red oval in Figure 4.5.
After traversing the MCP detectors, the 20Na recoils were stopped in the ionisation
chamber (IC), where their energy loss was measured. By inspecting the loci that the
events in the IC took up, it was possible to infer what nuclear species they represented.
Figure 4.6 shows the energy loss spectrum for events at the focal plane of DRAGON,
on top of a coloured underlay showing an equivalent spectrum from a single attenuated
beam run.
The data from the attenuated beam run helps to identify the regions associated with
19Ne beam and 19F beam contaminant particles, as these were the only nuclear species
present in the beam cocktail delivered to DRAGON. The counts taking up a locus outside
of these regions in the experimental data are then consistent with signals associated with
20Na particles, arising due to the 19Ne(p,γ)20Na reaction having taken place, or from the
incomplete charge collection of a particle in the initial beam.
The data from the focal plane of DRAGON indicate that particle-γ coincidences of
interest were seen during the experiment, and that a number of those events correspond
to particles consistent with being 20Na, which could only come about if the radiative
capture reaction of interest had taken place. The remainder of this chapter outlines the
analysis performed on the data, used to extract the energy and strength of the resonance
of astrophysical interest.
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4.4 Determining the yield
As has been mentioned previously, it is possible to infer the strength of a resonance
measured at DRAGON from the number of recoil particles detected in its focal plane
detectors. More specifically, the resonance strength is calculated from a quantity referred
to as the experimental yield [98], defined in Equation 4.9:
Y =
Nr
Nbηr
(4.9)
where Nr is the number of detected recoil particles, Nb is the total number of incoming
beam particles and ηr is the total recoil detection efficiency. For this study, based on
recoil-γ coincidence data, this total recoil detection efficiency is a product of a number
of individual detection efficiencies, and is defined as follows:
ηr = ηsep · ηCSF · ηlive · ηMCP,t · ηend · ηγ (4.10)
where ηsep is the efficiency describing the recoil particles traversing the separator, ηCSF
is the efficiency describing what fraction of the total particles are in the charge state
the separator is tuned to deliver to its focal plane, ηlive is the efficiency describing the
fraction of time the DAQ system was able to process events, ηMCP,t is the transmission
efficiency of the MCP detector system, ηend is the detection efficiency of both the MCP
and ionisation chamber (IC) end detectors, and ηγ is the γ-ray detection efficiency of the
BGO array surrounding the target.
The yield is then related to the resonance strength via the following equation:
ωγ =
2Y
λ2
(4.11)
where  is the centre-of-mass stopping power of the gas target, Y is the experimental yield
as defined above, and λ is the de-Broglie wavelength of the incoming beam particles.
This section outlines the analysis performed to calculate the various quantities defining
the yield, as set out in Equation 4.9.
4.4.1 Determining the number of detected recoils (Nr)
A primary indicator of the number of recoil particles detected in DRAGON’s end
detector is the number of dual TOF cluster events, mentioned above and shown in Figure
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Figure 4.7: Plot showing the radio-frequency (RF) period measured by the TDCs in
the present study. The centroid of the peak is at a value of 86.83 ns.
4.5. This quantity was an upper limit on the number of detected recoil particles that
have a coincidental γ-ray signal, and was subsequently refined by looking at the energy
signals associated with the dual TOF cluster events in both the IC end detector and the
BGO array to arrive at the final value of Nr. As such, the initial upper limit on the value
of Nr in the present analysis was found to be 15 events.
Of note is that the dual TOF spectrum shown in Figure 4.5 is particularly clear
of background. In order to quantify the level of background, a side-band analysis was
performed, in which the events in the dual TOF cluster were shifted by multiples of the
experimental RF period until the data points of interest coincided with a background
event. The RF period was extracted from the data, using information from one of the
TDCs in the DAQ, and was found to be 86.83 ns in the present study, as shown in Figure
4.7. Subsequently, it was found that the separator TOF axis in the dual TOF spectrum
could be shifted by up to 10 RF periods without any background events getting into the
same region as the dual TOF cluster, highlighting that the contribution to the value of
Nr from random coincidences is negligible.
If the dual TOF cluster events all correspond to 20Na recoils then they should all
have experienced similar amounts of energy loss, and thus all form another cluster in
the IC energy loss spectra. Events outside of this second cluster can be disregarded as
valid recoil-coincidence events, as their local TOF signals then likely originate from leaky
beam particles that have made their way to the focal plane of the separator or from
noise in the MCP detection system. This is illustrated in Figure 4.8 which shows the
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Figure 4.8: Plot of IC E vs ∆E, showing the position of the dual TOF cluster events
(filled red circles) relative to the total singles events (black points). The red oval rep-
resents the region of the plot where 20Na recoil events are located, and thus only red
points within the oval contribute to Nr. Of those red points outside the oval, one is a
noisy event, and four correspond to either leaky beam particles coincident with a random
γ-ray or radiative capture events on the beam contaminant.
location of this second cluster, as well as the events outside it which can be dismissed as
either leaky-beam particles, noise or events arising from radiative capture on the beam
contaminant.
As shown in Figure 4.8, 2 of the 15 events within the dual TOF cluster are noisy
or are non-detections, and the remaining 13 seem to take up two loci in the ∆E-∆E
spectrum. Of these 13 events, 9 are in a position consistent with being the 20Na recoils
of interest, whereas the remaining 4 are more consistent with being 20Ne recoils resulting
from radiative capture reactions on the 19F beam contaminant.
Further discrimination between 20Na recoils of interest and other particles making
it to the focal plane of DRAGON can be achieved by looking at the associated γ-rays
in the BGO energy spectra. The relatively poor energy resolution of the BGO array
makes ascertaining the true energy of a given γ-ray event difficult. However, it was still
possible to set an upper limit on the energy of γ-rays likely to originate from events
of interest, as explained above. This makes it possible to disregard events that have a
misleading coincidental γ-ray signal, arising from natural background or cosmic rays for
example. This is illustrated in Figure 4.9, in which the γ-ray signals from both of the
previously mentioned clusters are shown, with the dashed line representing an upper limit
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Figure 4.9: Plot of γ-ray energy from DRAGON’s BGO detectors for the dual TOF
cluster events (blue). Additionally, events that also lie within the red oval in Figure 4.8
are shown in red. The dashed line represents an upper limit to γ-rays expected to come
from the radiative capture of interest, and thus any red points at an energy greater than
this does not contribute to the value of Nr.
of the γ-ray energy expected from the decay of 20Na populated in this study. This upper
limit on the γ-ray energy was chosen to be 3.5 MeV, which gives some allowance for the
poor energy resolution of the BGO array. Of the 9 events grouped together in a cluster
indicative of 20Na recoils in both the dual TOF and IC energy loss spectra, 1 event had
an associated γ-ray signal above the upper limit, which could then be interpreted as a
recoil event of interest in random coincidence with a background or cosmic ray γ-ray.
This left the remainder of events to define the number of detected recoils, resulting in a
final value of Nr = 8.
Thus, the final value of Nr was defined by the number of events that, firstly, are part
of a dual TOF cluster of events, secondly, have an IC energy signal that is clustered in
a similar way in a region consistent with the energy loss of 20Na, and thirdly, have a
γ-ray energy that is below some upper limit of acceptable γ-ray energy signals from the
resonant state of interest.
4.4.2 Determining the number of incoming beam particles (Nb)
Quantifying the number of incoming beam particles is a crucial part of calculating
the resonance strength in a measurement at DRAGON, as it normalises the experimental
yield. One of the conventional ways that Nb is calculated at DRAGON is through the
use of a decay station, made up of a narrow vertical structure affixed to the top of the
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main DRAGON beam-line and a pair of sodium iodide (NaI) γ-ray detectors. The recoil
separator is tuned so that any unreacted 19Ne beam particles entering the EMS are
stopped on a pair of slits within the first electric dipole. There, they naturally undergo
β+ decay, releasing a positron in the process. Some of these emitted positrons then
make their way through a small aperture in the top of the DRAGON beam line and into
the decay station. The positrons recombine with electrons in the walls forming the end
of the decay station, releasing two 511 keV annihilation γ-rays which are detected by
the NaI detectors. Thus, the number of events detected in the coincidental NaI energy
spectra gives a direct analogue to the number of incoming, and subsequently stopped
and decaying, 19Ne beam particles, and thus Nb.
Another conventional way of calculating Nb for measurements in DRAGON is to use
the surface barrier detectors within the gas target. Beam particles entering the target
elastically scatter particles in the target gas over a range of angles, thus making the rate
of detected events in the surface barrier detectors another quantity that can be used to
define Nb. However, this method cannot distinguish between elastic scattering events
from beam particles of interest and beam contaminant particles. Thus for the present
study, where the beam was largely contaminated with 19F, use of the decay station was
preferred as it would be sensitive only to the 19Ne part of the beam, as naturally stable
19F would not release positrons contributing to the NaI coincident counting rate.
However, due to technical difficulties, neither of these conventional methods of beam
normalisation were able to be used during the present study, meaning that an alternative
measure had to be employed. This method used another beam monitoring detector along
the length of the DRAGON beam line, in the form of a pair of thick plastic scintillator
detectors. These detectors are placed one behind the other at the end of the first stage of
mass separation, and are sensitive to the particles given off in the β decay of radioactive
beam species. The amount and variation of the scaler counting from this “β-monitor”
detector mirrored the variations in the radioactive content of the beam, allowing them
to be used as another way of determining Nb.
Ultimately, the calculation of the number of incoming beam particles was performed
by finding a numerical factor, G, describing the number of incident 19Ne beam particles
per β-monitor scalar count:
G ≡ N19Ne
β
(4.12)
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This could then be multiplied by the total sum of all scalar counts from the β-monitor
to give the total number of incoming 19Ne beam particles, and thus Nb:
N19Ne,tot = G · βtot ≡ Nb (4.13)
Due to it being a conversion factor between two quantities that vary in the same way,
the value of G should be a constant, and thus could be calculated from a small sub-set
of the total experimental run time where both N19Ne and β are known. This was done
using information from the attenuated beam runs, performed periodically throughout the
experiment.
At the beginning of each of these attenuated beam runs a Faraday cup located up-
stream of the experimental target was placed into the beam line to take a measurement
of the absolute beam current. The total number of particles incident on the experimental
gas target could be calculated from this current via the following equation:
Ntot =
IFC4 · τtarget
qbeam · e (4.14)
where IFC4 is the current measured on the Faraday cup in Amps, τtarget is a number
describing the fraction of particles transmitted from the Faraday cup into the gas target,
qbeam is the charge state of the beam going into the target, and e is the electronic charge.
The number of 19Ne particles can be extracted from this number, which includes
the number of contaminant ions as well, by multiplying Ntot by the relative fraction of
19Ne to contaminant particles. This quantity is found from the IC spectra from each
attenuated beam run. These spectra can be rotated and projected onto an axis, resulting
in a double-peaked one-dimensional spectrum where each peak represents a particular
beam particle species. This one-dimensional spectrum can be fit to extract the number
of counts under each peak, the ratio of which represents the relative fraction of interest.
An illustration of this is shown in Figure 4.10.
It should be noted that the relative fractions extracted from each attenuated beam
run corresponded only to particles in a 6+ charge state, as these are the particles the
recoil separator was tuned to transport to its focal-plane detectors, and must be corrected
to calculate the relative fraction of interest over all possible charge states. Subsequently,
the number of 19Ne particles incident on the gas target during a given attenuated beam
run is:
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Figure 4.10: Left: A rotated plot of E-∆E for an attenuated beam run showing two
loci, one corresponding to the 19Ne beam particles of interest and the other corresponding
to the 19F beam contaminant. Right: A projection of the plot of the left showing a double
peaked structure, the smaller of which corresponds to 19Ne, which has been fitted (red
line) to extract the ratio of 19Ne/19F particles.
N19Ne =
IFC4 · τtarget
qbeam · e ·
(
N19Ne
CSF19Ne6+
)
(
N19Ne
CSF19Ne6+
)
+
(
N19F
CSF19F6+
) (4.15)
where Nx is the number of x nuclei as extracted from the IC rotated spectra ratio in
an attenuated beam run, and CSFx6+ is the 6+ charge state fraction value for nuclear
species x. The 19Ne6+ CSF value used in this analysis was 0.446 ± 0.05 and comes
from charge state distribution measurements made during an experiment studying the
22Ne(p,γ)23Na reaction. The 19F 6+ CSF value used in this analysis was 0.422 ± 0.010,
and was calculated analytically based on the work of Liu et al. [99].
For an attenuated beam run, and the value of N19Ne extracted from it, to be used
to calculate G, it must fulfil two requirements. Firstly, it must be relatively short, and
secondly the value of the β-scalers directly before and after it must be approximately
constant, as this minimises the probability of there being fluctuations in the beam during
the attenuated beam run that would affect the calculated values of G. Of the 19 atten-
uated beam runs made during the experiment, only 5 fulfilled these criteria, from which
the relative fraction of the beam composed of 19Ne was calculated using the method
detailed above. The results of this analysis, which have been corrected for the 6+ CSF,
are shown in Table 4.4.
These results show that less than 30% of the total beam current came from beam
particles of interest, which is in line with what was seen qualitatively during the exper-
iment. Of note is that, strictly, the value of F19Ne in Table 4.4 represents the average
value of the 19Ne total beam fraction over the course of the attenuated beam run, and is
not sensitive to any changes in the 19Ne/19F ratio over the course of the run. However,
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Run Number 19Ne counts 19F counts F19Ne
4369 178792± 2517 443680± 5667 0.287± 0.006
4399 159651± 2327 415819± 5353 0.277± 0.005
4402 111804± 1775 336464± 4401 0.249± 0.005
4411 1279370± 14914 3.498550± 41899 0.268± 0.004
4419 427616± 5335 1143770± 13996 0.272± 0.005
Table 4.4: Table showing the fraction of the total beam intensity arising from 19Ne
particles, as well as the quantities used to calculate it, indicating that particles of interest
constituted less than 30% of the total incoming beam.
Run IFC4 [pps] 〈β〉 G
4369-b 22995875 ± 1750989 725.2 ± 29.2 9108 ± 804
4369-a 23153315 ± 1726507 729.8 ± 36.4 9113 ± 836
4399-b 33660488 ± 2313614 885.2 ± 36.1 10549 ± 868
4399-a 34084838 ± 2462219 1103.0 ± 51.2 8573 ± 755
4402-b 33774878 ± 2333640 828.8 ± 59.5 10164 ± 1035
4402-a 32584955 ± 2290257 847.3 ± 65.3 9592 ± 1021
4411-b 33648700 ± 2332276 903.2 ± 59.9 9976 ± 971
4411-a 34352670 ± 2373602 871 ± 81.2 10561 ± 1238
4419-b 38957380 ± 2620524 962.5 ± 35.6 11014 ± 867
4419-a 37904295 ± 2585344 981.9 ± 111.2 10505 ± 1401
Table 4.5: Table showing the values of the conversion factor G, describing the number
of incoming 19Ne beam particles per β-monitor scaler count, in addition to data from
the attenuated beam runs used to calculate it. For a given attenuated beam run, the
values of IFC4 and 〈β〉, and thus the final value of G, come from quantities measured
immediately before or after the attenuated beam run, denoted by “-b” or “-a” at the
end of the run number in the first column.
as the attenuated beam runs are short and have similar β-scaler values before and after
them, the effect of any such variation should be minimised.
For each of the 5 attenuated beam runs in Table 4.4, two values of G were calculated
from Equation 4.12. These calculations used the average value of the β-scalers over a
two minute period directly before and after the run, making sure to not count any of the
“feed in” time required for the β-scalers to reach secular equilibrium in the latter case,
and the value of N19Ne, extracted from both the attenuated beam run’s IC spectrum and
the Faraday cup data. The value of qbeam used in these calculation was 5, and the value
of τtarget for the attenuated beam runs of interest was found to be 0.82. The results of
this analysis are shown in Table 4.5.
The calculated values of G are all broadly consistent, reaffirming its construction as a
universal conversion coefficient. However, of these calculated values, the value calculated
from the data after run 4399 is an obvious outlier. This is indicative of there being a
Chapter 4. Study of the 19Ne(p,γ)20Na reaction 80
relatively significant change in the β-scalers before and after the run which the corre-
sponding IFC4 values do not reflect. This could have been caused by the radioactive
source changing significantly just after or during the attenuated beam run. Excluding
this outlier value, the final calculated value of G is then given by the average of the
remaining values, resulting in a final value of G = 10065± 318.
With the conversion factor G quantified, the final value of Nb could now be calculated,
using Equation 4.13. The value of βtot was extracted from the data by summing the total
number of β-scaler counts over the entire experimental run-time, with the assumed error
on this quantity from the scaler counting module equal to the Poisson counting error
of
√
βtot, giving a final result of βtot = 2.342 x 10
8 ± 1.530 x 104. Using this value in
conjunction with the calculated value of G resulted in a final value of Nb = 2.357± 0.074
x 1012 particles.
This value of Nb implies an average
19Ne beam intensity of ∼ 7 x 106 particles per
second over the entire experiment, relative to a 19F contaminant average beam inten-
sity of ∼ 2 x 107 particles per second. The ability to record reactions of interest even
when the beam of the nuclear species of interest is dominated by a contaminant at this
level highlights the strength of DRAGON as a recoil separator, and the efficacy of its
background suppression.
4.4.3 Determining efficiencies
The following subsections goes into how each of the individual efficiencies in Equation
4.10 were calculated, before presenting the final overall detection efficiency used in the
calculation of the experimental yield and resonance strength.
4.4.3.1 Determining ηCSF
All recoils of interest, or unreacted beam particles, leave DRAGON’s gas target with a
distribution of different charge states. Conversely, the EMS is tuned to only accept recoils
in a particular charge state, with other charge states not having the required magnetic
rigidity to be bent through the pair of slits within the magnetic or electric dipole elements.
Thus ηCSF is a quantity describing the fraction of particles in a particular charge state
DRAGON is capable of detecting, relative to the total number of recoils made in the full
range of physically possible charge states.
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In practice, the charge state distribution (CSD) is determined by measuring the cur-
rents from two Faraday cups located at different points along the DRAGON recoil sep-
arator. The first is located 3.5 m upstream of the gas target, which measures the total
current of the incident beam delivered to DRAGON, and the second is located at a focus
immediately after the first magnetic dipole in the EMS, which measures the beam current
transmitted through the target in a specific charge state the separator is tuned to accept.
The charge state fraction (CSF) is then given by the following equation:
CSFq =
IFCCH/q
IFC4/qin
(4.16)
where qin is the well defined charge state of the incoming beam, IFC4 is the current on
the Faraday cup located upstream of the target, IFCCH is the current on the Faraday
cup located at the focus after the first magnetic dipole, and q is the charge state the
separator is tuned to measure the CSF for. The CSD is constructed by repeating the
measurements mentioned above for multiple values of q, with the charge state the EMS
is finally chosen to accept being the one closest to the peak of the CSD.
It should be noted that it is not required to make the above measurements with
a beam of the particular recoil isotope of interest, as the average equilibrium charge
state is independent of the mass number (A) of the incident ions [99]. This means
CSD measurements can be simplified by using a beam of a stable isotope of the recoil
element of interest instead. This method was employed for the current study, which uses
a measurement of the 6+ CSF of 23Na, made during a study of a resonance at 458 keV
in the 22Ne(p,γ)23Na reaction to define ηCSF . As a result, the value of ηCSF adopted in
this study was 0.4386± 0.0003.
4.4.3.2 Determining ηlive
DRAGON’s DAQ system takes a finite amount of time to record a given detected
event, a consequence of which is that subsequent events detected within this finite amount
of readout time will not be recorded in the DAQ. This small amount of time per recorded
event where the DAQ is not open to any new event triggers is referred to as the “dead
time” of the detection system, and must be corrected for. This is done by calculating
the fraction of the total experimental run time that the DAQ was open to new triggers,
referred to as the “live time”, defined by the following equation:
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L = 1− τ
T
≡ ηlive (4.17)
where T is the total run time, L is the live time during T , and τ is the sum of all dead
times during T .
An accurate calculation of the dead time is vitally important in determining the total
live time. At DRAGON, this is done with the 20 MHz clock in each of the IO32 modules
at the heart of each DAQ subsystem, which functions as a stopwatch. The error on the
final value of ηlive comes from the intrinsic fractional error on the 20 MHz clock housed in
each IO32 module, which is 5 x 10−5. For every event trigger, the IO32 records both the
time that the trigger arrives and the time when it has finished processing the event. The
dead time for that singles event is thus simply given by the difference between those two
signals. This calculation is repeated for all events over the entire experimental run-time
to give τ in Equation 4.17. The coincident dead time is calculated in conjunction with
the DAQ’s coincidence matching algorithm, which sorts through the start and stop times
for all events from the head and tail DAQ subsystems and sums the total time when
either DAQ was dead, not counting those times when each were dead at the same time.
The final value of ηlive used in this analysis was calculated to be 0.884641± 0.000044.
Although this value should ideally be closer to unity, the value used here is entirely
plausible due to a relatively high rate of detected particles in the BGO array, the threshold
on which was reduced in order to not cut-out potential radiative capture γ-rays from the
20Na recoils decaying akin to their 20F mirror analogues.
4.4.3.3 Determining ηMCP,t
The MCP transmission efficiency represents the relative fraction of the particles in-
cident on the MCP detectors that successfully traverse the MCP detection system.
The value adopted for this quantity in the present study is the ‘canonical’ value of
ηMCP,t = 0.769 ± 0.006 [70]. Although not performed in this study, this quantity was
remeasured at a later date as part of the 22Ne(p,γ)23Na reaction study, where the value
of ηMCP,t was found to be consistent with this value [100].
4.4.3.4 Determining ηend
In this study, the ηend term in Equation 4.10 represents the product of two separate
detection efficiencies, one for the MCP detection system and one for the IC end detector,
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and is thus defined as:
ηend = ηMCP,d · ηIC (4.18)
Usually, these two individual detection efficiencies are characterised by the signals
recorded in attenuated beam runs, made periodically throughout the experiment, in
which DRAGON is retuned to bring an attenuated beam to its focal plane rather than
recoils. In each of these runs it is possible to extract the number of counts recorded in
the IC, in the MCP, and in the IC given a count had also been recorded in the MCP,
each of which is defined below:
NIC = Ntot · ηIC (4.19)
NMCP = Ntot · ηMCP,d (4.20)
NIC,MCP = Ntot · ηIC · ηMCP,d (4.21)
Thus, each of the individual detection efficiencies could be extracted from dividing Equa-
tion 4.21 by each of the equations above it:
ηMCP,d =
NIC,MCP
NIC
(4.22)
ηIC =
NIC,MCP
NMCP
(4.23)
However, in the present study, analysing the attenuated beam runs in this way re-
sulted in values of ηMCP,d and ηIC that were consistently much lower than expected at
DRAGON, due to some unforeseen technical issue. This scenario had occurred previ-
ously, in the study of the 18F(p,γ)19Ne reaction [69], and is thought to be caused by
events hitting supporting wires on either the MCPs or the window to the IC. In the for-
mer case, an event may cause enough electrons to be released from the MCP to produce
an MCP signal without traversing the detector and ending in the IC, whereas in the
latter case, an event may produce a noisy signal within the IC spectrum which would
artificially decrease its detection efficiency. Therefore, a different approach was used, as
set out in the 18F(p,γ)19Ne reaction study by Akers et al., whereby the two individual
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Run NMCP NMCP,IC ηIC [%]
4347 387784 312894 80.69
4350 607805 489277 80.50
4369 140874 113605 80.64
4399 130716 105546 80.74
4402 98996 79818 80.63
4429 295779 240926 81.45
4438 135170 109538 81.04
4477 167983 131472 78.27
Table 4.6: Table showing the values of the ionisation chamber detection efficiency, as
well as the quantities used to calculate it. The average of these values is 80.4948%,
which was used to quantify the end detector efficiency as explained in the text.
detection efficiencies are convolved into a single factor describing the efficiency of the end
detectors as a whole.
This new approach still required ηIC to be calculated as set out in Equation 4.23,
the final value of which was the average value of the ηIC values calculated from each
attenuated beam run. A summary of the ηIC values calculated for all attenuated beam
runs with valid IC and MCP signals can be found in Table 4.6. The average value of
ηIC from these runs is 80.49%. It is important to note that the equivalent value of ηIC
derived from Reference [69] is very similar to that derived in this study, which provides
some evidence as to the validity of applying the methodology to quantify ηend therein to
the current dataset.
This number was then multiplied by two factors representing the geometric trans-
parencies of one and both MCP detectors, given by 0.809 and 0.655 respectively, result-
ing in values representing the lowest and the highest possible end detector efficiencies,
respectively. The total end detector efficiency was subsequently determined to be the av-
erage of these extreme values, with a 1σ error bar given by taking 68% of the difference
between the highest and lowest possible detector efficiencies. This yielded a final result
of ηend = 0.589 ± 0.084. This value is significantly smaller than the product of typical
values of the IC and MCP detection efficiencies, which might normally exceed 90%.
4.4.3.5 Determining ηsep
The separator transmission efficiency describes the fraction of recoil particles that
make it from the gas target to the focal plane of the spectrometer. This is governed
primarily by the size of the aperture at the downstream end of the gas target, which
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limits DRAGON’s acceptance to those recoils that take-up a cone of half angle less than
or equal to 20 mrad. The maximum cone angle for the recoils in this study was expected
to be less than 5 mrad, well within the DRAGON acceptance.
A series of Geant3 simulations were performed from which the value of ηsep was
extracted, by dividing the number of recoil events detected at the focal plane of DRAGON
by the number of recoils events produced within the gas target. A required input of these
simulations was the assumed γ-ray decay scheme for the resonance of interest, which for
this study was unknown. As such, a series of simulations were performed, each assuming
a different γ-ray decay scheme of varying complexity. The effect of the differing decay
schemes was expected to be small, due to the recoil “kick” given to the nucleus as it
emits the radiative capture γ-ray having a very small effect on the final cone angle of a
given recoil.
Each simulation, whether based on a simplistic γ-ray decay scheme or a more realistic
one, had a value of ηsep in excess of 99%, which is what would be expected from arguments
based on the recoil cone angle and DRAGON’s acceptance. The value of ηsep adopted
in this analysis was 0.992+0.008−0.021, which corresponded to a simulation assuming the same
decay behaviour as the proposed analogue state in the 20F mirror nucleus. This was the
most realistic of the simulated γ-ray decay schemes, founded upon the principle of isospin
symmetry between low-mass isobaric analogue nuclei located close to stability. The error
on this quantity is larger than the canonical value used for the separator efficiency at
DRAGON, but this is derived from the errors on the quantities in the simulation used
to calculate the value of ηsep.
4.4.3.6 Determining ηγ
The γ-ray detection efficiency describes the fraction of radiative capture γ-rays de-
tected in the BGO array surrounding the gas target relative to the number emitted.
Usually this value is calculated by dividing the number of recoil ion events seen in coin-
cidence with a radiative capture γ-ray by the total number of recoil ion events without
a coincident γ-ray condition:
ηγ =
Ncoinc
Nsingles
(4.24)
However, this method relies on having high statistics of particles, which take up clear
loci in the spectra of the end detectors, for both Ncoinc and Nsingles to be well defined.
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Efficiency Value
ηsep 0.992
+0.008
−0.021
ηCSF 0.4386± 0.0003
ηlive 0.88464± 0.00004
ηMCP,t 0.769± 0.006
ηend 0.589± 0.084
ηγ 0.462± 0.026
Table 4.7: Table summarising the individual efficiencies adopted during the study of
the 19Ne(p,γ)20Na reaction. The total recoil-γ coincidence detection efficiency is then
the product of each of these individual efficiencies.
As this was not the case in the present study, the value of ηγ was found using a different
technique, through the use of high statistics Geant3 simulations where both Ncoinc and
Nsingles were well defined.
A major factor affecting the value of ηγ obtained through the use of simulations is
the assumed γ-ray decay scheme of the resonant state of interest, due to the intrinsic
detector efficiency of BGO material varying as a function of γ-ray energy [62]. The
γ-ray multiplicity of a given decay scheme is also an important factor that can affect
ηγ . In order to ensure the analysis of this dataset was as consistent as possible, the
simulation from which the value of ηγ was extracted assumed the resonant state had a
γ-ray decay scheme based on the decay of its mirror state in 20F, which was also assumed
in the simulations used to determine ηsep. Consequently, the value of ηγ adopted in this
analysis was 0.462 ± 0.026, a value consistent with the relatively high γ-ray detection
efficiency expected for BGO scintillators at DRAGON.
4.4.3.7 Determining ηr
Each of the individual efficiencies contributing to the overall recoil detection efficiency,
defined in Equation 4.10, are set out in Table 4.7. Therefore, the total recoil-coincidence
detection efficiency in the present study was 0.0806±0.0125. This value is lower than that
measured typically at DRAGON, but this is primarily due to the end detector efficiency
being much lower than typically measured as well.
4.5 Determining ER and ωγ
Having quantified all the variables defining the experimental yield, the final quantity
required to calculate the resonance strength as given in Equation 4.11 was the De-Broglie
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wavelength, λ, which depends on the resonance energy. As has been mentioned previ-
ously, the resonance energy of a given narrow resonance measured at DRAGON is usually
inferred from the hit-map of the radiative capture γ-rays measured in the BGO array
surrounding the target, a technique outlined in Reference [53]. However, this technique
relies on having relatively high statistics, so that the peak of the spatial distribution of
radiative capture γ-rays is well defined. If this is not the case, as in the present study,
an alternative approach must be used.
The rest of this section outlines this alternative approach, which used scaled high
statistics simulations of the DRAGON recoil separator within the Geant3 simulation
software package to perform an analysis based on probabilistic likelihoods. This technique
circumvents the need to calculate λ or use Equation 4.11, as the results of this analysis
give both the resonance energy and strength simultaneously.
4.5.1 Running simulations
A key part of the analysis performed to extract the energy and strength of the res-
onance of interest in this study was performing a number of Geant3 simulations of the
19Ne(p,γ)20Na reaction measured at DRAGON, and were made on computers at TRI-
UMF. These simulations had a number of key inputs, one of which was the energy of
the simulated resonance of astrophysical interest. Each simulation that was performed
assumed a different value of ER, ranging from 466 keV to 447 keV, such that the range
of simulated resonance energies spanned the total range of resonance energies that could
be feasibly measured in the DRAGON target in the current study.
Two other key inputs of the simulations were the incoming beam energy and the gas
target pressure, which together helped to determine the outgoing beam energy into the
separator. The incoming beam energy parameter was changed to match the beam energy
inferred from the “gas out” measurement, shown in Table 4.2, and the gas target pressure
was then varied so that the outgoing beam energy matched the beam energy extracted
from the “gas in” measurement shown in the same table. This ensured that the energies
involved with the simulation matched the experimental energies as well as they possible
could.
Another key input to the simulations was the number of simulated events. This
was chosen to be a large number, 50,000 events, to minimise the effect of statistical
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Figure 4.11: Plots of the high threshold (left) and low threshold (middle) BGO energy
spectra, used to calculate the threshold function (right). The threshold function is the
result of dividing the high threshold spectrum by the low threshold spectrum. The
fit, shown in red, allows the free parameters describing the threshold function to be
obtained.
fluctuations within the simulation, whilst still ensuring the size of the simulated data
files remained manageable.
4.5.1.1 Determining the threshold function
The high statistics simulations that were performed have no threshold applied to
them, by default. Thus, the output of the simulations needed to be weighted by some
artificial threshold function, in order to make them more readily comparable to that of
the experiment. The experimental threshold is well described by a Fermi function, of the
form:
fthreshold(E) =
1(
1 + e
(A−E)
B
) (4.25)
where A and B represent the diffuseness and radius parameters, respectively, and are de-
termined by fitting to data. The values of A and B in the present study were found using
low-threshold and high-threshold experimental data runs, where the expected threshold
function was produced by dividing the BGO energy spectrum from the high threshold
run by the equivalent spectrum in the low threshold run. This is shown in Figure 4.11.
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The result of the fit, of the functional form in Equation 4.25, used to extract the free
parameters describing the threshold function is shown in the right hand plot of Figure
4.11, corresponding to values of A = 0.897 and B = 0.089. The quality of the fit is good,
reproducing the slope of the Fermi function produced from the data very well, and the
values of A and B are consistent with the BGO threshold set during the experiment of
∼ 1 MeV.
4.5.2 Negative log Likelihood analysis
The likelihood analysis carried out in the present study was used to find the most
probable value of both the strength and energy of the resonance measured at DRAGON,
with the latter quantity not able to be measured via conventional means due to low
statistics. In doing so, it demonstrates this method, which before had only been used
for higher statistics studies of resonances located near the edges of the DRAGON gas
target, can also provide results for low statistics resonances measured near the centre
of the target. The methodology used in this analysis is outlined below and is heavily
based on a similar analysis performed as part of a study of the 38K(p,γ)39Ca reaction at
DRAGON [101].
Firstly, within each of the simulation data files in which the resonance energy was
varied to span the entire energy range of the DRAGON gas target, the energy of the first
interaction of the radiative capture γ-ray within the BGO detector was convolved with a
smearing function. This was done to artificially simulate the resolution of the BGO array.
These convolved energy spectra were then weighted by the realistic threshold function
discussed above. Both of these processes were performed in order to make the final output
of the simulations as comparable to the experimental data, which was subject to both a
finite BGO energy resolution and a non-zero electronic detector threshold, as possible.
In each simulation file, the weighted and convolved energy spectra where then used
to produce histograms of the z-coordinate of the BGO detector in which the radiative
capture γ-ray was detected, herein referred to as BGOz histograms. An integral part
of the likelihood analysis involved scaling these BGOz histograms, so that the results
of the high statistics simulations and the low statistics experiment were more readily
comparable. The scaling factor that was applied to the histograms, s, is defined as
follows:
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s =
Yωγ0 ·
(
ωγ
ωγ0
)
· η ·Nexp
Nsim
(4.26)
where Yωγ0 is the numerical yield calculated at some arbitrary resonance strength ωγ0,
η is the heavy-ion detection efficiency, and Nexp and Nsim are the number of incoming
beam particles in the experiment and the simulation, respectively. This scaling is done
over a range of resonance strength (ωγ) values, which in the case of the present study
was between 1 meV and 3 eV.
Next, the scaled BGOz histograms were compared with the experimental BGOz his-
togram by calculating the probability of the experimental BGOz distribution arising as
a low-statistics subset of the scaled high statistics simulation. This was done by calcu-
lating the likelihood of observing a particular pattern of counts in the individual BGO
detectors, which is the product of Poisson probabilities:
L =
N∏
i
anii e
−ai
ni!
(4.27)
where N is the total number of BGO detectors, and ni and ai are the number of counts
in the ith BGO detector in the experiment and the scaled simulation, respectively. It is
convenient to work with the natural logarithm of the above quantity:
ln(L) =
N∑
i
ni ln(ai)− ln(ni!)− S (4.28)
where S is the total number of events in the scaled simulation histogram.
Using the values of these calculated likelihoods for each of the scaled simulations, a
contour plot of − lnL was made as a function of both the ER assumed in the simulation
files and the range of ωγ values the scaling process was performed over. The most
probable values of the energy and strength of the resonance of interest correspond to the
global minimum of this contour plot. Figure 4.12 shows the contour plot made during the
likelihood analysis carried out in the present study, along with the location of the global
minimum and the contour defining the 1σ error. As expected from the newly proposed
resonance energy, the global minimum solution is located very close to the centre of the
DRAGON gas target.
Once the likelihood contour plot was made, and the resonance energy ascertained
from its global minimum, the simulation file with a simulated resonance energy closest to
that found in the likelihood analysis was used to calculate the systematic errors on the
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Figure 4.12: Contour plot produced after performing the likelihood analysis. The
global minimum, denoting the most probable solution of the energy and strength of the
resonance of interest, is shown with the blue x, and the contour line defining the 1σ
error bar is shown in green.
inferred resonance strength and energy, from the errors on the various quantities used
to calculate the resonance strength. At the same time, it was possible to plot the scaled
BGOz from the simulation file alongside the experimental BGOz histogram, producing
Figure 4.13.
Thus, the final result from the negative log-likelihood analysis implies that the res-
onance of astrophysical interest has an energy of ER = 456
+5
−2(stat.) ± 1(sys.) keV and
a strength of ωγ = 17+7−5(stat.) ± 3(sys.) meV, at the 68% confidence level. The size of
the statistical error on each quantity is a consequence of the dataset having very low
statistics. This is reflected in both the width of the 1σ contour in Figure 4.12 and in the
quality of the fit between the scaled simulation and experimental data points in Figure
4.13, which would both be improved in the case of having higher levels of statistics.
Given this result from the negative log-likelihood analysis, it was possible to make a
consistency check by calculating the resonance strength using Equation 4.11. Using the
values of , Nr, Nb and ηr found in the present analysis, and using the value and associated
error on ER to determine λ and ∆λ, the resultant resonance strength was calculated to
be ωγ = 20± 3 meV. This value is in fantastic agreement with the result of the negative
log-likelihood analysis, and further serves to show that this technique provides reliable
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Figure 4.13: Plot superimposing the experimental BGOz data points on top of the
equivalent quantity from the simulation, in which a resonance energy of 456 keV was
assumed for the resonance of interest.The experimental data points do not fit the scaled
simulation very well but this is primarily due to the very low experimental statistics,
which is reflected in the size of the Poisson error bars on each experimental data point.
results when working with low statistics studies of resonances populated near the middle
of the DRAGON gas target.
Both the energy and the strength of the resonance of astrophysical interest observed
in this study disagree with the most recent indirect measurement of the 19Ne(p,γ)20Na
reaction, performed by Belarge et al [96]. However, the calculated resonance strength
is consistent with the direct studies made by Page et al. [47], Vancraeynest et al. [48],
and Couder et al. [49], at a 90% confidence level or better. Additionally, the strength
extracted from the likelihood analysis is in very good agreement with the predictions of
Wallace et al. [50]. A possible explanation for the discrepancy between the resonance
strengths found in this study and in the study by Belarge et al. is an error in the lifetime
of the mirror state used in the latter study to extract the γ-ray partial width, which for
the state of interest largely determines the overall resonance strength.
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4.6 Contribution to 19Ne(p,γ)20Na reaction rate
Having ascertained the energy and strength of the resonance of astrophysical interest,
it was then possible to investigate the change in the 19Ne(p,γ)20Na stellar reaction rate
due to the results of the present study. In doing so, only the resonance measured in this
study was considered, as it is thought to dominate the total stellar reaction rate over
the temperature range of ONe novae and X-ray bursts. The population of this resonant
state due to excitation from the ground state of 19Ne is characterised by a resonance
strength and energy as found in the present study. Adopting this value of the strength,
along with the spin assignments of 3+ for the resonant state of interest and 12 for both
the proton and the ground state of 19Ne, allowed a γ-ray partial width of Γγ = 9.7
+4.0
−2.9
meV to be determined, by use of Equation 2.40. This in turn allowed the resonance
strength associated with population of the resonant state from the first excited state
in 19Ne, a Jpi = 52
+
state at an energy of 238.27(11) keV, to be calculated as 5.7+2.3−1.7
meV, with the associated resonance energy being 218+5−2 keV. This allowed the reaction
rate contribution from both the ground and first excited states to the resonant state of
interest in this study to be quantified. This is shown in Figure 4.14 alongside the total
contribution reported in the study by Belarge et al. [96] and the total reaction rate used
in the sensitivity study of Iliadis et al. [16], which was used to predict the influence of
the 19Ne(p,γ)20Na reaction rate on final isotopic abundances in novae ejecta.
The reaction rate as derived from the present study is consistently lower than that
derived by the Belarge et al. study, with the current rate factors of ∼ 10 and ∼ 7 lower at
temperatures of 0.3 GK and 1.0 GK, respectively. In contrast, the present rate is a factor
of ∼ 200 higher than that used in the novae nucleosynthesis sensitivity study of Iliadis
et al. Consequently, the results of this study imply that the 19Ne(p,γ)20Na reaction
significantly depletes the abundance of 19F present in ONe novae ejecta, relative to the
predicted abundances in the Iliadis et al. work, which may then explain the relative
scarcity of astronomical observations of fluorine lines from nova explosions. Additionally,
although the reaction rate found in the present study is lower at X-ray burst temperatures
than that reported by Belarge et al., it is still considerably higher than the rate of the
15O(α,γ)19Ne reaction which is thought to feed it. Therefore, the results of this study
imply that the 19Ne(p,γ)20Na reaction does not form a bottleneck in the breakout from
the hot CNO cycles into rp-process nucleosynthesis, in agreement with Belarge et al.
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Figure 4.14: Total contribution of the 456 keV resonance to the 19Ne(p,γ)20Na stellar
reaction rate from the present study (blue) alongside that calculated from the results
of the most recent indirect study by Belarge et al. [96] (red). Additionally, the total
19Ne(p,γ)20Na rate adopted in Iliadis et al. [16] is also shown (green), which is based
upon an earlier analytic expression describing the reaction process.
Chapter 5
Study of the 19F(d,p)20F reaction
The 19F(d,p)20F reaction has been very well studied, providing detailed insight into
the nuclear structure of 20F up to an excitation energy of ∼ 6 MeV. This reaction
is therefore well suited to being used to commission the TIARA array at Texas A&M
University, coupled to the MDM-2 spectrometer, Oxford detector and surrounding HPGe
clovers from the Hyperion array. The following chapter outlines some of the historical
studies of the 19F(d,p)20F reaction and then details the data analysis and results from
this commissioning study, from which angular distributions and spectroscopic factors
were obtained for a number of states populated by the one-nucleon transfer reaction.
5.1 Previous studies of the 19F(d,p)20F reaction
The earliest studies of the structure of 20F using the 19F(d,p)20F reaction date back
as early as 1939 [102], in which four excited states at an energy less than 2 MeV were
measured for the first time. Later studies in the early 1950s by Burrows, Powell and
Rotblat [103], Allen and Rall [104], and Shull [105] measured an additional four excited
states, with excitation energies up to 4.73 MeV.
A study performed in the following year by Watson and Beucher [106] was the first
to use a low-energy beam of deuterons in conjunction with a magnetic spectrometer,
used to detect the 20F particles, and found a total of 18 excited states with an excitation
energy up to 4.3 MeV, Given the success of this technique, further similar studies by
El-Bedewi [107] and Khromchenko [108] were performed, which extended the upper limit
of measured excitation energies to 7.2 MeV and the number of measured excited states
to thirty. The study by El-Bedewi was one of a number performed around this time,
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in addition to the studies of Bromley et al. [109] and Takemoto et al. [110], that
measured both the excitation energy and angular distributions of states populated in the
19F(d,p)20F reaction, providing greater insight into the spins and shell-model structure
of the populated states.
The first study of the 19F(d,p)20F reaction in which the γ-rays from the decay of the
populated states were also detected was performed by Chagnon in 1964 [111]. In that
study, γ-γ and proton-γ coincidences were measured in addition to the proton spectra,
allowing a decay scheme of 20F up to an excitation energy of 3.5 MeV to be constructed.
Using information both from the protons and γ-ray photons allowed more strict spin con-
straints to be placed on states for which the value of the spin was previously ambiguous.
A later work by Holtebekk et al. [112] expanded on this work, producing a decay scheme
up to an excitation energy of ∼ 4.1 MeV.
The most recent comprehensive studies of the nuclear structure of 20F, investigated
with the 19F(d,p)20F reaction, were performed by Fortune et al. [113], Fortune and Betts
[114], and Mosley Jr and Fortune [115] in the 1970s. These studies were performed at a
higher deuteron beam energy to ensure that direct reactions, such as the (d,p) reaction
of interest, would dominate other reaction processes, which previous studies could not
guarantee. The first of these studies employed a 16 MeV beam of deuterons to populate
twenty two states below 4.5 MeV in excitation, producing angular distributions based
on DWBA calculations for all but two of them. From this, transferred angular momenta
and spins were ascertained for each level where possible, and compared with shell model
calculations. From there, it was determined that, although a number of experimentally
observed states originate from outside of its basis, a considerable portion of the low energy
structure of 20F could be well understood in terms of the nuclear shell model. The other
two papers have a very similar structure to the first, but are based on experiments using
a 12 MeV beam of deuterons which was used to specifically study weakly populated
states below 4.5 MeV in excitation, which were harder to understand in terms of their
shell-model structure, and higher energy states, between 4 and 6 MeV in excitation,
respectively. Together, these studies form a comprehensive survey of the first 6 MeV of
excitation above the ground state of 20F, and thus are the major comparative studies for
the results of the present work. The main limitation of these three studies is that they
do not go as high in excitation as previous studies, due to technical limitations of the
accelerator used to produce the deuteron beam.
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Given the wealth of information known about the structure of 20F through these his-
torical studies, and the relative ease with which a relatively pure and intense beam of
19F can be produced at modern laboratories, the 19F(d,p)20F reaction was an ideal can-
didate to commission the TIARA array, coupled with the MDM-2 spectrometer, Oxford
detector, and HPGe clovers from the Hyperion array, before it serves as the focus of a
new and ongoing experimental campaign at Texas A&M University.
5.2 Detector calibrations
5.2.1 Pulser calibration
Before any detectors were calibrated, it was important to ascertain whether the elec-
tronics that were used had any inherent non-linearities in their response, which would
need to be corrected for. Not doing so would result in non-linearities in the output of all
detectors using those electronics, which would result in recording distorted values in the
data stream.
This effect was checked and corrected for by use of a pulser calibration, in which a
signal from a pulser module was fed into the input of the preamplifiers to simulate a
signal from a detector. A range of signal voltage amplitudes were used, each of which
were processed through the electronics chain until they were digitised by the ADC. This
produced a spectrum made up of a number of sharp peaks, with each representing a
different pulser input voltage, referred to as a “matchsticks” spectrum, an example of
which can be seen in Figure 5.1. This procedure was repeated for each output channel
in each ADC used in the experiment.
The different peaks in the matchsticks spectrum could then be fit to extract their
centroids, which could then be plot as a function of the input pulser voltage. An example
of this can be seen in Figure 5.2. This plot represents the detector response, with any
deviation from a linear relationship between the input pulser voltage and the channel
of the measured centroid indicative of a non-linear response in that specific detector
channel. In order to correct for any non-linearities, this plot of the detector response was
fit with a second order polynomial, the parameters of which were applied to the output
of the electronics to ensure the response was linear. As can be seen in Figure 5.2, in
the current study, the electronics were found to have no significant non-linear response,
ensuring that the quadratic term in the parameters extracted from each channel was very
small.
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Figure 5.1: Plot of counts as a function of ADC channel, showing the “matchsticks”
spectrum collected during the 19F(d,p)20F study. The individual peaks represent input
pulser voltages between 0.05 V and 8V.
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Figure 5.2: Plot of the pulser voltage as a function of the ADC channel for each
matchsticks peak. The relation between these two quantities was used to check the
linearity of the response of the electronics.
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Nuclide Eα [keV]
239Pu 5157
241Am 5486
244Cm 5805
Table 5.1: The energies of the main α-decay branches within the triple-α source
used during the 19F(d,p)20F study, used to calibrate the Hyball and Barrel detectors of
TIARA.
5.2.2 Silicon detector calibration
5.2.2.1 Hyball energy calibration
The energy calibration of the Hyball was performed using a triple-α source mounted
at the target position; comprising the 239Pu, 241Am, and 244Cm radionuclides. The
energies of the most prominent decay branches of the nuclei in the source are shown in
Table 5.1. The triple-α source illuminated the Hyball until each detection pixel within
the twelve rings closest to the beam line had accrued enough statistics for the peaks from
the triple-α source to be fit. This was not possible with the four outer rings, as they were
shadowed significantly by the end of the Barrel detector.
After applying the pulser calibration coefficients, to ensure the output from the Hyball
was linearised, the centroids of each of the triple-α peaks were extracted from the data,
which could then be plot as a function of the known α particle energies as given in Table
5.1. The resulting plot of three points for each detection pixel could then be fit with a
first order polynomial, giving the energy calibration coefficients. Figure 5.3 shows the
result of applying these energy calibration coefficients to the triple-α source data. The
average energy resolution of the working Hyball ring channels, measured using the 241Am
peak in the triple-α source, was 46.3± 5.4 keV FWHM.
5.2.2.2 Barrel position calibration
The Barrel detector within the TIARA array is made up of two parts: the Inner Barrel
and the Outer Barrel. In the present study the Outer Barrel was not operational, and
therefore is not discussed any further, and so the terms Barrel and Inner Barrel are used
interchangeably.
Being comprised of resistive strip detectors, the calibration of the Barrel is more
complicated than that of the DSSSD detectors that form the Hyball, a consequence of
the two different types of detectors functioning very differently. When a particle hits one
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Figure 5.3: Calibrated triple-α energy spectrum for a single channel within the Hyball
detector. The peaks correspond to the energies detailed in Table 5.1.
of the resistive strips of the Barrel, the energy signature is split and read out from both
of its ends, denoted as the upstream (U) and downstream (D) ends in the current study.
The position of the hit along the resistive strip (P ) can then be calculated as:
P =
U −D
U +D
(5.1)
The values of P thus naturally lie within a range between +1 and -1, representing the
extreme cases of U  D and D  U respectively. However, in reality, the total range of
values is not as large as this.
In the case of particles hitting near one end of a resistive strip, it is likely that the
energy detected at the opposite end of the strip is degraded significantly enough for it not
to be detected, which is due to a combination of the capacitance of the resistive strip and
the capacitances of the read-out capacitors at either end of each strip. As valid hits in
the Barrel are required to have a valid energy signal read out from each end of the same
resistive strip, this effect leads to a “dead region” at the end of each strip in which this
condition cannot be met, which effectively shortens the total range of P values a valid hit
can have. Thus, the position calibration of the Barrel measured the total realistic range
of P values attainable in each strip, which could then be used to normalise the values of
P calculated after applying Equation 5.1 to the experimental data.
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Figure 5.4: Plot showing the variation of the P parameter with the sum of U and
D for a single channel of the Barrel detector. The three high intensity lines represent
the originate from the triple-α calibration source, the shadow of which causes the gap
around P = 0.
The position calibration was performed by first constructing plots of P as a function
of U +D for each working resistive strip, from data obtained by illuminating the Barrel
with a triple-α source whilst no threshold was applied to the detector electronics. An
example of this type of plot is shown in Figure 5.4. This was done after the pulser
calibration coefficients had been applied to the relevant detector channels to ensure a
linearised output. One dimensional projections onto the P axis were then produced, the
highest and lowest values of which reflected the realistic range of P values that produced
an energy signature at both ends of the resistive strip. Both ends of the projected spectra
were then fit with a modified Gauss error function, of the form:
f(x) =
a
2
∗
( 2√
pi
) (x−b)/c∫
0
e−t
2
dt
+ |a
2
| (5.2)
where the free parameters a, representing the amplitude of the function which largely
determines its overall shape, b, representing the position along the x-axis of the inflection
point at the centre of the slope, and c, representing the steepness of the curve, are
obtained by fitting to the data. Of these parameters, the most important quantity is b,
which is indicative of the realistic extreme value of P , for a particular end of a specific
resistive strip. The position calibration parameters are then defined by the following
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Figure 5.5: Plots illustrating the fitting procedure applied to the ends of the up-
stream (right) and downstream (left) ends of the Barrel to extract position calibration
coefficients, the values of which are indicated by the vertical dashed lines.
equations:
j =
bU + bD
2
(5.3)
k =
bU − bD
2
(5.4)
where bU is the value of the b parameter extracted from the upstream end of the P
spectrum, which has a positive value, and bD is the corresponding quantity extracted
from the downstream end of the P spectrum, which has a negative value. Figure 5.5
shows the extreme upstream and downstream ends of one of the resistive strips, and the
fit used to extract the position calibration coefficients.
5.2.2.3 Barrel energy calibration
The energy calibration of the Barrel was also performed after illuminating the Barrel
with a triple-α source, and relied on being able to reconstruct the true energy of incident
α particles from the energies registered at each end of the resistive strip. However,
the energy calculated by simply summing the energies from both ends would always
underestimate the true energy of the α particle. This is due to a phenomenon called
ballistic deficit, which significantly affects the output of resistive strip detectors.
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The ballistic deficit is an effect which arises due to the resistive strips having a rela-
tively long charge collection time, due to signals having to travel along the length of the
strip before being read out at each end. This in turn corresponds to a large preampli-
fier rise time, which means that some the amplitude of the energy pulse is lost during
the shaping process performed by the amplifier, causing the true energy to be underesti-
mated. If this were a constant effect over the whole detector then it could be compensated
for within the energy calibration. However, for resistive strips the amount of ballistic
deficit a given event experiences is dependent upon on the position of the event along the
resistive strip, with events near the centre experiencing more ballistic deficit than those
near either end. This is illustrated in Figure 5.4, in which the tracks from each of the
three major α particles in the source are represented as parabolas, and not a straight
vertical lines. Subsequently, the sum of the energies from each end of the resistive strips
needed to be multiplied by a second order polynomial function to correct for the ballistic
deficit.
The energy calibration process required an analytical expression for the energy de-
posited by a particle in the Barrel to be constructed, given by the following equation:
Ebarrel = ((a · U + b) + (c ·D + d)) · (1− e(k2 − P 2)) (5.5)
where U and D are the upstream and downstream channel numbers of the event in
question, P is the position of the event along the resistive strip as defined in Equation
5.1, and the factors a, b, c, d, e and k are the energy calibration coefficients for a
given strip; representing the upstream gain, the upstream offset, the downstream gain,
the downstream offset, the ballistic deficit correction, and the factor that normalises the
ballistic deficit correction as given in Equation 5.4, respectively. By defining the quantity
Q = U +D, representing the sum of the signals extracted from both ends of the resistive
strip, it was possible to derive formulae expressing both U and D as a function of P and
Q:
U =
Q
2
(1 + P ) (5.6)
D =
Q
2
(1− P ) (5.7)
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Substituting these into Equation 5.5 and simplifying yields the following expression, now
parametrised only in terms of P and Q:
Ebarrel =
(
Q
2
(P (a− c) + a+ c) + b+ d
)
· (1− e(k2 − P 2)) (5.8)
∴ Q =
2
(
Ebeam
(1−e(k2−P 2)) − b− d
)
P (a− c) + a+ c (5.9)
The functional form in Equation 5.8 enabled the energy calibration to be performed
with data of the form shown in Figure 5.4, which are plots of P as a function of Q.
One dimensional projections of these plots onto the Q axis were made, for a very small
sub-range of the total P values. The resultant projections had 3 peaks, one for each of
the three main α decaying branches within the triple-α source, which could then be fit
to extract their centroids. This process was repeated for different sub-ranges along the
P axis, ensuring that the width of each sub-range remained constant. Consequently, the
track of each α particle from the triple-α source was represented by a series of points, each
describing the value of Q measured over a small and well defined range of P values. These
series of points could then be fit with a function of the form shown in Equation 5.9 to
extract the values of a, b, c, d and e that best fit the data. This was done simultaneously
for all three tracks representing the different α particles. It should be noted that the
values of Ebarrel used in this process incorporated the energy loss each α particle would
experience after travelling through the dead layer of the Barrel, which has a nominal
thickness of 0.3 µm, calculated from SRIM energy loss tables. Figure 5.6 shows the effect
of applying the energy calibration coefficients calculated using this method to the triple-α
source data.
5.2.3 Focal plane detector calibration
5.2.3.1 Proportional wire position calibration
The position calibration of the resistive wire detectors was performed using the ex-
perimental beam of 19F with no experimental target installed at the target position in
TIARA, and a mask installed at the entrance of the MDM-2 spectrometer. This en-
sured that the only particles entering the spectrometer and the Oxford detector would
be narrowly focused 19F beam particles at the initial beam energy of ∼ 10 A·MeV. This
narrowly focused beam could then be moved perpendicularly to the focal plane of the
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Figure 5.6: Plot showing a fully calibrated triple-α spectrum as measured in the Tiara
Barrel detector. Note that the curved lines as seen in Figure 5.4, indicative of uncorrected
ballistic deficit effects, have now been corrected for, giving three mono-energetic lines as
a function of angle.
spectrometer, or equivalently along the length of the resistive wires, by changing the field
strength of the MDM-2 dipole magnet.
The MDM-2 dipole field was varied until the narrow beam came to a number of
reference points, which in this study were the centres of each of the adjacent columns of
the MicroMegas detector. It was clear that these points had been reached when online
spectra produced by the DAQ indicated that the number of counts were almost entirely
in the column of interest, with very little or no counts in adjacent columns. At this point,
the field setting was noted and the procedure repeated for all MicroMegas columns.
The data from each experimental run with the beam centred in one of the MicroMegas
columns were used to extract the position of the 19F beam along each resistive wire de-
tector. These positions were then related to some set of absolute positions to give the
appropriate position calibration coefficients. These absolute positions came from simula-
tions of the MDM-2 spectrometer and the Oxford detector built within the RAYTRACE
simulation software [116], which used the dipole field of the MDM-2 as an input pa-
rameter. This ensured that properties such as the angle of the beam as it exited the
spectrometer, which would vary the beam position on the wires as a function of distance
along the Oxford detector, were considered, resulting in the best position calibration
coefficients possible with the current experimental set-up.
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5.2.3.2 MicroMegas energy calibration
The energy calibration of the MicroMegas detector was performed with identical ex-
perimental conditions as the position calibration of the proportional wire detectors. As
such, a MicroMegas energy loss signal could be extracted from each of the runs where
the focused beam of 19F was centred along a particular column of the detector. These
extracted energy losses were then related to some set of known energy losses to give the
energy calibration coefficients. These known energy loss values came from additional
simulations of the Oxford detector built within the LISE++ framework [117] which also
used the dipole field of the spectrometer as one of many input parameters. The results
of these simulations included a calculation of the amount of energy lost by the incoming
particles in each part of the Oxford detector, including each row within the MicroMegas
detector.
It should be noted that, in theory, this same technique could be used to calibrate the
plastic scintillator. However, that method relies on the detection material being rela-
tively simple and well modelled within LISE++. This is not the case for the scintillator
for a number of reasons, such as the scintillator having a complicated light output as a
function of energy, due to mechanisms like reflection and absorption, and having a differ-
ent response depending on the type of incident radiation. Thus, the plastic scintillator
is not calibrated in this work, with the raw ADC channel numbers proving good enough
to perform the particle identification.
5.2.4 Germanium detector calibration
5.2.4.1 Energy calibration
The HPGe detectors were calibrated using two radioactive sources with well known char-
acteristic γ-ray decay lines, placed near the front face of each of the clovers. The sources
used were 60Co, which has two main γ-ray peaks at 1173.2 keV and 1332.5 keV, and
152Eu, which has a number of relative high intensity peaks over a range of energies up to
∼ 1400 keV. Details on all the γ-ray peaks used in the energy calibration of the HPGe
detectors can be found in Table 5.2.
The centroids of the two 60Co peaks were initially extracted to give a rough 2-point
linear calibration. This calibration is then applied to the 152Eu source data, from which
another seven peak centroids are extracted, which are then used to refine the initial
calibration coefficients. The result of this was a set of linear calibration parameters for
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Source Peak energy [keV] Intensity [%]
60Co 1173.228 99.85 (3)
1332.492 99.9826 (6)
152Eu 121.7817 28.53 (16)
244.6974 7.55 (4)
344.2785 26.59 (20)
778.9045 12.93 (8)
964.057 14.51 (7)
1112.076 13.67 (8)
1408.013 20.87 (9)
Table 5.2: The γ-ray energies from the 60Co [118] and 152Eu [119] radionuclides used
to calibrate the HPGe clovers.
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Figure 5.7: Plots showing the calibrated γ-ray source data from 60Co and 137Cs (left)
and 152Eu (right).
each of the twelve operational core signals for the HPGe detectors. Figure 5.7 shows the
energy spectra as a result of applying the energy calibration coefficients to both the 60Co
and the 152Eu calibration source data, the former of which also contains a redundant
137Cs calibration peak. The resolution of the 661.7 keV γ-ray from the decay of 137Cs
shown in Figure 5.7 is approximately 3.25 keV FWHM.
If the γ-ray calibration sources had been placed at the target position within TIARA
then it would have been possible to extract the absolute efficiencies of each energy cali-
brated HPGe clover, given knowledge of the activity of each of the sources used. However,
as this was not the case in this study, it meant that the efficiency would need to be inferred
at a later part of the analysis.
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5.2.4.2 Add-back
High energy γ-rays have a high probability of depositing energy in more than one detec-
tion volume within the HPGe detectors used in this study, due to the effect of Compton
scattering. This needs to be compensated for if the original energy and emission angle
of the γ-ray is to be reconstructed. As each detection volume has its own electronic
read-out, it is possible to extract these multiple energies from Compton scattered events
and add them together, reconstructing the initial γ-ray energy. The energy signals that
are summed in this way come from the core, rather than the segment, signals of the
HPGe detectors, due to their better energy resolution. The emission angle of the γ-ray
is determined using the segment information, defined by the angle of the segment within
which the highest deposited energy event was recorded.
The add-back scheme used in this study ensured that multiple γ-ray events were
summed together if and only if they occurred within the same HPGe clover. Thus, events
in which a high energy γ-ray scatters into a neighbouring clover would not have their
full energy reconstructed even after the add-back routine was applied. The probability
of such an event occurring increases with energy, as the mean free path of the γ-rays
increase. In other experimental set-ups, as mentioned in Chapter 3, this scenario is
mitigated by employing additional high efficiency detectors as shielding around each
HPGe clover, typically made of materials with a high γ-ray detection efficiency such as
BGO. Signals from the shielding detectors can be used to veto more extreme scattering
events, which reduce the Compton background in the resulting spectra significantly.
Use of such shielding detectors was not feasible for this study, as the lack of physical
space around the target area would mean the HPGe clovers would need to be moved
further away from the target for them to fit. This would detract from one of the main
experimental features of the TIARA array, namely its high efficiency for detecting γ-rays.
5.2.4.3 Doppler correction
As the particles emitting γ-rays at the target position have some velocity relative to the
HPGe detectors, the γ-ray photons that are emitted are shifted in energy by virtue of the
Doppler effect. This effect can be quantified, and thus corrected for, for non-relativistic
particles, via the following equation:
Edet =
E0
γ · (1− β · cos(θ)) (5.10)
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where Edet is the energy of the γ-ray measured by a detector, E0 is the intrinsic energy of
the γ-ray emitted in its rest frame, β is the velocity of the decaying particle expressed as
a fraction of the speed of light, and θ is the angle of the detector relative to the decaying
particle’s velocity vector. Consequently, detectors located at angles less than 90◦ relative
to the particle’s velocity vector, situated upstream of the particles position, see an energy
greater than the true energy of the γ-ray, corresponding to a blue-shift. Conversely,
detectors at angles greater than 90◦ relative to the particle’s velocity vector, situated
downstream of the particle’s position, see an energy less than the true energy of the
γ-ray, corresponding to a red-shift. At exactly 90◦ in the non-relativistic approximation,
Edet = E0, however this isn’t exactly true in practice due to relativistic effects.
Due to the finite size of detectors it is impossible to correct for this Doppler shift
perfectly, due to limitations in the definition of θ. In practice, θ is defined as the mean
value of some angular bin, which in this study was defined by a segment of a HPGe
clover. This leads to the phenomenon of Doppler broadening, where the signal from a
particular γ-ray event can take values larger or smaller than it should be, corresponding
to whether the assumed value of θ corresponds to an angle less than or greater than
the true angle the γ-ray was emitted at, with higher degrees of detection segmentation
reducing the Doppler broadening observed in the data.
In the present study, the Doppler correction relied on a precise measurement of each of
the functional HPGe clovers relative to the target position. However, it was found during
the analysis that this measurement was not precise enough, yielding significantly different
energies for a given γ-ray transition measured in different detection elements of the same
HPGe clover. This was rectified by inverting Equation 5.10, giving the optimum value
of θ from a well known γ-ray energy in 20F and the Doppler shifted energy in a given
detector. These values could then be input into a numerical minimisation routine, which
allowed the position of the HPGe clovers to vary until the desired value of θ was achieved,
giving a near-perfect Doppler correction at a very specific energy. These updated HPGe
clover positions allowed the regular application of Equation 5.10 to be applied in turn to
the full range of the HPGe energy spectra.
5.3 Particle identification
After calibrating the detectors, a critical part of the analysis focused on identifying
the various nuclear species that were transported to the focal plane of TIARA during the
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Figure 5.8: Plot of the Si-FPD TAC signal obtained during the 19F(d,p)20F experi-
ment. The region corresponding to the TAC peak condition used in the data analysis is
shown in red.
experiment. Doing so meant that it would be possible to only consider data corresponding
to 20F particles at the focal plane, ensuring that the corresponding spectra from the
silicon detectors arose from the 19F(d,p)20F reaction of interest, and not from other
open reaction channel such as inelastic scattering or fusion-evaporation processes. The
following section outlines how data from the Oxford detector was used in this particle
identification process, using the Si-FPD TAC and the MicroMegas, proportional wires
and plastic scintillator detectors.
5.3.1 Si-FPD TAC data
The Si-FPD TAC signal represented the time between the detection of a heavy recoil
ion event in the plastic scintillator detector and the delayed signal from an event in either
the Barrel or the Hyball detectors. It was primarily used to rule out events in the Barrel
or Hyball that had no associated heavy recoil event in the focal plane, which might arise
from fusion evaporation processes for example. Figure 5.8 shows the one-dimensional
Si-FPD TAC signal collected during the current study, and shows a clear central region
with the majority of statistics.
In terms of particle identification, the major constraint obtained from the Si-FPD TAC
data was that any event of interest must lie within the central TAC region, illustrated
by the red line in Figure 5.8. As well as ensuring that the data from the silicon detectors
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had an associated focal plane signal, this condition ensured that the focal plane data
was not in random coincidence with an event in the silicon produced from a beam bunch
separated in time by a multiple of the RF period, represented by the oscillations either
side of the central region in Figure 5.8, which would otherwise contribute to the level of
background in the data.
5.3.2 Focal plane detector data
The Oxford detector is made up of a number of different detection elements that can
act as powerful particle identification tools, with the most useful in the present study
being the MicroMegas detector, the proportional wire detectors and the plastic scintillator
stopping detector. This is because each of these detectors measure a physical quantity
which will vary depending on the nuclear species traversing the Oxford detector.
All particles entering the Oxford detector do so after traversing the MDM-2 which,
like all magnetic spectrometers, bends particles by varying amounts depending on their
magnetic rigidity (Bρ). This quantity is defined as:
Bρ =
p
q
(5.11)
and thus depends on both the momentum (p) and charge (q) of the incident particles.
Thus, nuclear species with different Bρ values are brought to different positions along the
focal plane of the spectrometer, before traversing the Oxford detector and being detected
at different positions along each of the proportional wire detectors. Consequently, data
from the proportional wire detectors can be used an analogue for the Bρ of particles
travelling through the Oxford detector.
The Oxford detector also measured the energy loss and residual energy data of incom-
ing particles, which in the current study were collected by the MicroMegas and the plastic
scintillator detectors, respectively. These quantities are also powerful particle identifica-
tion tools, as different nuclear species lose differing amounts of energy in the isobutane
gas within the Oxford detector, as per Equation 3.3. Naturally, these quantities are also
inversely proportional, as a particle that loses more energy in the isobutane gas then has
less energy to deposit in the plastic scintillator before it is stopped.
The data from these three different detection elements within the Oxford detector
could be used together to identify the 20F heavy recoil particles of interest. Figure 5.9
shows a plot of the charged particle energy loss (∆E) as a function of the position of
Chapter 5. Study of the 19F(d,p)20F reaction 112
[mm]2x
20− 15− 10− 5− 0 5 10 15 200.5
1
1.5
2
2.5
3
0
10
20
30
40
50
60
70
80
90
E 
[M
eV
]
Δ
Figure 5.9: Plot showing the MicroMegas energy loss as a function of the measured
position along the second proportional wire detector. The cut used to define 20F events,
found during the particle identification process, is shown in red.
the charged particle along the second proportional wire detector (x2), which proved to
be the most informative in terms of the particle identification due to both axes being
calibrated.
A number of different distinct groupings, each representing a different nuclear species,
were identified, and the initial assumption was made that the region with the most
statistics corresponded to the 20F particles of interest. This assumption was verified
by looking at the variation in proton energy with laboratory angle for the events in
this region, which was found to have the distinctive shape arising from a (d,p) transfer
reaction. A calculation was then made as to the value of Bρ corresponding to the first
strongly populated excitation state in 20F, which is the first excited state at 656 keV.
Based on the prior assumption, that the 20F particles of interest formed the locus in
Figure 5.9 with the most statistics, it was possible to infer the location of the first excited
state within this locus, and thus constrain the value of the proportional wire position
corresponding to these events. The events within this small range of proportional wire
position values, which approximately corresponded to the calculated Bρ value, were
projected onto the energy loss axis, producing a spectrum with five distinct peaks. Each
of the peaks in this spectrum represented the energy loss experienced by a particular
nuclear species at the same Bρ as the first excited state of 20F, and is shown in Figure
5.10.
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Figure 5.10: Projection of Figure 5.9 onto the y-axis, for events with an x2 value
between -6.10 and 6.76 mm. The different peak structures correspond to different recoil
particle species detected in the Oxford detector.
Peak in Figure 5.10 [MeV] Corresponding nuclide
2.50 19F8+
2.09 20F
1.88 19F9+
1.69 18O
1.15 15N
Table 5.3: The energy losses, and corresponding nuclides, found in the analysis of
Figure 5.10 as part of the particle identification process.
The LISE++ suite of software could then be used to simulate the energy loss in the
Oxford detector for various nuclear species, in any feasible charge state, at a set Bρ
value. These values were then collected and compared with the locations of the various
peaks in Figure 5.10 until the isotopic signature of each peak was identified, the results
of which are shown in Table 5.3. In performing this part of the analysis, care was made
to only consider those nuclear species whose formation was energetically feasible during
the reaction. Further verification of the nuclear species identified in this way could have
been performed by looking at the γ-ray signals associated with each locus in Figure 5.9
and identifying key γ-ray transitions from the particle assignments shown in Table 5.3.
However, this was not possible due to the low levels of statistics for many of these loci.
Having ascertained the location of the 20F events in Figure 5.9 it was then possible to
find the corresponding 20F locus in plots of the plastic scintillator residual energy (Eres)
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Figure 5.11: Plot showing the residual energy detected in the Oxford detector’s plastic
scintillator as a function of the measured position along the second proportional wire
detector. The cut used to define 20F events, found during the particle identification
process, is shown in red.
as a function of x2 and Eres as a function of ∆E, which are shown in Figures 5.11 and
5.12 respectively. Only events present in all three 20F loci, indicated by the red polygons
in Figures 5.9, 5.11 and 5.12, are taken to be legitimate 20F events.
5.4 Beam spot minimisation
Initially it was assumed that the beam was incident on the geometric centre of the
target and that the incoming beam was perfectly planar and perpendicular to the tar-
get frame. This assumption was tested using the experimental data from both the
19F(d,d)19F elastic scattering events in the Barrel and the 19F(d,p)20F transfer reaction
data collected in the Hyball.
The elastic scattering events detected in the Barrel have a well defined relationship
between their angle of emission and their energy. Thus, elastic scattering events detected
at the same energy in the different resistive strip detectors constituting the Barrel are
emitted at the same angle, and so should be detected at the same z-coordinate in each
of the resistive strips if the assumptions stated previously hold true. Any deviation from
this is then indicative of a non-centred beam spot, or the incoming beam hitting the
target at some angle away from the perpendicular, or some combination of both factors.
A schematic illustrating this effect is shown in Figure 5.13.
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Figure 5.12: Plot showing the MicroMegas energy loss as a function of the residual
energy detected in the Oxford detector’s plastic scintillator. The cut used to define 20F
events, found during the particle identification process, is shown in red.
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Figure 5.13: Schematic outlining the effect on the detected position of elastic scattering
events, emitted at a given angle θ, in the Barrel detector as the incoming beam angle
and the beam position on the target deviate from the ideal case. In (a), the elastics are
detected at the same position on opposite sides of the Barrel detector, whereas in (b),
the elastics are detected at a different position to that in (a) for each Barrel detector.
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Additionally, there is also a well defined relationship between the laboratory angle
and the energy of protons arising from (d,p) reactions. Thus events arising from the
population of a particular state in the 19F(d,p)20F reaction measured in the same ring,
and thus the same laboratory angle, for each wedge of the Hyball should have the same
energy. Any deviation in the energies can also be explained by an inadequate definition of
the laboratory angle for that particular ring. As this quantity is defined by the incoming
beam angle and the beam spot position on the target, this would imply that the initial
assumptions about these quantities are also inadequate.
A chi-squared minimisation routine was employed to find the best values describing the
impact position of the beam on the target and the incoming beam angle. This technique
used values extracted from the experimental data, consisting of the Barrel z-coordinate of
deuteron elastic scattering events at a well defined energy as well as the proton energies
of transfer reaction peaks extracted from a given ring of the Hyball. The minimisation
worked by assuming values for the incoming beam horizontal and vertical angles and
for the target position relative to the incoming beam and calculating a chi-squared value
describing how well the quantities extracted from the data were represented by equivalent
quantities calculated with those parameters. This chi-squared value was itself the sum
of two individual chi-squared values, one extracted from an analysis of the Barrel data
and one from an analysis of the Hyball data.
The Barrel chi-squared value was extracted by using the parameters assumed by
the minimisation, which defined the position of the beam spot on the target and the
incoming angle of the beam, and the angle of emission corresponding to the energy of
the deuteron elastic scattering events extracted from the data. These were combined
to extract predicted values for the z-positions of events in each Barrel detector. These
predicted values were then compared with the z-positions extracted from the data to
yield a value of the chi-squared.
The Hyball chi-squared value was calculated by using the parameters assumed by the
minimisation, which again defined the position of the beam spot on the target and the
incoming angle of the beam, as well as the excitation energy corresponding to the proton
energy peaks extracted from the Hyball and the ring that the Hyball data was extracted
from. These, in conjunction with the well defined variation of energy with angle from
(d,p) reactions, were used to extract a predicted proton energy for a 19F(d,p)20F event
arising from the population of a particular excitation state, and measured at the angle
corresponding to the Hyball ring the data were extracted from. These predicted values
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were then compared with the actual energies extracted from the data to yield a value of
the chi-squared.
These separate chi-squared values were then summed together to provide the total chi-
squared value. This process was then repeated with different starting parameters until
a minimum value of the overall chi-squared was found. The minimisation parameters
corresponding to this minimal chi-squared value were then used to give the beam spot
position and the incoming beam angle that best reflected the experimental data. In
the present dataset, this beam spot minimisation routine yielded a target position of
(x, y, z) = (−0.14,+4.88,+3.11) mm and an incoming beam described by the vector
~v = (vx, vy, vz) = (0.004, 0.019, 0.999) . This indicates that, from the perspective of the
beam, the target is lower and angled downwards relative to the initial assumptions made,
with an additional ∼ 3 mm offset along the beam direction towards the MDM-2. These
results can be understood in terms of the TIARA chamber being tilted in space, mounted
in such a way that its downstream end is physically lower in space relative to its upstream
end.
5.5 Constructing excitation spectra
With the particle identification and beam spot minimisation routines performed, it
was then possible to construct the proton energy and excitation energy spectra that were
used in the rest of the analysis, from which the final results were extracted. Figure 5.14
shows the evolution of the proton energy as a function of laboratory angle, as additional
constraints from the analysis are applied.
Each sub-figure in Figure 5.14 assumes the incoming beam angle and the beam spot
position as given from the beam spot minimisation process. The left plot in Figure 5.14
shows the calibrated data with the only additional constraint being the multiplicity of
any silicon event being equal to 1, as expected for a valid single neutron transfer event.
The middle plot shows the same as the left plot but with the further constraint from the
TAC data applied, ensuring that each event in the spectrum has a corresponding heavy
ion that has made it to the end of the focal plane detectors with a reasonable TOF value.
The right plot in Figure 5.14 shows the same as the middle plot but adding the constraints
from the particle identification spectra, only including 20F events as instructed by Figures
5.9, 5.11 and 5.12. This sub-figure thus represents those events in the silicon detectors
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Figure 5.14: Plot showing how particle identification constraints affect the proton en-
ergy as a function of laboratory angle, and the emergence of “kinematic lines” indicative
of a (d,p) reaction having taken place. A full explanation as to the differences between
the different plots can be found in the text.
that have an associated focal plane signal attributable to 20F, which corresponds to events
arising from the 19F(d,p)20F reaction.
It should be noted that the Barrel events shown in Figure 5.14, and all subsequent
Barrel spectra herein, only include events from a single strip from the Barrel detector,
representing the best Barrel data obtained in the experiment. This is because the vast
majority of Barrel channels had no discernible transfer reaction data within them, which
is thought to be due to the large size and atypical morphology of the beam spot during
the experiment. A large number of the few Barrel channels with discernible transfer
reaction data were significantly affected by software thresholds or had a much poorer
resolution than expected, which again is likely linked to a large and atypically shaped
beam spot. This is discussed in more detail below.
The events in the right hand plot in Figure 5.14 could then be used to construct
an excitation spectrum, which would form the basis of the rest of the analysis. This is
shown in Figure 5.15, which shows the total excitation spectrum as well as the individual
contributions from both the Hyball and Barrel detectors. This spectrum shows a num-
ber of features, with the various peaks arising from strong single particle states in 20F
populated in the 19F(d,p)20F reaction. By comparing this spectrum with those measured
in the historical studies performed by El-Bedewi [107], Fortune et al. [113], and Mosley
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Figure 5.15: Plot showing the excitation spectrum obtained from 19F(d,p)20F reaction
events, illustrating the contribution from the individual detectors comprising TIARA.
The Hyball has far superior resolution than the Barrel, which itself has far fewer statistics
due to only a single Barrel channel being used in this analysis. Consequently, the
Hyball contribution largely dictates the overall excitation energy spectrum obtained in
the present study.
Jr and Fortune [115], it is clear that the excitation energy peaks in the present study
correspond well to states strongly populated in previous studies of the same reaction.
However, the excitation energy resolution in the present study is significantly poorer
than these previous studies, due to the experiment being performed in inverse kinemat-
ics, which leads to the ambiguity as to whether a particular excitation peak seen in the
present work arises from the population of a single state or multiple unresolved states.
This ambiguity can be cleared up by looking at particle-γ coincidence data, discussed in
detail in the following section, as the γ-ray detectors have a far better resolution.
Additionally we can use the data in this plot to understand the acceptance of particles
entering the MDM-2. This is done by constructing two further quantities, the horizontal
and vertical spectrometer angles, describing the angles of particles entering the MDM-2
relative to the horizontal and vertical planes. Figure 5.16 shows a schematic outlining
the geometric definition of these angles in spherical polar coordinates. Consequently, the
spectrometer angles are defined as follows:
θs = −tan−1(tan(θR · cos(φp))) (5.12)
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Figure 5.16: Schematic outlining the geometric definitions of the spectrometer angles
θs and φs of a recoil entering the MDM-2 spectrometer. The position of this recoil
is described by the polar coordinates (r, θr, φr), or equivalently with the Cartesian
coordinates (xu, yu, zu).
φs = −sin−1(sin(θR) · sin(φp)) (5.13)
where θR is the azimuthal angle of the heavy recoil particle and φp is the polar angle
of the proton. Plotting θs as a function of φs then shows the distribution of particles
entering the MDM-2, and is shown in Figure 5.17.
This plot shows a number of distinctive features. At the centre is a region devoid
of counts, representing the hole in the middle of the Hyball where the beam enters the
TIARA array. The main collection of counts, made up of lines oriented radially outwards
from the centre, represent the channels of the Hyball. This is evidenced by the absence
of counts in the top left area, corresponding to the one wedge of the Hyball detector
which was not operational during this study, and by the various gaps in this region, each
representing a non-functioning Ring or Sector channel within the Hyball. The statistics in
this region of Figure 5.17 change rapidly towards the ends furthest from the centre of each
line, corresponding to the higher Ring numbers, but this is not because the acceptance of
these events is less. Instead, this reflects that these Rings naturally have lower statistics
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Figure 5.17: Plot showing the variation of the phis spectrometer angle as a function
of the other spectrometer angle θs for
20F events entering the MDM. The red polygon
represents the physical MDM acceptance window.
due to shadowing by the Barrel detector. The single line extending furthest from the
centre represents the only working Barrel channel considered in this study. The fall-off
in statistics in this case does represent a reduction in the acceptance of events, which
starts to have a significant effect at ∼ 2 degrees. This is exactly what is expected, as a
“4 degree” physical acceptance window into the MDM-2 was used in this study, which
would accept particles with a θs or φs value between +2
◦ and −2◦.
5.6 Constructing 20F decay scheme
A key aspect of the present study was the coincident measurement of both the protons
and the decay γ-rays from the excitation states populated in the 19F(d,p)20F reaction.
Figure 5.18 shows the calibrated γ-ray energy spectrum, having also applied add-back and
Doppler corrections, for all events within the particle identification constraints outlined
above.
This spectrum contains a number of γ-ray peaks arising from the decay of excited
states in 20F, and thus serves to highlight the efficacy of the particle identification process.
For example, the strong peaks at energies of ∼ 656 keV and ∼ 167 keV represent γ-ray
decays from the first excited state to the ground state and the second excited state to
the first excited state in 20F, respectively.
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Figure 5.18: Add-back and Doppler corrected coincident γ-ray spectrum for
19F(d,p)20F events measured in TIARA.
However, the real strength of the γ-ray spectrum comes about when it is used in
conjunction with the excitation energy spectrum, as shown in Figure 5.15, to produce a
plot of the γ-ray energy as a function of the excitation energy. This is shown in Figure
5.19.
This plot can be viewed as being made up of a series of horizontal bands, corresponding
to the various structures in the excitation energy spectrum, each containing information
about the γ-ray decay of the excitation states they represent. By considering this particle-
γ coincidence data for each excitation energy band, it was possible to construct a 20F
decay scheme, providing an insight into exactly what states were populated in the present
study. Thus, the relatively poor resolution of the silicon detectors could be circumvented
by using the γ-ray data, which had much better resolution. This helped to resolve states
which would have otherwise remained unresolved in the excitation spectrum.
5.6.1 Ex = 400− 900 keV
The first such band in excitation energy considered in the construction of the 20F
decay scheme was Ex = 400−900 keV. From the historical study by Fortune et al. [113],
there are only two states populated in the 19F(d,p)20F reaction between these energies:
the first excited state at 655±1 keV and the second excited state at 823±5 keV. However,
the latter of these two states is very weakly populated, in stark contrast to the former
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Figure 5.19: Plot showing the excitation energy of 20F events as a function of the
energy of coincident γ-ray signals. The various peaks in Figure 5.15 correspond to
horizontal bands, the internal structure of which gives insight into the γ-ray decay of
the populated excitation states. The red dashed line corresponds to the maximal γ-ray
energy for a given excitation energy, where Eγ = Ex.
which is one of the strongest populated states over all measured excitation energies in
that study. The known γ-ray decay of this strongly populated state is naturally, due to
it being the first excited state, a 100% branch to the ground state.
The excitation energy gated γ-ray energy spectrum corresponding to this first exci-
tation energy band is shown in Figure 5.20. This spectrum contains only one distinct
peak, measured with an extracted peak centroid of 658.3±0.3 keV. This value is in good
agreement with the literature value of 656.00 ± 0.03 keV [120], albeit a little higher in
energy. It should be noted that the error on the fitted γ-ray centroid is likely an under-
estimate of the true error on the γ-ray peak energy, which is more realistically between
3 and 5 keV at this energy. As a means of a consistency check between the proton and
γ-ray data, the position of the peak in the γ-ray energy spectrum was then compared
with the fitted peak centroid of the excitation energy spectrum, which was found to be
at 648.1 ± 9.7 keV. Consequently, these values show that there is fantastic agreement
between the excitation energy spectrum and the γ-ray energy spectrum. Given the supe-
rior energy resolution of the γ-ray data, and the fitted γ-ray peak centroid being closer
to the literature value for the energy of this transition, the first peak in the excitation
energy spectrum is concluded to arise from the population of a state with an excitation
energy of 658± 5 keV.
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Figure 5.20: Coincident γ-ray energy spectrum for events corresponding to a 20F
excitation energy between 400 and 900 keV.
As mentioned previously, during the present study the γ-ray calibration data was
collected using calibration sources placed near the surfaces of the HPGe detectors, and
not at the target position. This meant that it was not possible to construct curves
describing the variation of the γ-ray detection efficiency with energy for each HPGe clover.
Subsequent studies using the same detector set-up measured these ‘efficiency curves’ for
each HPGe clover, but could not necessarily be trusted to represent the efficiency curves
that would have been measured in the present study.
However, the unique properties of the γ-decay of the first excited state in 20F, alongside
the subsequent efficiency curve measurements for each HPGe clover, could be used to infer
the detection efficiency at any given energy during the present study. As the first excited
state decays exclusively to the ground state of 20F, the number of events populating the
first excited state measured in coincidence with a decay γ-ray (Ncoinc) can be written as:
Ncoinc = Nsing · γ=658.3 (5.14)
where Nsing is the number of events populating the first excited state excitation peak in
singles and γ=658.3 is the γ-ray detection efficiency at 658.3± 0.3 keV. Thus:
γ=658.3 =
Ncoinc
Nsing
(5.15)
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Figure 5.21: Plot of singles and background-corrected γ-ray coincidence excitation
spectra, before (left) and after (right) correcting for the γ-ray detection efficiency for
the first excited state to ground state transition.
In the present study, the values of Ncoinc and Nsing were extracted by measuring the
height of the first excitation energy peak with and without a γ-ray detection condition,
respectively, as shown in Figure 5.21. Subsequently, the value of γ=658.3 was found to be
6.90± 0.25%. By making the assumption that the general shape of the efficiency curves
for each of the HPGe clovers used in the present study, constructed using data obtained
in subsequent studies using the same experimental set-up, did not change significantly
over time, this value could then be used to calculate the efficiency at any energy by use
of the following expression:
γ=x = γ=658.3 · 
′
x
′658.3
(5.16)
where ′658.3 is the average efficiency from all valid HPGe detector efficiency curves
at an energy of 658.3 keV, and ′x is the average efficiency from all valid HPGe detector
efficiency curves at some particular energy at x keV.
5.6.2 Ex = 1000− 1400 keV
The second excitation energy band considered in the construction of the 20F decay
scheme was Ex = 1000−1400 keV. This region is known to contain two weakly populated
states in historical measurements, measured at 1060 keV and 1310 keV in the study by
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Figure 5.22: Coincident γ-ray energy spectrum for events corresponding to a 20F
excitation energy between 1000 and 1400 keV.
Fortune and Betts [114], which were thought to be the likely cause of the asymmetric
shape of the lowest energy peak in Figure 5.15. Of note, there is another weakly populated
state measured previously at 980 keV which lies just below the range of excitation energies
considered in this second band, which was thought might ‘leak’ into this excitation band
due to the finite energy resolution of the silicon detectors. The known γ-ray decay of
these three states is predominantly direct to the ground state, with the 980 keV and 1060
keV states decaying exclusively in this way whilst the state at 1310 keV has a ground
state decay branch of order 90% [120].
The excitation energy gated γ-ray energy spectrum corresponding to this second exci-
tation energy band is shown in Figure 5.22. This spectrum also contains only one distinct
peak, measured at an energy of 1054± 3 keV. This value is in very good agreement with
the literature value of the direct-to-ground-state decay of the 1060 keV state, at 1056.78
keV. Additionally, the absence of γ-ray peaks arising from the direct-to-ground-state de-
cays of the 980 keV and 1310 keV states indicate that the 1060 keV state is the only
significantly populated state within this excitation energy band in the present study.
As a means of consistency checking this result, the first peak in the excitation energy
spectrum was fit by two Gaussian functions, in order to model its asymmetric shape
caused by the population of the state at 1060 keV. The fitted centroid of the second
Gaussian, located at a slightly higher energy, was 1035 ± 25 keV. This result shows
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fantastic consistency both with the excitation energy gated γ-ray energy spectrum as well
as the historical study by Fortune and Betts, with the relatively large error on the fitting
arising from the state having far less statistics than the first excited state. Therefore,
given the superior energy resolution and more realistic peak centroid uncertainty from
the γ-ray data, this peak in the excitation energy spectrum is concluded to arise from
the population of a state with an excitation energy of 1054± 5 keV.
5.6.3 Ex = 1800− 2400 keV
The third excitation energy band considered in the construction of the 20F decay
scheme was Ex = 1800−2400 keV. This energy region is known to contain five excitation
states, of which only two carry the majority of the spectroscopic strength. These two
states were measured in the study by Fortune et al. [113] to be at energies of 2044 ± 1
keV and 2196± 1 keV. The known γ-ray decay of these states differs quite starkly, with
the lower energy state predominantly decaying to the first excited state with an intensity
of over 90%. On the other hand, the higher energy state decays almost exclusively via
two approximately equal intensity γ-ray branches to the second excited state and the
ground state [120].
The excitation energy gated γ-ray energy spectrum corresponding to this third exci-
tation energy band is shown in Figure 5.23. Unlike the two previous excitation energy
gated γ-ray energy spectra, this spectrum has a number of clear decay peaks, with the
most clear being observed with fitted peak centroids of 167± 5, 658.4± 0.3, 1389.2± 0.7,
2048 ± 5, and 2197 ± 5 keV. The two γ-ray peaks observed above 2000 keV are in very
good agreement with the energies of the known direct-to-ground-state transitions from
both the 2044 keV and 2196 keV states, and are consistent with the observed excitation
energies measured in the historical study by Fortune et al. The peak at ∼ 1389 keV is
entirely consistent with the primary decay of the 2044 keV state, to the first excited state,
but its size and shape make it feasible that this peak also represents the signal from an
unresolved γ-ray at ∼ 1372 keV, representing the decay of the state at 2196 keV to the
second excited state at ∼ 823 keV. There is also some evidence for the direct-to-ground-
state transition from the second excitation state, with the presence of a low statistics
peak with a fitted centroid of 820± 6 keV. The lower energy γ-ray peaks provide further
evidence for this state being populated, with the 658.4 and 167 keV peaks representing
decays from the first excited state to the ground state and the second excited state to the
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Figure 5.23: Coincident γ-ray energy spectrum for events corresponding to a 20F
excitation energy between 1800 and 2400 keV.
first excited state, respectively. As the 2044 keV state has not been observed to decay to
the second excited state, the origin of the 166 keV peak is most easily described as from
the decay from the 2196 keV state via the aforementioned unresolved ∼ 1372 keV γ-ray.
The absence of any other strong γ-ray peaks is indicative of these two being the only
strongly populated states in this excitation energy region, with very little or no evidence
of the population of the other three weaker states.
The excitation energy spectrum contains only a single peak in this energy range, as
the states at 2044 keV and 2196 keV are too close in energy to be resolved in the present
study, thus highlighting the utility of the coincident γ-ray data in conjunction with
the proton data. Fitting this peak with a single Gaussian function resulted in a fitted
peak centroid of ∼ 2054 keV and a peak full-width-half-maximum (FWHM) of ∼ 300
keV, which is approximately a factor of two larger than the expected difference in the
literature excitation energies of ∼ 152 keV. However, this fit did not adequately represent
the overall shape of the peak, especially at the high energy end, providing more evidence
that this peak has contributions from more than one populated excitation state. This
was compensated for by fitting the excitation energy spectrum peak with two Gaussian
functions. The shape of the excitation energy curve was best reproduced when the peak
of the two Gaussian functions corresponded to energies of 2047± 11 and 2250± 12 keV.
The low energy fitted peak centroid shows very good agreement with the γ-ray data,
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whilst the higher energy peak has a discrepancy of only ∼ 50 keV, which is remarkably
consistent given that both states are unresolved and the FWHM of the excitation peak.
Consequently, as the individual decay γ-rays can only be resolved adequately in the γ-
ray data, this peak in the excitation energy spectrum is concluded to arise from the
population of two states, at energies of 2048± 5 and 2197± 5 keV.
The characteristic γ-ray decay of the 2048 keV and 2197 keV excitation states allowed
for a branching ratio to be calculated, providing a test as to the trustworthiness of the
γ-ray data collected during the present study. Both of these states feature the ∼ 656
keV γ-ray, representing the decay from the first excited state to the ground state, in
their decay cascade. However, only the 2197 keV state features the ∼ 166 keV γ-ray,
representing the decay from the second excited state to the first excited state. Given the
literature branching ratios of these two states to the first excited state, equal to 0.9182
for the 2048 keV state and 0.3424 for the 2197 keV state [120]. , the following equations
could be constructed:
Nsingles = N2048 +N2197 (5.17)
Ncoinc,656 = 0.9182 ·N2048 + 0.3424 ·N2197 (5.18)
where N2048 and N2197 represent the number of counts attributable to the decay of the
2048 keV and 2197 keV states, respectively, Nsingles is the number of singles counts in
the excitation energy spectrum, and Ncoinc,656 is the number of counts in the excitation
spectrum in coincidence with a ∼ 656 keV γ-ray after scaling the excitation spectra so
that Nsingles = Ncoinc,656 for the first excited state peak. From this it was possible to
derive:
N2048 = −0.5946 ·Nsingles + 1.7367 ·Ncoinc,656 (5.19)
N2197 = Nsingles −N2048 = 1.5946 ·Nsingles − 1.7367 ·Ncoinc,656 (5.20)
and thus:
N2197
Nsingles
= 1.5946− 1.7367 · Ncoinc,656
Nsingles
(5.21)
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The heights of the singles and the scaled coincident spectra were found to be 5739± 45
and 3810±33 counts, respectively. From this, it was found that 44.2±1.3% of the singles
excitation peak was attributable to the 2197 keV excitation state.
A similar analysis could be performed by considering the number of counts in the
excitation spectrum in coincidence with a ∼ 166 keV γ-ray. However, in this case, the
analysis is far simpler, as only the 2197 keV excitation state decays via this γ-ray, which
is only 44.2 ± 1.3% of the total singles counts. Therefore, the branching ratio through
the ∼ 166 keV γ-ray is simply:
BR166 =
Ncoinc,166
0.442 ·Nsingles (5.22)
The height of the new scaled coincident spectrum was found to be 807 ± 13 counts,
leading to a calculated branching ratio of 32±1%. The literature value of this branching
ratio is 33.2 ± 0.2, which shows the γ-ray data collected in the present study to be in
almost perfect agreement. In this case, where there are two states very close in energy
with relatively simple but distinct γ-ray decay paths, the calculation of branching ratios
such as these are more simple. However, for higher energy states, in which the γ-ray
decay cascades become more complex, this process becomes much harder. As the present
dataset will not result in definitive branching ratios involved in the decay of excited
states populated in the 19F(d,p)20F reaction, this calculation is included here as a proof
of principle but similar calculations will not be pursued further for higher excitation
energy states.
5.6.4 Ex = 2800− 3150 keV
The fourth excitation energy band considered in the construction of the 20F decay
scheme was Ex = 2800 − 3150 keV. The historical studies of Fortune et al. [113] and
Fortune and Betts [114] indicate that this region entirely encapsulates only two states,
at 2871 ± 5 keV and 2966 ± 1 keV, with another state at 3170 keV at the edge of this
energy range. Of these three states, two are very weakly populated, with the majority of
the spectroscopic strength in this energy range belonging to the state at 2966 keV. This
state has four γ-ray decay branches in the literature, with a decay to the second excited
state preferred 58.3± 2% of the time [120].
The excitation energy gated γ-ray energy spectrum corresponding to this fourth exci-
tation energy band is shown in Figure 5.24. Despite this spectrum having relatively few
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Figure 5.24: Coincident γ-ray energy spectrum for events corresponding to a 20F
excitation energy between 2800 and 3150 keV.
statistics, at least four distinct peak-like structures are visible, measured at fitted peak
centroids of 167.4± 0.2 keV, 654± 1 keV, 818± 3 keV and 2142± 4 keV. The first three
of these are consistent with being the decays from the first and second excited states, as
seen in the first and third excitation energy band spectra, whereas the fourth is consistent
with the γ-ray feeding the second excited state from the excitation state at 2966±1 keV.
This value is in very good agreement with the literature value of 2143.26 ± 0.03. Addi-
tionally, there are tentative hints of γ-ray peaks at energies of 2318±5 and ∼ 2960, which
are broadly consistent with the γ-rays corresponding to decays from the excitation state
at 2966 keV to the first excited state and ground state respectively, although these are
highly statistics limited. The absence of any other significant γ-ray peaks provide further
evidence that the only state giving rise to the peak in the excitation energy spectrum at
∼ 3000 keV is the state at 2966 keV.
The peak in the excitation energy spectrum corresponding to this fourth band was
fitted by a single Gaussian function, the peak centroid of which was found to be at 2928±7
keV. Unlike previous excitation energy bands, a direct-to-ground-state γ-ray transition
is not well populated, and so a direct consistency check between the proton and γ-ray
data in the present study is harder to make. However, the energy derived from fitting the
excitation energy spectrum is still broadly consistent with that found historically for this
state, with the broad peak shape, the low statistics and the silicon detector resolution
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all possible contributors to the fitted peak centroid being ∼ 40 keV less than what might
be expected for this state. As such, the excitation energy of the state giving rise to the
peak in the excitation energy spectrum at ∼ 3000 keV was concluded to be 2963±5 keV,
found by summing the γ-ray energies associated with its predominant decay through the
second excited state.
5.6.5 Ex = 3250− 3800 keV
The fifth excitation energy band considered in the construction of the 20F decay
scheme was Ex = 3250 − 3800 keV. The study by Fortune et al. [113] indicates that
there are four excited states in this region, of which three carry a significant fraction of
the total spectroscopic strength. These states were measured in that study at energies
of 3489 ± 1 keV, which is the strongest of the three states, 3531 ± 3 keV and 3590 ± 1
keV. The γ-ray decays of each of these states have also been measured previously. The
3489 keV state decays predominantly through a direct-to-ground-state transition, with
the other decay branches to states which themselves have strong direct-to-ground-state
decays. On the other hand, the decay of the 3531 keV state is much more simple, with a
100% branch though the state at 1054 keV. Furthermore, the state at 3590 keV has two
main decay branches, which are almost equally intense, with transitions to the ground
state and to the level at 2048 keV accounting for nearly two thirds of the total decays
[120].
The excitation energy gated γ-ray energy spectrum corresponding to this fifth exci-
tation energy band is shown in Figure 5.25. One of the most distinctive features of this
spectrum is the strong peak at a fitted peak centroid of 3488 ± 3 keV, representing the
predominant direct-to-ground-state transition from the 3489 keV state. There is also
evidence for the decay from this state to that at 1309 keV, its second strongest decay
branch, as evidenced by the peak like structures at 2178 ± 8 keV and 1313 ± 3 keV,
the latter of which is consistent with the predominant direct-to-ground-state decay of
the level at 1309 keV. There is less evidence of the other decay branches from the 3489
keV state, to levels at 1844 keV, 1054 keV and 983 keV, although this is likely due to
these branches having intensities of less than 8% and an increased background caused
by the Compton scattering of high energy γ-rays. However, there is some evidence of
the lower energy γ-rays associated with these other decay branches, such as the direct-
to-ground-state transition from the level at 1844 keV measured at an energy of 1850± 6
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Figure 5.25: Coincident γ-ray energy spectrum for events corresponding to a 20F
excitation energy between 3250 and 3800 keV.
keV.
The strongest peak in Figure 5.25 is that attributable to the direct-to-ground-state
transition from the level at 1054 keV, which is fed in the decays of each of the three
states populated historically in this excitation energy region. However, the intensity of
the transition to this state from the 3489 keV and 3590 keV states is too low to explain
the level of statistics observed in this low energy peak. The origin of the majority of
these counts is then likely due to the 100% branch from the 3526 keV state to that at
1054 keV, with the second strongest high energy peak at 2477±5 keV broadly consistent
with feeding this transition.
The known decay of the state at 3586 keV state helps to explain the remainder of the
peak-like structures in Figure 5.25. The strongest decay path for this state is a direct-to-
ground-state transition, for which there is tentative evidence in the broad shape of the
peak at 3488 keV. However, the lack of statistics made performing a reliable fit in this
energy region difficult, especially given that the potential 3586 keV and 3488 keV γ-rays
are unresolved due to the degraded energy resolution at this energy. The other main decay
branch from the 3586 keV state is to the level at 2048 keV, which itself predominantly
decays to the 656 keV via a 1388 keV γ-ray. There is evidence for peaks at both of these
energies, measured at energies of 660± 1 keV and 1391± 12 keV, bolstering the evidence
for the population of the 3586 keV state in the present study.
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The excitation energy spectrum in this energy range contains only a single peak, like
the third excitation energy band, as the three states that are implied to be populated
by the γ-ray data are all within 100 keV of each other, and are thus unresolved in the
proton data. Fitting this peak with a single Gaussian function resulted in a fitted peak
centroid of ∼ 3505 keV and a peak FWHM of over 250 keV. Unlike the peak at ∼ 2000
keV in excitation, this peak was fit relatively well by a single Gaussian function, due to
the states being so close to each other in energy. However, in more general terms there
is good consistency between the fitted centroid of the excitation peak and the expected
excitation energies of the states inferred to be populated from the γ-ray data, especially
given the large FWHM of the fitted excitation peak relative to the difference in energies
between the states.
Consequently, from summing full decay cascades in the γ-ray data, this peak in the
excitation energy spectrum is concluded to arise from the population of three states at
energies of 3488 ± 3 keV, 3531 ± 6 keV, and 3586 ± 20 keV, with the latter having a
significantly larger error due to there only being tentative evidence of this state’s direct-
to-ground-state transition in the data.
5.6.6 Ex = 3900− 4600 keV
The sixth excitation energy band considered in the construction of the 20F decay
scheme was Ex = 3900− 4600 keV. As can be inferred from its shape, this region of the
excitation energy spectrum is the first which clearly has come about by the population
of some number of unresolved excited states. The historical studies by Fortune et al.
[113] and Mosley Jr and Fortune [115] indicate that there are up to a total of nine states
previously observed in this energy range, with only two, at energies of 4089± 3 keV and
4318±5 keV, seen to be strongly populated in the 19F(d,p)20F reaction. Whilst the γ-ray
decays of the 4089 keV state are known, with significant branches to both the ground
state and 1054 keV state [112], the γ-ray decay of the state at 4318 keV is unknown.
The excitation energy gated γ-ray energy spectrum corresponding to this sixth exci-
tation energy band is shown in Figure 5.26. There are a number of peak-like structures,
distributed over a range of energies, some of which are indicative of the known γ-ray
decay of the state at 4089±3 keV. The broad, low statistics peak measured at an energy
of 3040 ± 16 keV is consistent with the predominant decay of this excited state to the
state at 1054 keV, the direct-to-ground-state transition from which is represented by the
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strongest of the low energy γ-rays in Figure 5.26. There is perhaps also tentative evidence
of this state’s other main γ-ray decay, a direct-to-ground-state transition, measured at
4124± 10 keV in the current study, although due to lack of significant amounts of statis-
tics such an assignment would be tentative at best. This excitation state is also known to
decay, with a much smaller branching ratio, to the state at 2048 keV, through a γ-ray at
∼ 2038 keV. Although there is not much evidence of this γ-ray, there is evidence of the
γ-rays in the same cascade, at energies of ∼ 1388 keV and ∼ 656 keV, providing some
circumstantial evidence for the presence of this decay branch.
There is also a pronounced high energy γ-ray peak at 3265 ± 5 keV, which provides
some of the first insight into the decay of the 4318±5 keV state in particle-γ coincidence
data. This γ-ray energy is consistent with that arising from a decay from the state at 4318
keV to that at 1054 keV. The shape and size of this peak also make it plausible that it also
represents events corresponding to the γ-ray decay from the excitation energy to the third
excited state at 983 keV, the direct-to-ground state transition from which is measured at
low energies with a fitted peak centroid of 982± 3 keV. Further evidence for this comes
from Figure 5.19, in which the cluster of events corresponding to the direct-to-ground-
state decay from the 983 keV peak seem shifted towards higher excitation energies within
the excitation energy band currently being considered. However, it should be noted that
this high energy γ-ray signal is also consistent with the known decay of another state in
20F within this energy range, measured previously at 4282 keV [113], which has ∼ 80% of
its total γ-ray branching through decays to the 983 keV and 1054 keV states. However,
the historical studies of both Fortune et al. [113] and Mosley Jr and Fortune [115] both
indicate that the state at 4282 keV is weakly populated in the 19F(d,p)20F reaction, and
that the lack of any other significant γ-ray peaks make it unlikely that the prominent
feature at 3260±7 keV arises entirely from this less readily populated state in the present
study.
There are two additional features at low energies in Figure 5.26, at ∼ 510 keV and
∼ 820 keV, whose origin is less clear than the other low energy γ-ray peaks. Although
the counts at ∼ 820 keV are consistent with the direct-to-ground-state decay of the
second excited state in 20F, the population of the second excited state in a decay cascade
can be ruled out due to the non-observation of the ∼ 167 keV γ-ray corresponding to
the decay from the second to the first excited states, which has a factor of two higher
branching ratio than the direct-to-ground-state transition. Both of these remaining low
energy features do not correspond to a known γ-ray featuring in another cascade arising
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Figure 5.26: Coincident γ-ray energy spectrum for events corresponding to a 20F
excitation energy between 3900 and 4600 keV.
from one of the highly populated excitation states in this band, and there is little to
no evidence for the high energy partner γ-rays that would accompany these structures
from a hitherto unobserved decay branch from one of the highly populated excitation
states either. The energy of these features are somewhat consistent with the edge of
the Compton plateau from the γ-rays at 656, 983 and 1054, but interestingly the shape
and extent of these peaks do not match related structures from these γ-rays in lower
excitation energy bands.
A consistency check of the conclusions drawn from Figure 5.26 using the excitation
energy spectrum is more difficult here than for previous excitation energy bands, due to
the complicated shape of the excitation energy curve in this energy region. The shape of
the excitation energy curve was relatively well reproduced by fitting this region with two
Gaussian functions, one for each of the strongly populated states observed historically
in this energy region. The shape of this part of the excitation energy curve was best
represented when the centroids of the two Gaussian functions corresponded to energies
of 4065 ± 73 keV and 4293 ± 96 keV which, despite the relatively large errors from the
fitting, shows good agreement between the excitation energy spectrum and the γ-ray
spectrum.
Consequently, by summing up the two-step γ-ray decay cascades from the excitation
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energy through the 1054 keV state, it was possible to infer that this region of the exci-
tation spectrum arises from the population of states at energies of 4094 ± 16 keV and
4319± 6 keV.
5.6.7 Ex = 5000− 5700 keV
The seventh excitation energy band considered in the construction of the 20F decay
scheme was Ex = 5000 − 5700 keV. Like the previous band, the shape of this part of
the excitation energy spectrum indicates that this region originates from the population
of some number of unresolved excited states. Mosley Jr and Fortune [115] measured a
total of twelve states in this energy range but, as in the previously considered excitation
band, only two took up the majority of the spectroscopic strength, at energies of 5287.2±
3.5 keV and 5461.7 ± 4.0 keV. In their paper, Mosley and Fortune mention that there
is some ambiguity between the state at 5287.2 keV and another in the literature at
5281.0 ± 3.3 keV, which they did not observe but for which the γ-ray decay is known.
Despite conflicting spin-parity assignments, it is posited that these states may be the
same, and thus is it presumed in the present work that the literature γ-rays for a state
at 5282.79 keV are attributable to the state measured at 5287.2 keV in Reference [115].
Thus, the state at 5287.2 keV is known to decay with strong branches to both the ground
state and the 1054 keV state, whereas the 5461.7± 4.0 keV state has a 100% branch to
an excited state at ∼ 2865 keV [120].
The excitation energy gated γ-ray energy spectrum corresponding to this seventh ex-
citation energy band is shown in Figure 5.27. There are a number of peak-like structures
at energies up to 1500 keV, the vast majority of which have already been observed in
previous excitation energy bands. Although clear peaks are very hard to distinguish at
the higher energies, arguably the clearest is at 4200±34 keV, which is consistent with the
strong decay branch from the 5287.2 keV state to the level at 1054 keV. The large error
is due to the inferred peak having very low statistics, making it more liable to suffer from
statistical fluctuations in the spectrum. The only other branch this state is currently
known to decay to is direct to the ground state which there may be some evidence for
at an energy of 5290 ± 22, but due to lack of significant statistics this remains only a
tentative assignment. On the other hand, there is little evidence of the ∼ 2600 keV γ-ray
representing the 100% decay branch from the 5461.7 keV state to the ∼ 2865 keV state,
which is likely primarily due to the relatively low number of times the 5461.7 keV state
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Figure 5.27: Coincident γ-ray energy spectrum for events corresponding to a 20F
excitation energy between 5000 and 5700 keV.
was populated in the present study. However, it should be noted that the known decay of
the ∼ 2865 keV state would give rise to a number of the observed low energy peaks, such
as those measured at ∼ 166 keV, ∼ 656 keV, ∼ 823 keV, ∼ 1309 keV and ∼ 1388 keV,
although there is only tentative evidence for the higher energy partner γ-rays associated
with these transitions. There is also speculative evidence for a peak at ∼ 2865 keV,
corresponding to the dominant direct-to-ground-state transition that has been measured
from this state previously. This provided tentative circumstantial evidence for this cas-
cade and thus the population of the state at 5462 keV. The decay cascades of these two
states do not explain the origin of the low energy state at ∼ 983 keV, consistent with
the direct-to-ground-state decay of the third excited state. This then is evidence for a
third excitation state in this region being populated, with a significant branching ratio to
this level. From the literature, a state at 5319.17 keV both lies in this energy region and
has a majority decay branch to the 983 keV level. This state was measured in the study
by Mosley Jr and Fortune at 5320.6± 3.5 keV, but was observed to only be moderately
populated in the 19F(d,p)20F reaction. Consequently, the lack of statistics means that
there is not a clear signal from the corresponding high energy γ-ray associated with this
decay, making a definitive determination of the origin of the 983 keV peak very difficult,
if not impossible, with the current dataset.
As with the previous excitation energy band, a consistency check of the conclusions
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drawn from Figure 5.27 using the excitation energy spectrum is more difficult here than
for previous excitation energy bands, due to the complicated shape of the excitation
energy curve in this energy region. However, the shape of the excitation energy curve
was relatively well reproduced by fitting this region with two Gaussian functions, the
centroids of which corresponded to energies of 5284± 5 keV and 5568± 8 keV. Although
the first of these fits shows remarkable consistency with the proposed peak at 5287 keV,
the second shows far less consistency with the proposed state at 5462 keV, with the fitted
centroid ∼ 100 keV larger than what would be expected from this state. Given the low
statistics and lack of a distinct peak shape in the excitation spectrum, both of which
might explain the origin of this discrepancy for the higher energy state, this may also be
evidence that another state is being populated in this excitation region, with a significant
decay branch to the state at 983 keV. However, such an assignment is clearly ambiguous
in this region given the shape of the excitation energy curve.
Therefore, by summing up its decay through the state at 1054 keV, it was possible to
infer that this region of the excitation spectrum arises from the population of a state at
5254 ± 34 keV, with additional states at energies of 5319 ± 40 keV and 5462 ± 40 keV
only tentatively concluded due to limited or circumstantial evidence of their population
from the γ-ray data.
5.6.8 Ex = 5700− 6300 keV
The eighth excitation energy region used to construct the 20F decay scheme was
Ex = 5700 − 6300 keV. The studies of Mosley Jr and Fortune and El-Bedewi indicate
that this region contains at least six excited states, of which only two contain the majority
of the spectroscopic strength. These two states were measured at excitation energies of
5940.7±5.0 keV and 6025.8±7.0 keV in the study by Mosley Jr and Fortune. The γ-ray
decay of each of these states has been measured previously, with the lower energy state
decaying predominantly through transitions to the states at 656 keV and 1971 keV and
the higher energy state decaying predominantly through transitions populating the 3488
keV, 983 keV and ground states in 20F [120].
The excitation energy gated γ-ray energy spectrum corresponding to this eighth ex-
citation energy band is shown in Figure 5.28. A number of low energy γ-ray peaks,
specifically those measured with fitted peak centroids at 1304 ± 5 keV, 1151 ± 4 keV,
821± 4 keV, 657± 1 keV, and 167.7± 0.3 keV, are consistent with originating from the
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Figure 5.28: Coincident γ-ray energy spectrum for events corresponding to a 20F
excitation energy between 5700 and 6300 keV.
decay of the state at 1971 keV, populated in the decay of the 5936 keV excitation state.
There is some evidence for the γ-ray corresponding to this transition in Figure 5.28,
observed at an energy of 3983 ± 17 keV, although it is statistics limited. On the other
hand, there is not much evidence for the other main decay transition from the 5936 keV
state, to the first excited state via a 5279 keV γ-ray, although this likely due to a lower
γ-ray detection efficiency at this energy and the lower intensity of this decay branch. All
other decay branches have a branching ratio less than 10% and so are not likely to have
much evidential peaks visible in the spectrum.
There is some evidence for the decay of the state at 6025 keV through its third
strongest decay branch to the state at 3488 keV, with the hints of a peak at the corre-
sponding energy at ∼ 2530 keV. There is also tentative evidence for a peak corresponding
to the subsequent direct-to-ground-state transition from the 3488 keV state, although it
should be noted that both of these peaks are statistics limited and sit on top of a signif-
icant background from Compton scattered higher energy γ-rays. There is very limited
evidence for the other γ-ray decay branches from the 3488 keV state in Figure 5.28,
but this is primarily due to these branches having much lower intensities. The second
strongest branch from this second excitation state is to the 983 keV state, whose direct-
to-ground-state peak is clearly visible. There is an enhancement in statistics resembling
a peak at the energy corresponding to the transition to this state, but the shape of this
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structure is far narrower than would be realistically expected for a γ-ray signal detected
at ∼ 5000 keV. As such, this structure is deemed to be the result of a statistical fluc-
tuation, with the true signal from this γ-ray not visible, most probably due to the low
detection efficiency and relatively poor statistics. The same arguments can be made
for the non-observation of the primary decay branch of the 6025 keV state, a direct-to-
ground-state transition. As with the lower energy state in this excitation energy peak,
all other decay branches from this state have a relative intensity less than 10% and so
explains why the transitions associated with them were not observed in Figure 5.28.
It should also be noted that there is a peak consistent with the direct-to-ground-state
transition from the 1054 keV state, measured at an energy of 1060 ± 9 keV. Neither of
the known decay schemes of the excitation states historically observed to be strongly
populated in this region have significant branches to this state, or even to other states
which have high intensity transitions to this state. As such, it is possible to conclude
that a third state is being populated in this excitation energy region with significant
strength, which has not been observed historically, but that the lack of a clear high energy
partner γ-ray makes determining the energy of this third state extremely difficult, if not
impossible.
The excitation energy spectrum in this energy range contains only a single peak,
like the third and fifth excitation energy bands, as the two states that are implied to
be populated from the historical study by Mosley Jr and Fortune are separated by less
than 100 keV and are not resolved in the proton data. Fitting this peak with a single
Gaussian function resulted in a fitted peak centroid of ∼ 5996 keV and a peak FWHM of
over 250 keV. Like the peak at ∼ 3500 keV in excitation, this peak was fit relatively well
by a single Gaussian function, due to the states being so close to each other in energy.
However, it was also possible to model the peak shape using two Gaussian functions,
one for each of the strongly populated states seen historically in this excitation region.
The shape of the excitation energy curve was best reproduced when the peak of the two
Gaussian functions corresponded to energies of 5963±7 keV and 6025±7 keV. Generally
the result of this fit shows very good agreement with the excitation energies found in the
study by Mosley Jr and Fortune, with the ∼ 20keV discrepancy for the lower excitation
state in the unresolved doublet being far less than the FWHM of the entire excitation
peak.
Consequently, from summing full decay cascades in the γ-ray data, this peak in the
excitation energy spectrum is concluded to arise from the population of two states at
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energies of 5958± 17 keV and 6034± 21 keV.
5.6.9 Ex = 6300− 7000 keV
The final excitation energy region used to construct the decay scheme of 20F in the
present study was Ex = 6300 − 7000 keV. This excitation energy range is particularly
interesting as it was not measured as part of the high excitation energy study of the
19F(d,p)20F reaction performed by Mosley Jr and Fortune, due to beam energy limita-
tions. As such, this region was most recently probed in studies performed during the
1950’s, by El-Bedewi [107] and Khromchenko [108], which were performed in normal
kinematics and suffered from having significant background from reactions on particles
in the target that were not 19F. The work by El-Bedewi measured a total of five states
in this excitation range, at energies of 6520 keV, 6630 keV, 6810 keV, 6980 keV and
7200 keV, whereas Khromchenko measured four states up to a energy of 6740 keV, at
energies of 6360 keV, 6470 keV, 6650 keV and 6740 keV. Khromchenko notes that the
states at 6470 keV and 6650 keV seen in his work correspond to the states at 6520 keV
and 6630 keV in the work by El-Bedewi, but that the other two states have no analogue
in the earlier study. Furthermore, recent shell model calculations [121] indicate that this
excitation energy region should be overwhelmingly dominated by one a single excitation
state, which contrasts starkly with the works of El-Bedewi and Khromchenko. Conse-
quently, given that this excitation region has been studied far less than those at lower
excitation energies, and the differences in the derived excitation energies of the states
measured in those studies, a more detailed analysis of this excitation range in particular
was warranted.
Something immediately apparent from Figure 5.29 is that there are γ-rays with en-
ergies up to ∼ 6000 keV, close to the excitation energy. However, the only extremely
clear γ-ray peaks are those at ∼ 166 keV and ∼ 656 keV, corresponding to decays from
the second excited state to the first excited state and from the first excited state to
the ground state respectively. There is also some evidence for the direct-to-ground-state
transition from the excited state at 1309 keV, but at a reduced level of statistics.
There is no definitive evidence of any other peaks, although there is some evidence for
a pair of peaks measured at energies of 3070±30 keV and 3670±20 keV. It is possible that
these peaks represent a two-step decay from the excitation energy to the ground state,
implying the population of a state at an excitation energy of 6740 ± 35 keV, consistent
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Figure 5.29: Coincident γ-ray energy spectrum for events corresponding to a 20F
excitation energy between 6300 and 7000 keV.
with the state observed at 6740 keV by Khromchenko. Consequently, if this state were
to decay directly to the first and second excited states via a single γ-ray, giving rise to
the strong low energy γ-ray peaks, the accompanying high energy γ-rays would be at
energies of ∼ 5917 keV and ∼ 6084 keV respectively, for which there appears to be some
preliminary evidence for in Figure 5.29.
The excitation energy of this state as inferred by the proton data was 6597± 50 keV,
which would seem to make this state more consistent with those viewed at 6520 keV or
6630 keV in the work by El-Bedewi. However, the uncertainty in the linearity at these
high energies and the extrapolation of the proton-deduced excitation energy would be
sufficient to account for a discrepancy of ∼ 100 keV with the energy deduced from the
pair of γ-rays signals between 3000 and 4000 keV. This makes the energy of the highest
excitation peak derived from both proton and photon data just about consistent.
By combining the energy dependence of the gamma-ray detection efficiency and the
known branching ratios for the decays of the 823 keV state, it was possible to analyse
the observed yields of the various gamma-rays identified in Figure 5.29 to extract a
tentative decay scheme for this state at ∼ 6740 keV. The number of emitted 166 keV
γ-rays resulting from the decay of 6740 keV states populated in this study, was found
by fitting the 166 keV peak and correcting for the detection efficiency at this energy,
found using Equation 5.16 to be 14.15%. This gave a total of 3440± 337 counts. These
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result from the 66.8% [120] decay branch of the 823 keV 4+ second excited state to the
656 keV 3+ first-excited state, and are accompanied by cascade decays from the first-
excited state to the 2+ ground state. The number of these 656 keV gamma-rays, which
includes contributions from decay paths that bypass the 823 keV level, was calculated
to be 12617± 849 counts, after peak-fitting and correcting for the detection efficiency of
6.90%. This implies a total of 9177± 913 counts that bypass the second excited state.
The level at 823 keV also has a 33.2% branch directly to the ground state, and
correcting the corresponding γ-ray peak area for the detection efficiency at this energy
results in 2332 ± 674 counts for this direct-to-ground-state transition. Therefore, using
information from the 166 keV and 823 keV peaks, it was possible to infer that the total
number of decays that passed through the 823 keV level was 5772±753 counts. Note that
this gives a measure of 60 ± 7% for the branching ratio to the first excited state, which
is broadly consistent with the value of 66.8% measured historically. A better estimate of
the number of decay paths through the 823 keV level was obtained by using the known
branching ratios to obtain two independent measurements that were then combined,
which allowed the better use of the higher statistics measurement. The resulting pooled
estimate was 5258± 490 counts, which superseded the earlier estimate.
If all 5258 of the cascades which go through the second excited state arise from the
direct decay of the 6740 keV state, the number of high energy partner γ-rays in the full
energy peak at ∼ 5917 keV, given the efficiency of 1.64% at this energy, was expected to
be 86±8 counts. Similarly, supposing that all 9177 cascades bypassing the 823 keV level
were all due to decays from the 6740 keV level via a ∼ 6084 keV transition, the efficiency
of 1.61% gives an estimate of 147± 15 counts expected for this second high energy γ-ray.
In contrast to these estimates, the gamma-ray energy spectrum clearly shows more
counts in the region of a 5917 keV peak than that of a 6740 keV peak. This implies
that most of the decays through the 656 keV level that bypass the 823 keV level must
decay via some other intermediary state. In addition, for the decays to the 823 keV
level, the number of counts in the spectrum in an energy region consistent with being a
5917 keV peak was measured to be greater than the above estimate, at 162± 23 counts.
This measurement used the most simplistic prescription for the underlying background,
which was assumed to be linear. In view of the difficulties of both estimating the true
γ-ray efficiency at an energy of 6000 keV and extracting the number of counts in a weak
peak on an unknown background, the best conclusion is that the number of high energy
γ-rays is in reasonable agreement with the assumption that there is a direct decay from
Chapter 5. Study of the 19F(d,p)20F reaction 145
the excitation state at ∼ 6740 keV level to the 823 keV state, and no other decay path
goes through the 823 keV level.
The measured yield in the excitation energy spectrum calculated from the protons
for this state, which could then be used to quantify the intensities of its decay branches,
was 29093± 280 counts. Thus, the decays from this state proceed 32± 3% through the
656 keV state, taking a variety of decay paths but bypassing the 823 keV state, and also
18 ± 2% via a high energy transition exclusively through the 823 keV level. Together,
these cascades account for 58± 4% of the decays, and are most strongly characterised by
the strong preference for decay to the lowest 4+ state, over the 2+ ground state and 3+
first-excited state.
The only other clear evidence for decays from the excitation state of interest are the
pair of peaks at 3070 ± 30 keV and 3670 ± 20 keV, one of which should originate from
a transition directly to the ground state. The known states in 20F that have an energy
closest to 3070 keV are those at 2968 keV and 3172 keV, each of which have errors of
less than 1 keV [120]. However, as the energy of each of these states differs ∼100 keV
from the peak measured in the data, they are unlikely to account for the ground state
transition. In addition, the decay schemes of both states are known [120] and neither of
them have a direct branch to the ground state. On the other hand, the states closest
to 3670 keV are at energies of 3587 keV, 3590 keV, 3669 keV, 3680 keV, and 3761 keV.
Both the 3669 keV state and the 3680 keV state, with energies of 1 keV below and 10
keV above the energy of the peak measured in the present work, can reasonably account
for the observed gamma-ray. The 3680 keV state has been measured [120] to decay with
a 47% branch to the ground state, and also has a 23% branch via the 1056 keV level
which then decays to the ground state. Although not clear, the 1056 keV γ-ray from
this transition may possibly be present in the gamma-ray energy spectrum. The gamma-
decay of the 3669 keV state has not previously been observed, so a ground state branch
of up to 100% is not excluded.
These two states are discussed by Fortune in a recent reassessment of previous (3He,p)
reaction studies [122] in which he deduces spins of 4+ and 2+ for the 3669 keV and 3680
keV levels respectively, based upon comparisons with standard sd-shell model calcula-
tions. One of these states has been observed in 18O(3He,p)20F reaction studies, which
Fortune identifies as that at 3669 keV [123] [122]. However, another study [124] identifies
this state as the one at 3680 keV, which is subsequently denoted as a 4+ state. This is
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because both authors agree that the state populated by the (3He,p) reaction is charac-
terised by ` = 4 transfer, and hence has a spin and parity of (3,4,5)+. The other one
of the pair of states, denoted spin (1,2) in the compilation, was observed in 19F(n,γ)20F
reaction studies. Consequently, its γ-decay was measured very accurately, with the γ-ray
energies indicating that the state being populated was at an energy of 3680 keV. Thus, as
deduced by Fortune and implied by the compilation, it is the 3669 keV level which has an
assignment (3,4,5)+ from (3He,p) reaction studies, and no measured gamma-ray decays,
and the 3680 keV level which has an assignment (1,2) from (n,γ) reaction studies, and
a detailed gamma-ray decay scheme. The conclusions of Fortune’s theoretical analysis
[122], where these two states are characterised by spins and parities of 4+ and 2+, agree
with the conclusions reached by Raman, Warburton et al. [125] in a review of all the
available literature together with their 19F(n,γ)20F results in 1996.
In the present work, the peaks at 3070 keV and 3670 keV have areas of 70±40 counts
and 106 ± 24 counts respectively. After correction for the γ-ray detection efficiency at
these energies, inferred to be 2.61% for the lower energy peak and 2.32% for the higher
energy peak, the actual number of gamma-rays in these peaks was found to be 2730±1550
and 4610±1050 respectively. These two yields are not statistically different, and are each
consistent with a weighted average of 4020±870 counts. If these yields were indeed equal,
then it would naively rule out the 3680 keV state as the intermediary, since it only has
a 47% ground state branch, but multi-step feeding of the intermediary is also possible,
which is a physical scenario that the intensity balance in this case cannot discriminate.
Noting the singles proton yield as given above, the decay branch via these two γ-rays to
the ground state is 14± 3%.
In summary, the simplest picture that is implied by the present data is that the state
populated at 6740 keV has a 14 ± 3% decay branch to either of the two states at 3669
keV, characterised by spin-parity of (3, 4, 5)+, or 3680 keV, characterised by spin-parity
of (1, 2)+, via a γ-ray with an energy of ∼ 3070 keV, which then decays a high fraction of
the time to the ground state. For the 3680 keV state, the fraction of ground state decays
is known to be 47%, whilst the same quantity is currently unknown for the 3669 keV
state. Additionally, 32 ± 3% of the decays from the 6740 keV level proceed via various
pathways bypassing the 823 keV second excited state, but which pass through the 656
keV first excited state. A small fraction of these appear to include a direct transition
of 6084 keV to thfe 656 keV level, as evidenced by the γ-ray energy spectrum. There
is, at best, very weak evidence of any decay branch directly to the ground state via a
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∼ 6740 keV γ-ray. Furthermore, 18 ± 2% of decays appear to proceed directly through
the 823 keV state via a 5917 keV gamma-ray. This leaves 36± 5% of decays that would
bypass both the 656 keV and 823 keV states. These could include cascades through any
of the 983 keV, 1056 keV, or 1309 keV states, with some good evidence for the direct-
to-ground-state decay for the latter case in the γ-ray spectrum. It must also again be
noted that the 6740 keV level is unbound to neutron emission by 139 keV and hence can
be expected to have a non-zero particle decay branch. Finally, given that it is populated
strongly in the present reaction, the maximum possible spin this state can have, given
the observed prefered modes of decay, is 3 if it has positive parity and 4 if it has negative
parity.
5.6.10 20F decay scheme
Having analysed the excitation energy gated bands in Figure 5.19, and identifying the
γ-ray peaks in Figures 5.20 to 5.29 in conjunction with the literature, it was possible
to construct a decay scheme of states in 20F preferentially populated in the 19F(d,p)20F
reaction. This decay scheme is shown in Figure 5.30.
The solid lines in Figure 5.30 indicate those γ-ray transitions for which there is good
evidence in the γ-ray data collected during the present study. On the other hand, the
dashed vertical lines indicate γ-ray transitions for which there is only tentative evidence,
or circumstantial evidence based on the presence of lower energy transitions that occur
within the same decay cascade. Dashed horizontal lines indicate states for which there
is only limited evidence for being populated in the γ-ray data
Although the majority of the transitions shown in Figure 5.30 are represented by
solid lines, a significant fraction of the total transitions are represented by dashed lines,
a significant reason for which is lack of statistics. The majority of vertical dashed lines
originate from higher excitation states, most of which could not be resolved in the excita-
tion energy spectrum. The γ-ray spectra associated with these states, as well as usually
having a lower number of counts associated with them, also suffer from enhanced levels
of background, making distinct peaks harder to measure. Additionally, it is important
to reiterate that, in this study, only three of the four HPGe clovers were operational.
Only measuring 75% of the total γ-rays that might have been measured, and that were
measured in subsequent experiments using the same experimental set-up, also helps to
explain why a number of peaks were statistics limited in the γ-ray data.
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Figure 5.30: Decay scheme of states in 20F populated in the 19F(,dp)20F reaction.
The meaning of the dashed horizontal and vertical lines is explained in the text. The
energies of the states are those inferred from the γ-ray data.
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The best way to evaluate how effective the present dataset was in producing a γ-ray
decay scheme was to compare it with a similar decay scheme constructed using values
from the literature, comprised of the same states inferred to be populated in the present
study. This comparative decay scheme is shown in Figure 5.31 and includes only the
strong decay branches for those states included, defined as those with an intensity of
greater than 10%.
Overall, this comparative decay scheme matches the decay scheme constructed from
the excitation energy gated γ-ray spectra very well. Only six transitions in the compar-
ative decay scheme, those represented by the dashed vertical lines, were not measured
in the γ-ray data, all of which originate from the decay of a state with an excitation en-
ergy greater than 3500 keV which suffer from the low statistics effects mentioned above.
Additionally, there are four transitions that are included within Figure 5.30 which are
not included in Figure 5.31 because they have an intensity of less than 10% in the lit-
erature, such as the direct-to-ground-state transition from the 2048 keV state which has
an intensity of only 7.5%. This goes to show that, when populated states carry a large
amount of spectroscopic strength and sit on top of little background, the experimental
set-up employed in the present study is capable of measuring even fairly weak γ-decay
branches.
5.7 Constructing angular distributions
Angular distributions were constructed by plotting, for a given state in the excitation
energy spectrum, the variation in the differential cross section with angle. These angular
distributions, constructed from the data, could then be compared with theoretical angular
distributions, calculated within the AWBA framework after assuming the transfer of a
neutron into a specific shell model orbital. In the present study, the theoretical angular
distributions were calculated with the TWOFNR AWBA reaction code, developed by Jeff
Tostevin [126]. By comparing the shapes of the theoretical angular distributions, which
are largely determined by the orbitals’ ` quantum numbers, with that of the data, it is
possible to infer the ` value that best describes the angular distribution from a particular
excitation state, which represents the total transferred angular momentum required in
the (d,p) reaction to populate it.
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Figure 5.31: A comparative decay scheme of the same states in 20F as shown in Figure
5.30, indicating only decay branches with an intensity of 10% or greater as given in the
literature [120]. Dashed vertical lines represent transitions which were not identified in
the γ-ray data during the present study. The energies of the states are those as given
in the literature.
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The differential cross section was quantified from the experimental data by considering
the number of counts in a given excitation energy peak within a well defined angular
range, and is defined as:
dσ
dΩ
=
Ndet
 · I · t · dΩ (5.23)
where Ndet is the number of counts within the excitation peak, dΩ is the corresponding
solid angle of the angular range being considered; which for an angular range defined
between angles θmin and θmax is equal to 2pi(cos(θmin) − cos(θmax)) and takes up the
shape of an annulus;  is the total detection efficiency, I is the number of incoming
beam particles, and t is the number of scattering centres within the target. The total
efficiency can be defined in terms of a product of other constituent efficiencies, related
to the intrinsic detection efficiency of the material (d), the geometric efficiency (g), and
the live time (lt). For silicon detectors, the intrinsic detection efficiency is approximately
unity, which allows Equation 5.23 to be rewritten as:
dσ
dΩ
=
N
g · lt · I · t · dΩ =
Ndet
dΩ′ · C (5.24)
where dΩ′ is the product of g and dΩ, which accounts for the scenario where regions of
the annulus defined by dΩ correspond to detectors which are not functioning and reduce
the overall geometric efficiency, and C is defined as lt · I · t, representing the product of
the live time of the electronics and the experimental luminosity. The calculation of the
quantities defining the differential cross section as shown in Equation 5.24 are described,
in turn, below.
5.7.1 Beam normalisation
The value of C in Equation 5.24, used to calculate the differential cross section, was
found by undergoing a process of beam normalisation. In this process, the data from a
different reaction process is considered, where the differential cross section is well known
and easily calculable. In the present study, data from the deuteron elastic scattering
reaction was used to calculate C. Thus, after extracting a value of Ndet from the data
for this different reaction process, as well as corresponding values of both dΩ′ and dσdΩ , C
was able to be quantified by rearranging Equation 5.24. The value of C extracted using
this method, which was assumed to be a constant factor throughout the experimental
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Figure 5.32: Plot of Eproton vs θlab, indicating the location of the
19F(d,d)19F elastic
scattering events above the proton punch-through and the energy projections used to
calculate the beam normalisation factor C.
run time, applies equally well to data from the 19F(d,p)20F reaction, as the quantities
that make up C are independent of the reaction being studied.
The values of Ndet were extracted by considering the
19F(d,d)19F data within narrow
regions, or slices, in energy, between the proton and deuteron punch-through energies.
This was because regions lower in energy than the proton punch-through were dominated
by proton events, which made distinguishing the deuteron elastic scattering events very
difficult, and because regions higher in energy than the deuteron punch-through would
have no deuterons present, by definition. Additionally, energy slices below but very close
to the deuteron punch-through were also excluded, as the probability of them not having
a truly representative value of Ndet was higher. Figure 5.32 indicates the location of the
energy slices used with the 19F(d,d)19F elastic scattering data to extract the final beam
normalisation factor, C.
After plotting the proton energy spectrum for each of the energy slices shown in
Figure 5.32, it was possible to see the 19F(d,d)19F events of interest were sitting on top
of a significant background. Usually, the elastic scattering events would be fit by some
function, such as an asymmetric Gaussian, in order to extract the number of detected
events above this background. However, as the present study had relatively low statistics
of 19F(d,d)19F events, the shape of the signal of interest did not take up a well defined
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Figure 5.33: Plots showing one of the energy projections shown in Figure 5.32 along
with the inferred background (left) and the result of subtracting the background from
the signal (right). The number of elastic scattering events in the projection is simply
the sum of all events within the peak in the right plot.
shape and thus could not be easily fit, requiring an alternative approach to be adopted
to extract the value of Ndet for each slice.
Having plotted the proton energy spectrum for each of the energy slices, it was possible
to model the background the 19F(d,d)19F events of interest were sitting on top of within
the ROOT software framework, used in the analysis of this dataset. The left plot in
Figure 5.33 shows the proton energy signal and the modelled background from one of the
projections used to calculate C in the present analysis. From this spectrum it was possible
to ascertain sensible limits within which the signal events of interest were present. By
subtracting the modelled background signal from the original proton energy spectrum,
“background subtracted” proton energy spectra were produced, an example of which is
shown in the right plot in Figure 5.33. The value of Ndet for each projection was then
simply the sum of all events within the previously determined sensible limits. A summary
of the values used to calculate Ndet for the energy slices shown in Figure 5.32 is shown
in Table 5.4.
Given the well defined relationship between the energy and emission angle of elastic
scattering events, each of the ranges defining an energy slice corresponded to a well defined
range of emission angles, from which corresponding values of dΩ′ and dσdΩ were extracted.
For a given slice, the solid angle, dΩ, defined by the extreme values of the range of emission
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Slice xlow xhigh Niterations binlow binhigh
1 50 80 20 121 140
2 50 80 20 120 138
3 50 80 20 116 138
Table 5.4: Parameters used to produce background subtracted proton energy spectra
for the energy slices shown in Figure 5.32, used to calculate the number of 19F(d,d)19F
events.
Slice θCM,min θCM,max dΩ [sr] g ∆g dΩ
′ [sr] ∆dΩ′ [sr]
1 41.27◦ 42.30◦ 0.0753 0.0253 0.00159 1.90 x 10−3 1.20 x 10−4
2 42.30◦ 43.33◦ 0.0768 0.0246 0.00150 1.89 x 10−3 1.15 x 10−4
3 43.33◦ 44.33◦ 0.0759 0.0260 0.00134 1.98 x 10−3 1.02 x 10−4
Table 5.5: Table outlining the values used to calculate the geometric efficiency cor-
rected solid angle, used in the calculation of the beam normalisation factor C.
angles as described above, was multiplied by the geometric efficiency of the single channel
of the Barrel detector whose data were used to calculate the value of C. This geometric
efficiency was determined by performing a high statistics Geant4 simulation, in which
a source placed at the target position decayed isotropically in the centre-of-mass frame,
where all but one of the Barrel detector channels was disabled. One of the outputs of
this simulation was the efficiency as a function of angle, allowing the average detection
efficiency over the angles defining a particular energy slice to be extracted. Table 5.5
shows a summary of these values, which together define the geometric efficiency corrected
solid angle, dΩ′ for each energy slice in Figure 5.32.
The differential cross section for the 19F(d,d)19F reaction associated with each en-
ergy/angular slice was extracted using both the FRESCO reaction code [127], which
output the differential cross section over a range of angles expressed as a fraction of the
Rutherford scattering differential cross section, and LISE++, which was used to output
the Rutherford scattering differential cross section. The product of these outputs is the
functional form describing the elastic scattering differential cross section of interest. The
average value of this function over the range of angles defining the various energy slices
gave the dσdΩ values of interest that were used in the calculation of C. Figure 5.34 shows
the output of both FRESCO and LISE++, as well as their product defining the elastic
scattering differential cross section.
Thus, having ascertained values of Ndet, dΩ
′, and dσdΩ for each of the energy slices in
Figure 5.32, a value of C could be calculated for each slice using the following equation:
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Figure 5.34: Plot showing the differential cross section curve for the 19F(d,d)19F reac-
tion, as extracted from FRESCO and LISE++ reaction codes. The values corresponding
to the three elastic slices used in the beam normalisation process are represented by the
black filled circles.
Slice Ndet ∆Ndet dΩ
′ [sr] ∆dΩ′ [sr] dσdΩ [mb/sr] ∆
dσ
dΩ [mb/sr]
1 4839 70 1.90 x 10−3 1.20 x 10−4 42.94 4.74
2 5310 73 1.89 x 10−3 1.15 x 10−4 34.03 4.17
3 5035 71 1.98 x 10−3 1.02 x 10−4 26.47 3.39
Table 5.6: Table outlining the values of the normalisation factor C, and the quantities
used in its calculation.
C =
Ndet
g · dΩ ·
(
dσ
dΩ
) (5.25)
The values of C extracted in the present study, and the quantities used in their calcu-
lation, are summarised in Table 5.6. As each of these values should be approximately
the same, the final value of C used in the analysis was then the average value of C
calculated from each energy slice, yielding a final result of C = 79346 ± 15298. As C
is a product of the total experimental live-time, the number of scattering centres in the
target, and the total number of particles incident on the target, quantifying C enables
the incoming beam rate to be estimated. Given that the experimental CD2 target was
produced to have a thickness of 200 µg/cm2, and that the experimental run-time was
322200 seconds, the value of C derived from the data implies an average beam intensity,
over the course of the experiment, of ∼ 1.64 x 107 particles per second (pps), in the case
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of negligible dead-time. In the more realistic case of 50% dead time, this rises to ∼ 3.28
x 107 pps. This is a perfectly reasonable level of beam current, given that the TIARA
array is designed to accept radioactive beams at up to 1 x 109 pps.
5.7.2 Calculating dΩ′
The formation of an angular distribution, which details the variation in the differential
cross section with angle, depends on defining distinct angular ranges within which the
differential cross section is evaluated. The extreme values of each of these angular ranges
then help to define the solid angle, and thus dΩ′, used to calculate the differential cross
section as per Equation 5.24.
The region of the experimental data covered by the Hyball detector, at laboratory
angles greater than ∼ 144◦, was relatively easy to form into distinct angular regions, as
the Hyball detector is itself split into 16 annular rings. However, shadowing of the outer
parts of the Hyball by the Barrel detector, as viewed from the target position, meant
that only the inner 10 rings of the Hyball received appreciable statistics from event data
during the experimental run time. Thus it was possible to split the Hyball part of the
data into ten distinct angular ranges, each representing an individual ring. However, in
practice, the first, ninth and tenth rings were also discounted in an attempt to avoid
any unforeseen “edge effects”, ultimately leading to the Hyball region of the data in the
present study being split into 7 regions.
The region of the experimental data covered by the Barrel detector was more com-
plicated, due to the high electronics threshold affecting signals located near the edges
of the resistive strip detectors. This led to the formation of four angular regions within
which different numbers of excitation states were recorded. Consequently, not all ranges
of angles in the Barrel contained data from all the excitation states, as the threshold at
relatively large laboratory angles in the Barrel cuts off the signal from higher excitation
states. The choice of angles defining angular ranges in the Barrel detector was made to
ensure that any effects caused by the electronic threshold were minimised.
Having defined these regions, the geometric efficiency associated with each angular
range could then be determined. Similar to the beam normalisation process, these values
were extracted from high statistics Geant4 simulations of the 19F(d,p)20F reaction, in
which the emitted protons were distributed isotropically in the centre-of-mass frame, with
only working channels having been enabled. Figure 5.35 shows the geometric efficiency
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Figure 5.35: Plot of the geometric efficiency as a function of laboratory angle derived
from Geant4 simulations of the TIARA array. The stark difference between the efficiency
covered by the Hyball and the Barrel, as well as the shape of the curve at Hyball angles,
is due to faulty channels being disabled in the simulation. The efficiency drops to zero
for θlab <∼ 117◦ as the associated heavy recoil particle is not transported to the focal
plane.
curve obtained during the present study for a Geant4 simulation populating the first
excited state in 20F, in which the Barrel region has a far lower geometric efficiency
relative to the Hyball due to having all but one channel disabled. The final geometric
efficiency values were calculated by finding the average value of the geometric efficiency
over the different angular ranges.
The values of dΩ′ associated with each point in each angular distribution could then
be calculated by multiplying the geometric efficiency associated with a given excitation
energy and angular range by the solid angle defined by the minimum and maximum
angles defining each angular range. These values are included in the tables detailing the
quantities used to construct the angular distributions from the experimental data, found
below.
5.7.3 Calculating Ndet
In order to extract the number of detected counts (Ndet) to be used in the construction
of the angular distributions, the total excitation energy spectrum for 20F events was gated
on the distinct angular ranges used to construct the angular distributions. Then, in each
of these angle gated excitation spectra, the peaks of the excitation states for which
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Figure 5.36: Plot showing the excitation spectrum from data collected in Ring 2 (left)
and Ring 7 (right) of the Hyball detector. Fitting the peaks in these spectra allowed
Ndet, used in the evaluation of the differential cross section, to be determined.
angular distributions were to be constructed were fitted. Two such angle gated spectra
are shown in Figure 5.36.
The fitting procedure employed was such that a number of peaks were fit simulta-
neously, sitting on top of a background modelled by a first-order polynomial. Each
excitation peak was represented with a Gaussian function, the width of which was the
same for each of the peaks being fit. Consequently, to reflect the fact that the width
of the Gaussian functions should increase with increasing excitation energy, the excita-
tion spectrum was fit in three separate energy sub-ranges within which the width of the
Gaussian functions could be approximated as constant: low energy (up to 2500 keV),
intermediate energy (between 2600 keV and 4600 keV) and high energy (between 5600
keV and 8000 keV). This fitting procedure also included a global “shift” parameter,
which had the effect of moving the entire fitting range by a constant value, to account
for any possible imperfections in the detector calibrations. The fit parameters from each
Gaussian function then allowed the number of counts within the peak to be calculated.
The values of Ndet and its corresponding error (∆Ndet) associated with each point in
each angular distribution are detailed, alongside the aforementioned dΩ′ values, within
the tables in the following subsection.
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θlab,min θlab,max g ∆g Ndet ∆Ndet
160.5 167.5 0.354 0.029 2251 65
157.5 165.0 0.427 0.002 2998 72
155.5 163.0 0.384 0.011 2761 70
153.5 160.5 0.437 0.023 3826 82
152.0 158.5 0.464 0.008 4048 83
149.5 157.0 0.459 0.010 4164 84
148.0 154.5 0.454 0.010 3516 78
130.0 135.0 0.0212 0.001 431 27
125.0 130.0 0.0205 0.001 316 24
120.0 125.0 0.0183 0.002 177 22
115.0 120.0 0.0145 0.004 99 25
Table 5.7: Table containing the key quantities used to calculate the angular distribu-
tion for the state at Ex = 658 keV.
5.7.4 Angular distributions
The following subsections show the angular distributions constructed for a number of
excitation states observed in the present study. These results are shown alongside theo-
retical angular distributions that best fit the experimental data, produced by the AWBA
reaction code TWOFNR using the same input parameters as those used in Reference
[113]. The results are compared with those found in historical studies, whilst further
discussion of the associated spectroscopic factors are discussed in a later section. The
final angular distribution shown below, that of the highest excitation peak populated in
the present study, is discussed at more length, due to the scarcity of its observation in
recent historical studies of the 19F(d,p)20F reaction.
5.7.4.1 Ex = 658 keV
The first angular distribution produced from the data was for the first excited state,
measured historically at an excitation energy of 655±1 keV and measured at an excitation
energy of 658±5 keV in the present study. This state, previously observed to be strongly
populated in the 19F(d,p)20F reaction, has a well known spin-parity Jpi = 3+ and is
thought to arise by the transfer of a neutron into the 0d 5
2
shell model orbital with two
units of transferred angular momentum (` = 2) [113].
Table 5.7 contains the quantities used to calculate dΩ′ for a number of different angular
ranges which, along with the values of Ndet and beam normalisation factor C, were used
to construct the angular distribution. This plot of the differential cross section as a
function of laboratory angle is shown in Figure 5.37.
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Figure 5.37: Angular distribution for the state measured at Ex = 658 keV. The red
and blue curves, produced by the TWOFNR reaction code, show the theoretical angular
distributions corresponding to ` = 0 and ` = 2 transfer, respectively.
A feature of the experimental data points in each angular distribution is that they have
significantly large horizontal error bars at the angles corresponding to the Hyball detector.
This is a result of the beam position minimisation. As the beam has been calculated to
be impacting in a position away from the centre of the target, and impacting the target at
some finite angle away from the normal, this means the signals from each Hyball wedge for
a given Hyball ring number do not occupy the same distinct range of laboratory angles.
Instead, a specific laboratory angle may correspond to one ring number in a particular
Hyball wedge and another ring number in another Hyball wedge. This smearing of the
laboratory angles covered by specific rings is a purely geometric effect, and results in
larger horizontal error bars on the calculated differential cross section values.
Alongside the angular distribution shown in Figure 5.37 are two theoretical angular
distribution curves produced by the TWOFNR reaction code. Each theoretical curve
represents a different value of angular momentum transfer (`) required to populate the
state in the 19F(d,p)20F reaction, with the red and blue curves representing ` = 0 and
` = 2 transfer, respectively. As noted in Chapter 2, different ` values correspond to
different shapes of the resultant angular distribution and, in cases where a particular
angular distribution is being measured for the first time, comparisons between these
theoretical curves and the experimental data can be used to infer the `-transfer required
to populate a state. In this case, however, it is well known that this state is populated in
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θlab,min θlab,max g ∆g Ndet ∆Ndet
160.5 167.5 0.349 0.023 3015 82
157.5 165.0 0.435 0.014 3974 95
155.5 163.0 0.390 0.004 3324 87
153.5 160.5 0.430 0.022 4273 109
152.0 158.5 0.463 0.006 4632 113
149.5 157.0 0.467 0.008 4342 107
148.0 154.5 0.464 0.005 4043 97
130.0 135.0 0.023 0.001 332 23
125.0 130.0 0.021 0.002 483 33
120.0 125.0 0.019 0.001 313 38
115.0 120.0 0.017 0.002 180 45
Table 5.8: Table containing the key quantities used to calculate the angular distribu-
tion for the state at Ex = 2048 keV.
` = 2 transfer [113]. The experimental data shows generally good agreement with this,
with the Hyball region data points remaining relatively flat whilst the Barrel region data
points fall off in intensity in a way consistent with the ` = 2 curve. This is highlighted
further by comparing the data with the ` = 0 curve, which does not fit the experimental
data very well at all.
5.7.4.2 Ex = 2044 keV
The second angular distribution produced from the data was for the lower energy
state of the unresolved doublet observed at ∼ 2000 keV in the proton data, measured
historically at an excitation energy of 2044±1 keV and measured at an excitation energy
of 2048 ± 5 keV in the present study. This state, similar to the first excited state, has
also previously been observed to also be strongly populated in the 19F(d,p)20F reaction
via ` = 2 transfer of a neutron into the 0d 5
2
shell model orbital [113], but instead has a
spin-parity Jpi = 2+.
Table 5.8 contains the quantities used to calculate the differential cross section for each
angular range, in conjunction with the beam normalisation factor C, which was then used
to construct the angular distribution. This is shown, as a function of laboratory angle,
in Figure 5.38.
The experimental data points are plotted alongside the theoretical angular distribution
corresponding to ` = 2 transfer of a neutron into the 0d 5
2
shell model orbital, and the
two show relatively good agreement. However, it should be noted that this agreement
is not as good as for the previous angular distribution, especially at the Hyball angles
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Figure 5.38: Angular distribution for the state measured at Ex = 2048 keV alongside
the theoretical angular distribution corresponding to ` = 2 transfer, produced by the
TWOFNR reaction code.
where the data seems to show the opposite trend to what would be expected from the
TWOFNR curve. It is possible that this may be because this state exists as one part of
an unresolved doublet, and that imperfect fitting of the angle-gated excitation spectra
resulted in the values of Ndet in Table 5.8 not being an accurate representation of the true
number of 2048 keV states observed in each angular range. This potential complication
could have been prevented by making an angular distribution for data gated on a γ-ray
unique to the 2048 keV state, leaving little trace of signals from the state at 2197 keV,
however the lack of statistics that would result from such an approach with the present
dataset would make this infeasible.
5.7.4.3 Ex = 2963 keV
The third angular distribution produced from the data was for the state measured
historically at an excitation energy of 2966±1 keV and measured at an excitation energy
of 2963 ± 5 keV in the present study. This Jpi = 3+ state has been observed to be
relatively weakly populated in the 19F(d,p)20F reaction, via ` = 2 transfer of a neutron
into the 0d 5
2
shell model orbital [113].
Table 5.9 contains the quantities used, together with the beam normalisation factor
C, to calculate the differential cross section as a function of laboratory angle for the state
at 2963 keV. This angular distribution is shown in Figure 5.39.
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θlab,min θlab,max g ∆g Ndet ∆Ndet
160.5 167.5 0.355 0.022 311 14
157.5 165.0 0.437 0.011 426 27
155.5 163.0 0.391 0.012 432 26
153.5 160.5 0.437 0.020 534 36
152.0 158.5 0.472 0.007 637 33
149.5 157.0 0.468 0.005 603 35
148.0 154.5 0.459 0.009 552 29
Table 5.9: Table containing the key quantities used to calculate the angular distribu-
tion for the state at Ex = 2963 keV.
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Figure 5.39: Angular distribution for the state measured at Ex = 2963 keV alongside
the theoretical angular distribution corresponding to ` = 2 transfer, produced by the
TWOFNR reaction code.
Due to being weakly populated in the 19F(d,p)20F reaction, there was very little
evidence of counts arising from the excitation peak at 2963 keV at angles covered by
the Barrel detector, restricting the angular distribution to the range of angles covered
exclusively by the Hyball detector. However, the data from this limited angular range,
in which the experimental differential cross section remains approximately flat, show
there is very good agreement between the data and the theoretical angular distribution
corresponding to ` = 2 transfer of a neutron into the 0d 5
2
shell model orbital, as expected
for this state.
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θlab,min θlab,max g ∆g Ndet ∆Ndet
160.5 167.5 0.351 0.026 5319 319
157.5 165.0 0.434 0.015 6559 390
155.5 163.0 0.385 0.009 5101 305
153.5 160.5 0.441 0.027 6375 385
152.0 158.5 0.465 0.004 6506 388
149.5 157.0 0.468 0.009 5659 340
148.0 154.50 0.458 0.004 4247 257
120.0 125.0 0.021 0.001 76 24
115.0 120.0 0.018 0.002 106 36
Table 5.10: Table containing the key quantities used to calculate the angular distri-
bution for the state at Ex = 3488 keV.
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Figure 5.40: Angular distribution for the state measured at Ex = 3488 keV alongside
the theoretical angular distribution corresponding to ` = 0 transfer, produced by the
TWOFNR reaction code.
5.7.4.4 Ex = 3488 keV
The fourth angular distribution produced from the data was for the state measured
historically at an excitation energy of 3489±1 keV and measured at an excitation energy
of 3488± 3 keV in the present study. This Jpi = 1+ state has been observed to be one of
the strongest populated states in the 19F(d,p)20F reaction, via ` = 0 transfer of a neutron
into the 1s 1
2
shell model orbital [113].
Using the beam normalisation factor C in tandem with the quantities shown in Table
5.10, it was possible to calculate the differential cross section as a function of laboratory
angle for the state at 3488 keV. This angular distribution is shown in Figure 5.40.
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There is very good agreement between the experimental data and the theoretical
angular distribution curve denoting ` = 0 transfer to the 1s 1
2
shell model orbital, as
expected for this state. This is illustrated particularly well by the data in the range of
angles covered by the Hyball detector, which are observed to have a much more significant
reduction in intensity than the previous three angular distributions, all understood to be
` = 2 transfers, where the equivalent data points remaining generally flat. The data in
Barrel also support this observation, with the experimental data reflecting the increase
in counts expected in the Barrel region after the minimum in the theoretical curve at
θlab ≈ 130◦.
Of particular note is that this angular distribution contains only two data points in
the range of angles covered by the Barrel detector, rather than the first two angular
distributions which contain four. This is primarily due to the high electronics threshold
applied to the Barrel detectors during the experimental run-time, which had the effect
of cutting off the signal for increasingly large ranges of angles towards the edge of the
Barrel detector for increasing excitation energies. This effect has been minimised in future
studies using the same experimental set-up, after methods of ensuring the optimisation
of Barrel electronics channels was developed in the wake of the present study.
5.7.4.5 Ex = 6740 keV
The fifth angular distribution produced from the data was for the state measured
at an excitation energy of 6740 ± 35 keV. This state, along with a measurement of its
angular distribution, was not observed in the high excitation energy study by Mosley Jr
and Fortune [115] performed in the 1970’s, and was most recently measured by El-Bedewi
in 1956 [107]. As mentioned previously, a number of states around this excitation energy
were observed in that study, all of which were found to have a spin between 0 and 2 units
of angular momentum. Additionally, another similarity between those states measured
by El-Bedewi was that the shape of their angular distributions were all best described
as arising from ` = 1 transfer. However, it should be noted that, in this previous study,
the number of states and the values of their excitation energy in this energy region
were significantly different to that obtained in the present work. Furthermore, the work
by El-Bedewi had an enhanced level of background, due to reactions on contaminant
nuclear species in the experimental target, and used a more simplistic theoretical model
to ascertain the value of ` for the angular distributions. As such, given the significant
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θlab,min θlab,max g ∆g Ndet ∆Ndet
160.5 167.5 0.356 0.023 1810 72
157.5 165.0 0.439 0.007 2373 73
155.5 163.0 0.392 0.008 2278 70
153.5 160.5 0.438 0.021 2903 88
152.0 158.5 0.470 0.005 3246 83
149.5 157.0 0.468 0.005 3249 87
148.0 154.5 0.459 0.005 3332 83
115.0 120.0 0.020 0.002 182 74
110.0 115.0 0.017 0.002 122 37
Table 5.11: Table containing the key quantities used to calculate the angular distri-
bution for the state at Ex = 6740 keV.
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Figure 5.41: Angular distribution for the state measured at Ex = 6740 keV alongside
theoretical angular distributions corresponding to `-transfers between 1 and 3, produced
by the TWOFNR reaction code.
differences between the work by El-Bedewi and the present study, a more detailed analysis
is therefore warranted to better understand the nature of the strong excitation peak at
6740 keV.
Table 5.11 details the various quantities used to construct the angular distribution for
the highest excitation peak observed in the present work. This plot of the differential
cross section as a function of laboratory angle is shown in Figure 5.41.
The angular distribution for this state is compared with TWOFNR calculations for
transfer into three different shell-model orbitals: the 0d 3
2
, the 0f 7
2
, and the 1p 3
2
. The data
in the Barrel region tend to exclude transfer to the 0f 7
2
orbital as a possible result, but
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Figure 5.42: Plot of (2J + 1) · C2S as a function of excitation energy, illustrating
those states predicted (positive y) and observed (negative y) to be populated in the
19F(d,p)20F reaction up to an excitation energy of 6000 keV.The different colours rep-
resent states populated by the same `-transfer.
support either 1p 3
2
or 0d 3
2
transfer. In the following discussion, 0d 3
2
transfer becomes the
most preferred interpretation, based on both shell model predictions and the previously
mentioned γ-ray decay modes observed in coincidence with this excitation peak.
Shell model calculations of states in 20F have recently been performed [121] using the
nushellx code [128] with a variation of the WBP interaction [129] called WBC, in which
the shell gap between the sd and fp shells is reduced and the USDA interaction [130] is
used in the sd shell.
As an initial test of the predictive power of these shell-model calculations, the spec-
trum of states predicted to be significantly populated in the 19F(d,p)20F reaction were
compared with the experimental results from literature. Figure 5.42 shows the predicted
values of (2J + 1) ·C2S for states with various angular momentum transfers, a quantity
which is proportional to the expected reaction yield. Therefore, the results shown are a
good guide to the expected spectrum of populated states. Also included in Figure 5.42
are the experimental results from the studies performed by Fortune et al. [113], Fortune
and Betts [114], and Mosley Jr and Fortune [115], which extend up to ∼ 6000 keV.
It can be seen that there is very good agreement between theory and experiment as to
which states will be populated and their relative strengths. It also serves to indicate the
high level of selectivity of the (d,p) reaction mechanism. To illustrate this, the shell model
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Figure 5.43: Plot of (2J + 1) · C2S as a function of excitation energy, illustrating
those states predicted to be populated in the 19F(d,p)20F reaction at excitation energies
greater than 6000 keV. The different colours represent states populated by the same
`-transfer.
calculations indicate that there are a total of 53 states predicted to have an excitation
energy up to 6000 keV in 20F but only 16 states are predicted or have been measured
to have reaction strengths large enough to be included in Figure 5.42, defined as having
(2J + 1) · C2S > 0.1.
Based on the success of the predictions for excitation energies up to ∼ 6000 keV, the
shell model predictions for higher excitation energies can be used to help identify the
strongly populated peak in the experimental spectrum attributed to a state at 6740 keV.
These higher excitation energy predictions are shown in Figure 5.43. There is significant
spectroscopic strength predicted close to 6000 keV, as also shown in Figure 5.42 and
verified experimentally [115], with the next significant enhancement in spectroscopic
strength predicted near 6900 keV, which Figure 5.43 shows is clearly the dominant source
of spectroscopic strength in the excitation region between 6500 and 7000 keV. Closer
inspection of the nushellx calculations indicate that this state corresponds to the ninth
predicted Jpi = 2+ state in 20F, predicted to lie at 6899 keV and corresponding to ` = 2
transfer to the 0d 3
2
shell model orbital. This implies that the nuclear structure of this
state can be understood as three nucleons predominantly occupying the 0d 5
2
orbital in the
19F ground state, coupled to a total spin of 12
+
, which then couple to the 0d 3
2
transferred
neutron to form a 2+ state.
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Ex [keV] C
2S ∆C2S
658 0.139 0.005
2048 0.187 0.007
2963 0.015 0.001
3488 0.195 0.008
6740 0.129 0.005
Table 5.12: Spectroscopic factors, and associated errors, obtained from the five angular
distributions produced from the 19F(d,p)20F study.
In conclusion, the shell model calculations performed as part of the present work are
in good agreement with the state observed at an excitation energy of 6740 keV being the
result of ` = 2 transfer of a neutron to the 0d 3
2
shell model orbital. This conclusion is
further reinforced by how well the experimental data points match the TWOFNR curve
associated with transfer to the 0d 3
2
orbital, as shown in Figure 5.41, as well as the analysis
of the coincident γ-rays from this excitation peak, as the observed preferred modes of
decay are entirely consistent with this state having Jpi = 2+.
5.8 Spectroscopic factors
In addition to providing insight about the `-transfer required to populate them, the
construction of the angular distributions shown in Figures 5.37 to 5.41 allowed the spec-
troscopic factors associated with the relevant state to be obtained. The spectroscopic
factor, defined in Equation 2.46, is a dimensionless quantity describing how well a particu-
lar state can be described as a single-particle state. In the present work, the spectroscopic
factors for each angular distribution represents the numerical factor which the output of
the TWOFNR reaction code was multiplied by to best fit the experimental data points.
The spectroscopic factors obtained for each of the angular distributions shown in Figures
5.37 to 5.41 are detailed in Table 5.12.
These quantities were also measured, for the four excitation states in Table 5.12 below
4 MeV, in the study by Fortune et al. [113], which the values obtained in the present
study could then be compared to. By doing so, it was found that the spectroscopic factor
values obtained in the present work were consistently lower by a factor of 2-3 relative
to the equivalent values from Reference [113]. This implied that the experimental cross
sections obtained in the present work were systematically lower than expected, and that
the extracted spectroscopic factors needed to be multiplied by some scaling factor.
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Equation 5.24 shows that the need for this scaling factor likely originates from either
the solid angle, dΩ, assumed for each point in the angular distribution or the beam nor-
malisation factor, C, being larger than has been calculated. However, the geometry of
the Hyball detector is such that the size or distribution of the beam intensity across the
target will not significantly change the effective solid angle for each part of the detector.
The Barrel detector is far more liable to being affected by changes in the effective solid
angle caused by an atypical beam shape or distribution of the beam intensity, but the
relatively good agreement between both the Hyball and Barrel data relative to the the-
oretical angular distribution curves implies that the discrepancy affects the Hyball and
Barrel points equally, which would not be the case if the solid angle caused the need for
a scaling factor. These considerations provide evidence that the likely origin of a scaling
factor is due to the value of the beam normalisation factor, which will have a far greater
dependence on the unknown distribution of beam intensity at the target position. Addi-
tionally, Equation 5.25 implies that if the value of C is too large then it is possibly due
to the value of Ndet extracted during the beam normalisation process being too large as
well. This scenario is highly likely, given that it was impossible to distinguish between
punch-through and non-punch-through events within the same energy slices shown in
Figure 5.32 due to the poor detector resolution. Therefore the value of Ndet is almost
certainly artificially inflated due to counting unwanted punch-through events, leading to
the value of C being too large and thus the values of the experimental cross section and
spectroscopic factors being too small relative to what was expected.
In the present work the focussing of the incoming beam was still poorly understood,
resulting in an incoming beam which was likely to have both an atypical size and shape by
the time it reached the experimental target. Additionally, the beam was not focused at
the target position, but at a beam monitoring station situated 70.6 cm upstream, resulting
in the beam diverging as it impinged upon the experimental target. Furthermore, the
experimental data displayed a strange behaviour whereby the (d,p) data collected in one
of the eight detectors comprising the Barrel showed significantly better resolution than
any of the others. This suggests that the distribution of intensity across the defocused
beam spot was more likely concentrated in one part of the target, situated further away
in space from the detector with the enhanced resolution. The size of the beam spot
was estimated as σx = σy = 2.5 mm in the simulations used to calculate the geometric
efficiency as a function of angle, with a Gaussian distribution, but neither the size nor
the spatial distribution of the beam spot was properly known. It is therefore highly
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Ex [keV] Fortune C
2S Fortune ∆C2S Scaled C2S Scaled ∆C2S
658 0.370 0.185 0.370 0.186
2048 0.464 0.232 0.497 0.250
2963 0.051 0.026 0.041 0.020
3488 0.400 0.200 0.519 0.261
6740 n/a n/a 0.160 0.081
Table 5.13: Spectroscopic factors, and associated errors, from the study by Fortune
et al. [113] and scaled spectroscopic factors from the present work. The scaling factor
used was such that the spectroscopic factors for the state at 658 keV were the same in
both studies.
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Figure 5.44: Plot of spectroscopic factors obtained from the angular distributions in
the present study as a function of energy. The results from the present study are shown
both unscaled and scaled such that the spectroscopic factor for the state at 658 keV is
equal to the equivalent quantity in Reference [113].
likely that the beam size and profile were the primary factors reducing the quality of
the experimental data as a whole. However, this was not investigated in any more detail
as steps were taken in subsequent experiments using the same experimental set-up to
ensure that the beam can be focused at the target position, eliminating this problem in
all future work.
Subsequently, in order to check the consistency between the spectroscopic factors
obtained in the present study and those found in Reference [113], the values in Table
5.12 were all multiplied by a numerical factor, equal to 2.65 ± 1.33, which ensured that
the spectroscopic factors for the first excited state in both cases were equal. These values,
along with the equivalent values from Reference [113], can be found in Table 5.13.
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Figure 5.44 shows the spectroscopic factors from the study by Fortune et al. [113]
alongside both the scaled and unscaled spectroscopic factors obtained in the present work.
There is generally very good agreement between the scaled spectroscopic values and those
found by the work of Fortune et al., discounting the lowest excited state which has perfect
agreement by construction. The large errors on the scaling factor and on the scaled data
points in Figure 5.44 are the result of the absolute spectroscopic factors given by Fortune
et al. being found to vary by up to 50% depending on the choice of deuteron optical-
model potential used in the DWBA analysis in that work [113]. Although the error bars
on the unscaled data points in Figure 5.44 are almost certainly an underestimate as to
the true error on the spectroscopic factors, as they reflect only the error in the fit between
the experimental data and the theoretical angular distributions and not any systematic
uncertainties related with production of the AWBA curves, it is likely that the errors
on the scaled data points are an overestimate of the true error, resulting from scaling to
another value which itself has an appreciable associated error.
5.8.1 Relation to proton spectroscopic factors from 19Ne(p,γ)20Na
Another conclusion that could be drawn from the present study of the 19F(d,p)20F
reaction relates to an indirect measurement of the astrophysical state of interest in the
19Ne(p,γ)20Na reaction. This is because 20F and 20Na are mirror nuclei and thus, as men-
tioned previously, the neutron spectroscopic factors obtained for states in the 19F(d,p)20F
reaction are theoretically identical to the proton spectroscopic factors that would be ob-
tained for mirror analogue states populated in the 19Ne(p,γ)20Na reaction. Of relevance
to the present work, the mirror analogue state of the Jpi = 3+ astrophysical state of in-
terest in the 19Ne + p system, which has a resonance energy of 456 keV and is discussed
extensively in the previous chapter, is the Jpi = 3+ state measured at an excitation energy
of 2963 keV in the present study.
The measurement of the neutron spectroscopic factor for the 2963 keV state allowed
the associated proton width for the astrophysical resonance in the 19Ne(p,γ)20Na reaction
to be calculated using Equations 2.41, on the assumption that the proton spectroscopic
factor is identical. The result of this calculation could then be compared with the proton
width associated with the astrophysical state of interest, measured in the most recent
indirect study of the 19Ne(p,γ)20Na reaction performed by Belarge et al. [96].
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This calculation required the single-particle width, defined in Equation 2.42, to be
calculated for the state of astrophysical interest, which was performed using a numerical
code based on the techniques developed by Barnett et al. [131] and the analytical for-
malism discussed by Clayton [132]. Consequently, it was found that the single-particle
width of the astrophysical state of interest in the 19Ne(p,γ)20Na reaction, populated by
` = 2 transfer, was equal to ∼ 44 eV.
Multiplying this single-particle width by the scaled spectroscopic factor obtained for
the 2963 keV state, given in Table 5.13, resulted in a proton width Γp = 1804±907 meV.
In comparison, the equivalent quantity found in the study by Belarge et al. was found
to be 615± 62(stat.)± 259(sys.) meV. This means that the result from the present work
is only just consistent with the result from the Belarge et al. study, within the relatively
large errors on both results. It is possible to use the result from the Belarge et al. study to
calculate the expected neutron spectroscopic factor measured in the 19F(d,p)20F reaction
study, which was found to be 0.014±0.007. This value is significantly smaller than either
of the spectroscopic values found for the 2963 keV state in Table 5.13. Therefore, the
conclusions that can be drawn from these calculations are that either the spectroscopic
factors of the mirror states populated in the 19F(d,p)20F and 19Ne(p,γ)20Na reactions
differ significantly from being identical or, more reasonably, that the value of the single-
particle width used in these calculations has a significant error associated with it, which
remains currently unknown.
Nevertheless, the fact that these calculations are still consistent with each other in-
dicates that indirect reaction studies, such as using the 19F(d,p)20F reaction to make a
measurement of the 19Ne(p,γ)20Na reaction, remain a legitimate method of determining
a first approximation of spectroscopic factors used to infer the properties of resonances
in proton rich systems, the direct measurement of which may be beyond the realms of
present technological capabilities.
Chapter 6
Conclusion
The present work has focused on determining the nature of a key resonant state of
astrophysical interest in the 19Ne(p,γ)20Na reaction, currently thought to dominate the
stellar reaction rate at ONe novae and X-ray burst temperatures. The resonant state of
interest was studied via both direct and indirect means, allowing key properties of this
state to be measured for the first time.
The 19Ne(p,γ)20Na reaction was studied directly using the DRAGON recoil separator
at TRIUMF National Laboratory. This represented the third such reaction study and
investigated an energy region ∼ 10 keV higher than the previous two direct measure-
ments, which had both been unable to measure a detectable signal from the resonance of
interest. This was in response to updated measurements of the proton emission threshold
in 20Na, which implied the resonance energy was slightly higher than had previously been
thought.
The data for this measurement was collected by impinging a beam of 19Ne on a
windowless hydrogen gas target, maintained at an average pressure of 4.98 Torr, for ∼ 89
hours. The incoming centre-of-mass beam energy was measured to be 486.33 keV/u,
corresponding to an equivalent resonance energy in the 19Ne + p system of 465.53 keV,
and the beam left the target at a measured energy of 467.84 keV/u, corresponding to
an equivalent resonance energy of 447.83 keV. At this bombarding energy and target
thickness the proposed Jpi = 3+ resonant state was populated at approximately the
centre of the gas target. The resultant 20Na heavy recoil ions were transported along the
recoil separator, where they were stopped and detected in an ionisation chamber, whilst
the associated radiative capture γ-rays were detected in an array of BGO detectors
surrounding the target position.
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A total of eight 20Na recoils were detected during the experiment, identified using
a combination of timing, ionisation chamber energy loss and γ-ray energy information.
Other important quantities used to arrive at the final result were the incoming beam rate,
which was quantified for the first time using a beam monitoring detector due to a technical
fault, and the overall recoil detection efficiency, which was found to be significantly lower
than usual due to additional technical issues with DRAGON’s end detectors. Typically,
these three quantities would be used to calculate the resonance strength, in conjunction
with an independent measurement of the resonance energy determined from the spatial
distribution of radiative capture γ-rays in the BGO array. However, this was not possible
in the present work, as lack of statistics made an accurate measurement of the resonance
energy extremely difficult. Therefore, an alternative approach was employed to calculate
the resonance strength and energy simultaneously, using a negative log-likelihood statis-
tical analysis. This was the first time this technique had been used with a low-statistics
dataset measuring a resonance in the centre of the gas target. The resonance properties,
as deduced by the negative log-likelihood, were ER = 456
+5
−2(stat.) ± 1(sys.) keV and
ωγ = 17+7−5(stat.)± 3(sys.) meV, at the 68% confidence level.
The results of this study help to bring almost three decades of experimental study
of the 19Ne(p,γ)20Na reaction into agreement. Additionally, these results imply that
the 19Ne(p,γ)20Na stellar reaction rate is significantly lower than predicted from the
results of the most recent indirect experimental study over ONe novae and X-ray burst
temperatures. However, the reaction rate is a factor of ∼ 200 higher than that adopted
in a relatively recent novae nucleosynthesis sensitivity study [16], which perhaps helps to
explain the relative scarcity of lines from 19F in astronomical spectra of novae ejecta.
The 19F(d,p)20F reaction was studied in inverse kinematics using the TIARA array
in conjunction with the MDM-2 magnetic spectrometer, Oxford focal plane detector and
four HPGe clover detectors at Texas A&M University. Primarily chosen to commission
this new experimental set-up at Texas A&M Univeristy’s Cyclotron Institute, due to the
long and extensive history of experimental study of the 19F(d,p)20F reaction, this study
also allowed an indirect measurement of the key resonance of astrophysical interest, by
investigating its mirror analogue state in 20F.
The data for this measurement, the first of a new experimental campaign, was collected
by having a beam of ∼10 A·MeV 19F particles impinged upon a ∼ 200 µg/cm2 CD2
target for ∼ 89.5 hours. The protons emitted by the 19F(d,p)20F reaction were detected
in TIARA’s silicon detectors, whilst the heavy 20F ejectile particles were magnetically
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analysed in the MDM-2 before being stopped and detected in the Oxford detector. The
coincident γ-rays emitted during the de-excitation of excited states in 20F were measured
in the HPGe clovers surrounding the target position. Given the present work populated
states in excess of 6 MeV of excitation, this makes the present work the highest energy
particle-γ coincidence dataset that exists for the 19F(d,p)20F reaction.
Using data from the silicon detectors and the HPGe clovers in tandem allowed a de-
cay scheme of excitation states populated in the 19F(d,p)20F reaction to be constructed,
which included the some of the first coincident decay measurements for the state mea-
sured at 4319 ± 6 keV. Additionally, it was possible to calculate the branching ratios
associated with the decay of the second excited state in 20F, which were found to be
entirely consistent with the literature, and acted as a proof-of-principle that similar cal-
culations could be made using the same experimental set-up in future studies. Angular
distributions were constructed for five excitation states, which were fit with theoretical
angular distributions obtained from ADWA calculations to produce neutron spectroscopic
factors. The required angular momentum transfers as implied by the shape of the angular
distributions in the present work showed very good agreement with the same quantities
found in historical studies of the same angular distributions. A state populated in the
present work, ascertained to be at an excitation energy of 6740 keV, was analysed more
intensively due to this excitation region not being probed significantly since the 1950s.
By considering both the observed γ-decay modes of this excitation state and shell-model
calculations it was found that the state likely corresponds to the ninth 2+ state in 20F,
consistent with being populated in ` = 2 transfer of a neutron into the 0d 3
2
shell-model
orbital.
However, there were some notable issues with the data collected in this study, with
the two most significant being poorly optimised electronics, leading to high thresholds
in the Barrel detector, and an atypically sized beam with an unknown distribution of
intensity being focused a significant distance upstream of the target position. The latter
of these issues resulted in the neutron spectroscopic factors obtained in this study being
consistently lower than measured historically. Despite this, there was shown to be good
agreement between the present study and the results of the main comparative historical
study, which had superior energy resolution, when the spectroscopic factors obtained in
the present work were scaled by a constant numerical factor.
The calculation of the neutron spectroscopic factor associated with the state at 2963
keV in 20F, found to be 0.041 ± 0.020, allowed an indirect measurement of the proton
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width of the resonant state measured at the DRAGON recoil separator earlier in this
work, due to both states being mirror analogue states. It was found that the proton
width calculated from the neutron spectroscopic factor in the present work was consistent,
within appreciable error bars, with the proton width calculated in the most recent indirect
study of the 19Ne(p,γ)20Na reaction. However, it should be noted that the agreement
between the two results was limited by the likely presence of an unknown error in the
calculation of the single-particle width associated with the resonance of interest in the
19Ne + p system.
Given the present work’s success in commissioning the TIARA array coupled to the
MDM-2 spectrometer, Oxford focal plane detector and an array of HPGe clover detectors,
and the development of various techniques and processes used in the analysis of data
collected from them, it is possible to confidently move forward onto measurements of
greater scientific merit. This detection system is ideally placed to be at the forefront of a
new campaign of transfer reaction studies using radioactive ion beams, the development
of which is a priority for the Cyclotron Institute. One such example study would be
of the 30P(d,p)31P reaction, which would provide the basis of an indirect study of the
astrophysical 30P(p,γ)31S reaction.
In this regard, the TIARA array, and the many other detectors which are able to
make indirect measurements of reactions of astrophysical interest will continue to play
an important role in nuclear astrophysics research, given their ability to make measurable
what currently is not possible via more direct methods.
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