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Abstract
The challenge of object categorization in images
is largely due to arbitrary translations and scales
of the foreground objects. To attack this diffi-
culty, we propose a new approach called collab-
orative receptive field learning to extract specific
receptive fields (RF’s) or regions from multiple
images, and the selected RF’s are supposed to
focus on the foreground objects of a common
category. To this end, we solve the problem by
maximizing a submodular function over a simi-
larity graph constructed by a pool of RF candi-
dates. However, measuring pairwise distance of
RF’s for building the similarity graph is a non-
trivial problem. Hence, we introduce a similar-
ity metric called pyramid-error distance (PED)
to measure their pairwise distances through sum-
ming up pyramid-like matching errors over a set
of low-level features. Besides, in consistent with
the proposed PED, we construct a simple non-
parametric classifier for classification. Experi-
mental results show that our method effectively
discovers the foreground objects in images, and
improves classification performance.
1. Introduction
It is widely known that the difficulty in automatic ob-
ject categorization from images is largely due to the arbi-
trary translations and scales of the foreground objects. To
solve the problem, researchers have designed robust im-
age features like SIFT (Lowe, 2004) and HoG (Dalal &
Triggs, 2005) for image representation, reliable image (re-
gion) matching techniques such as image alignment (Kim
& Xing, 2013) and detection (Russakovsky et al., 2012),
The work is done when Shu Kong is jointly with HKUST and
Noah’s Ark Lab of Huawei Co. Ltd.
and sophisticated classifiers (Duchenne et al., 2011).
Good image representation first concerns robust features.
Current feature learning methods propose to learn mid-
level features hierarchically built over low-level ones,
which are also preferably learned adaptively rather than
the hand-crafted ones (Girshick et al., 2013), e.g. SIFT
and HoG. Then, various representation learning meth-
ods are proposed, such as spatial pyramid (Lazebnik
et al., 2006) and multiple layers of pooling and downsam-
pling (Krizhevsky et al., 2012). These representations can
roughly preserve the salient object structures, thus they
enhance the discriminativeness of image representations.
With the adaptively learned features and discriminative rep-
resentations, the classification performance is improved ac-
cordingly. But as these methods cannot effectively handle
large translations and scales of the objects, the accuracy
gains are still limited.
There are some approaches attempting to localize the
foreground objects for better encoding images, such as
saliency detection (van de Sande et al., 2011; Fu et al.,
2013), segmentation (Chang et al., 2011) and object de-
tection (Nguyen et al., 2009; Russakovsky et al., 2012).
Essentially, these methods can be cast as the so-called re-
ceptive field learning as they intend to find the most de-
sirable image regions (receptive fields) for particular tasks.
For example, Jia et al. try to solve this problem by opti-
mizing spatial pyramid matching (SPM) in building mid-
level features (2012). Their method selectively combines
pooled features in predefined image regions to improve the
discriminability of overall image representations. How-
ever, Their method using mid-level features learns the same
combination patterns for all images of different categories,
thus it still fails in handling prominent translations and
scales in individual images.
To effectively handle arbitrary scales and translations of ob-
jects, we propose a new framework called collaborative
receptive fields learning (coRFL), which intends to dis-
cover specific receptive fields (RF’s) or image regions that
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mainly cover the foreground objects from the same cate-
gory. coRFL merely requires weak labels (Russakovsky
et al., 2012); that is to say, there is no exact object loca-
tion information but the category-level label for each im-
age. Moreover, coRFL learns to find these RF’s collabo-
ratively among multiple images from a common category,
thus leading to reciprocal accuracies for discovering their
common object. Note that some definitions of receptive
field in neural science are different to ours (Olshausen et al.,
1996), but we keep using this term to highlight the mean-
ing that RF’s in images received by the computer should
capture the most distinct foreground object. We model
coRFL as selecting specific vertices from a graph, which is
constructed by pairwise similarities of RF candidates from
these images. Borrowing some vision-based priors, we for-
malize the problem as a submodular function, with which
a simple greedy method suffices to produce performance-
guaranteed solutions.
However, in building the graph, finding the right metric
of pairwise distance between RF’s with varying sizes is a
nontrivial problem. One intuitive way to represent the RF
is to use the mid-level feature concatenated by multi-layer
pooled vectors (Yang et al., 2009) with the same length.
But these features usually have thousands of dimensions,
and will lose distinct information due to its vector quanti-
zation or sparse coding (Domingos, 2012; Boiman et al.,
2008). For this reason, we introduce Pyramid-Error Dis-
tance (PED), a nonparametric method to measure the dis-
tance of image regions over sets of low-level SIFT features.
We perform coRFL in training images of each category to
purify the training set by only preserving RF’s that cap-
ture the meaningful foreground objects. With the proposed
PED, we design a nonparametric classifier to match qeury
images with the purified training set. Through experi-
ments over both synthetic data and benchmark databases,
we show the effectiveness of our proposed framework.
Contributions and Paper Organization: We first review
essential preliminaries in Section 2. Then we elaborate our
framework of coRFL in Section 3, the metric of Pyramid-
Error Distance (PED) in Section 4, and our designed non-
parametric classifier in Section 5, respectively. We evaluate
our framework with experiments in Section 6, before con-
cluding in Section 7.
2. Related Work
There are three keywords in our framework, receptive field
learning, submodular function and similarity metric.
Receptive Field Learning: Multiple problems in com-
puter vision can be seen as receptive field learning to aid
image understanding. For example, saliency detection aims
to discover regions that capture human attention in the im-
ages with perceptual biases; the result of detected salient
regions anticipate better image matching by only consider-
ing these salient regions (Fu et al., 2013). Besides, image
segmentation aim to simplify or change the representation
of an image into something that is more meaningful and
easier to analyze (Shi & Malik, 2000). Requiring the local-
ization information, van de Sande et al. use salient regions
through multi-scale segmentation with multiple cues to de-
tect the object of interest (2011). Moreover, by consider-
ing object translations and scales, Russakovsky et al. pro-
pose object-centric spatial pooling (OCP) approach (2012),
which first infers the location of the objects and then uses
their locations to pool foreground and background regions
separately to form the mid-level features. OCP learns the
object detectors with the weak labels, i.e. there is no ex-
act object location information in images. This is the same
condition in our work.
In particular, Jia et al. explicitly work on receptive field
learning through learning to selectively combine pooled
vectors over 100 predefined grids (2012), as demonstrated
by Fig. 1 (b). But their method learns the same combination
pattern across all images from different categories. There-
fore, when facing notable translation and scale changes of
foreground objects, it cannot be guaranteed to achieve im-
proved performance. Moreover, Duchenne et al. introduce
a graph-matching kernel (GMK) to address object defor-
mations between every pair of images (2011). However,
the kernel requires more time to calibrate images for large-
scale datasets, and also fails in calibrating images with ex-
tremely cluttered backgrounds
Submodular Function: The natural and wide applicabil-
ity of submodular function makes it receiving more atten-
tion in recent years (Iyer et al., 2013). Let V be a finite
ground set. A set function F : 2V → R is submodular if
F(A ∪ a) − F(A) ≥ F(A ∪ {a, b}) − F(A ∪ b), for all
A ⊆ V and a, b ∈ A¯. Here, A¯ = V/A is the complement of
A. The property is referred to as diminishing return prop-
erty, stating that adding an element to a smaller set helps
more than adding it to a larger one. As for other proper-
ties of submodularity, please refer to (Iyer et al., 2013) and
references therein.
Similarity Metric: The similarity measurement of image
regions is still an open problem. Recently, the combina-
tion of mid-level features and SVM classifier generally pro-
duce promising results (Lee et al., 2009; Boureau et al.,
2010; Zeiler et al., 2011). The mid-level features are usu-
ally generated by concatenating multi-layer (pooled) fea-
tures within spatial pyramid pattern as demonstrated in
Fig. 1 (a) (Lazebnik et al., 2006; Yang et al., 2009; Coates
& Ng, 2011), or learned through the convolutional neural
networks (CNN) (Krizhevsky et al., 2012; Girshick et al.,
2013). However, pairwise similarity between mid-level
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Figure 1. Comparisons of receptive field (RF) candidates: (a)
spatial pyramid grids (Yang et al., 2009); (b) RF’s for selective
combination (Jia et al., 2012); (c) RF candidates in our method.
features cannot be reliably measured by their Euclidean
distance, due to both their high dimension and the vector
quantization or sparse coding stage in extracting mid-level
features (Boiman et al., 2008; Domingos, 2012). Among
these methods, the Euclidean distance over low-level SIFT
descriptors (Boiman et al., 2008) motivates our proposed
metric.
3. Collaborative Receptive Field Learning
In this section, we present the proposed framework of col-
laborative receptive field learning (coRFL) in detail. With
the weak labels and fed multiple images of a common cate-
gory, coRFL collaboratively extracts specific receptive field
(RF’s) that capture the common foreground objects. Solv-
ing the problem is the core in our proposed framework, be-
cause we perform coRFL over training images in each cate-
gory to purify the training set for matching queries, and the
resultant images only preserve the most meaningful fore-
ground objects. We first demonstrate how to extract RF
candidates, and then present some vision-based priors be-
fore the formalism of coRFL.
3.1. Extracting Receptive Field Candidates
Suppose there are N images available from a specific cate-
gory, without loss of generality, we predefine m templates
to extract RF candidates in images. In this work, we de-
fine m = 256 candidates as shown in Fig. 1 (c), leading
to M = mN candidates in total for these N images. In
contrast to the approach that defines 100 grids (Jia et al.,
2012), our overlapping grids can capture the foreground
objects more reliably and correctly, thus preventing the
computation from covering only object parts or too many
image backgrounds. Now, we solve coRFL by selecting
the most desirable image regions or receptive fields (de-
noted by RF+) that capture the common and distinct ob-
jects from these images. In particular, we can specify the
number of selected RF+’s as K. Then, the crucial point
is to sketch a mechanism to find the most desirable RF+’s
that are distinct from the negative ones (denoted by RF−
that mainly covers the cluttered background).
It is worth noting the difference between our RF candidates
and the pooled features of image grids (Lazebnik et al.,
2006). Specifically, our method finds the most desired RF’s
that capture the foreground objects from predefined grids;
and these selected RF’s form the training set used for clas-
sification. In contrast, SPM-based methods (selectively)
concatenate the pooled vectors for the final representation
of the overall image, such as in (Yang et al., 2009; Jia et al.,
2012). As a result, only our method explicitly considers
object scale and translation in individual images.
In addition, Girshick et al. propose to extract region pro-
posals (with different sizes) in images for object detec-
tion (2013). These region proposals can also be seen as RF
candidates, but they are required to be warped with bru-
tal force into a fixed size, so that they can be fed into a
CNN (Krizhevsky et al., 2012). Different from these meth-
ods, this transformation may destroy information related to
object appearance and shape. In contrast, our method pre-
serves such valuable information by allowing various sizes
of the RF’s.
3.2. Inter- and Intra-Image Prior
Inspired by the area of saliency detection, we assume that
the RF+ capturing the object is more salient than others
(RF−’s), which mainly cover the background or object
parts. In other words, there should be a large contrast be-
tween RF+ and RF−, both from the image itself and other
images. We call intra- and inter-image prior, respectively.
Therefore, an oracle should find (a few) RF+’s which have
small similarities with (most) RF−’s, i.e. pairwise similar-
ities between selected RF+ and RF− should be small.
Besides, as multiple images are given from a common cat-
egory, we can say each image has at least one RF+ that
makes them correlated semantically by capturing the com-
mon objects. Based on this repeatedness principle, inter-
image relationship can be exploited by considering similar-
ities betweenRF+’s from different images should be large.
Moreover, pairwise similarities between RF−’s should be
small, since RF−’s mainly capture cluttered background
which can be seen as noises.
To model the priors, we build a graph S ∈ RM×M to record
the similarities between each pair of RF candidates. The
larger element, say sij in S, means that receptive fields i
and j are more similar to each other. As the measurement
is a nontrivial problem over RF’s, we continue to elabo-
rate coRFL and put graph construction in Section 4. Now,
an oracle will find a set of vertices as the RF+’s indexed
by A, such that the sum of similarities within RF+’s is
a maxima. Meanwhile, the summed similarity between
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RF+’s and RF−’s indexed by the complement A¯, as well
as summed similarity within RF−’s, is a minima.
We define the following operation over matrix S with two
sets A and B indexing rows and columns, respectively:
SA,B = [sij ] ∈ R|A|×|B|, ∀i ∈ A, j ∈ B. (1)
Note that SA,B = STB,A as we require the symmetric ma-
trix S to specify an undirected graph. Moreover, over
SA,B ∈ R|A|×|B|, we define a function h(SA,B) for the
sum of pairwise similarities between A and B as:
h(SA,B) =
{∑
i∈A
∑
j∈B cij , A 6= ∅ and B 6= ∅,
0, otherwise.
(2)
Therefore, we can say the RF+’s indexed by A should si-
multaneously lead to a maxima of h(SA,A), a minima of
h(SA,A¯) and h(SA¯,A¯). By unifying all these terms, an ora-
cle should findA that leads to the maxima of the following:
H(A) = log
(
µ+ h(SA,A)− αh(SA,A¯)− βh(SA¯,A¯)
)
, (3)
in which µ is a constant scalar1 that is sufficient large to
ensure µ+ h(SA,A)− αh(SA,A¯)− βh(SA¯,A¯) is positive;
and positive parameters α and β jointly control relative im-
portance of the terms. The log operation in Eq. 3 is used to
ensure the following submodular property2:
Proposition 1 There exist proper α and β that make the
proposed function H(A) in Eq. 3: 2V → R a monotoni-
cally increasing and submodular function.
Especially, we have:
Lemma 1 For any τ ∈ R∗, H(A) in Eq. 3 is a mono-
tonically increasing and submodular function by setting
α = τ − 1 and β = τ .
Following Lemma 1, we set τ > 1 and require β = τ and
α = τ − 1 to benefit from the desirable submodularity and
monotonicity ofH(A), and to model the principles in find-
ing RF+’s. Hereafter, we rewrite as Hτ (A) to explicitly
highlight the sole parameter τ .
3.3. Balance Penalty
Since the common weak labels enable images from one cat-
egory to be correlated to each other, it is reasonable for each
image to contribute oneRF+ by itself. Thus, we should ex-
tract at least one RF+ from each training image. A benefit
1Generally, we set µ = 1 + τh(SV,V), where τ is defined as
in Lemma 1.
2All proofs to propositions and lemmas are presented in the
supplementary material.
of this balance is the preservation of intra-class variability,
which helps alleviate the overfitting problem.
We call this balance principle, i.e. the number of RF+ in
each image should be balanced. Specifically, let Aj index
theRF+’s from the jth image, andA = ∪Nj=1Aj indices all
the positive RF+’s. We add a penalty term to our objective
function as below to balance the number of RF+’s in the
images:
G(A) =
N∑
j=1
log(|Aj |+ 1),
s.t. ∪Nj=1Aj = A,Ai ∩Aj = ∅,∀i 6= j,
(4)
where |Aj | means the cardinality of index set Aj . Particu-
larly, we have |∅| = 0. To understand the functionality of
Eq. 4, please consider the following proposition:
Proposition 2 With the function defined as below over vec-
tor x = [x1, . . . , xN ] < 0:
g(x) =
∑N
j=1 log(xj + 1),
if xc ≤ xi,∀i 6= c, then g(xc + 1|x) ≥ g(xi + 1|x). where
g(xi + 1|x) =
∑
j 6=i log(xj + 1) + log(xi + 1 + 1).
This property demonstrates that adding smaller elements
achieves greater reward. In particular, over the graph de-
fined by S, the vertices (RF’s) are preferred to be selected
from images one after another. As a result, balancing the
number of elements can be achieved.
Furthermore, we have the following proposition:
Proposition 3 The function G(A) in Eq. 4: 2V → R is a
monotonically increasing and submodular function.
3.4. Center-Bias Principle
Inspired by the saliency detection, we exploit center-bias
principle (Tatler, 2007) to mildly constrain the RF+ w.r.t
its location in the image. Specifically, an RF+ appears
around the center of the image with high probability.
Our mild center-bias constraint means that, searching for
RF+’s should focus more around the image center, but still
allows to capture the most desired RF+ locating near the
image margin with high fidelity.
Intuitively, center bias can be modeled through the position
of RF’s. Let θ ∈ RM denote the distances3 of all the RF’s
to the image center, specifying center-bias constraint for
each of the M RF candidates. One intuitive example is to
constrain that ‖θA‖1 to be small, where θA means a sub-
vector comprising of elements indexed by A. We specify
3Here the distance does not necessarily mean the Euclidean
distance. For proper constraint, Euclidean distance with a Gaus-
sian kernel is preferred in our work.
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‖qA‖1 = 0 for A = ∅. Alternatively, if we store the recip-
rocal of center distances in q = [qk] = [ 1θk ], k = 1, . . . ,M ,
then we need to constrain that A leads to a relatively larger
‖qA‖1, maximizing which pushes our mechanism to focus
on RF’s around the images’ centers.
3.5. Objective Function
With the proposed inter- and intra-image prior, the balance
penalty G(A), and the mild center-bias penalty, we turn to
maximize the following objective function to find RF+’s
indexed by A:
A = argmax
A∈I
{F(A) ≡ Hτ (A) + λ1G(A) + λ2‖qA‖1}
s.t. |A| ≤ K,
(5)
where λ1 and λ2 are the parameters to control inter- and
intra-image prior term, the balance penalty term and center
prior term, respectively. With the proposition as below, we
can see that exactly K receptive fields are extracted.
Proposition 4 The function F(A) in Eq. 5: 2V → R is
a monotonically increasing and submodular function, and
induces a uniform matroid M = (V, I), where V is the
point set, and I is the collection of subsets A ⊆ V .
Submodularity described by the above proposition indi-
cates that a simple greedy algorithm suffices to produce
performance-guaranteed solutions with a theoretical ap-
proximation (1 − 1/e) (Nemhauser et al., 1978). The
greedy search requires |V −A| evaluations for the marginal
gains before adding a new element into A at each itera-
tion. To speed up the optimization process, we use the lazy
greedy (Leskovec et al., 2007) by constructing a heap struc-
ture over marginal gains of each element. Even through the
addition of any element into A impacts the gains of the re-
maining ones, we can merely update the gain of the top ele-
ment in the heap, instead of recomputing the gains for every
remaining element. The key idea is that the gain for each
element can never increase due to the diminishing return
property of submodular function, which can be illustrated
by the naive search method in Fig. 3. Moreover, the recom-
putation of gain for the top element in the heap is not much
smaller in many cases, hence the top element will stay the
top element even after the update.
The worst case is to update the gain for each element
and then re-establish the heap after the addition of any
elements to A, leading to the complexity O(|V| log |V|)
for rebuilding the heap, and the overall complexity
O(|V|2 log |V|) (Cormen et al., 2009) of the optimization.
But in practice, the lazy algorithm only requires a few up-
dates in the heap at each iteration. Hence, the complexity
of the optimization is effectively O(|V| log |V|).
Figure 2. Illustration of Pyramid-Error Distance (PED). The first
row presents the original images, and their corresponding RF’s
are learned by our algorithm in the second row. The third row
shows the pairwise PED. PED encourages the similarity between
RF’s from the same class is larger than that from different classes.
4. Similarity Graph Construction via
Pyramid-Error Distance
In this section, we investigate how to measure the pairwise
similarity of RF’s in constructing the graph. As the RF’s
are essentially image regions with varying sizes, measur-
ing them is a nontrivial problem. One intuitive idea is to
borrow the mid-level pooled features (Jia et al., 2012) to
represent each RF candidates, as the pooling process gen-
erates feature vectors with fixed length. But it will produce
disastrous results due to both high dimensionality and vec-
tor quantization or sparse coding. Therefore, we introduce
a new metric called Pyramid-Error Distance (PED).
4.1. Pyramid-Error Distance
We split each RF candidate into pre-defined grids at multi-
ple levels. For instance, we use three partition scale 2× 2,
3 × 3 and 4 × 4, leading to L = 29 grids in total. Please
note that the pyramid partitions is done in each single RF,
instead of the overall image. This is totally different from
SPM-based methods (Lazebnik et al., 2006; Boureau et al.,
2010; Jia et al., 2012) that concatenate the pooled vectors
of all grids to represent the whole.
Throughout our work, we extracted the low-level SIFT fea-
tures over each grid of RF. Before measuring the similar-
ity of two RF’s, we first calculate the distance of a pair
of grids from two RF’s at a corresponding position in-
dexed by l. Let Xl = {xi ∈ Rp|i = 1, . . . , r} and
Yl = {yj ∈ Rp|j = 1, . . . , q} be two sets consisting
of p-dimensional descriptors, representing the two corre-
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sponding grids, respectively. As a result, even with various
sizes, grids can be represented by sets of low-level features.
Please also note the descriptor number r and q are not nec-
essarily equal, due to the number of feature points automat-
ically detected in the RF’s of different sizes. We define the
distance at set level as below:
dist(Xl||Yl) = 1
2r
r∑
i=1
(
min
j
‖xi − yj‖2F
)
+
1
2q
q∑
j=1
(
min
i
‖xi − yj‖2F
)
.
(6)
Furthermore, let RFi = {Xl|l = 1, . . . , L} and RFj =
{Yl|l = 1, . . . , L} be two RF’s, as shown by the second
row in Fig. 2. Then, with the pyramid partitions, we now
arrive at the PED between two RF’s as:
D(RFi||RFj) =
∑
l
dist(Xl||Yl), (7)
in which l indexes the grid in specific location within a de-
fined pyramid partition. From the third row in Fig. 2, the
PED is calculated by the sum of grid distances in a pair of
RF’s. To analyze the complexity, we naively assume there
are ngrid descriptors (with d-dimensionality) in each grid,
then calculating PED is of complexity O(dLn2grid).
4.2. Similarity Graph Construction
With the defined PED in Eq. 7, we calculate the similarities
of each pair of RF’s, and construct the graph S accordingly.
In detail, over two receptive fields RFi and RFj , we calcu-
late their PED as D(RFi||RFj), and then transform PED
into similarity sij by a Gaussian kernel:
sij = exp
(− D(RFi||RFj)
2σ2
)
, (8)
in which σ is the parameter controlling the transformation.
Actually, the similarity graph can be seen as the deriva-
tion of a distance graph through the Gaussian kernel. As
the distance graph is built by every pair of RF candi-
dates, it is a dense one that connects many uncorrelated
candidates. Therefore, to purify the similarity graph, we
can either keep a fixed number of smallest values in each
row/column of the distance graph, or set a threshold to re-
move larger values, leading to the so-called kNN graph and
-ball graph (Belkin & Niyogi, 2003), respectively.
It is also worth noting that building the similarity graph
is the most costly stage in our computation. The pop-
ular methods usually adopt the dense feature extraction
scheme (Lazebnik et al., 2006), which, supposedly n de-
scriptors (with d-dimensionality) being extracted in each
of the N images from a specific category, requires compu-
tational complexity O(dn2N2) for constructing the graph
based on PED. As the dense extraction of SIFT descriptors
consistently leads to thousands of descriptors, constructing
the graph is extremely time-consuming. To expedite this
stage, we can either turn to fast approximate kNN graph
construction (Chen et al., 2009) or the original SIFT fea-
ture (Lowe, 2004), which incorporates interest point de-
tection and feature descriptor extraction. But we merely
use the original SIFT feature. Essentially, with the interest
point detection technique in SIFT, only n ≈ 150 descrip-
tors are generated in an image of 150×150-pixel resolution.
Then, it is efficient enough for calculating pairwise PED
among RF candidates and constructing the similarity graph
in our experiments. Moreover, in contrast to the dense ex-
traction scheme that produce most unnecessary descriptors,
such detection technique leads to more meaningful SIFT
descriptors in informative regions.
5. Classifier Design
Our framework is similar to multi-instance learning (Diet-
terich et al., 1997), but is of particularity, which is espe-
cially reflected from principles like center-bias, intra- and
inter-image contrast. By solving the problem of collabo-
rative receptive field learning, we design a nonparametric
classifier by incorporating RF-to-class metric and center-
bias penalty.
With the learned RF’s in training set, we put SIFT features
of the grids at corresponding positions in a set of pools, and
denote P cl to store the descriptors from all training images
of the cth class at the specific grid indexed by l. Then, fed
a query image, our method first extracts SIFT features and
M RF candidates (denoted by {RFk}, k = 1, . . . ,M , and
RFk = {Xkl |l = 1, . . . , L}). Then, it predicts the label by
comparing RF-to-class distances of all the C categories:
c∗ = argmin
c
{
min
k
L∑
l=1
dist(Xkl ||P cl ) + λ2qk
}
. (9)
Inspired by (Boiman et al., 2008), we exploit KD-
tree (Bentley, 1975) to speed up the classification process,
which requires low complexity O(Nn log(Nn)) for train-
ing the KD-tree for each category, and hasO(Cn log(Nn))
complexity to predict a query image.
6. Experimental Validation
In this section, we first qualitatively validate the effective-
ness of our method for coRFL over a synthetic dataset in
discovering the RF+’s from images. Then, we use public
benchmarks to quantitatively evaluate our method in object
categorization, including Caltech101 (Fei-Fei et al., 2007)
and Caltech256 (Griffin et al., 2007). Finally, we discuss
the parameters used in our experiments.
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Figure 3. (Best seen in color and zoom in.) Demonstration of the proposed submodular function in exemplar selection over a synthetic
data set. Leftmost column: display of the generated data points (upper), and the six selected exemplars by the proposed submodular
function (down). The rest columns: marginal gain at each iteration. This figure illustrates that, with our objective function, the most
similar or correlated exemplars can be found.
6.1. Synthetic Data
To generate the dataset, we use three Gaussian distributions
to produce random points in a 2D plate, as demonstrated by
the first upper-left panel in Fig. 3. The three clusters can be
seen as three images, and their intersection can be seen as
the common objects in the images, meanwhile, points far
away from the intersection can be imagined as cluttered
backgrounds. Therefore, our objective function in Eq. 5 is
expected to find a set of points located in the intersection.
Please note that we set λ2 = 0 as center-bias prior does
not apply to the synthetic data; and set λ1 = 2, τ = 2.
We use the Euclidean distance of their locations in the 2D
plate to build the similarity graph with the Gaussian kernel
controlled by parameter σ = 0.3.
To better understand the process4, we plot the marginal
gains at the first six iterations in Fig. 3, and the six most
desirable points in the bottom-left panel. The optimization
is done by the native greedy method. From the marginal
gain at each iteration, we can see points near the inter-
section have larger expected gains. This is owing to our
inter-image prior in Eq. 3. This figure demonstrates the ef-
fectiveness of our approach in finding the most correlated
RF’s that cover the common foreground object.
6.2. Benchmark Databases
Caltech101 and Caltech256 contain 102 and 256 cate-
gories, and have 9, 144 and 30, 607 images, respectively.
Caltech256 have higher intra-class variability and higher
object location variability (translations and scales) than
Caltech101. We resize every image into no more than
4Code is available at Shu Kong’s GitHub:
https://github.com/aimerykong/coRFL
Table 1. Classification accuracies (%) by different methods on the
Caltech101 and Caltech256.
Method Caltech101 Caltech256
CDBN (Lee et al., 2009) 65.4 -
DN (Zeiler et al., 2011) 71.0 33.2± 0.8
LC-KSVD (Jiang et al., 2013) 73.6 34.3
KSPM (Lazebnik et al., 2006) 64.6 29.5± 0.5
ScSPM (Yang et al., 2009) 73.2 34.0± 0.6
LLC (Wang et al., 2010) 73.4 41.2
RFL (Jia et al., 2012) 75.3± 0.7 -
GMK (Duchenne et al., 2011) 80.3± 1.2 38.1± 0.6
NBNN (Boiman et al., 2008) 70.4 37.0
Ours 83.4± 1.3 45.7± 1.1
Figure 4. Samples of selected receptive fields over “dog” category
from Caltech256 (best seen in color and zoom in).
150 × 150-pixel resolution with original aspect ratio. We
follow the common setup on the two benchmarks (Yang
et al., 2009), i.e. 30 images per class are randomly selected
as the training set and the rest for testing. We perform
coRFL in each category and set K = 30 so that exactly
30 RF+’s are extracted for each class. The average perfor-
mance after 10 random splits is reported.
We compare our method with several state-of-the-art
ones. Most approaches learn mid-level features over low-
level ones to represent the overall image, including Con-
volutional Deep Belief Networks (CDBN) (Lee et al.,
2009), adaptive Deconvolutional Networks (DN) (Zeiler
et al., 2011), LC-KSVD (Jiang et al., 2013), Kernel SPM
Collaborative Receptive Field Learning
(KSPM) (Lazebnik et al., 2006), Sparse Coding based SPM
(ScSPM) (Yang et al., 2009), Locality-constrained Linear
Coding (LLC) (Wang et al., 2010), Receptive Field Learn-
ing (RFL) (Jia et al., 2012), and GMK (Duchenne et al.,
2011). CDBN and DN belong to the deep feature learning
framework which hierarchically learns adaptive features
for image. Both of them generate mid-level features with
the spatial pyramid partition and kernel SVM for classifica-
tion. LC-KSVD is a deeper approach that simultaneously
learns a linear classifier and a higher-level dictionary over
the mid-level features. The rest methods learn a codebook
(consisting of approximate 1024/2048 words for the two
benchmarks) over hand-craft descriptors like SIFT, HoG
and Macrofeature (Boureau et al., 2010); encode them over
the codebook by vector quantization or sparse coding; and
then adopt the pooling technique to obtain the feature vec-
tors for image regions w.r.t a 3-layer-pyramid partition. Fi-
nally, they concatenate the pooled vectors into a larger one
as the image feature and feed into a linear SVM. Addition-
ally, the Naive-Bayes Nearest-Neighbor (NBNN) (Boiman
et al., 2008) is closely related to ours, as it directly uses
dense SIFT descriptors, image-to-class metric and NN for
classification. We list the comparisons in Table 1. An illus-
tration of the selected RF+’s by our method are displayed
in Fig. 4 and the first row in Fig. 5.
As can be seen from Table 1, our method outperforms
all the others. It is worth noting the improvement of our
method over NBNN attributes to our PED and SIFT ex-
traction with interest point detection. Because PED explic-
itly considers the shape/structure of the objects and inter-
est point detection removes noisy descriptors. In contrast,
NBNN merely constrains position distances of the dense
SIFT to be small, thus it incorporates noisy descriptors and
fails to handle notable changes of object translation and
scale. It is also worth noting that the performance gain
brought by our method for Caltech256 is higher than that
for Caltech101. We assume the reason is that the changes
of object translation and scale is larger in Caltech256 than
those in Caltech101. Moreover, we observe that the more
cluttered background in the images is, the better perfor-
mance of our method achieves in finding the objects. This
is due to the functionality of our objective function that in-
tends to find the most desirable RF+’s, and leaves behind
the assumed RF−’s which hold smaller sum of pairwise
similarities.
6.3. Parameter Discussion
Our work involves several parameters, including τ , λ1 and
λ2 in the objective function Eq. 5, and k and σ in the Gaus-
sian kernel for constructing the similarity graph.
τ should be greater than 1 to ensure the physical meaning of
our model. When varying the value of τ , we find the clas-
Figure 5. Larger λ2 means locating the RF+’s at the center of
Caltech256 images with brutal force, while smaller value pro-
duces RF+’s that merely capture object parts. The real RF+’s
can be found with a suitable σ, as the whole object appears in the
image center for most images.
Figure 6. Discussion of σ vs. similarity/accuracy in transforming
the dissimilarity graph into the similarity graph.
sification performance and the visualization of the learned
receptive fields do not suffer at all. The reason we guess
is due to our objective function, which constrains the as-
sumed RF−’s have large PED (small similarities). There-
fore, larger τ will indirectly contribute to discovering the
RF+’s by finding the most dissimilar RF−’s. Moreover, a
larger value in λ1 guarantees that each training image con-
tribute at least one RF+ (overfitting problem is thus alle-
viated), so we merely set λ1 = 100 to ensure this. λ2
controls the mild center-bias constraint, and has an impact
on the performance. Since most foreground objects appear
near the center of images, a suitable λ2 helps to find the
real RF+’s. This can be demonstrated by Fig. 5.
To construct the similarity graph, we essentially normal-
ize the PED-based distance graph by dividing its largest
element, so that all the entries have values in the range
of [0, 1]. Then, we transform it into similarity graph with
Gaussian kernel controlled by σ. We plot the impacts of
σ in Fig. 6 over Caltech101 database. Intuitively, with the
normalized dissimilarity graph, we can anticipate meaning-
ful outcomes by setting σ ∈ (0, 1). The curve of accuracy
vs. σ also demonstrates this intuition. Therefore, we set
σ = 0.3 throughout our work.
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7. Conclusion with Discussion
In this work, we introduce a new problem called collab-
orative receptive field learning (coRFL), which intends to
find receptive fields (RF’s) or image regions from multiple
images that cover the foreground objects of a common cat-
egory. coRFL merely exploits the weak labels without any
exact locations of the objects in the image. By modeling
the problem as selecting specific vertices from a similar-
ity graph with consideration of some vision-based priors,
we solve coRFL by a submodular function, with which a
simple greedy algorithm suffices to produce performance-
guaranteed solutions. Furthermore, we propose the Pyra-
mid Error Distance (PED) to measure pairwise distance of
RF’s. We perform coRFL over images of each category to
purify the training set, so that the purified set merely pre-
serves the most meaningful foreground objects. Moreover,
in consistent with the PED, we design a simple nonpara-
metric classifier for the final classification.
Our work by no means tries to compete the best results in
literature (Zeiler & Fergus, 2013), but it presents several
worthwhile research directions.
• In building the similarity graph, we exploit the SIFT
feature within the proposed PED. Even though fast
graph construction techniques can be explored, other
sophisticated representations for the receptive fields
are solicited with the consideration of more robustness
and efficiency. Especially, learning adaptive features
within deep architecture can be exploited to represent
the image regions (Kong et al., 2014), and learning
adaptive metric for matching is also a research direc-
tion for image region matching.
• We model the problem with a simple submodular
function by exploiting weak labels, but other consid-
erations are worth exploring, e.g. semi-supervised
learning with a few images providing accurate object
locations.
• Even if our model provides a philosophy of scale
and translation invariant region matching, we can also
consider arbitrary rotation by sophisticated region rep-
resentations (Wang & Kong, 2012).
• Through discussing the parameter λ2, we interestingly
find that some meaningful patches are selected instead
of the whole foreground objects. This motivate us to
think about learning the discriminative image patches
among images similar to (Singh et al., 2012; Doersch
et al., 2013). In particular, our work can also benefit
part-based model for specific problems, such as fine-
grained recognition (Farrell et al., 2011).
• The submodular function also provides a roundabout
way for representation learning and instance selec-
tion (Krause & Cevher, 2010; Kong & Wang, 2013).
Modeling problems with proper submodular function
is significantly efficient to deal with large-scale data
in practice.
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Appendix: Proof of Proposition 1 and
Lemma 1
We rewrite the function H(A) proposition and lemma as
below for presentational convenience:
H(A) = log
(
µ+ h(SA,A)− αh(SA,A¯)− βh(SA¯,A¯)
)
. (10)
Proposition: There exist proper α and β that make the
proposed function H(A): 2V → R a monotonically in-
creasing and submodular function.
Lemma: For any τ ∈ R∗, H(A) is a monotonically in-
creasing and submodular function by setting α = τ−1 and
β = τ .
Proof: To prove the above proposition and lemma, we just
need to prove the lemma, as this lemma simply leads to a
possible choice of parameter α and β, both of which can be
tuned by the positive scalar τ ∈ R∗.
We present an auxiliary function as below:
R(A) = log (µ+ h(SA,V)− τh(SA¯,V)). (11)
With the definition over matrix SA,B ∈ R|A|×|B|:
h(SA,B) =
{∑
i∈A
∑
j∈B cij , A 6= ∅ and B 6= ∅,
0, otherwise.
(12)
we can easily derive that:
R(A) = log (µ+ h(SA,V)− τh(SA¯,V))
= log
(
µ+ h(SA,A) + h(SA,A¯)− τh(SA¯,A)− τh(SA¯,A¯)
)
= log
(
µ+ h(SA,A)− (τ − 1)h(SA,A¯)− τh(SA¯,A¯)
)
.
(13)
Therefore, with this auxiliary function, we have α = τ − 1
and β = τ that satisfyH(A). Now, to prove the proposition
and the lemma, we can turn to show G(A) is a monotoni-
cally increasing and submodular function.
To this end, we split the parts inR(A) as below:
R(A) = log (µ+ h(SA,V)− τh(SA¯,V))
= log
(
µ+
∑
i∈A
j∈V
sij − τ
∑
i∈A¯
j∈V
sij
)
= log
(
µµ+
∑
i∈A
j∈V
sij − τ
∑
i∈A¯
j∈V
sij − τ
∑
i∈A
j∈V
sij + τ
∑
i∈A
j∈V
sij
)
= log
(
µ+ (τ + 1)
∑
i∈A
j∈V
sij − τ
∑
i∈V
j∈V
sij
)
= log
(
µ− τh(SV,V) + (τ + 1)h(SA,V)
)
.
(14)
monotonically increasing: By definition, if A = ∅, then
we have R(A) ≥ 0; moreover, by denoting ∆ = µ −
τh(SV,V) + (τ + 1)h(SA,V), we have:
R(A ∪ a)−R(A)
= log
µ− τh(SV,V) + (τ + 1)h(SA∪a,V)
µ− τh(SV,V) + (τ + 1)h(SA,V)
= log
µ− τh(SV,V) + (τ + 1)
(
h(SA,V) +
∑
j saj
)
µ− τh(SV,V) + (τ + 1)h(SA,V)
= log
∆ + (τ + 1)
∑
j saj
∆
= log
(
1 +
(τ + 1)
∑
j saj
∆
)
≥0.
(15)
Therefore,R(A) is monotonically increasing.
Submodulary: Previous derivation leads to the following:
R(A ∪ a)−R(A)
= log
µ− τh(SV,V) + (τ + 1)h(SA∪a,V)
µ− τh(SV,V) + (τ + 1)h(SA,V)
= log
µ− τh(SV,V) + (τ + 1)
(
h(SA,V) +
∑
j saj
)
µ− τh(SV,V) + (τ + 1)h(SA,V)
= log
∆ + (τ + 1)
∑
j saj
∆
.
(16)
Similarly, we derive:
R(A ∪ a ∪ b)−R(A ∪ b)
= log
µ− τh(SV,V) + (τ + 1)h(SA∪a∪b,V)
µ− τh(SV,V) + (τ + 1)h(SA∪b,V)
= log
µ− τh(SV,V) + (τ + 1)
(
h(SA,V) +
∑
j saj +
∑
j sbj
)
µ− τh(SV,V) + (τ + 1)
(
h(SA,V) +
∑
j sbj
)
= log
∆ + (τ + 1)(
∑
j saj +
∑
j sbj)
∆ + (τ + 1)
∑
j sbj
(17)
where ∆ = µ − τh(SV,V) + (τ + 1)h(SA,V). Let µ =
1 + τh(SV,V), and denote x1 = ∆ and x2 = ∆ + (τ +
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1)
∑
j sbj , we have 0 ≤ x1 ≤ x2, and thus:
x1 ≤ x2
⇐⇒ 1
x1
≥ 1
x2
⇐⇒ (τ + 1)
∑
j saj
x1
≥ (τ + 1)
∑
j saj
x2
⇐⇒1 + (τ + 1)
∑
j saj
x1
≥ 1 + (τ + 1)
∑
j saj
x2
⇐⇒x1 + (τ + 1)
∑
j saj
x1
≥ x2 + (τ + 1)
∑
j saj
x2
⇐⇒ log x1 + (τ + 1)
∑
j saj
x1
≥ log x2 + (τ + 1)
∑
j saj
x2
⇐⇒(G(A ∪ a)− G(A)) ≥ (G(A ∪ a ∪ b)− G(A ∪ b)).
(18)
Therefore, the auxiliary functionR(A) is submodular.
Summary: Since the auxiliary R(A) is a monotonically
increasing and submodular function, with the relationship
between τ and α = τ − 1 and β = τ , we show the de-
rivedHτ (A) is a monotonically increasing and submodular
function.
End of proof. 
Appendix: Proof of Proposition 2
Proposition: With the function defined as below over vec-
tor x = [x1, . . . , xN ] < 0):
g(x) =
N∑
j=1
log(xj + 1),
if xc ≤ xi,∀i 6= c, then g(xc + 1|x) ≥ g(xi + 1|x), where
g(xi + 1|x) is defined as: g(xi + 1|x) =
∑
j 6=i log(xj +
1) + log(xi + 1 + 1).
Proof: With 0 ≤ xc ≤ xi, ∀i 6= c, we writing down
g(xc + 1|x) and g(xi + 1|x) as below:
g(xc + 1|x) =
∑
j 6=c,j 6=i
log(xj + 1) + log(xc + 1 + 1) + log(xi + 1),
g(xi + 1|x) =
∑
j 6=c,j 6=i
log(xj + 1) + log(xc + 1) + log(xi + 1 + 1).
(19)
Then, we have:
g(xc + 1|x)− g(xi + 1|x)
= log(xc + 1 + 1) + log(xi + 1)− log(xc + 1)− log(xi + 1 + 1)
= log(xc + 1 + 1)(xi + 1)− log(xc + 1)(xi + 1 + 1)
= log
(xc + 1 + 1)(xi + 1)
(xc + 1)(xi + 1 + 1)
= log
(xc + 1)(xi + 1) + (xi + 1)
(xc + 1)(xi + 1) + (xc + 1)
.
(20)
As 0 ≤ xc ≤ xi,∀i 6= c, we have:
xc ≤ xi
⇐⇒(xc + 1)(xi + 1) + 1 + xc ≤ (xc + 1)(xi + 1) + 1 + xi
⇐⇒ (xc + 1)(xi + 1) + (xi + 1)
(xc + 1)(xi + 1) + (xc + 1)
≥ 1
⇐⇒ log (xc + 1)(xi + 1) + (xi + 1)
(xc + 1)(xi + 1) + (xc + 1)
≥ 0
⇐⇒g(xc + 1|x)− g(xi + 1|x) ≥ 0.
(21)
End of proof. 
Appendix: Proof of Proposition 3
The proposed function as below to maximize is a monoton-
ically increasing and submodular function:
G(A) =
N∑
j=1
log(|Aj |+ 1),
s.t. ∪Nj=1 Aj = A,Ai ∩Aj = ∅,∀i 6= j.
(22)
Proof: To prove G(A) is monotonically increasing, we
just need to show G(A ∪ a) − G(A) ≥ 0, where a ∈ V
and a 6∈ A. Without of lose of generality, we can suppose
a comes from the ith image (note a 6∈ Ai), therefore a is
added to Ai. With simple derivations, we have:
G(A ∪ a)− G(A) = log(|Ai + a|+ 1)− log(|Ai|+ 1)
(23)
Here | · |means the cardinality. we can denote x = |Ai|+1
is a positive integer, hence it is easy to see:
G(A ∪ a)− G(A) = log(x+ 1)− log(x) > 0. (24)
Therefore, G(A) is a strictly monotonically increasing
function.
Moreover, for its submodularity, we need to show the fol-
lowing for a 6∈ A and b 6∈ A (a 6= b, otherwise equality is
achieved):
G(A ∪ a)− G(A) ≥ G(A ∪ b ∪ a)− G(A ∪ b). (25)
There are two cases, a and b come from a common image,
or two different ones.
For the first case, suppose a and b come from the ith image,
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then we have:(G(A ∪ a)− G(A))− (G(A ∪ b ∪ a)− G(A ∪ b))
=G(A ∪ a)− G(A)− G(A ∪ b ∪ a) + G(A ∪ b)
=
N∑
j 6=i
log(|Aj |+ 1) + log(|Ai ∪ a|+ 1)
−
N∑
j 6=i
log(|Aj |+ 1)− log(|Ai|+ 1)
−
N∑
j 6=i
log(|Aj |+ 1)− log(|Ai ∪ a ∪ b|+ 1)
+
N∑
j 6=i
log(|Aj |+ 1) + log(|Ai ∪ b|+ 1)
= log(|Ai ∪ a|+ 1)− log(|Ai|+ 1)
− log(|Ai ∪ a ∪ b|+ 1) + log(|Ai ∪ b|+ 1)
=
(
log(x+ 1)− log(x))− ( log(x+ 2)− log(x+ 1)),
(26)
where x is a positive integer. Now, the question turns to
proving log(x + 1) is a concave function. This is obvious,
and thus proof done.
For the second case, i.e. a and b come from different im-
ages, we assume a and b come from the ith and the kth
image, respectively. Then we have:
(G(A ∪ a)− G(A))− (G(A ∪ b ∪ a)− G(A ∪ b))
=G(A ∪ a)− G(A)− G(A ∪ b ∪ a) + G(A ∪ b)
=
N∑
j 6=i
log(|Aj | + 1) + log(|Ai ∪ a| + 1)
−
N∑
j 6=i
log(|Aj | + 1)− log(|Ai| + 1)
−
N∑
j 6=i,j 6=k
log(|Aj | + 1)− log(|Ai ∪ a| + 1)− log(|Ak ∪ b| + 1)
+
N∑
j 6=i,j 6=k
log(|Aj | + 1) + log(|Ai| + 1) + log(|Ak ∪ b| + 1)
= log(|Ai ∪ a| + 1)− log(|Ai| + 1)
− log(|Ai ∪ a| + 1) + log(|Ai| + 1)
=0
(27)
Therefore, in this case, G(A) is a modular function.
Overall, we prove the function G(A) is a monotonically
increasing and submodular function.
End of proof.
Appendix: Proof of Proposition 4
We rewrite the function F(A) and the proposition as below
for presentational convenience:
F(A) ≡ Hτ (A) + λ1G(A) + λ2‖q(A)‖1. (28)
Proposition: The proposed function F(A) is a monoton-
ically increasing and submodular function, and induces a
matroidM = (V, I), where V is the point set, and I is the
collection of subsets A ⊆ V .
Proof: As we previously show Hτ (A) and g(A) are
monotonically increasing and submodular functions, now
we just need to fucus on ‖qA‖1. By definition, qi ≥ 0,∀i,
and
‖qA‖1 =
∑
i∈A
qi. (29)
It is easy to see:
‖qA∪a‖1 − ‖qA‖1 = qa ≥ 0, (30)
thus ‖qA‖1 is monotonically increasing.
Furthermore, we have:(‖qA∪a‖1 − ‖qA‖1)− (‖qA∪a∪b‖1 − ‖qA∪b‖1)
=qa − qa
=0.
(31)
Therefore, ‖qA‖1 is a modular function.
In sum, ‖qA‖1 is a monotonically increasing and modular
function; and thus, the objective function is a monotoni-
cally increasing and submodular function.
matroid: The proposed objective function induces a ma-
troid M = (V, I), where V is the ground set, and I is a
family of feasible solution sets.
Proof focuses on the following three conditions:
1. ∅ ∈ I: the function start with ∅ as defined.
2. (Hereditary property): If A ⊆ B and B ∈ I, then
A ∈ I;
3. (Exchange property): IfA ∈ I,B ∈ I and |A| < |B|,
there is an element e ∈ B −A such that A ∪ e ∈ I.
As there is no constraint on the matroid posed in F(A), our
objective function induces the desired setA from a uniform
matroid.
End of proof. 
Appendix: Other Details in Implementation
A trick to build the dissimilarity graph is to correlate each
pair of images with their RF’s by selecting fixed number
(say 3) of nearest RF’s with brutal force, then we smooth
the graph by keeping the fixed number (say the number of
training images of each category) of entries with the small-
est values and derive the kNN graph.
Collaborative Receptive Field Learning
Appendix: More Results on the Synthetic
Data
Fig. 7 presents more illustrations on the marginal gains of
different iterations. We can see after sufficient iterations,
all the RF+’s that are assumed to be most correlated are
found finally.
Appendix: More Results of Caltech256
Fig. 8 displays more results of the learned receptive fields
over images from Caltech256. From the figure, we can see
the most informative RF’s are found in the images. This
demonstrates the effectiveness of our method.
Collaborative Receptive Field Learning
Figure 7. More iterations over the synthetic dataset to select more receptive fields. It can be seen that all the selected data lie on the
intersection of the three classes/clusters. This demonstrates the effectiveness of the proposed method.
Collaborative Receptive Field Learning
Figure 8. (Best seen in color.) Further illustration of the learned receptive fields over images from Caltech256.
