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ABSTRACT

REAL-TIME CARRIER FREQUENCY ESTIMATION
USING DISJOINT PILOT SYMBOL BLOCKS

Joseph McRae Palmer
Department of Electrical and Computer Engineering
Doctor of Philosophy

Three new and efficient carrier frequency offset estimators are created for the
case of disjoint pilot symbol blocks. The estimators are efficient in both a statistical
sense and a computational sense. They are formulated to reduce computational cost
for use in real-time applications, such as FPGA (field programmable gate array)
devices.
A reduced cost maximum likelihood (ML) frequency estimator is described.
It is a generalization of the approximate ML estimator for a single block of pilot
symbols. A number of recent ML estimation techniques are integrated with the
purpose of reducing the computational cost while preserving estimation performance.
The estimator incorporates multirate signal processing methods, FFT periodogram
searches, and directed periodogram searches. The subsequent relationships between
FFT lengths, resampling rates, and search iterations is established. The proposed
estimator exhibits very good accuracy, operating range, and a low SNR threshold,
and has low cost.

A data-aided frequency estimator based on the measurement of phase increments, is also derived. It has extremely low cost, but a high SNR threshold. However,
its formulation is such that a careful analysis of the range error problem may be performed. From this analysis certain conclusions are made about proper pilot symbol
organization, and these conclusions are applicable to other frequency estimators.
The third estimator is a generalization of the autocorrelation frequency estimation technique. The generalizations are needed to account for the spacings between
the pilot blocks. A novel iterative approach, incorporating a Kalman filter, is used
to improve operating range. It is shown that the autocorrelation frequency estimator
exhibits good accuracy while maintaining a useful operating range.
Real-time architectures are described for the ML and autocorrelation frequency
estimators using disjoint pilot blocks. The computational cost and estimation performance of the proposed estimators are analyzed and it is shown that they give
estimation performance near to theoretical limits, while preserving wide operating
range. We see that the autocorrelation estimator is appropriate for small numbers
of pilot symbols, while the ML estimator is appropriate for large numbers of pilot
symbols.
The new frequency estimators are the first to be derived (for the case of disjoint
blocks of pilot symbols) such that computational cost is kept low, while still achieving
high accuracy, a wide operating range, and low SNR thresholds.
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Chapter 1
Introduction
Modern digital RF (radio frequency) communication systems are able to operate very close to theoretical performance limits. This fact has enabled everyday
technologies, such as cellular telephony and digital television, as well as more exotic applications such as secure military communications and deep-space links with
robotic probes. However, many of these systems depend on coherent detection, which
requires that the phase of the received signal be known. In practice, a wireless receiver will not have prior knowledge of the phase of the received RF signal, therefore
the receiver must derive the phase of the signal from careful measurement of the signal’s parameters. The process of estimating and compensating for the phase is called
carrier synchronization or carrier recovery.
An important part of carrier synchronization is compensating for carrier frequency offset. A frequency offset results in a time-varying phase shift. The offset is
caused by mismatches between transmitter and receiver oscillators and by Doppler effects. Estimation theory shows that, if properly formulated, the phase and frequency
of a received signal are estimated independent of each other [1, 2]. This permits carrier synchronization to be separated into frequency and phase recovery steps. In this
thesis I consider the problem of frequency offset estimation for a specific class of signals. This class of signals have properties which allow a sinusoid to be generated from
the signal such that the frequency of the sinusoid matches the frequency offset, thus
greatly simplifying the estimation problem due to the fact that the problem of estimating the frequency of a sinusoid is a well studied problem, and many publications
and textbooks exist on this topic.

1

The carrier frequency offset of a digitally modulated1 signal is estimated in
one of two ways: 1) Infer the frequency offset directly from the transmitted data;
2) Infer the frequency from pilot symbols (also sometimes called training symbols, or
sync words), which are known a priori by the receiver, and which are inserted into
the stream of data symbols. Option 1) is called non data aided (NDA) or decision
directed (DD) estimation, depending on whether a preliminary decision on the data
symbol is incorporated into the estimate (DD) or not (NDA). Option 2) is known as
data aided (DA) estimation.
NDA and DD estimation is the most efficient approach because no additional
signal bandwidth is required for aiding synchronization. Nonetheless, NDA and DD
estimation performs poorly for low SNR conditions, or for highly distorted signals. In
contrast, DA estimation is more tolerant of degraded signal conditions. The downside
of DA estimation is that the pilot symbols are non-information bearing, and hence
increase the bandwidth overhead of the signal. Yet, DA estimation is widely used
in modern communication systems due to its performance advantages, and it is the
application studied in this thesis.
The pilot symbols used by a DA frequency estimator are arranged in the
data stream in several different ways. Figure 1.1 shows three different approaches.
Figure 1.1 (a) organizes all P L pilot symbols in a block at the beginning of a data
burst. The pilot block is called a “preamble" and is typical of the format used in
satellite burst mode communications. A variation is to place the block of pilot symbols
in the middle of the data burst to form a “midamble." This is the format used in GSM
[3]. The arrangement shown in Figure 1.1 (b) distributes the L pilot symbols in P
blocks throughout the data burst, where the pilot blocks are separated by M data
1
Digital modulation means that binary digits are encoded into symbols, which are subsequently
used to modulate an RF carrier. Therefore, use of the term “digital" should not be confused with the
underlying waveform, which is actually analog. Also, though most modern communication systems
use digital signal processing theory and algorithms for purposes of modulation and demodulation,
this is likewise not the origin of “digital" in digital communications. In fact, early digital communication systems used entirely analog modulators and/or demodulators. When the reader hears “digital
modulation", what should come to mind is the concept of the “symbol", which is the atomic unit of
communication. The symbol is usually selected based on a binary message (though not always, as
in the case of early telegraphy systems, which used text as the message source).
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Figure 1.1: Examples of pilot symbol arrangements: a) a preamble in burst-mode
transmission; b) distributed through the data in burst mode transmission; c) periodically
spaced in a streaming signal.

symbols. An example of this structure is “pilot symbol assisted modulation" (PSAM)
where each block consists of a single pilot symbol (cf., [4, 5]). Another example are
the frames in the second-generation digital-video broadcast standard DVB-S2, which
consists of a 90-symbol preamble followed by multiple 32-symbol pilot blocks spaced
by 1440-symbol data-blocks [6].
Figures 1.1 (a) and (b) apply primarily to burst-mode communications. Frequency estimators in these applications produce a new frequency estimate for each
burst while discarding the frequency estimates from any previous burst. However, in
some systems the link is streaming rather than bursty. If pilot symbols are available,
then they arrive at regularly spaced intervals. In the case of streaming communications, blocks of L pilot symbols are inserted every M data symbols, as illustrated
in Figure 1.1 (c). In Figure 1.1 (c) the signal extends “infinitely” into the past and
the future. Nonetheless, if we look at only a finite window of the signal, then the
signal of case (c) is represented as if it was case (b). Therefore, because of its general
applicability to both the burst and the streaming case, this thesis studies the burst
of disjoint pilot symbol blocks of case (b).
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For case (b) the pilot symbols are organized into P disjoint pilot blocks, and
each pilot block contains L contiguous pilot symbols. The pilot blocks are each
separated by M data symbols. Hence, the number of pilot symbols in a burst is P L,
and the number of data symbols in the burst is (P − 1)M . Throughout this thesis,
I use the notation (L, P, M ) to refer to a burst structure of P length-L disjoint pilot
symbol blocks, each separated by length-M blocks of data symbols. For example, if
L = 32, P = 2, and M = 128, I call the burst a (32, 2, 128) signal.
The performance of a data-aided frequency estimator can be dramatically improved by incorporating disjoint pilot blocks into the estimator. Note that this is not
possible in case (a) because only a single block of P L contiguous symbols is available.
The estimators based on the structure illustrated in case (b) seek to improve accuracy
without increasing the signal overhead with additional pilot symbols. However, such
methods are computationally costly and/or have limited operating range because of
the phase wrapping between disjoint pilot blocks.
1.1

Preview of Previous Work
Previous work in the area of carrier frequency estimation using disjoint pilot

blocks has focused largely on theoretical estimation bounds. One of the earliest
papers, by Gansman et al. [7], assumed a PSAM signal with a preamble of contiguous
pilot symbols. As is shown later, if an M-ary PSK modulation is used, then the pilot
symbols can be processed to form a sampled sinusoid in noise, where the sample times
correspond to the location of the pilot symbols. Using this signal model, Gansman
et al. derived its Cramér-Rao bound for single frequency estimation, and proposed
an FFT-based maximum-likelihood (ML) estimator. A later paper by Lo et al. [8]
evaluated various ways of organizing the pilot symbols for PSAM, and their impact on
the CRB. Recent papers by Noels et al. [9] and Rice [10] have studied the impact of
pilot block location on the CRB while assuming hybrid data-aided and soft-decisiondirected estimation.
Noels [9] also formulated and compared various frequency estimation algorithms. While the estimators are quite effective, they are nevertheless computation4

ally costly, and are impractical for many real-time systems. Giugno and Luise [11,12]
proposed a novel low-cost approach which performs ML estimation of the phase for
each disjoint pilot block, then obtains the frequency estimate by measuring the phase
difference between the blocks. However, because their method fails to resolve phase
wrapping, their approach has an extremely narrow operating range, and additionally
is sub-optimal. Barbieri and Colavolpe [6] derive a simplified version of the Mengali
and Morelli estimator [13] adapted for the disjoint pilot blocks in DVB-S2 frames. An
interesting feature of their estimator is the use of syndromes from the LDPC decoder
for detecting phase wrapping, making it a type of code-aided frequency estimator.
Their estimator has a wide operating range, however it is sub-optimal, and only applicable to a narrow range of applications because it leverages the DVB-S2 LDPC
code-words.
1.2

Contributions of this Work
Historically, the literature covering the topic of carrier frequency estimation

has focused primarily on optimizing estimator performance, i.e. estimation accuracy,
operating range, and minimizing the SNR threshold phenomenon. While there are
some papers which have discussed the importance of computational cost (see for
example [11,14]), the cost criteria has played a minor role compared to the importance
of estimation performance.
This thesis takes a different approach by accounting for the estimation performance criteria as well as the computational cost criteria. As will be seen later, taking
this holistic approach allows the new estimators which are derived to maintain good
estimation properties while having low computational cost.
The specific contributions of this thesis are listed below:
1. Though the Cramér-Rao bound for this particular estimation problem has been
derived in prior work, one contribution of this work is a novel derivation of
the Cramér-Rao bound for the assumed pilot structure (L, P, M ), resulting in
Equation (2.26).

5

2. I derive a new reduced cost ML frequency estimator, in Chapter 3, which operates on (L, P, M ). I shall:
• Leverage multi-rate signal processing methods, and show that a 1-stage
Hogenauer filter can be used to resample the signal of interest with little
loss in accuracy, while greatly simplifying the computation.
• Use a directed search algorithm to perform a final frequency estimate.
Using the golden section search (GSS) function maximization algorithm,
I show how to finely search the periodogram in an efficient manner that
allows a coarse FFT periodogram search to have much lower cost.
• Show how to use an iterative estimate and heterodyne process to preserve
operating range while decreasing computational cost.
Each of these points has been observed in previous literature, but no single
work has integrated all into a single estimation technique, and none have been
applied to the case of disjoint pilot symbol blocks. In this thesis I do this,
and additionally, I derive the relationship between FFT length, downsample
rate, and the number of directed search iterations, with the goal of preserving
accuracy while decreasing cost.
3. I derive new phase increment and autocorrelation frequency estimators, in
Chapter 4, which operate on (L, P, M ). I show how to use a Kalman filter
in an iterative manner to greatly increase the operating range of the autocorrelation estimator, while preserving accuracy, maintaining a low SNR threshold,
and resulting in reasonable computational cost. Furthermore, I show, in Chapter 5, that the number of Kalman filter iterations can be decreased such that the
cost is not only further reduced, but the SNR threshold is also reduced. This is
an unexpected, but gratifying result, and I nonetheless provide an explanation
of its cause.

6

4. Throughout this thesis, I analyze the range error2 probability of the various
frequency estimators. I show that frequency estimation using disjoint pilot
symbol blocks results in an elevated range error probability, and by extension, a
high SNR threshold. However, I also show that prior literature has erroneously
concluded that, in order to minimize range errors, that the pilot symbol blocks
should be organized such that M = 2L. In reality, as I derive in Section 4.2.1,
and further analyze and study in Sections 3.4, 4.3.1, and Chapter 5, the best
rule of thumb is

r
M=

L3 P
60

(1.1)

where the quantities L, P , and M are described in Figure 1.1. I consider this
result a major contribution because it shows that the distance between pilot
symbol blocks can be made arbitrarily large, and the SNR threshold may still
be minimized, as long as L is appropriately sized.
5. I analyze the computational cost and estimation performance of the reduced
cost ML and autocorrelation frequency estimators, as well as similar frequency
estimators proposed by Giugno et al. [11] and Noels et al. [9]. I show that
the proposed estimators have very low computational cost, and do so while
maintaining accuracy, wide operating range, and minimizing the SNR threshold.
I also show that the autocorrelation estimator is preferable for cases where
the pilot blocks are relatively short, i.e. L ≤ 64, while the ML estimator
is much more efficient for larger pilot blocks. I also provide implementation
results from a case study in which various configuration of these estimators
were implemented on a Xilinx Virtex-5 FPGA. The results of the case study
support my conclusions.
The study of data-aided carrier frequency estimation in wireless receivers,
where the pilot symbols are grouped into disjoint blocks, is a new and little studied
area. The majority of published work has been devoted largely to deriving estima2

A range error is a consequence of the periodicity of the ATAN{·} function, and is a primary
cause of the SNR threshold effect. I give a precise definition of range errors in Section 2.1.2.

7

tion performance bounds, while little has been published on practical methods. The
methods that have been described have certain limitations and flaws. This thesis
addresses these deficiencies through the contributions listed above. In short, three
new frequency estimators are derived for the case of disjoint pilot symbol blocks, and
the estimators exhibit large operating ranges, low SNR thresholds, and operate near
theoretical estimation bounds, all of this while requiring low computational costs.
This is largely achieved due to the focus on computational cost as a design criteria
on equal footing with the estimation performance criteria. In Chapter 2 I will define
these criteria and explain how they may be used to evaluate the performance of frequency estimation methods. These criteria are then used in subsequent chapters to
evaluate the quality of the new frequency estimators derived in this thesis.
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Chapter 2
Review of the State of the Art
Assume a unit amplitude MPSK-modulated pilot block, consisting of N symbols a0 , a1 , . . . , aN −1 , is transmitted using a unit-energy Nyquist pulse shape p(t).
The complex-baseband representation of the received signal corresponding to the N
symbols is
j(2πfc t+φ)

r(t) = e

N
−1
X

an p(t − nTs ) + w(t)

(2.1)

n=0

where fc and φ are the carrier frequency-offset and phase, respectively; Ts is the
symbol period; and w(t) is a complex-valued, zero-mean, white Gaussian random
process whose real and imaginary parts have power spectral density N0 /2 W/Hz,
which represents the additive thermal noise. The output of a filter matched to the
pulse shape p(t) is

x(t) = e

jφ

N
−1
X

an ej2πfc t p(t − nTs ) ∗ p(−t) + w(t) ∗ p(−t).

(2.2)

n=0

If the frequency offset is sufficiently small, then [2]
ej2πfc t p(t − nTs ) ≈ ej2πfc nTs p(t − nTs ).

(2.3)

Consequently, the matched filter output is expressed as

x(t) ≈ e

jφ

N
−1
X

an ej2πfc nTs R(t − nTs ) + w̃(t)

n=0

9

(2.4)

where R(τ ) is the pulse shape autocorrelation function
Z

∞

p(t)p(t − τ )dt

R(τ ) =

(2.5)

−∞

and w̃(t) = w(t) ∗ p(−t). Sampling the matched filter output at t = kTs produces the
discrete-time sequence
x(k) ≈ ejφ

N
−1
X

an ej2πfc nTs R(kTs − nTs ) + w̃(kTs )

(2.6)

n=0

= ejφ ej2πfc kTs ak + w̃(kTs )

k = 0, ..., N − 1

(2.7)

where the last equality follows from the Nyquist No-ISI property of the pulse shape.
If we assume that the set of MPSK modulated symbols{al } is an L-length
pilot sequence which is known a priori to the receiver, then data-aided frequency
estimators uses the formula
y(k) = x(k)a∗k

(2.8)

= |ak |2 ejφ ej2πfc kTs + w̃(kTs )a∗k

(2.9)

= ejφ ej2πfc Ts k + w̃(kTs )a∗k
= ejφ ej2πfc Ts k [1 + v(kTs )]

(2.10)
k = 0, ..., L − 1.

(2.11)

Therefore, data-aided carrier frequency offset estimation is equivalent to the problem
of estimating the frequency of a sinusoid with additive white noise.1 The approaches
published in the open literature are grouped into three broad categories:
• Maximum Likelihood (ML) Estimators: ML estimators find the value of
fc that maximizes the periodogram of y(k) [15]. Variations and approximations
of the ML approach are described in Chapter 3 of [2, Chapter 3]. Some specific
examples include [15–18].
1

Because w(t) is a white Gaussian process and R(kTs ) = δk , the sequence v(kTs ) is a sequence of uncorrelated complex-valued Gaussian random variables with zero mean and variance
N0 /2. When |ak |2 = 1, as is assumed here, the statistics of n(kTs ) = w̃(kTs )a∗k and v(kTs ) =
e−jφ e−j2πfc Ts k n(kTs ) are identical to those of w(kTs ).
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• Phase Increment (PI) Estimators: PI estimators interpret the phases of
the products
y(k)y ∗ (k − 1)
as the unknown frequency. Kay’s method [19] is the classic example of this
approach. Other examples include [14, 20–22].
• Autocorrelation (AC) Estimators: AC estimators use sums of the product
y(k)y ∗ (k − m),
over symbol delay m, to estimate the phase. Examples include [13,23–25]. Note
the similarity of the AC estimator with the PI estimator.
2.1

Performance Bounds
Now that I have established a model for the received pilot symbols in the

presence of a carrier frequency offset, and have briefly introduced a broad definition
of estimation techniques, I analyze the performance bounds of these estimators, for
both the single pilot block case and the disjoint pilot block case.
2.1.1

A Single Pilot Block
The problem of data aided carrier frequency estimation, using a single con-

tiguous block of pilot symbols, is the classical data aided frequency recovery problem
for digital coherent receivers. It has been well studied and as a consequence, an
abundance of estimation algorithms have been proposed. The performance of these
estimators are quantified in four different ways.
Accuracy
Accuracy is measured using the mean square estimation error. For data-aided
estimation on a single block of pilot symbols the mean square error σf2ˆ is lower
c

11

bounded by the Cramér-Rao bound given by [1]
σf2ˆc ≥

6N0 /(2πTs )2
.
L(L2 − 1)

(2.12)

Most data aided carrier frequency estimators described in the literature are
efficient.2 In other words, they are able to operate at or near the Cramér-Rao bound.
Operating Range
The operating range is the range of values for fc over which the frequency
estimator operates at or near the Cramér-Rao bound.
At large values of fc the approximation of (2.3) is no longer valid. This is
manifested as a gradual, but steadily increasing mean square error as fc increases.
Further, all frequency estimators eventually fail due to range errors, which are defined
in Section 2.1.2. A range error causes catastrophic failure of the estimator. Range
errors are dependent on fc , and hence the value of fc above which they become
prevalent determines the ultimate operating range of the estimator.
SNR Threshold
The SNR threshold phenomenon is defined as the SNR below which the mean
squared error quickly diverges from the Cramér-Rao bound.
The SNR threshold is primarily dependent on range errors. This is because
range errors become more probable as the SNR decreases, i.e. as N0 increases. This
is demonstrated in Section 2.1.2.
Cost
Cost refers to the computational cost.

This is particularly important to

real-time applications, such as those using programmable DSPs, FPGAs, or ASICs.
Within the relevant literature, cost typically refers to the total number of adds and
2

Within the discipline of estimation theory, an efficient estimator refers to one which produces
minimum variance and unbiased estimates [1], i.e. the estimator operates near the Cramér-Rao
bound and the statistical mean of its output is equal to the true value being estimated.
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multiplies required to generate a single frequency estimate. This is particularly true
if the implementation target is a DSP or CPU. Or, it may be quantified in terms of
area and latency (computation time) if the target is an FPGA or ASIC. If memory
storage and/or access is significant, then this cost must also be considered.
Though the classical frequency estimators tend to be efficient from the perspective of estimation accuracy, nonetheless they vary widely in efficiency from the
perspective of computational cost.
Examples
I give here some examples based on the above criteria: The Kay phaseincrement estimator [19] is very low cost, and has a wide operating range. However,
it has a high SNR threshold. In contrast, the Fitz autocorrelation method [23] has
a low SNR threshold, but is relatively costly and also has a fairly narrow operating
range. In between is the ML estimator of Rife and Boorstyn [15] which exhibits a low
SNR threshold, a wide operating range, but has moderate to high cost, depending
on implementation and signal details. However, the accuracies of all three estimators
converge to the Cramér-Rao bound at sufficiently high SNR. These examples illustrate the rich variety of frequency estimation methods, and the wide assortment of
approaches is why the study of data aided frequency estimation is so fascinating.
2.1.2

Range Errors
I give a definition of range error before proceeding, as the topic of range errors

is a critical issue in the proper derivation of carrier frequency estimators using disjoint
pilot blocks.
The argument of a complex number Z = X + jY is
½
∠Z = tan

−1
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Y
X

¾
.

(2.13)

As a consequence of the periodicity of the arc-tangent, the complex argument function
∠· is a multi-valued function. The convention is to limit the range of ∠· to the halfopen interval [−π, π) to produce a single-valued function.
To illustrate the impact of this convention on frequency estimators, consider a
frequency offset estimator based on an m-step phase increment, as is the case of AC
estimators. Observing (2.11), and without a loss of generality assume that Ts = 1,
note that the complex noise term in (2.11) is
v(k) = vI (k) + jvQ (k)

(2.14)

where vI (k) and vQ (k) are real-valued white Gaussian random vectors with zero mean
and variance N0 /2. Therefore,
q
1 + v(k) =

[1 + vI

(k)]2

+ vQ

(k)2

½
µ
¶¾
vQ (k)
−1
× exp j tan
.
1 + vI (k)

(2.15)

For N0 ¿ 1 we obtain the approximation
−1
1 + v(k) ≈ ej tan {vQ (k)} ≈ ejvQ (k) .

(2.16)

Hence, for high SNR, the effect of the additive noise is manifested as phase noise.
Therefore, the m-step phase increment is approximated as
∆φm (k) = ∠{y(k)y ∗ (k − m)}
©
ª
≈ ∠ ej{2πfc k+φ} e−j{2πfc (k−m)+φ} [1 + v(k)] [1 + v ∗ (k − m)]
©
ª
= ∠ ej2πfc m ejvQ (k) e−jvQ (k−m)
= 2πfc m − 2πu + vQ (k) − vQ (k − m)

(2.17)
(2.18)
(2.19)
(2.20)

where the integer u is introduced to account for the fact that the true frequency is
such that ∆φm (k) lies outside the interval [−π, π). In the absence of any external
information, the usual case is to assume u = 0. Consequently, the frequency estimator
is biased when the frequency offset plus noise is sufficiently large. For example, if
14

π ≤ 2πfc m + vQ (k − m) − vQ (k − m) < 3π, then the true value of u = 1 and the
assumption u = 0 introduces the aforementioned bias. This characteristic is a limiting
factor on the operating range of a frequency estimator.
If there is any prior knowledge about fc (e.g., a coarse estimate), then the
range of ∠· is redefined on the interval
h
´
I = −π + 2π f˜c m, π + 2π f˜c m

(2.21)

where f˜c is a prior estimate of fc . The modified interval permits a frequency estimate
to be generated from ∆φm (k) using
∆φm (k) + 2πq
q − u vQ (k) − vQ (k − m)
≈ fc +
+
fˆc,m (k) =
2πm
m
2πm

(2.22)

where q is derived from I. Note that when q is properly chosen, q = u. Due to noise,
fˆc,m (k) 6∈ I with nonzero probability. In this case, q 6= u and a range error occurs.
A range error produces an estimation error of
q − u vQ (k) − vQ (k − m)
fˆc,m (k) − fc ≈
+
.
Ts m
2πm

(2.23)

In general, this error is large enough to render the frequency estimate completely
unusable. In addition to being the dominant factor in limiting the interval over which
unbiased frequency estimates are produced, this error is also a major contributor to
the SNR threshold phenomenon.
ML frequency estimators use the periodogram of y(k) as the central computation, versus the phase increment used by the PI and AC estimators. Therefore, the
mechanism by which range errors occur in ML estimators is different than that which
I have just described. Nonetheless, the underlying physical causes are identical, and
therefore I also use the term range error in conjunction with ML estimators.
Note that in prior literature the term outlier has been used to refer to a range
error, the notable source being [15]. However, the term outlier has a precise statistical
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definition, and in order to avoid confusion I have instead adopted the more descriptive
name range error.
2.1.3

Multiple Disjoint Pilot Blocks
Now that I have precisely defined what a range error is, I now introduce the

problem of frequency estimation using multiple disjoint blocks of pilot symbols, as
illustrated in (b) and (c) of Figure 1.1. This problem has appeared more recently
in the literature, and has some important differences when compared to the classical
single pilot block problem.
When P length-L pilot sequences are available, P length-L blocks of the quantity y(k) are produced. Because y(k) samples a sinusoid in noise, and because the
samples are available only for the times when pilot symbols are available, then y(k)
is only valid over a set of sample indexes denoted by K. Using Figure 1.1(b) as a
reference, for the P length-L pilot blocks in my signal model, y(k) is defined over the
sample indexes
k ∈ K = {0, ..., L − 1, L + M, ..., 2L + M − 1, 2(L + M ), ..., P L + (P − 1)M − 1} .
(2.24)
y(k) is undefined for sample indexes k 6∈ K, because those indexes correspond to
information-bearing data symbols. However, I shall adopt the convention of y(k) = 0
when k 6∈ K. Hence, the samples of y(k), k ∈ K are organized as an (L, P, M ) signal.
The performance of estimators operating on disjoint pilot blocks is quantified
in the same manner as was used for the case of a single block of pilot symbols.
Nonetheless, there are some important qualitative differences.
Accuracy
Accuracy is measured using the mean square estimation error. Under the
appropriate conditions, data aided estimators using disjoint pilot blocks achieve the
Cramér-Rao bound , but the formulation of the Cramér-Rao bound is more costly,
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due to the disjoint nature of the pilot blocks. I derive it here, for the case of a
(L, P, M ) signal.
The signal y(k) spans L0 = P L + (P − 1)M symbols times. Note that blocks
of L contiguous samples, occurring every M samples are known; it is the blocks of M
samples in between that are not actually known. Now define the function

Υ(u) = Re


−1)M −1
P L+(PX


l=0

u(l) −

P
−2
X
m=0




(m+1)(L+M )−1

X

n=(m+1)L+mM




u(n)
.


(2.25)

The motivation for this function (with dummy variable u) is to sum over every symbol in the span of L0 samples, and then subtract out the samples corresponding to
unknown data. Equation (2.10) shows that the unknown parameters are fc , and φ.
The Fisher information matrix I for these two variables is expressed in terms of the
function Υ(·) as

 µ³ ´ ¶
´
³
2
∂y
∂y ∂y
Υ
Υ ∂fc ∂φ 
∂fc
2 

µ³ ´ ¶ .
I=
´
³
2 
N0 
∂y
∂y ∂y
Υ
Υ ∂φ ∂fc
∂φ

The upper-left element of I−1 is the desired Cramér-Rao bound for the frequency
estimate3 :
σf2ˆc ≥

6N0 /(2πTs )2
.
P L [(P 2 − 1) M 2 + 2(P 2 − 1)LM + P 2 L2 − 1]

(2.26)

Note that when P = 1, then the Cramér-Rao bound of (2.26) becomes the CramérRao bound of (2.12), and hence the Cramér-Rao bound for the case of disjoint pilot
blocks is a more general bound.
Equation (2.26) shows that the Cramér-Rao bound for frequency estimation
using disjoint pilot blocks is inversely proportional to the cube of L and the cube of
P . This is expected, because intuition suggests that estimation performance can be
improved by either increasing the length of the pilot blocks or increasing the number
of the blocks. However, (2.26) also indicates that the Cramér-Rao bound is inversely
proportional to the square of M . In other words, improved estimation accuracy is
3

The lower-right element of I−1 is the Cramér-Rao bound for the phase estimate φ̂
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obtained by increasing the spacing between the pilot blocks. This observation has
been previously noted in [9, 11, 26]. However, the accuracy improvement is achieved
at the expense of either decreased operating range or increased SNR threshold. For
example, the estimator defined by Giugno et al. [11] has a low SNR threshold, but is
constrained to a very narrow operating range. In contrast, the estimator defined by
Noels et al. [9] has a wide operating range, but the SNR threshold quickly increases
as M is increased.
Figure 2.1(a) illustrates a plot of the Cramér-Rao bound of (2.26). P is held
at four disjoint pilot blocks and the number of pilot symbols L and data symbols M
is varied. The plot slice corresponding to M = 0 is equivalent to an estimator using
a single pilot block of length LP . As data symbols are interleaved between the pilot
blocks, the Cramér-Rao bound can be seen to drop. This suggests that by merely
separating the pilot sequences in time, we are able to achieve a lower bound on the
mean square estimation error. Hence, improved accuracy is obtained in a spectrally
efficient manner by adding additional data symbols, even though, remarkably, the
data is not explicitly incorporated into the estimator. Note also in Figure 2.1(b) that
as L and P are increased, that the Cramér-Rao bound decreases. However, since M
is fixed, this is no different than what happens when L is increased for the case of a
single pilot block. Nevertheless, observe the steep decrease in the Cramér-Rao bound
that occurs when P increments from 1 → 2. This is seen in detail in Figure 2.1(c).
Additional increments of P are more modest. This suggests that the greatest benefit
is achieved by including two disjoint pilot blocks, versus one.
It is instructive to compare the bounds of Equation (2.26) to the case where
data symbol estimates are used in conjunction with the pilot symbols. This is what
would be called a joint DA-NDA or joint DA-DD estimator, which problem has been
extensively studied by Noels et al. [9] and Rice et al. [10].
When data symbols are included, the derivation of the Cramér-Rao bound is
problematic, due to the fact that the data symbols are themselves random variables.
In the interest of simplifying the analysis of these types of estimators, the modified
Cramér-Rao bound (MCRB) has been proposed by D’Andrea et al. [27]. The MCRB
18
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Figure 2.1: Plot of Eq. (2.26) with the SNR 1/N0 fixed at 15 dB.
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Figure 2.2: Comparison of Eq. (2.26) and Eq. (2.27). The square-root of the ratio
is evaluated, which shows the average deviation of the Cramér-Rao bound from the
MCRB. The ratio is varied for P and the ratio of data symbols to pilot symbols M/L.

is itself a lower bound on the Cramér-Rao bound. Nevertheless, in practice the MCRB
provides a good approximation to the Cramér-Rao bound and in fact converges to
the Cramér-Rao bound at low SNR.
The MCRB for hybrid frequency estimation (using both pilot and data symbols) is given by [9, 12, 28]
σ̄f2ˆc

6N0 /(2πTs )2
©
ª.
≥
[P L + (P − 1)M ] [P L + (P − 1)M ]2 − 1

(2.27)

Note that (2.27) is also valid for Figure 1.1(a) when P = 1. Figure 2.2 plots a
comparison of Eq. (2.26) and Eq. (2.27). The ratio is varied for P and the ratio of
data symbols to pilot symbols, M/L. The SNR terms cancel when L is held constant.
We conclude that, though I ignore the data-symbols in purely data-aided estimation,
nonetheless, the performance degradation is not significant at high SNR. Since pure
DA estimation tends to be an easier problem than hybrid DA-NDA, or hybrid DADD, then we conclude that frequency estimation can be greatly simplified without a
large degradation in estimation accuracy.
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Operating Range
Operating range is more restrictive for the case of disjoint pilot blocks. As
the operating range is widened, range errors become more prevalent. At the opposite
extreme, range errors are largely avoided (at least at high SNR) if the operating range
is narrowed inversely proportional to the block spacing M .
SNR Threshold
Because of increased susceptibility to range errors, frequency estimators using
disjoint pilot blocks generally suffer from a high SNR threshold, unless the operating
range is greatly constrained.
Cost
Frequency estimation using disjoint pilot blocks is more costly than the case
of a single pilot block, all other conditions being equal. This has two causes: 1) As
seen in the Cramér-Rao bound of (2.26), the mean square error of a multiple block
estimator is fundamentally lower. However, the increased accuracy must be paid for
with a higher computational cost. 2) Some avoidance of range errors is achieved, but
only using more sophisticated, and in general, more costly operations.
Examples
There are very few examples of carrier frequency estimators using disjoint
pilot blocks, in comparison to the case of a single pilot block. This is largely due
to the novelty of the problem, as well as the difficulty of implementing practical
estimators. A primary purpose of this thesis is to address this lack in the literature
through the derivation, description, and publication at pear reviewed venues, of new
frequency estimation methods. Nevertheless, there are some existing examples. The
estimator proposed by Giugno et al. [11] has a very low SNR threshold and is also
low cost, but suffers from an extremely narrow operating range. In contrast, the
ML estimators described by Noels et al. [9], which are hybrid DA-DD or DA-NDA,
have a large operating range. But, the estimators have high computational cost, as
21

well as high SNR thresholds. A third example is the estimator proposed by Barbieri
et al. [6] for use in the European DVB-S2 standard. Their estimator has moderate
computational cost and exhibits both a high operating range and a low SNR threshold.
Unfortunately, it depends upon the decoding syndromes from an LDPC decoder to
resolve range errors, and hence is of limited application. Finally, Palmer et al. [28–30]
has described several general purpose estimators using ML, PI and AC techniques.
These estimators are formulated in order to maintain minimal cost while achieving
good accuracy, wide operating range and minimizing the SNR threshold. The ML
estimator is described in Chapter 3 and the PI and AC estimators are described in
Chapter 4.
2.2

Current Techniques
I now complete a more detailed survey of existing techniques. This serves the

purpose of establishing the framework and context for the estimators derived and
analyzed in subsequent chapters. Note that for purposes of notational simplification,
and without a loss of generality, I assume here, and throughout the rest of this thesis
that Ts = 1, unless otherwise noted.
2.2.1

Single Pilot Block Estimators
As has already been said, a large number of DA estimators using a single

pilot block have been proposed over the years. Hence, I do not describe all of them.
Nonetheless, because most estimators are grouped into one of three categories, I
describe a single estimator from each.
Maximum Likelihood
Given the length-L block of pilot symbols y(k), k = 0, ..., L − 1, the classical
ML estimator is founded on the equation
fˆc = argmax Py (f ),
f
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(2.28)
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Figure 2.3: Periodogram of y(k) with a single pilot block of length L = 32, N0 = 0,
and fc = 0.1.

where

¯L−1
¯2
¯X
¯
¯
¯
Py (f ) = ¯
y(k)e−j2πf k ¯
¯
¯

(2.29)

k=0

is the periodogram of y(k) [31]. For example, the periodogram Py (f ) is plotted in
Figure 2.3. The periodogram is plotted for a single pilot block of length L = 32,
and N0 = 0 and the frequency offset is fc = 0.1. We see that the maximum of the
periodogram lies at f = 0.1 on the frequency axis, and hence the frequency estimation
problem consists of identifying the maximum of the periodogram of y(k).
Note that the periodogram of (2.29) is the magnitude square of the DTFT
(discrete time Fourier transform) of y(k). This suggests that the estimator is efficiently implemented using the FFT (fast Fourier transform), which is indeed the
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case. The FFT periodogram is defined as
¯
¯2
−1
¯N
¯
X
¯
−j2πnk/N ¯
Py (n) = ¯
y(k)e
¯
¯
¯

n = −N/2 + 1, ..., N/2

(2.30)

k=0

where N is the length of the FFT, and L < N . Note that y(k) is indexed over the
range 0, ..., N − 1 versus 0, ..., L − 1. For all indexes k ≥ L, I set y(k) = 0.4 Using
the FFT is attractive because the FFT has computational cost O(N log N ), versus
the O(N 2 ) cost of the standard DTFT algorithm (assuming the same set of output
points).
The disadvantage of the FFT-periodogram is that the FFT output is defined
over a finite and fixed resolution grid, whereas the DTFT is defined at any arbitrary
output frequency. The consequence of this fact is illustrated in Figure 2.3 where a
128-point FFT-periodogram of y(k) is overlayed on a 8,192-point FFT-periodogram.
We see that the smaller FFT-periodogram is not defined for the carrier frequency
offset. In fact, the maximum of the 128-point FFT periodogram corresponds to
f = 13/128 ≈ 0.102, which is a quite significant error considering that N0 = 0.
For this reason, the FFT-periodogram variation of ML estimation has been called
approximate ML frequency estimation.
The approximate ML frequency estimator is described by Rife et al. [15].
Though the accuracy of the approximate ML estimator is improved by using a larger
FFT (i.e. increase the zero-padding on y(k)), in fact a much simpler solution, which
gives very good results, is to use parabolic interpolation to identify the periodogram
maximum. Assume that the FFT-periodogram maximum is at index n, where n −
1 and n + 1 are the neighboring bins. Then the true periodogram maximum is
interpolated using the formula [32]
µ ¶
1
Py (n − 1) − Py (n + 1)
.
n̂ = n −
2 2Py (n) − Py (n − 1) − Py (n + 1)

(2.31)

4
Setting y(k) to zero for indexes outside the range of k is known as zero-padding. Zero-padding
is a common technique for increasing the resolution of the FFT, though it does not increase the
resolution of the underlying periodogram.

24

The closer the FFT-periodogram bins are to each other, then the more accurate that
parabolic interpolation will be. In general, some amount of zero-padding for the FFT
is required, where more is required for small L and less zero-padding for large L.
Typical zero-padding factors are 2× up to 8× (see [2, Chapter 3]).
Phase Increment
Phase increment estimation is based on the formula
∆φ(k) = ∠ {y(k)y ∗ (k − 1)}
≈ 2πfc + vQ (k) − vQ (k − 1),

(2.32)
k = 1, ..., L − 1

(2.33)

where I have used (2.20) with m = 1 and u = 0. In other words, the phase increment is
measured only between neighboring samples of y(k), and the range of the ∠· operator
is defined over the interval [−π, +π).
The classical phase increment estimator was proposed by Kay [19]. The Kay
phase increment estimator reduces the effect of the noise terms in (2.32) though use
of a weighted average
L−1
1 X
fˆc =
a(k)∆φ(k)
2π k=1

(2.34)

where a(k) is a vector of weights computed from the formula
"
µ
¶2 #
2k − L
3 L
a(k) =
1−
.
2 L2 − 1
L

(2.35)

The Kay estimator, as well as its many variations, has very low computational cost,
and wide operating range. Unfortunately, it also exhibits a high SNR threshold due
to an excessive range error probability. Much of the subsequent work has explored
techniques for reducing the SNR threshold, while maintaining wide operating range
and low cost, see for instance [14, 21].
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Autocorrelation
Autocorrelation estimators are related to phase increment estimators, in that
they are based on the formula
∆φm (k) = ∠ {y(k)y ∗ (k − m)}

(2.36)

≈ 2πfc m + vQ (k) − vQ (k − m),
m = 1, ..., L − 1;

(2.37)

k = m, ..., L − 1.

However, the principle cause of range errors in the Kay estimator is due to the fact
that the ∠· is computed prior to averaging, hence the noise terms result in an elevated
range error probability.
Fitz proposed an improved estimator [23] which is formulated around the autocorrelation of y(k)
L−1
1 X
y(k)y ∗ (k − m),
R(m) =
L − m k=m

m = 1, ..., L − 1

(2.38)

where we see the similarity to (2.34) and (2.36), except that the ∠· is not yet computed. Instead, the Fitz estimator computes a final summation
fˆc =

L1
X
1
∠R(m)
πL1 (L1 + 1) m=1

(2.39)

where L1 < L is a design parameter. Hence, ∠· operates on the autocorrelation
sequences, rather than the phase increments, resulting in a reduced SNR threshold
due to the decreased impact of the noise on the ∠· operator.
Though the Fitz estimator has a reduced SNR threshold, the operating range is
also reduced and the computational cost is quite high. The operating range reduction
is due to the fact that the phase increments now span many symbol intervals, and
hence, for large fc range errors would be induced from phase wrapping. The cost is
large because the autocorrelation sequence must be computed multiple times. This
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is especially the case for L > 64, where the computational cost exceeds that of the
approximate ML estimator.
Improved versions of the Fitz estimator have been proposed by Luise et al. [24]
and Mengali et al. [13], where the Mengali estimator is notable because its operating
range is similar to that of the Kay estimator, but exhibits the low SNR threshold of
the Fitz estimator. However, the cost of these estimators is also quite high.
2.2.2

Disjoint Pilot Block Estimators
Assume now that the received signal contains multiple disjoint pilot blocks

organized as (L, P, M ), such that the input to the estimator y(k) is defined on the
index set K. DA frequency estimation using disjoint pilot blocks is a more recent
development, and I now describe three of the more significant results in this area.
Maximum Likelihood
Given the (L, P, M ) organized pilot symbols y(k), k ∈ K, the ML frequency
estimator is defined again as
fˆc = argmax Py (f ),

(2.40)

f

where

¯
¯2
¯X
¯
¯
¯
Py (f ) = ¯
y(k)e−j2πf k ¯ .
¯
¯

(2.41)

k∈K

Note the difference of summation limits of (2.41) compared to (2.29).
Noels et al. [9] has described a ML frequency estimators based on Eq. (2.41).
The notable feature of the Noels estimators are that they are hybrid DA-NDA or DADD which, in addition to the pilot symbols, also incorporate the data symbols into
the estimation. This is achieved through an iterative approach, which is diagramed
in Figure 2.4.
During the first iteration of the Noels estimator, only the pilot symbols are
used, and the data symbols are set to zero. Figure 2.4 represents one possible implementation, where an FFT-periodogram is generated, and the maximum of the
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Figure 2.4: Possible implementation of the Noels hybrid DA-DD iterative ML frequency estimator.

periodogram corresponds to a preliminary frequency estimate. The preliminary estimate is then used on the next iteration to generate decisions on the data symbols.
The combined pilot symbols and data symbol decisions are then used on the next iteration in a combined manner, where the data symbol decisions are handled as if they
are known. A new updated estimate is again computed using the FFT-periodogram.
The mean square estimation error decreases after each iteration, though it asymptotically converges to the Cramér-Rao bound. In general, 5-10 iterations is sufficient to
produce a minimum variance estimate.
The work presented by Noels focuses mostly on theoretical estimation bounds.
The estimators proposed in [9] have a high computational burden, mainly owing to
the iterative nature of the algorithm, but also due to inefficient evaluation of the
periodogram. I shall describe two methods in Chapter 3 which greatly improve the
computational efficiency of the periodogram evaluation.
I have also shown, by comparing the Cramér-Rao bound of (2.26) with the
MCRB of (2.27), that incorporating the data symbols into the estimate provides only
a marginal improvement in accuracy, while greatly increasing cost. This is particularly
true for low SNR due to the fact that the data symbol decisions become less reliable.
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Finally, there is a erroneous conclusion in the work presented by Noels et al.
in [9]. I have noted that frequency estimation using disjoint pilot blocks results in an
elevated SNR threshold. Noels concludes that the SNR threshold is minimized if the
spacing between pilot blocks is approximately equal to twice the length of the pilot
blocks, i.e. M ≈ 2L. Note that this erroneous conclusion was first made by Beahan
in [26], whom Noels cites. However, this constraint is in fact wrong, as I later show
in Chapters 3 and Chapters 4, and the correct constraint should be
L ≈ 60

R2
P

(2.42)

where R = M/L is the ratio of data block length to pilot block length. Due to this
error, Noels concludes that a hybrid DA-DD estimator generates the best accuracy,
when in fact a pure DA estimator may give better accuracy, assuming that the signal
is properly organized.
Phase Increment
A novel PI version of frequency estimation using disjoint pilots has been proposed by Giugno et al. in [11, 12]. The Giugno estimator is interesting because of its
low computational cost, though it suffers from a very small operating range.
The Giugno estimator recognizes that if the carrier phase is known for each
pilot block, then the frequency estimate is computed by measuring the phase increment between blocks. Note that this differs from the Kay estimator in which the
phase increment is measured between pilot samples.
The ML phase estimate [2], given a single pilot block indexed by p, is given as

θ̂p = ∠


+pL−1
 (p−1)M
X


k=(p−1)(L+M )



y(k)


(2.43)

where y(k) is valid for k ∈ K. It can then be shown [12] that the frequency estimate
is then simply
θ̂1 − θ̂0
fˆc =
M +L
29

(2.44)

where the pilot block organization is assumed to be (L, 2, M ), i.e. two pilot blocks
separated by M data symbols.
Autocorrelation
The frequency estimator proposed by Barbieri et al. [6] operates on the disjoint
pilot symbol blocks found in the bursts of the DVB-S2 standard. Except for the
preamble, which is a length of 90 pilot symbols, the rest of the burst is organized
as pilot blocks of length L = 32 separated by data blocks of length M = 1440, so
R = 45. Also, a normal burst has P = 45.
The estimator operates in two steps. In the first step, an initial frequency
estimate is obtained by executing the AC method proposed by Mengali and Morelli
[13] on the 90-symbol preamble. In the second step, the m-step phase increment
estimate is measured between multiple 32-symbol pilot blocks, where m appears to
be a variable design parameter, and the initial estimate is used to unwrap the phase.
The Barbieri method achieves suboptimal, but nevertheless, good accuracy.
However, due to the large value of R, the method is highly susceptible to range
errors. They solve this problem in an iterative manner. After a frequency estimate
is generated, and the estimated frequency offset is removed from the burst, the data
is decoded by an LDPC decoder. If the error syndromes of the LDPC decoder fail to
converge, then they assume that the presumed phase wrapping term is wrong, and
repeat the frequency estimate using a different phase wrapping term.
This method is effective, but it is also costly, due to the potentially many
iterations, and it is also of limited application, due to the required LDPC decoder.
Nevertheless, it is the only specimen of AC frequency estimator which I have found
that is able to operate on disjoint pilot symbol blocks.
2.3

Summary
In this chapter I have developed the signal model and framework required for

developing and analyzing the frequency estimators developed in Chapters 3,4, and
5. As part of this, I have presented a novel derivation of the Cramér-Rao bound for
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Figure 2.5: Survey of data-aided frequency estimation methods.

the case of disjoint pilot blocks organized as a (L, P, M ) signal. I have also given a
precise definition of what a range error is.
I have surveyed the work in the prior literature, and have found that very
little has been published on practical frequency estimators using disjoint pilot symbol
blocks. Most papers have focused on analyzing the theoretical estimation performance bounds of this problem. A few papers have proposed practical estimation
algorithms, but many of these are flawed in one way or another. For example, the
Noels estimator [9] has a high cost, while the Giugno estimator [11] has an extremely
small operating range. The three new estimators derived in this thesis achieve the
theoretical performance bounds established in prior work, while exhibiting low cost,
wide operating ranges, and minimized SNR thresholds.
Figure 2.5 lists citations for various data-aided carrier frequency estimators
which have been proposed in the literature. The survey in Figure 2.5 is organized
vertically according to whether the underlying estimation method is ML, AC, or phase
increment based, and organized horizontally according to whether single pilot blocks
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or disjoint pilot blocks are used. Note that the citations for estimators using a single
pilot block is only a sampling, as there is an abundance of published work on this
topic. However, the citations for estimators using disjoint pilot blocks is meant to be
as inclusive as possible. Note that the citations to Palmer et al. [28–30, 33], covering
frequency estimators for disjoint pilot blocks, refer to papers from which is drawn the
majority of the technical content of this thesis.
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Chapter 3
Reduced Cost Maximum Likelihood Frequency
Estimation Using Disjoint Pilot Blocks
3.1

Introduction
For a fixed value of the product P L, relative to the ML frequency estimator

based on a single pilot block, the ML frequency estimator based on multiple disjoint
pilot blocks has better accuracy, the same operating range, a higher SNR threshold,
and higher cost. The SNR threshold is decreased, but at the expense of decreased
operating range.
The primary disadvantage of ML frequency estimators is high cost. For relatively short pilot sequences (e.g. P L = 32), there exist more computationally efficient
frequency estimation techniques such as phase increment estimators — see [14,19–21]
for a single pilot block and [11, 12, 29, 33] for multiple disjoint pilot blocks — and
autocorrelation estimators — see [13, 23, 24] for a single pilot block and [6, 29, 30] for
multiple disjoint pilot blocks. Using the metrics established in Chapter 2, in general,
the phase increment estimators are the least costly and have the largest operating
range, but achieve these advantages at the expense of accuracy and SNR threshold.
On the other hand, autocorrelation estimators have a lower SNR threshold than the
phase increment estimators, but have higher computational cost. In fact, the computational cost of the autocorrelation-based estimator exceeds that of the maximum
likelihood estimator when the pilot block is long.
This chapter reexamines ML frequency estimation with disjoint pilot blocks
and presents a reduced cost method that does not sacrifice accuracy. This method
is based on multirate processing followed by a coarse and fine search. The use of
multirate processing for finding a sinusoid in noise has been describe by Umesh and
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Nelson [34] and Fowler and Johnson [35] and has been further developed into an
iterative algorithm by Brown and Wang [14] and Klein [21]. In this thesis, these
ideas are applied in the context of frequency estimation using disjoint pilot blocks
and linked to the other system performance parameters. As part of this examination,
I make the following observations:
1. Multirate processing reduces the size of the coarse search based on the FFT.
The FFT length needs to be large enough to properly bracket the search that is
performed after downsampling. The relationship between the FFT length and
the downsample factor is established.
2. The character of the periodogram for the case of multiple disjoint pilot blocks
is such that it is more difficult to produce reliable frequency estimates using
polynomial interpolation. Consequently, the fine search is restricted to search
methods such as the dichotomous search, the secant method, or the golden
section search (GSS).
3. A procedure for minimizing the SNR threshold for a given operating range is
described. We conclude that the block spacing should follow the rule-of-thumb
r
M=

L3 P
,
60

which is equivalent to
L = 60

R2
.
P

This is different from previously published results, which have suggested that
M = 2L.
4. I demonstrate that for the downsampling filter, pass-band distortion is a more
significant factor than stop-band attenuation. This characteristic allows much
simpler filters, such as the cascade-interleave-comb (CIC) filter to be used, leading to the conclusion that a 1-stage Hogenauer filter [36] is generally be the
resampling filter of choice.
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3.2

Problem Formulation
Recall from the previous chapter that data-aided estimators use the sequence
y(k) = x(k)a∗k = ejφ |ak |2 ej2πfc kTs + w̃(kTs )a∗k
= ejφ e2πfc Ts k + n(kTs )

(3.1)

where the index k corresponds to pilot symbol indexes. For example, consider the
case of a length-P L preamble, such as the case illustrated in Figure 1.1 (a), k =
0, 1, . . . P L − 1. In this case, the data-aided carrier frequency offset estimation is
equivalent to the problem of estimating the frequency of a sinusoid in white noise and
the ML estimator is
¯
¯2 
L−1
¯PX
¯
¯
¯
fˆc = argmax ¯
y(k)e−j2πf Ts k ¯ .
¯
¯
f

(3.2)

k=0

In words, the ML estimate is the frequency that maximizes the periodogram of the
sequence y(k). Neglecting noise, the periodogram is sin2 (π(f − fc )Ts LP )/ sin2 (π(f −
fc )Ts ) whose peak is relatively easy to find using the techniques outlined in the introduction.
When P length-L pilot sequences are available, P length-L blocks of the quantity y(k) are produced. Because y(k) samples a sinusoid in noise, and because the
samples are available only for the times when pilot symbols are available, y(k) is
defined for k ∈ K where, see Figure 1.1 (b),
K = {0, ..., L − 1, L + M, ..., 2L + M − 1, 2(L + M ), ..., P L + (P − 1)M − 1} .
(3.3)
In this case, the ML estimate is
fˆc = argmax {Py (f )} .
f
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(3.4)
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(c) L = 128, M = 640, P = 4

Figure 3.1: The periodogram Py (f ) is plotted for various burst parameters. The SNR
is infinite, and fc = 0.1 Ts .
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where

¯
¯2
¯X
¯
¯
¯
Py (f ) = ¯
y(k)e−j2πf Ts k ¯
¯
¯

(3.5)

k∈K

is the periodogram of y(k), k ∈ K, and in the absence of noise, the periodogram is
described by the formula
Py (f )|N0 =0 = S(f − fc ),
where
S(f ) =

sin2 [πf Ts P (L + M )] sin2 [πf Ts L]
.
sin2 [πf Ts (L + M )] sin2 [πf Ts ]

(3.6)

(3.7)

Figure 3.1 plots the periodogram for various pilot block organizations. The periodogram is formed of many lobes with significant magnitudes. I call the lobe centered
on fc the main lobe and the dominant sidelobes secondary lobes. The spacing between
adjacent secondary lobes is
∆flobe =

1
.
(L + M )Ts

(3.8)

The nature of the periodogram is such that a fine search based on polynomial interpolation does not always produce satisfactory results. This is due in part to the
fact that a high-order polynomial based interpolator is required to adequately model
the shape of the periodogram. In addition, even a relatively long FFT-based coarse
search is not always able to identify the desired main lobe, especially when the SNR
is low.
3.2.1

FFT Length
The periodogram of y(k), when properly structured, is efficiently computed

with the FFT. The FFT operates on a discrete signal with uniform sampling intervals.
But, the signal y(k) in Eq. (3.5) is valid only over the set of indices k ∈ K, which
are not uniformly spaced. Nonetheless, this problem is solved by setting y(k) = 0
when k 6∈ K, i.e. I set the FFT input to zero for time indices corresponding to the
(unknown) data samples.
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The disadvantage of the FFT-derived periodogram is that the resulting periodogram is defined only over a finite and regularly sampled frequency grid. The
resolution of this grid is dependent on the FFT length. In order to increase the resolution, the FFT length must be increased by appending zeros to the input sequence.
The FFT frequency resolution is given by the equation
∆fFFT =

1
N Ts

(3.9)

where N is the length of the FFT. If the length-N FFT periodogram of y(k) is
computed, then the ML frequency estimate has a maximum error of ∆fFFT /2, if
noise is neglected. Thus we conclude that the resolving power of the FFT must be
constrained by ∆fFFT ≈ 2σfˆc , where σfˆc is the target root mean square error of the
frequency estimate. Therefore, in order to meet the target accuracy, the FFT length
must be constrained according to
N>
If the operating SNR

1
N0

1
.
2Ts σfˆc

(3.10)

is instead adopted as the performance criteria of the

ML frequency estimator, instead of mean square error, and I assume that the ML
frequency estimator should operate near the Cramér-Rao bound of the target SNR,
then the FFT length constraint is given as
s
N>

π2
P L [(P 2 − 1) M 2 + 2(P 2 − 1)LM + P 2 L2 − 1]
6N0

(3.11)

where I have used the Cramér-Rao bound equation given by (2.26). Thus we see that
the FFT length required to achieve the Cramér-Rao bound is proportional to the pilot
block organization, and also by the SNR factor

1
.
N0

For instance, if I assume a burst

structure of L = 128 pilot symbols, P = 4 disjoint pilot blocks, and M = 640 datasymbols separating the disjoint pilot blocks, where SNR = 15 dB, then the constraint
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is N > 485, 867. Because the FFT is most efficiently implemented for power-of-two
lengths, then the final FFT size would be N = 524, 288.
This discussion shows that performing a “brute force" FFT search of the periodogram of y(k), k ∈ K, with the purpose of estimating the frequency offset, is a
high cost operation. This is because the resulting FFT is very large. For purposes of
illustration, I will assume for the moment that computational cost may be measured
in terms of the total required number of real valued arithmetic operations (this is
a useful cost metric for an application using a programmable DSP where memory
access is not a significant expense). For a radix-2 FFT in this case, the number of
real-valued additions and real-valued multiplications is roughly equal to 4N log2 N
for each. Using the previous example, this results in a total of 39, 845, 888 real-valued
arithmetic operations for each frequency estimate generated. Hence, we see that ML
frequency estimation using disjoint pilot blocks introduces some serious issues with
computational cost. The high cost is caused by the requirement for a very low mean
square error, which necessitates large FFT sizes. The next section proposes solutions
to this issue.
3.3

Reduced Cost ML Estimator Using Disjoint Pilot Symbol Blocks
In this section, a reduced cost ML estimator that does not sacrifice accuracy is

described. The frequency estimator is depends on a mixture of multirate processing,
coarse searches, and fine searches. The coarse search is based on the FFT where the
FFT length needs to be sufficiently large to bracket the main lobe of the periodogram.
The fine search is based on the GSS 1 , rather than on polynomial-based interpolation
for the reasons described above. For the search algorithm to function properly, the
downsample factor and the FFT length must be carefully selected. The relationship
between these two important parameters is established in this section.
1

A number of search algorithms have been used for the fine search in the frequency estimators
presented in the open literature. Rife and Boorstyn used the secant method in [15], Zakharov and
Tozer used the dichotomous search in [16, 17], and Quinn used Newton’s method in [37]. I use the
GSS [32, 38] here because it requires fewer function evaluations than the other methods, though
more iterations. In the end, it is less computationally costly than the alternatives.
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Figure 3.2: Block diagram of the reduced cost ML frequency estimator.

The derivation of the reduced cost ML frequency estimator for multiple disjoint
pilot blocks begins with the periodogram equation (3.7). Examples of Py (f ) are
plotted in Figure 3.1. Because the pilot blocks are disjoint in time, the resulting
periodogram has many sub-lobes whose magnitudes are close to the peak magnitude
of the main lobe. Under low-to-moderate SNR conditions, noise may make it difficult
to identify the true main lobe of the periodogram. This is the primary difficulty—and
the main cause of the SNR threshold—encountered with ML frequency estimation for
disjoint pilot blocks. Misidentification of the periodogram main lobe is also equivalent
to the range error defined in [29], and the estimation outlier defined in [15], and hence
I also call a main lobe misidentification event a range error.
I have generated a block diagram of the reduced cost ML estimator in Figure
3.2. The proposed estimator consists of four major operations.
1. Initial Estimate: An initial frequency estimate, f˜c , is generated from y(k) using
only a single block of pilot symbols. This estimate is generated by performing
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a coarse FFT-periodogram search, where the FFT length is N3dB , followed by
parabolic interpolation of the periodogram maximum.
2. Heterodyne: The coarse frequency estimate f˜c is used by a DDS (direct digital
˜

synthesizer) to generate a sinusoid e−j2πfc Ts k , k ∈ K. This is mixed with y(k),
thus heterodyning y(k) down to near baseband.
3. Resample: The heterodyned version of y(k) is passed through the low-pass antialiasing filter H(z) and subsequently downsampled by a factor D. I shall show
that H(z) can be implemented using a simple 1-stage Hogenauer filter.
4. Final Estimate: A coarse FFT-periodogram search is executed on all P pilot
symbol blocks of the downsampled signal, where the FFT length is again N3dB .
The fine search is now performed using the GSS of Algorithm 2. The GSS
should be executed on the search interval identified by the coarse search, as
well as executed on additional search intervals at increments of ∆flobe apart,
thus accounting for the possibility of the clipped FFT-periodogram main lobe
being falsely identified as a secondary lobe. The maximum among all search
intervals is denoted by f¯c .
The final step in the estimator is to scale the fine estimate f¯c by 1/D, thus compensating for the effect of the downsampling operation, and then combine with the
coarse estimate, giving the final ML estimate
f¯c
fˆc , f˜c + .
D

(3.12)

I now discuss in detail the formulation of the reduced cost ML frequency
estimator with the goal of deriving the relationship between the FFT length N3dB ,
the downsample rate D, and the manner in which the GSS should be executed,
including the number of search iterations.
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3.3.1

Signal Resampling
In [14, 21, 34, 35] it is demonstrated that by resampling y(k) that both the

SNR threshold as well as the total number of computations is greatly reduced. I now
extend this result to the case of ML frequency estimation and disjoint pilot blocks.
Resampling y(k) is motivated by the observation that the FFT resolution is
affected by both the FFT size and the signal sample rate. Hence, the resolution is
improved by increasing the FFT size—as was just shown above—or by resampling
y(k) to a lower sample rate. If the downsampling rate is an integer D, then the
resulting FFT resolution is
∆fFFT =

1
N Ts D

(3.13)

and the FFT size constraint of Eq. (3.11) becomes
s
Nd >

1
D

π2
P L [(P 2 − 1) M 2 + 2(P 2 − 1)LM + P 2 L2 − 1].
6N0

(3.14)

Suppose that the z-transform of y(k) is given by Y (z). I also define a discretetime low-pass filter with transfer function H(z). Then the downsampling operation
is described as
Yd (z) = H(z 1/D )Y (z 1/D )

(3.15)

where Yd (z) is the signal y(k) downsampled to sample-rate fr = (Ts D)−1 . Note that
the filter H(z) serves as an anti-aliasing filter.
Figure 3.3 illustrates the downsampling process and its effect on the periodogram of Py (f ). The downsampling operation reduces the disjoint pilot block
lengths to a new length Ld = L/D. I have found that estimator performance is best
preserved when Ld ≥ 4. It is difficult to reliably achieve Ld < 4 because the resampling filter H(z) must have very high stop-band attenuation, a small transition region,
and low pass-band distortion. The combination of these requirements would demand
a filter of sufficiently high cost that much of the computational cost advantages owed

42

1.5

1200

1000

800

y(k)

Py (f)

1

600

400

0.5

200

0

0

20

40

60
k

80

100

0
-0.5

120

0
f×T s

0.5

0
f×D×Ts

0.5

H(z)

↓16

1.5

4.5
4
3.5
3

yd(k)

Py (f)

1

2.5
2
1.5

0.5

1
0.5
0

0

20

40

60

80

0
-0.5

100

k

Figure 3.3: A 128-point FFT-periodogram before and after a D = 16 downsampling
operation.
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Figure 3.4: Mean-square estimation error of the new estimator for L = 128, M = 640
and P = 4. Various resampling filters are compared: A length-(20D + 1) polyphase
filter, 5-stage Hogenauer filter, 3-stage Hogenauer filter, and 1-stage Hogenauer filter.

to downsampling would be squandered. Hence, D should be selected such that
D≤

L
.
4

(3.16)

For example, using my previous example of L = 128, an appropriate down-sampling
rate would be D = 32. The new sampling rate allows the FFT size N to be reduced
by a factor of D, giving Nd = 16, 384, which results in a roughly 43× reduction in
computational cost.
Selection of the filter H(z) is an important design question. Improper filter
selection causes pass-band distortion, or insufficient stop-band attenuation, ultimately
decreasing the performance of the estimator. I simulated the proposed estimator using
four different resampling filters: A length-(20D + 1) polyphase FIR filter which was
designed in the least-squares sense, a 5-stage Hogenauer filter, a 3-stage Hogenauer
filter, and a 1-stage Hogenauer filter. The mean square error versus SNR using the
four filter types are plotted in Figure 3.4. Unsurprisingly, the poly-phase filter results
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in mean square error performance closest to the Cramér-Rao bound. However, the
1-stage Hogenauer filter achieves mean square error performance very close to that
of the poly-phase filter, and exceeds the performance of the other Hogenauer filters.
Increasing the number of stages in a Hogenauer filter increases stop-band attenuation
at the expense of increased pass-band distortion. These same results suggest that,
for this application, minimal pass-band distortion is more important than aliasing
of out-of-band elements. I also conclude that a 1-stage Hogenauer filter is generally
sufficient for good mean square error performance. Because 1-stage Hogenauer filters
are exceedingly simple, this is important for purposes of reduced cost.
3.3.2

Signal Heterodyning
In [39], Harris notes that for purposes of minimal signal distortion, the signal

bandwidth at the input to a Hogenauer filter should not exceed (4DTs )−1 . Because
the main lobe of the periodogram must not be distorted—in order to preserve mean
square error performance—then
|fc | <

1
4DTs

(3.17)

must hold. In other words, the carrier frequency offset must not exceed one-quarter
the pass-band bandwidth of a 1-stage Hogenauer filter with downsample rate D.
However, such a constraint severely limits the operating range of the estimator. A
similar issue was noted by Brown & Wang for their method proposed in [14]. As a
solution they proposed an iterative algorithm. Each iteration consists of computing
˜
a coarse intermediate estimate f˜c , heterodyning y(k) by e−j2πfc kTs , and then resam-

pling. These iterations continue until an intermediate estimate f˜c of sufficiently low
mean square error is produced. The heterodyning operation performs an intermediate
frequency compensation of y(k). This moves y(k) to baseband, which is the center of
the passband of the low-pass filter H(z).
I also adopt an iterative approach. However, I claim that two iterations is
sufficient for the case of ML estimation using disjoint pilot blocks. Assume that a

45

coarse intermediate estimate f˜c is generated. In order for the resampling process to
introduce minimal distortion, then the constraint
n

o
˜
E |fc − fc | ¿

1
4DTs

(3.18)

must hold, where the right side of (3.18) is from (3.17). Noting that the left side of
(3.18) is simply the root mean square error of the coarse estimate, then if I assume
that f˜c is obtained using ML frequency estimation on a single pilot block, and I make
the pessimistic assumption that N0 = 1, i.e. an SNR of 0 dB, then using (2.26), with
P = 1, and (3.18), I discover that
r
D¿π

L3
.
6

(3.19)

However, if I select D according to (3.16), then I obtain from (3.19)
LÀ

3
8π 2

(3.20)

which is of course impossible to violate under my assumptions. Therefore, we conclude
that a coarse intermediate frequency estimate may be generated from a single pilot
block, and the estimate is of sufficient accuracy to allow y(k) to be heterodyned such
that the main lobe of the periodogram Py (fc ) is roughly at baseband, which is the
center of the pass-band of the low-pass resampling filter H(z).
3.3.3

Periodogram Maximization, the GSS, and FFT Length
The length-Nd FFT required for accurate ML estimation is a costly compu-

tation, even after the cost reduction allowed by the signal resampling. As I have
already discussed, a common cost reduction technique is to perform a coarse periodogram search using a smaller FFT. Then a fine search of the periodogram is
executed, where the search is centered on the maximum identified during the coarse
search. The fine search is often done by interpolating the true maximum through
polynomial interpolation between the FFT-periodogram bins. But, polynomial inter46

polation only approximates the location of the periodogram maximum. ML frequency
estimation using a single pilot block is mostly tolerant of this distortion, if the FFT
is of sufficient resolution [2]. However, this distortion is generally a problem when
disjoint pilot blocks are used, because of tighter accuracy constraints..
From the perspective of ML frequency estimation, a better fine search method
is to execute a directed search of the periodogram. Improved accuracy can be achieved
if a function maximization algorithm is implemented, where the periodogram of (3.5)
is the object function. As stated in the introduction, I have chosen to use the GSS
as described by Press in [32, Chapter 10].
The periodogram Py (f ) is formed of many lobes with significant magnitudes.
The lobe centered on fc I call the main lobe. I also use f0 to denote the frequency
of the maximum of the main lobe. Note that, for the case of infinite SNR, fc = f0 ,
though this is not the case in general. However, in all cases I desire fˆc = f0 .
Significant periodogram sub-lobes are located at intervals of
∆flobe =

1
,
(L + M )Ts

(3.21)

away from the main lobe. I call these secondary lobes and denote their corresponding
lobe maxima as fl . Under the infinite SNR assumption, for some lobe maximum fl ,
½
fl ∈ F =

¾
1
1
..., f0 −
, f0 , f0 +
, ... .
2Ts (L + M )
2Ts (L + M )

(3.22)

I give a more precise definition of a lobe: Given Eq. (3.7), for some lobe
maximum fl , the periodogram is concave over the interval
·

¸
1
1
Il = fl −
, fl +
,
Ts P (L + M )
Ts P (L + M )

(3.23)

i.e.
Py (f fa + (1 − f )fb ) ≥ f Py (fa ) + (1 − f )Py (fb ) f, [fa , fb ] ∈ Il ,
and this interval I call a main lobe if l = 0, and a secondary lobe otherwise.
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(3.24)

With these definitions, I now answer this question: What is the minimum
sized FFT necessary for the GSS to be effective? The GSS is a function maximization
algorithm which assumes that a local maximum of a function is known to lie between
two points over which the function is concave, i.e. the maximum has been bracketed
over a concave interval. In terms of the periodogram Py (f ), the GSS must be executed
inside a periodogram lobe as defined by (3.23) and (3.24).
Given the lth lobe, and analyzing Py (f ), f ∈ Il , reveals that the 3-dB lobe
width is roughly
∆f3dB ≈

0.9
.
Ts P (L + M )

(3.25)

in length. I use this fact to define a minimum FFT size such that the FFT resolution
is sufficient to identify some interval which is inside any given lobe interval Il . This
constraint is
N3dB >

P (L + M )
.
0.45D

(3.26)

which I call the 3-dB criteria. This constraint is lower than the constraint Nd . This
is due to the fact that the FFT length need only be large enough to perform the
coarse search, i.e. reliably identify the lobes of the periodogram. Again returning to
my example of L = 128, P = 4, M = 640, the FFT size (using the 3-dB criteria) is
reduced to N3dB = 256, which is a substantial reduction.
Though I have made the assumption of infinite SNR, the previous analysis
remains valid for moderate SNR channel conditions. However, the analysis begins to
fail for low SNR conditions. I study the low-SNR case further in Section 3.4.
3.3.4

The Golden Section Search
After computation of the periodogram using the N3dB -point FFT, I label the

global maximum of the periodogram fy . I also form the discrete interval [fx , fy , fz ],
where fx is the periodogram bin below fy , and fz is the bin above, and because
of the 3-dB criteria, under moderate-to-high SNR conditions, I can be confident
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that [fx , fy , fz ] is inside a periodogram lobe and therefore brackets a concave curve.
Therefore, I use it to initialize the periodogram search algorithm.

Algorithm 1 Periodogram Dichotomous Search
x0 = fx {Initialize algorithm}
x2 = fy {fy must be the interval maximum}
x4 = f z
x1 = (x0 + x2 )/2
x3 = (x2 + x4 )/2
for 1 to ITERd do
if Py (x1 ) > Py (x2 ) AND Py (x1 ) > Py (x3 ) then
x0 = x0
x2 = x1
x4 = x2
else if Py (x3 ) > Py (x2 ) AND Py (x3 ) > Py (x1 ) then
x0 = x2
x2 = x3
x4 = x4
else
x0 = x1
x2 = x2
x4 = x3
end if
x1 = (x0 + x2 )/2
x3 = (x2 + x4 )/2
end for
if Py (x1 ) > Py (x2 ) AND Py (x1 ) > Py (x3 ) then
fmax = x1
else if Py (x3 ) > Py (x2 ) AND Py (x3 ) > Py (x1 ) then
fmax = x3
else
fmax = x2
end if

I have noted that the dichotomous function maximization algorithm has been
used in previous work to implement the periodogram search. Assuming that the FFTperiodogram is concave over the interval [fx , fy , fz ], then the dichotomous function
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maximization search algorithm, listed in Algorithm 1, converge on the maximum over
the interval.
For each iteration of the dichotomous search, the resolution of the FFT periodogram is improved by an additional factor of 12 . Therefore, the required number
of dichotomous search iterations, denoted by ITERd , is derived by recognizing that
when

µ
σf2ˆc

>

1
ITER
dN
2
3dB Ts D

¶2
(3.27)

is valid, where σf2ˆ is the target mean square error performance, then the final estimate
c

fmax achieves the target mean square error. Solving for ITERd results in the constraint
ITERd >

−2 log {N3dB Ts D} − log σf2ˆ

c

2 log 2

.

(3.28)

The GSS algorithm, described in [38] and [32, Chapter 5], is an alternate function maximization algorithm which behaves in a similar manner to the dichotomous
search. The GSS algorithm is named for the Golden Ratio because the conjugate
√
Golden Ratio, denoted by Φ = ( 5 − 1)/2, is used to progressively decrease the size
of the search interval until it converges on the local maximum. The GSS for periodogram maximization is listed in Algorithm 2, where the interval [fx , fy , fz ] is used
in the same manner as was for the dichotomous search algorithm of Algorithm 1.
Each iteration of the GSS improves the periodogram resolution by a factor of
Φ. Therefore, the number of golden-section search iterations is derived by recognizing
that when

µ
σf2ˆc

>

ΦITERg
N3dB Ts D

¶2
(3.29)

is valid, where ITERg indicates the number of GSS iterations, and σf2ˆ is the target
c

mean square error performance, then the final estimate fmax achieves the target mean
square error. Solving for ITERg results in the constraint
ITERg >

2 log {N3dB Ts D} + log σf2ˆ

c

2 log Φ
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.

(3.30)

Algorithm 2 Periodogram Golden Section Search
x0 = fx {Initialize algorithm}
x2 = fy {fy must be the interval maximum}
x3 = f z
x1 = x2 − (1 − Φ)(x2 − x0 )
for 1 to ITERg do
if Py (x2 ) > Py (x1 ) then
x0 = x1
x1 = x2
x2 = x1 − (1 − Φ)(x1 − x3 )
else
x3 = x2
x2 = x1
x1 = x2 − (1 − Φ)(x2 − x0 )
end if
end for
if Py (x2 ) > Py (x1 ) then
fmax = x2
else
fmax = x1
end if

If I compute the ratio of GSS iterations to dichotomous search iterations we
see that
ITERg
=
ITERd

2 log{N3dB Ts D}+log σ 2ˆ

fc

2 log Φ
−2 log{N3dB Ts D}−log σ 2ˆ

=−

fc

log 2
≈ 1.440,
log Φ

(3.31)

2 log 2

and hence, in general,
ITERg > ITERd

(3.32)

i.e. the GSS algorithm requires more iterations than the dichotomous search in order
to produce a result of similar accuracy. However, each iteration of the dichotomous
search requires that Py (f ) be evaluated twice, while the GSS only requires a single
evaluation. Therefore, the ratio of GSS function evaluations to dichotomous search
function evaluations is
µ

ITERg
ITERd

¶µ ¶
1
1.44
= 0.72.
≈
2
2
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(3.33)
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Figure 3.5: Coarse resolution periodogram. Note the clipping of the local maximum
lobes.

Evaluating Py (f ) is an expensive operation2 , and the vast majority of the execution
time of Algorithms 1 and 2 dwells in this operation. Therefore, we conclude that,
based on (3.33), that the GSS is preferable to the dichotomous search algorithm, as
described in [16–18], due to the fact that the GSS requires only a factor of 0.72-times
the function evaluations required by the dichotomous search, all other factors being
equal.
3.3.5

Periodogram Local Maximum Searching
Because of the coarseness of the N3dB -point periodogram, the lobe identified

by fy may not be the main lobe. This situation is illustrated in Figure 3.5, where it
can be seen that the two secondary lobes neighboring the main lobe appear to have
2

Recall that Py (f ) is the magnitude squared of the DTFT of y(k) at frequency f . Hence, in order
to evaluate Py (f ) at a single frequency, a total of 4P L + 2 real valued multiplications and 4P L + 1
real valued additions are required, where I have used the fact that a complex valued multiplication is
4 real valued multiplications and 2 real valued additions, and a complex addition is two real valued
additions.
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higher magnitudes. Therefore, performing the GSS on only the lobe indicated by fy
can result in large estimation errors, because fmax 6= f0 , i.e. the GSS maximum is
not equal to the main lobe maximum. Note that this situation can arise even for the
case of infinite SNR, though it is exacerbated by low SNR. Hence, it is necessary to
perform the GSS on neighboring lobes also and compare their collective lobe maxima
in order to identify the main lobe.
The number of neighbor lobes to search over, which I call the search window, is
obtained as follows: In the case of infinite SNR the worst case N3dB -point periodogram
has a main lobe maximum located halfway between two periodogram bins, as in
Figure 3.5. Therefore, the periodogram search window is obtained in these steps:
1. Generate an infinite SNR test signal y(k) such that the frequency offset fc lies
exactly half-way between two bins of the N3dB -point periodogram.
2. Generate an N3dB -point periodogram of y(k).
3. The main lobe is “clipped", and the neighboring secondary lobe heights—though
also clipped—increase monotonically over a finite number of sub-peaks, after
which they decrease. The search window should include the B lobes on each
side which increase monotonically from the lobes before them.
For the case of finite SNR the analysis is more difficult, because lobes outside the search window may, with non-zero probability, contain the N3dB -point periodogram maximum. However, I have found through extensive experimentation that
this issue is adequately resolved by increasing B by 1. Using my example again with
L = 128, P = 4, M = 640, using the above procedure shows that a GSS should be
performed on the fy lobe, plus the B = 2 lobes above and the B = 2 lobes below, for
a total of 2B + 1 = 5 GSS’s.
3.4

Analysis of Range Error Probability
A range error occurs in the ML frequency estimator if a secondary lobe of the

periodogram has a maximum greater than the maximum of the main lobe. In other
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words, a range error occurs when
Py (fl ) > Py (f0 ) : fl 6= f0 , {fl , f0 } ∈ F .

(3.34)

Because the signal y(k), k ∈ K, is a sinusoid combined with an additive complex Gaussian random vector, then it is easy to show that Py (f ) has a noncentral χ2
distribution, with two degrees of freedom. In fact, the pdf is given as
1
gf (Py (f )) =
exp
N0 |K|

½

¾ ½
¾
q
2
−1
[Py (f ) + S(f − fc )] I0
Py (f )S(f − fc )
N0 |K|
N0 |K|
(3.35)

where I0 (·) is the modified Bessel function of the first kind, and S(f ) is related to the
centrality parameter
S(f ) =

N0 |K|
λ(f )
2

(3.36)

where λ(f ) is the non-centrality parameter of the noncentral χ2 distribution gf (Py (f )).
Given (3.35) I define the probability of a range error occurring as
(3.37)
P (RE) = 1 − P {Py (f ) < Py (fc ), ∀f ∈ F \ f0 }
Z
= 1 − P {Py (f ) < Py (fc ), ∀f ∈ F \ f0 |Py (fc ) = x} P {Py (fc ) = x} dx
x

and therefore

Z

∞

P (RE) = 1 −

gfc (x)
0

Y Z
f ∈F\f0

x

gf (y)dydx.

(3.38)

0

Equation (3.38) is difficult to evaluate, both symbolically as well as numerically.
Nevertheless, my simulation results (see Chapter 5) have shown that the range error
rate is similar to that derived in [29, 30] in which it is shown that the range error
probability for the phase increment and autocorrelation estimators is asymptotically
minimized when
6M 2
¿ 1.
L3 P
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(3.39)

Thus, a good rule of thumb for burst pilot block placement is
r
M=
3.5

L3 P
.
60

(3.40)

Summary
In this chapter I have derived a reduced cost ML frequency estimator for

the case of disjoint pilot symbol blocks. I used multirate signal processing, an iterative estimate-and-heterodyne process, and directed periodogram searches, to decrease
computational cost, while preserving accuracy.
The new reduced cost ML frequency estimator exhibits similar estimation
performance to that expected from a traditional FFT-based ML frequency estimator.
However, the way in which the computational cost scales is quite different. Using big
O notation to quantify the computational cost, the traditional ML approach scales as
O(L log L), as should be expected for an algorithm where the FFT is the kernel of the
computation. But, the new reduced cost ML frequency estimator I have described
scales as O(1) when L is relatively small, typically less than about 1,000 pilot symbols.
At larger values of L it scales as O(L log L) like the traditional approach, but is a
couple of orders of magnitude lower cost, relative to the value of L. Hence, the new
estimator is useful in a much wider range of applications due to its lower cost. It’s
cost will be discussed in more detail in Chapter 5.
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Chapter 4
Iterative Autocorrelation Frequency Estimation
Using Disjoint Pilot Blocks
4.1

Introduction
In Chapter 3 I showed how the carrier frequency offset can be estimated by

analyzing the periodogram of y(k), where y(k) is a sinusoid in noise obtained from
the received pilot symbols. The frequency offset estimate is equal to the frequency
at which the periodogram is maximized. However, because no closed-form equation
exists for evaluating the periodogram maximum, the periodogram must be searched.
The searching process can be complicated and costly. Therefore, alternate methods
for estimating the frequency offset have been proposed.
A common method for estimating the frequency offset is to instead measure
the amount that the phase of y(k) increments over time. Assuming that the frequency
offset is stationary over the observation time, then an estimate of the frequency offset
is easily derived from the phase increment.
The simplest variety of phase increment estimator is to measure the phase
increment between neighboring samples of the sinusoid. This is the method used
by [1, 14, 20, 21] (for the case of a single pilot block) and by [11, 12] (for the case of
disjoint pilot blocks). Therefore, in this thesis I call this approach the phase increment
method.
Another approach is to measure the phase increment not only between adjacent
samples of the sinusoid, but to also include phase increment measurements between
samples that are not adjacent. This approach, while more costly, generally has better
accuracy and lower SNR threshold. This approach has been used by [13, 23, 24] (for
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the case of a single pilot block) and by [6] (for the case of disjoint pilot blocks). I call
this approach the autocorrelation method.
The phase increment method presented in this chapter was first described in
[33] and [29]. The autocorrelation method presented in this chapter was first presented
in [30] and [29]. These frequency estimators make the following contributions:
1. I show how to compute the phase increment frequency estimate in such a way
that operating range is not sacrificed. This is in contrast to the version described by Giugno and Luise in [11, 12] which has extremely limited operating
range. The resulting estimator has very low computational cost and converges
to the Cramér-Rao bound at high SNR. Unfortunately, it has quite high SNR
threshold. Because of this, I do not consider it a viable estimator for most
applications. However, the AC estimator is closely related, and the phase increment estimator’s formulation simplifies the analysis of range errors, so it is
a worthwhile exercise to study it.
2. I describe an autocorrelation estimator which has a wide operating range, which
is in contrast to many versions described in prior work. I also show how to
apply the autocorrelation technique to the case of disjoint pilot blocks. My
method uses a novel application of the Kalman filter to incrementally improve
the estimate such that the SNR threshold is minimized.
3. I analyze the range error probability of the phase increment and autocorrelation
estimators, and show that the range error is minimized when 6M 2 ¿ L3 P .
4.2

Phase-Increment Frequency Estimator Using Disjoint Pilot Blocks
I begin with Equation (2.11), repeated here for the case of block structure

(L, P, M ), and assuming that Ts = 1,
y(k) = x(k)a∗k

(4.1)

= ejφ ej2πfc k + n(k)
= ejφ ej2πfc k [1 + v(k)] ,
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(4.2)
k∈K

(4.3)

where we see that y(k) is a sinusoid with frequency fc , with additive white Gaussian
noise. Alternatively, we have also seen in Section 2.1.2 that, for the case N0 ¿ 1,
1 + v(k) ≈ ejvQ (k) ,

(4.4)

where vQ (k) is the imaginary components of the complex Gaussian random vector
v(k). Hence, y(k) is assumed to be a sinusoid of frequency fc with a phase noise term
vQ (k):
y(k) ≈ ej{2πfc k+φ+vQ (k)} ,

k∈K

(4.5)

I obtain a relatively noisy estimate of fc by comparing the symbol y(k) with
the adjacent symbol at index k − 1, where k, k − 1 ∈ K. The phase increment between
these samples is
∆φ1 (k) = ∠ [y(k)y ∗ (k − 1)] = ∠y(k) − ∠y(k − 1) ≈ 2πfc + vQ (k) − vQ (k − 1) (4.6)
where the subscript, 1, of ∆φ1 (k) denotes the increment is over one symbol time, and
∠· is the complex argument operator.
Some of the samples of y(k) which are adjacent to each other are not separated
by an interval of one sample period. This is seen in Figure 4.1 where a sinusoid is
sampled only for the index set k ∈ K, given by block structure (16, 2, 32). It can be
seen that the samples at indexes k = 15 and k = 48 are adjacent to each other, but
are separated by an interval of M + 1 = 33 sample periods. Therefore, I must also
define the (M + 1)-step phase increment
∆φM +1 (k) = ∠ [y(k)y ∗ (k − M − 1)] = ∠y(k) − ∠y(k − M − 1)
= 2π(M + 1)fc + vQ (k) − vQ (k − M − 1).

59

(4.7)
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Figure 4.1: Plot of y(k) for block structure (16, 2, 32) and fc = 0.0375.

Let us define the sets J = {k|k, k −1 ∈ K} and L = K−J = {k|k, k −M −1 ∈
K}. A vector of unbiased estimates of fc is obtained from (4.6) and (4.7)


 ∆φ1 (k)
k∈J
2π
f˜c (k) =

 ∆φM +1 (k) k ∈ L
(M + 1)2π


v (k) − vQ (k − 1)

fc + Q
2π
≈
vQ (k) − vQ (k − M − 1)


fc +
(M + 1)2π

(4.8)

k∈J
(4.9)
k∈L

where f˜c (k) denotes the estimates at sample k for phase increments over 1 or M + 1
symbol times, depending on if k ∈ J or k ∈ L.
In (4.9) the variance of the phase noise is lower for case k ∈ L than for case
k ∈ J , due to the noise being divided by the term (M + 1). However, the reduced
variance comes at a price: Due to the larger delay over which the phase increment is
measured, fc either must be constrained to a reduced range, or the phase wrapping
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Figure 4.2: Plot of y(k) for block structure (16, 2, 32) and fc = 0.0375, showing
ambiguous sinusoids.

over the delay interval must be accounted for. The reason for this is illustrated in
Figure 4.2 which shows again the plot of Figure 4.1 with the addition of ambiguous
sinusoids. The two ambiguous sinusoids plotted in Figure 4.2 are aligned in phase
with the sinusoid samples for k = 15 and k = 48. Hence, there are an infinite number
of values of fc which satisfy Equation (4.9) for the case k ∈ L. In order to identify
the true value of fc , one of the following options must be selected:
1. The phase wrapping over the delay (M + 1) must be accounted for.
2. The allowed range of fc must be constrained to the bound
−

1
1
≤ fc <
.
2M
2M

(4.10)

Under Option 1, the failure to account for the phase wrapping results in a range
error. Under Option 2, the operating range of the estimator is severely limited. Both
of these issues have been discussed already in Chapter 2.
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Having defined the phase increment estimates in (4.9) I now find the best linear
unbiased estimator which combines the estimates for all LP pilot symbols. I relax
the constraint

−1
2M

≤ fc <

1
,
2M

thus improving the operating range of the estimator.

To this end I divide the LP -symbol estimator into two steps:
1. Obtain a preliminary estimate f˜1 from f˜c (k), k ∈ J , based on the 1-symbolinterval phase increments.
2. Obtain a final estimate fˆc by combining all estimate f˜c (k), k ∈ K. The preliminary estimate f˜1 is used to unwrap the phase of for f˜c (k), k ∈ L.
This two-step procedure relaxes the frequency offset constraint such that fc is a
significant fraction of the symbol rate. However, the probability of range errors is
increased, particularly at low SNR.
The preliminary estimate f˜c is obtained from the vector f̃1 = {f˜c (k)|k ∈ J }.
Given the covariance matrix, C1 , of f̃1 , the best linear unbiased estimate [1] is defined
as
f˜1 , bT1 f̃1

(4.11)

where b1 is the optimal length-|J | vector of weights, where |J | is the cardinality of
set J , and where b1 is given by
b1 =

C−1
1 1
1T C−1
1 1

(4.12)

where 1 is a length-|J | vector of ones.
Equation (4.11) gives a preliminary estimate of fc . Given f˜1 I redefine (4.9)
as


 ∆φ1 (k)
k∈J
2π
˜
fc (k) =

 ∆φM +1 (k) + q2π k ∈ L
(M + 1)2π


v (k) − vQ (k − 1)

fc + Q
2π
≈
v
(k)
−
vQ (k − M − 1)
Q


fc +
(M + 1)2π
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(4.13)

k∈J
(4.14)
k∈L

where q, as discussed in Section 2.1.2, is an integer which places ∆φM +1 (k) ∈ I,
where

h
´
I = −π + (M + 1)2π f˜1 , π + (M + 1)2π f˜1

(4.15)

is a half-open interval spanning 2π. Under certain conditions, to be discussed in
Section 4.2.1, (4.14) effectively unwraps the phase rotations between pilot block gaps,
thus accounting for phase wrapping.
I now generate a refined estimate from the complete vector f̃2 = {f˜c (k)|k ∈ K}.
Given f̃2 and it’s covariance matrix C2 , the best linear unbiased estimate is given by
fˆc , bT2 f̃2

(4.16)

where b2 is the optimal length-P L vector of weights, given by
C−1
1
b2 = T 2 −1
1 C2 1

(4.17)

where 1 is a length-P L vector of ones.
Figure 4.3 plots the weighting coefficients with respect to k. Figure 4.3(a)
plots vector b1 , which is used to generate the preliminary estimate f˜1 in (4.11).
Figure 4.3(b) plots vector b2 , which is used to generate the final estimate fˆc in (4.16).
The pilot block organization is (16, 2, 32). We see that the (M + 1)-phase-increment
estimate, which corresponds to f˜c (k)|k=48 , is given much higher weight compared to
f˜c (k) for other values of k. This is due to the lower variance of the estimate at k = 48,
which is accounted for in the covariance matrix C2 . Figure 4.4 plots the mean square
estimation error of the preliminary estimate f˜1 , and the final estimate fˆc , versus the
SNR Es /N0 . The Cramér-Rao bound is also plotted. We see that incorporating the
phase increment for k = 48 results in a large improvement in accuracy. However,
the SNR threshold (the SNR below which the mean square error diverges from the
Cramér-Rao bound) is higher for the final estimate. This is due to the increased
difficulty of successfully unwrapping the phase at low SNR.

63

The phase increment estimator, using disjoint pilot symbol blocks, is described
by the following steps:

4.2.1

step 1:

generate y(k) from the pilot blocks, x(k)

step 2:

compute f˜c (k), k ∈ J

step 3:

compute f˜1 from (4.11)

step 4:

compute f˜c (k), k ∈ L

step 5:

compute fˆc from (4.16)

Analysis of Range Error Probability
I now derive the estimator range error probability for the phase increment

estimator. Range errors occur when the true phase increment ∆φM +1 falls outside
the interval I derived from f˜1 . I compute the probability of a range error occurring
in terms of the probability of ∆φM +1 (k) 6∈ I. The ML estimate of I is centered on
(M + 1)2π f˜1 , hence,
³
´
³
´
˜
˜
P (RE) = P ∆φM +1 (k) < −π + (M + 1)2π f1 +P ∆φM +1 (k) ≥ π + (M + 1)2π f1
(4.18)
where RE signifies a range error event. With some rearrangement of terms (4.18)
becomes
P (RE) = P (gI (k) < −π) + P (gI (k) ≥ π)

(4.19)

where
gI (k) = ∆φM +1 (k) − (M + 1)2π f˜1
≈ vQ (k) − vQ (k − M − 1) − (M + 1)bT1 vQ

(4.20)
(4.21)

where I have used (4.14) and (4.11), and where
n
h io
vQ = 2π f̃1 − E f̃1 .
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(4.22)
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Figure 4.3: Weighting coefficients used for generating f˜1 and fˆc , where the block
organization is (16, 2, 32).
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Figure 4.4: Comparison of the mean square estimation error of the preliminary estimate f˜1 and the final estimate fˆc , where the block organization is (16, 2, 32).

Since gI (k) is a zero-mean Gaussian random variable, then I easily quantify P (RE)
in terms of the variance of gI (k)
Var{gI (k)} =E{gI (k)2 }
©
=E vQ (k)2 + vQ (k − M − 1)2

(4.23)

T
+2 [vQ (k − M − 1) − vQ (k)] (M + 1)bT1 vQ + (M + 1)2 bT1 vQ vQ
b1

ª

(4.24)
(M + 1)2
=N0 + 2N0 b1 (k) + T −1
1 C1 1
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(4.25)

where b1 (k) refers to the coefficient of b1 corresponding to symbol time k, and I have
used the fact that b1 (k) = b1 (k − M − 1).
With some algebra I obtain
b1 (k) =

6(L − 1)
.
P L(L2 − 1)

(4.26)

Furthermore, it can be shown using (2.12), and assuming N0 ¿ 1, that
1
1T C−1
1 1
and hence

=

6N0
P L(L2 − 1)

"
Var{gI (k)} ≈ N0

#
12(L − 1) + 6 (M + 1)2
1+
.
P L(L2 − 1)

(4.27)

(4.28)

When L, M À 1, then (4.28) is approximated as
·
Var{gI (k)} ∼ N0

¸
6M 2
.
1+ 3
LP

(4.29)

The following observations regarding the properties of my phase increment estimator
are important:
1. The range error probability is determined by Var{gI (k)}. Consequently, for a
fixed number of pilot symbols and at a fixed SNR, the range error probability
increases as the spacing between the pilot blocks increases.
2. For a given SNR, the range error probability decreases as the number of pilot
symbols increases relative to the spacing between the pilot blocks.
3. Because of the first term of (4.29) we conclude that the minimum variance of
gI (k) is lower bounded by the SNR.
4. Suppose M = RL, where R is some positive integer, i.e. the ratio of pilot block
separation to pilot block length remains constant, then (4.28) is approximated
as

·
Var{gI (k)} ∼ N0
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¸
6R2
1+
.
LP

(4.30)
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Figure 4.5: Evaluation of (4.32) for various values of R = M/L and SNR (P = 4).

Hence, for a fixed pilot-data ratio, R, the range error probability decreases as
L increases.
Point 4 is significant. Previously published papers (e.g. [9,26] ) have suggested
that M = 2L is a good rule of thumb for minimizing range errors. However, as
Equations (4.28), (4.29), and (4.30) show, this is not generally the case, particularly
for large values of L. Rather, the range error probability is minimized when
or

6M 2
L3 P

6R2
LP

¿ 1,

¿ 1. In fact, we see that a better rule of thumb is
L = 60

where I have assumed that

1
10

R2
P

(4.31)

¿ 1. In other words, the range error probability

decreases more quickly as L grows, than it increases as M grows. Therefore, for a
fixed ratio R = M/L, the range error probability is lowest for “long” pilot blocks.
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Finally, returning to the range error probability equation, given (4.28) then
(4.19) is evaluated directly as
Ã
P (RE) = 2Q

π

p

Var{gI (k)}

!
.

(4.32)

Figure 4.5 plots various realizations of (4.32) versus the pilot-data symbol rate R =
M/L (for P = 4). The range error rate decreases rapidly as L is increased for small
values. However, the minimum range error rate is lower-bounded by the SNR. Hence,
the best improvement in range error rate is achieved by increasing the length of “short”
pilot blocks.
4.3

Autocorrelation Frequency Estimator Using Disjoint Pilot Blocks
The phase increment estimator described in Section 4.2 obtains an estimate

of the carrier frequency by measuring the phase increment between adjacent samples
of a sinusoid. We have seen that the phase increments corresponding to the gaps
between pilot blocks have lower variance. This suggests that, by incorporating into
the estimator additional phase increment measurements between non-adjacent symbols, that the estimator accuracy is further improved. This is the primary mechanism
through which the autocorrelation estimator computes a frequency estimate. I describe a variation of this approach in this section. My autocorrelation estimator is
formulated to operate using disjoint pilot symbol blocks, and has a wide operating
range.
Inspired by [13, 23, 24], I define the symbol autocorrelation of y(k), k ∈ K, as
R(m) ,

X
1
y(n)y ∗ (n − m)
|N (m)|
n∈N (m)
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(4.33)

where N (m) ⊂ K and N (m) = {n|n, n − m ∈ K}. Using (4.3) and (4.33) we find
that
R(m) =

X
1
ejφ ej2πfc n [1 + v(n)]e−jφ e−j2πfc (n−m) [1 + v ∗ (n − m)]
|N (m)|

(4.34)

X
1
ej2πfc m [1 + v(n)][1 + v ∗ (n − m)]
|N (m)|

(4.35)

n∈N (m)

=

n∈N (m)

= ej2πfc Ts m [1 + ²(m)]
where
²(m) =

(4.36)

X
1
[v(n) + v ∗ (n − m) + v(n)v ∗ (n − m)]
|N (m)|

(4.37)

n∈N (m)

is zero-mean, complex non-Gaussian noise. However, if I assume N0 ¿ 1, then the
last term in the summation of (4.37) may be neglected, and
²(m) ≈

X
1
[v(n) + v ∗ (n − m)]
|N (m)|

(4.38)

n∈N (m)

which is zero-mean, complex Gaussian noise. Furthermore, using the same procedure
which produced (4.5), by recognizing that
²(m) = ²I (m) + j²Q (m),

(4.39)

R(m) ≈ ej{2πfc m+²Q (m)} .

(4.40)

I obtain

Hence, for a given delay m, an estimate f˜c (m) of fc may be computed from
∠R(m) + q2π
²Q (m)
f˜c (m) ,
≈ fc +
2πm
2πm

(4.41)

where q is the quantity required for accounting for the periodicity of ∠·, as described
in Section 2.1.2.
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The reader should note that, unlike the phase-increment estimator defined in
(4.16), (4.41) is not a minimum-variance estimator. However, if R(m) is computed
for a sufficient number of delays, and the results are averaged, the resulting estimator
approaches the CRB as defined in (2.26). This leads us to the description of my
autocorrelation estimator.
My autocorrelation method has similarities to method proposed by Fitz [23].
In the Fitz method the correlations of y(k) for each delay m are computed. The
arc-tangent of each correlation is computed, giving an estimate of fc scaled by m.
Finally, the vector of intermediate estimates are averaged, giving the final estimate.
The Fitz estimator makes no provision for dealing with phase wrapping. As a
consequence, the operating range can be quite limited. Therefore, in Equation (4.41)
I have provided for the unwrapping of the phase. However, the computation of q
is derived from intermediate estimates generated at smaller delays. In the interest
of reducing the range error probability, these intermediate estimates should be minimum variance and unbiased, and such an estimate must be generated for each delay.
Motivated by the structure of the Kalman filter, I formulate an iterative estimator,
where the iterations are over the symbol delays m. This approach is conceptually
similar to the estimator described by Wu, An, and Lu in [25]. The key differences are
that here the Kalman update is used to combine the estimates from each iteration
and that the algorithm can accommodate multiple, disjoint pilot blocks.
The estimator is first initialized for symbol delay m = 1, and I initialize q to
q = 0. Therefore, the first intermediate estimate is computed as
²Q (1)
fˆc (1) = f˜c (1) ≈ fc +
.
2π

(4.42)

I also form the vector m composed of all values of m, in order increasing value,
for which N (m) 6= ∅, i.e.
m = {m|N (m) 6= ∅}.

(4.43)

m is indexed with the quantity i = 0, ..., |m|−1. An iterative estimator is now iterated
over the delay vector m, using i. During each iteration the frequency estimate is
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updated using the Kalman filter equation
h
i
fˆc (i) , fˆc (i − 1) + K(i) f˜c (mi ) − fˆc (i − 1)

(4.44)

where K(i) is the sequence of Kalman filter gains computed from
h
i
h
i
E fˆc2 (i − 1) − E fˆc (i − 1)f˜c (mi )
i
h
i
h
i.
K(i) , h
E f˜c2 (mi ) + E fˆc2 (i − 1) − 2E fˆc (i − 1)f˜c (mi )

(4.45)

Though (4.45) may appear formidable, it is simply derived from the best linear unbiased estimator equation for the case where the covariance matrix is of size 2 × 2.
Because of the Gaussian noise approximation of (4.38), it is straightforward to evaluate. In fact, the filter gains K(i) are SNR and time invariant and may be computed
off-line. In Appendix A I describe one method for doing this, and provide example
MATLAB code.
I summarize the important properties of the new autocorrelation estimator
defined in this section:
1. A 0.5/m frequency ambiguity exists for an estimate which is generated from an
m-delay phase increment. This is the source of the limited acquisition range of
estimators such as the Fitz [23], Luise and Reggiannini [24], and Guigno et al.
[11, 12] methods.
2. If a prior frequency estimate is available from delay m, then the prior estimate
is used to estimate the phase increment for delay m + 1, thus resolving the
ambiguity. However, this estimate is vulnerable to range errors. Range errors
become more probable as m increases, and less probable for more accurate prior
estimates.
3. In the absence of a range error, the estimate from delay m becomes more accurate as m increases.
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4. Given points 2) and 3), it is possible to leverage increasingly accurate prior
estimates (as m is increased) in order to counteract the increased probability
of range errors (also from an increasing m). I claim that a Kalman filter—see
Eq. (4.44)—is an optimal method for incrementally updating the prior estimate
as m is increased, and Eq. (4.45) is the proper formulation for the Kalman filter
gain for each delay m.
The main source of range errors in my autocorrelation method correspond to the
Kalman filter updates where the delay for the prior estimate is small compared to
the current delay. This is caused by the disjoint pilot block structure. This issue is
explored in more detail in Section 4.3.1.
The autocorrelation estimator is described in the following steps:

4.3.1

step 1:

generate y(k) from the pilot blocks, x(k)

step 2:

initialize with (4.42), i = 1

step 3:

compute (4.44), i = i + 1

step 4:

if i ≤ |m| repeat step 3, else goto step 5

step 5:

fˆc = fˆc (|m| − 1)

Analysis of Range Error Probability
The autocorrelation estimator presented in this section is sensitive to range er-

rors in similar manner to the phase-increment estimator. The range error probability
for the autocorrelation estimator is given by
P (RE) = P [hI (i) < −π] + P [hI (i) ≥ π]

(4.46)

where
hI (i) = ∠R(mi ) + q2π − 2π fˆc (i − 1)mi
≈ 2πfc mi + ²Q (mi ) − 2π fˆc (i − 1)mi .
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(4.47)

I likewise evaluate (4.46) using
Ã
P (RE) = 2Q

π
p
Var{hI(i) }

!
.

(4.48)

Because of the iterative nature in which fˆc (i) is computed, it is note clear whether
Var{hI(i) } may be evaluated in closed form, and I do not attempt to do this in this
thesis. However, experimentation has shown that the phase increment and autocorrelation estimators have similar range error probabilities. In Figure 4.6 I plot the
mean square estimation error of the autocorrelation estimator for fixed R = M/L =
2L, but where L is varied. Note in Figure 4.6 that the plot corresponding to the
mean square error of L = 8 decreases rapidly as the SNR increases from -12 dB up to
2 dB. However, at 2 dB there is a noticeable “bulge" in the mean square error before
it converges to the Cramér-Rao bound at 8 dB. The plots for the mean square error
of larger values of L are also shown, and likewise exhibit a bulge before converging
to their respective Cramér-Rao bound’s. However, the bulge decreases in size as L
increases.
Figure 4.7 plots the mean square estimation error of the autocorrelation estimator for fixed R = M/L = 4L, and where L is again varied. The bulge in the
mean square error of the estimators is now more evident, owing to the larger distance
between the pilot symbol blocks. However, we again see that the bulge decreases in
size as the size of L increases, despite the fact that the block spacing M increases
proportionally. The bulge in the mean square estimation error, with respect to the
operating SNR, is directly related to the prevalence of range errors.
We conclude from these facts and simulation results that range errors are
minimized if the pilot symbol block size is large enough, given a desired block spacing
ratio. In other words, the range error probability is minimized if
6R2
6M 2
¿
1,
or
if
¿ 1.
L3 P
LP
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Figure 4.6: Mean-square estimation error of the autocorrelation estimator for different
pilot structures, 50,000 realizations, P = 2. The data-pilot ratio, R = M/L, is fixed at
M = 2L. The pilot length is varied to show the effect on range error rate.

Therefore, when choosing an appropriate pilot symbol block organization for an application where range errors must be minimized, a good rule of thumb should be
L = 60
where I have assumed that
4.4

1
10

R2
,
P

¿ 1.

Summary
In this chapter I have described two frequency estimators for use with disjoint

pilot symbol blocks. The first estimator uses the phase increment between adjacent
samples to derive a frequency estimate. The second estimator measure the complex
argument of a correlation, which is equivalent to measuring the phase increment
between all samples separated by delay m.
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Figure 4.7: Mean-square estimation error of the autocorrelation estimator for different
pilot structures, 50,000 realizations, P = 2. The data-pilot ratio, R = M/L, is fixed at
M = 4L. The pilot length is varied to show the effect on range error rate.

I have shown how to compute both estimators in such a way that a wide
operating range is achieved, while the SNR threshold. Both estimators operate in an
iterative fashion that allows the phase to be unwrapped in subsequent iterations.
We have seen that the SNR threshold for the autocorrelation estimator may
be driven to an arbitrarily low level, and I have shown how this is achieved through
proper organizing and spacing of the pilot symbol blocks.
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Chapter 5
Performance and Cost Analysis
5.1

Introduction
I have described in Chapter 2 the problem of carrier frequency offset estima-

tion using disjoint pilot symbol blocks. I have shown that disjoint pilot blocks can be
processed to generate a discrete time sinusoid with noise, where the sinusoid samples
correspond to the pilot samples, and where the sinusoid frequency is equal to the
carrier frequency offset. I have shown that disjoint pilot blocks provide improved
frequency estimation accuracy compared to grouping all available pilot symbols into
a single contiguous block. In Chapter 3 I derived a new reduced cost ML frequency
estimator which finds the estimate by maximizing the periodogram of the disjoint
pilot block derived sinusoid. In Chapter 4 I derived new phase increment and autocorrelation frequency estimators which generate estimates by directly measuring the
phase increment between samples of the sinusoid. I have also analyzed the problem
of range errors, and shown that the high level of range errors normally associated
with frequency estimation using disjoint pilot blocks may be minimized if the rule of
thumb

r
M=

L3 P
60

is obeyed.
In this chapter I analyze the estimation performance and computational cost
of the ML, and autocorrelation estimators presented in Chapters 3 and 4 and by
Palmer et al. in [28–30]. Recall that in Chapter 2 I listed and defined four metrics for
evaluating and quantifying the quality of the frequency estimation methods. As these
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metrics will be used in this chapter to evaluate the quality of the new estimators, I
again list them here:
Accuracy
Accuracy is measured using the mean square estimation error. Accuracy indicates, given a fixed signal to noise ratio, how “noisy" the frequency estimates will be.
The Cramér-Rao bound is the theoretical accuracy bound beyond which no estimator
can improve upon. Most data-aided frequency estimators (the type derived in this
thesis) will operate very near the Cramér-Rao bound when the SNR is sufficiently.
Operating Range
The operating range is the range of values for fc over which the frequency
estimator operates at or near the Cramér-Rao bound. A high accuracy frequency
estimator will have only limited utility if it’s operating range is too narrow.
SNR Threshold
The SNR threshold phenomenon is defined as the SNR below which the mean
squared error quickly diverges from the Cramér-Rao bound. This is a property common to all data-aided frequency estimators. However, it is more evident for the case
of disjoint pilot blocks due to the difficulty of preserving phase coherency between
the blocks at low SNR.
Cost
Cost refers to the computational cost. This is particularly important to realtime applications, such as those using programmable DSPs, FPGAs, or ASICs. Historically, there have been various methods for measuring computational cost. For
instance, cost may refer to the total number of real-valued addition and multiplication operations required to generate a single frequency estimate. This is particularly
true if the implementation target is a programmable DSP or CPU. Or, cost may be
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quantified in terms of area and latency if the target is an FPGA or ASIC. In addition, if memory storage and/or access is significant, then these costs must also be
considered.
Of the four metrics listed above, computational cost is the most difficult to
evaluate. This is because, depending on the intended implementation target, computational costs may be measured in different ways. In a programmable processor, such
as a DSP or general purpose CPU, the number of required mathematical operations
is often an important measure because in most processors the operations can only be
executed one at a time. Therefore, computational latency is directly linked to the
number of operations. If memory movement and access is complicated then these
must also be factored in since the processor must stall arithmetic operations in order
to handle the memory accesses. In contrast, FPGAs (and ASICs, though we will not
discuss these explicitly in the following discussion) are quite different. An FPGA has a
programmable computational fabric. The fabric typically consists of many thousands
of circuit elements. As an example, the fabric of a modern Xilinx FPGA may consist
of: 1) Look-up tables (LUTs) that each implement an arbitrary boolean function of
the user’s choice; 2) Flip-flop memory elements; 3) Dedicated multi-bit multipliers; 4)
Blocks of multi-ported RAM. In addition to the logical blocks, programmable routing
is available for interconnecting these elements to create a complete circuit. Due to
this highly configurable structure, FPGAs can be programmed to operate not only in
a sequential fashion such as a processor, but they can also be configured as a parallel
computing device. Because of this fact, solely counting mathematical operations is
often not a useful metric for FPGAs. In its place, a common convention in the literature has been to calculate the area×time product (often called the AT product).
The AT product accounts for the circuit area used by a given computation, as well as
the time required to execute the computation, i.e. its latency. The product of these
two quantities is the AT product. The idea is that there is often a tradeoff between
circuit area and performance, i.e. a larger circuit will often perform its computation
more quickly due to parallelism. The AT product accounts for such tradeoffs and
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helps us identify architectures which represent more than simply trading off area for
computational performance.
A further consideration for an application targeted to an FPGA is how well the
algorithm parallelizes. Due to the potential for exploiting parallelism in the algorithm,
much higher effective computational performance may be achieved in an FPGA using
parallelism. But, not all algorithms parallelize well, as I show later is the case with
the autocorrelation estimator.
In this chapter I compare and contrast the estimation accuracy, operating
range, SNR threshold, and computational cost of these two estimators, and also
compare them to the estimators proposed by Noels et al. [9] and Giugno et al.
[11, 12]. I do not analyze the phase increment estimator of Chapter 4 due to the fact
that its high SNR threshold makes it impractical for many applications. In measuring
computational cost I will use different metrics depending on which of the following
implementation targets is assumed:
• DSP. This case refers specifically to a programmable DSP, but is also applicable
to general purpose processors. This case measures the total number of real
valued additions and multiplications required to generate an estimate. Memory
operations could also be considered, but the bulk of the computational burden
of the estimators is accounted for by the arithmetic operations.
• FPGA. For this case I will use two metrics. 1) I will assume that a Xilinx
Virtex-5 FPGA is used, running at a clock frequency of 275 MHz. I will count
the number of LUTs, flip-flops (FF), DSP48s1 , and BlockRAMs2 used by the
estimators. I will also consider the latency in terms of the number of required
clock cycles. 2) I will calculate the AT product of the estimator. The AT
product will be generated by counting the number of LUTs and flip-flops of the
design, and multiplying this quantity by the latency. Due to the minor impact
they have on the circuit area calculation, DSP48s and BlockRAMs will not be
considered for purposes of computing AT.
1
2

A dedicated 18-bit×24-bit multiplier.
A multi-ported 18-kilobit RAM.
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These are the specific contributions of this chapter:
1. Real-time architectures are proposed for the maximum likelihood (ML) estimator from [28] and the autocorrelation (AC) estimator from [30], and I show that,
due to their low cost, both estimators have use in practical applications.
2. A describe a new result that shows how the computational cost of the AC
estimator can be greatly reduced with little or no degradation in accuracy.
3. The estimation performance versus computational cost of these algorithms are
compared with the Noels [9] and Giugno [11] estimators for the case of a DSP
target. I show that the AC and ML estimators have a superior operating range
compared to the Giugno estimator, and lower cost compared to the Noels estimator. Furthermore, I show that the AC estimator is more efficient for shorter
blocks of pilot symbols, while the ML estimator has a cost advantage for longer
pilot blocks.
4. I provide implementation results from a case study where the autocorrelation
and ML estimators, using various design parameters, are implemented on a
Xilinx Virtex-5 FPGA. This analysis gives actual area, data-throughput, and
latency numbers which support the conclusions of this thesis, and further illuminates the design tradeoffs between the two new estimators.
5.2
5.2.1

Reduced Cost ML Estimator
Real-Time Architecture
Figure 5.1 shows the data-flow for the ML estimation algorithm. Note that

this is the same figure as Figure 3.2, copied here for the reader’s convenience. The
input is the signal y(k) defined by (2.10), and the output is the estimate fˆc of the
carrier offset frequency.
The input y(k) is processed twice. The first iteration generates an FFT periodogram, followed by a parabolic interpolation step, to generate a preliminary frequency estimate f˜c . This estimate is input to a DDS (direct-digital synthesizer) to
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Figure 5.1: Computational flow of the reduced cost ML frequency estimator.

generate a complex sinusoid that is subsequently used to heterodyne the input y(k)
such that its center frequency is close to zero Hz. During the second phase the heterodyned signal is resampled by a factor 1/D, and then a second FFT-periodogram is
computed. The output of this periodogram is analyzed in order to identify and bracket
candidate periodogram peaks which may contain the global periodogram maximum.
The GSS from Algorithm 2 is then used to perform a fine search of the periodogram
over the candidate intervals in order to identify the true periodogram maximum f¯c ,
which corresponds to the ML frequency offset. The frequency estimates f˜c and f¯c are
then combined to give the final estimate fˆc .
In Figure 5.2 I show a diagram of my real-time architecture for the ML estimator. The signal flows of Figures 5.1 and 5.2 do not appear to be related. However, the
signal flow of Figure 5.2 results from resource sharing, and is derived from Figure 5.1.
The important components of the real-time architecture are described as follows:
1. RAM. The input y(k) is processed multiple times, hence a RAM provides
temporary storage. The RAM output is connected to the FFT, the heterodyne
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Figure 5.2: Real-time architecture for the ML frequency estimator.

mixer, and the GSS module. Note that the DDS and mixer are used by both
the heterodyning mixer as well as the GSS module. Therefore, the RAM output
must be routed to the mixer.
The RAM buffers two different data sets: During the initial estimate, y(k)
is buffered while the estimate is computed and the DDS is initialized. Then
y(k) is read out, heterodyned, and resampled, producing yd (k 0 ), where k 0 is a
dummy index which accounts for the resampling process. The final estimate
requires yd (k 0 ) for both the coarse FFT periodogram search, and the fine GSS
periodogram search. Hence, the RAM is now used to buffer yd (k 0 ). The GSS
fine search reads out yd (k 0 ) each time Py (f ) is evaluated.
2. FFT. The size of the FFT module is selected according to (3.26). However, I
constrain the size to a power-of-4 integer. This permits the use of the efficient
radix-22 FFT algorithm, described in [40]. Figure 5.3 shows a block diagram of
64-point radix-22 FFT. The design is able to input and output a single complex
83

SR32

SR16

bf2i

bf2ii

5

4

Twiddle
Factors

SR8

SR4

bf2i

bf2ii

3

Twiddle
Factors

2

SR2

SR1

bf2i

bf2ii

1

0

6-bit up-counter
Figure 5.3: A 64-point radix-22 FFT.

valued sample every clock cycle, and requires only (log4 N − 1) complex valued
multipliers, where N is the FFT length.
The same FFT may be used for both the initial frequency estimate, as well as
the final frequency estimate prior to computing the GSS. This provides a large
savings in area for applications using custom digital circuits, such as FPGAs or
ASICs.
Figure 5.2 contains a MUX whose function is to feed zeros into the FFT module
in the following two cases: 1) The pilot blocks are separated in time by unknown
data symbols. During the time indices corresponding to data symbols, i.e.
k 6∈ K, the FFT input must be set to zero. 2) The FFT size is selected to
provide a certain degree of resolution. In general, the FFT length is greater
than the length of available data, thus the FFT input should be zero-padded.
3. DDS. The DDS (direct digital synthesizer) generates a complex valued sinusoid
at an arbitrary frequency, where the desired frequency is the input to the DDS.
A DDS, in its simplest form, is a combination of an NCO (numerically controlled
oscillator), and a SIN/COS lookup table. Figure 5.4 shows an example. The
input frequency sets the oscillation frequency of the NCO. The output of the
NCO addresses the SIN/COS lookup table. Hence, as the NCO oscillates,
a sinusoid is generated which has the desired frequency. More sophisticated
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Figure 5.4: A direct digital synthesizer.

DDS designs also include more advanced features, such as phase dithering—
which alleviates spectral aberrations due to the finite precision of the NCO—
and Taylor series expansion—which improves the resolution of the finite length
SIN/COS lookup table. See Chapter 9 of Rice’s book [41] for more details.
Two operations in the ML frequency estimator require that a complex valued
sinusoid of arbitrary frequency be generated: The heterodyning mixer needs
a complex valued sinusoid in order to move y(k) down to baseband, and the
GSS evaluates the periodogram at arbitrary frequencies. The periodogram is
computed as the magnitude squared of the DTFT of y(k), and this involves a
sinusoid at the desired frequency. Hence, the DDS may be shared by both the
heterodyning mixer, as well as the GSS module. For the role of heterodyning,
the DDS generates a complex sinusoid at the frequency −f˜c . In the GSS role
the same DDS is used to compute the complex sinusoid used as part of the
DTFT function.
4. Parabolic Interpolator. The output from the coarse FFT-periodogram operation is improved using a parabolic interpolator. Note that the GSS could be
used for this step, thereby saving computational resources and also improving
accuracy. However, the GSS has a large computational latency, while parabolic
interpolation is a relatively simple computation, and the accuracy requirements
of the initial estimate are low enough such that the parabolic interpolator is
adequate. The formula for finding the periodogram maximum using parabolic
interpolation is given by (2.31).
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Figure 5.5: Diagram of the GSS computation. Double lines represent complex valued
data, single lines are real-valued.

5. GSS. The GSS module consists of the control logic and memory required to
implement Algorithm 2. The GSS calls on the periodogram function Py (f ). This
function consists of the magnitude squared of the DTFT of yd (k) evaluated
at frequency f . The computation is diagramed in Figure 5.5. The DTFT
function is implemented using the same DDS and complex valued multiplier
used by the heterodyning function, with the addition of complex accumulator
and magnitude-squared functions.
6. Hogenauer Filter.

The resampling filter is implemented using a 1-stage

length-D Hogenauer Filter. This filter consists of a 1-stage length-D CIC filter formulated for D : 1 decimation. As can be seen in Figure 5.6, the filter
includes an integrator, followed by a D : 1 decimator, and last a differentiator.
See Chapter 11 of Harris’ book [39] for a good treatment on CIC and Hogenauer
filters. The Hogenauer filter is exceedingly simple, and the performance degradation is negligible in comparison to using a much more costly poly-phase FIR
filter. See [28] for further details.
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Figure 5.6: Diagram of the 1-stage Hogenauer resampling filter.

5.3

Autocorrelation Estimator
The autocorrelation estimator was described in Chapter 4. Recall that the

frequency estimation procedure included the following steps:
step 1:

generate y(k) from the pilot blocks, x(k)

step 2:

initialize with (4.42), set i = 0

step 3:

compute (4.44), set i = i + 1

step 4:

if i < |m| repeat step 3, else goto step 5

step 5:

fˆc = fˆc (|m| − 1)

In figure 5.7 I have diagramed the data flow involved in computing the frequency
estimate using the autocorrelation method.
Before deriving the real-time architecture of the autocorrelation estimator, I
discuss a technique which greatly reduces the cost of the autocorrelation estimator,
and also improves the estimation performance..
5.3.1

Delay Profile
I have defined the AC estimator iterations to be over the delay vector m as

defined by (4.43), where each iteration computes the correlation over an increasingly
large delay m. However, it is not necessary, and in fact is detrimental, to perform an
iteration for every element of m, as I now show.
Suppose the received signal contains two blocks of pilot symbols, where each
block consists of L pilot symbols, and the blocks are separated by 4L data symbols,
i.e. the signal structure is (L, 2, 4L).
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Figure 5.7: Computational flow of the AC frequency estimator.

Now, suppose the AC frequency estimator is used to measure the carrier frequency offset of the (L, 2, 4L) signal. I define three different delay profiles over which
the AC estimator is iterated:
ma = {1, ..., L − 1, M + 1, ..., M + 2L − 1},

(5.1)

mb = {1, ..., L/2 − 1, M + L − 1, ..., M + 3L/2 − 1},
mc = {1, ..., L/2 − 1, M + L + 1}.
For example, if L = 32, then the delay vectors ma ,mb , mc , and md are of lengths 94,
32, 16, and 2, respectively. Note that md ⊂ mc ⊂ mb ⊂ ma = m.
The Kalman gains are computed for each delay, using (4.45), where K = 0 for
delays that are not members of the delay profile. The Kalman gains are plotted in
Figure 5.8, where L = 32, and where the gain vectors Ka ,Kb , and Kc , correspond to
their respective delay profiles.
Figure 5.9 plots the mean square estimation error versus Es /N0 for the three
resulting AC estimators. The estimators are executed a total of 50,000 times for each
point, and are simulated under the three delay profiles plotted in Figure 5.8, with
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Figure 5.8: Plot of Kalman gains for three AC estimator delay profiles.

burst parameters (32, 2, 128) and (128, 2, 512). We see that the estimators converge
to the CRB for all cases. Also, note the SNR thresholds, i.e. the value of Es /N0 at
which each plot diverges from the CRB.
A surprising observation is that the estimator under delay profile ma exhibits
a higher SNR threshold than the other delay profiles. This is counterintuitive because
delay profile ma contains every possible delay, and therefore should be optimal. I propose the following hypothesis as an explanation: Note that delay profile ma contains
many delays for which the quantity ∠R(mi ) is computed over very few samples. In
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Figure 5.9: Plot of the mean square estimation error of the AC estimator assuming different delay profiles and signal parameters. fc = 10−1 cycles/symbol, 50,000
estimates-per-point.

contrast, delay profiles mb and mc contain delays for which ∠R(mi ) is computed from
only “large” sets of samples. My noise model is derived from (4.37), the variance of
which contains the fourth moment of the complex Gaussian random vector {v(n)}.
If the fourth moment were accounted for, then the Kalman gain equation would no
longer be SNR independent, greatly complicating the algorithm. The Gaussian noise
approximation of (4.38) results in constant Kalman gains, and greatly simplifies the
algorithm. But, the approximation breaks down for short sample sets, because less
averaging is available for reducing the effect of the fourth moment. Hence, the AC
estimation algorithm degrades most quickly for delay profiles containing many short
sets of samples. This hypothesis is supported by the simulations plotted in Figure
5.9.
In contrast to delay profile ma , delay profiles mb and mc are much better
behaved, with reduced SNR thresholds. Observe that the AC estimator under both
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profiles converges to the CRB, though delay profile mb converges more quickly. This
is expected, because it incorporates a greater number of delays into the computation.
The new AC estimator has very good accuracy under delay profile mc . This
is important from a cost perspective because the smaller number of delays greatly
reduces the computational burden of the algorithm. I more fully analyze this effect
in Section 5.4.
5.3.2

Real-Time Architecture
Figure 5.10 diagrams the real-time architecture for the AC estimator. The

input to the estimator is the signal y(k) defined by (2.10), and the output is the
estimate fˆc of the frequency offset. The estimator computes a single phasor for each
of the delays {mi }. The complex argument of the phasor is appropriately scaled,
which produces an intermediate estimate of the frequency. A Kalman filter is used
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to combine the intermediate frequency with prior intermediate frequencies. The final
estimate is equal to the Kalman filter output after the final intermediate estimate has
been processed by the filter.
The major components of the estimator, as shown in Figure 5.10, are described
as follows:
1. RAM. The samples of y(k) are utilized multiple times during the iterations
of the AC estimator, hence the RAM provides buffering. The mi -step delay is
easily implemented by simply shifting the RAM read addresses as appropriate.
Note that the samples of the buffer are not modified, unlike the buffer used in
the ML estimator.
2. ROMs. Various ROMs store precomputed scaling coefficients. The scaling
prior to the CORDIC is not mathematically necessary, as the ATAN(·) function
is independent of the signal magnitude. In practice, the input should be scaled in
order for the CORDIC algorithm to operate properly. The Kalman coefficients
K(i) are computed off-line from Eq. (4.45) and stored in a ROM. A method for
computing the coefficients is described in Appendix A.
3. CORDIC. The ATAN(·) function is implemented using the CORDIC algorithm
in vectoring mode [42, Chapter 11]. This is a fast and low-cost computation
ideally suited to custom digital circuits.
4. compute-q. The compute-q block is used to unwrap the phase as shown in
Eq. (4.41). The quantity q is computed using the formula
½

∠R(mi )
q = round mi fˆc (mi−1 ) −
2π

¾
(5.2)

where round{·} rounds it’s argument to the nearest integer, and ∠R(mi ) is the
output of the CORDIC block for iteration i.
5. Kalman Filter. The Kalman filter is a simple feed-back computation consisting of one subtraction, one multiplication, and one accumulate.
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5.4

Implementation
In the previous section I described the real-time architectures of two frequency

estimation algorithms, the ML and the AC estimators, for use with disjoint blocks of
pilot symbols. I also described real-time architectures for the two estimators. I now
compare the estimation performance and computational cost of the two estimators
with each other, and with the Noels [9] and the Giugno [11] estimators. Estimation
performance quantifies the accuracy, operating range, and SNR threshold of a given
estimator. I also present the results from a case study in which the two new estimators
are implemented onto an FPGA device.
5.4.1

Estimation Performance
Computer simulations are generated using a vector of random QPSK symbols

through an AWGN channel. A square-root raised-cosine pulse shape with 50% excess
bandwidth is used. A known sequence of pilot symbols is inserted at regular periods.
The system is considered completely synchronized, with the exception of a carrierfrequency-offset.
My version of the Noels estimator uses the hybrid data-aided hard-decisiondirected method (DA-hDD), with five iterations on the hDD portion. The initialization is performed using the approximate ML algorithm. This involves the evaluation
of a U -point FFT, where U is the power-of-two integer closest to LP + (P − 1)M .
Based on the output of the FFT, a dichotomous periodogram search [18] is subsequently performed. The above procedure is repeated five more times, but now also
incorporating hard decisions on the data.
The mean square estimation error versus Es /N0 is plotted in Figure 5.11.
Simulation results are included for the ML estimator and the AC estimator, where
delay profiles mb and mc are used. Also, results are included for the estimators
proposed by Noels and Giugno. The simulations are executed 10,000 times for each
point, and the normalized carrier frequency is fc Ts = 10−4 cycles/sample. Simulations
were performed for two different signal structures, (32, 2, 128) and (128, 2, 512), and
the corresponding CRB for each structure is also plotted.
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Figure 5.11: Plot of the mean square estimation error of various frequency estimators.
fc Ts = 10−4 cycles/symbol, 10,000 estimates-per-point.

In Figure 5.11 we see that all the estimators converge near to their respective
CRBs at high SNR. The ML estimator has a slightly higher mean square error owing
to the low-cost 1-stage Hogenauer resampling filter. The gap can be closed if a more
costly polyphase FIR filter is used, though I choose not to use this option. The
Noels estimator has the lowest mean square error, and in fact appears to perform
better than the CRB. However, the Noels estimator is a joint data-aided and decision
directed algorithm, and hence it is able to achieve better accuracy, though at the
expense of greatly increased cost. We include it for the sake of comparison.
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The estimators operating on the (32, 2, 128) signal all exhibit a similar SNR
threshold, with the exception of the Giugno estimator. This is also the case for the
estimators operating on the (128, 2, 512) signal, though the SNR threshold is lower.
These observations illustrate two important points:
1. The Giugno estimator is able to achieve a low SNR threshold at the expense of a
greatly reduced operating range. The operating range of the Giugno estimator
is bounded by the formula
¯
¯
¯
¯
1
¯
fc Ts < ¯¯
2(L + M ) ¯

(5.3)

hence the motivation for executing the simulations at fc Ts = 10−4 . The Giugno
estimator illustrates the tradeoff between operating range versus SNR threshold.
2. The SNR threshold for the (128, 2, 512) estimators is lower than that for the
(32, 2, 128) estimators. This phenomenon was first described in [30] where it is
shown that, for the case of frequency estimation using disjoint blocks of pilot
symbols, that the SNR threshold is minimized when
r
M=

L3 P
.
60

(5.4)

In other words, for a constant R = M/L, the SNR threshold is reduced as the
pilot block length L is increased. Thus, the pilot blocks may have arbitrarily
large data blocks between them, and still maintain a low SNR threshold, if the
condition in (3.40) is approximately satisfied.
The operating range of the estimators is plotted in Figure 5.12 where the
mean square error versus normalized frequency offset is simulated for the ML and
AC estimators, as well as the Noels estimator. Note that the Giugno estimator is not
included owing to its small operating range. Figure 5.12 shows that the estimators give
consistent performance for |fc Ts | < 0.1, and exhibit good accuracy for |fc Ts | > 0.25.
Again, note that the Noels estimator has improved accuracy owing to the inclusion
of data symbols.
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5.4.2

Computational Cost
I have evaluated the estimation performance of the ML and AC frequency

estimators, as well as compared them to various estimators previously published in
the literature. I now evaluate the cost of the estimators, with a particular emphasis on
real-time implementation. Recall that the computational cost is measured differently
depending on whether a DSP is the intended target, or an FPGA. I will attempt to
cover both cases for the two estimators. For the case of DSPs, I will consider the new
estimators, as well as the estimators proposed by Noels [9] and Giugno [11]. However,
for the case of an FPGA target I will only analyze the new estimators.
Various mathematical functions are required by the estimators. I make the
following assumptions:
FFT. The FFT operations are assumed to be implemented using the Cooley-Tukey
radix-2 FFT algorithm [43] for DSP targets, or the Radix-22 FFT algorithm
[40] for FPGA targets.
ATAN(·). The ATAN(·) functions are evaluated using 24 iterations of the CORDIC
algorithm in the vectoring mode, which requires 72 real-valued additions. For
an FPGA target the CORDIC is not fully pipelined, but rather uses resource
sharing. This increases total latency a small amount, but resources utilization
is greatly reduced.
DTFT. The DTFT function evaluation requires that the function input be correlated with a complex sinusoid. I assume that the complex sinusoid is generated
from a DDS (i.e. SIN/COS look-up-table), hence the only mathematical operations are a series of complex-valued multiply-accumulates.
Division. Function maximization using parabolic interpolation requires a division
operation. High-precision division generally requires some sort of iterative algorithm with a large computational latency. This is not generally an issue in
DSPs since they typically have dedicated division functional units. However,
FPGAs do not, and a divider can have a high computational cost. Nonetheless,
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through experimentation I have found that the accuracy of the interpolator is
tolerant of a low precision division operation. Low precision division is simply
implemented using a look up table. All of my FPGA results assume the divider
is a length-1024 look up table with a 10-bit input.
Mixer. A mixer is required for the heterodyning step in the ML estimator. I assume
this operation requires a DDS and a complex multiplier.3
DSP Targets
First I analyze the computational cost assuming the target is a programmable
DSP. The approximate cost of each estimator is plotted in Figure 5.13. The figure
plots the sum of the real-valued additions and multiplications versus the length of the
pilot blocks L. In addition to the assumptions listed above, I also assume that P = 2
and M = 4L. Note that the x− and y−axes are plotted on logarithmic scales.
Figure 5.13 shows that, over the range of L ∈ [16, 1024], that the Giugno
estimator is the least costly, the Noels estimator is the most costly, and the AC and
ML estimators described in this thesis lie in between. The AC estimator under the
three delay profiles is plotted, and the ACc is the least costly as expected. Also,
note that the AC estimators have quite low cost when L < 102 . Considering only
cost, the Giugno estimator appears to be the preferred method. However, recall from
the previous section that the Giugno estimator exhibits an extremely small operating
range. Hence, it is of dubious utility in most applications.
The remarkable observation from Figure 5.13 is that, though the ML estimator
exhibits an initially high computational cost, nonetheless very little cost growth occurs
over the evaluated interval of L. This is because the subband preprocessing results in
an intermediate signal which is nearly uniform in size, independent of the value of L.
However, for L > 103 , the GSS iterations begin to dominate. This can be seen in the
3

Heterodyning may also be implemented using a phase accumulator combined with the CORDIC
algorithm in the rotation mode. This variation is attractive for applications in which multiplications
have a high implementation cost, or where memory is limited. However, a higher latency may be
incurred.
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Figure 5.13: Cost comparison of various frequency estimators, in terms of the total
number of real-valued operations.

plot where the ML slope begins to increase around L = 128. Despite this increase,
the ML estimator cost remains relatively low for large L.
I also evaluate the scalability of these algorithms through the use of big O
notation. Big O notation describes the asymptotic cost of a computation for very
small or very large arguments. For example, the Noels estimator exhibits O(L log L)
computational cost, i.e. for pilot blocks of length L the cost scales according to a
L log L rule. In contrast, the AC frequency estimators proposed in this thesis scale
according to O(L2 ), and the Giugno estimator scales according to O(L). The ML
estimator is more unusual, in that it exhibits two different asymptotes. When L
is small, the ML estimator exhibits O(1) behavior, i.e. the computational cost is
independent of L. However, when L is large the ML estimator exhibits O(L) like the
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Giugno estimator. This would be seen in Figure 5.13 if the x-axis was extended out
further.
Based on Figure 5.13, we might be led to conclude that the Giugno estimator
is the most attractive, due to its very low cost. However, the small operating range
of the Giugno estimator greatly limits its use in most practical applications. On the
opposite extreme, the mean square error plots of Figures 5.11 and 5.12 would suggest
that the Noels estimator is the most attractive due to its increased accuracy. But,
Figure 5.13 shows that the Noels estimator incurs a high computational cost. This
is due to the fact that data symbols are incorporated into the estimator, and also
because the estimator is iterative.
My DSP analysis, combined with the performance analysis in Section 5.4.1,
shows that the AC and ML estimators described in this thesis are highly suitable for
implementation in practical real-time DSP applications. I note that the AC estimator
is preferable for cases where L ≤ 64, and the ML estimator provides superior efficiency
for L > 64. Lastly, for cases where P > 2, or M > 4L, my analysis, which is not
included in this thesis, indicates that the results of Figure 5.13 are still valid because
the computational costs these estimators scale in an approximately linear fashion with
increasing P and M .
FPGA Targets
I now analyze the cost of the proposed frequency estimators for the case where
the implementation target is an FPGA. This is a more difficult task in comparison
to performing the equivalent analysis for a programmable DSP. This is largely due to
the very large design space available on modern FPGAs. For a given algorithm, the
FPGA implementation may be sequential in nature, similar to how a DSP operates,
or it might be highly parallel, or it could be some other permutation that combines
properties of both paradigms. The design space generally has many tradeoffs between
required area and computational latency.
Despite the endless permutations, I now provide a cost analysis that is derived from a case study. For this study I have produced FPGA implementations of
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Table 5.1: Latency and Area Comparison

Estimator

LUTs

FFs

BlockRAM

DSP48

ML-(32,2,128)
ACb -(32,2,128)
ACc -(32,2,128)
ML-(128,2,512)
ACb -(128,2,512)
ACc -(128,2,512)

3,093
902
906
3,874
961
943

4,312
1,012
1,030
5,390
1,104
1,091

7
8
8
10
17
12

21
17
17
24
17
17

Latency
(clock-cycles)
3,157
1,780
1,135
3,899
20,860
13,761

four variations of the AC estimator and two variations of the ML estimator. The
target was the Xilinx Virtex-5 XC5VSX95T-2, which is a large FPGA, of modern
design, optimized for DSP applications. The target clock frequency was 275 MHz.
The estimators were designed within the Xilinx System Generator Simulink Blockset
development tool. The estimators were built according to the real-time architectures
shown in Figures 5.2 and 5.10 for the ML and AC estimators, respectively. The realtime architectures were optimized to reduce the computational latency in as much
as possible. In other words, I designed the estimators to exploit computational parallelism. Table 5.1 records the implementation results for each estimator. LUT is
a 6-input FPGA look-up-table; FF is a flip-flop register; BlockRAM is a single 18kilo-bit SRAM; DSP48 is a DSP module incorporating a 25 × 18-bit multiplier and a
48-bit accumulator; Latency indicates the number of elapsed clock cycles required to
produce an estimate once the estimator is initiated.
In the Table 5.1 we see that, for the shorter pilot block of L = 32, the AC
estimator is both smaller and faster than the ML estimator. However, for the larger
pilot block of L = 128, though the AC estimators are still smaller, the latency is
however greatly increased, while the ML estimator grows very little in either category.
The ML estimator is more easily parallelized than the AC estimator. This is
because, owing to a Kalman filter, the AC estimator must be executed in a mostly
sequential fashion, while in the ML estimator many of the computations are executed
in parallel. This explains why the ML estimator exhibits a large area, but a low
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latency. The ML estimator simply uses more computational resources in order to
reduce the latency, while this is difficult to realize with the AC estimator. Therefore,
for small values of L, the AC estimator is preferable, while as L becomes large the
ML estimator is more practical.
There are alternative real-time implementations of the AC and ML frequency
estimators, other than those which are described in this thesis. For example, the
ML frequency estimator may be greatly reduced in area at the expense of increased
latency. Also, the latency of the AC estimator could be decreased. However, the
area increase would be very large, and the signal flow would be complicated. The
truth is that the possible trade-offs are almost endless. Therefore, I have proposed
implementations which attempt to minimize latency without requiring overly complex
signal flow and control.
FPGA AT Product
The cost plot of Figure 5.13 does not reflect how FPGA implementation costs
are typically calculated. This is due to the fact that the DSP is sequential, while
the FPGA is much more parallel. For example, Figure 5.13 suggests that for the
pilot structure (128,2,512) that the ML estimator should be less costly than the AC
estimator. However, Table 5.1 shows that the ML estimator requires four times the
area. The AT product quantifies both the implementation area and latency of each
estimator, and I use this now to characterize each of the new estimators.
For an ASIC the area is easy to evaluate since it is reflected in silicon area.
However, in FPGAs it is more ambiguous due to the heterogenous mixture of computational primitives exhibited by modern devices. I quantify the FPGA area in the
following manner: I count a single FPGA LUT as the unit of area measurement. I
also count each FF as if it were a LUT. BlockRAM and DSP48s are not considered
because they have a minimal impact on the comparisons, i.e. the estimators each use
about the same number. A single clock-cycle is the unit of measurement for time.
Using these units, I obtain the results of Table 5.2.
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Table 5.2: AT Product Comparison

Estimator
ML-(32,2,128)
ACb -(32,2,128)
ACc -(32,2,128)
ML-(128,2,512)
ACb -(128,2,512)
ACc -(128,2,512)

LUTs
(equiv.)
7,405
1,914
1,936
9,264
2,064
2,034

Latency
(clock-cycles)
3,157
1,780
1,135
3,899
20,860
13,761

AT Product
Product (106 )
23
3.4
2.2
36
43
28

In Table 5.2 we see that the AC estimators are less costly—in terms of the
AT product—for the smaller pilot structure (32,2,128), when compared to the ML
estimator. Therefore, this data point matches the left side of the plot in Figure 5.13
where small pilot structures result in the ML estimator having higher cost than the
AC estimator. In Table 5.2 it can be seen that for the larger pilot structure (128,2,512)
the AC estimators are similar in cost to the ML estimator. This data point is close
to the crossover point of Figure 5.13 where the AC estimators and the ML estimator
are approximately equal in cost. As was previously stated, the AC estimator exhibits
a cost asymptote of O(L2 ), and the ML estimator exhibits two cost asymptotes: 1)
O(1) when L is small, and 2) O(L log L) when L is large. Because the AC is O(L2 ),
as we continue to move to the right of the plot, this cost difference will become more
marked, making the ML estimator far less costly for large values of L.
Thus, the AT product cost metric appears to match the operation count metric used in Figure 5.13, but this is not always the case when comparisons are made
between DSP and FPGA targets. However, for the new frequency estimators analyzed in this chapter the two metrics are loosely interchangeable. The reason this
is so is due to the fact that the two real-time estimator architectures are largely
composed of circuits which perform mathematical operations at a regular rate and
are uninterrupted by stalls due to memory access times, cache misses, IO delays, etc.
Therefore, the AT product should be closely related to the total number of arithmetic
operations, which I have just shown is indeed the case.
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5.5

Summary
This chapter presents a performance and cost analysis of various frequency

estimators for the case of DA carrier frequency synchronization using disjoint pilot
blocks.
I have proposed real-time architectures for the AC and ML estimators originally described in [29] and [28], and have further shown that the AC estimator is
significantly simplified via an appropriately chosen delay profile.
I have performed an analysis of the estimation performance and cost of the
AC and ML estimators, as well as two similar estimators recently proposed by Noels
et al. [9] and Giugno et al. [11]. I have found that the AC and ML estimators
have superior operating range compared to the Giugno estimator, yet are less costly
compared to the Noels estimator. Further, I have shown that the AC estimator is
better for applications where L ≤ 64, but that the ML estimator is better when
L > 64.
My cost analysis is further supported by results from an FPGA implementation
study. The FPGA results also show that the AC estimator has high latency, but
requires low area, while the ML estimator has low latency, and the area and latency
grow very slowly as L is increased.
The estimation performance and cost interactions between the AC and ML
estimators are intricate, especially when used in applications with high computational
concurrency, such as ASICs or FPGAs. Nevertheless, in this thesis I have provided
the necessary analysis for proper algorithm selection and implementation of these
computationally costly, but also highly accurate estimators.
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Chapter 6
Conclusion
The purpose of this thesis is to develop efficient real-time carrier frequency
estimators which use disjoint pilot symbol blocks. I have shown that prior work has
analyzed the theoretical estimation performance of this approach, and has correctly
concluded that greater accuracy is achieved, given a constant number of pilot symbols.
However, I have also shown that there is a need for practical estimation algorithms.
Hence, this thesis has derived and analyzed three new frequency estimation algorithms
which achieve the theoretical estimation bounds in an efficient manner. The specific
contributions of this thesis follow.
6.1

Contributions

1. I have assumed the signal model shown in Figure 1.1, i.e. the pilot symbol
blocks are organized as (L, P, M ), where L is the length of the pilot blocks, P
is the number of disjoint pilot blocks, and M is the number of data symbols
separating the pilot blocks. Though the Cramér-Rao bound for this particular
estimation problem has been derived in prior work, a minor contribution of this
work has been a novel derivation of the Cramér-Rao bound for the assumed
pilot structure (L, P, M ), resulting in (2.26).
2. I have derived a new reduced cost ML frequency estimator, in Chapter 3, which
operates on (L, P, M ). I have:
• Leveraged multi-rate signal processing methods, and shown that a 1-stage
Hogenauer filter may be used to resample the signal of interest with little
loss in accuracy, while greatly simplifying the computation.
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• Used a directed search algorithm to perform a final frequency estimate.
Through use of the GSS function maximization algorithm, I have shown
how to finely search the periodogram in an efficient manner that allows
the coarse FFT periodogram search to be much lower cost.
• Shown how to use an iterative estimate and heterodyne process to preserve
operating range while decreasing computational cost.
As stated in Chapter 3, each of these points has been observed in previous literature, but no single work has integrated all into a single estimation technique,
and none have been applied to the case of disjoint pilot symbol blocks. I have
done such, and additionally, have derived the relationship between FFT length,
downsample rate, and the number of directed search iterations, with the goal
of preserving accuracy while decreasing cost. I consider the resulting reduced
cost ML frequency estimator to be a major contribution.
3. I have derived new phase increment and autocorrelation frequency estimators, in
Chapter 4, which operate on (L, P, M ). I have shown how to use a Kalman filter
in an iterative manner to greatly increase the operating range of the autocorrelation estimator, while preserving accuracy, maintaining a low SNR threshold,
and resulting in reasonable cost. Furthermore, I have shown, in Chapter 5, that
the number of Kalman filter iterations may be decreased such that the computational cost is not only further reduced, but the SNR threshold is also reduced.
This is an unexpected result, but I nonetheless also provide an explanation. I
consider my autocorrelation frequency estimator to be a major contribution.
4. Throughout this thesis, I have analyzed the range error probability of the various
frequency estimators. This type of analysis, to my best knowledge, has not
been done before in the literature for the case of disjoint pilot blocks. I have
shown that frequency estimation using disjoint pilot symbol blocks results in
an elevated range error probability, and by extension, a high SNR threshold.
However, I have also shown that prior literature has erroneously concluded
that, in order to minimize range errors, that the pilot symbol blocks should be
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organized such that M = 2L. In reality, as I have derived in Section 4.2.1, and
further analyzed and studied in Sections 4.3.1, 3.4, and Chapter 5, the best rule
of thumb is

r
M=

L3 P
.
60

(6.1)

I consider this result a major contribution because it shows that the distance between pilot symbol blocks may be made arbitrarily large, and the SNR threshold
is still be minimized, as long as L is appropriately sized.
5. I have contributed an analysis of the computational cost and estimation performance of the reduced cost ML and autocorrelation frequency estimators, as
well as similar frequency estimators proposed by Giugno et al. [11] and Noels
et al. [9]. I have found that the proposed estimators have very low cost, and
do so while maintaining accuracy, wide operating range, and minimizing the
SNR threshold. We have seen that the autocorrelation estimator is appropriate
for cases where the pilot blocks are relatively short, i.e. L ≤ 64, while the ML
estimator is much more efficient for larger pilot blocks. I have also provided implementation results from a case study in which various configuration of these
estimators were implemented on FPGAs. The case study has supported my
conclusions on computational cost.
6.2

Unanswered Research Questions
I believe that this thesis has achieved its stated goals. That is, I have derived

and analyzed several frequency estimators using disjoint pilot symbol blocks, and
have demonstrated their superior accuracy and cost properties. Nonetheless, there
are some additional research questions, related to this thesis, that have not been
answered:
1. I have assumed throughout this thesis that the signal being used for frequency
estimation is a burst. However, what happens when the signal is instead streaming, as illustrated in Figure 1.1 (c)? I believe that a streaming signal could be
processed such that the probability of range errors could be greatly reduced.
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2. I have derived the constraint (3.40) which shows how to organize the pilot
blocks such that the SNR threshold is minimized. I have adequately simulated
the estimators to show that this constraint is valid. However, the derivation
was obtained from the phase increment estimator described in Chapter 4. I
formulated the same problem for the autocorrelation and ML estimators, but
did not fully solve it. This was due to the fact that the solution would difficult to
obtain, and would add little to the goals of this thesis. However, a future effort
could be made to exactly solve the range error probability for the autocorrelation
and ML estimators.
3. I have assumed a structure of regularly spaced pilot blocks. However, I believe
that use of irregular spacing could be used in such a way that the SNR threshold
could be further reduced. An analysis of this problem would be interesting.
6.3

Final Thoughts
Encapsulated together, my contribution has been the derivation and careful

analysis of three new frequency estimators which operate on disjoint blocks of pilot
symbols. This contribution is significant because the new estimators not only have
very good estimation performance comparable to the best estimators published in
the literature, they also exhibit low computational cost. Low computational cost is
a metric which has not been seriously considered in the literature. Hence, my new
estimators can be used in a much wider range of applications.
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Appendix A
Computing the Kalman Coefficients for the AC Estimator
Chapter 4 described the autocorrelation estimator, which included a Kalman
filter. The Kalman filter coefficients, under the Gaussian noise assumption, are invariant in with respect to N0 . This is attractive because the coefficients can be computed
off-line and stored in a memory, such as a ROM on a computing device. In this
appendix I briefly describe how this might be done, and provide MATLAB example
code.
The Kalman gains are computed using Equation (4.45), which I reproduce
here:

h
i
h
i
E fˆc2 (i − 1) − E fˆc (i − 1)f˜c (mi )
i
h
i
h
i.
K(i) , h
E f˜c2 (mi ) + E fˆc2 (i − 1) − 2E fˆc (i − 1)f˜c (mi )

(A.1)

where f˜c (mi ) is the frequency estimate computed for symbol delay mi , and fˆc (i) is
the Kalman filtered frequency estimate from iteration i of the filter, where
h
i
fˆc (i) , fˆc (i − 1) + K(i) f˜c (mi ) − fˆc (i − 1)

(A.2)

is the Kalman filter update equation. Recall that the current frequency estimate
f˜c (mi ) is derived from Equation (4.41). Therefore, the Kalman gain for iteration i is
easily computed from variances and covariances of the two random variables fˆc (i − 1)
and f˜c (mi ). This is because, under my Gaussian noise assumption, the statistics of
both these signals can be easily derived based on the statistics of the noisy sinusoid
y(k).
The following MATLAB function is an example of how this might be done.
Note that the function can have a fairly long execution time, especially for large values
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of P L. However, it only need be computed once. Note that the code has been written
such that varying delay profiles are used. The plots of Kalman gains in Figure 5.8
where generated from this same function.
Start of code
function [K delays] = genK_ac_estimator(L,P,M,r)
%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%
%function [K delays] = genK_ac_estimator(L,P,M,r)
%
%
% OUTPUTS
%
K
: Kalman gain coefficients
%
delays
: Symbol delay for which corresponding value of K is
%
valid.
% INPUTS
%
L
: Number pilot symbols in each block.
%
P
: Number of pilot blocks.
%
M
: Number of data symbols between each block.
%
r
: Delays for which the Kalman gain should be computed.
%
%
% Computes the Kalman gain according to Equation (4.45). The input
% describes the signal structure (L,P,M), and "r" is a column vector
% which contains, in order of increasing value, the desired delays for
% which K should be computed.
%
% The output is the non-zero Kalman coefficients in "K", and "delays",
% which contains the corresponding delay for each value of "K". "K"
% and "delays" are column vectors of identical size.
%
% Note that any range of delays can be given in "r", but only non-zero
% Kalman coefficients, with their corresponding delay are output.
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%
% COMPUTE THE SAMPLE INDEXES OF THE PILOT SYMBOLS
%%%
x_ind = zeros(P*L,1); % contains the sample indexes
for p=1:P % add indexes for each pilot block
x_ind((p-1)*L+1:(p-1)*L+L) = (p-1)*(L+M)+0:(p-1)*(L+M)+L-1;
end;
%%%
% COMPUTE THE KALMAN GAIN COEFFICIENTS
%%%
K = [];
% Contains the final Kalman coefficients.
delays = [];
% Contains the final delays for each Kalman coefficient.
for m=1:length(r) % iterate for each desired delay
% identify the pilot symbols involved in the current delay
x_m = zeros(P*L,1);
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terms = 0;
for l=r(m):(P-1)*(L+M)+L-1
ind_l = find(x_ind == l);
ind_lm = find(x_ind == (l-r(m)));
if isempty(ind_l) || isempty(ind_lm) % no symbols in this
continue
% increment
end;
terms = terms + 1; % increment number of symbols included
x_m(ind_l) = x_m(ind_l) + 1;
x_m(ind_lm) = x_m(ind_lm) - 1;
end;
if terms == 0
continue; % this delay has no valid increments, go to next
end;
x_m = (1/terms)*(1/(2*pi*r(m)))*x_m; % scale the noise
% Compute variance of the current estimate (not the Kalman filtered
% estimate).
sigma_m = x_m’*x_m;
if r(m) == 1 % Initialize the variance of the Kalman filter output.
K_m = 1;
x_m_1 = x_m;
else
% The covariance of current frequency estimate and the old
% Kalman filter output.
covariance_m_m_1 = x_m’*x_m_1;
% Compute the current Kalman coefficient, matches Eq. (4.45).
K_m = (sigma_m_1 - covariance_m_m_1) ...
/ (sigma_m + sigma_m_1 - 2*covariance_m_m_1);

end;

% Update statistics of Kalman filter output based on new
% coefficient.
x_m_1 = x_m_1 + K_m*(x_m-x_m_1);

% Compute variance of updated Kalman output
sigma_m_1 = x_m_1’*x_m_1;

end;

% Coeffient is non-zero, so record its corresponding delay.
delays = [delays; r(m)];
% Record the new Kalman coefficient.
K = [K; K_m];
End of code
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