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Abstract--An important class of singular second order initial value problems is y" + (2/x)y' +f(x, y) = 0, 
0 < x < x/, y (0 )= a, y ' (0 )= 0; this class includes, for example, the well-known singular equations of
Emden and Liouville. The purpose of this paper is to show the interesting result hat explicit Nystr6m 
methods, existing for the direct integration f special second order egular initial value problems, can be 
used for the integration f this class of singular initial value problems and the methods show their proper 
respective orders of convergence. This is justified mathematically nd demonstrated computationally. 
1. INTRODUCTION 
A class of singular second order initial value problems (IVPs) which occur in many applied 
problems is described by 
y"+(2/x)y '+f (x ,y )=O,  0<x<x I, y (0 )=a,  y ' (0)=0,  (1) 
where a is a finite constant. For our purpose in the following we shall assume that f is sufficiently 
differentiable. Important instances of singular second order IVPs of type (1) are the well-known 
Emden's equation (with f = yn, n ~ I~, sin y or cos y) and LiouviUe's equation (with f = eY); see, 
for example, Fried [1, pp. 223-224]. Recently, de Hoog and Weiss [2] considered the application 
of explicit Runge-Kutta (R-K) schemes to certain singular systems of first order initial value 
problems with a singularity of the first kind. In particular, they considered the application of R-K  
schemes to singular IVPs (1) by writing it as a first order system. They showed that in general the 
order of convergence is at most two, but the usual order up to a logrithmic term can be obtained 
for level three and four schemes. 
The purpose of this paper is to investigate the application of explicit Nystrrm methods existing 
for the direct integration of special second order regular IVPs. We show the interesting result that 
by writing the IVP (1) in the equivalent form: 
(xy)" + xf(x,  y) = 0, 0 < x < xl, y(0) = a, y'(0) = 0, (2) 
Nystrrm methods when applied to equations (2) give their proper espective orders. This is justified 
mathematically and demonstrated computationaUy by testing these methods on the singular 
equations of Emden and Liouville, for which they show their proper respective orders of 
convergence. 
The singular two-point boundary value probelms (BVPs): 
y"+(2/x )y '+f (x ,y )=O,  0<x<l ,  y ' (0)=0,  y ( l )=A,  (3) 
occur frequently in many applied problems [3, 4]. Such problems also arise in the study of 
generalized axially symmetric potentials after the separation of variables has been employed [5]. 
Therefore the interest in singular IVP (1) is also due to the fact that shooting techniques for the 
solution of the singular two-point BVP (3) require the solution of IVP. 
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2. APPL ICAT ION OF NYSTROM METHODS TO S INGULAR IVPs (2) 
For a positive integer N, we shall let h = xflN, and set xk = kh, k = 0(1)N. y. = y(x.), etc. In the 
following we shall set z = (xy)'. Now consider the application of  an (s -  1)-stage order 
s ~ {2, 3, 4, 5} explicit Nystr6m method (see, for example, Henrici [6], Chawla and Sharma [7, 8]) 
applied to the singular IVP (2); we may write the resulting method as follows: 
S--I 
(n + 1)y.+~ =ny~+z~+h ~ ajkj+t.(h), 
j= l  
s -1  
z. +1 = z. + h ~ bykj -I- t'(h), n = 0(1)N -- 1, (4) 
j= l  
where 
( { }/ ) ky=- (x .+~jh) f  x.+o~jh, ny .+~jz .+h '  [3~k,~ (n + ~j) j = l(1)s -- 1, 
m=l  
with Y0 = z0 = a. Here, t.(h)= O(h s) and t'~(h)= 0(h '+ t). For  a method defined by equations (4), 
neglecting t.(h) and t'~(h), the corresponding numerical approximations will be denoted by 
.9, ~ ,  etc. 
2. I. Convergence analysis of Nystr6m methods for singular IVPs 
Let e. = y .  - ~ and d~ = z. - ~.. With kj as defined above and ~ defined corresponding to the 
numerical approximation )~,, ~., from equations (4) we obtain the error equations: 
S--I 
(n + 1)e.+l =nen+dn+h ~] a](k j -~)+tn(h) .  
j=l 
•--1 
d.+, =d~+h ~ by(kj-~)+t'.(h), n =0( l )n  - 1. (5) 
j= l  
Using the mean=value theorem we can obtain 
s--1 
(kj - £y) + h 2 ~ v.,jfl~(k,. - JE,.) = -v. , j (x.e.  + h~jd.), j = l(1)s - l, (6) 
m=l  
where v..j are certain evaluations of  Of/by. We first introduce the following (s - 1)-dimensional 
vectors and (s - 1) x (s - 1) matrices. Let I denote the (s - 1) x (s - 1) unit matrix. Let 
V. = diag{v.. ~ . . . . .  v..,_ 1}. Let ~ = (~j) denote the strictly lower triangular matrix corresponding 
to the parameters //jr~, m = l ( l ) j - -1 ,  j = l (1 )s -  1, in the Nystr6m methods defined by 
equation (4). Let ! = (1 . . . . .  1) T, a = (~1 . . . . .  ~s- t)r and k - I[ = (k~ - k'~ . . . . .  ks_ l - ~'s-I) T. Then 
we may write equation (6) as: 
(I + h2V.p)(k - ~) = -x .e .V . !  - hd. V~a{. (7) 
Since the matrix I + h2V.II is non-singular, in the following we shall set 
M. = (I + h2V.{J)-iV.. 
It wi l l  a lso be conven ient  to set 
a = (al . . . . .  as_ i )T, h = (bt . . . . .  bs- 1 )r ,  
and def ine the fo l low ing  set o f  scalars: 
2. = x .  aX M.l, 
(7. = x .bVM. i ,  
~/n = ITMa ~, 
Explicit Nystr6m methods 
With the help of  equation (7) we can write the error equations (5) as follows: 
(n + 1)e.+ i - ne. = -hA .e ,  + (1 - h2#~)d. + t.(h),  
d~+ I - d. = -ha .e .  - h26nd. + t'~(h). 
introduce the following (N+ 1)-dimensional vectors Now, we need 
matrices. Let 
e --- (eo, e l , . . . ,  eN) T, d = (do, dl . . . . .  dn) T, 
t(h) = (0, to (h) . . . . .  t:~_ l (h))T,  
t '(h) = (0, t~(h) . . . . .  t~- i  (h)) r. 
Let D N = (do)i,jffi o denote the lower triangular matrix with 
doo=l ,  d, ,=i ,  d i i _ l=- - ( i - -1 ) ,  i= I (1 )N ,  d0=0,  
and let C N = (C0)~,/ffi o denote the lower triangular matrix with 
c ,= l ,  i=0(1)N ,  c~_ l=- l ,  i= l (1 )N ,  c 0=0 
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and (N+I )  x (N+I )  
for all j ~< i - 2, 
P = D-l[ / t  + #(C  + h2($)-10 "]
r (h)  = D- I [p (C  + h2~)- lt ' (h) + t(h)]. 
Note that P is a strictly lower triangular matrix. Let D - l = (d~ i ) denote the inverse of  D; it is 
a lower tr iangular matrix with 
d~ I = 1, d-i,01 ~___ 0s 
We now set 
i=  l(1)N, d i l l=  1/i, j = l(1)i, i=  I(1)N. 
L= sup l a f /~y l .  
O~x~xf 
In the following, I[" II ~,p will denote the oo-norm of  a vector or a matrix in R p. Now, it is easy to 
see that 
II V~I[ ~.,_l ~< L, n=O( l )N-1 .  
For the matrix ~ corresponding to the parameters /~  in the Nyst r6m methods defined by 
equation (4), we may set 
ca = II a II . . . .  , . 
and 
where we have set 
for all j ~< i - 2. 
Let 2, /~, o and 5 denote strictly lower tr iangular matrices with only one non-zero subdiagonal 
defined by 
/t = subdiag{:.0 . . . . .  : 'N-l}, P = subdiag{1 -- h2g0 . . . . .  1 - h2#N_ ~}, 
o = subdiag{cr o . . . . .  a s_ ~ }, 6 = subdiag{go . . . . .  6:~_ l }. 
Fol lowing McKee and Pitcher [9] the error equations (8) together with e 0 = 0 and do = 0 can now 
be expressed in matrix form as: 
De = -hAe  + pd + t(h), 
(C + h26) = -hoe  + t'(h). (9) 
Since both D and C + h2t$ are non-singular, f rom the two equations in equations (9) we can obtain 
the following equation for the error vector e: 
e = -hPe  + r(h), (10) 
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It therefore follows that 
IIM.II . . . .  , <~L/(1 -h2Lcp), n -- 0(1)N - 1, (11) 
for sufficiently small h. In view of  condition (11) it is now easy to see that for sufficiently small 
h we can find constants c;., c~,, co and c~, all independent of  N, such that 
I ;~.l~c~, I~. l~<c,,  la. l~<co, I~.l~<c~, n=O(1)N-1 .  (12) 
Now, with the help of  expression (12) it can be seen that for sufficiently small h, 
max [(D-IA)i./[ ~< max (]2s[/i)<~c:~. (13) 
O<~i,j<.N i ) j+  l 
j=  O(1)N- l 
Let C - I=  (c~ E) denote the inverse of  the matrix C; it is lower triangular matrix with 
ci) -~ = 1, j = 0(1)i, i = 0(1)N. 
Again, with the help of  expression (12), 
II C-  16 II ~, N÷J ~< Nc,~, 
and since Nh = x/, we can show that for sufficiently small h, 
max [(D-~p(I  + h2C-~6)-~C-~o)~.j[ 
O<~i,j<<.N 
<~ CoC, l] (I + h2C-'6)-~]l ~.N+l max [(i - - j  -- 1)/i] ~< c, cu/(1 -- hc6xf). (14) 
i ) j+  1 
j=  0 ( I )N -  1 
Combining conditions (13) and (14) it now follows that for sufficiently small h, 
max IPol <<. c~. + c,c~/(i - hc6x/). (15) 
O~i , j~N 
Since [[ D-i l l  ~. s+t = 1, in a similar way we can show that for sufficiently small h, 
11 r(h)II o~,N+~ ~< 11 t(h)[I o~.N+, + [c~/(1 - hxfc6)] II C-'t '(h)1[ o~.N+, • (16) 
Note that while II t(h)II ~,N+, = 0(h'), it is easy to see that II C-~t'(h)II o~.~ ÷~ is also 0(h'), and hence 
for sufficiently small h, 
II r(h) II ~, ~÷, = 0(h ~). (17) 
Finally, from equation (10) we have 
i - I  
le~l<<.h max [P;sl ~ [@+[r,(h)[, i=0(1)N.  (18) 
O~i , j~N j=O 
Using the fact that e0 = 0, with the help of  Gronwall 's lemma (see Ref. [10]), convergence of  order 
h s follows. 
3. NUMERICAL  ILLUSTRATIONS 
To illustrate the above theoretical results established we consider the following three examples. 
The first two examples are of  singular IVPs while the third example is of  a singular two-point BVP. 
Example I (Emden's equation [1]) 
y" + (2/x)y' + y5 = 0, y(0) = 1, y'(O) = 0. (19) 
Example 2 (LiouvilIe's equation [1]) 
y" + (2/x)y" + e y = 0, y(0) = y'(0) = 0. (20) 
N M 2 Order 
Explicit Nystr6m methods 
Table I. Error-norms [1e II ~, N+t 
Ma Order M4 Order Ms Order 
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4 4.59(-2) 
8 1.20( - 2) 
16 3.06(-3) 
32 7.65(-4) 
4 1.08( - 2) 
8 2.67(-3) 
16 6.65(-4) 
32 1.66(- 4) 
1.94 
1.97 
2.00 
2.02 
2.01 
2.00 
Problem (19) 
7.43(- 3) 2.79(-4) 
9.89(-4) 2.91 1.87(-5) 
1.26( - 4) 2.97 1.18( - 6) 
1.58(- 5) 3.00 7.43(- 8) 
Problem (20) 
4.87( - 3) 2.92( - 4) 
6.00(-4) 3.02 1.79(-5) 
7.44(--5) 3.01 1.11(--6) 
9.31(-6) 3.00 6.94(-8) 
3.90 
3.99 
3.99 
4.03 
4.01 
4.00 
2.12(-4) 
7.35(-6) 
2.41(-7) 
7.69( - 9) 
1.41(-4) 
4.26(--6) 
1.30(-- 7) 
4.06(-9) 
4.85 
4.93 
4.97 
5.05 
5.03 
5.00 
Table 2. Problem (21) 
N II • II ~. s+ i Order 
4 3.87(-4) 
8 2.59( - 5) 3.90 
16 1.65(-6) 3.97 
32 1.04( - 7) 3.99 
Example 3 (Chandrasekhar [7]) 
y" + (2/x)y' + y5 = 0, 0 < x < l, y'(0) = 0, y(1) = (3/4) I/2. (21) 
Exact solution for problems (19) and (21) is known: 
y(x) = (1 + x2/3) -1/2. 
The IVPs (19) and (20) were solved over 0 ~< x ~< 1 using the Nystr6m methods: ME of order two, 
M3((3 - (3)1/2)/6) of order three and 3,/4(1/6, 5/6) of order four given in Chawla and Sharma [8], 
and by using the fifth order Nystr6m method M5(2/5, 4/5) given by Chawla and Sharma [11]. In 
Table 1 are shown the error-norms II e II ~. re+ 1 for these methods for a few values of N and their 
corresponding rates of convergence; the numerical results for both the problems verify that the 
above Nystrfm methods exhibit their respective orders for the integration of these singular IVPs. 
The BVP (21) was solved by the method of shooting [12, p. 262] employing the fourth order 
Nystrfm method M4(1/6, 5/6); the corresponding error-norms II e II ~, N+I and rates of convergence 
are shown in Table 2. The numerical results again verify the fourth order of the Nystrfm method 
as an initial value integrator for the singular BVP (21). 
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