Abstract-As the Global Navigation Satellite Systems (GNSS) are intensively used as main source of Position, Navigation and Timing (PNT) information for maritime and inland water navigation, it becomes increasingly important to ensure the reliability of GNSS-based navigation solutions for challenging environments. Although an intensive work has been done in developing GNSS Receiver Autonomous Integrity Monitoring (RAIM) algorithms, a reliable procedure to mitigate multiple simultaneous outliers is still lacking. The presented work evaluates the performance of several methods for multiple outlier mitigation based on robust estimation framework and compares them to the performance of state-of-the-art RAIM methods. The relevant methods include M-estimation, S-estimation, LMS and RANSAC-based approaches as well as corresponding modifications for C/N0-based weighting schemes. The snapshot positioning methods are also tested within the quaternion-based Cubature Quadrature Kalman filter for integrated inertial/GNSS solution. The presented schemes are evaluated using real measurement data from challenging inland water scenarios with multiple bridges and a waterway lock. The initial results are encouraging and clearly indicate the potential of the discussed methods both for classical snapshot solutions as well for the methods with complementary sensors.
I. INTRODUCTION
Global Navigation Satellite Systems (GNSS) are the cornerstone and the main information source for Positioning, Navigation and Timing (PNT) data in maritime and inland water navigation systems. However, the performance of the system can be disturbed due to space weather events, multipath, jamming or overall system failures. The International Maritime Organization (IMO) has stated that resilient PNT is essential for safer and more efficient shipping and the European Commission has defined the carriage of goods through inland waterways as climate-friendly and energy-efficient mean of transportation, encouraging more companies to make use of this mode of transport. However, this proposal results in far more challenging scenarios when compared to maritime applications, making redundant and complementary information for different sensors indispensable to bridge possible GNSS outages and compensate for the presence of multipath and non-line-of-sight (NLOS) signals.
The classical code-based positioning using an iterated Least Squares (LS) method lacks robustness as even a single outlier can introduce a gross error in the final position solution. This issue becomes even more prominent as high sensitivity receivers are increasingly used to ensure sufficient GNSS availability. To address this problem, several approaches have been proposed. Classical Receiver Autonomous Integrity Monitoring (RAIM) techniques have been designed to perform fault detection and exclusion. The RAIM procedures are usually based on a single fault assumption and still could fail when there are multiple simultaneous outliers [1] . Although modifications have been suggested to reject multiple failures sequentially, the methods could fail due to correlations in test statistics and lead to wrong identification of the outliers. Although RAIM algorithms being capable of managing two simultaneous faults have been suggested (see references in [1] ), they require a considerable increase in the number of hypothesis to be tested and often have inherent limitations in the number of outliers to be identified.
Differently from the classical RAIM approaches, the robust estimation methods provide an alternative view to the problem of multiple GNSS faults. Although some authors have already applied robust regression methods to improve the performance of GNSS positioning in non-favorable environments, a systematic review and comparison of robust methods for positioning applications is still missing. Most of the authors have compared separate robust schemes against classical LS positioning, but not against competing robust methods. A few comparisons of robust methods were performed (e.g., [2] ), but here only simulated data have been used. Even further, no attempts have been reported on evaluation of the robust methods when combined with GNSS leveraging (weighting) schemes as studied in presented work. To the best knowledge of the authors, a systematic review of robust GNSS positioning methods including corresponding integrated navigation solutions using real measurement and non-static data is also missing. Finally, no discussion is also known on applicability of similar techniques for maritime or inland water applications.
The presented discussion addresses a weak point of the previous works by using real measurement data from a challenging highly dynamical scenario, where not artificially induced outliers of known statistics are applied, but real faults caused by true multipath effects and NLOS signals. Moreover, the performance of classical robust estimators, such as M-and Sestimators, is compared to the one of more recently suggested RANSAC-like (RANdom Sample Consensus) methods which complements the discussion in [2] .
In many practical applications it is rather common to use GNSS weighting models (GNSS leveraging) within the solution calculation. Although these methods, often based on elevation angle or carrier-to-noise density ratio (C/N0), have been proven to deliver a significant reduction in the mean position error compared to non-weighted approaches, they are generally not capable of distinguishing all the faulty measurements as the NLOS signals can be nearly as strong as the direct ones [3] . As the robust estimation framework can effectively reduce the gross position errors by rejecting the measurement outliers, both robust and C/N0-weighting strategies can be, at least in principle, applied simultaneously to address both the smaller mean positioning error due to weighted approach and reduced maximum positioning error due to robust methods. The work reports the results of several modified robust methods such as GM and GS estimators and compares their performance to both non-leveraged robust and non-robust approaches respectively.
The developed schemes are evaluated using a challenging inland waterways scenario with several bridges and a waterway lock. An importance of this scenario has been noticed as an evaluation of accidents involving vessels reveals that there is still a rather significant number of bridge collisions (approximately 20-30 per year) which result both in heavy damage to the vessel and potential injuries to the persons onboard the vessel [4] . Furthermore, such collisions could also damage light bridge structures and have a tremendous effect for inland water traffic due to a ban of shipping along the river for a longer period of time. Moreover, due to multipath and NLOS effects, similar scenarios result in extremely challenging conditions for a pure GNSS-based navigation and can be effectively used to benchmark the performance of GNSS-based positioning.
In order to increase the reliability of the PNT solution, it is indispensable to integrate additional sensors whose error patterns are independent from those of GNSS. A typical complementary sensing modality is the inertial sensing. These sensors are immune to jamming and can track fast and subtle motion and are able to bridge short GNSS outages and smooth the noise of code-based GNSS solutions. The information from the Inertial Measurement Unit (IMU) and the GNSS receiver can be integrated synergistically by combining an excellent short term performance of the IMU and long term stability of the GNSS solution within the hybrid navigation system. The presented work assesses the impact of the proposed robust positioning schemes in integrated navigation solutions by fusing the output of the robust GNSS positioning with the data from the onboard IMU in a loosely-coupled manner employing a Cubature Quadrature Kalman Filter (CQKF) with quaternion attitude parametrization.
The rest of the paper is organized as follows. In Section 2 we provide a brief overview of the related work. Section 3 describes the relevant mathematical methods including the Recursive Bayesian Estimation (RBE) filter implementation and methods for robust estimation. The Section 4 introduces the measurement setup and the scenario with associated results shown in Section 5. Finally, the Section 6 provides a concise discussion of the obtained results with the summary and outlook for future work given in Section 7.
II. RELATED WORK
The LS estimation is known to be susceptible to outliers or extreme observations and a number of robust estimation schemes had been developed [2] to address these issues. These methods are often based on checking the consistency of the observations where the influence of the measurements not fitting the underlying functional or stochastic model is reduced compared to those which fit well [5] . The methods of robust regression have a relatively long history [6] , [7] with numerous applications for general data analysis [8] . The usage of similar methods for robust GNSS positioning has also recently attracted an attention due to advent of multiconstellation multi-frequency receivers, which allow to exploit an inherent redundancy of the observables. For example, mitigation of multiple outliers for GNSS positioning has been reported in [1] using M-estimation and the authors confirmed superior performance of the scheme over classical LS solution for the scenarios with multiple outliers. A modified Danish method using correlated phase observations for double difference phase approach had been presented in [5] , although the test data have been taken only for a static scenario.
Although some attempts to benchmark different robust estimation schemes have been recently reported, the works either considered only few methods for general linear regression (e.g. non-positioning application) problems [9] or used simulated GNSS faults [2] . Although an extensive analysis had been provided in [2] with a representative set of methods covered, the authors used data with multiple simulated outliers of significant amplitude, and, therefore, the performance of the approaches in real environment with realistic faults is still not clear. Moreover, highly practical extensions of the methods for C/N0 leveraged GNSS observations (weighting schemes) were not considered in this review work. Some reports have addressed a problem of developing robust schemes exclusive for challenging GNSS positioning applications such as [10] , where the authors suggested to employ RANSAC-like strategies for outlier mitigation. Although the method showed promising performance on the simulated data, no comparison to the performance of alternative robust schemes has been provided. Interestingly, similar consistency checking approach as reported in [3] was equally likely to improve or degrade the positioning accuracy in real urban environment. According to [3] , this could be partially explained as the removal of a poor measurement can result in adverse signal geometry and, subsequently, degraded position accuracy. The previous works of the same group also showed that although conventional sequential testing approaches can successfully eliminate NLOS and multipath-contaminated signals in environments where the majority of signals are LOS, in environments with multiple faults the RAIM strategies are prone to discard wrong signals. Still, the overall results as reported in [3] were neutral, and as only one specific robust scheme had been evaluated, the conclusions can be hardly generalized for other robust schemes.
A typical approach to cope with the deficiencies of pure GNSS positioning is to augment the system with auxiliary sensors, such as inertial ones [11] . Increasingly, commercial systems [12] are becoming available which provide an integration of GNSS and Micro-Electro-Mechanical Systems (MEMS) IMUs. The navigation systems for maritime applications have also relatively long history of integration using Extended KF (EKF) such as [13] . The seminal work [14] also tried to assess the possibility to replace more expensive Fiber Optic Gyro (FOG) IMUs with lower cost MEMS IMUs in hybrid navigation systems and assessed the performance of the system under presence of GNSS faults in maritime scenarios.
III. METHODS

A. Filter Design
A classical code-based GNSS positioning is based on solving a geometric problem of receivers 3D position and clockoffset from the measured ranges to at least four satellites with known coordinates using the LS technique [15] (single point positioning -SPP solution). The quality of a measurement can be introduced into the LS adjustment with a symmetric positive definite weighting matrix W . Similarly, a snapshot velocity solution can be obtained for a known position using Doppler shift measurements to the satellites with known velocity [16] .
The measured C/N0 value is often considered to be an essential signal quality indicator as available from the GNSS receivers. As the basis for the adaptive pseudorange measurement noise variance model σ 2 , we have adopted the following expression [17] :
with three approximation parameters a = 0.6, b = 50 and c = 33.8 and CN 0 being the measured carrier to noise density ratio for a given pseudorange observation. The provided model is extracted from the experimental data using the observations of a static antenna with well surveyed position. As we use single antenna and no attempts are made to model the environment, the covariance matrix contains only diagonal elements and no correlations are considered within the measurement covariance matrix. The RBE methods deal with the problem of estimating a time varying system state using only noisy observations and a priori information regarding the underlying system dynamics. There are numerous advantages of the probabilistic paradigm, where the most important are the ability to accommodate inaccurate models as well as imperfect sensors, robustness in real-world applications and often being the best known approach to many tracking and navigation problems. Various implementations of RBE differ in the way the probabilities are represented and transformed in the process and measurement models [18] . If the models are nonlinear (which is often the case for navigation applications), Unscented KF (UKF) or Extended KF (EKF) can be used. In the presented work the IMU/GNSS fusion is implemented using recently suggested approximate Bayesian filter -Cubature Quadrature Kalman Filter (CQKF) [19] , [20] . Although, similarly to UKF it uses a weighted set of symmetric so-called σ-points to propagate through original process and measurement models, the filter is claimed to have improved numerical accuracy, better stability and availability of a more general square-root solution when compared to the well-known UKF.
The general structure of the implemented CQKF with quaternion attitude parametrization can be found in [21] with the only exception that the Doppler Velocity Log (DVL) measurement were not available for this vessel. We implement an augmented approach which can be considered as an extension of the originally proposed CKF or CQKF [19] , [22] in the similar way it has been done before for UKF [23] . The CQKF can be considered as a generalization of the CKF for multiple Gauss-Laguerre points [20] , where for single GaussLaguerre quadrature point it coincides with classical CKF [19] . Although it has been shown [24] that at least for a conventional IMU/GNSS integration there is almost no difference between classical error-state EKF and full-state Unscented UKF except of situations with unrealistically large initial uncertainties or scenarios with extremely high dynamics, the presented work employs CQKF to ensure the scalability of the approach for more advanced sensor systems such as those including DVL, GNSS phase-based techniques and designs with multiple antennas. The filters are formulated in Earth Centered Earth Fixed (ECEF) coordinate frame. The robust versions of the KF have been implemented by replacing classical SPP solution in loosely-coupled approaches with a robust position obtained using one of the methods discussed below. As a minor improvement have been seen in robust snapshot Doppler solvers, a non-robust approach of [16] for velocity calculation is used for all the loosely-coupled strategies. For the tightlycoupled filter we have implemented a simplified constant clock rate model, although more elaborated clock models are possible [25] . Although the robust versions the tightly-coupled approaches could have been also obtained using Robust KF techniques as described in [26] , these methods were not evaluated in the presented work and are left for future research.
B. Robust Estimation
Classical LS-based GNSS positioning is extremely sensitive to the outliers, and therefore they have a zero breakdown point * = 0 -the smallest percentage of contaminated data that can cause the estimator to take on arbitrarily large error in the solution [8] . Overpassing the limitations of LS regression became a concern for the community over years, receiving the label of "robust estimator" for all those techniques aiming to deal with contaminated and outlying data. Although one could argue regarding a proper classification of the robust methods, for the purpose of the presented work one could group them based on the basic idea of their implementation: Iteratively Reweighed Least Squares (IRLS) and best subset selection methods.
The methods of IRLS use the whole set of observations to compute a solution of the position problem. Then, the cost function of the estimators is iteratively applied to weigh the measurements based on the residuals with respect to the previously calculated solution. In this way the observations with larger residuals will get lower weights compared to those with relatively small residuals. Although IRLS methods often need a good initial estimate in order to converge [26] , they are relatively simple to implement and share some good numerical properties with conventional LS approach.
Huber in 1973 proposed a so-called M estimator [6] , where the LS cost function of squared residuals was replaced by a symmetric convex cost function ρ:
where r i stands for the residuals of the solution, andσ is the scale factor of the residuals (an estimator of the spread of the random errors), commonly estimated from the residuals as the median absolute deviation (MAD)σ M AD = 1.48med (|r − med(r)|). However, despite being statistically more resilient than the LS adjustment, it does not cope with leverage of the measurements and has * = 0. Clearly, slightly different performance can be obtained for different ρ functions.
In order to include the a priori knowledge regarding the quality of the observations (leveraged data), a so-called Generalized M Estimator (GM) was proposed in [27] . The leverage of the observation is based both on the prior knowledge of the measurement uncertainty (quality) and its influence on the geometry matrix G of the final solution, although this reliability measure is only valid for GM-estimators when the observations are uncorrelated [2] . Although the measurements are leveraged, the GM estimator yields a breakdown point * = 1/(p + 1), where p is the number of unknowns to be estimated. The achieved * is still not the highest possible, as, e.g. for the presented single-antenna code-based GNSS positioning with 4 unknowns to be estimated, the method is theoretically supposed to deal only with a maximum of 20% of contaminated data. The same p = 4 holds for snapshot velocity estimation. Note that due to the impact of the geometry in the case of non-leveraged measurements the GM estimator still provides slightly different results compared to classical M estimator, and, therefore, should be still considered separately even for non-weighted schemes.
Based on the residual scale of the M estimator, Rousseeuw presented the S estimator [28] , where the loss function is derived from a scale statistic in an implicit way: minimize σ (r 1 , . . . , r n ) .
Even though this approach does not yield the highest * = n 2 − p + 2 /n when compared to other more advanced methods, it has been shown to have nice asymptotic properties. For
An extension of the S estimator for leveraged measurements can be obtained with so-called Generalized S (GS) estimator [29] . An example of the weight recalculation in S-estimator (non-weighted) within a single epoch is shown in Fig. 1 . An example epoch has been selected for one of the challenging trajectory segments, where the regular SPP solution results in a Horizontal Position Error (HPE) of 32 meters, the C/N0-weighted SPP in a HPE of 15 meters and the S-estimator in a HPE of approximately 2 meters. One can clearly see, that the S-estimator sets the weights of two measurements to zeros, while the rest six measurements are slightly re-weighted while computing the final positioning solution. A combination of the ideas from both M estimator and S estimator has been proposed in the form a so-called MM estimator [2] , [9] . The procedure is based on the idea to obtain first the initial estimate using the S estimator. Then the residuals from the S estimator are used to determine the scale factorσ 0 and this scale factor is kept constant within the consecutive iterations of the M estimator. Finally, so-called Danish Method (DM) has been also evaluated as described in more details in [2] . This method is a well established IRLS approach based on heuristic iterative re-weighting and it has been used in geodetic applications for longer time [5] . The DM usually converges rapidly and the estimation results are equivalent to those of LS if the observations contain no outliers.
The other group of methods consists of best subset selection approaches. From the n available measurements, one can construct k = n p = n! p!(n−p)! distinct subsets. Then the k solutions are constructed with corresponding residuals for the rest of the measurements. Here the residuals are only associated with n − p measurements which were not included to the solution calculation, thus allowing to judge the quality of each solution via consistency assessment. Finally, the best solution is selected as the one whose residuals minimize an associated cost function.
In 1984 Rousseeuw [30] proposed to replace the summation sign of the LS loss function with a more robust scale measure: the median. The corresponding Least Median of Squares (LMS) algorithm results in extremely high * = 0.50, although it is believed to suffer from relatively low efficiency and convergence. In this case the selected subset is the one with minimum median of the residuals and the final solution is calculated by combining original p measurements with detected inliers.
In order to overpass the lack of the efficiency of the LMS, the same author suggested a so-called Least Trimmed Squares (LTS), where a similar procedure as in LMS is used with the only difference that the following target loss function needs to be minimized:
where r 2 1:n ≤ · · · ≤ r 2 n:n are the ordered squared residuals. The main disadvantage of the LTS compared to LMS is that the objective function requires sorting of the residuals, which takes O(n log n) operations compared to only O(n) operations required for the median [30] , although this is, obviously, not a problem for GNSS positioning with relatively low number of total available measurements. On top of that, a complete enumeration of all possible combinations could be computationally prohibitive and [31] suggested to evaluate only a certain minimal number of the subsets which is sufficient for a proper statistical representation. Finally, we have implemented a modification of the RANSAC-based approach as suggested in [32] , where additionally a condition number of the subset geometry matrix was used to ensure that the selected subset has a reasonable satellite arrangement. As an inlier selection strategy r 2 i < 2.5σ 2 M AD has been employed. In order to benchmark the presented robust methods we compare their performance to one of the RAIM schemes [17] . The strategy is based on a global consistency check followed by recursive local tests. Note that if more than one observation is being recursively excluded, both the global and subsequent local tests should additionally reconsider the observations which have been rejected during the earlier tests [17] .
IV. SETUP
The performance of the developed methods has been evaluated using real observations from the measurement campaign conducted on 25th March 2014 (DOY 084, UTC 13:00-14.00) near Koblenz (Germany) on the Moselle river. The demonstration area covers several challenging scenarios (see Fig. 2 ) for inland water navigation. With approximately 11,500 ship passages in 2010, the Moselle river can be considered as one of the busiest waterways in Germany. Sailing downstream, a lock bounds the demonstration area three km before the confluence with Rhine river [4] . After the lock, three bridges of different height and width span the river in a relatively short section ('B' and 'C' in Fig. 2 ) of only two kilometers, making a reliable and continuous positioning using pure GNSS information fairly challenging. The first bridge starting from the West is the tallest 4-lane car bridge "Europabruecke" with a width of 40 meters and clearance height of 13.9 meters. The next bridge is the railway bridge, which is 25 meters wide with a relatively low clearance of only 10.2 meters and oval clearance profile. The last one is the 'Balduinbruecke' with a width of 10 meters and a height of 12.1 meters and, therefore, is relatively small in comparison with the other two. The vessel performed 8-shaped trajectory (total duration 1 hour) with several passes under the bridges and the waterway lock ('A' in Fig 2) in order to ensure that the GNSS signals are strongly affected by the shadowing from bridges and buildings [4] . Fig. 3 : Research vessel "MS Bingen" used in the measurement campaign. The setup includes 3x GNSS antennas, IMU, IALA beacon GPS, IMU (not shown) and a separate commercial GPS compass (not used in the presented analysis as we employ our custom GNSS compass implementation). The total station reflector was employed to produce the reference path.
The sensor system onboard the research vessel "MS Bingen" (see Fig 3) consisted of three geodetic GNSS antennas and Javad Delta receivers as well as a commercial FOG IMU. The setup of three GNSS antennas allows the system to determine the attitude of the vessels using GNSS compassing methods, where up to three baseline observations are used to constrain the attitude drift. Note that we are not using a commercial available GPS compass, but employ our own three receivers in order to have a full control of the associated algorithms. A tactical grade FOG IMU is used to bridge possible GNSS outages, although true GNSS outages have not been observed as almost always at least four satellites have been visible. This is probably a result of the fact that the bridges can be still considered as relatively narrow objects and, thus, due to NLOS effects the strength of some signals was not dropping below the acquisition threshold of the receiver. Although for the position performance analysis below only the data from the main GNSS antenna have been used (middle vessel antenna), most of the discussed robust methods can be easily adapted to operate with multiple antennas. Although the measurements for both GPS L1 and L2 have been recorded, the presented positioning results are based on GPS L1 only. The measurement rate of the GNSS receivers is 2Hz and 200Hz for the FOG IMU. Additionally, a GNSS reference station provided GPS code and phase corrections with 2 Hz update rate for L1 and L2 frequencies. The ionosphere propagation delay corrections have been applied using classical Klobuchar model and the corresponding troposphere ones using Saastamoinen model in order for the results to be representative for user equipment without ground-based correction information [15] . No elevation mask for GNSS satellites has been used as we wanted to ensure the best possible availability of the GNSS measurements.
In order to track accurately the position of the vessel independently on the GNSS information, two geodetic total stations have been placed on the shores of the river (see 'D' and 'E' in Fig. 2 ) to ensure the availability of the reference information even in the problematic areas where GNSS performance was poor. As the total stations combine the use of angle and distance measurements in order to determine only the horizontal position, the vertical accuracy is not addressed in this report. After the reference 1Hz position information is obtained, the post-processing and adjustment of the measurements ensure an accuracy better than 2 cm for the presented evaluation path. Note that although the phase information is available for accurate position calculation, evaluation of the robust methods for phase-based GNSS positioning was not considered as an objective of the presented analysis. Differently, the RTK velocity solution was used as the reference velocity information in order to avoid a 2D velocity approximation if the differentiation of the information provided by the total stations would have been employed.
V. RESULTS
The satellite constellation during the measurement campaign can be seen in Fig. 4 with the color encoding the associated C/N0 value. Note that the challenging segments result in almost simultaneous drops in measured C/N0 values for all the satellites. Moreover, the satellites with lower and higher elevation angle can be easily discriminated and one sees that most of the time at least six satellites with high elevation and high C/N0 values are available. The total number of visible satellites during the complete scenario is shown in Fig. 5 . In spite of passing through challenging segments, the number of available satellites is at least 7 except of two short time intervals during the segment 'C', where it drops to 5 and 6 correspondingly (see Fig. 6 ). This guarantees that for almost complete scenario there is a sufficient satellite availability for RAIM to exclude at least one faulty measurement. Furthermore, the middle line in the same figure indicates that the horizontal dilution of precision (HDOP) value is almost always below 2 and is slightly larger than 3 exactly for those two occasions. Finally, the lower line shows a corresponding HPE of a classical non-weighted SPP position solution. This demonstrates that position error is not necessarily related to a poor geometry and the largest HPEs are actually obtained for the segments with relatively high number of visible satellites and good HDOP. Obviously, these large position errors are caused by multipath and NLOS rather than by a poor satellite availability or weak geometry. The 2D position accuracy results for non-RBE methods are shown correspondingly in Table I for non-weighted (i.e., equally weighted observations) methods and in Table II for C/N0 weighted positioning. In both cases the results of the corresponding LS SPP solutions are shown for the reference. In the case of the non-weighted approaches, almost all the robust methods show around 20% improvement in mean HPE and 95% CDF when compared to classical LS solution. However, when one evaluates maximum HPE, not all the robust methods are equally good with the gain 30% obtained only for LMS, LTS, RANSAC and S estimators. Note that within these four methods only one approach (S estimator) is not based on best subset selection. One can also notice that although the performance of the RAIM in terms of mean HPE is reasonably close to that of the robust methods, the largest HPE is almost 10 meters worse when compared to the best robust methods.
The list of the methods in Table II is slightly different as, e.g., M estimator is not considered due to its inability to consider leveraged measurements and the S estimator is replaced by the corresponding GS estimator. All the approaches with weighted measurements result in smaller mean HPE when compared to non-weighted approaches. However, except of RANSAC, none of the methods was able to achieve the mean HPE of the classical weighted LS. Furthermore, even the best robust schemes were able to achieve only a marginal maximum HPE improvement of around 10%. Interestingly, the performance of the weighted RAIM was even worse when compared to non-weighted approach with the maximum HPE reaching almost 84 meters. Definitely, further research is necessary to understand the inferior performance of the weighted RAIM. Fig . 7 shows a CDF of the HPE for several non-weighted approaches. A superior performance of the robust methods is clearly visible not only in terms of maximum HPE, but also for the rest of HPE distribution. Note that RAIM is performing better than LMS and S-estimator in all the cases except of several most challenging epochs, where, apparently, wrong satellites are eliminated from the solution.
The positioning performance of some of the methods is shown in Fig. 8 for the trajectory segment with several bridge Ground truth SPP RAIM LMS S-est passages. Interestingly, all three methods are able to resolve two left-most SPP failures, where the vessel is far from the bridges, although the performance in the proximity of bridges is still far from perfect. One can also see a failure of the RAIM in the under the left-most (railway) bridge, where the HPE seems to become larger than that of plain SPP. For the RBE approaches the measurement noises are set as follows: σ P R = 2m, σ RR = 0.2m/s and the clock rate process noise σ C = 0.1m/s 2 with equivalent solution covariances calculated for the associated loosely-coupled strategies. The IMU process noise is set according to the datasheet of the FOG IMU (IMAR IVRU FCAI). The performance results of the RBE strategies are shown in Table III , where LC-stands for the loosely-coupled approach and TC-stands for tightlycoupled architecture. Finally, LC-S-stands for the looselycoupled approach where the outputs of the robust S-estimator is fed into the KF as the measurements.
Although we observe no mean HPE improvement except of the robust approach for the LC-S filter, the maximum HPEs are significantly improved when compared to memoryless snapshot algorithms. In all the cases a significant improvement in the maximum HPE value can be attributed to the generic RBE structure, where one relies not only on the available measurements, but also on the a priori assumed or, in the case of strapdown inertial mechanization, actually measured dynamics for the target. The positioning performance of the RBE methods during the bridge passage is shown in Fig. 9 . As expected, due to inertial mechanization used in these approaches, the estimation results are far less sensitive to single GNSS positioning failures. Still, for strong GNSS position failures the trajectory is slightly deformed, although the deviation from the reference path is significantly smaller when compared to snapshot approaches Ground truth SPP TC CQKF LC CQKF LC-S CQKF Fig. 9 : Positioning performance of SPP and associated RBE methods (non-weighted approaches).
and could be even further improved by fine tuning of the related filter parameters.
Finally, the performance of several robust estimation schemes for the velocity solution is shown in Table IV . Unfortunately, only marginal improvement (approx. 10%) in the velocity maximum horizontal velocity error (HVE) can be seen and almost no difference is observed for mean HVE. 
VI. DISCUSSION
In GNSS unfavorable environments there could be certainly more than one outlier and the threshold values calculated from normal distribution with certain confidence level could be deprived from their strict statistical significance [5] , and a typical assumption of the measurement errors to follow zeromean Gaussian does not necessarily hold. Furthermore, the assumption, that the errors of different signals are mutually independent can be wrong too as a consistent subset can be easily produced by the reflection off the same surface [3] . As the result, the RAIM algorithms based in reliability testing theory can show inferior performance or even fail for poor signal conditions with multiple faults due to their top-down strategy and this is, apparently, exactly what we see in the presented scenario with weighted methods. The bottom-up approaches of the robust schemes seem to perform better. A poor performance of RAIM-like strategies for challenging environment is also consistent with the results reported recently in [3] . Still, the reliability of the robust snapshot techniques is not without limit and the methods can become biased for multiple faults as has been already confirmed by other authors for simulated scenarios (e.g., see [1] ). Although often the robust methods could all fail on the most challenging epochs, there are still numerous occasions when the techniques can be considered complementary as one can see in Fig. 10 at time around 3060 seconds and 3120 seconds correspondingly. This allows us to speculate whether multiple robust methods can be run in parallel using the concept of Decision/Check matrix as suggested in [33] , where the outputs of several robust positioning schemes are combined using relevant integrity or accuracy information. Note also, that relatively poor performance of LMS under normal conditions (around time 3060 in 10) can be attributed to the well-known efficiency problem of the LMS method.
The fact that C/N0-based weighting improves the mean HPE is consistent with the results for RANSAC-based approach as reported in [3] . Our results also confirm that this improvement in principle holds for all the methods with C/N0 leveraging.
Unfortunately, the weighting scheme has a negative impact on the maximum HPE which is again consistent with [3] where a RANSAC-like method was reported to increase the number of moderate position errors for the weighted approach. Finally, the performance of the weighted RAIM can be considered unacceptable as the maximum HPE is even worse compared to that of trivial SPP. Although further research is necessary in order to understand these effects, one has to be extremely careful in applying weighted methods for similar scenarios, where the C/N0 value can fail to be a fair representation of the GNSS signal quality.
Although the RBE methods demonstrate reduced sensitivity to erroneous GNSS measurements due available process model, the robust position solver can be considered still useful as it reduces a chance of the erroneous solution to be used as a valid measurement, especially when a sequence of the wrong measurements is applied, violating the Gaussian measurement noise assumption of the KF. The presented analysis did not include neither innovation filtering in RBE schemes nor more advanced robust KF methods which could be used to downweigh or even reject the GNSS measurements using the process model information.
Although literature [20] suggests the CQKF to be more accurate compared to CKF for certain nonlinear problems, multiple Gauss-Laguerre point evaluation seems to have only marginal influence on the classical IMU/GNSS filter accuracy. This also confirms that the nonlinearity of the process and measurement models is not a bottleneck of the filter performance and further improvement can be obtained by better sensor, and, especially, GNSS modeling.
Although no significant improvement due to robust estimation has been seen for velocity snapshot solutions, this could be partially attributed to the fact that RTK velocity has been used for the reference and, therefore, no valid reference data have been also obtained for some challenging segments under the bridges. Absence of the reference information did not allow us to calculate the errors for the most interesting and difficult parts of the trajectory, resulting in non-conclusive results and, therefore, further research in this direction is required.
The presented results should not be used to claim the superiority of some particular method as the numbers could be strong data or scenario dependent. Nevertheless, surprisingly good performance of S-and GS-estimator could make them the first option, when one tries to evaluate robust positioning algorithms. If significant computational resources are available, more advanced subset selection methods can be used such as LMS, LTS or recently suggested RANSAC. Still, the choice of the particular method should be subject for multiple considerations such as the efficiency of the methods, where the methods such as LMS could perform relatively poor under nominal conditions of Gaussian noises.
VII. SUMMARY AND OUTLOOK
The work has assessed an ability of the robust estimation schemes to improve the GNSS and combined IMU/GNSS positioning for challenging inland water scenarios with multiple GNSS outliers. The work had clearly demonstrated the superior performance of robust schemes for snapshot GNSS positioning and provided an extension of the methods for C/N0-based weighting schemes. The proposed methods have been systematically evaluated both in terms of mean and maximum horizontal position errors and compared to those of modern subset consistency evaluation methods as well as RAIM-like techniques. An extension of the methods for snapshot velocity solution has been also suggested and several representative methods have been evaluated. An advantage of the proposed techniques for integrated navigation system has been demonstrated by designing a corresponding IMU/GNSS CQKF.
While traditional RAIM methods are able to provide an upper bound of the position errors considering a given remaining integrity risk by means of so called protection levels, the robust methods, at least in general, are still lacking the equivalent solution integrity concept. Therefore, a new conceptual framework is needed for the GNSS integrity or quality control, when robust estimation is applied. Further work is planned on extension of the methods for multiple-antenna setups, multiple-frequency and multi-constellation systems. The latter extension is important as due to increased number of visible satellites, the probability of multiple simultaneous failures is also automatically increased. Applicability of the discussed techniques for phase measurements is also important for higher performance applications [5] . Finally, further work is required on extending the methods to tightly-coupled KF using Robust KF or similar approaches and a more systematic analysis is definitely necessary including different application scenarios such as urban navigation, etc.
