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The variational stochastic self-consistent harmonic approximation is combined with the calculation
of third-order anharmonic coefficients within density-functional perturbation theory and the “2n+1”
theorem to calculate anharmonic properties of crystals. It is demonstrated that in the perturbative
limit the combination of these two methods yields the perturbative phonon linewidth and frequency
shift in a very efficient way, avoiding the explicit calculation of fourth-order anharmonic coefficients.
Moreover, it also allows calculating phonon lifetimes and inelastic neutron scattering spectra in solids
where the harmonic approximation breaks down and a non-perturbative approach is required to deal
with anharmonicity. To validate our approach, we calculate the anharmonic phonon linewidth in the
strongly anharmonic palladium hydrides. We show that due to the large anharmonicity of hydrogen
optical modes the inelastic neutron scattering spectra are not characterized by a Lorentzian line-
shape, but by a complex structure including satellite peaks.
I. INTRODUCTION
Anharmonic effects are responsible for the finiteness
of the phonon lifetimes observed experimentally as well
as the temperature dependence of the phonon frequen-
cies. Indeed, harmonic phonon frequencies are temper-
ature independent and, as not decaying quasiparticles,
harmonic phonons’ lifetime is infinite, yielding an artifi-
cial infinite value for the thermal conductivity. Consid-
ering that the calculation of the lattice thermal conduc-
tivity is crucial in semiconducting thermoelectrics1,2 and
in materials used for thermal dissipation3, the develop-
ment of precise and reliable ab initio approaches based on
density-functional theory (DFT) to calculate anharmonic
effects, including the calculation of lifetimes, is currently
a strongly active field of research.
Anharmonic effects can be treated perturbatively as
long as they are weak. At lowest order, the harmonic
phonon self-energy should be corrected by the four Feyn-
man self-energy diagrams represented in Fig. 14,5. The
real part of the diagrams contributes to the phonon
lineshift, i.e., to a change of the phonon frequency, while
the imaginary part of the diagrams is responsible for the
broadening of phonon lines. The three phonon process
described by the bubble diagram contributes to both the
linewidth and the lineshift, while the loop diagram has
a two-phonon fourth-order vertex which contributes ex-
clusively to the lineshift. We have finally decomposed
the tadpole diagram in an optical part (TO), which con-
tributes to the relaxation of internal coordinates, and
an acoustical part (TA), where the line of zero energy
and momentum can be associated to the elastic constants
of the material and accounts for the thermal expansion.
The tadpole diagrams reduce to the quasi-harmonic ap-
proximation (QHA) under certain conditions6.
The summation of these diagrams ab initio requires the
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FIG. 1. The loop (L), bubble (B) and tadpole (T) diagrams
contribute to the phonon self-energy Πµ(q, ω) at lowest order
in perturbation theory. The tadpole diagram is split into
the optical (TO) and acoustic (TA) contributions. The latter
accounts for the thermal expansion (TE). The dot denotes a
fourth-order vertex, the square a third-order one.
knowledge of third- and fourth-order derivatives of the
Born-Oppenheimer (BO) total energy. During the last 20
years several implementations have emerged to efficiently
compute the third-order derivatives via the “2n+1” the-
orem7–11. On the contrary, the fourth order term cannot
be computed in this framework, but it can be obtained
by finite difference calculations of the third-order dia-
grams. As the number of fourth-order derivatives quickly
increases with the number of atoms, the perturbative
evaluation of the loop diagram is only affordable for few
atoms highly symmetric cells12. Thus, new approaches
to calculate fourth-order terms from first-principles are
highly desirable. Despite such difficulties, the perturba-
tive approach has been successfully exploited in many
different applications, ranging from computing phonon
lifetimes6,13 and mean free paths11, to thermal expan-
sion9 and thermal conductivity of materials in the single
mode approximation11,14 or solving exactly the Boltz-
mann transport equation15.
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2On the other hand, the perturbative approach to an-
harmonicity is built on top of a harmonic description
of the material and it breaks down when the harmonic
model does. For instance when a material exhibits imag-
inary phonon frequencies, either because of a real me-
chanical instability or because the phase is stabilized by
quantum or thermal fluctuations strongly affected by the
anharmonic potential. This is the case in many ferro-
electrics16,17 and thermoelectrics18,19. In systems with
light atomic species, the large amplitude rattling vibra-
tions can also make the harmonic approximation break
down20,21. Even the presence of soft modes associated
with charge-density waves22–26 can invalidate assump-
tions of perturbative methods. Calculating phonon life-
times and, consequently, the thermal conductivity in all
these systems requires, therefore, going beyond the per-
turbative approach.
In this work we want to tackle these problems by com-
bining the third-order perturbative approach, which pro-
vides the leading order contribution to the phonon line
broadening, with the stochastic self-sonsistent harmonic
approximation (SSCHA) method27,28, which is based on
a variational approach and gives an accurate description
of the phonon spectra in the non-perturbative regime.
We show that for small anharmonicity the combination
of these methods accounts for all the diagrams in Fig. 1
yielding the correct perturbative limit. Thus, the per-
turbative correction can be obtained avoiding the cum-
bersome and expensive calculation of fourth-order force-
constants. In fact, in this limit, the SSCHA accounts
for TO and TA tadpole diagrams as well as the loop di-
agram, while the bubble diagram is computed making
use of the third-order force-constants calculated with the
“2n+ 1” theorem over the whole Brillouin Zone (BZ)11.
In the non-perturbative regime, combining the SSCHA
equilibrium positions, phonon frequencies and polariza-
tion vectors with the calculated third-order coefficients,
phonon lifetimes and spectral functions can be obtained
for strongly anharmonic crystals where the harmonic ap-
proximation breaks down.
We apply this method to palladium hydride stoichio-
metric compounds: PdH, PdD and PdT. Because of
the huge anharmonicity of hydrogen rattling vibrations
the phonon dispersions predicted by density-functional
perturbation theory (DFPT) show strong instabilities
and a huge underestimation of the H-character optical
modes. The instabilities are even more pronounced at
finite temperature when the thermal expansion is consid-
ered. These instabilities are however not physical and can
be cured with the SSCHA approach, which yields phonon
spectra in good agreement with experiments27,28. The
anharmonicity also causes an interesting negative super-
conducting isotope coefficient27. Here we find that, de-
spite being a metal, the phonon linewidth is dominated
by the phonon-phonon interaction for any temperature
above a few Kelvin. The third-order broadening of the
phonon modes is huge, at the point that the simplis-
tic model of well-distinct phonon modes, broadened to a
finite-width Lorentzian function, cannot be applied any-
more. It is remarkable, however, that the phonon shift
induced by the third-order is not predominant over the
SSCHA correction of the phonon bands.
II. THE IONIC HAMILTONIAN: PHONON
ANHARMONICITY AND THE
ELECTRON-PHONON COUPLING
Within the BO approximation, the dynamics of the
ions in a crystalline solid are determined by the following
Hamiltonian:
H = T + V, (1)
where
T =
∑
sαR
(Pαs (R))
2
2Ms
(2)
is the kinetic-energy operator of the ions and V the po-
tential defined by the BO energy surface. Let s denote an
ion within the unit cell, R a lattice vector and α a Carte-
sian direction. In the equation above P sα(R) is the mo-
mentum operator and Ms the mass of ion s. Considering
that generally ions vibrate around their equilibrium po-
sition Rsαeq determined by the minima of the BO energy
surface, the potential V is Taylor-expanded as a function
of the ionic displacements from equilibrium uαs (R) as
V = V0 +
∞∑
n=2
Vn, (3)
where
Vn =
1
n!
∑
s1...sn
α1...αn
R1...Rn
φα1...αns1...sn (R1, . . . ,Rn)u
α1
s1 (R1) . . . u
αn
sn (Rn)
(4)
and
φα1...αns1...sn (R1, . . . ,Rn) =
[
∂(n)V
∂uα1s1 (R1) . . . ∂u
αn
sn (Rn)
]
0
(5)
represents the n-th order derivative of the BO energy
surface with respect to the atomic displacements calcu-
lated at equilibrium, namely, the n-th order, or n-bodies,
force-constants.
The Hamiltonian in Eq. (1) represents a complicated
many-body problem, unsolvable unless an approximated
scheme is adopted.
A. The harmonic approximation
The first non-trivial approximation is the harmonic ap-
proximation, in which the expansion in Eq. (3) is trun-
cated at second order. In Fourier space the Hamiltonian
3looks like
H2 =
∑
sαq
|Pαs (q)|2
2Ms
+
1
2
∑
s1s2
α1α2
q
uα1∗s1 (q)φ
α1α2
s1s2 (q)u
α2
s2 (q). (6)
If the phonon frequencies ωµ(q) and polarizations 
α
µs(q)
diagonalize the dynamical matrix at momentum q,
∑
s2α2
φα1α2s1s2 (q)√
Ms1Ms2
α2µs2(q) = ω
2
µ(q)
α1
µs1(q), (7)
by applying the following change of variables
uαs (q) =
∑
µ
√
~
2Msωµ(q)
αµs(q)[bµ(q) + b
†
µ(−q)] (8)
Pαs (q) =
1
i
∑
µ
√
~Msωµ(q)
2
αµs(q)[bµ(q)− b†µ(−q)](9)
H2 can be written in this well-known diagonal form:
H2 =
∑
qµ
~ωµ(q)
(
b†µ(q)bµ(q) +
1
2
)
. (10)
Here b†µ(q) and bµ(q) are, respectively, the phonon cre-
ation and annihilation operators. Thus, if the ionic
Hamiltonian is approximated by H2, phonons are well-
defined quasiparticles that do not interact nor decay.
B. Anharmonic effects and perturbation theory
It is convenient to write the Hamiltonian H in Fourier
space as5
H = H2 +
∞∑
n=3
N1−n/2
n!
∑
µ1...µn
q1...qn
φµ1...µn(q1, . . . ,qn)
× Aµ1(q1) . . . Aµn(qn), (11)
where Aµ(q) = bµ(q) + b
†
µ(−q). The reader is re-
ferred to Appendix A for the definition of the high-
order φµ1...µn(q1, . . . ,qn) anharmonic coefficients. Due
to translational symmetry, for each φµ1...µn(q1, . . . ,qn)
coefficient crystal momentum is conserved so that q1 +
· · ·+ qn = G, where G is a reciprocal lattice vector20.
Within perturbation theory, the lowest energy correc-
tions to the harmonic non-interacting phonon propagator
are given by the loop (L), bubble (B) and tadpole (T)
self-energy diagrams shown in Fig. 1. Their contribution
to the self-energy are given by4,5,20,29
ΠLµ(q, ω) =
1
2N
∑
q1µ1
φµµµ1µ1(−q,q,q1,−q1)
× [2nB(ωµ1(q1)) + 1], (12)
ΠBµ (q, ω) = −
1
2N
∑
q1q2
µ1µ2
∑
G
δ−q+q1+q2,G
× |φµµ1µ2(−q,q1,q2)|2F (ω, ωµ1(q1), ωµ2(q2)),
(13)
ΠTµ (q, ω) = −
1
N
∑
q1
µ1µ2
φµµµ2(−q,q, 0)φµ1µ1µ2(−q1,q1, 0)
× 2nB(ωµ1(q1)) + 1
~ωµ2(0)
, (14)
where
F (ω, ω1, ω2) =
1
~
[
2(ω1 + ω2)[1 + nB(ω1) + nB(ω2)]
(ω1 + ω2)2 − (ω + iδ)2
+
2(ω1 − ω2)[nB(ω2)− nB(ω1)]
(ω2 − ω1)2 − (ω + iδ)2
]
, (15)
nB(ω) = 1/
(
eβ~ω − 1) is the bosonic occupation factor
and N the number of unit cells in the system. Thus,
Πµ(q, ω) = Π
L
µ(q, ω) + Π
B
µ (q, ω) + Π
T
µ (q, ω) (16)
is the total self-energy at the perturbative level.
The tadpole TO diagram includes an optical phonon
at the Γ point (ωµ2(0)) and it accounts for the relax-
ation of internal coordinates. If internal coordinates are
determined by symmetry, it vanishes and does not con-
tribute4,5,29. On the contrary, if Wyckoff’s positions have
free parameters, the TO diagram accounts for the effect
of quantum and thermal fluctuations in the internal co-
ordinates. Its effect can be accounted if internal coor-
dinates are those that minimize the QHA free energy.
For those internal coordinates, the TO self-energy van-
ishes. These equilibrium positions might differ from the
Rsαeq positions derived from the minima of the BO energy
surface. The related TA diagram includes the limit for
q→ Γ of an acoustical phonon, and accounts for the re-
laxation of the cell parameters. It can also be calculated
within the QHA12.
The bubble contribution is the only self-energy term
with an imaginary part. Thus, it is the only one
contributing to the phonon linewidth. As long as
|Πµ(q, ω)|  ~ωµ(q), the half-width at half-maximum
(HWHM) of phonon µ with momentum q is given by
the imaginary part of the bubble self-energy term at the
harmonic frequency, namely,
Γph−phµ (q) = −ImΠBµ (q, ωµ(q)). (17)
The shift of the harmonic frequency due to the phonon-
phonon interaction is given instead by the real part of
4both loop and bubble diagrams,
∆µ(q) = Re
[
ΠLµ(q, ωµ(q)) + Π
B
µ (q, ωµ(q))
]
. (18)
The frequency shifted by anharmonicity is thus ωµ(q) +
∆µ(q).
C. The non-perturbative limit and the stochastic
self-consistent harmonic approximation
The perturbative scheme introduced in Sec. II B as-
sumes that phonons can be described as well-distinct
quasi-particle states. This assumption is only valid when
the anharmonic self-energy is small with respect to the
separation between harmonic frequencies. If |Πµ(q, ω)| is
comparable to or larger than ~ωµ(q), it breaks down and
the phonon linewidhts and shifts derived from Eqs. (17)
and (18) are not correct. In case the system has harmonic
imaginary frequencies, i.e., it is unstable in the harmonic
approximation, the perturbative approach cannot even
be applied.
A useful workaround that allows treating this non-
perturbative regime is the variational approach de-
fined by the self-consistent harmonic approximation
(SCHA)30, which has been recently implemented in a
stochastic framework within the SSCHA27,28. The ex-
act vibrational free energy of a solid is given by the sum
of the total energy and the entropy:
FH = tr (ρHH) +
1
β
tr (ρH ln ρH) , (19)
where the ρH = e
−βH/[tr(e−βH)] is the density matrix
and β = 1/(kBT ). In the SSCHA ρH is substituted by
a trial density matrix ρH defined by a trial H = T + V
Hamiltonian. Then, if
FH [H] = tr (ρHH) + 1
β
tr (ρH ln ρH) (20)
we have the
FH ≤ FH [H] = FH + tr [ρH(V − V)] (21)
variational equation. Thus, minimizing FH [H] with re-
spect to the trial H Hamiltonian a good approximation
of the free energy is obtained.
Even if the variational principle in Eq. (21) is valid for
any trial potential V, in the SSCHA we assume that V is
a harmonic potential that can be parametrized as
V = 1
2
∑
q
∑
s1s2
α1α2
uα1∗s1 (q)Φ
α1α2
s1s2 (q)u
α2
s2 (q). (22)
The uαs (q) atomic displacements are different from the
uαs (q) displacements. The latter measure the displace-
ment of the atoms from Rsαeq , while the first represent the
displacement from trial equilibrium positions, Rsαeq . Sim-
ilarly the Φ(q) force-constants are not the harmonic ones
of Eq. (6), but some trial force-constants. Thus, the in-
dependent parameters in V are simply Rsαeq and Φ(q). In
the SSCHA FH [H] is minimized with respect to these pa-
rameters making use of a conjugate-gradient (CG) algo-
rithm. During the minimization crystal symmetries are
preserved. At the minimum, the Req positions are the
equilibrium positions including anharmonic effects and
the phonon frequencies and polarizations obtained diag-
onalizing Φ(q) yield the phonon spectra renormalized by
anharmonicity.
The gradient of FH [H] needed for the CG minimization
is given in Fourier space by27,28
∇ReqFH [H] = −〈f(0)− f(0)〉H (23)
∇Φ(q)FH [H] = −
∑
ss′αα′µ
√
Ms′
Ms
[
εαµs(q)∇Φ(q) ln aµ(q)
+∇Φ(q)εαµs(q)
]
εα
′∗
µs′ (q)〈[fαs (q)− fαs (q)]∗uα
′
s′ (q)〉H,(24)
where 〈O〉H = tr(ρHO) represents the quantum sta-
tistical average calculated with H. In Eqs. (23) and
(24) f(q) is the vector formed by all the atomic forces
at momentum q and f(q) denotes the vector formed
by the forces derived from V. The normal length is
aµ(q) =
√
~ coth(β~Ωµ(q)/2)/(2Ωµ(q)), and Ωµ(q) and
εαµs(q) are different from the harmonic phonon frequen-
cies and polarizations since they are obtained diagonal-
izing Φ(q) and not φ(q). In the SSCHA the quantum
statistical averages in Eqs. (23) and (24) are calculated
stochastically calculating atomic forces on supercells with
ionic configurations described by ρH(R) = 〈R|ρH|R〉,
where R represents a general ionic configuration27,28.
D. Combining the SSCHA with the perturbative
expansion
The internal coordinates determined by the SSCHA
are those that make the quantum statistical average of
the forces on the ions vanish. As shown in Appendix B, in
the perturbative limit this means that the TO diagram
vanishes for those coordinates. The reason is that the
tadpole diagram includes the
∑
q1µ1
φµ1µ1µ2(−q1,q1, 0)
term, which vanishes if the quantum statistical average
of the forces is zero. The TA diagram that describes the
thermal expansion is also included in the SSCHA if the
lattice parameters are determined by the minima of the
free energy28. Therefore, in the perturbative limit the
SSCHA reduces to the QHA.
On the other hand, we also show in Appendix B that
for a fixed cell geometry the perturbative limit of the
frequency shift given by the SSCHA is exactly the shift
given by the loop self-energy term. Therefore, the SS-
CHA provides a stochastic framework to calculate the
fourth-order anharmonic shift in systems were perturba-
tion theory works. This is very remarkable as with the
SSCHA we avoid the cumbersome and time-demanding
5calculation of φµµµ1µ1(−q,q,q1,−q1) anharmonic coef-
ficients needed in Eq. (12), which are usually calculated
taking first-order numerical derivatives of third-order an-
harmonic terms or second-order numerical derivatives of
dynamical matrices calculated in supercells12,20,29,31–33.
This result also indicates that in the perturbative limit
the SSCHA does not include the bubble self-energy.
Notwithstanding that, it shows us that the bubble self-
energy can be included on top of the SSCHA result.
Once the minimization procedure of the SSCHA has
been performed, the difference between the SSCHA and
the exact potential is lead by the third-order term: V3 ∼
V −V. The lowest-energy third-order contribution to the
self-energy is obtained by substituting the SSCHA equi-
librium positions, phonon frequencies and polarizations
in Eq. (13),
ΠHBµ (q, ω) = −
1
2N
∑
q1q2
µ1µ2
∑
G
δ−q+q1+q2,G
×|φHµµ1µ2(−q,q1,q2)|2F (ω,Ωµ1(q1),Ωµ2(q2)),(25)
where the H superscript denotes that the anharmonic
coefficients and the self-energy are calculated with the
SSCHA equilibrium positions, phonon frequencies and
polarizations (see Appendix A). Then, the linewidth
is Γph−phµ (q) = −ImΠHBµ (q,Ωµ(q)) and the SSCHA
phonon frequencies can be corrected with the ∆µ(q) =
ReΠHBµ (q,Ωµ(q)) shift. In the perturbative limit, when
V = V2, the bubble self-energy in Eq. (25) trivially re-
duces to the perturbative one in Eq. (13). As the SSCHA
includes both the tadpole and loop self-energy correc-
tions, including this third-order contribution yields the
correct perturbative limit. In the non-perturbative limit
on the contrary, we assume that the lowest-energy cor-
rection to the SSCHA result is dominated by Eq. (25).
This type of “bubble” correction to the SCHA phonon
frequencies was already applied by Cowley using a model
potential for a Γ point mode of a diatomic ferroelectric34.
This framework, therefore, allows us to calculate not only
bubble self-energy corrections to the SSCHA result, but
to calculate anharmonic lifetimes in strongly anharmonic
systems, opening the door to the calculation of the ther-
mal conductivity in crystals were the perturbative expan-
sion breaks down.
E. The electron-phonon linewidth
For metals the phonons acquire an additional linewidth
contribution due to the electron-phonon interaction. In
complete analogy with the anharmonic case, the phonon
linewidth associated to the electron-phonon interaction
is given by the imaginary part of the phonon self-energy
associated to the electron-phonon interaction. Within
Migdal’s lowest-order approximation for the self-energy,
the linewidth at HWHM reads35,36
Γel−phµ (q) =
2pi
N
∑
kmn
|gµkn,k+qm|2(fkn − fk+qm)
× δ(kn − k+qm + ~ωµ(q)). (26)
In Eq. (26), gµkn,k+qm = 〈kn|δV/δqµ(q)|k +
qm〉√~/(2ωµ(q)) is the electron-phonon matrix ele-
ment, |kn〉 a Kohn-Sham state with energy kn measured
from the Fermi energy, qµ(q) =
∑
sα
√
Ms
α∗
µs(q)u
α
s (q)
is a normal coordinate, and fkn is the Fermi-Dirac
distribution function for state |kn〉. Considering the
large value of the Fermi energy compared to the phonon
frequencies, the temperature dependence of Γel−phµ (q) is
very weak and the sum in Eq. (26) is usually restricted
to the states at the Fermi surface37:
Γel−phµ (q) =
2pi~ωµ(q)
N
∑
kmn
|gµkn,k+qm|2δ(kn)δ(k+qm).
(27)
In this work we assume that the electron-phonon
linewidth is temperature independent and it will be cal-
culated making use of Eq. (27).
As it can be noted from Eq. (27), Γel−phµ (q) is indepen-
dent of the phonon frequency. However, it depends on
the phonon polarization vectors. If perturbation theory
breaks down, the harmonic polarization vectors might
not be correct, yielding to a wrong linewidth. This prob-
lem is overcome substituting in Eq. (27) the harmonic po-
larization vectors with the SSCHA polarization vectors,
allowing the calculation of electron-phonon linewidths in
strongly anharmonic crystals.
III. COMPUTATIONAL DETAILS
In this work we combine the calculation of the an-
harmonic bubble diagram with the SSCHA as described
in Sec. II D for palladium hydrides. All calculations
are performed within DFT making use the Perdew-
Zunger local-density approximation40 and ultrasoft pseu-
dopotentials. Harmonic phonon calculations are cal-
culated within DFPT as inplemented in Quantum-
ESPRESSO41. We have cut off the kinetic energy of the
electron wavefunctions basis set at 50 Ry, and we have
used a 24 × 24 × 24 Mokhorst-Pack mesh to sample the
BZ. The sum over k in Eq. (27) for the electron-phonon
linewidth requires a finer 72 × 72 × 72 grid.
The calculation of the third-order anharmonic coeffi-
cients φα1α2α3s1s2s3 (q1,q2,q3) is performed using the recent
implementation of the “2n + 1” theorem11 for all the
triplets of points with q1 and q2 in a 4 × 4 × 4 regular
mesh. The remaining q3 is determined by crystal mo-
mentum conservation. These coefficients are calculated
for the equilibrium volume calculated for PdH within the
SSCHA27 at 0 K. We assume that the φα1α2α3s1s2s3 (q1,q2,q3)
coefficients do not change with temperature or isotope
mass. The coefficients were Fourier-transformed to three-
body force constants and interpolated on a finer grid of
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FIG. 2. (Color online) Phonon spectra of palladium hydrides at 80 and 295 K. The red dashed-dotted line is the harmonic
phonon spectra including the thermal expansion, the blue dashed line the SSCHA phonon spectra, and the black solid line
represents the SSCHA spectra shifted with the bubble contribution ∆µ(q) (see text). For the latter case the yellow width of
each mode is the full width at half maximum given by the anharmonic interaction, 2Γph−phµ (q).
30× 30× 30 points (Appendix C, Ref. 11). For the reg-
ularization δ of Eq. (15) we have used 5 cm−1, which
corresponds to a Gaussian smearing of width of about
4 cm−1 if the simplified formula of Eq. (6) from Ref. 11
is used.
The SSCHA calculations have been performed as de-
scribed in Ref. 27. The temperature dependence of the
SSCHA dynamical matrices is estimated with the model
potential described in Ref. 27. The thermal expansion is
taken into account using the temperature dependent lat-
tice parameters presented in Ref. 28. However, we use the
model potential exclusively to calculate the temperature
shift of the dynamical matrices as the zero-temperature
dynamical matrices are calculated fully ab initio as in
Ref. 27. If the Dmodel(q, T ) dynamical matrices are
those calculated with the model potential at tempera-
ture T and momentum q, the temperature-induced shift
of the dynamical matrices is calculated as ∆D(q, T ) =
Dmodel(q, T ) − Dmodel(q, 0). We add this difference to
the D(q, 0) matrices calculated fully from first-principles
at 0 K, so that D(q, T ) = D(q, 0) + ∆D(q, T ).
IV. RESULTS AND DISCUSSION
The collapse of the harmonic approximation that was
discussed in Refs. 27 and 28 is evident in Fig. 2, where
the harmonic phonon spectra is plotted both at low and
high temperature. The temperature dependence of the
harmonic phonon spectra comes solely from the ther-
mal expansion. It is clear from the figure that at room
temperature the phonon instabilities become much more
dramatic. The H-character optical modes become un-
stable even at the Γ point, and strongly mix with the
Pd-character acoustic modes throughout the BZ. Consid-
ering that experimentally palladium hydrides exist even
above room temperature in the rock-salt structure42, the
instabilities predicted in the harmonic approximation are
not real, and a non-perturbative scheme like the SSCHA
is required to study vibrational properties in palladium
hydrides.
In Fig. 2 we present the SSCHA phonon spectra at 80
and 295 K, together with the SSCHA spectra shifted by
∆µ(q) calculated as described in Sec. II D. The calculated
Γph−phµ (q) linewidths are depicted as well. Within the
7(a) PdH, 80 K (b) PdD, 80 K (c) PdT, 80 K
(d) PdH, 295 K (e) PdD, 295 K (f) PdT, 295 K
FIG. 3. (Color online) Phonon spectra of palladium hydrides with full inclusion of anharmonic effects. The white dashed lines
represent the SSCHA phonon spectra shifted by ∆µ(q). The color-shaded curves represent the quantity ~ωσ(ω) (see Eq. (28))
of palladium hydrides in logarithmic scale. In (c) and (e) available experimental data for PdT0.7 and PdD0.63, respectively, are
plotted38,39.
SSCHA the energy of the H-character optical modes is
strongly enhanced, optical and acoustic modes disentan-
gle, and the resulting spectra is in rather good agreement
with experimental results27,38,39. It is remarkable that
the ∆µ(q) shift introduced by the bubble diagram is very
small compared to the SSCHA correction of the phonon
frequency. Moreover, ∆µ(q) is small for all modes com-
pared to the SSCHA renormalized Ωµ(q) frequencies.
This is an a posteriori confirmation that the third-order
term of the BO potential can be treated within pertur-
bation theory starting from the SSCHA solution as dis-
cussed in Sec. II D.
The calculated phonon linewidth associated to the
phonon-phonon interaction is also small compared to the
SSCHA phonon frequencies. This is expected as the real
and imaginary parts of the phonon self-energy are related
by a Kramers-Kronig integral. As a consequence, despite
the huge anharmonicity, phonons in palladium hydrides
are still quasiparticles that can be observed experimen-
tally38,39. This statement is still valid at high temper-
ature, although the linewidth associated to the phonon-
phonon interaction is strongly enhanced with tempera-
ture.
The values of the electron-phonon and phonon-phonon
linewidths are summarized in Table I. The Γph−phµ (q)
linewidth is larger than Γel−phµ (q) for the optical H-
character modes at most q points even in the low-
temperature regime. At 295 K the anharmonic linewidth
is always larger than the electron-phonon linewidth for
these modes. This is not the case for other superconduct-
ing metals, where the linewidth coming from the electron-
phonon interaction is usually larger than the anharmonic
linewidth13,20. The Pd-character acoustic modes have
a considerably lower anharmonic and electron-phonon
linewidth, remarking that they are very harmonic and
barely contribute to superconductivity27.
At low temperature, the phonon-phonon linewidth of
the high-energy optical mode is larger than the linewidth
of the low-energy optical mode, especially halfway along
ΓX. The reason is that the high-energy optical phonons
can decay into a low-energy optical mode and a high-
energy acoustic mode while conserving energy and crystal
momentum. When temperature is increased and acoustic
modes start to be occupied, other optic modes acquire a
larger linewidth, but the one with largest linewidth is still
the highest-energy optical mode at q = [1/2, 0, 0]2pi/a,
where a is the lattice parameter.
So far we have assumed that Γ only depends on q and
on the phonon band, and that it is independent of the
energy. This may however be false when the phonon
linewidth becomes comparable with the energy separa-
tion of non-degenerate modes. However, this is not an is-
sue for our technique, because having the SSCHA phonon
frequencies and the ΠHBµ (q, ω) self-energy we can simu-
late the phonon spectral function at an arbitrary q-point,
and without any assumption, according to the following
expression:43
8σ(q, ω) =
∑
µ
−2~Ωµ(q)ImΠHBµ (q, ω)
[~2ω2 − ~2Ω2µ(q)− 2~Ωµ(q)ReΠHBµ (q, ω)]2 + 4~2ω2µ(q)[ImΠHBµ (q, ω)]2
. (28)
TABLE I. Calculated contribution of the electron-phonon and
phonon-phonon interaction to the phonon linewidth at differ-
ent q points for PdH. The modes are ordered with increasing
frequency (1-3 Pd-character acoustic modes, 4-6 H-character
optical modes). The q points are given in Cartesian coordi-
nates in units of 2pi/a. Phonon linewidths are given in cm−1
and represent the HWHM.
q µ Γel−phµ (q) Γ
ph−ph
µ (q)
0 K 295 K
[0.5, 0.0, 0.0]
1 0.010 0.000 0.005
2 0.010 0.000 0.005
3 0.136 0.003 0.198
4 1.288 0.123 24.993
5 1.288 0.123 24.993
6 2.265 17.284 44.423
X = [1.0, 0.0, 0.0]
1 0.142 0.000 0.012
2 0.142 0.000 0.012
3 0.027 0.006 0.069
4 4.212 0.123 24.152
5 4.121 0.123 24.152
6 3.202 1.496 13.166
L = [0.5, 0.5, 0.5]
1 0.021 0.000 0.298
2 0.021 0.000 0.298
3 0.025 0.029 0.518
4 2.498 8.303 30.590
5 2.498 8.303 30.590
6 5.525 3.913 8.336
Substituting in Eq. (28) ImΠHBµ (q, ω) ∼ −Γph−phµ (q)
and ReΠHBµ (q, ω) ∼ ∆µ(q) the spectral function σ(q, ω)
reduces to a combination of Lorentzian functions. This
substitution is justified as long as the real part of the
self-energy remains constant in the energy range defined
by the phonon linewidth. Indeed, in most cases the
measured inelastic neutron scattering (INS) spectra show
Lorentzian line-shapes43, as the experimental phonon fre-
quency is determined by the position of the peak and
the linewidth of the Lorentzian gives the experimental
phonon linewidth.
In Fig. 3 we plot the spectral function σ(q, ω) for PdH,
PdD and PdT at 80 and 295 K, keeping the full depen-
dence on ω of the self-energy. As it can be observed, while
the acoustic phonon peaks in σ(q, ω) fulfill with the sim-
ple Lorentzian picture, the highest energy modes already
at 80 K show shoulders in their peaks not expected a
priori. The situation becomes more dramatic at high
temperature, as σ(q, ω) shows very wide resonances with
a non-Lorentzian peak at most q points for the optical
modes, sometimes even with satellite peaks. The rea-
son for this is that the self-energy is not constant in the
range defined by the big linewidth of the optical modes.
Having satellite peaks can be very misleading for exper-
imentalists, since they can be interpreted as structural
phase transitions. However, as in the case of palladium
hydrides, secondary peaks emerge due to strong anhar-
monicity. A similar effect has been recently reported in
PbTe18,19.
In Figs. 4 and 5 we plot ~ωσ(q, ω) for the X point
and q = [0.5, 0, 0]2pi/a, respectively. We decided to
plot σ(q, ω) multiplied by ~ω because the integral of this
quantity over the entire energy domain gives the number
of modes44. The curve obtained substituting in Eq. (28)
ImΠHBµ (q, ω) ∼ −Γph−phµ (q) and ReΠHBµ (q, ω) ∼ ∆µ(q)
is also shown. It is clear from the figures that the lat-
ter approximation yields good spectral peaks for the Pd-
character acoustic modes, but not for the H-character
optical modes, specially at high temperature. For in-
stance, at the X point at 295 K for PdH we observe
that the peak associated to the lowest-energy optical
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FIG. 4. (Color online) ~ωσ(q, ω) of palladium hydrides at 80 and 295 K at the X point. The red dashed line represents the
Lorentzian line-shape obtained substituting in Eq. (28) ImΠHBµ (q, ω) ∼ −Γph−phµ (q) and ReΠHBµ (q, ω) ∼ ∆µ(q). The vertical
black dashed lines denote the position of the SSCHA phonon frequencies.
mode is split into two distinct peaks and the highest-
energy optical mode shows a satellite peak at high en-
ergy. The departure from the Lorentzian line-shape is
less acute for the heavier isotopes. At q = [0.5, 0, 0]2pi/a
on the contrary, the highest-energy optical peak appears
with a complex line-shape with a double-peak struc-
ture for all the isotopes both at low and high temper-
ature. We made the hypothesis that this complex line-
shape is caused by the presence of two competing de-
cay mechanisms; for example in the PdD case at the
point q = [1/2, 0, 0]2pi/a we have a strong peak around
490 cm−1, which is interestingly situated higher than the
energy of the unperturbed SSCHA phonon eigenvalue
(479.1 cm−1). Another peak is present at a slightly lower
energy, around 450 cm−1. We decomposed the contribu-
tion to Γph−phµ (q, ω) = −ImΠHBµ (q, ω) at this point and
the energy of the two peaks, over the BZ. We found that
the higher peak is caused by the activation of a decay
channel toward two phonons on the lower optical band:
one at X, the other at the Gamma point. This decay
mechanism is forbidden at the energy of the lower peak,
where the favourite decay mechanism is toward one op-
tical and one acoustical phonon.
Even if in INS experiments in non-stoichiometric palla-
dium hydrides complex line-shapes with a large linewidth
were observed38,39, larger than those calculated by us
here, the origin of the structure has been attributed to
the non-stoichiometry45. Thus, we avoid the explicit
comparison with experiments as we are dealing with sto-
ichiometric hydrides.
V. SUMMARY AND CONCLUSIONS
In this work we show how two different brand-new ap-
proaches can be combined to gain further insight into the
anharmonic properties of solids: the non-perturbative
stochastic self-consistent harmonic approximation27,28,
which is valid to deal with strongly anharmonic crys-
tals, and the calculation of third-order anharmonic coef-
ficients within DFPT and the “2n + 1” theorem11. The
combination of these two methods (i) yields the correct
perturbative limit for small anharmonicity and (ii) al-
lows including self-energy corrections to the variational
SSCHA result. Thus, the combination of the SSCHA
with the “2n+1” theorem offers us the possibility to cal-
culate anharmonic phonon shifts and lifetimes at any q
point in the BZ in a very efficient way for crystals were
perturbation theory remains valid, avoiding the cumber-
some calculation of fourth-order anharmonic coefficients.
Moreover, it also allows calculating phonon lifetimes and
INS spectra for those crystals where a non-perturbative
approach of anharmonicity is required. Thus, this ap-
proach might be very appealing for calculating thermal
conductivity in strongly anharmonic crystals like ther-
moelectrics.
The combination of the SSCHA and the “2n+ 1” the-
orem is applied to the strongly anharmonic palladium
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FIG. 5. (Color online) ~ωσ(q, ω) of palladium hydrides at 80 and 295 K at q = [1/2, 0, 0]2pi/a. The red dashed lines represent
the Lorentzian line-shape obtained substituting in Eq. (28) ImΠHBµ (q, ω) ∼ −Γph−phµ (q) and ReΠHBµ (q, ω) ∼ ∆µ(q). The
vertical black dashed lines denote the position of the SSCHA phonon frequencies.
hydrides, where the harmonic theory completely breaks
down. We show that despite being a superconducting
metal the phonon lifetime is dominated by anharmonic-
ity. Even if the anharmonic phonon linewidth is huge
and strongly temperature dependent, the phonon shift
induced by the third-order is not predominant over the
SSCHA correction of the phonon bands. Nevertheless,
the third-order broadening of the phonon modes is huge,
at the point that the simplistic model of well-distinct
phonon modes, broadened to a finite-width Lorentzian
function, cannot be applied anymore. In fact, the INS
spectra calculated show a complex and unexpected struc-
ture for the optical modes with satellite peaks, far from
the standard Lorentzian line-shape. We think that mea-
suring these feature should be possible, albeit challeng-
ing, with INS techniques. Our calculations show that
large anharmonicity can induce very complex and unex-
pected INS spectra that could be misleading for experi-
mentalists.
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Appendix A: Fourier transforms and the
φµ1...µn(q1, . . . ,qn) coefficients
Defining the Fourier transforms of the atomic displace-
ments as
uαs (R) =
1√
N
∑
q
e−iqRuαs (q) (A1)
and of the derivatives of the BO energy surface as
φα1...αns1...sn (R1, . . . ,Rn) =
1
Nn−1
∑
q1...qn
ei(q1R1+···+qnRn)
× φα1...αns1...sn (q1, . . . ,qn), (A2)
the BO potential can be written as
V = V0 +
∞∑
n=2
N1−n/2
n!
∑
s1...sn
α1...αn
q1...qn
φα1...αns1...sn (q1, . . . ,qn)
× uα1s1 (q1) . . . uαnsn (qn). (A3)
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Making use of the change of variables in Eq. (8) and the
definition
φµ1...µn(q1, . . . ,qn) =
∑
s1...sn
α1...αn
φα1...αns1...sn (q1, . . . ,qn)
×
√
~
2Ms1ωµ1(q1)
. . .
√
~
2Msnωµn(qn)
×α1µ1s1(q1) . . . αnµnsn(qn), (A4)
it is easy to show that the ionic Hamiltonian can be writ-
ten as in Eq. (11).
Appendix B: The perturbative limit of the SSCHA
In perturbation theory the lowest order self-energy di-
agrams involve third- and fourth-order terms. In order to
understand the perturbative limit of the SSCHA we will
therefore truncate the expansion in Eq. (A3) at fourth
order. In that case the forces in Eqs. (23) and (24) are
fαs (q) = −
∑
s2α2
φαα2ss2 (q)u
α2
s2 (q)
− 1
2
√
N
∑
s2s3
α2α3
q2q3
φαα2α3ss2s3 (−q,q2,q3)uα2s2 (q2)uα3s3 (q3)
− 1
3!N
∑
s2s3s4
α2α3α4
q2q3q4
φαα2α3α4ss2s3s4 (−q,q2,q3,q4)uα2s2 (q2)
×uα3s3 (q3)uα4s4 (q4) (B1)
and
fαs (q) = −
∑
s2α2
Φαα2ss2 (q)u
α2
s2 (q). (B2)
1. The tadpole diagram
Making use of Eqs. (B1) and (B2), it is easy to show
that in the perturbative limit Eq. (23) reduces to
∇ReqFH [H] =
1
2
√
N
∑
s2s3
α2α3
q
φαα2α3ss2s3 (0,q,−q)
× 〈uα2s2 (q)uα3s3 (−q)〉H. (B3)
Substituting uαs (q) = u
α
s (q) −
√
N(Rsαeq − Rsαeq ) in the
equation above, straightforwardly
∇ReqFH [H] =
1
2
√
N
∑
s2s3
α2α3
q
φαα2α3ss2s3 (0,q,−q)
×
[∑
µ
~εα2µs2(q)ε
α3∗
µs3 (q)
2Ωµ(q)
√
Ms2Ms3
[2nB(Ωµ(q)) + 1]
+N(Rs2α2eq −Rs2α2eq )(Rs3α3eq −Rs3α3eq )
]
. (B4)
Equalizing the gradient to zero the renormalized posi-
tions are obtained. If we substitute the Ωµ(q) phonon
frequencies and εαµs(q) polarization vectors by the har-
monic phonon frequencies obtained for a given value of
the internal coordinates, comparing Eq. (B4) with Eq.
(14) it is easy to note that for the renormalized internal
coordinates the TO self-energy vanishes. This is the re-
sult of the QHA. As shown in Eq. (B4), the lowest-order
correction given by the SSCHA is thus the QHA.
2. The loop diagram
In the perturbative limit for a fixed cell geometry5,29
the equilibrium positions do not change and polarization
vectors are kept at the harmonic level. Thus, uαs (q) =
uαs (q) and ε
α
µs(q) = 
α
µs(q). Within this assumptions, it
is straightforward to show that Eq. (24) becomes
∇Φ(q)FH [H] =
∑
µ
([
ω2µ(q)− Ω2µ(q)
]
+
1
2N
∑
q′µ′
∑
s1s2s3s4
α1α2α3α4
φα1α2α3α4s1s2s3s4 (−q,q,q′,−q′)
×
α1∗
µs1 (q)
α2
µs2(q)
α3
µ′s3(q
′)α4∗µ′s4(q
′)√
Ms1Ms2Ms3Ms4
a2µ′(q
′)
)
×a2µ(q)∇Φ(q) ln aµ(q). (B5)
Therefore, the gradient will vanish if the self-consistent
Ω2µ(q) = ω
2
µ(q) +
1
2N
∑
q′µ′
s1s2s3s4
α1α2α3α4
φα1α2α3α4s1s2s3s4 (−q,q,q′,−q′)
× 
α1∗
µs1 (q)
α2
µs2(q)
α3
µ′s3(q
′)α4∗µ′s4(q
′)√
Ms1Ms2Ms3Ms4
a2µ′(q
′) (B6)
equation is fulfilled. Eq. (B6) is the same equation
that was used in Ref. 32 to apply the SSCHA to sim-
ple cubic calcium. At lowest order we can assume that
a2µ′(q
′) ∼ ~ coth(β~ωµ′(q′)/2)/(2ωµ′(q′)) so that the
equation above can be rewritten as
Ω2µ(q) = ω
2
µ(q) +
ωµ(q)
~N
∑
q′µ′
φµµµ′µ′(−q,q,q′,−q′)
× [2nB(ωµ′(q′)) + 1] (B7)
or, in terms of the loop self-energy of Eq. (12),
Ω2µ(q) = ω
2
µ(q) +
2ωµ(q)
~
ΠLµ(q, ω). (B8)
According to Eq. (B8), the renormalized frequency given
by the perturbative limit of the SSCHA is exactly at
the peak of the of the phonon propagator as long as the
self-energy is given by the loop diagram46. Thus, in the
perturbative limit the SCHA accounts exactly for the
shift given by the loop diagram.
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