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ОБОБЩЕННЫЙ ПОДХОД К ОЦЕНИВАНИЮ 
СТАТИСТИЧЕСКОЙ УПРАВЛЯЕМОСТИ 
ТЕХНОЛОГИЧЕСКОГО ПРОЦЕССА 
ЧАСТЬ 2.*  СТАТИСТИЧЕСКИЙ ИНСТРУМЕНТАРИЙ 
ДЛЯ ОЦЕНИВАНИЯ РЕГУЛИРУЕМОСТИ 
ТЕХНОЛОГИЧЕСКОГО ПРОЦЕССА
Generalized Approach to the Estimation of Statistical 
Controllability of the Technological Process. Part 2. Statistical 
Toolkit for Assessing Controllability of Technological Process
При статистическом управлении технологическим процессом проблемой малых предприятий является недостаточность статистического материала по причи-
нам частой смены номенклатуры изделий, малых партий их изготовления, значи-
тельной части ручного труда, отсутствия специалистов, занимающихся только отла-
женностью технического процесса производства. Поэтому для малых предприятий 
необходимо предоставить такой статистический инструментарий, применение ко-
торого позволило бы специалистам предприятия оптимизировать процесс контро-
ля, применяя для этого эффективные методы, основанные на статистическом подхо-
де. К таким методам можно отнести действенный инструмент — контрольные карты 
с установленным набором дополнительных критериев обнаружения малых и мед-
ленно нарастающих отклонений технологического процесса.
При условии нормальности показателей протекания процесса описаны некото-
рые критерии идентификации особых причин его разлаженности, которую можно 
установить на начальной его стадии [1]. Однако, недостаточным будет принимать 
решение только на основании анализа этих критериев, необходимо специалиста во-
оружить дополнительным статистическим инструментарием для правильной оценки 
* см. часть 1 статьи в журнале «Метрологія та прилади» № 1 за 2018 год.
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Продолжено рассмотрение возможности достичь состо-
яния управляемости технологического процесса с примене-
нием статистического подхода. С использованием биноми-
ального распределения показателей процесса выявлены 
дополнительные критерии особых причин его разлаженности. 
Показана необходимость в дополнительном оценивании слу-
чайности и стационарности контролируемых показателей.
The article continues consideration of the possibility to achieve 
the state of controllability of the technological process with the 
use of a statistical approach. With using the binomial distribution 
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for its   dysfunction.Shown the need for additional estimation of the 
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риска излишней налаженности и/или незамечен-
ной разлаженности процесса [2] и принятия соот-
ветствующего решения. 
С этой целью рассмотрено применение биноми-
ального закона распределения, который дает воз-
можность проанализировать ситуации более деталь-
но и обнаружить дополнительные критерии. 
ОСНОВНАЯ ЧАСТЬ
Применение биномиального закона 
для анализа критериев
Свидетельством разлаженности процесса на на-
чальной стадии является наличие некоторой по-
следовательности точек, находящейся в определен-
ной области контрольной карты. Из теории извест-
но [3], что вероятность  ровно x раз наблю-
дать событие A в течение n испытаний определя-
ется как:
  (1)
Формула (1) описывает закон биномиального 
распределения. Известное правило умножения ве-
роятностей независимых событий
  (2)
является частным случаем биномиального зако-
на при условии принятия в (1) числа испытаний, 
равным числу положительных исходов, т.е. n  x. 
Рассмотрим последовательно все возможные ситуа-
ции, которые могут свидетельствовать о нарушении 
процесса, и проанализируем их, исходя из биноми-
ального закона. Результаты исследований для на-
глядности сведены в табл. 1.
Таблица 1. Графическая интерпретация критериев, обоснованных биномиальным законом распределения
Table 1. Graphical interpretation of the criteria justified by the binomial distribution law
Значение вероятности
График зависимости вероятности 
от числа наблюдений
Вид контрольной карты
11 точек из 12 подряд 
будут находиться 
по одну сторону от ;
р  0,0029
1 точка из 8 подряд 
будет находиться 
по одну сторону от  
в зоне С;
р  0,0018
7 точек из 8 подряд 
будут находиться 
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Значение вероятности
График зависимости вероятности 
от числа наблюдений
Вид контрольной карты
8 точек подряд будут 
находиться по одну 
сторону от  в зонах 
В и С;
р  0,0027
4 точки из 5 подряд бу-
дут находиться по одну 
сторону от 




дится выше ) или от-
рицательное (ниже  ) 
систематическое сме-
щение
2 точки из 3 подряд бу-
дут находиться по одну 
сторону от  в зоне А;
р  0,0013.
2 точки из 4 подряд бу-
дут находиться по одну 
сторону от  в зоне А;
р  0,0026
4 точки из 5 подряд 
будут находиться 
по одну сторону от  
в зоне В;
р  0,0015
8 точек подряд попада-
ют в зоны B, A или вы-
ходят 
за контрольные пре-
делы, по обе сторо-
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Анализ данных позволил выделить критические 
ситуации, при которых вероятности появления по-
следовательности точек, находящихся в пределах 
контрольных границ, будут меньше 0,0027 (табл. 2). 
Появление такой ситуации свидетельствует о на-
личии систематического воздействия, приводяще-
го к разлаженности процесса и необходимости его 
управления.
Из всех приведенных в табл. 2 критериев в ка-
честве основного предлагается выбрать первый как 
наиболее оперативный, который сразу же свиде-
тельствует о разлаженности технологического про-
цесса. Однако, при проведении контроля оператор 
должен обращать внимание на все комбинации, при-
веденные в табл. 2. Остальные критерии, которые 
могут быть полезными при контроле технологичес-
кого процесса, приведены в табл. 3 и 4.
Попадание в критическую область (в зоны A , B без 
попадания в зону C) последовательности из 8 точек 
или их выход за контрольные пределы по обе сторо-
ны от центральной линии свидетельствует о том, что 
различные выборки подвержены влиянию различных 
факторов, в результате чего выборочные значения 
оказываются распределенными по бимодальному за-
кону. Бимодальность распределения выборки свиде-
тельствует о том, что распределение не является нор-
мальным, то есть можно предположить действие осо-
бой причины. Бимодальность распределения дает важ-
ную информацию о природе исследуемой переменной. 
Например, это может свидетельствовать о том, что вы-
борка не является однородной и наблюдения порожде-
ны двумя или более «наложенными» распределениями 
или выбранные инструменты не подходят для контро-
ля (например, «проблемы разметки»).
Как показал анализ, с помощью биномиального 
закона распределения можно к описанным ранее [1], 
дополнительно установить особые причины, которые 
характеризуют разлаженность процесса. Поскольку 
анализ таких причин делается при использовании 
только двух статистических инструментов: контроль-
ной карты, с представленными на ней вероятност-
ными границами, и уравнения биномиального закона 
распределения, — то оператору будет гораздо проще 
контролировать производственный процесс. 
С помощью полученных текущих значений у опе-
ратора есть возможность регулировать контрольные 
границы и на протяжении более длительного вре-
мени поддерживать процесс в состоянии статисти-
ческой управляемости, а также определить гораздо 
больше ситуаций, которые свидетельствуют о реаль-
ных изменениях процесса. 
Проверка случайности и стационарности 
ряда наблюдений
Основная идея карт Шухарта состоит в разделе-
нии влияния случайных и неслучайных влияющих 
Таблица 2. Вероятность, что x точек из N последовательных 
будут находиться по обе стороны от  в зоне С
Table 2. The probability that x points of N consecutive will be on both sides of the  zone C
Количество последовательных точек 8 10 12 14 16 16
Из них в зоне С 1 2 3 4 5 16
Вероятность 0.0018 0.0022 0.0023 0.0023 0.0021 0.0022
Таблица 3. Вероятность, что x точек из N последовательных 
будут находиться по обе стороны от  в зонах В и С
Table 3. The probability that x points of N consecutive will be on both sides of the  zones B and C
Количество последовательных точек 8 12 13 14 15 16
Из них в зонах В и С 8 11 1 1 13 2
Вероятность 0.0027 0.0018 0.00236 0.0015 0.0019 0.0031
Таблица 4. Вероятность, что x точек из N последовательных 
будут находиться по одну сторону от  в зоне В
Table 4. The probability that x points of N consecutive will be on the same side of  in zone B
Количество последовательных точек 3 5 8
Из них в зоне В 3 4 5
Вероятность 0.0025 0.0015 0.0017
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величин. Для этого используется статистическая 
тео рия проверки гипотез. Однако, влияние неслучай-
ных/систематических величин, в отличие от случай-
ных, проявляется постепенно в изменении парамет-
ров закона распределения во времени. В этом слу-
чае статистическое управление процессом не может 
быть применено [4]. Необходимо искать иные под-
ходы, которые позволят выявить, так называемые, 
особые нестатистические причины разлаженности 
процесса на начальном этапе. Количество возмож-
ных ситуаций, в которых выявление тренда (зако-
номерности, а не случайности появления ряда дан-
ных) дает практически полезную информацию, ве-
лико, поэтому возникает необходимость выявления 
подходящего критерия установления тренда в зави-
симости от практической задачи. 
Выбор подходящего способа идентификации не-
случайных отклонений зависит от многих факто-
ров: объема накопленных данных, желаемой точ-
ности технологического процесса, времени и стои-
мости реализации подходящего способа. Кроме то-
го, способы обнаружения систематических смеще-
ний различаются в зависимости от существенности 
влияния случайных величин. При условии, что слу-
чайная влияющая величина несущественна, систе-
матическую величину можно обнаружить по чере-
дованию знаков отклонений от среднего арифме-
тического значения. Если же случайная влияющая 
величина существенна, то для обнаружения систе-
матического смещения используют критерии про-
верки случайности выборочных значений и стацио-
нарности выборки, например, критерий «восходя-
щих» и «нисходящих» серий [4—6]. Этот критерий 
«улавливает» постепенное смещение (по ходу вы-
борочного обследования) среднего значения в ис-
следуемом распределении не только монотонного, 
но и более общего, например, периодического ха-
рактера. Данный критерий основывается на иссле-
довании последовательности знаков — «плюсов» 
и «минусов». Исходным пунктом является после-
довательность результатов наблюдения — выбор-
ка х1, х2,…,хn  , на xi  -м месте, которой ставится знак 
«плюс», если xi1  xi  0, и «минус», если xi1  xi  0. 
Последовательность подряд идущих «плюсов» бу-
дет соответствовать возрастанию результатов на-
блюдения (восходящая серия), а последователь-
ность «минусов» — их убыванию (нисходящая се-
рия). Критерий основан на принципе: если выборка 
случайна (наблюдения независимы), то в образован-
ной последовательности знаков общее число серий 
не может быть слишком малым, а их протяженность 
(в количестве подряд идущих «плюсов» или «мину-
сов») — слишком большой. В частности, при уровне 
значимости 0,05 0,0975 количественное выра-
жение этого правила примет вид:
  , (3)
  , (4)
где  — общее число серий;  — протяжен-
ность самой длинной серии (количество подряд иду-
щих «плюсов» или «минусов» в самой длинной се-
рии); n — количество значений в выборке.
Если хотя бы одно из неравенств (3) или (4) ока-
жется нарушенным, то гипотезу о случайности вы-
борки следует отвергнуть и принять гипотезу о на-
личии систематического смещения.
При помощи данного критерия можно обосно-
вать ранее обнаруженную эмпирическим путем осо-
бую причину, которая свидетельствует о нарушении 
процесса: шесть возрастающих или убывающих то-
чек подряд на контрольной карте (критерий 3 в [7]). 
В этом случае на графике будут две последователь-
ности: вида  из шести возрастающих то-
чек и вида  из шести убывающих то-
чек подряд. Длина серий для этих выборок будет 
, при этом n — количество членов выборки 
не будет превышать 20. Это свидетельствует о том, 
что неравенство (4) не выполняется, значит, ги-
потезу о случайности выборки следует отвергнуть 
и принять гипотезу о наличии систематического
смещения.
Анализ еще двух критериев: критерия се-
рий, основанного на медиане выборки, и крите-
рия квадратов последовательных разностей (кри-
терия Аббе), — [4, 5, 8] показал, что для обнару-
жения систематических смещений необходимо до-
вольно большое число экспериментальных точек n.
Поскольку речь идет о малых выборках (нет воз-
можности получить требуемое количество наблю-
дений), то применение этих критериев весьма про-
блематично. 
Рассмотрим возможности теста серий Вальда-
Вольфовица [9, 10], который используется для про-
верки гипотезы об отсутствии однородности в по-
следовательности наблюдений для случая с малы-
ми выборками. Данный критерий также основы-
вается на исследовании последовательности зна-
ков — «плюсов» и «минусов». Основу для данного 
критерия составляет количество серий, которое мо-
жет наблюдаться в выборке в зависимости от ее раз-
мера. Исходным является последовательность резуль-
татов наблюдений — выборка х1, х2,…, хn  , представ-
ленная в виде возрастающего вариационного ряда. 
Основой для данного критерия является медиана, ко-
торую находят как средний элемент вариационного 
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ряда. Если в выборке последовательности «плюсов» 
и «минусов» распределены случайно, то количество 
серий является случайным значением и определяет-
ся исходя из их математического ожидания
   , (5)
где N — количество серий со знаком «+»; N — ко-
личество серий со знаком «–», и дисперсии
. (6)
Граничные значения количества серий определя-
ются из выражений:
  , (7)
где 2 — дисперсия, которая определяется из выра-
жения (6); t1  2,7478 — квантиль стандартного 
нормального закона распределения для вероятности 
P  1  0.997 [11].
Графики, приведенные в табл. 5, позволяют про-
анализировать максимальное количество возмож-
ных экспериментальных ситуаций.
Одной из основных предпосылок применения 
многих критериев является предположение о при-
надлежности анализируемых данных нормально-
му закону. Тем не менее, на практике такое пред-
положение достаточно часто нарушается. Для мно-
гих статистических критериев нарушение предпо-
ложения о нормальности приводит к существенным 
изменениям в законе распределения статис-
тики критерия. Непараметрический критерий се-
рий Вальда-Вольфовица является нечувствительным 
к отклонениям анализируемых данных от нормаль-
ного закона. Мощность критерия позволяет обнару-
живать наличие линейного и нелинейного трендов 
в среднем или в характеристиках рассеяния [9].
Таким образом, с помощью критерия «восхо-
дящих» и «нисходящих» серий и теста Вальда-
Вольфовица можно обнаружить систематическое 
смещение исследуемых параметров, что свидетель-
ствует о нарушении технологического процесса, 
а значит, дальнейший анализ на идентификацию 
«особых» причин нецелесообразен. 
ВЫВОДЫ 
При проведении анализа возможных ситуаций, 
которые могут свидетельствовать о разлаженнос-
ти процесса и выходу его из состояния статис-
тической управляемости, найдены и обоснованы 
основные критерии, позволяющие идентифициро-
вать особые причины разлаженности производ-
ственного процесса. Так, анализ биномиального 
распределения, позволяет не только выявить осо-
бые причины разлаженности процесса, но и с по-
мощью полученных текущих значений регулиро-
вать контрольные границы, на протяжении более 
длительного времени поддерживать процесс в со-
стоянии статистической управляемости, обеспечи-
вать стабильное среднее значение измеряемой ха-
рактеристики. 
Таблица 5. Тесты серий Вальда-Вольфовица 
Table 5. Tests of the Wald-Wolfowitz series
Количество серий знаков Графический тест серий Вид контрольной карты
Минимальное количество 
серий в выборке (нижняя 
граница).
*Пример тренда, 
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Показано, что при помощи биномиального за-
кона распределения, критерия «восходящих» 
и «нисходящих» серий и теста Вальда-Вольфовица 
возможно выявить новые особые ситуации, кото-
рые свидетельствуют о разлаженности процесса. 
Данный статистический инструментарий дает воз-
можность более глубоко изучить характер процес-
са и, впоследствии, может быть положен в основу 
метода контроля качества технологического про-
цесса.
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