The general decomposition theory of exponential operators is briefly reviewed. A general scheme to construct independent determining equations for the relevant decomposition parameters is proposed using Lyndon words. Explicit formulas of the coefficients are derived.
Introduction
An exponential operator e x(A+B) composed of non-commutable operators A and B plays an important role in many fields. Since the sum A+B is difficult to diagonalize, we often 1−11 approximate the exponential operator e x(A+B) as the product of each of the operators A and B : e x(A+B) = e t 1 A e t 2 B e t 3 A e t 4 B · · · e t M A + O(x m+1 ). (1.1) This decomposition formula conserves the symmetry, such as unitarity and symplecticity. Thus, many people have been using this formula.
Generalized Trotter formulas
One of the simplest decomposition formulas of the exponential operator e x(A+B) may be the following Trotter formula The correction of the product in (2.1) for large n is O( 
Generalized Baker-Campell-Hausdorff formulas
The product formula of the two exponential operators e A and e B of the form has been well known as the BCH formula 18 . Here the logarithm of the right hand side of (3.1) is a linear combination of basic elements of the free Lie algebra 18 which is the vector space spanned by the whole set of commutators of {A, B}. Now we consider the following exponential product formula 1−9 : Using Friedrichs' theorem 18 , we can extend the Baker-Hausdorff theorem in the following 19 .
Theorem 1 . The exponential product formula (3.2) is expressed in the form
F m (x) = exp(xR 1 + x 2 R 2 + · · · + x n R n + · · ·), (3.3) where R n is given by a linear combination of the n-th order commutators of {A j }.
By the way, it should be remarked that the number of basis elements of degree n for the operators {A j } (j = 1, 2, · · · , r) is given by Witt's formula 18 .
Theorem 2 . The number of basis elements of degree n, M r (n), is expressed by Thus, the condition that F m (x) is an m-th order approximant of e x(A 1 +···+Aq) (i. e., R 1 = H, R 2 = · · · R m = 0) yields (1 + m j=2 M q (j)) determining equations 2 . Furthermore, we have the following theorem 18 .
Theorem 3 (Witt's second formula)
The number of independent commutators with each indeterminate A j containing n j times, M(n 1 , n 2 , · · · , n r ), is given by the formula.
M(n 1 , n 2 , · · · , n r ) = 1
4 General theory of higher-order decomposition of exponential operators
Now we consider the following general scheme 1−9 for constructing the m-th order approximant F m (x) as a product of the s-th order approximant Q (j)
where the parameters {p j } satisfy the condition
where each R jm is a linear combination of the m-th order commutators of {A k }. We have the requirement that R j2 = R j3 = · · · = R js = 0, and R j(s+1) = 0 from the condition that Q (j)
s (x) is an s-th order approximant of e xH . Moreover, if we assume the following condition of symmetry
then we obtain
In this case, the odd-order approximant Q
Now we substitute (4.3) into (4.1), and consequently we obtain 2,6,9
where
Here, the symbol ′ in (4.8) denotes the summation over {n j } excluding n 2 = n 3 = · · · = 0, and the symbol P denotes the time-ordering 2,3 operation with respect to the subscript j . The symbol S denotes Kubo's symmetrization operation 20 with respect to the same subscript j as
for any positive integers p and q ; the symbol "Permu" denotes permutation of the order of the operators {R jm } in all possible ways. Here p j and p n j should not be separated before the operations P and S are performed.
Here we give some typical examples of higher-order decomposition of exponential operators.
(1) Nonsymmetric complex decomposition
5
If we choose {Q (j)
with the first order approximant F 1 (x), then we obtain
with the second-order symmetric decomposition S 2 (x) defined by 14) and with the symmetric parameters {p j } satisfying the relation p r+1−j = p j , then we obtain 17) and the operators {R jn } in (4.5) are expressed in the form
Here, R n is independent. This nonsymmetric tilde decomposition is very general, because if we put p 2 = p 4 = p 6 = · · · = 0 in (4.17), this reduces to (4.12); if we put If we choose {Q
with the (m − l)-th order approximant F m−l (x), then we obtain
The case l = m − 1 corresponds to (4.12).
If we choose the (2m − 2l)-th order symmetric decomposition S 2m−2l (x) as {Q j s (x)} in (4.1) and with the symmetric parameters {p j } satisfying the relation p r+1−j = p j , then we obtain s (x)} as
The case l = m − 1 corresponds to (4.17).
As is easily seen from the above schemes, the following conditions are equivalent 2, 5 to each other :
Here {n j } ∈ X m for a given positive integer set X m , and g(i 1 , i 2 , · · ·) is the coefficient of
, where X m is given, for example, as follows : (1) Nonsymmetric decomposition ( see (4.12) amd (4.17) ) 
As there are a lot of redundant conditions in (3), we try to select the minimal independent conditions. One of the main purposes in the present paper is to show that the minimal independent conditions are given as the coefficients of the Lyndon words 24 generated by the correction terms {R j }. The details of this statement will be explained later.
Furthermore, there are some general convergence theorems 8, 22, 23 in the limit m → ∞ on (4.1).
Lyndon words and free Lie algebras
Let X be a totally ordered set, W (X) be the set of all words over the set X and the total order on X is extended lexicographically to W (X). The Lyndon words Ly(X) over the set X is defined by the set of such elements of W (X) as have the following properties 24 :
(1) A primitive word ( i.e., a word that cannot be expressed as the power of another word ).
(2) A word which is minimal in its conjugate class * ( lexicographically minimal in its cyclic permutations ) Example 1 . For X = {x, y, z} and x < y < z, some of the first few Lyndon words are given as follows :
Ly(X) = {x, y, z, xy, xz, yz, xxy, xxz, xyy, xyz, xzy, xzz, yyz, yzz, xxxy, · · ·}.
The following examples are not Lyndon words :
xyxy (which contradicts (1), because it is expressed as a power of xy) (5.2) xxyx (which contradicts (2); xxxy < xxyx).
There are several ways to decompose a Lyndon word as a product of two Lyndon words 24 : xxyy = (xxy)(y) = (x)(xyy).
We define here the so-called standard factorization 24 .
Definition 1 . The pair (l, m) for l, m, ∈ Ly(X) is called standard factorization of w ∈ Ly(X), if m has maximal length. This factorization is denoted as σ(w) .
Example 2 . For X = {x, y} and x < y, we have
The following examples are not standard factorization :
(xxxy, y); xxyy is longer than y, (x, yxyy); yxyy / ∈ Ly(X). (5.6) * The words x and y are conjugate if ∃a, b ∈ W (X) such that x = ab and y = ba.
There is a bijection 24 λ from the set of Lyndon words Ly(X) to the set of bases of the free Lie algebra L(X) over the set X as a K-free module † ( namely an additive group on K without any restriction ).
Definition 2 . The bijection λ is defined by λ(x) satisfying the properties that λ(x) = x for x ∈ X and that
for l ∈ Ly(X) = X, where σ(l) = (m, n) is the standard factorization of l.
Example 3 . For X = {x, y} and x < y , the bijection λ(xxyxyy) of the Lyndon word xxyxyy is given by the following commutator :
Now we remark the following theorem 24 .
Theorem 4 . The K-module L(X) is spanned by the set λ(Ly(x)).
This theorem is very important in our arguments.
Example 4 . For X = {x, y, z} and x < y < z, we have
where xyz, xzy ∈ Ly(X); σ(xyz) = (x, yz) and σ(xzy) = (xz, y).
Next we discuss the set Ly(X) ∩ X k . Here, X k denotes a k th order set of products of elements. Now we write as Ly (k) (X) = Ly(X) ∩ X k . On this set, the following theorem holds 24 .
we have λ(l) = l + r, where r belongs to the submodule ‡ of KW (X) generated by those words w ∈ X k such that l < w :
Example 5 . For X = {x, y}, x < y, l = xxyy ∈ Ly (4) (X) = Ly(X) ∩ X 4 , we have
We find that xxyy < xyxy < yxyx < yyxx , and that xxyy, xyxy ∈ Ly(X) and yxyx, yyxx ∈ X 4 − Ly (4) (X).
Now we can prove the following theorem.
Theorem 6 . Any element in Ly (k) (X) = Ly(X)∩X k can be written, by theorem 4, as
Here, L n (X) is an n-th order submodule of L(X). This can be expanded as follows :
β i and γ j are first-order homogeneous polynomials of {α i }. Then, we obtain the following statement :
Proof.
a) The proof of the statement ( ⇒ ) is obvious. b) The proof for the statement ( ⇐ ) is given as follows. Let us assume that {β j } = {0}. We have by theorem 5
13) ‡ The set KW (X) is a K-module generated by W (X), namely an additive group with coefficients of the commutative ring K on the set of all worlds over the set X. from (5.11), using {β j } = {0}. Since l 1 < l 2 < · · · < l dimLn(X) , we have l 1 < w j for any j. Clearly, only the first term on the left hand side contains the element l 1 , and consequently we obtain α 1 = 0. Then we assume that
(5.14)
For any j, such that k ij = 0, i ≥ p, we have l p < w j . So only the first term on the left hand side contains the element l p , and consequently we obtain α p =0. Therefore we arrive finally at {α i } ={0} by mathematical induction. From Theorem 6, we arrive at the important statement that the relations {γ j } = {0} result from the requirement {α i } = {0} or {β j } = {0}.
Example 6 . For X = {x, y} and x < y, we have
If we compare both sides of (5.15), we obtain
and
Note that {α j } = {0} ⇔ {β i } = {0}, and the relations {γ j } = {0} follow from requirement {β i } = {0}.
6 General scheme to construct independent determining equations
As briefly mentioned in section 4, there are many redundant conditions in (3) of section 4 and thus we try here to select the minimal independent conditions. For this purpose, we note the following theorem.
for every {n j } ∈ X m−1 , where X m is given, for example, in (4.25), . . .. and (4.28).
This theorem is absolutely basic in the present arguments of deriving determining equations of decomposition parameters in general. Then we obtain the following proposition from Theorems 6 and 7.
Theorem 8 . The following conditions are equivalent to each other :
vanishes for any set of (i 1 , i 2 · · ·) such that R i 1 R i 2 · · · becomes a Lyndon word generated by {R i }, where the set of numbers (i 1 , i 2 · · ·) is given by a permutation of (1, . . . , 1
R. I. Mclachlan
25 first pointed out the relevance of the Lyndon words to studying higher-order decomposition of exponential operators, and he used them in proving his theorems ( see (A.5) and (A.6) in Appendix A ).
By the way, the number of independent determining equations i.e., the minimal number of the parameter {p j } for the m th order decomposition is given by the following formula
Furthermore, we can simplify (6.2) using (A.5) and (A.6) in Appendix A. 7 Some examples of minimal independent determining equations ( or sufficient conditions )
From Theorem 8 discussed in the preceding section, we obtain easily the minimal independent determining equations (or sufficient conditions 1, 1, 2, 3) = 0, g(1, 1, 1, 3, 2) = 0, g(1, 1, 2, 1, 3) = 0, g(1, 1, 3, 1, 2) = 0, g(1, 1, 2, 2, 2) = 0, g(1, 2, 1, 2, 2) = 0, g (1, 1, 1, 1, 1, 3) = 0, g(1, 1, 1, 1, 2 , 2) = 0, g ( 1, 1, 1, 2, 1, 2 )=0, g( 1, 1, 1, 1, 1, 1, 2 ) =0. 1, 1, 1, 3, 1, 3) = 0, g(1, 1, 1, 3, 1, 1, 3) = 0, g(1, 1, 1, 1, 1, 1, 1, 1, 3 1, 1, 1, 3, 3, 3) = 0, g(1, 1, 1, 3, 1, 3, 3) = 0, g (1, 1, 1, 3, 3, 1, 3) = 0, g(1, 1, 3, 1, 1, 3, 3) = 0, g(1, 1, 3, 1, 3, 1, 3) = 0, g (1, 1, 1, 1, 1, 1, 1, 1, 5) = 0, g(1, 1, 1, 1, 1, 1, 1, 3, 3) = 0, g(1, 1, 1, 1, 1, 1, 3, 1, 3) = 0, g (1, 1, 1, 1, 1, 3, 1, 1, 3) = 0, g(1, 1, 1, 1, 3, 1, 1, 1, 3) = 0, g (1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 3 1, 1, 1, 1, 1, 9) = 0, g(1, 1, 1, 1, 1, 3, 7) = 0, g (1, 1, 1, 1, 1, 7, 3) = 0, g(1, 1, 1, 1, 3, 1, 7) = 0, g(1, 1, 1, 1, 7, 1, 3) = 0,  g(1, 1, 1, 3, 1, 1, 7) = 0, g(1, 1, 1, 7, 1, 1, 3) = 0, g(1, 1, 1, 1, 1, 5, 5) = 0,  g(1, 1, 1, 1, 5, 1, 5) = 0, g(1, 1, 1, 5, 1, 1, 5) = 0, g(1, 1, 1, 1, 3, 3, 5) = 0,  g(1, 1, 1, 1, 3, 5, 3) = 0, g(1, 1, 1, 1, 5, 3, 3) = 0, g(1, 1, 1, 3, 1, 3, 5) = 0,  g(1, 1, 1, 3, 1, 5, 3) = 0, g(1, 1, 1, 5, 1, 3, 3) = 0, g(1, 1, 1, 3, 3, 1, 5) = 0,  g(1, 1, 1, 3, 5, 1, 3) = 0, g(1, 1, 1, 5, 3, 1, 3) = 0, g(1, 1, 3, 1, 1, 3 , 5) = 0, g (1, 1, 3, 1, 1, 5, 3) = 0, g(1, 1, 3, 3, 1, 1, 5) = 0, g(1, 1, 3, 1, 3, 1, 5) = 0,  g(1, 1, 3, 1, 5, 1, 3) = 0, g(1, 1, 5, 1, 3, 1, 3) = 0, g(1, 1, 1, 3, 3, 3, 3) = 0, g (1, 1, 3, 1, 3, 3, 3) = 0, g(1, 1, 3, 3, 1, 3, 3) = 0, g(1, 1, 3, 3, 3, 1, 3 1, 1, 1, 3, 3, 1, 1, 3) = 0, g(1, 1, 1, 3, 1, 1, 1, 3, 3) = 0, g(1, 1, 1, 3, 1, 1, 3, 1, 3) = 0, g (1, 1, 1, 3, 1, 3, 1, 1, 3) = 0, g(1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 5) = 0, g (1, 1, 1, 1, 1, 1, 1, 1, 1, 3, 3) = 0, g(1, 1, 1, 1, 1, 1, 1, 1, 3, 1, 3) = 0, g (1, 1, 1, 1, 1, 1, 1, 3, 1, 1, 3) = 0, g(1, 1, 1, 1, 1, 1, 3, 1, 1, 1, 3) = 0, g (1, 1, 1, 1, 1, 3, 1, 1, 1, 1, 3) = 0, g(1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 3 
In the above equations (7.1), we have g(1, 2, 3) = 0 and g(1, 3, 2) = 0 (and we do not need the third equation g(3, 1, 2) = 0 ), because we have only two Lyndon words of level 3, xyz and xzy for the three elements x, y and z, namely M (1, 1, 1 
PS(Y
We must not separate the parameters {p j } from the operators {R j } before the operations P and S are performed. Our explicit procedures in Eqs. (8.2) -(8.5) are the following : (8.2) : to separate terms for i = j from the remaining terms for i = j, (8.3) : to operate P to the terms for i = j with respect to the subscripts i and j , (8.4) : to operate S to the terms for i = j, and (8.5) : to collect the same type of the operators.
If we generalize Example 9, we obtain the following theorem :
can be expressed explicitly as
where n = n 1 + n 2 + · · · + n n , the set of numbers (i 1 , i 2 , · · · i n ) takes an arbitrary permutation of (1, ) and,
, we find such factors as
. This is the number of combinations such that the number of {p j } with the same suffix j (s) 1 is k s in (8.7). On the other hand, a rearrangement of n = n 1 + n 2 + · · · + n m suffixes (j (8.8) gives the following set :
where k 1 < k 2 < · · · < k α . After all, the suffixes {j (q) p } split into α different sectors. Therefore, there exist at least one suffix in each sector. Thus we need the conditions 1, 2, . . . , α) . Because of the operation of S, such factors as
appear in (8.8), when it is rearranged in the above way. Thus, (8.8 ) is reduced to the following formula
1 +2n
( 1) 2 +···+mn
2 +···+mn
Now we put n
. ., and n
Our desired sum of the coefficients of the operator
appearing in Eq. (8.11) are obtained by adding only the coefficients of the terms with each Permu(R
m ) ( β = 1, 2, . . ., α ) containing the following type
If we take notice of the fact that
then we obtain the coefficient (8.6).
We can realize the meaning of {n (j)
i } from the following diagram.
where n = n 1 + n 2 + · · · + n n , the set of number (i 1 , i 2 , · · · i n ) takes an arbitrary permutation of (1, 1, . . . , 1 ) and Z (α,n) = {{t j }| α j=1 t j = n; 1 ≤ t j ≤ n; t j ∈ Z}.
Proof. We can prove this theorem almost in the same way as for Theorem 9 .
Simplification of the coefficients
We can simplify the coefficient
where n = n 1 +n 2 + · · · +n n and the set (i 1 , i 2 , · · ·, i n ) takes an arbitrary permutation of ( 1, 1, . . . , 1 (2) For n ≥ 2, the functions f (i 1 , i 2 , . . . , i n ) are defined recursively as
where Z (α,n) = {{t j }| α j=1 t j = n; 1 ≤ t j ≤ n; t j ∈ Z} ( a ) Nonsymmetric complex decomposition (4.13) : 
where A m : m th order sub-module generated by m-th order coefficients {g({i j })} . I m : m th order sub-module of the ideal generated by the coefficient {g({i j })} of order lower than m. L (m) (X) : m-th order sub-module of free Lie algebra generated by X = {R 1 , R 2 , R 3 , . . .} where we look upon R j as a j th order element.
Here we assume that the coefficients of Lyndon words are independent. If this assumption dose not hold, (10.1) reduces to the following relation :
where 
Therefore, we can obtain desired determining equations for 9th order symmetric decomposition by adding the equation 
Then, we find where N m := {{n
Proof. Let X = {x 1 , x 2 , . . . , x r }, S = {x q+1 , x q+2 , . . . , x r } where {x j } are indeterminates.
The following relation holds
If we look upon x j (1 ≤ j ≤ r) as a k j th order basic Lie element, then ( ad (
j=1 k t j + k i th order basic Lie element. Therefore counting the dimensions of an m th order sub-module in both sides, we obtain the formula (A.2).
Theorem 11 contains the following formulas. Proof. This is an immediate consequence of (A.4) for k = 2. When m = p ( prime ), we can simplify these formulas using the following theorem.
Theorem 12 r i=1
k i n i =p M(n 1 , n 2 , . . . , n r ) = r i=1
Proof. Let n 0 the greatest common measure of {n j }. Since r i=1 n i can be divided by n 0 , the number n 0 have to be 1 or p. If n 0 = p, then there exists j (1 ≤ j ≤ r) such that n j = p, k j = 1 ; n i = 0, i = j. We may consider only the case n 0 = 1, because M(0, . . . , 0, p, 0, . . . , 0) = 0 (p ≥ 2). Proof. This is also easily derived by putting r = 2, q = 1, k 1 = 1 and k 2 = 2 in Theorem 11.
B. Other representations of the coefficients
Equation ( Here, C m denotes a K-module generated by f (m) and D m denotes a K-module generated both by f (m) and by f (α, β, γ) for α + β + γ = m.
Suzuki's representation 2 up to the 8 th order has been confirmed to be correct. The number of independent commutators composed of three R 1 and two R 3 is M(3, 2) = 2. Thus independent coefficients are, for example, g(1, 1, 1, 3, 3) =: β 1 and g(1, 1, 3, 1, 3) =: β 2 . In this case, if we examine every representation constructed by {a αj } and {b βj } using Examples 6 and 12, we find that all determining equations can be expressed only by β 1 under the condition in Theorem 7 for m = 9 and for mod D 9 . In short, Suzuki's determining equations for the 10 th order are missing β 2 . So we can not obtain enough precision when we use the determining equations constructed only by {a αj } or {b βj } in the case of higher order than the 9-th (or the 10-th order) on the symmetric decomposition. Therefore, we can obtain desired determining equations for 9 th order symmetric decomposition by adding the equation g(1, 1, 3, 1, 3) = 0 to Suzuki's determining equations 2 .
