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Abstract 
Multi-scale dynamic capture models are often too computationally expensive for use in real-time applications, such as operator 
training and online process control. As a result, innovative methods are required to reduce the complexity of PDE-based and rate-
based dynamic models while preserving input-output behavior. In this study, dynamic reduced models (D-RMs) approximate the 
high-fidelity capture models, thereby offering a trade-off between accuracy, range of applicability, and computational cost. In 
this paper, we highlight a D-RM builder tool that automatically generates fast D-RMs using pre-computed results from repeated 
simulation of high-fidelity dynamic process models. Dynamic uncertainty quantification (UQ) analysis is provided that quantifies 
confidence in the generated D-RM when used as a surrogate ‘plant’ model. In addition, an Advanced Process Control (APC) 
framework tool is presented, which uses these reduced-order surrogate models as fast predictive-model(s) for implementing 
various nonlinear model-predictive control (NMPC) strategies. The developed framework is targeted towards superior 
disturbance rejection and better responsiveness to demand-changes for otherwise slow capture processes. 
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1. Introduction 
Advanced multi-scale modeling and simulation have the potential to dramatically reduce development time for 
carbon capture, resulting in considerable cost savings. The U.S. Department of Energy’s Carbon Capture Simulation 
Initiative (CCSI) is a partnership among national laboratories, industry, and universities that is developing and 
deploying a suite of multi-scale modeling and simulation tools from process synthesis to design to operations. The 
operation of clean energy plants using carbon capture offers unique multi-scale dynamic modeling and control 
challenges. Understanding of nonlinear process dynamics and effective control of CO2 capture rates in response to 
plant disturbances and fluctuating electricity and carbon prices are required to achieve significant reductions in the 
energy and efficiency penalties of capture. The development of dynamic modeling and control tools that will have a 
transformative impact on the deployment and use of capture technologies requires new breakthroughs in rate-based 
and distributed-parameter, partial differential equation (PDE)-based dynamic modeling, dynamic model reduction, 
multi-scale advanced process control, and requirements for post-combustion CO2 capture and compression 
processes, as well as their integration with pulverized power plants. 
 
 
Fig. 1. Schematic showing interactivity of various dynamic modeling and control tools discussed in the paper 
Dynamic reduced models (D-RMs) approximate the high-fidelity capture models, thereby offering a trade-off 
between accuracy, range of applicability, and computational cost. In this paper, we highlight the D-RM builder tool 
developed under the auspices of U.S. DOE’s CCSI that automatically generates fast D-RMs using pre-computed 
results from repeated simulations of high-fidelity dynamic process models over a range of input and output variables.  
This paper also discusses the use of D-RMs as high-speed prediction models for advanced process control (APC) 
methodologies that provide nonlinear control to accomplish efficient disturbance rejection and/or servo control. The 
process D-RMs along-with those needed in context of APC will be cast in form of D-RM objects containing state-
information (including relevant D-RM related matrices, weights, and parameters), historical data and various 
functions for extracting prediction values and derivatives. Dynamic uncertainty quantification (UQ) methodologies 
for online state-estimation and online quantification of dynamic uncertainties through process and disturbance noise 
models are also discussed. Fig. 1 gives a schematic showing the interaction between various software components 
involved in dynamic model generation and optimal control of carbon-capture process models. The following sections 
present these components in greater detail. 
2. Dynamic Reduced Model (D-RM) Builder Tool 
Dynamic Reduced Model (D-RM) Builder is a software tool used to generate data-driven dynamic reduced 
models from rigorous dynamic process simulations of high-fidelity dynamic models consisting of differential and 
algebraic equations (DAEs).  DAE-based models are usually computationally expensive to solve, especially when 
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stiff, highly nonlinear DAEs are involved.  For instance, the sorbent-based bubbling fluidized bed (BFB) CO2 
adsorber-reactor model developed by Modekurti et al. [1] contains over 20,000 DAEs and very small time steps 
(<0.001 second) have to be used to solve the stiff equations in the rigorous BFB model.  The D-RMs generated by 
the D-RM Builder enable faster computation of system responses (up to several orders of magnitude faster), which 
enables the development of an advanced process control framework and the integration of the dynamic models 
within a large-scale dynamic simulation. At present, the D-RM Builder has the capability of interfacing with Aspen 
Custom Modeler (ACM)-based ‘high-fidelity’ dynamic process models. Fig. 2 shows a configuration dialog box 
where the D-RM inputs are specified from within the ‘high-fidelity’ solid sorbent BFB adsorber process model in 
ACM. 
 
 
Fig. 2. D-RM Builder input specification workflow 
2.1. D-RM Types 
The formulation behind data-driven D-RMs must be distinguished from order-reduction strategies including 
simplification of model-physics procedures, proper orthogonal decomposition (POD) or those based on singular 
perturbations. The D-RM in our study is generated from repeated simulations of a high-fidelity model and then 
subsequently fitted to specific plant-identification algorithms as described next. 
Two types of D-RMs are supported, each of which is data-driven or “black-box” type, including the Decoupled 
A-B Net (DAB-Net) model [2] and the Nonlinear Auto-Regressive Moving Average (NARMA) model [3]. The 
following present the theoretical basis for both the D-RMs. 
The detailed methodology behind DAB-Net models is given in Sentoni et al. [2]. This model is composed of a 
decoupled linear dynamic system followed by a neural-network based nonlinear static mapping of state variables to 
outputs. The linear dynamic system is initially spanned by a set of discrete Laguerre systems and then cascaded with 
a single hidden layer perceptron based on a feed-forward artificial neural network (ANN). This is given in Eqs. (1) 
and (2). 
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where, given the current time-step k, the following notations are used: 
 
1
j
ku  : j
th input (scalar) between time-step k-1 and k 
xijk  : decoupled process states at time-step k corresponding to input j and output i 
xik  : augmented states at time-step k corresponding to output i given by Eq. 2 
i
ky  : i
th output (scalar) at time-step k 
 
Aij and Bij are decoupled state-space parameters corresponding to input j and output i. NNi(...) is the ANN 
function mapping the ith augmented state vector to ith output. A model reduction technique (linear balancing) helps 
reduce the dimensionality of the perceptron input although the user is given the option of also using the Laguerre 
states directly (without balancing) as the neural network input within the D-RM Builder. 
The NARMA model is another type of D-RM implemented in D-RM Builder. This is also a discrete-time plant 
identification model [3] which is simpler than DAB-Net model in terms of model formulation.  In this model, the 
predicted value of an output variable at the next future time step is a function of the current and past values of input 
and output variables.  The functional relationship is modeled by an artificial feed-forward neural network with 
single hidden layer.  No internal state-space variables are included in this model.  Therefore, this model is simply an 
input/output mapping.  The user inputs for the NARMA model generation include only the number of neurons in the 
hidden layer of the neural network and the number of discrete historical time steps. 
2.2. D-RM Capabilities 
Different D-RM building options are provided for the user to choose, including the training method and model 
parameter optimization.  Both D-RM model types require the training of artificial neural networks (ANNs). Two 
ANN training methods, namely back propagation (BP) and interior point optimization (IPOPT), are provided. The 
screenshot in Fig. 33 shows one of the DAB-Net D-RM configuration dialog boxes for setting up the ANN training 
method. The variable list shows the high-fidelity model ports available for data-exchange with the D-RM Builder. A 
parameter known as ‘pole’, specific to DAB-Net type models, has a huge impact on the accuracy of the D-RM 
generated. The D-RM Builder has the capability to auto-generate an optimal pole-value. This significantly reduces 
the D-RM order, making it faster and at the same time requiring much lower number of training runs. The D-RM 
Builder uses the Latin Hypercube Sampling (LHS) method for input sampling, where the end-user has the option of 
choosing number of such LHS sets and number of points in each set. 
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Fig. 3. D-RM Builder parameter configuration for D-RMs based on DAB-Net 
Typically, D-RM Builder prepares a sequence of step changes of input variables and performs the ACM dynamic 
simulation to calculate the output variables of the system responding to step changes in the input variables.  If the 
step change is a big jump from one input condition to another, the DAE solver may fail to find a converged solution 
unless the internal time step for integration is extremely small.  To deal with this numerical problem, the end-user 
has an additional option to approximate the step change by a series of small steps for specific input(s). 
Both training and validation sets of runs may be generated for comparing and contrasting the transient response 
of high-fidelity model to the D-RM prediction for a different set of runs than those used for D-RM training. In 
addition, visualization in form of overlay-plots, normalized error and correlation points is available to assess the 
quality of fit both qualitatively and quantitatively. 
One of the targeted D-RM applications is to replace computationally-slow unit operation blocks, within a large 
process simulation environment to solve real-time optimization problems. Another major use of D-RMs is to serve 
as prediction models for online optimal-control applications. These models must be fast and accurate enough, over a 
large prediction horizon, to handle numerous calls by the control-optimization routine within a certain sampling 
interval. The D-RM Builder features export capability of the resultant D-RM into a format compatible with the 
CCSI’s APC Framework Tool. 
2.3. Results 
Fig. 4 gives the qualitative comparison plot for a solid sorbent-based BFB adsorber model in ACM and a 
corresponding D-RM generated using DAB-Net. Details of this process are presented in Ref. [1,8]. The D-RM 
responses are almost identical to the ‘high-fidelity’ BFB model for all of the output variables, demonstrating very 
high accuracy of the fitted D-RM. A similar optimistic conclusion can be drawn from a second set of runs for a pH 
neutralization reactor process. This process has been shown as being highly nonlinear due to presence of logarithmic 
terms in the algebraic expressions. As Fig. 5 shows, the D-RM gives a perfect fit to the true-process with an R2 value 
very close to 1. 
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Fig. 4. Plots showing ‘high-fidelity’ vs. D-RM model transient-response comparison for BFB adsorber process 
 
Fig. 5. D-RM Builder visualization screen showing comparative transient responses (top-row), normalized-error (2nd row), input sequence (3rd 
row) and correlation plot (bottom-row) for pH neutralization reactor process. 
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3. Advanced Process Control (APC) Framework 
APC Framework is a software tool for implementing advanced process control methodologies for CO2 capture 
systems. This unified platform written in the MATLAB software environment can be used to setup an APC object 
specific to a 'plant,' which can be either an actual CO2 capture plant or a high-fidelity dynamic model of the plant.  
The APC object can be generated using either a dynamic reduced model (D-RM) obtained from CCSI’s D-RM 
Builder tool or a state-space model generated from step tests performed on the 'plant'. The APC Framework also 
provides a dynamic simulation platform where the APC object, mentioned above, is linked to the high-fidelity 
‘plant’ model for testing and implementing real-time optimal control. The APC object uses sophisticated model-
based control algorithms such as model predictive control. The following sections describe some of the 
features/capabilities of this framework. 
3.1. Controller Modularity 
Every controller (not necessarily model-based) requires modularity in terms of input-output variable definition 
(including measured disturbances), objective cost function definition (for e.g., lowest settling time, lowest offshoot, 
least LMS error between setpoint and process-variable and/or highest profit), and input and/or output constraint 
specification. In addition, for model-based control, a predictive model or “control model” is required for model 
predictions necessary for controller optimization calculation. When the process to be controlled is highly nonlinear 
and a single  control model  is used for predictions, the control model itself should be nonlinear and representative 
of the process structurally to provide adequate control performance over a wide range of nonlinear operation. 
 
 
Fig. 6. Schematic of APC implementation for a single process showing process variables, inputs (manipulated inputs and measured disturbances) 
and setpoints(s) 
Fig. 6 shows a simple implementation of APC for a single process within APC framework. In this schematic, the 
larger shaded block in the bottom encapsulating the process denotes the ‘high fidelity’ dynamic simulation 
implemented in a dynamic simulator such as SimSci's DYNSIM or Aspen Plus Dynamics from AspenTech. This 
block could represent any process independent of a specific simulation platform, as long as a relevant 
communication link is present between the process and MATLAB (or MATLAB derived executables). Examples of 
such links are ACM – Simulink link and Aspen Plus Dynamics – Simulink link provided by Aspen Technology for 
the Aspen Engineering Suite (AES) platform, go:MATLAB by PSE for gPROMS, and Visual Studio COM exchange 
via MATLAB engine for Visual Studio applications. The relevant variables are passed onto the shaded block on the 
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top which depicts the APC block. At the heart of the APC sits the D-RM or the “control model” described 
previously. The D-RM block corresponds to a MATLAB object denoting a dynamic reduced model which is 
obtained offline using the D-RM Builder. It is assumed that the end-user is familiar with crucial input-output 
variables in the process which play a major role in process operation (especially those which affect the desired 
control variable) and has very likely considered them during D-RM building. In the case of a relevant input in the 
process which has not been modeled in the D-RM, the APC performance would be deteriorated. Such variables will 
be named unmeasured or unmodeled disturbance throughout this document. On similar lines, there may be 
unmeasured or unmodeled outputs present, that represent output-variables not considered during D-RM evaluation. 
3.2. Model-Based Control 
In the presence of strong nonlinearity within processes along with significant increase in computational power 
over the past decade, use of nonlinear model predictive control (NMPC) is no longer a hurdle for achieving real-
time controller performance. In this APC Framework, a suite of model-based controllers has been developed. The 
characteristic of each controller depends on the type of D-RM used. The present version of APC Framework is able 
to utilize DAB-Net-based and NARMA-based D-RMs for NMPC formulations.  
Linear model predictive control (MPC) has been the most successful advanced control technique applied in the 
process industries due to significant advantage in terms of speed over NMPC. In this APC Framework we exploit 
the computational speed of linear-MPC but still capture nonlinearities using a bank of linear models. A weighing 
function selects the best model (or combination of models) that represent the current input-output behavior. This 
weighted model is then used for the prediction in the optimal control move calculation (see Fig. 77). 
 
 
Fig. 7. Multiple Model Predictive Control (MMPC) block diagram 
Multiple model predictive control (MMPC) is particularly useful for processes where it is difficult to obtain 
fundamental models that realistically describe behavior over a wide range of operating conditions. Classical 
adaptive control techniques will often result in estimated model parameters that are not physically consistent; also, 
there have been few successful multivariate adaptive control applications. An application of this approach for an 
industrial process has been presented in [6]. 
3.3. Disturbance Rejection 
It has been noted in literature that there are limitations to the additive output step disturbance of dynamic matrix 
control (DMC) [4] and even in early implementations of NMPC. While it is satisfactory for many systems to assume 
step disturbance, where the most recent disturbance estimate is assumed to remain constant for predictions, the APC 
Framework has the capability for estimating disturbances occurring as other forms, such as ramps or sine waves 
(periodic behavior). 
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3.4. State-Estimation and Correction 
A predictive control formulation solely based on the open loop observer predictions can pose practical difficulties 
in the presence of mismatch between plant and the model. Since the model is identified once in the initial phase of 
the controller implementation, discrepancies between plant and model parameters can arise over the period of time 
due to shift in the operating point, changes in disturbance characteristics, etc. Thus, there is a need to introduce some 
mechanism to account for the plant-model mismatch. In this APC Framework, the future predictions are corrected 
using Unscented Kalman Filter (UKF)-based state-estimation techniques [5] after obtaining updated plant 
measurements (e.g. yk in Fig. 66). The technique can capture information about unknown/unmeasured disturbance as 
well as plant-model mismatch. 
3.5. Centralized vs. Decentralized Operational Modes 
In presence of multiple sub-processes in the plant, various supervisory control modes may be used. None of these 
modes may singularly be superior and performance for each mode typically depends on the control objective. In the 
decentralized mode shown in Fig. 8, each of the relevant sub-process with a defined set of inputs and outputs has 
an APC object associated with it. Typically the sub-process includes the regulatory-layered controllers and the 
inputs/outputs mentioned in the previous statement refer to the variables from a supervisory-layer perspective. The 
D-RM is modeled for the corresponding sub-process with all the input-output variables which need to be associated 
with the APC. Within each APC block, input (manipulated, disturbance) and output (controlled or not-controlled) 
type definitions, absolute and/or rate constraints, setpoints (if needed within objective function), objective function 
corresponding to the APC block and other relevant parameters need to be provided. 
 
 
Fig. 8. Schematic of decentralized APC implementation for multiple processes within a flowsheet 
One of the biggest advantages of this mode is that it can retain a large portion of functional modularity during 
APC implementation. Each D-RM is built (offline) for one sub-process. This is generally the case wherein each sub-
process is available as a separate ACM, APD, or gPROMS flowsheet. In operational cases where controlling each of 
the process units is the primary control objective, this implementation is beneficial due to functional simplicity and 
modularity. 
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For more clarity on the proposed idea, a schematic is shown in Fig. 8 for three sub-processes within the “plant” 
process. Each of the sub-processes has its own set of manipulated input (u), disturbance input (d), output (y) and 
setpoint (r) signals. Process 1 and 2 output signals serve as inputs to process 3 and take the form of input-
disturbances. The implementations of individual blocks are straightforward as demonstrated through Fig. 6 
previously. It is crucial to note that the entire control implementation is decentralized, i.e., for a certain process-
controller pair, the predictions of interacting variables from other controllers are not taken into consideration during 
control calculation. y1 and y2 at time k are used as components of input disturbance vector 3dk-1 for APC 3. During 
APC predictions (say over P time-steps ahead in future), the value of 3dk-1 remains unchanged and hence remains 
detached from actual predictions of APC 1 and 2 (D-RM 1 & 2). 
This above-mentioned detached controller behavior remains the key limitation of decentralized controller mode 
of operation. Typically, this may lead to minor inefficiencies in controller responses as compared to more 
centralized APC approach as shown in Mahapatra and Bequette [7]. However, the computational cost is 
significantly lower due to less intense D-RMs. In addition, parallelization of APC blocks over multiple engines, if 
possible, enables even faster overall APC framework response. 
 
 
Fig. 9. Schematic of centralized APC implementation for multiple processes within a flowsheet using a single D-RM for all processes 
In a centralized mode of operation, a single D-RM encapsulating all sub-processes is used as a control model for 
APC predictions. Again, the APC block specification will include input (manipulated, disturbance) and output 
(controlled or not-controlled) type definitions, absolute and/or rate constraints, setpoints (if needed within objective 
function), overall objective function and other relevant parameters. 
It is fairly obvious that the centralized mode is D-RM development intensive. The D-RM needs to accurately 
model complex operations consisting of a large number of overall input and output variables. This is in contrast to 
previous two architectures where each D-RM was responsible for predictions corresponding to its own single sub-
process. Clearly, the offline training process is computationally involved, the complexity of which increases 
exponentially with each I/O variable added. The biggest disadvantage to such a framework can be seen when a 
minor change occurs at the process level within one of a sub-processes. In an event this occurs, the D-RM needs to 
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be re-trained, capturing all of the sub-processes although the change occurred in one of them. In real-plant scenario, 
there might be a wait-time while the D-RM gets trained before it is capable of being deployed online for model 
predictions. 
Fig. 9 provides the schematic of the centralized APC using a single overall D-RM. The overall objective cost 
function could be any function of the input/output signals from among the entire I/O sets passed onto APC. This 
architecture retains the “overall objective” advantage seen in a centralized approach (discussed above), leading to 
possible redundancy in setpoint specification of upstream sub-processes. 
The centralized architectures may prove beneficial in ramp-operations compared to decentralized case, depending 
on the overall cost objective. As an example, if a setpoint ramp is provided to r3 alone (see Fig. 9), the controller 
adjusts the set of inputs [u1, u2, u3] to meet the objective function for y3. It turns out that this solution, while 
satisfying the objective function for y3 alone, automatically leads to ramp transients in y1 and y2 without explicit 
specification of r1 and r2. Providing such specifications (say in a non-ramp fashion) might prove detrimental to the 
overall control objective. 
3.6. Results – Comparison of various APC Framework  methodologies 
To demonstrate the efficacy of various control-formulations, a highly nonlinear system was studied (pH 
neutralization reactor). The DABNet-NMPC used the DAB-Net based D-RM generated using the D-RM Builder 
tool. MMPC used a model-bank consisting of five linear state-space models with various combinations of high and 
low pH values, in an attempt to capture wide operational range. The state-space models were obtained using 
MATLAB’s System Identification Toolbox. Fig. 10 shows a definite benefit of DABNet-NMPC strategy in terms of 
less offshoots, superior disturbance rejection and faster settling times for similar controller parameters and I/O 
constraints. The MMPC approach tend to be more oscillatory, in an attempt to pick the currently dominant model 
but subsequently settles faster once the correct model is weighted in. 
 
Fig. 10. Plots showing closed-loop transient response comparison of single-model MPC, multiple-model MPC and DAB-Net-based NMPC for a 
pH neutralization reactor 
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     Table 1. Computational cost comparison for pH neutralization reactor test case (Fig. 10) 
 MPC MMPC DABNet-NMPC 
Cumulative Integral Error 0.371 0.307 0.012 
Max. Control Calc. Time (sec) 0.18 0.42 8.58 
Total Simulation Time (sec) 16 66.6 1377.2 
 
Table 1 gives the CPU time required for various control-calculation and plant-simulation steps. Each control 
calculation step includes the time to correct the states based on new ‘plant’, solve the constrained nonlinear 
optimization problem based on set-point (over the entire prediction horizon) and updated disturbance input 
information, evaluate model probabilities and update model-weights (MMPC-only) and finally forward-march the 
D-RM one-step with the calculated controlled move. Total simulation time includes the CPU time included in plant-
calculations, in particular includes the MATLAB/Simulink – ACM communication time for ACM-based ‘plant’ 
models, in addition to numerical integration of the process within ACM. It is evident that DABNet-NMPC approach 
involves huge computation cost compared to linear MPC methods, although the cumulative integral error between 
the desired set-point and measured outputs were significant lower. This clearly shows a trade-off between transient 
performances and computation cost and is specific to user-application. For chemical processes such as carbon 
capture systems with process times (sampling interval) much larger than the maximum control calculation time, 
NMPC-based approaches prove significantly better for real-time optimal control. 
4. Dynamic Uncertainty Quantification 
Uncertainty Quantification (UQ) analysis of D-RM (generated from D-RM Builder) can be done, using high-
fidelity data. This is specifically useful in presence of noisy measurement, where the end-user wants to quantify the 
trade-off between model uncertainties and measurement noise. Currently, this feature is available for DAB-Net type 
D-RMs. To start with, it is assumed that both the process state and measurement variables have certain noise in 
terms of standard deviation. The measurement noise data for each measured output is provided by the end-user 
based on sensor noise / calibration information. During the simulated UQ analysis, a white noise based on what end-
user provided is forced into ACM / high-fidelity model. The identification of process noise has not been built in D-
RM Builder and is based on a-priori qualitative feedback obtained from a few set of runs. In addition, the percentage 
standard deviation all state variables are assumed to be identical, which is not necessarily true for a real-world 
process.  
 
 
Fig. 11. Schematic showing Unscented Transform (UT) used by UKF as an extension to classical Kalman Filter for nonlinear system 
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The Unscented Kalman Filter (UKF) algorithm has been used to predict state (and output) variables at each step 
using the D-RM, and update the state (and output) variables using the measurement data, which are calculated by 
adding the random noise to the ACM predictions.  The mean values of the state and output variables are called 
“filtered” values, which are the weighted averages by considering both the D-RM predictions and measurements.  
As shown in Fig. 11, Unscented Transform (UT) calculations are performed to calculate the means and covariances 
for the non-linear functions involved.  Multiple samples called the sigma points around the means are used to 
evaluate the non-linear functions in UT calculation.  The UT approach is proved in the literature to be much faster 
than Monte Carlo sampling with reasonable accuracy [5].  The covariance matrices are also updated step by step.  
The elements in the covariance matrices tend to reach their asymptotic values after certain period of time along the 
step-change sequence.  
 
 
Fig. 12. Plots showing results of dynamic UQ analysis for a validation sequence in pH neutralization reactor system 
The plots in Fig. 12 give the dynamic UQ analysis for the D-RM obtained for a pH Neutralization test case which 
was presented earlier in Fig. 5. The first row of the plot window shows the output variable transient response.  The 
black curves show the measured values which are calculated based on the noisy ACM measurements. The red 
curves are the filtered mean output values which show D-RM response after state-correction. The blue and green 
dotted curves show the error ranges (+/- the standard deviation from the calculated covariance matrix).  The relative 
errors and correlation plots are similar to those shown in Fig. 5 except that both D-RM and UKF results are plotted.  
Since the generated D-RM is very accurate, the standard deviations of the output variables are dominated by the 
noise of the measurements, which is 2% of the initial values. The efficacy of filtered results can be realized from last 
row of plots where UKF-based D-RMs shows a superior ‘plant’ fit with a higher R2 value. 
It must be realized that the dynamic covariance matrices (starting with the asymptotic point mentioned above), 
when used in context of online control where plant measurements become available at each sampling-time, makes 
the “uncertainty reporting” approach equivalent to online state-estimation.  This feature of D-RM has been exploited 
to obtain better model predictions in face of unmeasured and/or un-modeled disturbances within the APC 
Framework. 
 Priyadarshi Mahapatra et al. /  Energy Procedia  63 ( 2014 )  1354 – 1367 1367
5. Summary 
In summary, the D-RM Builder provides capabilities for seamless integration of computationally expensive 
multi-scale dynamic carbon-capture models into real-time applications, without loss of transient input-output 
behavior, through fast and accurate dynamic reduced models. The APC Framework tool provides an integrated 
framework for optimal control of CO2 capture processes through efficient dynamic transition to desired set-points 
and mitigation of process uncertainties. This is achieved by leveraging the “fast” D-RMs as predictive models to 
optimize control towards cost-effective transient response in face of process constraints. 
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