R esponse surface methodology (RSM) is a widely used method for simulation optimization. Its strategy is to explore small subregions of the decision space in succession instead of attempting to explore the entire decision space in a single attempt. This method is especially suitable for complex stochastic systems where little knowledge is available. Although RSM is popular in practice, its current applications in simulation optimization treat simulation experiments the same as real experiments. However, the unique properties of simulation experiments make traditional RSM inappropriate in two important aspects: (1) It is not automated; human involvement is required at each step of the search process; (2) RSM is a heuristic procedure without convergence guarantee; the quality of the final solution cannot be quantified. We propose the stochastic trust-region response-surface method (STRONG) for simulation optimization in attempts to solve these problems. STRONG combines RSM with the classic trust-region method developed for deterministic optimization to eliminate the need for human intervention and to achieve the desired convergence properties. The numerical study shows that STRONG can outperform the existing methodologies, especially for problems that have grossly noisy response surfaces, and its computational advantage becomes more obvious when the dimension of the problem increases.
Introduction
Stochastic optimization refers to the minimization (or maximization) of a function in the presence of randomness; this optimization in practice has wide applications. For example, a financial manager may want to design an optimal portfolio to maximize the expected total profits with stochastic asset prices; a production manager may want to decide on an optimal production plan to minimize the expected inventory cost with stochastic customer demands; and an engineer may want to determine the safety parameters so as to optimize the design of a vehicle with stochastic operational conditions. Among the stochastic optimization problems, some applications have (deterministic) closed-form objective functions and can be solved in minutes by traditional linear or nonlinear optimization techniques, such as portfolio optimization. Others, however, may have little knowledge of the structure of objective functions and require real experiments that may take days or even months to solve, for example, the vehicle collision tests. Statistical methods such as metamodelbased strategies that require only running experiments on solutions are designed to solve these types of problem (Barton and Meckesheimer 2006) . Simulation optimization problems are in between those mentioned. The objective function in these problems can be evaluated only by stochastic simulation. A stochastic simulation model is a simplified representation of the actual system. A credible simulation model accounts for details that are important to system performance. In contrast with real experiments, the system's mechanisms or dynamics to be simulated are usually known because discrete-event simulation is a 2 INFORMS Journal on Computing, Articles in Advance, pp. 1-14, © 2012 INFORMS bottom-up approach, but there is no closed form for the objective function.
Much literature has discussed the methodology development of simulation optimization, for example, Banks (1998) , Fu (2002) , Tekin and Sabuncuoglu (2004) , and Fu (2006) . Stochastic approximation (SA) (Kiefer and Wolfowitz 1952) is among the most popular and well-studied methods. One significant advantage of SA is that it is conceptually easy to implement. Moreover, it has a provable convergence guarantee under regularity conditions (Kushner and Yin 1997) . However, the convergence of SA is typically slow in practice, and the performance of the algorithm is highly sensitive to the setting of the gain sequence (Andradóttir 2007) , which is hard to tune without prior knowledge of the objective function. Some SA variants with improved computational performance have been discussed, for example, in Ljung et al. (1992) , Yin and Zhu (1992) , and Spall (2000) . Many metaheuristics are also developed for black-box problems. For example, the Nelder-Mead simplex method is a direct-search-based method that has been widely used in practice (Barton and Ivey 1996) ; others include genetic algorithm, tabu search, and scatter search. Different metaheuristics suit different problems. Their disadvantages are that they may require excessive computing time; moreover, they usually have no convergence guarantees (Spall 2003 , Sakalauskas and Krarup 2006 , Bartz-Beielstein et al. 2010 .
Currently, metamodel-based statistical methods have been widely applied in simulation optimization (Barton and Meckesheimer 2006) . The most popular one in real-life experiments may be the response surface methodology (RSM). As stated in Myers et al. (2009, p. 1) , "RSM is a collection of statistical and mathematical techniques useful for developing, improving, and optimizing processes." The fundamental strategy of RSM is to sequentially approximate the underlying response surface by low-order polynomials within subregions of the domain. RSM was originally proposed as a tool to optimize operating conditions for a chemical process (Box and Wilson 1951) but later evolved to be a general heuristic approach for complex systems (Kleijnen 1998, Wu and Hamada 2000) . One of the most significant advantages of RSM is that it applies well-studied statistical techniques, such as the design of experiments and regression analysis, in its framework so that it can enjoy computational efficiency when solving higher-dimensional problems. Moreover, the local metamodel approximation approach requires little prior knowledge about the system. The sequential approach also makes it fit for computer experiments. Over the past three decades, RSM has become one of the most popular heuristics for simulation optimization (Biles and Swain 1979 , Hood and Welch 1993 , Kleijnen 2008 . Full, in-depth coverage of RSM can be found in many classic texts such as Khuri and Cornell (1996) and Myers et al. (2009) . Angün et al. (2009) further generalize the framework of RSM, enabling it to deal with stochastic constraints in case of multiple stochastic responses.
Although RSM has significant advantages, its current application in simulation optimization treats simulation experiments the same as physical experiments. However, they have unique properties that are different from physical experiments. First, simulation experiments are usually faster and less expensive. One simulation run often takes only seconds or minutes, but one physical experiment may require days or even months. Second, after the simulation model is constructed, the simulation experiment has minimal monetary costs, but the physical experiment can still remain expensive. The following issues then become relevant for the methodology of simulation optimization: (1) Large-sample property. The algorithm is desired to possess asymptotical convergence; that is, when infinite computational effort is allowed, the algorithm should achieve the true optimum of the original problem of interest. Traditional RSM and other metamodel-based algorithms are all heuristic (Barton and Meckesheimer 2006) ; the quality of the final solution is not guaranteed. (2) Automation. In simulation optimization, the number of iterations can be very large, and thus it is impractical for the algorithm to stop and ask for human input at each iteration, as required in traditional RSM (note also that the experimenter may have no idea about the location of the optimum). Moreover, the simulation experiments are conducted on computers, which can facilitate the automation. An automated version of RSM is proposed in Neddermeijer et al. (2000) and Nicolai et al. (2004) . As far as we know, the convergence issue is yet to be addressed. Furthermore, in simulation studies, because the inner workings of simulation model are often known, deriving an effective gradient estimator before experimenting is possible. If this is so, the use of gradient information can significantly help the algorithm to achieve better performance, which is not allowed in traditional RSM. These gaps motivate us to develop a new RSM-based framework that is suitable for simulation experiments and is capable of handling problems to which existing methods are not applicable.
We propose the stochastic trust-region responsesurface method for unconstrained simulation optimization. For convenience, we refer to it as STRONG. As an improved response surface method, STRONG combines the advantages of traditional RSM with the trust-region method (TRM) (Conn et al. 2000) developed for nonlinear deterministic optimization. The introduction of trust-region concepts helps the 3 algorithm to achieve the desired convergence and automation properties.
The basic idea of STRONG is described as follows. Similar as traditional RSM, STRONG takes a sequential strategy in search of the optimal solution. At each iteration, a subregion is defined, called "trust region," where a local model, either a firstorder or a second-order polynomial, is constructed to approximate the underlying response surface. A linear or quadratic deterministic optimization problem is solved within the trust region. Based on quality of the solution and fidelity of the local model, STRONG will automatically determine whether the new solution should be accepted, select the appropriate local model, and update the size of the trust region for the next iteration.
STRONG is a general framework in which the metamodel construction can be based on an existing gradient estimator (i.e., a white-box approach) or a black-box gradient estimation. When there is no gradient information, STRONG applies the design of experiments (DOE) and regression analysis to construct the metamodel, as traditional RSM does. On the other hand, for simulation models that can provide a gradient estimate, STRONG takes advantage of the gradient information to enhance the computational performance. We will show that STRONG can achieve convergence based on the white-box framework. For the black-box framework, we also show that the convergence analysis is similarly applicable under the assumption that the underlying response surface is quadratic, and it approximates well when the trust region is small but the underlying response surface is not quadratic. Details will be presented in § §4 and 5.
The trust-region concept has been applied in stochastic and simulation optimizations (e.g., Bastin et al. 2006, Deng and Ferris 2009) . These approaches are essentially based on the sample average approximation approach (SAA), also called sample path method or Monte Carlo sampling approach, which is a wellrecognized method in simulation optimization (Spall 2003 , Fu 2002 . The basic idea is to generate enough sample paths and then to approximate the expected value function by the sample average function. By fixing a sequence of sample paths, the stochastic problem is converted to a deterministic problem and a proper deterministic method; for example, the TRM can be applied to solve it. Although these methods may seem close to STRONG, there are several crucial differences. First, the distribution of sample paths in STRONG is allowed to vary depending on location; in SAA, however, a fixed set of sample paths is typically used across the decision space. As a result, for problems where the sample path is not identically distributed in the decision space, SAA may not be applicable. Second, STRONG is a new RSM-based algorithm that takes advantage of many well-established statistical tools, such as the DOE technique and regression analysis, and its computational advantage becomes more obvious when the dimension of the problem increases (Kleijnen et al. 2005 , Sanchez 2008 ). By contrast, SAA generates a sequence of sample paths, treats the problem as a deterministic problem, and applies the existing deterministic approach to solve the problem. For large-scale problems, this may require generating and storing a large number of sample paths and thus may not be efficient. Thirdly, for problems where the gradient estimator can be derived, such as infinitesimal perturbation analysis (IPA) or likelihood ratio/score function (LR/SF) (Fu 2006) , STRONG allows use of the existing gradient estimator to improve the overall efficiency, which is not possible in SAA. Section 6 will demonstrate the computational advantages of STRONG in which both the DOE and the trust-region updating techniques are employed.
The remainder of this article is organized as follows. In §2, we present the main concepts of STRONG. Then, in §3, we detail the algorithm of STRONG. The convergence analysis of STRONG is presented in §4, and in §5, we discuss the DOE-based gradient and Hessian estimators for black-box problems. In §6, we demonstrate the numerical performances of DOE-based STRONG, and we finish with conclusions and future research in §7.
Problem Definition
Consider the following simulation optimization problem: min
where x is the vector of continuous decision variables, and G x is the stochastic response evaluated at x We assume that G x may be obtained by running simulation experiments at x. Let g x = E G x and 2 x = Var G x . Following the convention of traditional RSM literature, we assume that G x follows a normal distribution with mean g x and variance 2 x . Furthermore, we assume that sup x∈ p 2 x < . Because the optimization is over p , which is infinitely large, it is more realistic to allow G x to have unequal variances. Note that our formulation in Equation (1) does not include quantiles. However, the proposed STRONG framework may also be applicable to quantile-based problems when some conditions hold.
RSM is a popular choice to solve Problem (1). A typical RSM algorithm consists of two stages. In stage I, it constructs a first-order polynomial (in x), uses the model to find a better solution in a region of interest, and repeats the process. Once a first-order polynomial is no longer appropriate, it switches to stage II, where a second-order (quadratic) polynomial (in x) is constructed to predict the optimal solution. Several statistical tests have been designed to determine the transition between the two stages and the optimality of the solution (Myers et al. 2009 ). This method has several problems. First, a region of interest needs to be specified at every iteration, which typically requires human involvement. Second, there is no (convergence) guarantee on the optimality of the solution found by the method.
STRONG solves these problems by introducing the concept of "trust region" (Conn et al. 2000) . A trust region at a solution x with a radius > 0 is defined as
x − x ≤ , where · denotes the Euclidian norm. At any iteration of the algorithm, for example iteration k, the current solution is denoted as x k and the trust-region radius as k . Then the trust region at iteration k is x k k . STRONG uses the trust region as the region of interest and automatically adjusts it, thus avoiding the need for human involvement. Furthermore, the trust region also determines the use of the first-or second-order polynomials and helps the algorithms converge to the set of optimal solutions as the simulation effort goes to infinity.
In this research, the decision variables are assumed properly coded, for example, in the way described in (Myers et al. 2009, p. 23) . The advantage of coded variables is that they are "effective for determining the relative size of factor effects" (Montgomery 2005) . Note that classic RSM uses the steepest descent method to search for the improved solution; therefore in general it is scale dependent. Kleijnen et al. (2004) proposed a scale-independent gradient estimator that can yield better search directions. This estimator can also be incorporated in STRONG to improve its computational efficiency. In this paper, however, we avoid this complication and simply assume that the steepest descent method is used.
To prove convergence of the STRONG algorithm presented in §3, we will need the following assumption, which is concerned with the functional behavior of the underlying response surface. Our proof closely follows that for the deterministic trust-region method (Conn et al. 2000) , though there are significant differences between them. In Assumption 1, we use g x and H x to denote the gradient and Hessian at x and "w.p.1" to denote "with probability one." Assumption 1. The objective function g x is bounded below, twice differentiable, and there exist two positive constants, 1 and 1 such that the gradient g x ≤ 1 and the Hessian H x ≤ 1 for all x ∈ p .
Assumption 1 provides some regularity conditions for Problem (1). It requires that g x has uniformly bounded gradient and Hessian.
The STRONG Algorithm
STRONG has two stages and an inner loop. In stage I, it constructs and optimizes a first-order polynomial, and in stage II it constructs and optimizes a secondorder polynomial. The transitions between stages I and II depend on the size of the trust region. If k is large, which implies that a first-order polynomial may suffice to find an improved solution, a first-order polynomial will be used to estimate the underlying response surface; otherwise a second-order polynomial will be used for a better fitting. In both stages I and II (which we call the outer loop), the algorithm uses a fixed number of observations to construct the models. However, the noise in the estimates may cause a poor fitting of the surface. Therefore when the algorithm fails to generate a good solution in stage II, it will enter an inner loop where additional simulation effort is allocated to reduce error in function and gradient estimates.
At any iteration of the algorithm, for example iteration k, STRONG conducts the following four steps:
Step 1. Construct a local model r k x around the center point x k .
Step 2. Solve x * k ∈ arg min r k x x ∈ x k k .
Step 3. Simulate several observations at x * k and estimate g x * k .
Step 4. Conduct so-called ratio-comparison (RC) and sufficient-reduction (SR) tests to examine the quality of x * k and to update x k+1 and the size of the trust region k+1 These four steps and the sample-allocation scheme in the inner loop are cornerstones of STRONG. In the rest of this section, we give a more detailed description of these steps. We use k i to denote the ith inner loop of the kth iteration when the algorithm enters the inner loop. The full algorithm is provided in Figures 1 and 2 in the Online Supplement (available at http://joc.journal.informs.org/).
Estimation of Gradients and Hessians
At any iteration of the outer loop of STRONG, for example, iteration k, there is a center point x k . Then several simulation replications are taken to estimate g x k , g x k , and H x k Based on the size of the trust region, the algorithm decides to construct a first-or second-order polynomial,
respectively. If the algorithm is in the ith inner loop of kth iteration, it constructs a second-order polynomial
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at the center point x k , which is
are the estimates of the value, gradient, and Hessian of the center point x k at the ith inner loop of the kth iteration.
To construct these models, we need the estimates of g x k , g x k , and H x k . To simplify the presentation, we suppose that there is a random vector D x at any x such that g x = E D x . Note that many methods, including infinitesimal perturbation analysis (Ho and Cao 1991, Cao 1994 ) and the likelihood ratio or score function method (Glynn 1990, Rubinstein and Shapiro 1993) , can be used to derive D x . Fu (2006) provided many practical examples, including the stochastic activity network and the inventory system, among others, in which the unbiased gradient estimators can be derived. Spall (2003) also has in-depth discussions about gradient estimation and the associated regularity conditions for them to be unbiased. In §5, we discuss how to use linear regression to simultaneously estimate g x and H x when D x is not readily available. In this section and succeeding sections, however, we assume that D x is available.
Let G 1 x G n x and D 1 x D m x denote independent and identically distributed (i.i.d.) random variables of G x and D x , respectively. We let the averagesḠ
Suppose that the center point x k has n k and m k (or n k i and m k i , if in the inner loop) replications of G x k and D x k . Then we have the estimatorsĝ
as the estimates of g x k and g x k .
Assumption 2. The estimators of g x and g x satisfy sup x∈ p Ḡ x n − g x → 0 w.p.1 as n → and sup x∈ p D x m − g x → 0 w.p.1 as m → Assumption 2 provides some regularity conditions on the estimators of both g x and g x . It requires that bothḠ x n andD x m follow uniform law of large numbers (ULLN). Notably, for any strongly consistent estimator, it is possible to extend it to ULLN as long as the conditions given in Andrews (1992) are satisfied.
The Hessian matrix H x k is often difficult to estimate directly. In this paper, we suggest using the BFGS (Broyden-Fletcher-Goldfarb-Shanno) method as in deterministic nonlinear optimization (Nocedal and Wright 1999) shown as follows:
The initialĤ 0 x 0 can be either estimated by using the finite-difference method at x 0 or simply set as an identity matrix. Furthermore, we impose an upper bound on the norm ofĤ k We letĤ
3) has a norm larger than a large positive constant . In the inner loop, because the Hessian matrix will not affect the algorithm convergence,Ĥ k i is simply set asĤ k It is remarkable that the convergence of STRONG does not require the convergence ofĤ x . The BFGS formula introduced in Equation (3) approximates the Hessian matrix well in deterministic cases and it helps the BFGS algorithm achieve a superlinear rate of convergence (Nocedal and Wright 1999) . Therefore, we also suggest using it in STRONG.
Estimation of a Better Solution
Once the local model is constructed, we need to use it to find a better solution within the trust region. In this section, we discuss this step. Without loss of generality, we consider only the outer loop, where the model is either first-or second-order. If the algorithm is in the inner loop, it is the same as the second-order polynomial of the outer loop, except for the notation.
At iteration k, we have the current center point x k , a trust region x k k , and a constructed response model r k x that is either first-or second-order. Ideally, we may set
which is the best solution within the trust region predicted by the model r k x . However, seeking an exactly optimal solution within the trust region may be time consuming and is certainly not necessary for STRONG to converge. Instead, we follow the deterministic TRM to find a Cauchy point x * k that is a nearly optimal solution (Nocedal and Wright 1999) . The Cauchy point calculation is as follows:
Cauchy point calculation:
Step 1. Find the steepest descent direction
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In the following lemma, we show that the Cauchy point provides a sufficient reduction on the model surface, which is critical to prove the convergence of STRONG. The proof of the lemma is provided in the Online Supplement.
Lemma 1. For any iteration k, if the algorithm is in stage I, stage II, or the ith inner loop, respectively,
3.3. Acceptance/Rejection of the New Solution There are two tests in the algorithm to decide whether the new solution should be accepted; namely, the ratio-comparison (RC) test and the sufficientreduction (SR) test. The RC test compares the "observed reduction" with the "predicted reduction" given by the model and decides whether the model in the trust region is trustworthy. The SR test decides whether the observed reduction is statistically significant. For every new solution, the RC test is conducted first, followed by the SR test if it passes the RC test.
In the deterministic TRM, there is only the RC test.
In the stochastic settings, however, we also need the SR test to ensure that the observed reduction is not entirely caused by noise in the estimates.
3.3.1. Ratio-Comparison Test. We first consider the outer loop. At iteration k, once a Cauchy point x * k is identified, n 0 simulated observations will be allocated to estimate g x * k . We letĝ k x * k =Ḡ x * k n 0 . Note that although n 0 replications are always allocated to any new solutions x * k identified in the outer loop, x k may have more than n 0 replications; i.e., n k may be larger than n 0 because x k may have been chosen by an inner loop that allocates more replications in the previous iteration to improve the estimate of g x k . In this case, n k replications will be used for x k .
The RC test computes
Let 0 < 0 < 1 < 1 for example, we may set 0 = 1/4, 1 = 3/4 If the ratio is large ( k ≥ 1 ), which implies that the new observed solution is significantly better than the current one, the new solution will be accepted. If the ratio is moderate ( 0 ≤ k < 1 ), which implies that the observed reduction has fair agreements with the predicted reduction, the procedure will also accept the new solution. If k is close to zero or negative ( k < 0 ), which implies that the observed reduction does not agree with the predicted reduction, the new solution will be rejected. This RC test is similar to the one in the deterministic TRM.
The same idea applies to the inner loop, except that x k and x * k i have n k i and n * k i
replications, respectively. The details of how sample size changes in the inner loop will be discussed later in §3.4. Letĝ
In the inner loop, we use
to conduct the RC test.
3.3.2. Sufficient-Reduction Test. The RC test does not take into consideration that the observed reduction is estimated and that the ratio is subject to sampling error. To ensure that the reduction is sufficient and statistically significant, an SR test is further conducted. For any iteration k of the outer loop, the new solution x * k is said to yield sufficient reduction if g x k − g x * k > 2 0 k , and for any ith inner loop of iteration k, the new solution x * k i is said to yield sufficient reduc-
, where both k and k i are defined in Lemma 1.
Then the SR test is defined as
in the outer loop and
in the inner loop. In both tests, the type I error is set as k . If H 0 is rejected, we then conclude that the new solution yields a sufficient reduction. In general, hypothesis testing implies that the nullhypothesis H 0 is rejected only in case of strong counterevidence; in our case, H 0 is rejected if the new solution is "much" lower than the original solution. For the SR test in the outer loop, we let S 2 x k n k and S 2 x * k n 0 denote the heterogeneous variances of x k and x * k (the so-called Behrens-Fisher problem), and we let
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We then compute
and reject H 0 if t * > t 1− k df (Montgomery 2005) . For the SR test in the inner loop, we can similarly compute the test statistics. Therefore we omit the details, except to note that the type I error is set to k for all inner loops of iteration k. To ensure the convergence of STRONG, we require that the sequence of k satisfies k=1 k < .
A solution that passes the SR test becomes the center point of the next iteration, i.e., x k+1 = x * k in the outer loop and x k+1 = x * k i in the inner loop. If a solution is rejected by the SR test, the center point remains until a satisfactory solution is found.
3.3.3. Updating the Size of Trust Region. To implement STRONG, the user needs to select an initial size of the trust region, denoted as 0 > 0, and a threshold˜ > 0; typically 0 >˜ . In any iteration, such as iteration k, if k >˜ , STRONG uses a firstorder polynomial to fit the response surface; otherwise, a second-order polynomial is used.
STRONG automatically updates the size of the trust region based on the results of the RC and SR tests. Let 0 < 1 < 1 < 2 , for example, 1 = 1/2 and 2 = 2 In stage I, if x * k fails either the RC or SR test, the center point remains and the trust region shrinks, i.e., x k+1 = x k and k+1 = 1 k ; if k ≥ 1 and x * k passes the SR test, the center point then moves to the new solution and the trust region enlarges, i.e., x k+1 = x * k and k+1 = 2 k If 0 ≤ k < 1 and x * k passes the SR test, then the center point will move to the new solution and the trust region remains; i.e., x k+1 = x * k and k+1 = k . Once the size of the trust region falls below˜ the procedure goes to stage II. Based on the same concept, the size of the trust region is updated as in stage I. However, because the trust region is typically small in stage II, STRONG is specially careful about further shrinking the trust region. Specifically, if the new solution fails either in the RC test or in the SR test in stage II, the trust region does not shrink. Instead, the algorithm goes to the inner loop to collect more information. In the inner loop, the size of the trust region is updated based only on the RC test, and the SR test is used only to determine whether the inner loop should be stopped. Once a satisfactory solution is found in the inner loop, such as x * k i STRONG terminates the inner loop, moves to the new solution, i.e., x k+1 = x * k i , and resumes the size of the trust region at iteration k before entering the inner loop, so k+1 = k . Note that this mechanism also implies that k ≥ 1˜ for any iteration k.
Inner Loop
Stages I and II both may find no satisfactory solution that can pass the RC and SR tests. The inner loop is designed so that it can always find a satisfactory solution, thus avoiding the algorithm getting stuck at a suboptimal solution (i.e., a solution that is neither locally nor globally optimal).
Two mechanisms in the inner loop help the algorithm find a satisfactory solution. First, the quality of the local model will be continuously improved as the inner loop continues. The algorithm will increase the sample sizes of the value and gradient estimators to improve their precision. In this way, the model can achieve the desired precision to yield a satisfactory solution. Second, the sample sizes of the current and new solutions are also increased to reduce the sampling error. This allows the algorithm to correctly determine the acceptance or rejection of a new solution and the size of the next trust region.
Let n * k i
and n k i denote the sample sizes for estimating the value of the new solution x * k i and the center point x k in the ith inner loop of the kth iteration of STRONG. To prevent the trust region from shrinking to zero before the algorithm finds a satisfactory solution, we require n * k i to satisfy the following inequality
Because the center point may have obtained samples from previous iterations, we let
For the sample size of the gradient estimator in the ith inner loop of the kth iteration, we require
Equations (4)- (6) are developed to help the algorithm achieve convergence (see proof of Lemma 2).
Convergence Analysis
The inner loop is mainly used to ensure the convergence of STRONG. We analyze it in detail. Note thatĝ k i x k =Ḡ x k n k i andˆ g k i x k =D x k m k i . By Assumption 2 and Equations (4)-(6), we can prove Lemma 2, which states that the estimation errors in both the value and gradient of the center point x k are bounded by 2 k i and k i , respectively, whenever the inner loop counter i is sufficiently large. Note that Lemmas 2-4 are for the inner loop, in which the center point x k is fixed, and 
In the next lemma, we show that the difference between the metamodel prediction and the observed value at the new solution is bounded by an error term that is of order of
Lemma 3. Suppose that Assumptions 1 and 2 hold. Then, for any x k ∈ p and given k,
for some constant c > 0.
In the next lemma, we show that the inner loop at any iteration k can always find a satisfactory solution, one that can pass both the RC test and the SR test, if the center point x k is not a stationary point, i.e., if g x k > 0.
Lemma 4. Suppose that Assumptions 1 and 2 hold. Then, for any x k ∈ p and given k, if g x k > 0, the algorithm can always find a new satisfactory solution in iteration k.
After analyzing the inner loop, we now show the convergence of STRONG by analyzing the outer loop. Lemmas 5 and 6 and Theorem 1 are for the outer loop. To present the convergence proof, we need some additional notations. For every iteration k, we let g k x k ,Ĥ k x k , and k denote the estimates of gradient and Hessian at x k and the trust-region size at the end of iteration k before the algorithm moves to iteration k + 1. If STRONG finds a satisfactory solution in the outer loop, i.e., x k+1 = x * k , thenˆ g k x k =ˆ g k x k and k = k ; if it finds a satisfactory solution in the inner loop, such as the i th inner loop, i.e., x k+1 = x * k i
, then g k x k =ˆ g k i x k and k = k i . Suppose the algorithm yields an infinite (random) sequence of solutions x k k=0 . Because k denotes the trust-region size when the inner loop at iteration k is terminated, and because each iteration k may have a different number of passes through the inner loop, k k ≥ 0 is a random sequence. Lemma 5 indicates that the size of the trust region is bounded away from zero almost surely if ˆ g k x k is bounded away from zero.
Lemma 5. Suppose that Assumptions 1 and 2 hold. Then, w.p.1, lim inf k→ k > 0 if lim inf k→ ˆ g k x k > 0.
Let k j , j = 1 2 denote a subsequence of k = 1 2 . In the next lemma, we show that if there exists a subsequence of x k whose gradient estimates converge to zero, the actual gradients of this subsequence will also converge to zero. It turns out that, to prove convergence of the gradients, we need only to analyze the convergence of gradient estimates.
Lemma 6. Suppose that Assumptions 1 and 2 hold. If there is a subsequence of x k k=0 , denoted as x k j j=0 , such that lim j→ ˆ g k j x k j = 0, then lim j→ g x k j = 0 w.p.1.
With these lemmas, we have the following theorem on the convergence of STRONG. Theorem 1. Suppose that Assumptions 1 and 2 hold. If STRONG has infinitely many successful iterations, then lim inf k→ g x k = 0 w.p.1.
The conclusion of Theorem 1 is a typical convergence condition for a nonlinear optimization algorithm; see, for instance, page 46 of Nocedal and Wright (1999) . It shows that there exists at least a subsequence of solutions of which the true gradient goes to zero w.p.1. Furthermore, based on the similar argument in Theorem 6.4.6 in Conn et al. (2000), we believe that the conclusion of Theorem 1 can be extended to a stronger result: lim k→ g x k = 0 w.p.1.
Black-Box Estimation of Gradient and Hessian Matrix
In §3, we assumed a strongly consistent gradient estimator and suggested using the BFGS method to obtain estimates of the Hessian matrix. In this section, we discuss a situation where no gradient estimator exists, and the simulation model is considered as a black box. We suggest the use of DOE and regression analysis for obtaining estimates of the gradient and Hessian matrix. The DOE approach is widely adopted in classical RSM. It has several advantages. First, when the local model is a second-order polynomial (stage II or the inner loop), the linear and quadratic terms give the gradient and Hessian matrix estimations, respectively. In other words, the regression analysis can estimate the gradient and Hessian matrix simultaneously. Second, DOE has been demonstrated to enjoy computational advantages compared to random sampling (Montgomery 2005 , Sanchez 2008 ). This efficiency gain is more obvious when the dimension of the problem increases. In this section, we will show how to apply the black-box estimation to STRONG and also analyze the convergence of STRONG. The numerical evaluations in §6 shows the efficiency gain of incorporating experimental designs.
The DOE approach works as follows: at each outer loop or inner loop, there is a center point. We use DOE techniques to determine several input combinations 9 (design points) to run simulation experiments. The collected observations will be used to estimate the gradient (and Hessian, if necessary) at the center point. Without distinguishing outer loops and inner loops, we let x denote the center point, n the number of replications at x, and m the number of design points. Let X m denote the design matrix with only the main effect columns, andX m the design matrix with the main effect, quadratic, and interaction columns. Note that X m is used to estimate gradient and X m to estimate both gradient and Hessian simultaneously. Let
be the centralized response vector, where y j is the output of the simulation experiment conducted at the design point x j . We then estimate g x and H x as follows:
m Y m (estimating the gradient and Hessian)
where the gradient and Hessian are estimated by applying the ordinary least squares (OLS) method.
To estimate the gradient of the center point through Equation (10), we need at least p design points, where p is the dimension of the decision space. To estimate both the gradient and Hessian matrix of the center point through Equation (11), we need at least p p + 1 /2 design points. When the problem dimension is large, it may be too costly to estimate both the gradient and Hessian. We may then estimate only the gradient and use the BFGS method to construct the Hessian estimate. This will not affect the convergence of STRONG, because the convergence depends only on the consistency of the gradient estimator. In the rest of this section, we show that the gradient estimator of Equation (10) is strongly consistent under certain conditions. As described in §3, when the algorithm cannot find a satisfactory solution in stage II, it enters the inner loop where the local model will be improved. When the DOE approach is applied in the inner loop, each inner loop will add some new design points, and all design points from the inner loops at the same iteration will be accumulated. All of these points are used to estimate the gradient of the center point. To ensure the convergence of STRONG, we need the DOE-based gradient estimator to be strongly consistent as the number of design points goes to infinity. Theorem 2 gives a set of sufficient conditions under which the OLS-based gradient estimator is strongly consistent.
Theorem 2 (Lai et al. 1979) . Suppose that y i = 1 x i1 + 2 x i2 + · · · + p x ip + i i = 1 2 , the random variables 1 2 are independent with E i = 0 ∀ i, and sup i E Remark 1. For the response surface whose variances are nonhomogeneous, WLS (weighted least squares) may be used to replace OLS (Kleijnen 2008 p. 91 ) to obtain lower variances for the metamodel parameters. Note, however, that using WLS requires estimating the variance-covariance matrix, which may be computationally demanding when the problem is of large scale. Also, because RSM and STRONG fit models only locally, OLS seems better than WLS.
Note that when the number of design points increases in the inner loop, eventually we will have enough to fit a quadratic surface. Theorem 2 basically shows that the gradient and Hessian estimators of Equation (11) are strongly consistent as m → if the underlying response surface is indeed quadratic (so E i = 0 see Theorem 2). Although STRONG allows general nonlinear response surfaces, the underlying response surface inside of a trust region can be very well approximated by a quadratic function when the trust region is sufficiently small. Note that if the number of design points goes to infinity in the inner loop, the trust-region size also shrinks to zero. Therefore the sufficient conditions of Theorem 2 are reasonable when applied to analyze the strong consistency of the OLS-based gradient estimators. Furthermore, the strong consistency of the OLS-based gradient estimator can also be extended to uniform convergence under some additional regularity conditions (Andrews 1992) .
By Theorem 2, to ensure the strong consistency of the OLS-based gradient estimator, we need the main-effect design matrix X m to satisfy X T m X m −1 → 0 as m → . In the following lemma, we show that the requirement is satisfied if we use an orthogonal design to estimate the main effects. All columns in X m are mutually orthogonal, or equivalently, X T m X m = mI m×m is a diagonal matrix (I m×m is a m × m identity matrix). In main-effect orthogonal designs, the main effects of each variable (i.e., the gradient estimate of each dimension) are being assessed independently of each other. Theorem 2 and Lemma 7 suggest that the maineffect orthogonal designs can be used to achieve strong consistency for the OLS gradient estimator. is also orthogonal. The OLS-based gradient estimator is then strongly consistent as m → . With Theorem 2 and Lemma 7, we can also show that Lemma 2 holds for STRONG with black-box gradient estimation by applying the same argument to each dimension of the gradient estimator.
In the numerical experiments reported in §6, we use orthogonal designs (resolution III fractional factorial designs in stage I and central composite designs in stage II and the inner loop) to ensure strong consistency of the gradient estimators (Montgomery 2005 , Myers et al. 2009 ). Note that the main-effect designs in central composite designs are orthogonal, thereby fulfilling the requirement. We observed that STRONG works well with these designs. It is also worth mentioning that STRONG can incorporate a wide variety of experimental designs into its framework. A sufficient condition for the convergence to hold is that in the inner loops, the main-effect design in the secondorder design needs to be orthogonal.
Numerical Evaluation
In this section, we use several examples to help us understand the properties of the proposed STRONG algorithm and to compare it with other optimization algorithms.
Test Problems
The test problems used in this section are all constructed from deterministic functions with added noise. We adopt this way instead of using real simulation models because (1) the true value of the objective function is analytically available, and we can therefore compare the performance of the algorithms clearly and explicitly; (2) the settings of the test problem can be easily manipulated for investigating the strengths and limitations of the algorithm; and (3) this approach is more time efficient when the amount of numerical evaluations is substantially large (Barton and Ivey 1996) .
We consider four types of problems with three dimensionalities, p = 2 6 14 The three types of problems are selected from literature in nonlinear optimization (More et al. 1981) , and the fourth type is a simple quadratic function. Specifically, the first type is the extended Rosenbrock function,
which is known to be a difficult problem even in deterministic settings. Note that the "extended" Rosenbrock function is different from the standard Rosenbrock function in its functional form and the number of (local) optimal solutions. The standard Rosenbrock function has only one (locally and globally) optimal solution, but the extended Rosenbrock function has more than one local optimal solutions when dimensionality is greater than or equal to four (Shang and Qiu 2006) . The second type is the Freudenstein and Roth function:
which is also a multimodal function (More et al. 1981) . The third and fourth types are both unimodal functions. Specifically, the third type is the Beale function,
and the fourth type is a quadratic function, i.e.,
The stochastic responses of all test problems take the form of G x = g x + x , where x ∼ Normal 0 2 x . For each test problem, we consider two scenarios of variance configurations: (1) x = for all x ∈ p and (2) x = 0 1 · g x where x corresponds to the standard deviation of noise. The first setting assumes homogeneous response surfaces as assumed in the classic RSM; and the second setting gives heterogeneous response surfaces, which are typical in simulation experiments. Notice that in setting (2), when the initial solution is selected far away from the optimum, g x is large; thus, the variance of response variable can be very large. The stability of algorithm can be tested in setting (2) when the response surface is grossly noisy. We summarize all 24 scenarios in Table 1 .
To evaluate the effect of initial solutions, we select the initial solution in the following two ways:
(1) use a fixed initial solution, 20 · 1 p where 1 p = 1 1 1 T and p is the dimensionality of the problem; and (2) randomly select an initial solution from a p-dimensional Cartesian product 100 −100 × 100 −100 × · · · × 100 −100 .
Some Competing Algorithms
To understand the effectiveness of the DOE approach and the trust-region updating technique, we compare the performances of STRONG, SPSA (Spall 2003) , NM (Nelder-Mead simplex method), and RSM. In particular, for simultaneous perturbation stochastic approximation (SPSA) we use an existing
Copyright:
INFORMS holds copyright to this Articles in Advance version, which is made available to subscribers. The file may not be posted on any other website, including the author's site. Please send any questions regarding this policy to permissions@informs.org. 14 Quadratic x = 0 1g x implementation provided at http://www.jhuapl. edu/SPSA/Pages/MATLAB.htm. NM is originally a direct-search-based heuristic method for deterministic nonlinear optimization but now it can be used to handle stochastic optimization problems when proper modifications are employed. We code it based on the fminsearch function in MATLAB (version 7) with modifications suggested in Barton and Ivey (1996) . Lastly, the recent version of RSM (Nicolai et al. 2004 ) is implemented to compare with STRONG.
Parameter Settings
In our numerical study, the parameters are set as Table 2 . Among them, n 0 and n d are the most important because they determine how the simulation effort is allocated. We provide a heuristic approach based on signal/noise concept on how to acquire an educated setting. Note that n 0 is the initial sample size of the center point. It should allow the RC and SR test to yield reasonable results. We suggest that n o can be determined based on signal/noise ratio, described as follows, where the signal equals objective value and noise equals standard error: Settings ≥ 3 ≥ 2 2 1 2 0 01 0 3 0 9 1 11 0 5 × 0 98 k Using Equation (16), we can estimate how many initial sample sizes (n 0 ) are needed. Note that in practice, the true and in Equation (16) are usually unknown, and estimates must be used. We believe that the minimum sample size n 0 for the RC and SR test to be effective should be three.
As for n d it is the number of replications for all design points in black-box gradient estimation. To obtain a reliable local model when the response is noisy, we also suggest using Formula (16) with the replacement of n 0 by n d . We believe that for better estimates, two is the minimal sample size of n d The optimal settings of other parameters, such as 0 ,˜ , 0 , 1 , 1 , 2 , and k are problem dependent and scale dependent. We choose a standard setting as shown in Table 2 . In other words, in our numerical study, the settings for 0 ,˜ , 0 , 1 , 1 , 2 , and k are not fine tuned across all 24 scenarios.
Performance Measure
To compare the performances of different algorithms, we use "optimality gap" (OG) defined below to evaluate the performance of algorithm:
* and x * k correspond to the initial solution, the true optima of the underlying response surface and the best solution before the algorithm terminates, respectively. Note that when the test functions have more than one local optimum, x * is defined as the local optimum that is closest to the solution that the running algorithm produces. We run 20 macroreplications for 24 scenarios for each algorithm (STRONG, SPSA, NM, RSM) with fixed initial solutions and random initial solutions. For each macroreplication, the algorithm is terminated after 4,000 observations are consumed, including the observations that are used to estimate the gradient and Hessian matrix.
Results
The results are summarized in Tables 3 and 4 for fixed and random initial solutions, respectively. Given 20 macroreplications, the average OG is reported, along with the associated standard deviation given in the parentheses. If at least one replication fails to converge (i.e., OG ≥ 1), the percentage of successful replications is given in parentheses.
In all 24 scenarios where the initial solution is fixed (Table 3) , we can see that STRONG is remarkably successful, giving results that are better than other competing algorithms. In particular, we found that SPSA can work well for quadratic functions (unimodal), but it fails to converge in other test problems that are either multimodal, higher dimensional, or of larger variance. The results also coincide with 13 noisy, such as scenarios 2, 4, 6, 12, and 16. The reason may be attributed to the moving direction of NM being based on the rank of the stochastic responses instead of on the function values themselves (Spall 2003) ; therefore when the response surface is very noisy, the random error can corrupt the relative ranks of solutions, leading the algorithm to an incorrect direction and finally to failure of convergence. RSM has robust performance over all scenarios. In most scenarios, however, it is inferior to STRONG. We believe that the trust region (region of interest) featured in STRONG allows the algorithm to take adaptive steps, either more aggressive or more conservative, in the search process. Moreover, the iterative selection between first-order and second-order polynomials also grants the algorithm more flexibility to perform the optimization work.
Similar results are exhibited in Table 4 , where 24 scenarios are evaluated with random initial solutions in 20 macroreplications. The standard deviation of performance measures in this table, regardless of algorithms and scenarios, is much larger than that in Table 3 because of the random initial solutions. We can see that the location of the initial solution can seriously affect the performance of SPSA and RSM and lead to large variation of performances. Again, NM performs poorly in large variance situations, exhibited in scenarios 2, 4, 6, 12 ,14 18, 20, 22, and 24. In both Tables 3 and 4 , STRONG is more stable and has smaller OGs versus other algorithms. Moreover, the computational advantage of STRONG is more obvious when the dimension of the problem increases. This demonstrates the usefulness of the DOE technique in improving algorithm efficiency, especially in higher-dimensional problems. In other numerical experiments we found that the STRONG framework with random sample designs instead of orthogonal designs had poorer performance. Because of space limitations, those results were not included here.
Conclusions
In this paper, we proposed STRONG, a new responsesurface-based method for unconstrained simulation optimization with continuous decision variables. STRONG uses a series of local metamodel, either a first-order or second-order polynomial, to approximate the underlying complex response surface; therefore it can handle problems in which the response surface is very complex. Compared with traditional RSM, STRONG applies the trust-region updating technique to achieve the desired automation and convergence properties. The framework permits the utilization of the existing gradient information, or a wide variety of experimental designs to obtain black-box gradient estimates. Our numerical evaluations indicate the advantage of STRONG compared with other competing algorithms. Moreover, the design of experiments is found to significantly improve the efficiency of the optimization procedure.
It is noteworthy that if the objective function in Equation (1) is a quantile instead of an expected value, by Serfling (1980) and Hong (2009) there exist strongly consistent estimators of quantile and quantile gradient. If Assumption 2 is satisfied, which means that both the quantile and quantile gradient estimators satisfy the uniform strong law of large numbers, we believe that the gradient-based STRONG still converges (i.e., the conclusion of Theorem 1 holds). However, gradient estimators are typically biased (see, for instance, Serfling 1980) . Therefore, the DOE-based STRONG may fail to converge because the unbiasedness of quantile estimators is necessary for Theorem 2 (Lai et al. 1979 ) to hold.
The limitations of STRONG can be summarized as follows. First, STRONG is an RSM-based algorithm; therefore it is scale dependent, as is classic RSM. Second, like RSM, STRONG provides a local rather than global optimum. Third, we currently use central composite designs (CCD) to construct the second-order polynomials, which can be computationally demanding for large-scale problems. Alternatives to CCD are discussed in Kleijnen (2008) . In the future, we will explore the way of constructing the trust region and the appropriate experimental designs to further improve the efficiency of the STRONG framework. Moreover, the use of variance reduction techniques such as common random number (Law 2007) , and generalized least squares (Myers et al. 2009 ) will also be investigated to improve the statistical accuracy of the gradient estimate. It is also of interest to compare the efficiency of STRONG and the traditional RSM in practical applications.
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