Introduction
Component cooling technologies play an increasingly important role as the firing temperatures of gas turbine combustors are raised higher than ever to meet the demand for higher turbine power. As combustor gas temperatures are well above the incipient melting temperature of the component metal, methods such as coating applications, film-cooling ͑also referred to as effusion cooling͒, slot cooling, backside impingement, and backside pin fin cooling become necessary. Effusion cooling, which contains an array of closely spaced discrete film cooling holes, is widely used to cool the liner walls of gas turbine combustors. This cooling method forms a layer of cooling flow on the combustor liner to isolate the component metal from the hot mainstream flow. As such, high mass flow with little mixing is desired.
A large-scale recirculating wind tunnel was used to simulate a typical combustor where full-coverage film-cooling flows were tested. The film cooling blowing ratios used in this study were typically higher than those presented for turbine applications and higher than most found in the open literature. The study presented in this paper did not include reacting flow; thereby effects attributed to the heat release due to combustion were not represented in this study. From these large scale tests, however, it was possible to understand the effects of film flow on combustor liner cooling.
The objective for the work reported in this paper was to compare the development of the film-cooling effectiveness to the developing flowfield. A prediction of the cooling effectiveness based on the behavior of the film cooling flow would allow insight as to where a full-coverage cooling scheme becomes fully developed as defined by self-similar velocity profiles. After describing the characteristics of the combustor simulator facility, this paper describes results from the experiments conducted using the effusion plate.
Relevant Past Studies
Many studies have documented both experimental and computational data for film cooling flows. The large number prevents a full discussion of all of the results in our paper, but rather a subset will be discussed that is relevant to full-coverage, high momentum-flux ratio cooling flows.
A series of papers by Andrews et al. ͓1-3͔ have compared the influence of cooling hole size, pitch, and inclination angle through a number of experimental studies. In combustor designs, the amount of coolant flow per surface area is considered in the selection of the cooling hole diameter and pattern to ensure that the intended pressure loss across the combustor is met. Andrews et al. ͓1͔ investigated 90 deg cooling holes for a number of different arrays and found that there was a significant improvement in the overall cooling effectiveness for a larger hole relative to a smaller hole, which they attributed primarily to the fact that there were lower external heat transfer coefficients for the larger holes. Since they conducted these tests at high temperatures, they also found significant radiation effects. Andrews et al. ͓2͔ found that the heat transfer coefficients scaled well using a Nusselt number based on distance along the externally film-cooled plate and Reynolds number based on the cooling hole characteristics ͑diameter and jet velocity͒. Andrews et al. ͓3͔ also compared normal ͑90 deg͒ and inclined film holes ͑30 deg and 150 deg͒ for an array of effusion holes and found that cooling effectiveness improved with inclined holes. The counterflow holes ͑150 deg͒ resulted in reverse flow and good cooling performance at low coolant flows but not at high coolant flows. Lin et al. ͓4͔ also investigated a number of effusion cooling hole designs. They found that the hole injection angle and hole spacing are the primary parameters affecting adiabatic film cooling effectiveness. Interestingly, they also found for co-flowing jet injection that there was little effect of blowing ratio, but for counterflow injection they found that blowing ratio had a large effect. This is consistent with work cited by Andrews et al. ͓3͔.
Martiny et al. ͓5͔ used a very low injection angle of 17 deg for an effusion, film-cooled plate in which they measured adiabatic effectiveness levels for a range of blowing ratios. Their results indicated significantly different flow patterns depending on the cooling jet blowing ratio. It is important to recognize that their study used only four rows of cooling holes and as will be shown in this paper, this small number of rows did not allow for a fully developed condition to occur.
Sasaki et al. ͓6͔ examined if it were possible to use a superposition method with a full-coverage film-cooling array. They found that, in fact, there was an additive nature of multirow film-cooling that allowed the use of the superposition method. In a later study, however, Harrington et al. ͓7͔, who also studied a full-coverage film cooling array with normal jet injection, found that the superposition prediction of the full-coverage cooling effectiveness based on single row measurements tended to overpredict adiabatic effectiveness. They found that eight rows of cooling holes were required to reach an asymptotic "fully developed" adiabatic effectiveness level. These researchers also measured jet separations for their normal ͑90 deg͒ holes at blowing ratios greater than 0.65.
Fric et al. ͓8͔ used flow visualization techniques to detect cooling jet separations and coalescence as a function of blowing ratio. They found that the film coverage is minimum for the blowing ratios from 1.7 to 3.3 and film coverage improves above this range. Bazdidi-Tehrani et al. ͓9͔ found that there was little effect of the density ratio on the film heat transfer coefficient for a given coolant mass flow per unit surface area, which was similar to their cooling effectiveness results. Pietrzyk et al. ͓10͔ found that higher density jets had higher penetration distances and lower velocities in the near wall region. It was also found that high and low density jets had similar maximum turbulence values, but there was a significantly lower turbulence relaxation rate for the high-density jets.
In summary, there is little data presented in the literature studying full-coverage, high momentum flux ratio cooling focusing on flow fields related to cooling effectiveness. While there is a wealth of film-cooling literature, much of this data is not applicable because of the high blowing ratios and densely spaced cooling holes required for most aeroengine combustors.
Facilities and Measurement Methods
The focus of this study was to obtain flow field measurements for a densely-spaced full-coverage array of film cooling holes. The characteristics of the flow and how they relate to the adiabatic cooling effectiveness for a realistic combustor cooling design are of interest to designers and the focus of this work. To achieve good spatial resolution, it is beneficial to use large-scale models while matching the relevant nondimensional parameters. The primary measurement techniques used were laser Doppler velocimetry to quantify the flow field and an infrared camera to measure surface temperatures. This section describes the experimental facility in which these measurements were made, the instrumentation that was used, and the corresponding estimates of measurement uncertainty.
Experimental Facilities. The geometric scaling factor for the test section is approximately nine times that of an actual combustor, which permitted good measurement resolution in the experiments. Figure 1 illustrates the wind tunnel containing the test section and effusion plate.
Flow is supplied by a 50 hp axial fan as shown in Fig. 1 . Downstream of a primary heat exchanger is a transition section that divides the flow into three channels including a heated primary channel, representing the main gas path and two symmetric secondary outer channels, representing the coolant flow paths. Within the transition section of the primary channel, the flow immediately passes through a perforated plate that provides the necessary pressure drop to control the flow splits between the primary and secondary passages. At a distance 2 m downstream of the perforated plate, the flow passes through a bank of heaters followed by a series of screens and flow straighteners. The heater section is comprised of three individually controlled banks of electrically powered, finned bars supplying a maximum total heat addition of 55 kW.
The cross-sectional area of the test section at this location is 1 m in height ͑H in ͒ and 1.1 m in width ͑W͒. At a distance of 0.85 m downstream of the flow straighteners, the heated primary flow is accelerated via a reduction in the flow area due to a 45 deg contraction. At a distance 0.46 m downstream of the contraction the secondary coolant flow is injected into the primary flow passage through film-cooling holes in the effusion plate located on the bottom wall of the test section. At this location, the crosssectional area is 0.55 m in height ͑96 z / d͒ and 1.1 m in width giving an inlet to exit area ratio of 1.8.
In addition to heat being removed from the flow by a primary heat exchanger, the flow in the secondary passages pass through a second heat exchanger to further reduce the coolant flow temperature. The flow in the secondary passages is then directed into a 0.61 m 3 plenum that supplies the test plate coolant. To ensure the correct coolant flow is supplied to the coolant plenum, an adjustable valve was used to meter the flow. The mass flow exiting the film-cooling holes was set by applying the appropriate pressure ratio between the total supply plenum pressure and the exit static pressure. Using the documented discharge coefficient C d = 0.73 for this particular cooling hole and flow configuration where the ratio of coolant total supply pressure to mainstream static pressure is 1.0015 ͑Barringer et al. ͓11͔͒, the mass flows through the test plate were established. The effusion plate was constructed of 2.54 cm thick urethane foam with a low thermal conductivity ͑k = 0.029 W / mK resulting in a maximum conduction loss of 1.1 ϫ 10 −3 W/cm 2 ͒ to allow for adiabatic surface temperature measurements. The dense pattern of 730 cylindrical film-cooling holes was cut into the urethane foam using a five-axis water jet. The holes were arranged into 20 rows in the streamwise direction. The cooling hole pattern on the test plate is described in Table 1 and shown schematically in Fig. 2 .
For this study, the film cooling characteristics were studied at four different blowing ratios: M = 3.2, 3.8, 4.4, and 5.0. One parameter that is not representative is the coolant-to-mainstream density ratio, which is typically quite high in combustors. Typical operating conditions for the film cooling flow tests consisted of a matched coolant and mainstream temperature of 30°C. For the cooling effectiveness measurements, the mainstream temperature was nominally 45°C with a coolant flow temperature of 26°C. These conditions resulted in density ratios for all of the unheated cases of 1.0 ͑jet-to-mainstream͒ and 1.08 for all of the heated cases that were investigated. Adiabatic effectiveness data were taken for the blowing ratios: M = 3.2 and 5.0. For the cases presented in this paper, 9-13% of the total flow was directed through the secondary coolant passages for the effusion cooling while the remaining flow was directed through the primary passage of the test section. The flow accelerated 9-15% through the test section as a result of the mass flow addition. These flow conditions re- Table 1 Description of effusion plate geometry
sulted in a test section exit Reynolds number of 8.2-8.6ϫ 10 4 . The film cooling jet Reynolds number varied from 2.4 to 3.8 ϫ 10
3 .
Instrumentation and Measurement Uncertainty. A single fiberoptic laser Doppler velocimeter ͑LDV͒ probe capable of measuring two components was used to take flow measurements. To allow the measurement volume of the probes to reach the center of the test plate, data was taken with a 750 mm focusing lens equipped with a 2.6 magnification beam expander. This setup had a measurement volume of 73 m in diameter and 1.3 mm in length. The flow was seeded with olive oil particles that were nominally 1 m in diameter. The plane was acquired with the probe perpendicular to the flow direction. This allowed for the direct measurement of the local streamwise velocity component, u. However, in order to take measurements near the surface of the liner panel, the probe was slightly tilted at 8 deg, whereby there was little effect on the true wall-normal component measurements. The nominal sampling time for each measurement location was 20 s whereby 10,000 data points were acquired for each component. The probability of obtaining a sample was proportional to the speed of the flow; therefore, statistical particle bias corrections were applied to the data by weighting each individual sample based on the residence time of a particle in the probe volume. Multiple flow measurements at different locations showed good repeatability.
A Flir Systems P20 infrared camera was used to take measurements of the effusion test plate to calculate the adiabatic effectiveness at the plate surface. The camera captured the temperature of the surface at each image pixel location by measuring the total electromagnetic radiation emitted from the black painted foam plate surface. Two type E thermocouples measuring temperatures at the surface of the plate were used to calibrate the images to assure that the correct surface emissivity and ambient temperatures were being used to report the actual surface temperatures. Five pictures were averaged at each image location to reduce uncertainty in the measurements. The infrared camera was mounted above the top endwall of the test section 0.53 m from the test plate. The proximity of the camera to the test plate allowed a spatial resolution of 0.49 mm 2 / pixel, with a maximum image size of 410 cm 2 . However, the size of the test plate required five image locations and the additional step of assembling the infrared images into a correctly dimensioned composite image. Thermocouples were used to monitor the inlet and coolant temperatures. All of the temperature measurements were made using 30-gauge, type E thermocouples that were connected to a data acquisition system through 20-gauge thermocouple extension wire.
The partial derivative and sequential perturbation methods, described by Moffat ͓12͔, were used to estimate the uncertainties of the measured values. The precision uncertainty for the highest streamwise velocities was 0.8% based on a 95% confidence interval while the bias uncertainty for the mean velocity measurements was 1%. Precision uncertainties were calculated using the deviation of five images for each of the five measurement sets of IR camera images. The precision uncertainty of the measurements was ±0.086°C. The bias uncertainty was ±0.47°C based on the calibration of the image. The bias uncertainty of the thermocouples was ±0.2°C. The total uncertainty was then calculated as ±0.47°C for the images and ±0.22°C for the thermocouples. Uncertainty in effectiveness, , was found based on the partial derivative of with respect to each temperature in the definition and the total uncertainty in the measurements. An uncertainty of ‫ץ‬ = ± 0.017 at = 0.5 and ‫ץ‬ = ± 0.019 at = 0.9 were calculated.
The precision uncertainty for the highest streamwise velocities was 0.77% while the bias uncertainty for the mean velocity measurements was 1%.
Results
As was discussed, one of the objectives of this work was to determine how the film cooling flowfield develops for an effusion film-cooled plate. Prior to measuring this flow development, the incoming boundary layer was measured to characterize the inlet conditions. Static pressure measurements were also made along the plate to determine the local momentum flux ratios as a function of streamwise distance along the plate. To determine the flowfield development, velocity profiles were acquired at a number of locations, as indicated in Fig. 2 . These locations were chosen to chart the development of the film flow as it progressed down the test plate for the flow conditions I = 10.6 and 25.5 ͑M = 3.2 and 5.0͒ and a density ratio of 1.0. Velocity profiles were also measured downstream of row 20 for I = 10.6, 14.8, 19.7, and 25.5 to understand the effect of the momentum flux ratio. After it was found that the film flow became fully developed after the 15th row of cooling holes, lateral and streamwise planes were measured at row 15 to describe how the film cooling was interacting with mainstream and upstream film flow.
The following section will describe the results of this study by first describing the inlet flow conditions approaching the first row of cooling holes, results of the flow field measurements and then adiabatic effectiveness results for the entire streamwise extent of the test plate.
Inlet and Cooling Flow Conditions. The inlet conditions were measured at two locations upstream of the first row of cooling holes. To ensure inlet flow uniformity, the measurements were located at the center of the test plate and at 25% of the width as shown in Fig. 2 . These measurements were made of five cooling hole diameters upstream of the first row of cooling holes. Note that all profiles are normalized to the local mainstream velocity. The maximum percent difference based on the mainstream velocity between the two inlet locations was 1.6% for the streamwise component and 0.29% for the turbulence level. The inlet mainstream streamwise velocity was 2.3 m / s with a freestream turbulence level of 1.3%. The displacement thickness of the inlet boundary layer was found to be 0.86 z / d with a momentum thickness Reynolds number equal to 451. Figure 3 shows the two boundary layer profiles at the two different pitchwise locations that were measured. As can be seen from Fig. 3 , there is good pitchwise uniformity at the start of the plate.
The film cooling flow was established using the discharge coefficient and an inviscid calculation with the knowledge of the cooling plenum's total pressure with respect to the static pressure Transactions of the ASME at the hole exits. The static pressures were measured at the test plate centerline between every other row of cooling holes to accurately deduce the coolant discharge rate and local momentum flux ratios. It was found that the coolant plenum total pressure and surface static pressure difference remained constant within 3% indicating that there was a constant coolant supply in the streamwise direction. However, the accumulation of cooling flow increased the local freestream velocity, thereby decreasing the local momentum-flux ratio as shown in Fig. 4 . The local momentumflux ratio of the cooling jets was found to decrease by about 20% from the first to 20th hole row.
Development of the Velocity Profiles.
Velocity profiles were measured downstream of the cooling hole rows 1, 5, 10, 15, and 20 to determine how the film-cooling effusion flow develops and whether the flow becomes fully developed. These profiles were taken one cooling row downstream of the respective hole rows as shown in Fig. 2 . Measurements were made for the blowing ratios M = 3.2 and 5.0 ͑I = 10.6 and 25.5͒. Figure 5 shows the mean velocity profiles as the flow develops along the effusion plate for the lowest momentum flux ratio case. As the flow is injected from the first row to the 15th row, there is a continual decrease in the penetration height of the jet, as defined by the maximum streamwise velocity. The peak occurs at 2.4 d for row 1 and at 1.4 d for row 15 and row 20. It is also interesting to note that the continuous injection results in an increase in velocity for the outer portion of the flow ͑above the peak velocity͒. Figure 6 also shows that the streamwise velocities have two distinct local velocity maxima that emerge at row 10 and remain further downstream. This phenomenon was consistent at both high and low blowing ratios, as will be discussed. The most important information that can be gleaned from Figs. 5 and 6 is that for both momentum flux ratios the data indicate that the flow becomes fully developed at nominally row 15 in terms of a peak velocity, while the outer portion of the flow continues to accelerate from the mass addition.
Pietrzyk ͓13͔ formulated a physical model describing the flow field behind a high velocity ratio jet ͑V j / U ϱ = 0.5͒. This researcher identified a wall-jet layer generated by longitudinal vortexes created at the lateral edges of the cooling hole. This layer was attributed to generating the secondary velocity peak at the near-wall. It was concluded that the longitudinal vortices were the most detrimental flow structures affecting film cooling performance. Pietrzyk et al. ͓14͔ found that there was an influx of higher speed fluid into the wake region below the jet core causing a negative velocity gradient near the wall. It was also found that the strength of the longitudinal vortices scaled with the velocity ratio, which was essentially the main scaling parameter in this study. Lee et al. ͓15͔ also measured double peaked streamwise velocity profiles in the flowfield downstream of streamwise inclined jets in the crossflow. These researchers found that inclined jets induce a much higher wall-normal velocity in the jet wake region than normal jets, due to stronger secondary motion and a larger pressure drop gradient. Both of these studies considered only a single row of holes.
As was discussed, the location of the peak streamwise velocity was found to be dependent on the hole row as shown in Fig. 5 for I = 10.6. A similar result occurred as shown in Fig. 6 for I = 25.5. For row 1, the peak velocity occurred only slightly further off the wall for the I = 25.5 case relative to the I = 10.6 case. As the flow further developed, the location of the peak for the two flow cases occurred at nearly the same vertical location at z / d = 1.4. But, the velocity values for the I = 25.5 case were much higher than for the I = 10.6 case.
Turbulence levels were also compared for the two momentum flux ratios and can be seen in Figs. 7 and 8. Note that these turbulence levels are the rms of the streamwise and wall-normal velocity fluctuations normalized by the local mean velocities external to the film-cooled layer. The data in Figs. 7 and 8 indicate that higher turbulence levels occur at higher momentum flux ratios, which is expected given the larger shear in the boundary layer. Similar to the mean velocities, however, the wall-normal location of the peak turbulence levels is relatively insensitive to the momentum flux ratio.
Similar to the mean velocities that were shown in Figs. 5 and 6, the turbulence profiles become self-similar in terms of peak values downstream of the 15th row. In the near wall region, the peak turbulence levels for both cases decrease with increasing streamwise distance while the levels continue to increase with downstream distance in the outer flow region ͑above the peak͒. The turbulence levels in the near wall region also start to increase very close to the wall and become self-similar at nominally the 15th cooling row.
In analyzing these results, it became evident that both the mean velocity profiles and the turbulence levels at a given film-cooling hole row scaled with the injection levels. As a result, an attempt was made to analyze the results by using the momentum flux and the mass flux ratios as scaling parameters in plotting the profiles. Figures 9 and 10 show several row locations whereby the mass flux ratio was placed in the denominator of the velocity scaling parameter. These figures indicate a very good scaling of the velocity profiles using the mass flux ratio at each row considered. Momentum flux ratios were also used to scale the velocity fields, but did not indicate good scaling characteristics.
To further evaluate whether the mass flux ratio was a good scaling parameter, a number of velocity profiles were measured one hole row spacing downstream of the last row of cooling holes to gain an understanding of how the blowing ratio affects the 
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Transactions of the ASME accumulated flow characteristics. The motivation was to establish if the flow profile retained its shape, if the thickness of the film layer was affected, and how the different flow rates affected turbulence transport.
Profiles for a range of momentum flux ratios are shown in Fig.  11 with the corresponding turbulence levels shown in Fig. 12 . These profiles were measured downstream of the 20th row of holes, which was considered to be in the fully developed region. The streamwise velocity and turbulence levels scale very well to the mass flux ratio as shown in Figs. 13 and 14 for both the mean velocity as well as for the turbulence levels. Progressing from the wall, the velocity profiles begin to diverge, because of the effects due to interactions with the freestream.
Forth et al. ͓16͔ studied film cooling heat transfer parameter scaling for different geometries and flow and thermal conditions. They found that the cooling flow could be divided into "weak injection" and "strong injection" regimes. Strong injection indicated the presence of jet liftoff occurring at I Ϸ 0.1. These researchers found that the velocity ratio best scales heat transfer data in the strong injection regime. The velocity ratio directly corresponds to mass flux ratio with unity density ratio and agrees with the results presented in this paper.
Each blowing ratio creates a velocity profile with a doublepeaked nature that the authors believe is an inherent characteristic of the full-coverage effusion plate operating at high blowing ratios. However, this profile shape is highly dependent on the measurement location with respect to the cooling hole. The doublepeaked, profile is seen most readily in the range from x / d = 3 to 5 downstream of the hole center.
The turbulence level profiles indicate complex trends that correspond to distinct regions with respect to the cooling jet. Three peaks in turbulence level can be observed between two adjacent minima. The minima that occurs at z / d = 3 corresponds to a nearzero streamwise velocity gradient at that location. The peak in turbulence level at z / d = 1 is consistent with the shear layer at the bottom of the coolant jet and the drop in turbulence in the near wall region at z / d = 0.37 corresponds to the secondary velocity peak at that location.
Two planes of velocities were measured downstream of the fifteenth row of cooling holes for I = 25.5. The streamwise velocity plane shown in Fig. 15 gives u and w velocity vectors superimposed on a streamwise velocity contour. Figure 15 shows good streamwise periodicity evidenced by the z / d = 2 jet penetration height of the row 15 jet as well as the upstream ͑row 13͒ jet. It is clear that the cooling jet separated from the test plate surface as it created a recirculation zone extending no farther than one hole diameter from the cooling hole trailing edge. The flow quickly reattached to the wall which caused the second velocity peak that appears in the mean velocity profiles shown in Fig. 13 . Shown in Fig. 16 , the highest turbulence level in the flow field was 115%, found downstream of the location in the jet shear layer where the local velocity was 3.2 times the local mainstream velocity. It should be noted that the extremely high turbulence levels were due to the higher streamwise mean and fluctuating velocities in the cooling layer being normalized to the much lower local freestream velocity. As shown in Fig. 16 , the turbulence levels in the bottom shear layer of the jet were generally higher than the top shear layer indicating higher velocity gradients near the wall. The coolant jet core exiting the hole had turbulence levels between 45% and 50%.
Figures 17͑a͒-17͑c͒ show a plane normal to the streamwise direction with contours of streamwise velocity, wall-normal velocity, and turbulence levels. The appearance of a counter-rotating vortex is shown through the contours of the streamwise and wallnormal velocities. The primary peak in the streamwise velocity is formed into a kidney shape near the outer edges of the jet. Figure  17͑c͒ clearly shows that the peak turbulence is located below the highest streamwise velocity gradients. Also seen in Fig. 17͑c͒ is the turbulence convecting downstream from the adjacent cooling holes.
Cooling Effectiveness Results. Adiabatic effectiveness measurements were made on the effusion test plate for cases I = 10.6 and 25.5 in the region shown in Fig. 2 . This region was chosen to capture the cooling characteristics of all 20 rows of cooling holes. The measurement region captured six columns of cooling holes located at the midpitch of the test plate. Conditions were found to be pitchwise periodic over the measurement region as shown in Fig. 18 .
Contours of the adiabatic effectiveness shown in Fig. 18 show a slight improvement in cooling effectiveness at I = 25.5 relative to I = 10.6. The cooling effectiveness trends showed similarities to the film flow profiles. Since there was a difference in effectiveness levels at the 19th and 20th rows, however, it is evident that a thermally fully-developed condition is not reached at the same location the velocity field becomes fully developed. This is in spite of the asymptotic behavior of the adiabatic effectiveness for both blowing ratios.
Lateral averages of the adiabatic effectiveness show the exact same cooling behavior for the first three rows of holes. Similar trends for both blowing ratios were seen downstream of the third cooling row, with a slightly improved cooling effectiveness at I = 25.5, shown in Fig. 19 .
It can also be seen from the contours and the lateral averages that there is conduction upstream of the test plate, evidenced by the nonzero effectiveness levels at the leading edge. This conduction can be explained by the fact that the cooling holes are cooling the plate through convection within the holes. Also interesting about the contours and the lateral averages is the fact that there is an actual decrease in the adiabatic effectiveness levels near x / D = 10 before an increase can be seen. The reason for this decrease is because the jet penetration heights were very high at the leading edge of the plate, as was indicated by the velocity profiles. Moreover, these jets entrained hot mainstream flow to the surface by the longitudinal vortices, resulting in negative wall-normal velocities, revealed in Fig. 17͑b͒ . Furthermore, the rate of hot mainstream entrainment for the first three hole rows was the same for both blowing ratios, indicated by the identical cooling behavior shown in Fig. 19 . The penetration heights at the leading edge did not allow the coolant to effectively cool the plate until further downstream where the peak velocities moved closer to the wall.
Conclusions
An effusion cooling scheme was investigated through flow-field measurements and adiabatic wall temperatures. A range of blowing ratios were considered for the given cooling scheme for a design that contained 20 rows of cooling holes with equally spaced holes in both the streamwise and pitchwise directions.
The results of this study indicate that full-coverage effusion cooling develops into a fully-developed velocity profile at a nominal location of 15 film-cooling hole rows. The jet penetration for the first few rows of film-cooling holes was much higher than that which occurred for the fully-developed condition. The penetration height for the cooling hole rows was independent of the momentum flux ratio for the range that was considered at the fullydeveloped condition.
The most interesting aspect of the results was the indication that for an effusion cooling hole design, such as that considered in these tests, the streamwise velocity, and turbulence level profiles scale exactly with the blowing ratio. This scaling effect was found to hold at all measurement locations and all blowing ratios. This finding allows the profile shape and magnitude to be readily determined.
The velocity planes that were measured indicated jet separation just downstream of the hole trailing edge and the existence of the commonly reported counter-rotating vortex which serves to entrain hot mainstream flow toward the surface at the plate leading edge. Downstream, however, this effect serves to mix the accumulated coolant flow and provide a more uniform surface temperature across the pitch.
The cooling effectiveness of the film layer increased asymptotically at the same rate for both blowing ratios with only little improvement for the higher blowing ratio relative to the lower blowing ratio.
