Abstract. The concept of local growth envelope (E LG A, u) of the quasi-normed function space A is applied to the Besov spaces of generalized smoothness B σ,N p,q (R n ).
Introduction
The main aim of this paper is to give a unified approach to the question of determining the growth envelope for Besov spaces. It might be considered as an extension of [5] , as far as Besov-type spaces are concerned. In fact, the techniques used to deal with the so-called critical case considered in that paperand quite different from the interpolation techniques used in [4] -, together with some breakthrough related to what should be the form of a local growth envelope function, opened the way to the consideration of the problem of determining the growth envelopes of function spaces of Besov type as general as the ones considered in [7] .
Actually the idea of unification began in [5] , where in some parts it was not necessary to distinguish between the so-called critical and subcritical cases; this is used in the present work, as for the general spaces we consider now it doesn't make much sense to make that distinction.
We are thus able to completely determine the growth envelopes of spaces of the type B σ,N p,q (R n ), apart from some limiting cases where the techniques break. However, the situation here is not much worse than what happens for the classical spaces B
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A. Caetano and W. Farkas parameters in order to get the latter spaces, our limiting cases correspond to a limiting case for classical spaces where the picture is also not clear.
We give now a more detailed account of what is proved in the present paper. Functions spaces of generalized smoothness have been considered since the middle of the seventies of the last century, in particular by the Russian school, and have been again in the centre of interest in recent times. In particular because they are relevant in recent investigations in the theory of stochastic processes, where they appear in a natural way. For a short description of this and some historical remarks, we refer the interested reader to [7] , where other relevant references can also be found.
The main objective here is to characterise the ability of local growth for functions of the spaces B [19] and H. Triebel [33] have proved that E LG |B s pq (t) behaves like t s n − 1 p near 0 in the subcritical case and like | log t| 1 q near 0 in the critical case (with q standing for the conjugate exponent of q and where q is here assumed to be greater than 1, as otherwise the question is of no interest).
In [4] and [5] which may become apparent that we are pushing forward in a direction already followed by many other authors. We refer the reader to [33, 11.8 (v) 
We shall need the following notation with respect to an admissible sequence
Note that, in particular, γ 1 and γ 1 are the best constants κ 0 and κ 1 in (2.1), respectively.
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A. Caetano and W. Farkas To illustrate the flexibility of (2.1) we recall below an example discussed in [7] . Example 2.1. Let s ∈ R be fixed and
where Ψ is a positive monotone function on (0, 1], and there are positive constants b 0 and b 1 such that for all j ∈ N 0
Then it is easy to see that γ is an admissible sequence: we can take
2.2. Functions. The functions we are going to introduce now will be central in the estimates which will be presented later. 
is admissible and satisfies Λ( 
We omit the proof of this lemma, as it is quite similar to the proof of Proposition 2.5 in [5] .
Lemma 2.6. Let Λ : (0, ∞) → (0, ∞) be an admissible function and 0 < ω < 1, and let Φ u be the function from Definition 2.4. Then for any constants C > 0 and t 0 :=
The proof of this lemma is based essentially on property (2.3) and is quite elementary. The same can be said about the following proposition, the proof of which can, moreover, be adapted from a corresponding discretization result in [5, Proposition 2.7] . Both results will be quite useful in the sequel.
In particular, for any k 0 ∈ N and any K 0 ∈ N we have 
Function spaces of generalized smoothness
Function spaces of generalized smoothness have been introduced and considered by several authors, in particular since the middle of the seventies up to the end of the eighties with different starting points and in different contexts.
In [7] some of these different aspects concerning function spaces of generalized smoothness were discussed taking up some basic ideas from various settings but from the standpoint of a Fourier analytic characterisation. In particular in [7] an atomic decomposition for spaces of generalized smoothness was obtained and that result will play a key role in our later considerations, see Theorem 3.14 below.
Definitions and basic facts.
Assumption 2. From now on we will denote N = (N j ) j∈N 0 a sequence of real positive numbers such that there exist two numbers 1 < λ 0 λ 1 with
In particular N is admissible and is a so-called strongly increasing sequence (compare [7, Definition 2.2.1]), which in particular guarantees that there exists a number l 0 ∈ N such that
We would like to point out that the condition λ 0 > 1 played a key role in [7] in order to get atomic decompositions in function spaces of generalized smoothness.
It should be noted that the sequence N = (N j ) j∈N 0 plays the same role as the sequence (2 For a fixed sequence N = (N j ) j∈N 0 as in Assumption 2 we define the asso-
where l 0 was defined in (3.2). 
with appropriate modification if q = ∞. In order to keep this work at a reasonable length we decided to shift the problem concerning envelopes for F -spaces to a later paper.
One should note that if 1 < p < ∞ one can consider a weaker assumption on the sequence N in the above definition, namely λ 0 N j N j+1 , λ 0 > 1 (for any j ∈ N 0 ), as discussed in [7] . To extend the definition of the spaces of generalized smoothness to p = ∞, p = 1, and to 0 < p < 1, the assumption N j+1 λ 1 N j (for any j ∈ N 0 ) is necessary. The reason is, that we cannot use in these cases the above mentioned Fourier-multiplier theorem. A substitute of it is a Fourier-multiplier theorem which was proved in spaces of entire analytic functions with the help of maximal functions, see [31, Theorems 1.6.2, 1.6.3]. These facts are discussed in [7, Section 3] . [30] , [31] , [32] and [33] and the references therein. Further background material can be found in the books of D. E. Edmunds and H. Triebel, see [6] and of T. Runst and W. Sickel, see [28] , books in which the theory is complemented by several other aspects (entropy numbers, nonlinear partial differential equations, etc.). [10] - [16] and [20] - [25] .
It was shown in [7, Section 3.3] that the function spaces considered so far in this work cover (besides the classical Besov spaces B s p,q ) many other classes of function spaces of generalized smoothness of Besov type known in the literature.
Embeddings.
In what follows we will present some embedding results which will be useful when discussing envelopes for generalized smoothness but which are also of independent interest for the general theory of these spaces. We start fixing the notation. 
The ideas used in a proof of such result have been around for quite some time (see, for example, [26, Proposition 1.
js 1 and τ j = 2 js 2 (j ∈ N 0 ) then from the above theorem we immediately get: it was proved that we have the following identity at the level of zero smoothness:
In fact (3.3) was stated in [7] only for 1 < p < ∞, 1 q ∞, but it is easy to see, following the lines of the proof of Theorem 3.1.7 in [7] , that the identity holds for all 0 < p, q ∞.
As a simple consequence of Theorem 3.7, (3.3) and [31, Proposition 2.5.7], we get the following. We are now prepared to introduce the N -atoms (associated to the sequence N ).
Definition 3.12.
(
, then we will denote it by a jm . This concept generalises the smooth (isotropic) atoms from the works of M. Frazier and B. Jawerth, [8] and [9] , which correspond to N j = 2 j and σ j = 2 js with real s.
We give some technical explanations. The value of the number c * > 1 in (3.4) and (3.6) is unimportant (but it should be kept fixed). It simply makes clear that at the level j some controlled overlapping of the supports of a jm must be allowed.
The moment conditions (3.8) can be reformulated as D γ a(0) = 0 if |γ| L, which shows that a sufficiently strong decay of a at the origin is required. If L < 0, then (3.8) simply means that there are no moment conditions. The reason for the normalising factor in (3.5) and (3.7) is that in this way there exists a constant c > 0 such that for all these atoms we have a | B σ,N p,q c. Hence, as in the classical case, atoms are normalised building blocks satisfying some moment conditions.
Before we state the atomic decomposition theorem we have to introduce the sequence space b p,q .
(with the usual modification if p = ∞ and/or q = ∞) is finite. We assume that the reader is familiar with basic facts concerning rearrangements. These may be found in [1] , for example. In particular we shall need the sub-additivity property
By analogy, in the case of a (multiple) sequence (α m ) m∈Z n ⊂ C, its decreasing rearrangement is defined as the sequence (α * l ) l∈N , where
We also define
where
Proof. The result is obvious for p = ∞. As to the case p ∈ (1, ∞), the equality (which, actually, holds also for 0 < p 1) follows from [1, Proposition 1.8 in Chapter 2, p. 43] applied to the counting measure in Z n and the last inequality is due to Hardy and Landau [18, pp. 239-240] .
Recall that whenever a sequence N is considered, Assumption 2 is implied. The following lemma is an analogue to [26, Lemma 1.3.6] . Though it has an elementary proof, it plays a key role in proving the next proposition. 
Growth Envelopes of Besov Spaces
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The proof of next proposition is similar (up to the last part) to the proof of Proposition 3.7 in [5] , so we decided to omit it too. Recall q is the conjugate of q (with q = ∞ when 0 < q 1). 
(3.12) (i) There are positive constants C and D, depending only on n and c * , such that
where χ jl is the characteristic function of the set [CN −n 
14)
then the series 
Local growth envelopes for
Assume N = (N j ) j∈N 0 and σ = (σ j ) j∈N 0 are admissible sequences and for the first one one has λ 0 > 1. As to the inclusion
this is the case if
as pointed out in Remark 3.20. Though the inclusion (4.1) may also occur if (4.2) is false, we really need that assumption -and even a little bit more, namely
-in order to prove one of our main results (see Proposition 4.5 below). one needs extra information on the parameters in order to distinguish between "inclusion" and "no inclusion" -see [29] .
As to B σ,N p,q not being continuously embedded in L ∞ , one knows from Corollary 3.10 that only σ
is worth considering. Therefore, though the (extended real-valued, decreasing) function 
with the modification Step 1: Here we assume 1 < p < ∞ and q = ∞ and we prove (4.6) and the modified version (4.8) of (4.7).
Given f ∈ B σ,N p,∞ consider a corresponding atomic decomposition 
In particular, f is also the limit, in L p , of the series ∞ j=0 f j . This justifies the following inequality: 
where c 1 > 0 is independent of f and the atomic decomposition taken. For
where the inner sum is zero if [N
Let α be the smallest natural number such that
. Consequently, for any j and k with j k + α + 2 we have
and this implies
Moreover,
Since for k + 1 j k + α + 1 we have N j ∼ N k with equivalence constants independent of j and k (but depending on α) we can see that (4.12) holds true for all j k + 1 up to a different constant c 3 . So we can insert (4.12), for all j k + 1, in (4.11) and using Proposition 3.15 we get
Then Lemma 2.6, Proposition 2.7, (3.13) and Proposition 3.15 allow us to write
where the constants are independent of f and the atomic decomposition taken and we recall notation (2.2).
Using our assumption (4.3) and putting (4.9), (4.10) and (4.13) together, we get
for some c 6 > 0 independent of f and the atomic decomposition taken, and, with the help of Theorem 3.14,
From this it easily follows, in the case p > 1 and q = ∞, that (4.6) holds and, in particular, that
Step 2: We assume now 1 < p < ∞ and 1 < q < ∞ and will prove (4.6) and (4.7).
We start with the proof of (4.7) when v = q. Given f ∈ B σ,N p,q consider a corresponding atomic decomposition 
(4.14)
Based on (4.14) we get the following inequalities: 
so that from (3.13), Lemma 2.6, Proposition 2.7, Remark 2.8, Proposition 3.15 and a generalized Minkowski inequality we can write
due also to our assumption (4.3).
Putting together (4.16), (4.15) , and (4.17) we get
for some constant c 9 > 0 independent of f and the atomic decomposition taken. Applying the atomic decomposition theorem, Theorem 3.14, the case 1 < v = q < ∞ and p > 1 of (4.7) follows immediately.
To prove (4.7) for any v q (or (4.8) for v = ∞) one has only to apply [33, Proposition 12.2] . From (4.8) it also easily follows that, still in the case p > 1, 1 < q < ∞, that (4.6) holds and, in particular, that E LG |B σ,N p,q (t) is finite for each t ∈ (0, ε].
Step 3: We assume now that 1 < p < ∞ but 0 < q 1 and will prove (4.6) and (4.7).
Again we will start proving (4.7) for v = q. Using Lemma 2.6 we have
so there exist constants c 1 > 0 and c 2 > 0 such that 
To estimate S 2 in (4.22) let now j t k+1 . Then CN
] + 1)) so that, using (3.13),
]+1 (4.24) and, as in Step 1,
Inserting this in (4.24), and using Φ ∞ (α k ) c 12 σ
we get for S 2 , again with the help of Proposition 3.15
Putting (4.23) and (4.25) in (4.22) and using our assumption (4.3) we get
for some constant c 12 > 0 independent of f and the atomic decomposition taken. A simple application of Theorem 3.14 proves (4.7) in the case 0 < v = q 1 (and p > 1).
To prove (4.7) for any v q (even for v = ∞, in which case we are thinking on (4.8)) one has again only to apply [33, Proposition 12.2] . From (4.8) it also easily follows, still in the case p > 1, 0 < q 1, that (4.6) holds and, in particular, that E LG |B σ,N p,q (t) is finite for each t ∈ (0, ε].
Step 4: We will extend now the validity of (4.6) and (4.7) to the case when 0 < p 1. There is no loss of generality in assuming 0 < δ < 1 in (4.3). Then , and b ∈ q , then (4.31) is an immediate consequence of Theorem 3.14.
Consider now that b j 0 for all j ∈ N. Let C 1 , C 2 and C 3 be the constants associated with the fixed φ, as in Lemma 4.6. Note that whenever x ∈ R n and k ∈ N satisfy the relation C 3 λ 
