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Over Ehrenberg 1 s toets voor het probleem van~ rangschikkingen 
door Ph, van Elteren; 
-- --(voordracht in dei serie 11 J\.ctual:i,teiten 11 van het Mathematisch 
centrum op Zate ag 26 oktober 1957) 
1. Inleiding. 
Stel dat m waarnemers onderling onafhankelijk ieder J~n waar-
neming verrichten aan elk van n objecten. De waarneming van de 
O(e waarnemer aan het 113 object zij J/"°, Wij onderstel , dat 
~ ~ 
x,.,(.. een waarneming is van een stochastische variabele -c: met ver-
del functie r:t(:;r_~), Wij beschouwen hier toetsen voor de hy-
pot · e 
= { (o-;){ x.) ::;; . . . . :::;; 
tegen alternatieve hypothesen: 
( 1) 
.) 
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~re ge·val: 
x+ 
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onderzoeken, welke gebaseerd ts op de som van de rangcorrelatie 
co~ffici~nten van KENDALL (1938) (eigenlijk van LIPPS (1905)), 
van genoemde vectorparen. Onafhankelijk van Ehrenberg, is deze 
toetsingsgrootheid ook voorgesteld door TERPSTRA (1955-1956), 
die haar in een meer algemeeu geval dan het bovenstaande onder• 
zocht heeft. Hij heeft aangetoond, dat haar verdeling onder de 
hypothese H0 voor grate n convergeert nnar een normale verdeling. 
Het bestaan van het artikel van Ehrenberg, was doo~ ons tot voor 
kort niet opgemerkt. Vandaar het feit dat de toets in de aankona1-
ging :an d~ze voordracht naar Terpstra was genoemd. In deze voor-
dracht zullen wij niet ingaan op de generalisatie van Terpstra; 
het hoofddoel is hier voor hetd.oor- Ehrcnberg be:echouwdc g1....V'.'l na te 
gaan water gebeurt met de verdeling van de toetsingsgrootheid 
onder /10 als m toeneemt. 
~. Definit~e van de toetsings5roo~he1d van Ehrenberg. 
De rangcorrelatieco~ffici~nt Y8n LIPPS-KENDALL voor de vectoren 
x.6x) en x93) is op een factor na ge li jk aan: 
waarin 
(aj cie/. Z · · -.;;;[ Si.an. SJ J 
Op dezelfde constante factor na, wordt EHRENBERG 1 s toetsingsgroot-
heid gedefinieerd door: 
(2) T~ ~77 =-L L x~~ r,.0) = J_ Z/Z:/1Yi.._ .l.?t Z(zc~J~ 
o!.<.fa cJ.f i<J «<fo <,J V 2, i<j l (X ".J / 2, G<,/ o(, :J 
Wij zullen nu aannemen, dat voor iedere ol, de waarden van de groot-
heden x;o<J verschillend zijn. Dit is behoudens een kans O het ge 
val, indien de verdelingen ~~{x) continu zijn. Het hier volgende 
betoog kan met kleine wiJzigingen ook gevoerd worden voor het ge-
ro:-J 
val, dater onder de grootheden x~ groepen gelijken optreden; 
l 
hiervoor wordt verwezen naar een binnenkort te verschijnen publi 
catie (VAN ELTEREN (1957)). 
Onder de gestelde voorwaarde zijn alle 
Dus is.; 
(3) 
als 
T -M/. 2 1 () 
--;:,-::..-,Z·•-7-:-;rL'rc.h-1, ~ i<:_i (4 ...,. , 
z.9. gedefinieerd wordt door: 
&,:) 
z- ==+ 1 . 
l.j 
I 
. r1v . = ·i-r.. - z L r-z, (r:J.)_ 
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'-,,;J cX C,J 1 
De grootheid Zc:,/ is behoudens de factor m~·2 de toetsingsgroot-
v , • (ex) (ot) 
heid van de telcentoets toegepast op ae verschiller< , x, - ~✓- • 
Uit (3) volgt, dat men de toetsingsgrootheid van Ehrenberg kan 
berekenen door ( ~z.. J maal de tekentoets toe te pass en in plaats 
1 l'Y: \ " -· ,. 
van e, 2_.") maal de rangcorrelatietoats. vBn LIPPS-KENDALL. 
Onder de in de inleiding genoemde alternatieve hypothese 
rT7 
zal J_ in het algemeen grotere waarden aannemen, dan onder de 
hypothese /{ • Bij een onbetrouwbaarheidsdrempel £ zullen wij 
dus een kritiek gebied van het type T?:.. Te kiezen, waarbij -;E..-
de kleinste waarde is, die doorT kan worden aangenomen, waar-
voor geldt: P [ T > Ti ! /{] < E. . 
Voor de bepaling van Tl_ dienen wij de konsverdeling van 
Tender de hypothese Ho althans b1j benadering te kennen. Aan-
gezien }l de hypothese ~; impliceert, inhoudende dat voor ie-
. ' (o(\ (c<) dere o(, alle permutatJ.es van de gevonden waorden ~ J-.... :; JS,, over 
de n ob~Jecten even waarschijnlijk en deze m permutaties onafhan. 
kelijk ziin, kan men volstaan met het onderzoek van de verdeling 
van Tonder !-!/. 
Voor dit onderzoek maken we gebruik van de eenvoudige iden-
t1teit: 
(4) 
waarin 
-<:::::, '.2,; _, / "-r ~ 2, ~'1 4--J ~(:J· = h.., ( L._ ... Z, + L----1 
<-<. ., '- J<k<f. J 
z~) ;),: t, 
.., J 
en 
z. def 2~ z .. (., i \{ 
S; k,12 d_~~ ~ik + zk,.R, ·r Z.; · • 
/4) . ,-- ,j In de ui tdrukking \ is ,2 __ z?- op een cons t ante f c2C tor n2 
'· .. de toetsingsgrootheid van FRIEDMAN (1937). 
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Daaruit volgt: 
( 5) 
..JJ 
(.;-f ~·1 -o 
.;:, :;;:.~ &J., KJ!. -- voor iedere i, j, k en 1 s ( 6) 
J2 y?., __ ()(~ _ \2, ~ .J} 2 n ~ /} 
0 ~('. - "0 4--,- f (, , ) = ~-- -• ~ L. + ;i__, L..--f) 0 6- • • "?; · Ii = 
'J cj, j ,j 1<-e lj <:,L 
. , /11.-7) +; (n-1) (n.-2) =; (n,-1) (rt+'f) 
en voor J,"'f-r-:. 
-f_, ·z,. Zr. = ·f, ( ~ Z; ·) ( L Z. ,,)1 = - -6 z.2k + L -£ z,~i zk: . _j_ 
_..,_i,:;: ··1 -·'?/ ✓ I) -k.t:, -l.., '(•·· -')-J/ 1 
' J .-(. j J Jf.,<Jj:f=k) -2 ""'p ~ ...J> I . I(· \ 
-c, ~- k '?;, n + ?-. - .. t..! Z::.i Z. ,, . = - :1 + z·fn,-'J\_ ~ (ra-2)==--~ n.+1J 
-G(.p,,'..,+.k) t, K1~, J(~<t:,::pis;• •:, k.,i., v · "-,1 .,;J Q 
Dus wordt de covariantiematrix van de variabelen z. gegeven door: 
-c --
'-£,z, z:. ':".". :f (n+1 )(,LS.· -1) 
-c., -;; i 1..,J 
t r c1~ f. { 0 a 1 s i.. _1- ,· me oG·. = , =-r-cr 
'] -1 r1 l s · · 
( 7) 
• -:;- ~..;.. C: - L, :=""J 
Nu lS: L...._ z.. = L. z .. = 0 
l, -~, (,j -L'J 
dus 
Dit 
( 8) 
is: 
Yl- n-1 . h-l 2..1 
_j ")' z: 2.. -1 f ~- 2. (( > ) ' 
fl, ~- ---=[. = n ~:::::- ?i.. + .::__ ?, i. ( -
C I ,.1 _ 1 c-1 ~ 1 L"'l .., 
--J r 0 ~ ~ 2 , ~ ~- z:.. z. 1 :;;::: n ~ ,:., ~- f.o: i.. -r L.._ f---. _ i:_ _ • r. 
L c~l i,~, j=-•l/.¾c) J J /I (j 
is een kwadrat i.s c he ,:onn met matrlx .A ""'I a~ •1 
,J gedefinieerd door: 
Men toont gemakkelijk aan, dat het product van deze matrix en de 
rr:,r1.,_r1 1'x (7) tTe1·- G. "I 2 n 1 • . ' 1 r, ·n 1 er:·r, d·1· ""gora~l at' ' 
~cl.,._ l _, ·== , ~111'J<S.--1Jf==1 5 c..,"'""li' -  ,c ........ ,o:::;i .. l Cl. ....... fflc.1I'lX 
is, met diagcnaal elernenten: ~ (n+1). t.ls u dus de vector 
(..,,, ---;1' -,~ ) ,·rcrc,te·1t •l,.:,, 
\ ~/) '=1..)·····) .'.c::h.-1 •/U - ,::i .• "J .L,.o • 
dan ~wee iGdices hetzelfde hebben. 
Dus is: 
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indien geen der indices i,j,k en 1 gelijk is ran n. 
Nu iB: 
Zj! ki i., = zJ; le, n + ~; n)!_ + 7... n_,k, .l 
vrnarui t volgt: 
n-2, n.-1 
n..-2 ""'-~ L 'l. 
·,-, - 2___ z , k ""' 
,,_ J°""-1 k=J+t J, J'u 
n-1 :r•_ ~-t ;f!., Z 
' :-;- ' ·1c z..-,' J=I k1r~1 ..e=-1+1(1'k) J1 in. J,--{._,n,, 
Dit is een kwadratische vorm in de var{abelen 'ZtJ n., met 
'1 < -L <.i :::;, YL-1 met matrix B= )b,, ·)t ,_ O\ h ~ l,<j S Yt.-1 ~ 1 S: k<,t ~ n-y 
= CJ ·- ' (. "';_J , ~ K, t,) ' -• 
gedefinieerd door: 
-~. ;\(k /)) de.~ n, -1 /-6. I + J(, t_ +rSJ, k-.£ i -€)+bl. L- ~J- l - ~- (/ gJ. k. 
~'(-' ' ,_.;;, \._ L' i<(. - , l '/ j ~ '\ ; I..,<. J • 
Men toont nu gemakkeliJk aan 3 oat het product van deze 
matrix end~ matrix gedefinieerd door (10) met de beperking: 
1;;;. r:-<i ~ }1,-1 een diagonaE,l matrix is met diagonaal elernenten 
JI_. Als V dus de vector( z,,.,. z. Z . ) vocrstelt is 
~- ,-<,,n..,-1,J;n ... ,',.,,., ->,,-j., Tu""li'l'\., 
dus: 
( 11) 
">~ "7 ?~ 
..:±. L~mietverde lin~ van t;g· !:::t:,1 .. 
~iJ beschouwen nu nader de in de vorige paragraaf gedefinieerde 
vsctoren 0: en v--- • Vo lgem:, , er. be kende s te 11 ing ui t de matrix -
rekening bestaan er v1erkante matrjces C en D r;,:t rlsf:i. ,, .. Ji ln 
½(n-1)(n-2) rijen en kolommen, zodanig dat: 1 ) 
ug { C t_(, j ( C !!) 1= e (-€:, ~- ~-!: 'j C f ,~ ~]~ - I 
C'C 
3 r, 
---· 1-t 
~-- /":.+I - en 
D'D = 3E 
T ,.<=! oeii-- "t'i"J. i. ;· -~le ,·c 0. c, 0 ,~t 7' Y' e ·o. C 
..,<...)_.,,--• V 1 '.:::_ \.- QTJ\_,·, l!l 1 .,!..11 t~l vector(C\uD,,.,) voorstellen met 
--- --·· (n-·1) :}(n-1) (n-2) (n-1) componenten. Deze vector heeft o er 
de hypoth.ese //0 de vc,lgenc1e elgenschappen: 
a. Het is de scm van m stochast1sch onafhanksliJke stoch2stische 
vectoren, 
b. De verwachtingswaarden van al zijn componenten zijn O, 
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c. De waarden door deze componenten 2angenomen, liggen in een 
begrensd interval en dus voldoen zij aan de Liapounoff-
voorwaerden voor de geldigheid van de Centrale limietstelling. 
d. Hun cov2r:Lantiematrix is voor ieclere m de eenheidsm2trj_x 
r--/ Uf n,(n.-1). 
Hier ui t vo 1gt J dat voor w cie centra le 1 imiet s telling voor 
stochastische vectoren geldt, en 6us dat de slmultane verde-
llng van de cornponenten vc1n t'.'.:. voor n't• w nadert tot de multi-
"--4 
monale verdel1np; met cov2riac1t1E:m2tr1x J..!..r..Jn- 1), Dlt is c1e 
_. 2_ l 
simultane verde1ing van ½n(n--1) onafhankelijlG? normaal verdtael--
de variabelen met verwachtingswaarde Oen variantie 1. 
Nu is :1 
:L (n.-1)(.rHLJ 
~-=• . 2 . 1 . Ir . ) 1( -, ) 1 1 ' 11 ) 
L__ ~Y(: =0 1~! I!} ==~ (;-) :.-c_ .., C ~. ·r (/J 2:_) (!) x .1 = 
(""/ . 
1 tJ 1o , - 1-,-.,., 1 3 1A , "'.) 1--n S:, (_,1 L> ~!o• T V . .!-).IJ ':!., = li.,-\•i !~ ':J.. -f-•O ::'. Jj L 
Beic1e termen ziJn sommen van kv-12H}raten van componenten v8n c, ... r, 
r, 
dus ~;n verdelingen naderen tot X~-verdelingen met aantallen 
vriJheidsgraden gelijk aan• de aantall~n kwadraten die in de 
sommen voorkomen (resp: n-1 en ½(n-1)(n-2)) 
Dus nadert de verrlelins van: 
Z1 ~"':r 
tc,t de 
he tds 
f.e ver 1u1g van 
~(n-1)(n-2) 
r.:. ' \ 
(·12) 7 =3 "'<·- Z ~"'1 " \ = '11 'rl ........ :.-1 \ Z. + Z. _ t:.:. - . . ,. . . ' _, I ,, 
t_,. ;) --•, {) ,.;_ /.{.,. j V ,./ _ __, -~ j(.r-.(t. - ~ 
nadert dan tot de verdeliDg van 
( ., ) / 01;\c I \/ 1 J )( __ _'._, ( TL+·1 \ /'. .. ·+ X 
-- '•o ✓ '-"""' I - L 
5. Nader onderzoek van de verdelingsfunctie 
Het is vans 
07 µ l·.L' noo· V oc:·r1 y '1'1 i ·1· 1-,c,nari 00 1°i· l1C' ·r10y'rn"' :C'i 1. 
,._, ~ . ~-\ _,. - ~- ~.r "-' L. ,.__ ..... ~ b ..L , C,1 - " ,,i omdat 61t hct geval is 
rrrt ;Y en x2 . Dit VO out trouwE:ns ook ult cle onc'(erzod'."1' "t•l.,CcF'f"l v;=1 n1 l1i C ~\ I _ ... ~ _, _ _ _ _ 
TERPSTH/1 ( 1955) 1 cEe de lim1stverdeling 
. 
schouwd 1·1eeft. 
\ ,I De grootheid 6 kan beschouwd warden 2ls ee~ kwadrotische 
vorm in normaal verdee1de grootheden. In de literatuur warden 
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verscheidene methoden gegeven om de verdeling van dergelijke 
vormen in een reeks te ontwikkelen welke echter in het geval 
\/ 
van/\ slecht conver ren:Voor en{,.;JL kleine waarden van n 3 is 
de ontv-1ikke ling van ROBBINS en PI ( 1949) te gebr'tiken. 
. dt O d 1 .D ' 1X\ \/ . ld . Hierbij war ae ver e ings1unctie (~van A ontw1kke in 
verdelingsfuncties f~ (X) van 2, -verdelingen met v vrijheids-
graden: 
F{X) 2-k'F: . 
·- ~; l. n 111.;-J) + Zj J-·O J <, \.. • ' .) 
waarin 
.'
// d~f (n-3+'2.)(r1,-3+4). (n-3. +2j) ·( 71, ~J( ) r\, -----.--"'-- ----- h+1 J :2, U_ 2 h' " , J • 1.-t I ~ 
I (h-U 
Voor oneven waarden van n kan een o wikkeling in een eindig 
aantal termen warden gegeven. 
n=3. Dan is volgens (13): 
j beperken ons hier tot het geval 
25: = ft;;_ + X'" 
-I ?., - ~. . 
waarbij x'· een V var:t.ar)ele 
- ;) /'\_,, 
van wij de ve eli die 
func tie (als boven) '°'e-t F"" lll ' / )) 
met lJ vrijhe 
hE:id aanduiden 
• De verdel:L 
P [ 4?12 $ :>cj = f-1 = ?.,--1 [ [ ( \ l~I 
-- -- ·/.i ·,," IJ 
/4, 
en d.e verdelin.gsd1.chtheid van wordt 
/ 
I 
·1-I 
-ZY ( n ~ - 1,1 j e, 
en voorstelt, waar-
Y (x) en de verde lings -
ct:Le van t;,/ry rdt 
-/ 
X. 
- 1-f 
I 
L - J, 
L, 
) 
J 
ge voor de verdeli dichtheid van de aom van 2 onafhankelijk 
ve continue variabelen, die alleen 
C) 
name met L) 
(x 
0 
of met; t = 
2 ) Zie b.v. H. Cramer (1946) p 191. 
I 
-r-
s1tieve waarden aan-
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Dan is: 
m=3 1x= 3 11 19 27 
-P [l ~ XJ 1 0,53 0,19 0,03 
P [~ ~ XJ 0,77 0,29 0,11 0,04 
m=4 IX= 12 I 24 27 36 
-P[~ ~ X] 0,30 0,069 0,042 0,005 
-P[X ~ X] 0,26 0,058 o,o4o 0,013 
m=5 IX== 11,4 I 25,8 30,6 35,4 
-P[Z~XJ 0,38 0,047 0,024 0:;009 
-Pr X ~ X] 0,28 0,046 0,025 0,011.~ 
- -
mc6 l X= 12 I 24 28 36 
P[z?::X] 0;31 0,061 0,037 0,008 
-p -x::, L - X] 0,26 0,058 0,035 0,013 
Men, ziet, dat de benadering van de verdeling van Z door die van 
25 incierdaad beter wordt bij toenemende m. Verder blijkt de benade~ 
ring het beste te zijn bij overschrijdingskansen in de buurt van 
0,05 (Xin de buurt van 25). 
6. Enkele opmerkingen over het verb 
Friedman en Ehrenberg. 
tussen de toetsen van 
De grootheid in (12) is een lineaire transformatie van e t~et-
sings ootheid van 
de grootheid. van 
, Z 1een dergeliJke transformatie van 
Uit def1nitie an 2. volgt dc:t deze oothe1d voor n=2 
identiek is aan 0. De t~etsen van en ZlJl1 llS 
e valent voor n=2 en komen dan overeen met 
toets. Zij Z~Jn eveneens equ valent, indien de 
pen gelijk vertonen en wel zo, dat de grootheden 
e-
oor 
ie re o< niet me,:r clan 2 verschillende waarden aannernen. Bij be-
naderi geldt dit o voor rs 
tot gaat voor ten naar O (de variantie van s van de o 
2 ~ 
n J e van (n+1) _ 1v2:n orde n-1 ). 
De asymptotisc relatieve doeltreffendheid van toets van 
ie ten opzichte van de corresponderende variantie-ana e-• 
toets is onderzocht door van QC V1"IN 
Het at e ij om de limit o 
waarde van m nodig voor v rJ .. c1 ntle na 
m vereist voor de toets van Frie n 3 om ij 
baarheidsdrempel eenzelfde onderscheidi ve 
en 
., 
.L van_ de 
ts c.::n de wa rcl.e 
ze de onbetrouw-
n te bereiken 
ten opzichte van alternati ven van de gedaa e 
aDrinde \ten Cll.S t z jn 
Genoemde limie bl kt t 
1c1t f? ::.:, ()V f; e 
tr·e ff id van de tekentoets. Voor 
ge t dan zowel voor de toet 
nberg, Een onderzoek is no 
van e erg 1 s toets voor 
t . :::::\) ~ 
-Le \/ 
t 
tf:' 
ZS 
e no 
ls voor e 
1 
oe 
d t 
e;ts v 
d(~ 1 0 1 effenclheid 
in ie er 
af van ruikt onbet idsdrempel en an de rden 
r 
n r t,,, la sobject vormen e bruikb ar-
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heidseigenschappen van beide toetsen. Men stelt zich dan de vraag 
biJ welke 21t~rn~t1cve hypothessn de t6etsen met zekLrheid 
tot verwerping van H0 gaan leiden als m toeneemt. Het blijktJ dat 
de verzameling van alternatieve hypothesen, waarvaor de toetsen 
bruikbaar zijn, uitgebreider is, dan de door (1) gegevene. In-
dien wij ans beoerken tot continu verdeelde grootheden en de 
vec toren X(D<"1 ta~ is tis ch anafhanke 1 i jk anders ;e llen v ind en wi j, 
dat het bruikbaarheidsgebied van de toets van EHRENBERG b1:::staat 
uit alle alternatieve hypothasen waarvoor 
~ ;J_ _1_ '"' n r x co<) x, c"'0J -:J. L Jr. . - ,VJm._ -m, ,:;,__, ,- L _- . < , I :z lj ITL ..:,.o::, c<, u cf .;, 
voor tenminste i&en paar ( j_J j) ( /~ i<,_;~ YL ) • 
Bij de toets van Friedman wordt dit gebied gegeven door alle 
alternatieven waarvoor: 
-ru 
"'--, j;_,' 7C2/ f- {- (n-1) 
i "F'- , , . 
voor lenminste een 1. 
Het bruikbaarheidsgebied van de toets van Ehrenberg bevat dat 
van de toets van Friedman, doch niet omgekeerd. BiJ n=3 behoort 
bijvoorbeeld het geval: 
7t;, ?_ = 7li, 3 = n1,, =f -l 
tot het bruikbaarheidsgebied van de toets van Ehrenberg, doch 
niet tot dat van de toets van Friedman. Dit geval doet zich 
b:L,jvoorbeeld voor ., indien voor iedere o-C geldt: 
Men kan 6Lt grotere bruikbaarheidsgebied van de tocts van 
Ehrenber·g " ' -11.iet Z()L10CI1 rneer als een voordeel voor deze toctE, be-
schouwen, in het biJzonder niet indien men de toets w~nst te ge-
bruiken voor de modellen in de inlciding beschreven. 
Cancluderend kan men zeggen, dat de toetsen van FRIEDMhN en 
EHRENBERG e lkaar we :Lnig ant lo pen, , ;2t betr(:: ft hLL1 t:igens chappen 
onder alternatieve hypothesen. Om practische re~~nen zal de toets 
van FRIEDJVIJ~N, omdat zi j een eanvouc1iger te berekenen toetf;:' ":gs-
gr·oothe id be zit 3 waarv an de verde 1 ing onder de hypo these i/0 c;e -
makkelijker te benaderen is, althans voor kleine waarden van n 
en grate van m, de voorkeur verdienen. 
,... 
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