The Stoner-Wohlfarth is the most used model of magnetic hysteresis, but its computation is time-consuming. We use machine learning to approximate piecewise this model by easy-to-compute analytic functions. Our parametrization is suitable for fast quantitative evaluations and fitting experimental data, which we exemplify.
INTRODUCTION
Mathematical models [1, 2] , databases [3] [4] [5] , and machine learning techniques [6] [7] [8] [9] [10] are extensively used for materials discovery [11] [12] [13] [14] . Known analytical approximations and predictive estimates [15] [16] [17] [18] [19] [20] greatly simplify those efforts, especially for magnetic materials [21] [22] [23] [24] [25] . There are several competing methods for approximating a function.
A smooth function can be approximated by a basis ex-
pansion. Examples are a Taylor expansion, a Fourier series, a basis of gaussians, etc.
2. Any piecewise-differentiable function can be approximated piecewise by the rational functions, which may have poles. An example is 1/r.
3. Any continuous function can be approximated by a deep learning network (DLN), which is not differentiable [26] [27] [28] .
Preference is given to a more precise approximation with fewer fitted parameters. As a bonus, the rational functions and many analytic basis functions have known derivatives. Thus, for smooth or differentiable functions, methods 1 and 2 are preferable to DLN #3. Combining a functional mapping with method 2, we approximate the Stoner-Wohlfarth (SW) piecewise-differentiable m(h) curve (Fig. 1 ). The SW model [1] describes the hysteresis curve [29] for a random distribution of non-interacting uniaxial particles whose magnetization reverses through coherent rotation. It remains the most popular model of magnetic hysteresis for hard magnets [2] . The SW model [1] presents the magnetization curve m(h) in terms of the reduced magnetization, m = M/M s , where M is the magnetization and M s is the saturation magnetization at infinite field, and h = H/H a , where H is the applied magnetic field and H a is the anisotropy field of the material. Subsequent modifications [2] have included the effect of interactions in the model. Unfortunately, the SW model has no analytic solution, so the calculation of the SW function requires the numerical integration of the m vs. h curves for a distribution of particle orientations, where each individual m i (h) curve is obtained by minimizing the energy equations for discrete values of h. In real systems, the assumption of coherent rotation invariably fails in the second quadrant, where either domain wall motion or other modes of demagnetization (such as curling or buckling) provide lower energy paths. Nevertheless, it has been demonstrated [2] that the M (H) curves of hard magnetic materials can be well described by a five-parameter fit with M s , H a , an interaction parameter (demagnetization factorγ), and the mean H S and width ∆H S of a switching field distribution (SFD). Furthermore, since the SW assumptions are generally valid for the fitting of first quadrant demagnetization curves, such fits yield accurate values of M s and H a . This is important in determining a detailed dependence of M s on temperature T or composition c from experiment, since M s is often approximated by M max measured at the highest field H max . Since H a (T ) is a function of temperature T , this results in an additional factor in M (T ). The same is true when the dependence of M s on composition is being investigated in an alloy.
While the calculation of the SW dependence m(h) is straightforward, using the tabulated values to fit experimental data is cumbersome [30] [31] [32] [33] . The utility of the model can be greatly enhanced by an analytic parameterization of the SW function m(h), so that experimental data can be fitted easily. The SW data [2] was calculated to a precision of 7 significant digits in m for steps of 0.001 in h ∈ [−20, 20], with known exact values of m = ±1 at h = ±∞ and m(0) = 0.5, see Table I . The resulting numerical dependence m(h) is then parametrized piecewise by three analytical functions with domains at h ∈ [−2, −1), [−1, 2], and [2, +∞), see Fig. 1 , and by two inverse analytical functions h ± (m).
The SW model predicts a kink in the second derivative d 2 m/dh 2 at h = ±2, which is well reproduced by the functions m 1 and m ′′ (2) , see Appendix.
PARAMETRIZATION Direct m(h)
We approximate m(h) by 3 analytic functions ( Fig. 1) :
We denote m 0 ≡ m(−1) ≈ −0.05284686, see Table I . The whole hysteresis loop can be constructed using the inversion symmetry, which transforms m(h) → −m(−h); for example, 
, and we fit this squared function. At h = 2, there is a well-known kink in the second derivative d 2 m/dh 2 , experimentally observed using the singular point detection techniques [34] .
Using machine learning, we perform a piecewise leastsquares (LS) fit of the following functions (with coefficients in Table II) : Fig. 1 and Table I . Each function is accurate within its domain, see Appendix. 
Inverse h(m)
We also parametrize the inverse function by
A single analytical function h + (m) in the first quadrant ignores a kink in d 2 m/dh 2 at h = 2, but covers both m 2 and m 1 . Similarly, h − (m) is the inverse function for both −m 1 (−h) and m 3 (h), see Fig. 1 . First, we map h ∈ (−∞, +∞) onto y ∈ [0, 1] using the transformation y = 1/[(h + 1) 2 + 1], and piecewise fit y(m) by two rational functions: one increasing and one decreasing. Next, we substitute those into the inverse transformation h = −1+sqrt(abs(−1+1/y)), where sqrt(x) = √ x is the square root and abs(x) = |x| is the absolute value (needed only near h = −1). We get
with coefficients in Table III . Here h + is expanded in terms of (m − 1). The error in y[h(m)] with h ± (m) approximated by eq. 4 is below 6 × 10 −4 . APPLICATION Experiment. The magnetic hysteresis loop was measured for the ribbons of an Ames rare-earth magnetic alloy. To prepare the ribbons, ingots with composition (Nd 0.80 Pr 0.20 ) 2 Fe 14 B were prepared by arc melting materials of constituent elements in argon atmosphere. Melt spun ribbons were prepared by inductively melting the ingots in quartz crucibles and ejecting the melt onto a single copper wheel at 30 m/s surface velocity through a 0.8 mm orifice. Melt spinning was performed in 1/3 atmosphere of high purity He gas. The as-spun ribbons were crystallized by heat treatment at 700 • C for 15 min in 1/3 ultra-high purity argon atmosphere. Magnetic hysteresis loop was measured at 300 K in a Quantum Design vibrating sample magnetometer with maximum applied magnetic field of 90 kOe.
Analysis. Eq. 4 can be used to fit a measured data at H > 0, taking into account demagnetization:
whereγ = γ/4π is a demagnetizing factor. Using a sufficiently large initial guess of M s to avoid a singularity of H(M ) at M = M s , we fit experimental H(M ) data at H > 0 by 3 parameters (H a , M s ,γ) in eq. 5. The result of fitting the measurements at H > 0 by eq. 5 is in Fig. 3 . We find H a = 41.55 kOe, M s = 12.54 kG, and γ = 1.2.
Due to the switching field, demagnetization data deviates from the SW model (or its parametrization) at H < 0. A fraction of the reversed magnetization can be approximated by a sigmoid curve S(x) with two parameters (H S and ∆H S ) in the argument x = (H − H S )/∆H S .
We use S L (x) = 1 2 (L(x) + 1) with the classical Langevin function L(x) = coth(x) − 1/x. Its first derivative is a bellshaped curve: Comparing the upper branch of the experimental M (H) data to the two branches [m(h) and −m(−h)] of the parametrized SW model, we get a fraction of the reversed magnetization, see Fig. 4 . By fitting it to S L , we get H S = −12.44 kOe and ∆H L S = 0.484 kOe. Its derivative is the switching field distribution (SFD), which can be approximated by eq. 6.
SUMMARY
We have provided a convenient analytic approximation for the Stoner-Wohlfarth model [1] , suitable for quick and easily computations. We applied it to the measured magnetic hysteresis loop and fitted the experimental data by 5 parameters: M s , H a ,γ, H S , and ∆H S . Our easy-to-compute analytic functions serve as useful tools for description of magnetic materials, that facilitate materials discovery [11, [35] [36] [37] . 
Analysis of m(h) fit and its derivatives
The fitted function m(h) and its derivatives are shown in Fig. 2 . Difference between m(h) and its fit by the analytic functions m n (n = 1, 2, 3) from eq. 2 is within the numeric noise. The first derivative of m n is indistinguishable from dm/dh for the model. The inset in Fig. 2 shows that d 2 m/dh 2 is reproduced well at h > 2 or h < 1.7, but not at h = 2 − δ. The 2nd derivative of m 1 (at h ≥ 2) coincides with the model, while d 2 m 2 /dh 2 deviates at h = 2 − δ for 0 ≤ δ < 0.3, and the 2nd derivative of −m 3 (−h) (blue line in Fig. 2 inset) has a larger deviation near h = 2.
The function m(h) itself and its first derivative are reproduced very well everywhere, hence the lines for the SW model and its analytic approximation are indistinguishable in Fig. 2 . The function m 1 (h) and its derivatives are as good as the tabulated values of m(h) at h ≥ 2. The largest error (calculated as a deviation from m(h) at a given h) is 3 × 10 −5 for m 1 at h = 2 (it is < 1 × 10 −5 for h > 2.537 and < 1.34 × 10 −5 for h > 2.066); 0.001 for m 3 at h=0 (< 0.0005 at 0.12 < h < 1); and 0.0008 for m 2 at h = −1 (0.0001 at h=2, and ≤ 1×10 −4 at −0.986 < h ≤ 2).
The first derivative at h = 2 is m ′ (2) ≡ dm/dh| h=2 = 0.09869 for the model. The error in m ′ (2) constitutes 0.00037 for m ′ 1 , 0.003 for m ′ 2 , and 0.01 for m ′ 3 . This error in dm/dh is the largest for m ′ 1 and m ′ 3 , while dm 2 /dh has a smaller error ≤ 0.001 at −0.8 < h < 1.9, but an expectedly large error exceeding 0.01 near h = −1.
The second derivative m ′′ 1 ≡ d 2 m 1 /dh 2 reproduces the model correctly in the whole domain of m 1 at h ∈ [2, +∞), see Fig. 2 inset. However, m ′′ 2 and m ′′ 3 deviate from the model at h = 2 − δ, where 0 ≤ δ < 0.3. At h = 2, this deviation reaches 0.006 for m ′′ 1 , 0.06 for m ′′ 2 , and 0.19 for m ′′ 3 second derivative, where m ′′ (2) ≡ d 2 m/dh 2 | h=2 ≈ −0.18 for the model, see Fig. 2 inset. If needed, the second derivative d 2 m/dh 2 at −1 < h ≤ 2 can be directly approximated by eq. (7): 
