Next generation Unmanned Aerial Vehicles (UAVs) must reliably avoid moving obstacles. Existing dynamic collision avoidance methods are effective where obstacle trajectories are linear or known, but such restrictions are not accurate to many real-world UAV applications. We propose an efficient method of predicting an obstacle's motion based only on recent observations, via online training of an LSTM neural network. Given such predictions, we define a Nonlinear Probabilistic Velocity Obstacle (NPVO), which can be used select a velocity that is collision free with a given probability. We take a step towards formal verification of our approach, using statistical model checking to approximate the probability that our system will mispredict an obstacle's motion. Given such a probability, we prove upper bounds on the probability of collision in multiagent and reciprocal collision avoidance scenarios. Furthermore, we demonstrate in simulation that our method avoids collisions where state-of-the-art methods fail.
I. INTRODUCTION AND RELATED WORK
To enable future UAV applications like disaster response, infrastructure inspection, and package delivery, autonomous UAVs must avoid collisions with moving obstacles. The motion of moving obstacles may not be known a priori, and they will not reliably continue at their current velocity. However there is often some structure to each obstacle's movement such that we might predict future motion by observing past behavior. A simple example is shown in Figure 1 .
We propose a novel algorithm to predict the motion of moving obstacles via online training of an LSTM Recurrent Neural Network (RNN) [6] , using dropout to obtain uncertainty estimates over these predictions [3, 4] . To our knowledge, this is the first work proposing an online obstacle motion prediction system for collision avoidance without a priori environmental knowledge or extensive offline training.
Hug et al [9] show that LSTM neural networks can predict pedestrian paths from extensive training data. They note that LSTM is well-suited to time-varying patterns with both short and long-term dependencies. We extend this work by learning patterns of obstacle motion online rather than from a large training set. Furthermore, we use dropout sampling to approximate a probability distribution such that the variance of this distribution can be used as an uncertainty estimate [11] .
Given probabilistic predictions of obstacle movement, we propose an uncertainty-aware multi-agent dynamic collision
The partial support of the National Science Foundation ( (a) ORCA [17] (b) Ours Fig. 1 : An obstacle (red) moves back and forth while slowly drifting downwards. Existing methods fail to avoid such an obstacle, while our system accurately predicts its motion and avoids a collision.
avoidance algorithm based on Nonlinear Probabilistic Velocity Obstacles (NPVO), a novel extension of existing velocity obstacle notions. These include Probabilistic Velocity Obstacles, which provide an uncertainty-aware policy in static environments [2] , and Nonlinear Velocity Obstacles [15] , which can guarantee collision avoidance for obstacles moving along known trajectories.
The state-of-the-art "Optimal Reciprocal Collision Avoidance" (ORCA) algorithm uses reciprocal velocity obstacles to control multiple agents in unstructured environments [17] . This approach is popular due to its ease of implementation and guarantees that a collision-free trajectory will be found for τ time, if one is available. However, ORCA assumes that all obstacles in the workspace are either static or operating according to the same policy. Violations of this assumption can lead to catastrophic behavior, as shown in Figure 1a . We demonstrate in simulation that our NPVO approach is able to avoid such obstacles.
Finally, we take an important step towards rigorous verification of our framework. Existing results for formal verification of systems based on techniques like LSTM are highly limited [1, 7, 12] , but formal guarantees are of vital importance for safety-critical applications like collision avoidance. We propose a novel statistical model checking formulation to approximate the probability that an obstacle will remain within certain bounds. Along the way, we demonstrate that predictions generated by our algorithm are robust to perception uncertainty in the form of additive Gaussian noise.
Given the probability that obstacles will remain within the bounds of our predictions (which we approximate with statistical model checking), we prove several important safety properties of our algorithms. Namely, we prove bounds on the probability of collision for one agent avoiding N obstacles and of any collision occurring between N agents using our proposed approach for reciprocal collision avoidance.
II. PROBLEM FORMULATION
Consider a robotic agent A with single-integrator dynamics and perfect actuation. That is, the position of agent A at instant k, p A k , is governed by
where v is a velocity (control input), and ∆t is a sampling period. Assume there exists some desired velocity v des , provided a priori or by a higher-level planner.
Suppose that agent A operates in a workspace with N dynamic obstacles B 1 , B 2 , . . . , B N . Each B i moves according to an unknown and possibly time-varying policy:
where p Bi k denotes the position of obstacle B i at instant k, and u Bi k denotes some unknown control input. We assume perfect observability of the position of all B i for the last n timesteps. That is, at instant n,
Finally, assume that there exists some safe distance r s such that for any obstacle B i , if p A k − p Bi k L2 ≥ r s , then A and will not collide with B i at instant k.
The multi-agent dynamic collision avoidance problem can then be stated as follows:
Problem 1. Multi-Agent Dynamic Collision Avoidance
Given a preferred velocity v des and observations O = {p Bi 0 , p Bi 1 , ..., p Bi n } N i=1 , find a safe velocity v saf e that minimizes the probability of collision for the next m timesteps,
III. ONLINE PREDICTION OF OBSTACLE MOTION
To solve Problem 1, we first propose an algorithm to predict the motion of moving obstacles based on past observations. Our algorithm provides predictions as probability distributions over future obstacle positions, which will later allow us to estimate and minimize the probability of collision (3) . In this section, we consider the motion of a single obstacle B i . For simplicity, we denote this obstacle's position at instant k as p Bi k = p k . To predict the motion of several obstacles, separate instances of the algorithms described in this section can be used.
Given a set of observations O = {p 0 , p 1 , . . . , p n }, we approximate equation 2 by
and approximate g(O) online using an LSTM network [6] .
First, we calculate a training set of known inputs and outputs. Observations are transformed from positions to changes in position, so that the input to the network is invariant to shifts in the workspace. That is, we calculatê O = {∆p 1 , ∆p 2 , ..., ∆p n } where ∆p k = p k − p k−1 . We then consider the first k changes in position as an input datapoint and the subsequent m changes in position to be the corresponding output. To model perception uncertainty, we perturb each ∆p with zero-mean Gaussian noise with variance σ 2 . Changing σ 2 will allow us to verify the robustness of our system to perception uncertainty (see Section V). The complete training dataset at timestep n, d n = (X, Y), is then specified as follows:
. For a given input x k , we denote the output of the neural network parameterized by weights W asŷ k = N N (x k ; W). We then find weights to minimize minimize the cost function C k (W) = L δ [y k −ŷ k ] using a fixed number of iterations (N iter ) of the stochastic gradient descent algorithm Adam [13] . L δ [·] indicates the Huber norm [8] with parameter δ. This process is summarized in Algorithm 1.
The second part of our online learning approach is prediction, which is outlined in Algorithm 2. We consider the whole history of observed position changes, perturbed by perception noise, as input to a neural network with weights W:
Applying dropout as per [4] , we can treat each output of the network as a prediction of changes in position for the next m timesteps:
With repeated application of dropout, we can construct a set of predictionŝ
We consider these predictions to be samples from an underlying multivariate Gaussian distribution G(µ k , Σ k ). This distribution represents the probability that a certain motion, ∆p k , will be taken by the obstacle at instant k.
Prediction Net
Training Net Given sample predictions {∆p i n+k } Ns i=1 , we calculate the maximum likelihood estimates of µ k and Σ k . This allows us to estimate the position of the obstacle at instant n + k aŝ
We can then write a new set of distributions that reflect the position of the obstacle in the future. Writing the position of the obstacle at time n + k as a random variable P n+k , we have
Then, given some threshold γ, we construct ellipsoids e k in position space such that
These ellipsoids {e k } m k=1 will be used later to construct an NPVO (see Section IV, Algorithm 3).
Algorithm 2 PredictObstacleMotion
ellipsoids ← e k return ellipsoids To achieve real-time online training and prediction, we use the multithreading approach shown in Figure 2 . The reason for this is that Algorithm 1 is not guaranteed to terminate within ∆t time, in which case it is important to be able to still make predictions. Two identical copies of the network, one for training and one for prediction, are created. Algorithm 1 determines weights of the training network. These weights are then copied to the prediction network and used in Algorithm 2. The only difference between the two networks is the dropout mask used: the training network always uses different masks at each timestep for regularization, while the prediction network uses the same mask at each timestep to approximate a Bayesian network [4] .
IV. NONLINEAR PROBABILISTIC VELOCITY OBSTACLES
In this section, we shown how the predictions generated in Section III can be used for collision avoidance. In doing so, we propose a new velocity obstacle concept, the NPVO. The traditional velocity obstacle is defined as follows:
Definition IV.1. Velocity Obstacle. [17] The Velocity Obstacle for agent A induced by agent B for time window τ is the set of all velocities of A that will result in a collision between A and B within τ time:
denotes a disk of radius r centered at position p, p A (p B ) is the position of agent A (B), and r s is the minimum safe distance between agents.
Our NPVO is a straightforward extension of this notion, under the assumption that we can obtain some probabilistic estimate of the future position of a moving obstacle.
Definition IV.2. Nonlinear Probabilistic Velocity Obstacle.
Assume the position of obstacle B at timestep k is estimated by the random variable P B k ∼ F k . The NPVO for agent A induced by obstacle B for m timesteps with probability γ is then given by
where D(p, r) denotes a disk of radius r centered at position p, p A is the current position of agent A, and r s is the minimum safe distance between agents.
Given a nonlinear probabilistic velocity obstacle and a desired velocity, we can specify a safe velocity via the constrained optimization problem
where v des is a desired velocity. v saf e is guaranteed to avoid a collision for the next m timesteps with a given probability, as long as there exists a dynamically feasible v / ∈ N P V O γ,m A|B . The NPVO concept can be easily applied to achieve collision avoidance with the prediction system outlined in Section III, as shown in Algorithm 3.
Algorithm 3 NPVO Collision Avoidance
while goal not reached do apply The notion of an NPVO can be easily extended to the multi-agent case, allowing us to use our prediction paradigm for multi-agent collision avoidance. where D(p, r) denotes a disk of radius r centered at position p, p A is current the position of agent A, and r s is the minimum safe distance between A and any agent B i .
V. STATISTICAL MODEL CHECKING
Rigorously verifying that systems based on neural networks satisfy certain specifications, even probabilistically, is a difficult and open problem [1, 7, 12] . In safety-critical applications like dynamic collision avoidance, however, it is important to provide some guarantees of safety and performance. In this section, we demonstrate a novel means of providing approximate probabilistic guarantees for our prediction system.
While it might be tempting to reason about theoretical guarantees directly from the probability distribution estimated from dropout, it is well established that dropout provides only a lower bound on model uncertainty [3, 11] . Therefore, we use statistical model checking to obtain more rigorous results. Specifically, we are interested in estimating the probability that the an obstacle B will remain within prediction ellipsoids e B k throughout in the next m timesteps:
As shown in Section VI, estimating this probability will allow us to prove important properties of Algorithm 3.. The general problem of statistical model checking is defined as follows:
Given a model M and a property φ, determine if P(M φ) ≥ θ, where θ is a desired performance threshold.
Typically, M is a stochastic model such as a Markov Chain (MC), and φ is encoded in a logic such as Probabilistic Computation Tree Logic (PCTL) [5] . Assuming that φ can be determined on finite executions of M, we define B i ∼ Bernoulli(p) such that b i = 1 if the i th execution of M satisfies φ. Model checking is then reduced to choosing between hypothesis H 0 : p ≥ θ + δ and H 1 : p < θ − δ where δ > 0 denotes some indifference region. In this work, we use the Sequential Probability Ratio Test (SPRT) [19, 14] , to choose between H 0 and H 1 with a given strength (α, β) 1 using minimal samples m.
To verify the performance of our prediction system, we first compute the MC abstraction Figure 3 . Remark 1. Uniform random transitions T (s, s ) form a worst case scenario for our prediction system, since the prediction system described in Section III relies on structure underlying the timeseries data.
With this in mind, given a sufficiently fine gridding P, we can estimate the value of (5) by checking the PCTL property
for various values of θ. The highest value of θ such that φ * is satisfied is an upper bound (recalling Remark (1)) of the probability of mispredicting an obstacle's motion. θ = 0.9 θ = 0.85 θ = 0.8 θ = 0.75 Unfortunately, existing statistical model checking methods do not handle unbounded properties like φ * well [14] . Instead, we verify the related PCTL property φ = P ≥θ ( ≤N good ).
For sufficiently large N , the largest θ such that the model M satisfies φ serves as an approximation of the probability of mispredicting an obstacle's motion.
A. Example
As an example, we define a 3x3 grid
For all trials, we use the SPRT to determine the satisfaction of Equation 7 with N = 20, α = 0.1, β = 0.1, and δ = 0.05.
The results for select values of θ are shown in Table I . We test robustness to perception uncertainty by adjusting the variance, σ 2 , of the noise added to position measurements. The results in Table I for different values of σ demonstrate that predictions are not only robust to this sort of additive perception uncertainty, but in fact the addition of noise improves the quality of predictions. Intuitively, this suggests that noisier training data results in higher uncertainty estimates, but at the price of reduced precision. We leave a more thorough characterization of this tradeoff as a topic of future work.
VI. PROVABLE CORRECTNESS
In this section, we show that a known value of Equation (5) , which we approximated in the previous section, allows us to derive probabilistic guarantees on the performance of our collision avoidance approach. Specifically, we will show that we can obtain bounds on the probability of collision in multi-agent scenarios as well as for N -agent reciprocal collision avoidance. The proofs, omitted here for brevity, are available at https://arxiv.org/abs/1811.01075.
First, consider a scenario in which agent A avoids N arbitrarily moving obstacles, which we label B 1 , B 2 , . . . , B N . Ai|{Aj } i =j . Then the probability that there is any collision in the workspace, P(collision), is bounded by 1 − (2θ − θ 2 ) 1 2 (N −1)N .
VII. SIMULATION

A. Dynamic Obstacle Motion Prediction
We implemented the motion prediction system described in Section III in Python using Tensorflow, ROS, and the Stage simulator [18] . We use an LSTM network with a hidden layer size of 20, dropout probability p = 0.9, N iter = 100 and a learning rate of 0.003 to predict 10 steps into the future (m = 10). Note that these hyperparameter values are not optimal, and instead serve as a proof of concept of this methodology. The resulting predictions are shown for several patterns of obstacle motion in Figure 4 . All predictions were made in real time (2Hz) on a laptop with an Intel i7 processor and 32GB RAM. Code to reproduce these experiments is available at https://github.com/vincekurtz/rnn_collvoid.
B. NPVO Controller
We implemented the NPVO controller described in Section IV in simulation as well, using the SciPy 
VIII. CONCLUSION
We presented a novel method for predicting the motion of dynamic obstacles from past observations. We introduced the NPVO as a generalization of existing velocity obstacle concepts and demonstrated that an NPVO controller with our prediction system avoids moving obstacles that existing collision avoidance algorithms cannot. We used statistical model checking to (approximately) verify that actual motion remains within certain bounds with a given probability. Finally, we proved upper bounds on the probability of collision in multi-agent and reciprocal collision avoidance scenarios.
Future work will focus on characterizing the tradeoff between better uncertainty estimates arsing from additional perception noise and the resulting decreased performance, using Bayesian Optimization [16] to find optimal hyperparameter values, and quantifying the scalability of our approach in scenarios with many obstacles.
