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Introduction
1. Présentation et historique des résultats sur l’instabilité
L'objet de ce mémoire est l’étude des propriétés d’instabilité des systèmes hamiltoniens
voisins de systèmes intégrables, de la forme :
H(I,<t>) = h+ €/(/,</>)
où 7 G RT, (f) £ Tn et e > 0 est un petit paramètre.
Lorsque e = 0 l’espace des phases de ces systèmes est feuilleté en tores lagrang
iens invariants. Lorsque e ^ 0, le théorème KAM assure sous une hypothèse de non
dégénérescence de h (| \j2h \ÿé 0) la persistence d’une large famille de tores lagrangiens
invariants appelés tores de KAM, qui sont de petites déformations des tores initiaux I = Iq.
D’autre part, le théorème de Nekhorochev assure la stabilité des variables d’action sur
un temps exponentiellement grand.
On se pose alors le problème suivant : est-il possible de trouver une orbite qui dérive
suivant les variables d’action, de quelle quantité et en combien de temps.
Deux situations se présentent :
Lorque n < 2, les tores de KAM disconnectent l’espace des phases et les variables
d’action varient très peu sur un temps infini.
Lorsque n > 3 le complémentaire des tores de KAM est connexe et rien n’interdit une
dérive dans les variables d’actions.
En 1964, Arnold donne un exemple pour lequel il peut mettre en évidence une dérive
d’ordre 1 dans l’espace des actions. Il formule alors la conjecture suivante : pour /
< générique, il existe eo, e < eo, tel que pour tous points I' et 7” appartenant à la projection
dans l’espace des actions du niveau d’énergie TL = il existe des orbites reliant
un voisinage arbitrairement petit du tore I = Ir et un voisinage arbitrairement petit de
7-7”.
L’exemple d’Arnold est basé sur la donnée d’une famille finie de tores partiellement
hyperboliques (tores de dimension n—1 munis de variétés stable et instable de dimension n)
Ti, ..., T/v, dont les variétés stable et instable se coupent transversalement dans une sous-
variété d’énergie fixée de TL appelée chaîne. L’hyperbolicité partielle des tores rend difficile
la construction des orbites le long de la chaîne. Une hypothèse sur la dynamique autour
de ces tores appelée propriété d’obstruction assure l’existence de ces orbites. Une chaîne
dont tous les tores vérifient la propriété d’obstruction s’appelle une chaîne de transition.
Les tores hyperboliques proviennent de la destruction de tores résonnants le long d’une
surface résonnante de multiplicité 1. Le passage d’un tore à l’autre provoque donc une
dérive dans l’espace des actions.
Il semble difficile de démontrer la conjecture d’Arnold à l’aide de ce mécanisme. En
effet, les tores hyperboliques s’obtiennent au moyen d’un théorème KAM et leur vecteur
fréquence doit donc vérifier une condition diophantienne. Il se crée donc des lacunes
„ dans la famille de tores de largeur sje. Mais la connexion hétérocline entre deux tores
hyperboliques ne peut s’effectuer que dans un voisinage exponentiellement petit en e. La
construction initiale d’Arnold n’est donc pas générique.
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Néanmoins, la comparaison du temps de transition des variables d’actions au temps
de stabilité de Nekhorochev peut s’aborder à l’aide de cette construction. De plus, il
intervient dans des problèmes de la physique.
Nous appelons domaine d’Arnold l’ensemble des perturbations de systèmes intégrables
pour lequelles le mécanisme des chaînes de transition est valable.
L’exemple d’Arnold a donné lieu à une abondante littérature. Nous donnons une revue
des résultats obtenus jusqu'à présent, en nous inspirant d’un article de revue de P. Lochak
[Lo],
En 1979, Chirikov [Ch] donne un panorama de ses idées sur l’instabilité. Ses raison
nements sont heuristiques et largement influencés par les problèmes de résonance en
physique. On y trouve, notamment, l’idée que le temps d'instabilité est lié à la taille
du splitting.
Il faut attendre Easton ([Eal] et [Ea2]) pour trouver des résultats nouveaux sur le
mécanisme d’Arnold. Dans une série d’articles, Easton développe des méthodes et des
outils pour aborder le difficile problème de l’hyperbolicité partielle des tores. La méthode
des fenêtres (qui découle des premiers travaux d’Easton sur les blocs isolants) permet
ma mise en évidence d’orbites le long d’une chaîne de tores partiellement hyperboliques.
Malheureusement, ce travail passe en partie inaperçu.
En 1982, Holmes et Marsden [HM] développent, dans un cas particulier, une méthode
permettant de détecter l’intersection transverse des variétés stable et instable d’un tore
partiellement hyperbolique dans un système hamiltonien à n degrés de liberté. Ce papier
contient de nombreuses assertions non démontrées mais touche un public plus large que
les travaux d’Easton.
La première synthèse des connaissances sur le mécanisme d’Arnold est effectuée par
A. Delshams [De] dans sa thèse. Il discute notamment la généricité de ce mécanisme
dans un cadre analytique. Il faut attendre R. Douady1 [Do] pour obtenir un résultat
général de construction de chaîne de transition pour une perturbation C°° d’un hamil
tonien complètement intégrable. Néanmoins, les méthodes utilisées2 semblent difficiles à
généraliser dans un cadre analytique3.
En 1990, Lochak [Lo] reprend en partie les idées de Chirikov [Ch] en explicitant
complètement le lien supposé entre le splitting des variétés stable et instable des tores
et le temps d’instabilité. Il propose aussi, en utilisant la construction d’une chaîne de
transition dans un exemple d’Arnold généralisé, de montrer l’optimalité des exposants
de stabilité qu’il a obtenus (voir aussi le travail de Poschel [Po]) pour le théorème de
Nekhoroshev.
En 1993, L. Chierchia et G. Gallavotti [CG] étudient la construction de chaînes de
transition dans un système initialement hyperbolique. Le résultat principal de cet article
:Ce travail fait suite à un premier exemple de difféomorphisme instable décrit par R. Douady et P.
LeCalvez [DLeC].
Essentiellement, il utilise des fonctions de classe C°° à support compact pour obtenir des tores homo-
clines transverses et ensuite des chaînes de transition.
3Je signale les travaux de Takens [Ta] sur les fonctions plateaux analytique et les théorèmes de passage
du différentiable à l’analytique de Broer et Tangerman [BT]. Il convient de noter que même si nous pouvions
appliquer ces méthodes, nous n’aurions pas plus d’informations sur la dynamique le long des chaînes dans
un cadre analytique.
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est la mise au point d’une méthode directe d’estimation du splitting. Cette méthode leur
permet notamment de mettre en évience le phénomène des “grands angles homoclines”
: dans certaines régions de l’espace des phases et pour certains systèmes hamiltoniens
dégénérés le splitting est polynomial4. Ils appliquent ce résultat dans le problème de
d’Alembert et fournissent ainsi le premier exemple “concret” de système hamiltonien pour
lequel il existe une chaîne de transition5. La même année, Z. Xia ([Xil] et [Xi2]) annonce un
résultat analogue pour le problème des trois corps restreint elliptique plan et le problème
plan des trois corps.
J. Laskar [La] donne, à l’aide de l’analyse en fréquence, un certain nombre d’indications
concernant le comportement des orbites dans les zones d’instabilité. Son travail donnera
lieu à une recherche active dans le secteur des accélérateurs de particules et aussi en
mathématique par le biais de G. Haller [Ha] et S. Wiggins [HW].
Malgré ces travaux, de nombreuses questions demeurent sans réponse. Lochak [Lo]
dresse alors un état des lieux et donne une liste des problèmes à résoudre et des résultats
acquis. On entrevoit alors deux voies distinctes pour aborder ces problèmes : l’une
géométrique, basée sur l’existence d’objets invariants (ou quasi-invariants) et l’autre vari
ationnelle et donc purement fonctionnelle.
L’une des questions fondamentales est : un tore partiellement hyperbolique, obtenu par
perturbation d’un tore résonant le long d’une résonance simple d’un système hamiltonien
complètement intégrable, est-il un tore de transition ? La démonstration de cette assertion,
absente de l’article original d’Arnold, est effectuée par Marco [Ma] en 1995. Il aborde du
même coup l’estimation du temps de dérive le long d’une chaîne de tores dans un système
initialement hyperbolique en adaptant la méthode des fenêtres développée par Easton.
Il montre notamment que le temps de dérive dans ces systèmes est polynomial, rendant
caduques les estimations superexponentielles obtenues par Chierchia et Gallavotti.
Du point de vue variationnel, les premiers résultats concernent l’existence d’orbites
homoclines à un tore partiellement hyperbolique dans lesquels s’inscrivent les articles de
Bolotin [Bo] et J. Mather [Mat].
En 1995, U. Bessi [Be] développe une méthode variationnelle permettant de prouver
l’existence d’orbites d’instabilité dans le système d’Arnold. Il donne aussi une estimation
du temps de dérive le long de la chaîne et obtient un temps proche du temps de stabilité
de Nekhorochev.
Signalons enfin le récent résultat de Chierchia [Ch2] qui donne le premier exemple
d’existence d’une chaîne de transition dans un système hamiltonien proche intégrable non
dégénéré.
2. Résultats obtenus
Notre travail se situe dans le cadre des méthodes géométriques. Nous avons orienté
nos efforts dans trois grandes directions.
La première est de nature qualitative. Nous décrivons l’espace des phases au voisinage
4L’exemple proposé par Chierchia-Gallavotti ne vérifie pas cette propriété de grands angles homoclines.
Néanmoins, il se peut qu’il existe des classes de systèmes pour lesquels ce résultat soit vrai.
5Ce résultat est en cours de correction par G. Gallavotti.
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d’un tore partiellement hyperbolique et le long d’une chaîne de tore. Nous démontrons
que les tores hyperboliques provenant de la destruction d’un tore résonnant le long d’une
surface de résonance quelconque vérifie la propriété d’obstruction (Théorème A). Afin
d’obtenir une description plus précise de la dynamique, nous montrons qu’il existe une
dynamique symbolique au voisinage d’un tore homocline transverse (Théorème B). Ces
résultats nous permettent de déduire l’existence d’orbites le long d’une chaîne (corollaire
A) et l’existence d'une chaîne d’orbites périodiques hyperboliques (Proposition A). On
en déduit l’existence d’orbites périodiques de période arbitrairement longue le long de la
chaîne (corollaire B), résolvant ainsi une conjecture de Holmes-Marsden [HM].
La deuxième est de nature quantitative. Nous estimons le temps de dérive d’une orbite
le long d’une chaîne. Nous éclaircissons le lien entre les différentes données du problème (
angle d’intersection, propriété d’ergodisation sur le tore ) et le temps calculé. On démontre
ainsi que le temps de dérive dans un système hamiltonien initialement hyperbolique est
polynomial (théorème C). La méthode mise au point est général et valable pour une chaîne
abstraite, ce qui n’est pas le cas des méthodes variationnelles de U. Bessi [Be]. Nous retrou
vons d’ailleurs le résultat obtenu par P. Bernard [B] pour l’exemple d’Arnold en adaptant
le méthode de Bessi. Notre démarche doit s’adapter au cas presque-intégrable et nous
montrons que cette généralisation doit permettre de dépasser les méthodes variationnelles
existantes et d’obtenir l’optimalité des exposants de stabilité du théorème de Nekhoroshev.
Nous démontrons aussi que la méthode des fenêtres d’Easton s’applique au système
d’Arnold. L’idée est que cette méthode fournit un bon moyen de calcul de temps de
transport (c’est à dire déplacement d’un volume donné) et pas seulement une estimation
du temps de dérive (associé à une orbite particulière).
La dernière se propose d’appliquer l’ensemble de nos résultats à des systèmes issus de
la physique. Nous décrivons dans un premier temps une classe de systèmes pour lesquels il
existe toujours des chaînes de transition (Théorème D). Notre but est ensuite de montrer
qu’une grande classe de ces systèmes contient des problèmes physiques classique (problème
restreint elliptique plan des 3 corps, dynamique d’une galaxie elliptique, atome de Rydberg
soumis à des champs électrique et magnétique transverses ...).
Ces trois orientations constituent les trois chapitres de cette thèse.
5
Rappels et théorèmes principaux
1. Topologie et convergence des variétés
1. Topologie faible ou topologie compacte-couverte sur Cr(M, N) : Soient M et N deux
variétés Cr, on note Cr(M, N) l’ensemble des applications de M dans N de classe Cr.
La topologie faible ou Cr compacte-ouverte sur Cr(M,N) est engendrée par les en
sembles définis comme suit. Soit / £ Cr{M,N). Soit (<t>,U), (gp,V) des cartes sur M et
N] soit K E U un ensemble compacte tel que f(K) C V; soit 0 < e < oo. On définit les
voisinages faibles par
tfU-M,U),(t,V),K,e)
comme l’ensemble des applications de classe Cr, g : M i— N, telle que g {K) C V et
Il Dk('tpfcf)~1)(x) - Dk{ijjg<f)~l){x) ||< e
pour tout x E <f>{K), k = 0,..., r.
2. Soient M une variété de classe Cr, et S et S deux sous-variétés de classe CT de M
avec r > 1. On note tt : S —> M et it : S —+ M les inclusions canoniques. On dit que S et
5 sont e proche en topologie Cr, si il existe un difféomorphisme h : S —> S de classe Cr
tel que
|| TT O h — 7T ||< 6
3. Soit M une variété de classe CT et / un difféomorphisme de classe Cr de M avec
r > 1. Soient S et S deux sous-variétés de classe Cr de M, invariante par /. On dit que
fn(S) converge vers S en topologie Cr si et seulement si pour tout e > 0, il existe Ne N
tel que Vn > N, fn(S) est e proche en topologie Cr de S.
2. Hyperbolicité normale et conséquences
1. Ensemble normalement hyperbolique : Soit / : M i—> M un difféomorphisme de
classe C1 sur une variété riemanienne M laissant invariant une sous-variété compacte
C1, fV — /, alors / est normalement hyperbolique sur V si l’application tangente Tf :
TyM > TyM laisse invariante une décomposition continue TyM — Nu + TV + Ns et
(a) m(Nuf) >|| Vf ||
(b) || Nsf ||<m(Vf)
où Nuf = Tf Uu, Vf = Tf \TV, Nsf = Tf \NS et
m(ÎV“/) = infpev II iV”/-1 IC1 , Il Vf ||= suppSK || ||
Il SUPp6V, || N}f || m(Vf) = infpçp || Vvf~l II"1
En terme de flot de champs de vecteurs, on a: le flot <f>t de classe C1 sur M est nor
malement hyperbolique en E, si <f>tV = V pour tout t, et fl est normalement hyperbolique
en V.
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2. Une des propriétés importantes de ces ensembles est la suivante (voir [Sh], p.99) :
Soit A un ensemble normalement hyperbolique invariant pour un difféomorphisme de
classe Cr, r > 1, d’une variété M, il existe un voisinage U de A dans M et un voisinage V
de / pour la topologie Cl, tels que, si g appartient à V et si A' est un ensemble invariant
pour g, c’est un ensemble normalement hyperbolique pour g.
3. Le théorème de Kolmogorov-Arnold et Moser
1. L’étude des hamiltoniens proches de systèmes intégrables nous amène à nous poser
la question naturelle suivante: de quelles propriétés des systèmes complètement intégrables
les systèmes hamiltoniens voisins héritent-ils ? Par exemple, qu’advient-il des tores invari
ants par le flot d’un hamiltonien Hq complètement intégrable sur Tn x Rn lorsque Hq est
perturbé en un hamiltonien proche dans la C°° topologie mais quelconque par ailleurs ?
Ce type de question trouve une réponse dans le théorème des tores invariants de Kol
mogorov, Arnold et Moser; ce théorème affirme que, si pour une valeur Io des variables
d’action, les fréquences ui(Io), • • •,ojn{Io)) satisfont à une condition diophantienne, et si
la matrice hessienne de Hq = Hq{I) en Iq est inversible, alors le flot hamiltonien associé
à une “petite perturbation” de Ho est quasi-périodique de mêmes fréquences, sur un tore
de dimension n plongé dnas Tn x Rn, invariant par le flot et “proche” du tore Tn x {/o}-
Précisément,
Théorème des tores invariants (K.A.M): Soient Ho un hamiltonien complètement
intégrable sur Tn x Rn et Iq un point de Rn. Supposons que Hq et Io vérifient les hypothèses
suivantes :
dHo
dln
faible; c’est à dire, il existe deux constantes c>0 et r > n — 1 telles que V fc € Zn \ {0}
{Io) ) satisfait une condition diophantiennei) Le vecteur u — /£Hbfn\ dh 1 ’ ' ' '
n / n
J2kiuji 1^c (H
z—1 \z=l
est inversible.
l<i,j<n
Alors Ho possède un voisinage W dans C°°{Tn x Rn) tel que, pour tout hamiltonien
H dans W on puisse trouver un tore 7// de dimension n invariant par le flot hamiltonien
de H, en sorte que :
ii) La matrice
d2H0
dlM
(h)
i) Tr soit le graphe d’une application uh dans C°°(Tn x Rn);
ii) Th soit une sous-variété lagrangienne de Tn x Rn;
iii) le flot de H restreint à Th soit conjugué au flot hamiltonien de Hq restreint à
Tn x {Io}, i-e. au flot du champ constant u> sur Tn; plus précisément, il existe un
difféomorphisme gn € Diff*°{Tn, 0) tel que, en notant ft le flot hamiltonien de H et
ft = 9H ° Rtu ° gh1, on ait y9 G Tn,
7
ft(0,uH(9)) = (ft(8)tuHoft(e)) .
4. Le théorème de Nekhoroschev
Le problème de la stabilité des variables d’action peut être envisagée sur un temps fini.
Précisément, N.N. Nekhoroshev [Ne] a montré le théorème suivant:
Théorème de Nekhoroshev: Supposons que le hamiltonien Ho satisfait certaines
conditions de “raideur”. Alors il existe deux constantes a, b et eo telles que pour tout
0 < e < eo, toute solution I(t), cf)(t) du système Ho(I) + eHi(L<f>) satisfait
| 1([< eb
pour tout t G [0, T] où
Plus tard, Lochak [Lo] (puis Poschel [Po]) ont démontré que dans le cas où Hq est
convexe (ou quasi-convexe) les exposants a et b peuvent être pris égaux à l/2n, où n est
le nombre de degrés de liberté du hamiltonien. La preuve de Lochak semble indiquer que
ce résultat est optimal.
La démonstration originale de Lochak [Lo] permet, grâce à l’argument d’approximation
diophantienne simultanée utilisée dans la démonstration, d’établir un théorème de sta
bilité en temps exponentiellement long au voisinage d’une résonance de multiplicité
d = 1,..., n — 1 avec les exposants améliorés a = b = 1/2(n — d).
5. Tores hyperboliques, chaîne de transition et propriété
d’obstruction
1. Les variétés symplectiques considérées seront de dimension 2m + 2k, les tores in
variants seront de dimension m, et leurs variétés stables et instables seront de dimension
m + k. On parlera alors de tores partiellement hyperboliques6.
Plus précisément, ces tores proviennent de la destruction de tores résonnants d’un
système hamiltonien complètement intégrable. Le résultat de Treshchev [Tr] (ou Graff
[Gr] dans un cas non dégénéré) formule cette assertion de façon rigoureuse.
Soit H(I, <f>, e) = Ho{I) + eH\{I, f>), eu = (dHo/dI)(Io) tel que (u, k) — 0 avec k G g où
g est un sousgroupe nontrivial de Zn de rang l, K une matrice de vecteurs r engendrant g
(c’est à dire Ktca = 0) et K* une matrice formée de vecteurs r* unimodulaires complétant
la base engendrée par les vecteurs r dans Zn, et II = (d2Ho/dI2)(Io), alors :
ÜI1 faut noter que ces objets ne subsistent pas forcemment sous faible perturbation, en opposition avec
les objets normalement hyperboliques.
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Théorème K.A.M. hyperbolique : Supposons les conditions suivantes vérifiées :
i) La matrice ü est non-dégénérée ;
H) Les valeurs propres de VKtHK sont positives ou nulles ;
iii) Le vecteur u* = K\u) est tel que pour tout 0 ^ v £ Zn on a \ (eu*, v) |> c | v \~m,
n
I v 1= I Vk c’m > 0 »
k=1
Alors pour tout e > 0 il existe une famille de tores invariants de dimension m TJf(e)
du système initial de fréquence eu* .
De plus, il existe un changement de variables canonique et analytique tel que le hamil
tonien s’écrive :
(u*,p) + —{p,T(^/ê)p) + y/ë{s,n(6, \Te)u) + y/ëg(9,p,s,u, y/e) + eg{9,p,s,u, yfe)
où g = 03(s, u) et g = 03(p, 5, u).
Les tores TJf(e) sont alors définis par {(p,6,s,u) \ p — s = u = 0 }.
Les variétés stable et instable possèdent une paramétrisation de la forme:
Ps : (a, s) -*• (x = a + Ns(a, s, e),y = Ms(a,s,e),s,u = Z(a, s,e))
Pu ' (M) (x = b + Nu(b,u,e),y = Mu(b,u,e),s = W(b,u,e),u)
où Ns, Ms, Z (resp. Nu, MU) W) sont des fonctions analytiques en a et s (resp. è, u)
s’annullant en s = 0 (resp. u = 0).
De plus, le flot sur les variétés est donné par :
à = u
s = >/€<!>(a, s, e)s
et Re(7, $7) > p | 7 |2, p > 0 pour tout 7 e C*.
Nous citons pour être complet, les travaux de Chierchia-Gallavotti [CG], Rudnev-
Wiggins [RW] et Niederman [Ni], qui donnent des améliorations du théorème précédent.
2. Soient M une variété symplectique et H un hamiltonien sur M. On suppose que le
système Xh défini par H possède un tore invariant partiellement hyperbolique T, contenu
dans un niveau régulier 7i. = H-1 (h), on dira que T possède la propriété d’obstruction
lorsque toute sous-variété V de H invariante pour Xh et intersectant transversalement
dans ht la sous-variété stable W3 * S(T ) vérifie WU(T) C V.
3. O11 appellera chaîne de transition pour le système (M, H) une famille finie (X*)i<j<n
de tores invariants partiellement hyperboliques, contenus dans une même sous-variété
ht = H~l(h), telle que chaque tore possède la propriété d’obstruction, et telle que Wu{Ti)
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coupe transversalement dans Ri la variétée Ws(Tl+i), pour 1 < i < n — 1. Compte tenu
des dimensions. Wa(TL) H \Vs(Ti+1) est alors une union d'orbites hétéroclines isolées.
4. Si (Tj)i<2<n est une chaîne de transition, et si L\ et Un sont des voisinages arbitraires
(dans Ri) des tores extrêmes T\ et Tn, l'ensemble des orbites intersectant les deux voisinages
Ui et Un est un ouvert de l'espace des orbites du système À"// restreint à 7~i. En effet, la
sous variété Wu{Tt) est invariante par le flot, et coupe transversalement Ws(Ti+1). donc
Wu(Tl+i) C Wa{Ti) pour tout i. Une récurrence immédiate montre alors que Wu(Ti+1) C
Wu(Ti). et l'orbite de tout point p de WU{T\) H U\ coupe à la fois U\ et Un. L’ensemble
de ces orbites de transition est donc non vide, et il est ouvert par les théorèmes classiques
de dépendance des solutions par rapport aux conditions initiales.
6. Temps d’ergodisation
Soit lu un vecteur unitaire (noté u G Sn~l). le flot linéaire sur le tore Tn noté ut :
Tn —> Tn est donné par cu’t(9) — 9 -f- tu.
Soit Br(9) une boule de rayon R centrée en 9, on dit que u ergodise Tn à
l’approximation R après un temps T si
[J MBrW)= r*
0<t<T
pour tout 9 G Tn.
Soit üj un vecteur satisfaisant une condition diophantienne. précisément, pour r > n/2
et C > 0, on considère l’ensemble :
2>(t,7) = {“ e I u.k V k e z" \ {0} }
où || . || est la norme euclidienne. Nous avons alors le théorème suivant dû à S. Dumas
[Du]:
Temps d’ergodisation: Soit 0 < R < 1, et u G V(t. 7), le flot linéaire sur Tn de
vecteur fréquence cj ergodise Tn à l'approximation R après un temps T, où
10
avec a = r + n/2 et C une constante.
L’exposant optimal a = r a récemment été obtenu par J. Bourgain, F. Golse et B.
Weinberg [BGW]. Le temps d'ergoclisation peut encore se calculer dans le cas d’une con
dition diophantienne tronquée [Du].
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1. Dynamique autour d’un tore hyperbolique
L'article initial d’Arnold [Ar] présente des idées permettant de montrer l’existence
d’orbites d’instabilité. Certains points de sa démonstration sont énoncés sans preuve.
Notamment, il ne démontre pas que les tores partiellement hyperboliques qu’il construit
possèdent la propriété d’obstruction. Il donne simplement une idée de la démonstration
sur un tore “simple”.
En 1996, Marco [Ma] montre que les tores partiellement hyperboliques au voisinage
d’une résonance simple possèdent la propriété d’obstruction. Sa démonstration est basée
sur un A-lemme adapté. Un travail moins général est effectué par Perfetti [Pe] pour les
tores partiellement hyperboliques du système d’Arnold en utilisant une idée de Chierchia-
Gallavotti [CG].
Les études précédentes ne s’appliquent pas au problème de la transition entre surfaces
de résonance simple. Le but de cette section est de combler cette lacune : nous avons
étendu le À-lemme de Marco au cas des tores hyperboliques le long de surfaces de résonance
quelconque. On en déduit sans peine que ces tores vérifient aussi la propriété d’obstruction.
Dans le §.l nous énonçons la propriété d’obstruction pour des difféomorphismes. Le
§.2 donne une démonstration d’un A-lemme pour un difféomorphisme possédant un tore
invariant normalement hyperbolique, nous corrigeons à cette occasion un précédent travail
de Wiggins [Wi]. Nous démontrons au §.3 un A-lemme pour un difféomorphisme possédant
un tore invariant partiellement hyperbolique. Le §.4 étend ce lemme aux champs de
vecteurs hamiltoniens. Nous démontrons enfin la propriété d’obstruction pour un tore
partiellement hyperbolique provenant de la destruction d’un tore résonnant le long d’une
surface de résonance multiple.
1.1. La propriété d’obstruction
La preuve de l’existence d’orbites de transition le long d’une chaîne utilise habituelle
ment la propriété d’obstruction introduite par Arnold [Ar].
1. Soit M une variété symplectique et H un hamiltonien sur M. On suppose que le
système Xh défini par H possède un tore invariant partiellement hyperbolique T, contenu
dans un niveau régulier H =
Un tore T satisfait cette propriété si pour toute sous variété A de Af, transverse à
WS{T) et invariante par Xh, on a l’inclusion
WU(T) C A.
2. Soit S une variété et / un difféomorphisme de classe Cr (r > 2) admettant © comme
tore invariant partiellement hyperbolique. On note VUS(@) (resp. fUu(©)) la variété stable
(resp. instable) du tore 0.
Pour toute sous-variété A de O intersectant VUs(0) transversalement dans S, tout
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point b £ Wu(©) et tout voisinage ouvert B de b dans S, il existe un entier n tel que
fn(A) intersecte B.
Remarque: Il convient de noter que les diffémorphismes considérés ne sont pas forcem-
ment symplectiques. De même, il est possible de donner une définition de la propriété
d’obstruction pour des champs de vecteurs généraux (voir par exemple Arnold-Avez [AV],
§.23.3, p.93).
1.2. Le A-lemme pour un tore normalement hyperbolique
S. Wiggins [Wi] a démontré un À-lemme pour des tores normalement hyperboliques.
La démonstration suit dans les grandes lignes celle de J. Palis [Pa] pour un point fixe
-hyperbolique. Néanmoins, il faut prendre en compte le comportement des variables an
gulaires (appellées variables neutres dans [Wi]). Il impose alors une condition d’inclinaison
(cond. 3.4.8. p.325) sur les variétés relevantes de ce A-lemme.
Ce A-lemme est ensuite utilisé pour démontrer un analogue du théorème de Smale-
BirkhofF pour des tores hyperboliques. La démonstration utilise le fait que toute variété
transverse à la variété stable du tore converge en topologie C1 compacte ouverte vers
la variété instable du tore. Or, la condition d’inclinaison introduite par [Wi] dans les
hypothèses du A-lemme rend cette démonstration incomplète.
Nous démontrons ici le A-lemme sans cette condition de cône, comblant ainsi une lacune
de la démonstration initiale de Wiggins [Wi].
Soient x £ Tn et M(x) une'matrice m x m. On note | . | une norme quelconque sur
l’espace des matrices carrées m x m et
|| M{x) ||= sup | M(x) |
Soit M une variété C°° de dimension N et / un difféomorphisme de classe Cr (r > 2)
de M.
Soit T un tore normalement hyperbolique de dimension l invariant par /. On suppose
que T possède des variétés stable et instable de dimension l + n et l + m respectivement,
avec l + m + n = N.
11 existe un système de coordonnées7 dans lequel / prend la forme suivante dans un
voisinage B de T :
/(s, n, 9) = (A(0)s, B{0)u, 0) + g{s, it, 9)
où (s, u, 9) £ Rn x Rm x T*, g(s, u, 9) = (gs(s, u, 9),gu{s, u, 9),go{9)), A(9) est une matrice
n x n, B(9) est une matrice m x m, et
i) on a gs(0, 0, 9) = gu{0, 0, 9) = 0
ii) £a(O,u,0) = 0
7Ce résultat n’est pas évident. Il est démontré par Wiggins en utilisant les travaux de A.M. Salmoilenko
[Sa] et Sell [Se].
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iii) gu(s, 0,(9) = 0
iv) || A(9) ||< A < 1, || B~\9) ||< A < 1, et || A(9) ||<|| ge(9) ||<|| B(9) ||
Nous avons alors le résultat suivant, annoncé par Wiggins [AVi] :
Lemme 1 Soit f un difféomorphisme de classe C2 d’une variété et T un tore normale
ment hyperbolique de f. Si A est une variété de même dimension que WU(T), transverse
à WS(T), alors les itérées / (A) tendent, lorsque l tend vers +oc; vers la variété instable
WU(T) dans la topologie C1 compacte ouverte.
Démonstration :
a) Quelques inégalités : Soit k G [0,1[. Comme #(0,0,0) = 0 pour tout 9 G Tm, on a
par continuité, en choisissant le voisinage B assez petit
Il Dg ||< k . (hl)
On peut de plus choisir k assez petit pour que
m = ia±a_<i m
et
A(l + 2k) < 1 .
Nous pouvons aussi supposer B assez petit pour que pour tout point p = (s, u, 9) G B,
on ait :
I 9s(p) l< h | p
où p' = (s, u) et k\ > 0 vérifie
m
ki + A ^ fi .
De plus, comme la dérivée partielle dugs est d’ordre au moins un en (s,u), il existe
une constante iv > 0 tel que pour tout p = (s,u, 9) G B, on ait
Il dugs(p) ||< K | p' | . (Ù4)
b) Comportement des vecteurs tangents à A par itération le long de WS{T)
Notons p le point d’intersection de A et WS{T). Soit vq un vecteur tangent à A en p.
On note vo suivant la décomposition du fibré tangent à M le long de T comme (vq, Vq, Vq),
et les itérés de vo par l’application linéaire tangente Df par Dfn(vq,Vq,Vq) = (v„, v%, v%),
où Df s’écrit
f A(9) + dsgs dugs Ô9gs + de As ^
dsgu B (9) + dugu 89gu + 80Bu
\ 0 0 dBge )
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Dqf = ta).
Comme p appartient à WS{T): nous avons
ds9u(s, 0,9) = dogu{s, 0,9) = 0 ,
ce qui nous donne la matrice Jacobienne suivante
/ A(9) + dsgs dugs degs + deAs \
Dpf= 0 B(9) + dugu 0
\ 0 0 dege J
Nous obtenons les relations de récurrence suivantes sur les vn:
(?)
vsn+1 = (A(0) + dsgsM + dugsv% + (dBgs + deAs)v6n
vn+\ = (B(9) + dugu)vn
v?i+i = d9geven
ce qui nous donne, en utilisant les inégalités (hl) et iv) :
Vn+1 I < (Hfc)K| + | dugs \\v%\+k\v*'
<+il < (A'1-/OKI
vn+1 I < k I I
Nous avons donc.
v.
s
n+1
71V
Vn+1
v6
vn+1
<
<
A-1 -k
k
+
A-1 - k
dugs{Pn) I +h-
v.
n+l A 1 - k | |
La seconde inégalité nous donne par une récurrence immédiate
kvn+1
vn+1
<
A"1 - /c
"K
L’inégalité (h2) implique
On en déduit
lim
n—*+oo I v,
7n+1
- 0 .
n+l
;n+l
< g- +
î
, K+i I I K I A-1 - k \
Soit pn = (sn,0, 0n) un point de WS(T). On a
dugs(Pn) | +M
n I u0
Sn+l = A(9)sn + gs{pn)
On en déduit, d’après l’hypothèse (h3)
gS(Pn) |< h | ST
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soit I sn+i |< fj. I sn I, et
I 5n+i |< I 50 I •
Lïnégalité (h4) nous permet alors d’écrire
du9s(Pn) |< Kpn .
Par conséquent, nous avons
On en déduit
ou
A±d < „Kl + f (K + M
K+i\ I x-'-ky |ug
Jn+1
.VL
;n+1
<
K'=
K + ~—
\ vu \
\ v0 1
A-1 - k ‘
Comme fi < 1, on conclut que lim -—— = 0.
n-++oo | yU
c) Extension à un voisinage de p: Soit e > 0 fixé. On note que si q G WU(T),
alors
du9s(q) = 0, d&gs{q) = 0 .
Pour 6 G]0, e[, on peut trouver par continuité un voisinage Wu, u > 0, de la variété instable
dans B, de la forme
tel que
W„ = {peB I d{p,Wu{T)) < u } ,
Il dugs{p) ||< 6, || degs{p) ||< 6 . (1)
On appellera inclinaison d’un vecteur v = (v9, vs, vu) un vecteur, la quantité 1{v)
X(y) = sup(I Vd l’K P
| Vu |
Le vecteur unitaire vo peut être choisi comme ayant la plus grande inclinaison des
vecteurs unitaires de (TA)p. Le point précédent nous assure l’existence cl’un IV, tel que
pour n > N. tout vecteur non nul de (TAn)Pri, a une inclinaison X{v) < e/4 lorsque
pn € W. Par continuité du plan tangent à An, il existe une sous-variété plongée dans
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An, notée À, telle que À fl WU(T) = pn et l’inclinaison de tout vecteur unité v de (TÂ)p,
p £ W, vérifie
T{v) < e/2 .
On choisi v assez petit afin d’assurer
c 1 — A(2k + À)
à = ——- ——e .
2À(1 + e/2)
(2)
(3)
Soit v = {ys,vu,v°) un vecteur de TqA, q e A. La Jacobienne de / le long de A est
donnée par
/ A{9) + dsgs dugs ddA(6)s + degs \
Df(q) = ds£u 5(#) + du#n +
V o o d9ge y
Nous obtenons donc les relations de récurrence suivantes,
(q)
<+1 = (^(0) + <^K + dug3v% + (degs + deAs)v9n
vn+i = dsguvsn + {B (9) + dugu)v% + {deB{9)u + dogu)ven
v9n+1 = degevdn
A l’aide des inégalités iv) et (h 1 ), on a
I vn+1 | < (A + k) | vsn | +6 | i# | +6 | |
I <+i | > -fc K | +(A_1 - k) \v%\-k\ven\ .
I Vn+l I < & I V6n I
On en déduit
D’où, en utilisant (2),
K+i
vn+1
(A + fc) + <5(1 +
<
(A-i-fc)
soit,
;n+1
.u
'n+1
Posons /3 =
X + k
vn+1
^n+l
<
(A + /c)
<
+ <5(1 +
(A-1 — k) — ke
X + k
A-1 -fc(l + e)
+
<5(1 + |)
A 1 — k(l + e) et7 = Yn
<5(1 + 4)
A-1 — k(l + e)
A-1 — k(l + e)
. On a donc par récurrence,
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<p
n I ^0
+ 7
l-P
Comme (3 < 1 d’après (h2) et ^ f = - d’après (3 ), on a, pour n assez grand
< e .
d) Dilatation le long de WU{T) : On étudie le rapport des vecteurs tangents à A7
dans la direction normale à T. Nous avons
Il <+l I2 + 1 vu I21 vn+1 1
V 1 vn I2 + 1 K I2
vn+1 I /1 + e2
I K I V 1 + e2 ’
Comme e > 0 peut être choisi aussi petit que l’on veut, et
i-2±y > A-1 - k(l +
I un I
on voit que la norme des itérés des vecteurs tangents à /n(A) dans la direction normale à
T se dilate d’un facteur A-1 — k > 1.
Ceci achève la démonstration du À-lemme.
Remarque :
Comme signalé dans l’introduction, ce lemme nous permet de compléter la
démonstration du théorème de Smale-Birkhoff pour les tores normalement hyperboliques
proposée par S. Wiggins [Wi].
On suppose que les variétés stable et instable du tore T précédent se coupent transver
salement suivant un tore r de dimension l. Nous avons alors le résultat suivant :
oo
Soit A = {1,..., N}, N > 2, on note E = JJ A. Soit s G E, s = (..., s_i, so, si,...),
i=—oo
on note [s]; = s7. On définit le shift à N symboles comme l’application cr : E E telle
que
[cr(s)]j = Sî+i
Théorème : Il existe un voisinage de r tel que fn possède un ensemble invariant
hyperbolique A topologiquement équivalent à un produit d’un Cantor par un tore, pour un
n > 1. De plus, il existe un homéomorphisme <p, tel que le diagramme suivant commute
A | / ) A
10
E
G
E
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Nous démontrerons dans la partie 2 un résultat analogue pour les tores partiellement
hyperboliques.
1.3. Le A-lemme pour des tores partiellement hyperboliques
On note V = Tm x Rm x Rd x Rd. On notera (0,p, s,u) les coordonnées sur V.
Difféomorphisme d-hyperbolique modèle : Soit / un difféomorphisme analytique de
V et © un tore partiellement hyperbolique invariant par /.
On suppose que / a la forme suivante dans un voisinage O de © :
/(#, p, s, u) = (6 + v(p),p, /es, lu) + r(0, p, s, u) (4)
où ko = kiS\,..., kdSdi lu = l\U\,... IdUd et v et r — (re,rp,rs,ru) sont définies et
analytiques dans O, et vérifient les conditions suivantes:
(i) ki < 1 et li = k~l > 1 pour i = 1... d
(ii) r est d’ordre au moins 2 en (p, s, u)
(iii) rp = 0 et rs = 0 dans {p = 0, s = 0} fl O
(iv) rp = 0, ru = 0 dans {p = 0, u = 0} fl O
(v) re = 0 dans WS(Q) U VLu(0)
(vi) | dpi; |< 1, où | . | est la norme uniforme dans O
(vii) si a > 0 est fixé, sup{|| d^vrw(p) ||, p G O} < a où v G {p, s} et w G {0, p, s}
Le tore © a pour équation (p = 0, s = u = 0). On note Es (resp. Eu) le sous-espace
(p = 0,u = 0) (resp. (p = 0, s = 0)).
On note d la distance produit usuelle sur y2rn+‘2d? V„ = [p G l/2rn+2fc | d{p, 0) < n}.
On appelle paramétrisation normale d’une variété de dimension fc une paramétrisation (
telle que :
C : ] - ui, wî[x • • • x] - iïà, iïd[ -+ Vu, u -> (Ç°, Çp, Çs, u) .
Soit v = (v9, vp, vs, vu) un vecteur, on note T{v) la quantité
= sup(l ve U vp H 1)
I I
Soit A une variété de dimension d qui intersecte transversalement PL5(0) dans O. On
appelle inclinaison de A le nombre réel :
£>(A) = Sup{ l(v)-, v G Tp(A), p G A } .
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On dit que la variété V de dimension d est adaptée à Vv si on peut trouver une
paramétrisation normale £ définie sur ] — u, v[d. Dans ce cas, on dit que A est 6 redressée
si V{A) < 6.
On appelle C(v) l’ensemble des variétés de dimension d A telles que, A fl Ws(0) = p,
p G Vu, A intersecte transversalement le sous-espace {(9, p, s, u) |u = 0} dans O et chaque
vecteur tangent v = {vp,vg,vs,vu) de TpA satisfait la condition de redressement :
< 1 (R)
Lemme 2 (A-lemme faible) Soit f le diffeomorphisme analytique modèle, définit dans
un voisinage Vu de O et p > 0 donné, il existe vo g]0, v[ et un entier positif no tel que
pour tout v G]0,^o[ et A G C(v), si n > no, alors An = /n(A) fl Vv est adaptée à Vv et
p-redressée dans Vu.
Démonstration :
a) Hypothèses : Soient 6 = sup | /q |, ko G]é, 1[, lo G] 1, 1 [, k\ = ko — 6 > 0
et 11 = «S-1 — lo > 0. Comme r est du second ordre en (p, s,u), on peut trouver uq G
]0,Inf(V, (1 — /co)/4[ tel que pour v G]0, i/q], la norme uniforme M de la dérivée Dr dans
Vu vérifie
(fil)
(fi2)
| rs(p) \< ki \p \ (fi3)
pour tout p = (6, p, s, u) G Vu, avec p' — (p, s, u).
De plus, comme les dérivées durg, durp and durs sont d’order un en (p,s,u), il existe
une constante K > 0 telle que pour tout v < vq et p G V„,
Il dure(p) ||< K | p |, || durp{p) ||< K | p |, || durs(p) ||< K \ p' \ . (fi4)
b) Inclinaison des vecteurs tangents à V par itération le long de 1RS(©) :
Supposons V G C(v) pour v E]0, vq[. Soit vq un vecteur tangent dans le fibre tangent à V
en p = i/Rs(0) fl V noté Tv{V). On note vq = (vq, Vq, Vq, Vq) et
Dfn{vo,vg,v$,viï) = (Vn,vS,vn>vï)
La composante Vq est non nulle, puisque V est transverse à R/s(0) en p. Soient
4M < Ini(ki,h)
et
1 + 2M
< k0 .
6~l - 4M
En particulier, ona^< (1 — /cq)/4< 1. On peut aussi supposer que si v < vq,
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Pl = f(p)
P2 = f2{p)
Vi = Dfp(v0)
V2 = Dfpi(vi)
Pu = fn(p) vn = DfVn_l{Vn_x)
b.l) Quelques inégalités sur les composantes de pn : On note pn =
{0n, Pn, sn,un). On a sn+i = k.sn + rs(pn). Comme pn G Ws(0), on obtient à l’aide
de (h3), | rs(pn) \< ki | sn |. Alors, | sn+i |< k0 | sn |, d’où
| Sti-i-1 |< | Sn | . (5)
b.2) Comportement des itérés de v : On calcule tout d’abord la matrice Jacobi-
enne de / en p. Comme p G VUs(0), on a
dere{p) = 0, derp(p) = 0, deru(p) = 0 dsre{p) = 0, dsrp(p) = 0, dsru(p) = 0 ,
d’où
I dp{v(p) + re) 0 dure
0 I + dprp 0 durp
Cp)
ders dprs k + dsrs durs
0 dpru 0 l "b duTu
Par conséquent, en utilisant (vi), nous obtenons les inégalités suivantes
/ 1 .,0 11 Oi+l 1
1 vu 1Vn+1 1
vp 1
vn+1 1
^n+l 1
1 vn+1 1
\ 1 ^n+l
<
1
6-1 -2M
4 + (1 + M) 1—4+ I dure(pn)
- râ((1+M)[^+l^w
<
1
8~l -2M
M- + M-.—— + (8 + M)-—t~t+ | durs(pn)
Comme pn G TUS(©), on a, en utilisant (h4) et 5,
I dure{pn) |< Kk% | durp(pn) \< KPq \ durs{pn) |< AT/cJ .
On obtient donc,
IK+i) < h‘2V [(1 + 3M)X(vn) + Kk%\ < k0l(v„) + KkS .
Une récurrence simple nous donne
Z(vn) <kiï(Z(vo) + K(n + î)) .
Comme ko < 1, on en déduit que lim T(vn) — 0.
n—»+oo
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c) Validité des inégalités : Afin de justifier nos calculs, nous devons nous assurer que
-MK I +(ê-1 - M) K |> 0
pour tout n.
c.l) Cône de redressement : Une condition suffisante pour avoir — M | v? \ +(l — M) |
vY: |> 0 est
<
(T1 - M
M
Comme
6~l - M
M
> 1, on considère le sous-ensemble C{v) de TpV tel que
< 1 .
Le cône C{v) choisi n’est pas optimal, mais ceci sera sans importance pour la suite.
c.2) Stabilité de C{u) par itération : Nous allons montrer que C{v) est stable sous
itération par / le long de bbs(©). On a
Vn+1 = (/ + dprp{pn))v^ + durp(pn)vl
vn+l = {dPrU{Vn))K + {l + duru{pn))v%
On voit facilement que
Jn+1
(1 + M)-——• + M
<
Vn+l\
(6)
Comme
p I | vp |
< 1, on en déduit à l’aide de (h2) -—^+1 , < 1. Par conséquent, on a
,u
Jn+1
vn G C{y) pour tout n.
d) Extension des résultats précédents à un voisinage de p : Soit /i > 0 un réel
fixé. Le point q appartenant à VUu(0), nous avons
dure{p) = 0 durp{p) = 0 durs{p) = 0 .
Soit G]0,/.i[, On peut trouver par continuité un voisinage W de la variété instable dans
Vb, de la forme = {p G Vv \ d{jp, VUU(©)) < v'}, tel que
Il dure{p) ||< 6i , || durp{p) ||< 8\ , || durs(p) ||< h •
On peut aussi supposer que
^ _ (1 - ko)p
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Comme vq peut être choisi de façon à avoir l’inclinaison Z{vq) maximum des vecteurs
unités tangents de (TV)v. il existe no tel que, pour n > no, tout vecteur non nul de
('TVn)Pn a un inclinaison Z{vn) < <5/4 en pn G W. Par conséquent, par continuité du plan
tangent Vno, il existe une sous-variété V plongée dans Vno, avec V fl VUs(0) = pnQ telle
que l’inclinaison Z{v) de chacun des vecteurs unité v dans (TV)p, p G D satisfait
Z(v) < pj2 .
Soit v = (v9, vp, vs, vu) G TpV pour p e V. On a
I + dgre dP{v(p) + re) dsre duro
DPf =
dgrp I + dpTp dsrp durp
<V5 dprs k + dsrs durs
dgru dpru dsru l + dur
d’où les inégalités
I ven+i I < ( 1 + M) I ven I +(1 + M) I < I +M I vsn I +<$, I < |
I «n+1 I < M I ven I +(1 + M) I < I +M I vX | +«I | vl I
K+il < M\vl\+M\vX\+(k + M)\vsn\+h\vX\
K+il > (i-M) Kl-m(K| + ki + kd
Nous obtenons donc l’inégalité suivante sur l’inclinaison
Z{vn+\) < 8\+_MmT{vn) + O < k0Z(vn) + 0 .
Une récurrence facile nous donne
IK+i) < fc0n+1I(î;o) + «,(1 + k0 + ... + kS) < kS+1I(v0) +
Comme Z(vq) < p/2 et <5i/(l — ko) = p,/2, on en déduit que
Z{vn+1) < p .
e) Dilatation le long de VUu(0) : Nous allons montrer que fn(V) est dilatée dans la
direction de 1U(0). Pour cela, nous allons comparer la norme des vecteurs tangents à
fn(V) à celle de leur image par Df. On a
Vil »n+l IP + Il <+l II2 + Il <+l IP + Il <+l 112 ^ || vX+i || /l +3J2K+iT
\/ll < P + Il < P + Il < II" + Il Vn IP ~ 11 ""N * l + S^K)
L’expression de u“+1 et v% nous donne
Comme les inclinaisons Z{vn+\) et Z(vn) sont arbitrairement petites, on voit que la norme
d’un vecteur tangent à fn{V) se dilate d’un facteur é-1 — M > 1 par (hl).
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f) Conclusion : Comme fn(V) s’étend le long de VUU(©), et les vecteurs tangents à
fn(V) ayant une inclinaison uniformément petite, il existe n tel que, pour tout n > n,
fn(D) est /jl-proche à Wu(0) en topologie Cl compacte ouverte. Ceci termine la preuve
du A-lemme.
Une démonstration analogue nous permet d’étenclre ce résultat aux variétés de dimen
sion n transverses à la variété stable du tore.
On note C l’ensemble des variétés A de dimension n qui coupent transversalement la
variété stable VUs(0) du tore © dans O et telles que pour tout p E A fl Ws(©), chaque
vecteur tangent v E TpA vérifie la condition de redressement (R).
Alors, on a :
Lemme 3 (A-lemme) Soit A E C alors les itérées fn(A) convergent vers la variété
instable WU(Q) du tore © en topologie C1 compacte ouverte.
Remarques :
1. Les tores normalement hyperboliques possèdent la propriété de transitivité des in
tersections : soient T\, T2 et des tores normalement hyperboliques. Si Wu(Ti) (resp.
Ws{T2)) coupe transversalement WS(T2) (resp. Ws(Ts)) alors WU(T\) coupe transver
salement WS{T^). La preuve de cette propriété se déduit simplement du A-lemme (voir
Palis-de Melo [PM]). La condition de redressement (R) nous empêche de démontrer un
résultat analogue pour les tores partiellement hyperboliques.
2. Wiggins [Wi] déduit de son A-lemme pour des tores normalement hyperboliques une
généralisation du théorème de Smale-Birkhoff ([Wi], p. 322). La condition de redressement
fait que cette démonstration ne s’adapte pas de façon évidente pour les tores partiellement
hyperboliques.
3. Le A-lemme est encore valable pour des sous-variétés A transverses au sous-espace
{u = 0} dans V" et satisfaisant (R).
1.4. Un A-lemme pour les champs de vecteurs
Nous allons maintenant établir un analogue du A-lemme pour des tores d-hyperboliques
des champs de vecteurs hamiltoniens. La démonstration repose sur la mise en évidence
d’une section du tore pour laquelle l’application de premier retour est le difféomorphisme
d-hyperbolique modèle étudié au §.1.3.
Tore d-hyperbolique modèle : Soit T un tore d-hyperbolique. On suppose que
le Hamiltonien dans un voisinage de T possède la forme suivante : soit (x, y, s, u) E
Tm x R m x Rd x Kd = V2m+2d
G{x, y, s, u) = (u, y) + ^(y,Ty) + (s, Sl(x)u) + g(x, y, s, u)
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(7)
où (.,.) est le produit scalaire usuel, g est d’ordre 3 en (y,s,u), F et H sont symétriques,
et u satisfait la condition diophantienne
(w,/c) |<
pour tout k 6 Z3 \ {0}, oÙ7>0et t > m — 1.
Le tore T est alors donné par {(x,y, s,u) | y = s = u = 0 }.
On suppose aussi que les variétés stable et instable possède une paramétrisation de la
forme :
ps : Tm x Rd
(a, s)
pu : Tm x Rd
(M)
y2m+2k
(x = a + Ns(a, s), y = Ms(a, s), s, u = Z(a, s))
pr2m+2Â:
(x = b + Nu(b,u),y — Mu(b,u),s = W(b,u),u)
(8)
où iVs, Ms, Z (resp. iVu, Mu, W) sont des fonctions analytiques en a et 5 (resp. 6, u) qui
s’annullent en s — 0 (resp. u = 0).
De plus, le flot sur la variété stable est donné par :
s = $(a,s)s '
et Re(7, $7} > g, | 7 |2, g, > 0 pour tout 7 € C(. Un résultat analogue est vrai pour la
variété instable.
Treshchev [Tr] (voir aussi Graff [Gr]) a montré que les tores k résonnant des systèmes
hamiltoniens proches de systèmes intégrables donnaient naissance à des tores k hyper
bolique vérifiant les hypothèses précédentes.
1.4.1. Normalisation préliminaire
Comme Q(x) est symétrique, il existe une base dans laquelle elle est diagonale. Notons
À(x) la matrice diagonale associée à Q(x) et Ài(x) > 0 ses valeurs propres. Nous avons
alors le lemme suivant:
Lemme 4 II existe une transformation analytique canonique S qui conjugue G au hamil
tonien
H(X, Y, S, U) = (w | Y) + -(Y | MY) + (S | AU) + r(X, Y, S, U) ,
où A — A(0).
Démonstration :
a) Diagonalisation : On cherche tout d’abord une transformation canonique
réduisant H sous la forme
26
H(X, Ÿ, S,Ü) = (oj | ÿ) + -(? I MŸ) + (S I A(x)0) + g(X, Ÿ, S, Ü) .
L’idée est de regarder la transformation de fonction génératrice
Si(x,Ÿ,s,Ü) = {x\Ÿ) + (8\P(x)Ü) ,
où P(x) est telle que P(x)~1Q(x)P(x) = A(x). Nous obtenons le changement de coor
données suivant
'y = Ÿ + dx(s | P(x)Ü)
u = P{x)Ü
] X = x
S = P(x)ls
que l’on inverse directement. Dans ces coordonnées, le hamiltonien s’écrit
H(X,Ÿ,S,Ü)= (w|ÿ) + i(ÿ|Mÿ) + (w|%((P(x)‘)-1S|P(x)C/))
+((P(x)‘)-1S !
Comme
^((PW‘r‘S I P(x)ü) = dx(S | Ü) = 0 ,
et
((p(x)*)-151 n(x)P(x)û) = (51 {P{x)t)-1n(x)p(x)0) = (s \ a(x)ü) ,
on en déduit que H a la forme désirée.
b) La seconde étape consiste à supprimer la dépendance en x du terme hyperbolique
(5 | A(x)Ü). On cherche alors une trasnformation canonique associée à une fonction
génératrice de la forme
S2(X, y, 5, U) = (X, Y) + (S\U) + {S\ f(X)U) ,
où /(X) = (fi(X)) est une matrice diagonale. Nous obtenons le changement de variables
suivant
r ? = Y + dx(s\f(x)u)
I Ü = f(X)U + U
\ X = X
K s = nxys + s
que l’on peut inverser directement. Développons A(X) = (AJ(X)) en série de Fourier
suivant X, on obtient
A3(X)= AJ(0) + J2 Xle'kx VpC)
kez™\{ o}
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On note que Aq > 0 car ÀJ(x) > 0 Van Le hamiltonien H s’écrit dans les nouvelles
coordonnées
H(X,Y,S,U)= (u\Y) + ±(Y\Y) + (u\Yl(l+
j
+(S | A0U) + (S | 1(X)U) + g(X, Y, 5, U)
où A0 = (Aj)et Â(X) = (AJ(X)).
On résout maintenant l’équation
(“ I EI TJ^T)dxf}{X)UlSj)+ {s 1 l(X)U) = 0 ’
que l’on peut écrire
E uisi(u i dx i°g(i + Ptm + E UjSjV(x) = o.
3 3
Pour chaque j nous avons une équation de la forme
(w | <9* log(l + f(X))) + X(X) = 0 . (10)
C’est une équation homologique classique. Développons log(l + f(X)) en série de Fourier,
on a
log(l + f(X)) = ~tke'kX •
kezm
Par conséquent, l’équation (10) nous donne
(u; | dx log( 1 H- f{X))) = *(w I k)^kelkX = ^ AkelkX .
kezm\{0} kezm\{o}
On obtient donc
^k , > k ^k
ik ~ ttt ^ — \~ü\ ~ rm ~
1{UJ I k) i(lu | k) i{u | k)
La condition diophantienne et l’analyticité de A.(x) assurent la convergence de cette série
(voir [BGGS], Appendice). On écrit
h(X) = log(l + f(X)) = Y,
kezm\{0}
^k jkX
i{u | k)
qui est une fonction à valeur réelle. Par conséquent, f(X) = — 1 satisfait 1 + /(X) > 0
pour tout x G Tm, et le changement de variables est bien défini.
1.4.2. Application de premier retour et forme normale
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Nous allons maintenant faire une section globale du flot et expliciter une forme normale
pour l’application de premier retour dans un voisinage du tore.
Le vecteur u étant non résonnant, nous avons ujm ^ 0 et la sous-variété C définie par
xm = 0 est transverse au champ Xh dans un voisinage V' de T. On se restreint au niveau
Tt = H~l{0) qui contient T et ses variétés invariantes. Le théorème des fonctions implicites
entraine l’existence d’un voisinage V" de T dans lequel H H V" est une sous-variété. On
prend comme surface de section
<s = n n c n v où v - v' n v"
Elle est régulière par transversalité de Ti et C dans V, et il est possible de choisir sur S
des coordonnées (x, ÿ, U, S) avec x = (aq,..., xm-i), ÿ = {yî, • • •, ym-1) Qui l’identifient à
un voisinage du tore © = {ÿ = 0, S = U = 0} dans V2m+2d~2 = T771-1 x Rm~l x Rd x Rd.
Dans cette identification 0 = T fl S.
La forme normale de l’application de retour est donnée par le lemme suivant :
Lemme 5 II existe sur S un système de coordonnées (6,p,s,u), 6 G Tm~l, p G Rm~l,
(s,u) G Rld dans lesquelles Q = {p = 0,s = u = 0}, telles que l’application de retour
s ’écrive
f(0, p, s, u) = (0 + v{p), p, ks, lu) + r(0, p, s, u)
où ks = k\s i .. .kdSd, lu = l\U\.. .ldud et v et r = (tq, rp, rs, ru) sont définies et analy
tiques dans un voisinage O de ©, et vérifient les conditions suivantes:
(i) ki < 1 et li = k~1 > 1 pour i = 1... d
(ii) r est d’ordre au moins 2 en (p,s,u)
(iii) rp = 0 et ru = 0 dans {p = 0, u = 0} fl O
(iv) rp = 0, rs = 0 dans {p = 0, s = 0} fl O
(v) r9 = 0 dans VEs(0) U VEu(0)
(vi) | dpv |< 1, où | . | est la norme uniforme dans O
(vii) si a > 0 est fixé, sup{|| d2vrw(p) ||, p G O < a où v G {p, s} et w G {(9, p, s}
Le point essentiel de la démonstration est le redressement des variétés invariantes ((iii)
et (iv)) et la factorisation de la rotation (v) qui permet d’obtenir une rotation constante
dans la réunion des variétés invariantes.
Démonstration : La démonstration s’effectue en 4 étapes.
a) Evaluation de l’application de premier retour : On commence par calculer
l’application de premier retour associée au système hamiltonien tronqué dans y2m+2d ;
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Ht(X, Y, S, U) = (u, | Y) + -(Y | MY) + {S | KU)
qui définit les équations suivantes :
X = eu + MY
Ÿ = 0
S = -AS
Ù = AU
d’où
m = (u + MY)t
Y(t) = Y0
S(t) = S0e~At
U(t) = U0eAt
Le tore T = {(X, Y, S,U) \ Y = 0; S = U = 0} est encore invariant pour Ht. La surface
de section S est encore transverse à Xnt au voisinage de T. La surface S est d’équation
Xm — 0, or Xm(t) = (u>m + (MY)m)t + Le temps de premier retour T dans la section
S est alors donné par
Xm{T) — 27r (mod27r)
d’où
T =
27T
^m d" (MY'jut
On pose r]{Y) = (MY)m, x — (Xi,..., Xm_i), alors le temps de retour associé à un
point (x, Y, S, U) € S est donné par
n(x,Y,S, U) =
+
défini dans un voisinage U' de T fl S tel que um + r](Y) ^ 0.
b) Redressement des variétés invariantes : On utilise maintenant l’existence d’une
paramétrisation locale des variétés invariantes pour effectuer un redressement des variétés
stable et instable du tore.
b.l) Paramétrisation des variétés stable et instable en section : On déduit des
paramétrisations (8) une représentation paramétrique des variétés stable et instable du
tore O en section. On effectue seulement la construction pour la variété stable, celle-ci
étant analogue pour la variété instable.
On a dans S, Xm = am + A^(a, S) = 0 et Ym — M^a, S). Le théorème d’inversion
locale dans un voisinage de T nous donne
~ /(ù, S) ,
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(H)
(12)
OU CL — CLm— l)-
On a donc dans S la paramétrisation suivante de VVrs(0) :
Ps : (5, S) - (x = â + Ns(â, S), y = Ms(â, 5), 5, C/ = Z(a, 5))
où y = (Yi,... ,2/m-i)*
On écrit maintenant cette paramétrisation dans le système de coordoonnées associé à
la section (x, y, 5, £7). La relation x = â + iVs(â, 5), nous donne par inversion locale dans
un voisinage convenable de O,
a = A(x, S).
Notons N\(x,S) = Ns(A(x, S), S): Mi(x,S) = Ms(A(x,S),S) et Zi(x, 5) =
Z(A(x, S), S). On déduit alors de (12) la paramétrisation suivante de la variété stable
ps : (a, S) -> (x = a + iVf(a,5),y = mf(a, s),s,u = Zi(a, 5))
De même, on obtient pour Wu(0) :
Pu : (6, £7) -> (x = b + N?(b, U), y = M?(b, £7), 5 - Wi(5, £7), £/)
b.2) Redressement : Le redressement s’effectue en deux étapes. La première redresse
les directions hyperboliques 5 et £7. La seconde redresse les variétés dans les directions
neutres y. Effectuons le changement de coordonnées suivant :
(x,y, 5, U)-+(x,y,s = S- W^x, U),u = U- Zx(x, 5))
Les variétés VEs(0) et VEu(0) sont maintenant contenue dans les espaces d’équation
u = 0 et s = 0. Les représentations paramétriques s’écrivent maintenant :
ps:(ü, s) —> (x = a + jVf(a,s),y = Mf(a,s),s,0)
Pu : (b, u) —> (x = 6 + N?(b,u),y - M?(b,u),Q, u)
Nous effectuons maintenant le changement de variables suivant : on pose
Y (x, s, u) = M[ (x, s) + M“(x, u)
et on définit le difféomorphisme analytique
(x, y,s,u) —* (x,p = y — Y (x, s, w), s, u)
Les variétés stable et instable sont maintenant données par les équations
VEs(0) = {(x,p, s,u) | p — 0,u = 0} et PEu(0) = {(x,p, s,u) | p = 0, s = 0}, et leurs
paramétrisations par
(x = a + Nf (a, s), 0, s, 0)
t—> (x = b + N]1 (£>, u), 0, 0, u)
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Ps : (a,s)
Pu (b,u)
c) Feuilletage des variétés stable et instable : Comme x = â + Nf(à,s) on a
par le théorème d’inversion local â = As{x: s). On définit alors le changement de variables
analytique suivant :
(x, y, s, u) —> (x = As(x, s), y, s, u).
Comme â = O, on a sur la variété stable x — ü. De la même façon, en utilisant le fait
que b — Au(x,u) et b = û, on obtient le changement de coordonnées
{x, y, s, u) -» (9 = Au(x, u), y, s, u),
pour lequel 6 = û sur la variété stable et instable.
d) Normalisation : De simples changements d’echelle permettent d’obtenir les pro
priétés vi) et vii).
Remarques :
1. La propriété (v) signifie qu’il existe un feuilletage invariant8 des variétés stable et
instable. Les feuilles sont les droites 9 = const de dimension d.
2. Dans le cas d = 1, l’utilisation de la forme normale de L.Niederman [Ni] permet
d’obtenir une application de premier retour dont les variétés stable et instable sont di
rectement redressées.
1.5. Démonstration de la propriété d’obstruction
Théorème A : Les tores d-hyperboliques modèles vérifient la propriété d’obstruction.
Démonstration : On se place dans la section S définie au § précédent.
On note qu’il suffît de démontrer cette propriété dans le cas de sous-variété de dimen
sion m + d transverse à VLs(0). En effet, étant donnée une sous-variété O de dimension l
{l > m + d), transverse à 1LS(0), on peut toujours trouver une sous-variété de dimension
m + d pour laquelle la proprosition est vérifiée.
Soit A une sous variété de dimension m + d, transverse à VFs(0) au point a = A fl
LLs(0), a G Vu et soit b un point donné de FLn(0) et B {b, 6), 6 > 0 une boule dans Vv.
Comme A coupe LLs(0) transversalement en a, son intersection avec le plan
P = {(^,p,ii)eL |/o = 0}
est aussi transverse. On note Ao = V iji A la sous-variété ainsi obtenue. La transversalité
de l’intersection implique Ao est de dimension d, en effet
dim(Ao) = dim(A fl V) = dim(A) -f- dim(7?) — dim(<S)
— (m + d) -f (m + 2d) — (2m + 2d) = d
La démonstration repose sur deux points : Soit 0 < e < <5,
8L’invariance est ici à comprendre comme ceci: soit V une variété invariante par le flot <t>, feuilletée en
sous-variétés Vi, alors $(VÇ) = Vj.
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i) Pour n > no, la sous-variété Ao est adaptée à Vv, et e redressée dans Vv.
ii) Il existe n tel que la composante angulaire de an = fn{a) est e proche de la com
posante angulaire de b.
La condition i) est une application directe du À-lemme faible9. En effet, pour tout
vecteur tangent v = {vq,vp,vs,vu) G TaA0, on a vp — 0 car A0 C V. La condition de
redressement du A-lemme faible est donc satisfaite.
La condition ii) est une conséquence de l’hypothèse (v) du lemme 5. Celle ci nous assure
que la composante angulaire de an est une rotation constante d’angle u(0) = 2-KÜ)/um-
Comme u est non résonant, on peut approcher la composante angulaire de b dans un
voisinage de taille arbitraire.
°La vérification de ce premier point est considérablement simplifiée dans le cas C°° (voir [Do]), car il est
possible d’écrire le difféomorphisme de section comme un produit direct d’un diffeomorphisme hyperbolique
par une distorsion monotone de l’anneau. Ce premier point découle alors du À-lemme classique de J. Palis
[Pa],
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2. Dynamique symbolique pour un tore homocline
Nous savons, depuis les travaux de Birkhoff, Smale, Shil'nikov et Alekseev, que l’inter
section transverse des variétés stable et instable d’une orbite périodique hyperbolique
donne naissance à une dynamique compliquée10, décrite au moyen d’une dynamique sym
bolique.
De même, Wiggins [Wi] a démontré qu’un tore homocline normalement hyperbolique
possède un ensemble invariant sur lequel la dynamique est conjuguée à un décalage de
Bernouilli.
Plusieurs auteurs, notamment Treshchev [Tr2], Holmes-Marsden [HM] et Xia [Xi],
ont conjecturé un résultat analogue pour un tore homocline partiellement hyperbolique.
L’hyperbolicité partielle des tores rend difficile une éventuelle démonstration.
Easton [Ea] (voir aussi Wiggins [Wi]) a mis au point les outils pour aborder ce
problème. En utilisant son formalisme, nous démontrons dans cette partie (sous cer
taines hypothèses) l’existence d’une dynamique symbolique. Un résultat analogue a déjà
été démontré par Easton [Ea]. Néanmoins, son résultat concerne des perturbation Cl de
systèmes ayant une dynamique symbolique et non des difféomorphismes analytiques. Ceci
lui permet de considérablement simplifier la preuve.
On en déduit ensuite l’existence, dans un voisinage du tore, d’une infinité d’orbites
périodiques hyperboliques dont les variétés stable et instable se coupent transversalement
dans 7i.
2.1. Résultats principaux
Soit M une variété symplectique et H un hamiltonien analytique sur M. Soit T un tore
d-hyperbolique modèle tel que sa variété stable WS(T) coupe transversalement sa variété
instable WU(T) le long d’une orbite 0(p) homocline à T, dans une surface d’énergie fixée
7i = H~l{h). L’existence d’au moins une orbite homocline à un tore hyperbolique dans
les perturbations de systèmes hamiltoniens intégrables est une propriété générique (voir
[El] et [Bo]).
2.1.1. Hypothèses
Nous effectuons les hypothèses suivantes :
(7di) : Soient S et / la surface de section et son application de premier retour définies
dans le lemme 5 (partie I), dans toute la suite, nous nous limiterons au cas où
v(p) = v0 + vip ,
où vq satisfait une condition diophantienne de la forme
3 6 > 0, Bp > (m - 1) | Vj G Zm \ {0} , | (v0 | j) |> • (13)
10Poincaré [Po] avait déjà remarqué ce fait dans ses travaux sur le problème des trois corps restreint.
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Nous supposerons aussi que le reste possède la forme particulière suivante
r(6, s, p, u) = psuri{6, su) + (su)2r2{0, su) + p2r3(#, su) + p3r4($, p, s, u) (14)
et
|| ri ||< Ci i = 1, 2, 3 (15)
La forme du reste est analogue à celle obtenue par Niederman [Ni] pour une perturba
tion cl’un hamiltonien complètement intégrable au voisinage d’une résonance simple. Bien
que nous ne l’ayons pas démontré explicitement, les techniques de [Ni] appliquées au cas
des difféomorphismes doivent permettre de montrer que cette forme du reste est générale.
(7^2) : L’orbite 0{p) coupe la section S en des points p+ G VLS(@) et p~ G WU(Q).
Nous noterons p+ = (#+,s+,0, 0) et p~ = (#~,0,0,u-). Nous définissons deux voisinages
de p+ et p~ de la manière suivante : Soit j > 0,
B+ = {| 9 - 9+ |< j, | s — s+ |< j, | p |< j, | u |< j}
= {| 0 - 9~ |< j, | s |< j, | p |< j, | u - u~ |< j) .
Soit r : X —> [0,oo[, r(p) = sup{ t > 0 | 4>(t,p) € H \ S pour 0 < s < t }, où 4>
représente le flot associé au système Xh On définit l’ensemble
B = { p G S | r(p) < 00 } ,
On suppose j assez petit pour avoir B+ C S et B~ C /(S). On note
Dn = {qeB+ :fn(q)eB-}
On choisit j assez petit tel que S~ D B = 0. On a alors Dn fl Dm = 0 pour n m. On
note D = [J Dn et Q = {q G B+ : A o fn(q) G B+}.
n> 1
On définit 7 : D —> B~ par
7(5) = fn{q) > Vç G Dn .
Soit A l’application de B~ dans B+ définie par
A {q) = $(q,v{q)),
où a(q) = inf{t > 0 | $(t,q) G S+ }. Elle est définie sur un voisinage de p~ que nous
supposons inclus dans B~.
On définit l’ensemble Q par
Q = {qeb+ | T(ç) 6 B+ }
et l’application T : Q —> B+ par
T {q) = Ao7(ç) .
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{H:i) : L'application de transition A : B —> B+ est de la forme
A(x) = p~ + II/i + A2/1
où h = x — p~, n = Dp- (A) et où A2 est le terme d’ordre > 2.
On se limitera au cas où la matrice II, rapportée aux bases (e#, es, ep, eu) est de la
forme suivante
0 0 1 0
0 1 0 0
1 0 0 0
0 0 0
On vérifie que la forme de la matrice est compatible avec la transversalité des sous
variétés invariantes le long des orbites homoclines.
On suppose de plus
Il D'1 A2 ||< C . (16)
2.1.2. Résultats
On définit l’ensemble
A = {N > n >77* | | — 9~ + nvo |< cj } ,
où n* et N seront déterminés plus tard. On définit 5 C R4 comme
^{M^R2xR2 I II x ||i< 1, IMIi<i}
Soit (0, s, p, û) le système de coordonnées dans la fenêtre S. On définit l’application
Fj : S —> B+ par
Fj(9, s, p, û) = (j0 + d+,]s + 5+, jp, ]û)
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Pour n € A, on note
/
| ü — kn(u /j) |< kn
s
II (M,/ô,û) € [-1, l]4
| s |< 1
i 5 , - i >
o + nv\p < ci
\p\<kn
et
Dh = U H'n
neA
Notons Dh — F3{Dh)- Nous avons alors le théorème suivant :
Théorème B (Dynamique Symbolique pour un tore standard): L’application
T possède un ensemble invariant I{q G Q \ Tn(q) e Dh , Vn Ç N } hyperbolique tel que
T [/ soit topologiquement conjuguée au shift sur l’alphabet A.
La démonstration est donnée dans le §.2.3. Ce théorème généralise le théorème
de Moser [Mo] pour une orbite périodique hyperbolique. La démonstration repose
sur l’introduction d’une application transverse, c’est à dire une application à nombre
d’itération non constant (voir [Mo], Th. 3.7., p.101).
La propriété d’hyperbolicité de l’ensemble invariant est importante car cet ensemble
est stable sous une faible perturbation alors que le tore dont il est issu ne subsiste pas
obligatoirement (condition diophantienne).
Cet ensemble est un Cantor de points et non pas un Cantor de surfaces comme dans
le cas d’un tore normalement hyperbolique.
On en déduit le corollaire suivant :
Notons On l’orbite périodique de période n associée au symbole { .. .nnn... } par le
biais de 0 et pn le point fixe hyperbolique de T associé dans S.
Corollaire 1 Pour n > n, h suffisamment grand, l’orbite périodique hyperbolique On,
associée au point pn G T est telle que sa variété stable (resp. instable) Ws(On) (resp.
Wu(On)J est e proche en topologie Cl de la variété stable du tore WS{T) (resp. instable
WU(T)) au point p+.
2.2. Dynamique symbolique
Nous allons reprendre la démarche de S. Wiggins ([Wi], p. 108-150) en donnant un
critère de conjugaison à un décalage de Bernouilli pour des perturbation de systèmes
possédant une dynamique symbolique.
Soit / : D -+ RnxRm une application, où D est un ensemble fermé borné de dimension
n + m contenu dans Rn x Rm. Nous supposerons / analytique et définie sur un ensemble
connexe ou une union de plusieurs composantes connexes. Notre propos est de donner des
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conditions sous lesquelles / sera conjuguée, dans une certaine partie de D, à un shift de
Bernouilli.
2.2.1. Définitions et notations
On note Dx (resp. Dy l’ensemble des x G Ra (resp. y G Rm) tel qu’il existe y G Rm
(resp. x G Rn) tel que (x,y) G D. Soit Ix (resp. Iy) un ensemble fermé, simplement
connexe, de dimension n (resp. m) contenu dans Dx (resp. Dy).
Définition 1 Un chemin jh horizontal (resp. jv vertical), H (resp. V), est défini comme
le graphe d’une fonction h : Ix —> Rm (resp. v : Iy —> Rnj, jh (resp. jv) lipschitzienne,
0 < j/i < oo (resp. 0 < jv < oc), telle que H C D (resp. V C D).
Soit jh, 0 < jh < oo, H un chemin jh horizontal, Jm C D un disque de dimension m
qui coupe H en un unique point. Soit Ha, a G I, l’ensemble des chemins jh horizontaux
qui coupent le bord de Jm de même domaine que H, où I est un ensemble d’indexation.
Soit
SH = {{x,y) GRnxRm| xelx, y tel que, Va: G Ix, et une ligne L passant par (x,y)
parallèle à x = 0, L }
La bande jh horizontal est définie comme la fermeture de Sh-
Définition 2 Le bord vertical de la bande jh horizontale H, notée dvH est définie comme
,dvH = { (a:, y) G H \ x G dlx }. De même, le bord horizontal, noté dhH est défini comme
dhH = ÔH - dvH.
Définition 3 Soient H et H deux bandes jh horizontales. On dit que H coupe
complètement H si H C H et dvH C dvH.
2.2.2. Critères de conjugaison à un shift
Soit S = {1, 2,..., iV}, N > 2, et soient Hl, i = 1 un ensemble de bandes
N
jh-horizontale disjointes avec Dh
sur Dh et on défini
[J Hi. On suppose que / est un homéomorphisme
i=l
/(ffi)n e
et
= rHVji) = Hij, Vi,j e S
On note
EN = ...x S x S x S x ... = Ilt^-ooS
Soit s G E^, s = { ... S-n,..., S-1, so, Si,... sn ... }, on définit le shift a : EjV i—> EjV
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commme
K«)]* = «i+1
Soit A une matrice iV x iV la matrice de transition. On note
Sa = {S = I (A)Sii3i+l = 1 Vj S N }
Effectuons maintenant les hypothèses suivantes :
(Al) Pour tout z, j G S tels que (A)ij = 1, VXj est une bande jv verticale contenant Hj
avec dvVji C df{Hz) et 0 < jvjh < 1. De plus / applique Hij homeomorphiquement sur
Vji avec f~l{dvVji) C dvHx.
(A2) Soit H une bande jh horizontale qui coupe Hj complètement. Alors f~l(H) fl Hi =
H{ est un chemin jh horizontal qui coupe Hx complètement pour tout i G S tel que
(A)ij = 1. De plus.
d{Hi) < ohd(H) pour un 0 < < 1
Nous avons alors le théorème suivant :
Théorème : Si f vérifie les hypothèses (Al) et (A2) alors elle possède un ensemble
invariant de points A C Du sur lequel elle est topologiquement conjuguée à un sous-shift de
type fini avec une matrice de transition A. Il existe donc un homéomorphisme f : A —> E^
tel que le diagramme suivant commute :
A ^ A
01 Ï4>
yUV
^A
, 17 ,
1 * ^A
2.2.3. Conditions sectorielles
La condition (A2) est difficile à vérifier en pratique. On peut la remplacer par une
condition portant sur le comportement de / dans certains secteurs.
On note ht = HXj et V — [J Vij. On a donc f(ht) = V. Soit
i,j€S,{A)ij = l i,j£S,{A)ij=1
= (aro,2/o) £ V U ht, on définit le secteur stable en zq, noté 5?0 comme
Sto = {(U.Vzo) 6 Rn x R"1 11 ^ |< I Ç20 I }
De même, le secteur instable en zq, noté Sf est défini par
= {&o. ’ko) € R" x R“ 11 Jzo |< JV | r,so | }
On note = [J S|0, SJ = |J SJ0, S£ = (J S“ et SJ = U S“ .
ZÇ)(z'H 2oëV ZqÇ.'H. 2o£V
Nous formulons alors l’hypothèse suivante :
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(A3) Df(S^) C Sf, et Df~\S^) C Sfa. De plus, si (6o>W ^ 5“ et Df(z0){fZo,r)2o) =
(tf(zo)>rlf(zo)) e 5jf(zo), alors on a | r//(2o) |> jT1 | rjZQ |. De même, si (60,^0) € SSZQ
et Df~l(zo){Çzo,r)Zo) = (£/-i(2o)> ^Uo)) G SJ_i(zo) et | ^-i(2o) |> j~l | I avec
0 < J < 1 -
Nous avons alors le théorème suivant :
Théorème : Si les hypothèses (Al) et (A3) sont vérifiées, alors l’hypothèse (A2) est
aussi satisfaite avec = vv = .
1 — JvJh
2.2.4. Une alternative aux conditions (Al), (A2) et (A3)
Le but de ce paragraphe est de donner des conditions directement vérifiables sur des
exemples. Un premier travail en ce sens a été fait par Conley et Moser [Mo], puis par
Easton [Ea]. Wiggins [Wi] a ensuite mis en forme ces conditions en suivant le travail de
Afraimovich, Bykov et Silnikov [ABS].
On note, pour (x, y) G D,
f{x,y) = (h(x,y),f2{x,y))
On effectue alors les hypothèses suivantes :
(^i )
Il dxfi ||< 1
|| (dyf2)~l ||< 1
1- Il (dy/2)-1 INI dxf1 ||> dyf, llll dx}2 II II (dyh)-1 II
1 - (Il dxh || + || (dyh)-1 ||)+ || dxh llll ( ||>|| llll dyh llll (dy.
où || . ||= sup | . |, avec | . | une norme sur les matrices.
(x,y)€DH
On note :
(al)
(a2)
(a3)
(a4)
dyh llll (dyhr1 II ni~ (1- Il 0xh llll (dyhTll)w>+ Il dxh llll (dyh)-1 ll< 0 (.)
Mfc <
1- Il (dyh)
-1
dyh llll {dyfi) -1
(**)
dxh llll (dyh)-1II ni ~ (1- Il dxh llll (dyh)'1 IIK+ Il dyh llll (dyh)-1 ll< 0 (*)-1 >-l
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, 1- Il dxfl II , N
Il
0 < hhtLh < 1 (* * *)
(Â2 ) On suppose que les Hi: i = 1 ,...,IV sont des bandes jh horizontales, avec jh
vérifiant (*) et (**). Pour tout i,j € S tel que (A)lJ = 1, Vjz est une bande jv verticale
avec jv satisfaisant (*)v et (**)v et (* * *). De plus, on demande dvVji C df(Hi) et
r^dyV^ddyHi.
Nous avons alors le théorème suivant :
Théorème : Les hypothèses A\ et Â2 impliquent A\ et A2.
2.2.5. Hyperbolicité normale de l’ensemble invariant
En utilisant la caractérisation des ensembles invariants hyperbolique donnée par New-
house et Palis [NP], nous avons le théorème suivant :
Théorème : Sous les hypothèses A\ et A3, l’ensemble invariant caractérisé par dy
namique symbolique est hyperbolique.
Ce résultat est d’une grande importance car il donne de ce fait la stabilité de cet
ensemble sous faible perturbation Cl. Il nous renseigne surtout sur la nature des orbites
périodiques contruites à l’aide de la conjugaison au décalage de Bernouilli : elles sont
normalement hyperboliques.
2.3. Démonstration du théorème B
2.3.1. Forme de l’application de retour
Supposons Fj(q) € Dn. Il nous faut calculer l’application Tpn : S R définie par
'ifjn - (Fj)-1 o A o fn o Fj .
Nous avons
fn(0, s, p, u) = /” + rn(0, p, s, u) ,
où
et
fa = tî + nv0ee = (9+ nvip, , p, ) + nv0es
rn+i = fl ° rn + r/” , (17)
''n = E/r1°w*-i+1
i=1
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ce qui nous donne
De même, nous avons
A = p+ + n(æ — p ) + Â(x -p ).
On obtient alors l’application de retour ijj sous la forme
^ — P] + ^ + tp,
où
P] = J 1 [II(/zn(p+) + nv0e9
* = no/-,
-P )] >
$ = j 1 n (rn{jq + P+)) + A (/r(P+) + nv0ee - p + jffiq) + rn(jq + p+))
Un rapide calcul nous donne
/ 0 0 1 0 ^
T 0 kn 0 0
F —
1 0 nv 1 0
\ 0 0 0 ln )
et Pj = J 1 (0) kns+, 9+ — 9 + nv0, u ) .
Nous allons tout d’abord vérifier les hypothèses Ai, Âq et A3 pour ipi représentant
la partie affine de ip. Un contrôle du reste ip nous permettra alors de montrer, via un
lemme de perturbation de systèmes possédant une dynamique symbolique, que ip est aussi
conjuguée à un sous système de Bernouilli.
On conserve les définitions et notations du §.2.1 à savoir A pour l’alphabet et Hn la
partition de S. On voit que Hn est un sous ensemble convexe de S.
2.3.3. Cas affine
Notons (0, s, p, u) le système de coordonnées dans la fenêtre 5. On définit l’application
Fj : S —> B+ par
Fj(9,§,p,ü) = (j9 + 9+,js + s+,jp,jû) (18)
On a alors
fa(Fj(<l)) = (jû + 6+ + nv0 + nvup, j\ns + Ans+, jp, A nju)
Nous allons maintenant construire une famille disjointe d’ensemble Hn dans S tels que
pour tout q dans Hn, on a q G Dn, c’est à dire f2(Fj(q)) G B~.
On peut donc choisir comme sous-ensemble disjoints de S ceux définis par :
j9 + 9+ — 9 -f nvijp + nv0 | < J
Ans+ + j\ns | < J
JP 1 < JA
A~njû — u~ | < J
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On note qu’il suffit de choisir n assez grand, n > n\ pour que la seconde contrainte
soit vérifiée pour tout s dans S. Nous avons donc les contraintes suivantes :
| 9 + nv\p | < ci
\n
| ù — u~ — I < An
3
avec ci G R* et n vérifiant la contrainte
| 6+ — 9~ + nvo |< C2J
où C2 G R* vérifie ci + C2 = 1.
Notons Dh = [J Hi
ieA
1. Vérification de la condition A\
Notons x = (9, s) G R2, y = (p, îl) G R2 et
où
^1 {x,y) = (p,Ans + An~)
3
T / \ 9+ - 9 +nv0 , _n „ u '
4>2{x,y) = (9 + nvip-\ , A u H )
3 3
Nous avons donc :
^ q A°n j > dyV2(x,y) = ^ x-n ^
Soit M = (rriij) une matrice 2x2 sur R, on note | M |= sup Y'' | rriij | la norme
j=1>2 \i=i J
1 sur les matrices et
On a alors :
Il • IN sup | M{x,y)
(x,y)eDH
dx*i |= An
On a donc pour n > 77-2,
(dy®2) 1|=sup(——r,An)
n | v\ |
1 dx*i 1
1 ow-1
qui sont des conditions d’hyperbolicité.
43
< 1
< 1
Nous avons aussi :
^*‘ = (5 o) aA=(° o)
d’où Ton déduit | dy^\ |= 1 et | dx^2 |= 1-
Nous avons donc :
Il 9**! 11= A»- Il (d^r11|= -r^-]
Il aÿ$! ||= 1 II a**2 11= 1
Nous devons vérifier que :
1- Il (W1 II II 9**i Ii> 2^11 a,*, II II a**2 II II (ay*2)_1 II
ce qui nous donne :
2 „ An*
1 <1 : r
n* | v\ | n* | v\ |
soit
n* | vi |> 2 + An*
ce qui est vrai pour n* assez grand, à savoir
3
n > r
I vi I
Nous devons aussi vérifier
1 - (Il 9**1 II + Il (W1ll)+ Il a**a Il II (W1 ll>ll 9**2 II II 9y*: Il II (9y*2)-1 II
or, on a
119**2 II II 9y*, Il II (9v*2)-‘ 11= —
et
(|| 9**i || + || (9y*2)-1 ||)+ || 9**, || || (9y*2)-1 ||= A"' (l + —+—-j
L’inégalité précédente est donc vérifiée si :
2 — An* < (1 — An*)n* | V\ |
Nous avons 2 - An* < 2 et (1 - A)n* | v\ |< (1 - An*)n* | v\ |. L’inégalité est donc
vérifiée si
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soit
2 < (1 - A)n* | vi
n >
2
(1 - A) | ui
et toutes les conditions de Â\ sont vérifiées.
2. Vérification des conditions sectorielles (A3)
On note
^0 — { (^Pcp^Po) ^ x R'*’ I I vpo I— jh | hp0 j }
= { (^-po^po) ^ -^2 x I I ^Po I— Jv I ^po I }
On a
D*/
( 0 0 1 0 \
0 An 0 0
1 0 nv 1 0
V 0 0 0 A_n
(Vp,Vû). On a
/ Vp \
f h \ Xn h$
hg + nv\vp
\ A-nvû )
soit
htf(po) = (vp, An/is)
v«r(p0) = (fy? + nviVp, \~nVù)
a) Supposons que (hpo,vPo) G Sp0 et vérifions la condition C 5y
Nous avons :
I v*(P0) I > A n I Vù I +nv1 \vp\-\hè\
> A~" | Vp | +A-» | hô | +A-" | -X~njv \vp\-\hô\
> A~n(l - jv) | up | +A"n | ^ | +(A~n - 1) | hè |
> A~n(l — jv) | Vp | +A"n | h§ |
> A"n(l -jv){\ Vp | +—— | h§ |)
J- Jv
Ton a
I ^(po) I— A (1 — Jv) | ^'I'(po) I
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soit, pour jv tel que
\n \n
Nous avons < , où n* est la plus petite valeur de n autorisée par notre
1 - Jv 1 - Jv
choix de l’alphabet A.
Pour vérifier la condition sectorielle précédente, nous devons avoir
An
soit
1 Jv
1 - Vl - 4An*
^ Jv
<Jv<l
b) Nous allons maintenant vérifier que l(Sy) C :
Nous avons
Dty~l =
—nvi 0 1 0 \
0 A"n 0 0
1 0 0 0
0 0 0 An J
ce qui nous donne
D\V
/ -nv\hg + vp \
1 ( hpo ^ _ \~nhè
V VPO J " h§
\n~.\ XnVû J
soit
ù^-qpo) = {~nvihê +Vp, A nhà)
v*-Hpo) = (hô,\nVû)
Supposons désormais que {hPo,vPo) € Spo. Nous avons alors
I ^-i(po) I > n\vi\\hà\-\vp \ +A~n | hè \
> n | v\ || hÿ | —jh(| hÿ | + | hs |) + A'n | h§ | + | vù
> (n | vi | -jh) \ hê\ + \ vü \ + (A~n - jh) | hs \
Comme jh < 1 nous avons A“n — jh > 0, soit
I l> {n | vi | -jh) | hé | + | vü |
Supposons n assez grand pour avoir
n\vi\ -jh> Xr
alors, nous avons
ù*-i(P0) |> (n | vi | -jh){| hè | +
1
n | vi | -jh
|) > (n | vi | hê | +An | |)
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soit
I ^-i(po) |> (n | vi | -Jh) | v^-i(po) |
Comme (n | v\ | —Jh)~l |> (n* | v\ | —Jh)~l, où n* est le plus petit élément autorisé
par l’alphabet A.
Nous devons alors vérifier
(n* | vi | -jh) 1 < jh
Nous obtenons donc
c) Nous allons maintenant vérifier les conditions de cône avec les contraintes obtenues
aux points a) et b).
Supposons (hpo,vpo) G Spo, alors
I îAïr(po) |> n I Vi II Vp I +A n I Vu | - | hà |> (n I Ui I -jv) \ Vp | +(A n - jv) \ vü
Notons av = min (n | v\ \ —jv, \~n — jv), alors
| v'i/(po) |A av I vpo I
Supposons maintenant (hpo,vp0) G Spo, alors
I h\ÿ—i (po) | > n | vi | hJ - | Vp | +A~n | hê \
> {n | vi | -jh) | ùê | +(A_n - jh) | |
> ah(\ hjj \ + \ h§ \)
où a/j = min(n | v\ \ —jh, A~n — jh). Nous avons donc
Ù'I'-l(po) I— I ùPO
Notons j = max(au 1, 1). La condition que nous devons maintenant vérifier est
J < 1 - JvJ/i (A3)
Nous avons
A7
JvJh
n* \vi \
Dans ce cas, la condition (A3) est trivialement vérifiée.
1. Vérification de la condition À2
Il convient tout d’abord d’exprimer Nous avons
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xVt l(q) = (fi 1 (/.i/5 4- 0 - 6+ - nvo — nvi/j.9). A n.s, 9. An(/.m + u ))
Il est alors facile de représenter les ensembles Hn et Vnm = xV(Hn) fl Hrn et de vérifier
la condition Ao. En effet, nous avons
On en déduit que dvVnm et dxV(Hn) sont donnés par
Cl 1
%
J.
A W A
e- WmÂ,
XW,)-|
On a donc bien dvVnm C d^(Hn).-
De même, on a xy^l{dvVnrn) et dvHn qui se représente comme
A
1<5
1
% i
On en déuit alors que 4^ i(dvVnm) C dvHn, ce qui termine la vérification de la condition
Ào.
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Les conditions A\ et A2 nous assure l’existence d’une dynamique symbolique à une
infinité de symbole. La condition A3 nous dit que l’ensemble invariant ainsi caractérisé
est hyperbolique.
Remarque : On note que nous n’avons fait aucune hypothèse sur la valeur de N.
Toute notre construction d’étend au cas N = 00, en remarquant que les bandes hori
zontales Hn tendent lorsque n — 00 vers la variété stable du tore. L’ensemble invariant
ainsi caractérisé, noté Zoo à une structure hyperbolique (cf. A3). On note On l’orbite
périodique associée au symbole (... nnn ...) et Ws(On) (resp. Wu{On)) sa variété stable
(resp. instable). On se donne e > 0, alors pour n suffisamment grand, on a Ws{On) (resp.
Wu(On)) qui est e proche en topologie C1 de WS(T) (resp. WU{T)).
2.3.4. Contrôle des restes
Le lemme suivant nous donne les conditions sur la perturbation Tr de T sous lesquelles
persiste la conjugaison au décalage de Bernouilli.
Lemme perturbatif : Soit T = 4q + Tr une application de S dans S. Supposons que
l’application T/ soit conjuguée à un décalage de Bernouilli sur l’alphabet A. Alors T est
aussi cpnjuguée à un décalage de Bernouilli si les conditions suivantes sont vérifiées :
(ci) || dx*\ ||< 1- || dx*i ||
(c2) II dyV2 Ii< 1/ Il (a^2)-> Il
(c3) a = 1- Il ( (Il 9**, II + Il dx<ÿ[ II)
b = 2 || || ^/(ll^i || + l|9y^ ||) (|| 5A 11 + 119*4-5 ||)
a > b
(c4) c = 1 — (|| (9„'î'2)-1 H + H 9**! || +
d= Il (9A)-1!! (119^2 H + 119^5
9x1"! Il) + |
dy'I'l II +
9+F, 9x^î
9y^2 ||
Il dyV
+
c > d
La démonstration est donnée en appendice.
1. Les contraintes sur la perturbation dans notre exemple
Nous reprenons les conditions (cl) à (c4) précédentes. Elles nous donnent les con
traintes suivantes :
1 -
An*+ 11 dx*\
N I I
>
n* v\
(1+ Il dy% ||)(1+ || dx% (c3)
1 -
n* v\
+ A"* + \\dx*\ II) + An*— Il v^ï II ^ i+||a**
N I v\
>
n* v\
(1+ || ||) (c4)
2. Calcul des différentes matrices perturbées
a) Préliminaire : Nous avons
*ï($) = J_1(r"0*)i A"rJ(«)) + , /*?«)
et
^2® =J~1(r8('&) + nuir”(M),A~nr”(H)) + fl{hpr(i),h%{i))
où
N = JQ + p+
i = /n(K)-p~
Nous noterons pour w — (9,s,p,u) et / une fonction de R4 dans R4, la
composante en k de f(w).
Nous devons tout d’abord exprimer les quantités suivantes :
3iWi(N))= E 3kr^)d^)k
k=(9,s,p,u)
pour z € {6, s, p, û} et w G {0, s, p, u).
Notons z la composante non chapautée de z. Comme dzÇti)k — ÜzkJ, où 6Z^ = 0 si
z ^ k et 6zk = 1 sinon, nous obtenons :
dzKm = 3dzr*(K) (fl)
pour z = (0, s, p, û) et w = (9, s, p, u).
Nous avons aussi, en conservant les mêmes notations, à exprimer les quantités suivantes
Or, nous avons
(i)k
k
fnm-p- = iïm+rnm-P-
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d’où l’on déduit
3i(t) k = %(f?(m + &(rm))
Le second terme est obtenu à l’aide de (fl). Pour le premier terme, nous avons, en
utilisant l’expression de /”(N) :
dè{fa(^))k = àzkJ
pour z G {9, s, û} et
dpimm=
nv\j pour QiII
0 k = s
J k = p
0 k = u
On obtient donc finalement :
W(t))=j Y dkhr(i)(dzrk(#) + 6zk{l + nviôpzÔ0k))
k=(9,p,s,u)
(12)
b) Expression des différentes matrices : Nous obtenons donc
a derp(K)
Andor"(K)
dsrp{K)
An0sr£(N)
( Y dkhdr{i) (<V£(N) + 86k)
E^;w (^rfeW+^)
v &
£d*/i®(t)(0arJ(N) + $5*) \
Jç
Y,dkKM(dsr^(H)+ôsk)
dy*ï(q) =
+
( !->prp<H') 9ur"(H) \
f AndPrs"(N) A"ôurJ(H) J
^a^WÇVJÎW + Wl+n^fc)) Y,dkheT(i)(dur^(H) + Suk) \
/c /c
YdkKii) (<V£W + àpk{l +nviôdk)) YdkhrM (0«rî(N) + ^uJfc)
V /c k /
dx*T2 ® =
+
f + nuid0r”(K) + nui<9sr£(K) \
V A-nÔ0r-(M) A-”Ô,r2(N) J
/ X] (<VjJ(K) + 6Bk) Y dkhrM (^fc(N) + W \
/c
£WW (WW) + %) £ W(i) (WW) + 6sk)
\ k k /
51
dyn(q) ( <V£(K) + nvidpr*(H) <V£(K) + nvidur™(K) \
V A~n<V£(K) A~ndurï(K) J
j dkKW (<V£ (K) + 6pk( 1 + nviôok)) (<V£M + 6uk) \
/c le
Y2 dkK{i) (dpr£(N) + Spk(l + nvi6gk)) Y1 dkhriz) {9urkW + 6uk)
\ k k J
c) Estimations des normes :
Nous avons les majorations suivantes :
|0*rJ(N)| < cX3n+l
| dkK?(t) | < Mj
On a
I dx^\{q) \< (cÀ3n+1 + AMj(cX3n+l + 1) + AncA3n+1 + 4Mj(cA3n+1 + 1))
On en déduit
0 >|| dx^\{q) ||< 2(cA3n*+1 + 4Mj(cA3n*+1 + 1)) (ml)
De même, nous avons
dy^\{q) |< cA3n+1 + 4Mj(cA3n+1 + 1 + nv\) + AncA3n+1 + 4Mj(cA3n+1 -f 1 + nv\))
d!où
|| dy^\{q) ||< 2(cA3n* + 1 + 4Mj(cA3n*+1 + 1 + Nvi))
On a aussi
(m2)
I dx%{q) |< cA3n+1 + nuicA3n+1 + 4Mj(cA3n+1 + 1) + A-ncA3n+1 + 4Mj(cA3n+1 + 1)
d'où
Il dx%{q) ||< 2(cA3n*+1 +n*uicA3n*+1 + 4Mj(cA3n*+1 + 1) + cA2n*+1 + 4Mj(cA3n* + 1 + 1))
soit
Il (?) Il< 2(cA'2n'+1 + 4Mj + (m3)
On a
I \— cX?n+l +nvicX3n+1+4Mj(cX3n+l + l+nvi)+X~ncX3n+1 +4Mj(cX3n+1 + l+nvi)
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donc
0 >11 dyVM ll< cA2"'+1 + n*vicX3n*+1+ 8Mj(cA3"' + 1 + 1 + NVl) (m4)
d) Vérification de la condition (cl) :
On doit montrer que || dx^i ||< 1 — An*. On choisit n* tel que j < (1 — An*)/2. La
condition (cl) est alors vérifiée en utilisant (ml).
e) Vérification de la condition (c2) :
On voit qu’il suffit de choisir N tel que jN < n*, soit
N < —
J
f) Vérification de la condition (c3) :
La condition (c3) s’écrit comme
n*vi - (An* + 2(cA3n*+1 + 4Mj(cÀ3n* + 1)) >
2yJ{l + cA3n*+1 + 4Mj(cA3n* + 1 + Nvi)(l + 2(cA2n*+1 + 4Mj + n*vic\3n'+1))
On voit qu’il suffit de choisir N tel que jN | v\ \< n* \ v\ | /16, soit
N < —
16j
g) Vérification de la condition (c4) :
La condition (c4) sécrit comme
1 -
n’ vi
— Xn* — || dx^\ || + An*- \\dx^ || ^ 1+ || dx%
N | vi
>
n’ v\
(1+ Il dy<S\
On a
1+ Il dxW
n’ vi
•(i+ Il 3^; <
(1 + j)(l + n*/16)
n’
avec la condition précédente sur N. Il suffît donc de choisir j assez petit et n* assez grand
(ce qui est une conséquence) pour avoir la condition (c4) vérifiée.
2.4. Conclusion et perspectives
2.4.1. Généralisation ?
L’hypothèse (H3), concernant la forme de l’application de section, est la plus restrictive
de notre travail. Easton [Ea] suggère que cette hypothèse peut être affaiblie ou même
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supprimée. Néanmoins, les éléments suivants nous permettent de mettre en doute cette
opinion :
S. Wiggins ([Wi], Th. p. 324) a démontré l’existence d’une dynamique symbolique au
voisinage d’un tore homocline normalement hyperbolique. La méthode consiste à mettre
en évidence une famille de bandes horizontales et verticales ayant un comportement par
ticulier. La démonstration utilise le fait que toute variété transverse à la variété stable du
tore converge en topologie C1 vers la variété instable ([Wi], Toral À-lemma, lemme , p.
325).
Dans la partie 1.1, nous avons montré un analogue du À-lemme pour un tore par
tiellement hyperbolique. Néanmoins, notre résultat n’est valable que pour des variétés
appartenant à un cône donné (la condition d’inclinaison).
En suivant l’approche de Wiggins, il est alors possible de mettre en évidence une dy
namique symbolique si l’on peut assurer que l’image de la variété redressée par l’application
de section soit encore dans ce cône. Ceci dépend de la forme de la matrice IL
La classe des applications de section (et par conséquent de la matrice II) est donc
liée au respect d’une condition d’inclinaison. Celle-ci traduit le caractère partiellement
hyperbolique des tores et donc le fait qu’ils sont non-isolés dans la surface d’énergie à
laquelle ils appartiennent. Il est néanmoins difficile (voir impossible) de préciser plus
avant la classe des applications pour laquelle notre résultat reste valable.
2.4.2. Non-intégrabilité analytique
Il est bien connu que l’intersection transverse des variétés stable et instable d’un point
fixe hyperbolique d’un difféomorphisme du plan implique la non existence d’intégrales
premières analytiques (non triviales).
En dimension supérieur, S. Dovbysh [Do] montre un résultat analogue sous certaines
conditions génériques qui peuvent être vérifiées pour un exemple précis.
Holmes-Marsden [HM] et Xia [Xi] ont annoncé un résultat analogue pour les tores
partiellement hyperboliques. Aucune démonstration n’existe à ce jour. Nous proposons
deux approches pour résoudre ce problème : la première consiste à écrire l’analogue du
travail de S. Dovbysh [Do] pour un tore partiellement hyperbolique; la seconde, consiste
à utiliser les orbites périodiques hyperboliques obtenues via la dynamique symbolique et
à vérifier les conditions énoncées par S. Dovbysh [Do].
A
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A. Démonstration du lemme perturbatif
Dans tout ce qui suit, nous allons utiliser le lemme suivant ([PM] , p. 60) :
Lemme : Soit E un espace de Banach et L G C(E,E) satisfait || L ||< a < 1 alors
I + L est un isomorphisme et
(I + L)~l ll< 1/(1-a)
a) Les deux première conditions s’écrivent facilement. En effet, nous avons
llô^ + a^ï ||<||d*1'i II+ 119^1 II
et une condition suffisante nous assurant de vérifier les inégalités Â\ pour l’application
perturbée est
|| dx^\ ||< 1- || dx*i ||
b) Pour la seconde condition, on remarque que
Il (dyv2+ W1ll<ll (W1 II II (/ + (
Le lemme technique nous donne alors :
(^,«>2 +W1 n<
a^)-1
i- Il (W-H^s:
<11 (W1 ll< 1 (m)
en supposant
Il 1 (C)
La condition (c) suffit donc pour assurer l’inégalité pour l’application perturbée. En
notant que
Il (W1^) ll<ll (a^)-1 il il ||
une condition suffisante est alors
8y% ||<
1
i-i
c) On a
ll&tti + a**! ||<|| || + ||ax^ï
et l’inégalité (m) nous donne
1- || {dyV2 + dyVr2)~l llll dxVl+dxVl || > 1
> L
J OV^r1 IKH^i || + || dxv\
, 1- Il (WHW II
(av*2)-‘ Il (Il dx^i II + Il a^ï ||)
00
On a aussi
2^11 $/£-!+<V*Ï || || 3A + dx% || || (0y't2 + 9y^2)-1 ||
< 2 II (cypj)-1 II ^/(Iia^i || + il ay'U llMlia^ ll + lia^ ||)
Une condition suffisante pour vérifier la condition 3) est donc :
i- Il (W-1 il (il ax$i || +1| a^î ||) >
2 II (a^r1 II Vdl^i ll + IIVU II) (Il 3r*211 +110**51|)
d) On a
Il ax$i + ax*; || + || (dyy2+ dy^r||<|| ax4-i || + il ax*ï n + y (ay*2)
en utilisant l’inégalité (m).
De plus
Il dx*i + ax*ï y y (aÿ^2 + a,^)-1y> 113l$111 ~ 11 ^ 11
-1
Il ay#2 II + Il ay*r2
d’où l’on déduit
i - (Il axtf! + ax$ï y + y (dy*2 + dy%)~11|)+ y ax*i + ax*ï || || (ay4-2 + a,,^)-1
Il ax*i || - || dxwy ||
>i-dl (ôy'i's)-1 II + Ildj&i || +1|dx*i ||) +
De plus, on a
|| dy^2|| + ||
Il ax*2 + d*n II II dy^y + dy*\ Il II (ay>p2 + a,^)-1y<
(Il ax*2 II + Il ax*5 II) (Il a,*, y + y ayf; y) y (a^r1 il
Une condition suffisante pour vérifier la condition 4) est donc :
Il <9x^1 II - Il dxy\
i - (y (a^)-1 y + y ax4-, y + y ax$ï y) +
Il ayv>2 II + Il
> (Il axf2 y + y ax<rç y) (y dy*i y + y ay$î y) y (a,*,)-1
ce qui termine la démonstration du lemme perturbatif.
B. Démonstration du lemme de contrôle
Nous avons
jq + p+ = (6>i,si,/?i,ui), q£Sn,
avec
Si 1 < J+ 1 ,
Pl 1 < Jkn,
441 | < kn(knj+ 1)
On note
f {jQ H" P ) = i^n—i+l) Pn — i+lt Sn — i+lj ^n—i+l) — *i
et
r = {rQ,rp, rs,ru) .
On déduit sans peine de 33 les inégalités
I s].i4i | < knC\ ,
I Pi I < knC2 ,
I rw(*i) | < k2nNi w = (9, p, s, u),
où Ci, C2, iVi sont des constantes.
On a alors
| 52 | < k(j + 1) + k2nM2 ,
1442 | < kn-l{kn] + l) + k2nhh,
I P2 | < jkn + k2nM4 ,
soit
I s2u2 | < knC3 ,
| P2 | < /cnC4 •
On en déduit
I rw{*2) |< k2nN2 , w — (0, p, s, u).
Une simple récurrence permet de montrer
I SiUi | < knCi,
I Pi I < knCi+1,
j ru,(*») | < k2nNi, w = (6>, p, s, 14).
Comme
(19)
(20)
n
^n(*l) — ^ ^(rg(*i) d~ (4 — l)rp(*t), fe' 7’s(*z)) ^ ^u(*i)) »
i=l
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on a à l’aide de 20
où Q est une constante.
En effet, nous avons
rn{*i) \< kn+lQ
soit
1 rg(*i) + (i - 1 )rp(*i) 1 < k2nN° + (i -
1 | < k2n+i-lNs ^
1 ?>(*0 1 < k2nNf,
ll~l I ru(*i) | < k2n-i+\Nuj
Yk2n~l+lNf
h — knl
<kn+lNu
- 1
On en déduit donc
iE(/rlo^r,+1(*i)).i<t"tli,
i
où L est une constante.
Nous obtenons alors
! rn(*i) |< kn+lQ,
où Q est une constante, et la première inégalité du lemme de contrôle est démontrée.
Pour obtenir l’inégalité du lemme de contrôle sur Dr(jq + p+), on commence par noter
que
Drn{q) = ^2D(dn,i),
9n,i = fl 1oro fn 1+1 .
On en déduit
Dg„,i(q)= o Dr(r~'+\q)) o Dfn-'+1(q) .
En reprenant les notations précédentes, on a
\fr1(r°fn-i+lÜq + P+))\<k2nNt.
Notons
Dr = (Rg, Rp, Rs, Ru),
où
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Comme
w = 9, p, s, u .R* = (drw[ <9*
Re
RP
Rs
Ru
1 PsuSe
(sur? + 2pr% + %$-),
(purf + psu+ 2su2rf + (sw)2^- + p2^f-
(psr™ + + 2us2r% + (æu)2^- + p2^
w = 9, p, s:u.
dr™
_5s
dr£
du
).
),
En utilisant les inégalités 20, on obtient
I Rw{*i) |< k2nSw , w = 9, p, s,u,
d’où
I Dr{*i) |< knS,
où 5 est une constante.
On a fn = /J + rn, d’où
D/n = fP + Drn .
Les inégalités 20 nous donnent
I I + I l(*l) |< rn,
où 19 est une constante. On a alors
I Drn(*i) |< ^/c2n~I+1iV /cn5 knD,
ï
d’où
I nr„(j<7+p+) |< fc3n+10,
où Q est une constante. On a donc démontré la seconde inégalité du lemme de contrôle.
Ceci termine la démonstration du lemme.
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3. Dynamique le long d’une chaîne
Nous allons maintenant aborder les problèmes suivants : étant donnée une chaîne de
tores partiellement hyperboliques, existe-il
i) une orbite le long de la chaîne,
ii) des orbites périodiques de période arbitrairement longue le long de la chaîne.
En 1968, Arnold et Avez [AV] donnent une démonstration de l’existence d’orbites le
long d’une chaîne dans le cas où la perturbation s’annule dans un voisinage du tore. Easton
[Ea] démontre aussi ce résultat pour des perturbations Cl du système précédent. Marco
[Ma] donne le premier résultat général, en analytique, par le biais du A-lemme dans le cas
des tores 1-hyperboliques. Bessi démontre aussi ce résultat dans l’exemple d’Arnold au
moyen de méthodes variationnelles. Il faut noter que la première méthode est de nature
dynamique (car basée sur la propriété d’obstruction).
Le problème ii) est conjecturé par Holmes et Marsden [HM] et Xia [Xi]. Les méthodes
variationnelles de type Bessi [Be] ou celles développées par Séré [S] ne permettent pas, pour
l’instant de résoudre ce problème. La méthode des fenêtres d’Easton [Ea] et le lemme de
pistage associé ne permet pas non plus de l’aborder11.
Soit T = une famille finie de tores d-hyperboliques modèles tels que la
variété instable Wu(Ti) coupe transversalement Ws(Ti+1) dans 7ï. En utilisant le théorème
de la partie 1, il est facile de montrer l’existence d’un ouvert d’orbites de transition le long
d’une chaîne de tels tores en suivant une construction analogue à ([AA] ou [Ma], §6).
Précisément, nous avons
Corollaire A: Pour tout voisinage ouvert d’un point q\ de Ws(Ti) et tout voisinage V
d’un point qn de Wu(Tn), il existe une orbite 7 telle que y(0) £ U et y(T) £ V.
A l’aide des résultats de la partie 2, on montre l’existence d’une chaîne d’orbites
périodiques hyperboliques le long de toute chaîne de tore. L’existence d’orbites
d’instabilité pour ces chaînes se déduit facilement du À-lemme (lemme d’inclinaison) de
Palis (voir [Sh] p.140 ou [PM] p.60). Ce même lemme nous permet de montrer l’existence
d’orbites périodiques de période arbitrairement longue le long d’une chaîne de tores.
On suppose que pour tout i £ {l,...,iV}, Wu(Ti) coupe transversalement WS(TZ)
dans 7ï. Cette seconde hypothèse n’est pas restrictive, étant donné qu’elle est vérifiée
dans tous les exemples construits jusqu’à présent12.
Proposition A : Il existe une chaîne d’orbites périodiques hyperboliques O — (Oi)i=
le long de T.
Démonstration : On a Wu(Ti) qui coupe transversalement Ws(Ti+1) dans H au point
11 D’un point de vue technique, ceci est dû à la non transitivité de la relation d’alignement des fenêtres,
discutée par Mc-Gehee et R. Easton [McGE] (voir aussi le chapitre 2 de cette thèse).
12Cette hypothèse a de plus l’avantage d’être générique.
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p+. Soit Si+\ une section autour de Tl+\ dans laquelle les hypothèses de la partie 2 sont
vérifiées. On note On l’orbite périodique hyperbolique associée au symbole {.. .nnn...}
par <p dans Si+\ (en conservant les notations de la partie précédente). Il est possible de
choisir j suffisament petit pour avoir la variété stable de l’orbite périodique On• (où n* est
le plus petit symbole possible) qui coupe transversalement Wu{Ti) dans Pi. De même, on
peut choisir dans chacune des sections une taille ji de fenêtre pour avoir Wu{Ti) qui soit
ji proche de la variété instable de l’orbite périodique Oln*. On peut donc construire par
récurrence une chaîne d’orbites périodiques hyperbolique le long de T.
Nous obtenons alors comme corollaire l’existence d’orbites d’instabilité le long de la
chaîne à l’aide du À-lemme de Palis (voir [Sh] p. 140).
Remarques :
1. Nous obtenons une précision importante : la période minimale des orbites périodiques
constituant la chaîne est directement relié à la taille du “splitting” des variétés invariantes.
Cette remarque sera à la base d’une méthode d’estimation du temps d'instabilité le long
de la chaîne.
2. Contrairement à la chaîne de tores partiellement hyperboliques, la chaîne d’orbites
périodiques hyperboliques constitue un ensemble hyperbolique. Elle est donc stable sous-
faible perturbation du système. L’idée sous-jacente est que ces orbites périodiques forment
le véritable squelette du mécanisme d’Arnold.
• 3. Pierre Lochak [Lo] avait déjà suggéré l’utilisation des orbites périodiques hyperboliques
comme briques élémentaires dans la construction de chaîne de transition. Néanmoins,
l’idée est différente. Les orbites périodiques hyperboliques qu’il considère sont obtenues
v comme des perturbations d’orbites périodiques du système hamiltonien intégrable initial,
de période arbitraire, qui sous perturbation deviennent hyperboliques. Contrairement aux
tores partiellement hyperboliques, dont l’existence est liée à des conditions arithmétiques,
ces orbites subsistent pour une perturbation suffisamment petite, indépendante de la
période. Il se peut donc que dans certaines régions de l’espace des phases tous les tores
hyperboliques aient disparu alors que ces orbites périodiques hyperboliques subsistent.
L’hyperbolicité normale des orbites périodiques (opposée à l’hyperbolicité partielle des
tores) permet de montrer l’existence d’orbites périodiques de période arbitrairement longue
le long de la chaîne. Soit P une période donnée, alors il existe une orbite périodique de
période P avec P > P.
Corollaire B: Il existe des orbites périodiques de période arbitrairement longue le long
de T.
Habituellement, on montre l’existence d’orbites périodiques de période arbitrairement
longue au moyen du théorème de Poincaré-Birkhoff (voir par exemple [Che]). Le corollaire
précédent donne une nouvelle construction de ce type d’orbites.
*
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0. Introduction
Etant donnée une chaîne de tores invariants partiellement hyperboliques, les résultats
de la partie précédente assurent Pexistence d’orbites de transition le long de la chaîne. Ces
orbites présentent une dérive dans les variables d’actions.
Le problème est d’estimer le temps de dérive de ces variables. Deux situations se
présentent : le cas initialement hyperbolique ou le hamiltonien initial possède déjà une
famille à 1 paramètre de tores hyperboliques et le cas initialement elliptique.
Dans le cas initialement elliptique, le temps de dérive est minoré par le temps de
stabilité obtenu par Nekhoroschev [Ne]. Ce temps de stabilité est exponentiellement long
et les estimations les plus fines de ce temps ont été obtenues par P. Lochak [Lo] puis
J. Poschel [Po]. Dans son article, Lochak suggère à la vue de sa démonstration que le
temps de stabilité ainsi obtenu est optimal. Il propose une démonstration possible de
cette assertion à l’aide d’un modèle d’Arnold généralisé. Les arguments présentés sont
heuristiques et suivent un premier raisonnement de Chirikov [Ch].
En 1995, U. Bessi [Be] obtient une très bonne estimation du temps d’instabilité pour
le modèle d’Arnold au moyen de méthodes variationnelles. Néanmoins, il n’arrive pas
à démontrer l’optimalité du résultat de Lochak. De plus, la relation entre les divers
paramètres d’une chaîne de transition (splitting, condition diophantienne sur les tores) et
le temps obtenu n’est pas claire.
En 1993, L. Chierchia et G. Gallavotti [CG] ont estimé le temps de dérive dans un cas
initialement hyperbolique. Cette estimation est super-exponentielle. En 1995, J.P. Marco
[Ma] en utilisant la méthode des fenêtres d’Easton [Ea] améliore notablement ce résultat
et montre que ce temps est en fait polynomial. Néanmoins les hypothèses qui sous-tendent
ce travail sont difficilement vérifiables dans un exemple concret. L’utilisation des travaux
de Bessi par P. Bernard [B] a permis d’optimiser (a priori) ce résultat pour le système
d’Arnold initialement hyperbolique.
Dans ce chapitre, nous avons mis au point une méthode constructive permettant de
calculer le temps d’instabilité le long d’une chaîne de tores partiellement hyperboliques.
Celle-ci nous permet d’obtenir un résultat analogue au méthodes variationnelles dans un
cadre initialement hyperbolique. De plus, nous avons une interprétation géométrique claire
des différentes constantes intervenant dans le résultat. Les idées présentées se généralisent
sans peine au cas initialement elliptique.
L’idée est de définir un temps d’obstruction. Celui ci a comme paramètre principal
l’angle entre deux variétés invariantes. Le problème peut se formuler comme suit : étant
donné un tore partiellement hyperbolique T et une variété A coupant transversalement
la variété stable de T avec un angle A, quel est le temps t nécessaire à A pour couper
transversalement une variété A' coupant transversalement la variété instable du tore T
avec un angle A ?
Ce temps étant déterminé en fonction de A, le temps de dérive le long d’une chaîne de
N tores partiellement hyperboliques est alors donné par Nt (si les angles sont uniformes
le long de la chaîne).
%
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Tout notre problème revient donc à estimer l’angle d’intersection entre les variétés
stable et instable des tores le long d’une chaîne et à calculer le temps d’obstruction associé.
Dans le cas initialement hyperbolique nous avons mené à bien ce programme. En effet,
l’angle d’intersection est égal à c.[i où c est une contante et /i le paramètre de perturbation.
Dans ce cas, le temps t est de l’ordre de où k > 0 est une constante arbitraire.
Les résultats de la partie 1.2. nous permettent de développer une autre approche de
ce calcul. En effet, il existe le long d’une chaîne de tores partiellement hyperboliques,
une chaîne d’orbites périodiques hyperboliques. L’hyperbolicité normale de ces objets
facilite l’estimation du temps de dérive le long de ces chaînes. Celui-ci est conditionné par
l'angle d’intersection des variétés stable et instable des orbites périodiques hyperboliques
et leurs exposants de Lyapounov. L’angle d’intersection est relié à la proximité des orbites
périodiques au tore et à l’angle homocline du tore. Cette proximité est elle-même liée à la
période de l’orbite périodique qui se traduit par une estimation de temps d’ergodisation.
Cette méthode apporte une interprétation géométrique claire des constantes inter
venant dans le temps de dérive. Néanmoins, elle parait difficile à mettre en oeuvre sur des
exemples.
Les estimations précédentes concernent seulement le temps de dérive d’une orbite du
système hamiltonien. Il peut être intéressant (phénomène de transport) de calculer le
temps de dérive associé au déplacement de tout un voisinage, ainsi que le volume de ce
voisinage.
Ce problème s’aborde naturellement à l’aide de la méthode des fenêtres d’Easton
développée par Marco [Ma]. En améliorant son approche, nous calculons dans l’exemple
d’Arnold le temps de transport, polynomial, associé à un voisinage le long d’une chaîne.
»
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1. Temps de transition le long d’une chaîne abstraite
1.1. Le problème
1.1.1. Forme normale
Tore hyperbolique normal : Le tore T partiellement hyperbolique sera dit hyper
bolique normal si dans son voisinage le hamiltonien est de la forme
H(/, </>, s, u) = (eu | I) + A su + b(s, u, (f>)Isu + (sw)2c(s, u, 0) + I2d{s, u, 0) + /3 *e(/, (f>, s, u)
où (/, </>, s, u) G Rn x Tn x R x R et
b = bo(su) + p,bi(s,u, 0)
c = co(su) + fjLCi(s, U, (f))
d = do(su) + judi(s, u, <p)
e = eo(I,su) + (j.ei(I,<f>,s,u)
Le tore T d’équation {/ = s = n = 0}, de dimension ra, est invariant et partiellement
hyperbolique: ses variétés stable et instable WS(T) = {/ = ii = 0}et WU(T) = { I =
s = 0 } sont de dimension m + 1.
L. Niederman [Ni] montre que si T est un tore partiellement hyperbolique provenant
de la destruction d’un tore résonnant d’ordre 1 dans une perturbation analytique d’un
système intégrable, il existe un voisinage de T dans lequel le système est conjugué au
système défini par H.
1.1.2. La notion d’angle
Dans le système de coordonnées précédent, il est facile de transcrire la transversalité
d’une variété lagrangienne A à la variété stable du tore en terme d'angle (une construction
analogue est valable pour la variété instable).
1. Soit S C Tn x Kn x R2 un voisinage du tore dans laquelle est définie la forme normale.
Soit 7r : Rn —> Tn la projection canonique. On travaille maintenant dans M = R2n+2.
2. La variété de tous les sous-espaces lagrangiens (non orientés) de R2n+2 est appelée la
Grassmanienne Lagrangienne et se note A(n + 1).
3. Soit (e# = (e$17..., e^n), es, e/ = (eq,..., e/n), eu) une base de R2n+2, pour tout
x G VFU(T), le (n + l)-plan TXWU engendré par eu et e$ est lagrangien (comme sous-
espace vectoriel lagrangien de TXM. Il correspond à la variété instable du tore. Soit
le (n + l)-plan lagrangien supplémentaire à TXWU engendré par les vecteurs es et e/. On
vérifie que pour tout x G WU{T), Ex = E.
On note A~ l’ensemble des sous-espaces lagrangiens supplémentaires de S.
Il existe une bijection <ï> de A^ dans R(n+1)(n+2)/2 représentant l’ensemble des matrices
carrés (n + 1) x (n + 1) symétriques.
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On associe ainsi une matrice symétrique canonique à chacune des variétés lagrangiennes
supplémentaires de H. Pour tout x G WU(T)1 le plan tangent TXWU(T) est représentée
par la matrice nulle.
4. Soit M une variété symplectique, on note G{p) la Grassmanienne Lagrangienne de
TPM. Soit le difféomorphisme induit par le flot, pour tout p G M, l’application linéaire
tangente induit un difféomorphisme de G{p) dans G(<f>t{p)). L’ensemble Q = Up€^/G(p)
possède une structure naturelle de variété.
5. Soit q G WU{T) et V un voisinage donné de q contenu dans une carte locale de M,
13 une variété lagrangienne de M telle que 13 C)V ^ 0, soit ttu : 13 —> Wu la projection
canonique de 13 sur Wu.
Nous dirons que G est e proche en topologie Cl de Wu si pour tout x G 13, on a :
i) | 7ru(x) - x \< e
ii) la matrice symétrique $(TX13) = Ax est telle que | Ax |< e, où | . | est une norme
quiconque sur les matrices.
6. La définition précédente implique qu’il nous suffit de montrer qu’il existe un point q de
13 et un voisinage U de q tel que son image par <j)t soit dans P, et tels que les composantes
suivant es et e/ du point et des vecteurs tangents soient proches de e.
7. Soit S2n+2 la sphère unité dans R2n+2. Soit A une variété lagrangienne transverse à la
variété stable du tore au point p = WS(T) fl A et telle que TpA soit supplémentaire à H.
Soit v un vecteur unitaire de TvA, onat; = (vs, vu, vp, vf) avec | vu \ÿé 0 et | vj 0 par
transversalité de l’intersection. On note
A(v) = inf(| vj |, | vu |)
l’angle effectué par le vecteur v avec le plan définit par les vecteurs es et eg (c’est à dire
la variété stable).
On appelera angle de A et WS(T) au point p, la quantité
-4(A, Vffs(T),p) inf A(v)
veTpAns2n+2
Bien entendu, lorsque l’intersection n’est pas transverse cet angle est nul.
1.2. Temps de transfert entre variétés invariantes d’un tore
hyperbolique
Nous introduisons maintenant la notion fondamentale de propriété d’obstruction
quantitative. L’idée est de construire l’orbite dont le temps de transfert (temps nécessaire
à son passage dans une seconde section) est le plus court. On obtient ainsi une orbite
“optimale” dans le sens où c’est celle qui parcourt la chaîne le plus rapidement possible.
Nous relions alors le temps de transfert aux données du problème, à savoir le splitting des
variétés invariantes. Précisément,
Propriété d’obstruction quantitative en p'y(p): Pour tout 0 < p < /iq et toute sous-
variété lagrangienne Ap, invariante par le flot de Xh, coupant tranversalement la variété
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stable du tore WS(T), avec un angle d’ordre p au point qfl, alors pour tout p IVn(T),
et V B(p.r) avec r < pMp) où 7 : R —*• R avec lim 7(g,) = 0. il existe une constante
ii—*0
c 6 R*,+, telle que, il existe 6 > 0 et TM tels que
1) C B(p.r),
ii) cpT^(Am fl B(p, ÙM)) est p~((p) proche de WU(T) en topologie C1.
Le temps TM sera appelé temps de transfert
Dans toute la suite nous fixerons 7(^2) = pK. où k > 0 est quelconque. La recherche
du meilleur choix de 7(^2) est un problème ouvert. Nous verrons d’ailleurs que ce choix
intervient dans la démonstration de la propriété d’obstruction. Notamment, il conditionne
le fait que le temps hyperbolique soit comparable (ou non) au temps d’ergodisation.
1.3. Calcul du temps
Soit T une chaîne de N tores hyperboliques normaux satisfaisant les hypothèses suiv
antes :
(7-fi) : On suppose de plus que ces tores forment une chaîne, c’est à dire
Wu(Ti)(\\'HWs(Ti+1) , z = 1,..., iV — 1
(7-0) ^ On suppose que l’angle d’intersection Ai entre Wu{Ti) et Ws{Ti+1) est égal à
Ai > CipL
où Ci est une constante indépendante de p.
(H3) Les tores T), i = 1,..., N vérifient la propriété V(^f(p)) avec un temps de transfert
ti(p, A,Ti,7i).
(7-0) L’angle d’intersection de la variété Wu(Ti-1) avec Ws(Ti+1) est égale à
A-i,i+i > cp( 1 - p)
où p = 0(e~c/,/i) avec c une constante indépendante de p.
Remarques :
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1. La condition {ftif) permet d’appliquer la propriété d’obstruction quantitative de manière
récursive. En effet, il est nécessaire de contrôler l’angle que fait la variété considérée avec
les variétés stable des tores successifs. Si ce contrôle est exponentielle, alors la propriété
d’obstruction est encore valable et le temps passé dans la section est sensiblement le même
que dans les sections précédentes.
2. Sans hypothèses sur le comportement de l’angle par itération, nous obtenons un temps
exponentiel, ce qui est le cas des estimations obtenues par Chierchia et Gallavotti [CG].
Nous avons alors le théorème suivant :
Théorème : Le temps de transition le long de la chaîne T est donné par
où t = sup ti.
t < Ntfari, Ai)
Le calcul du temps de transition le long d’une chaîne se ramène donc à la vérification
de la propriété d’obstruction quantitative et à l’optimisation du temps de transfert.
Le prochain paragraphe montre que les tores hyperboliques normaux vérifient la pro
priété V(p1+K), où k > 0 est quelconque, avec un temps de transfert t donné par
t — 7 fi~T(l+K\ où 7 et r sont les constantes diophantiennes associées au vecteur fréquence.
Le théorème que nous allons démontrer est donc :
Théorème C: Soit = Hq + pH\ une perturbation d’un système hamiltonien initiale
ment hyperbolique Hq possédant une chaîne de N tores hyperboliques normaux vérifiant
les hypothèses (7-Lf), i — 1,... ,4, alors le temps de dérive le long de la chaîne est donnée
par
T < N-
,-i
t(1+k)
h
où 7 = max 7r — min Ti et k > 0 est une constante quelconque.
i=l,...,7V
Nous vérifions dans un premier temps la propriété V pour les tores simples. Cela
nous permet de donner le plan de la démonstration et d’introduire un certain nombre de
notations. On montre ensuite qu’un tore hyperbolique normal vérifie cette propriété.
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2. Formes normales et vérification de la propriété v{~t)
2.1. Le cas des tores simples
Ce paragraphe vérifie la propriété d’obstruction quantitative dans le cas des tores
simples.
2.1.1. Les tores simples
On considère le système défini sur V2m+2 = Tm x Rm x R x R munie des coordonnées
(</>, /, s, u) et de la forme Üq = d/i A d(f>\ + ... dIm A d(f)m + ds A du, par le hamiltonien
K(I, (p, s, u) = {u | /) + su (21)
où u est un vecteur de Rm que l’on supposera diophantien, c’est à dire
I M fc) I > ~ (22)
oÙ7>0, t > m — 1 et k £ Zm \ {0}.
Les équations du mouvement s’écrivent
à = —s
il = u
7 = 0
(f) = u
(23)
Le tore T d’équation { I = s = u = 0}, de dimension m, est donc invariant et
partiellement hyperbolique: ses variétés stable et instable WS(T) = { 7 = u = 0}et
WU(T) = { 7 = s = 0} sont de dimension m + 1.
2.1.2. Le lemme de transfert
Avec les notations précédentes, on a :
Lemme de transfert : Un tore simple vérifie la propriété k > 0 quelconque, avec
T = 7 (m1+*) et 8U = e~r; <5S = 1; 6i = 6e = pl+K.
La démonstration suit une approche analogue à celle de Jones et Koppels [KP] pour
la construction d’orbites multi-bosses dans un cadre normalement hyperbolique.
Ce lemme nous permet de préciser le diamètre 6 de la boule de départ et le temps T de
transfert. Cet exemple nous donne l’occasion de localiser les différentes contraintes liées
au résultat C°, puis C1. On note que la contrainte C° fixe le choix de T et 6, notamment
T est obligatoirement égal au temps d’ergodisation. La contrainte Cl est en fait nulle, car
le redressement des variétés invariantes s’effectue de manière exponentiel, donc largement
mieux que le redressement polynomial demandé.
Démonstration : On se donne un tore intégrable T dans V2rn+2 = Tm x Rm x Rx R.
On suppose que la dynamique autour du tore est donnée par 21 dans un voisinage de
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taille £ > 0. On notera indifféramment | . | la métrique plate sur Tn (voir appendice A)
et la métrique euclidienne usuelle sur Rk, k quelconque.
Soit Ai (resp. A2) une sous-variété de dimension m+1 da 7d, qui, dans H, coupe tran-
versalement WS(T) (resp. WU(T)) le long d;une sous-variété ©1 (resp. ©2) de dimension
1.
Lemme A (contrôle C°) : Soit p2 = {fa, 0, 0, u2) un point de ©2 dans Vç, et Vp un
voisinage de p2 de taille (5 > 0. Il existe un point p\ = {fa, /1, si,ui) de Ai, un voisinage
= { {<f>,I,s,u) G Vç telles que \ | 0 - fa \< 6$, \ I -1\ l< £/, I s-si |< <5S, | u — u\ |<
6u }, et un temps T tel que $(T, V^) G Vp.
On prend
T = P~T
et
ôp = (3, 6j = ci(3, 6S = cs£, 6U = cu{P + fa)e T, c < 1 , c* < 1, * = (/, s, u)
Le point p\ est choisi tel que
| h |< (3{\ - c/), | si |< | U\ |< {(3 + cO(l - Cu)e~T
Démonstration : Soit p G V5, p = (ct\ /, s, «), on a
(5(T, p) = {(/) + tuT, /, se~T, ueT)
a. Choix de T et comportement des variables angulaires: Nous avons fixé
P > 0, et notre problème revient à recouvrir le tore Tn par un voisinage de taille 6$ sous
l’action d’un flot linéaire. On choisit ôp = p. On est alors ramené au calcul (classique)
du temps d’ergodisation (voir [Du]). Le résultat (optimal) a récemment été obtenu par J.
Bourgain, F. Golse, B. Wennberg [BGW],
Tergo = P~T
où t est la constante diophantienne associée à u.
b. Choix de 6S, 6U et en fonction de P et T:
b.l. Cas des variables neutres I: On a <F/(T, p) = I. Il suffit donc de prendre <5/ = cjP,
avec cj < 1. On doit alors choisir | I\ |< (1 — cj)p.
b.2. La variable stable s : On a <LS(T,p) = se~T. Par hypothèse, nous avons
| s | e~T < P, ce qui nous donne | s |< £ (le domaine sur lequel nous travaillons étant de
taille £). On choisit ôs = c5£, avec cs < 1. On a alors | s\ |< G
b.3. La variable instable u : On a <3>U(T, p) = ueT. Par hypothèse, nous avons
| u2 — ueT |< P, soit \ u \ eT < p + C On en déduit donc \ u \< {p + £)e~T. On prend
6U — cu{P + £)e~T> avec cu < L On a alors | u\ |< (1 - cu){p + £)e~T. Ceci termine la
démonstration du lemme.
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On fixe désormais
0 = i*1+K
où k > 0 est quelconque (les raisons de ce choix apparaitront clairement dans la démons
tration du lemme suivant). On a alors le résultat suivant.
Lemme B (Contrôle C1) : Soit A une sous variété transverse à WS(T) dans TL,
ayant un angle de taille O(p). Alors, au bout d’un temps Tergo = p~T^l+K\ <fr(Tergo, AflV^)
est Cl-pl+K proche de WU(T), où est donné par le lemme A.
Comme pour le À-lemme (voir [Ma] ou [Cr]) seule la transversalité de A au plan S
définit par S = { (s, u,I,<p) \ u = 0 } est essentielle. Dans [Cr], ce type d’intersection
est appellée transversalité faible.
Démonstration : Nous voulons étudier le comportement du plan tangent à la variété
invariante A en pi sous l’action du flot <pt induit par le champ de vecteur Xk- C’est à dire,
étant donné Tpi A, comment est situé A par rapport au plan tangent à la variété
instable WU(T) du tore T.
Evolution du plan tangent à A : On note Gm(r) la variété Grassmanienne des
sous-espaces affines (plans) de dimension m dans l’espace tangent au point r G M. Soit
4>t le difféomorphisme de M induit par le flot. Pour tout r G M, on a (pt \r qui induit un
difféomorphisme de Gm(r) dans Gm(^t(r)). L’ensemble Gm = UrsjifGm(r) possède une
structure naturelle de variété dont la classe de régularité est une de moins que celle de M.
C’est le fibré de base M et de fibre Gm.
On note les points 2 G Gm comme z = (r, oy), où oy G Gm(r). On considère
l’application produit S de l’application <pt et <pt \r qui agit sur Gm définie par
S(r,ar) = {(pt{r), <pt \r (crr)) ,
c’est à dire l’application fibré associée à l’application sur la base.
Si le plan tangent à la variété invariante A au point 4>t{p) est (3 proche, en topologie Cl
compacte ouverte, du plan tangent à la variété instable du tore au point P2, nous aurons
1 4>t(ds) 1
I ^(du) |
et
1 flKdJ) |
I $r(d^) I
Tout notre problème revient donc à estimer la norme des formes différentielles <j>^(dw)
pour w = s, I.
Nous savons que celles ci vérifient l’équation différentielle ordinaire suivante
ftfüj = C(XK)(rtuj)
où u est une forme différentielle quelconque, et L(Xk) la dérivée de Lie suivant le champ
de vecteur hamiltonien Xk associé à K.
Notons
6u(t) — 4>*tàu 6s(t) = 0*ds ÔIi(t) = 4>*dIi 6<pi = (pgàcpi
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(24)
Nous avons alors
8x = C(Xk)8x (25)
où 6x = (8u, 8s, 81,8(f)).
L’équation 25 n’est autre que Véquation aux variations associée aux équations du mou
vement 23. On obtient
8s = —8s
8u — 8u
81 = 0
6<f> = 0
Nous avons donc les équations différentielles suivantes:
ÜM = Q Ssz Su
gw = -KSu
Sep
Su 'X' ~ Su
Celles-ci s’intégrent immédiatement et donnent
(0)e-2*
(O)e-*
(0)e-‘
D’autre part, nous avons
8u(t) = 8u{0)el
Les conditions initiales pour chacune des équations sont données par l’angle entre les
plans tangents à la variété invariante A et la variété stable WS{T) du tore.
Dans toute la suite, nous regarderons le plan tangent à A en pi comme le produit du
vecteur tangent v définit par l’équation 23 et d’un m-plan V orthogonal à v dans R2m+2,
engendré par m vecteurs orthogonaux Vk, k = 1,..., m. Le choix de ces vecteurs n’est pas
unique. On se donne une normalisation en supposant chacun des vecteurs unitaires, c’est
à dire
fï«
Sm
ISM
Ss
t
6u
6u
| Vk |= 1 k — 1,..., m (26)
où | . | est la norme euclidienne usuelle.
Les seules contraintes sur les vecteurs v^ proviennent de l’hypothèse sur le splitting
(écart), supposé de taille 0(/i), entre le plan tangent à A et WS(T). Celle-ci nous impose
les inégalités suivantes :
< |> k/j, (27)
v) |> k! u
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(28)
où k et k' sont deux constantes positives, indépendantes de p.
L’hypothèse 26 entraine
I v* |< 1 * = s, u, 7,0 ,
ce qui, avec 27 nous donne le lemme suivant :
Lemme 6 II existe une constante k > 0 telle que en TPl A, nous avons
| ôu(0) | > kfi
I f£(0) I < iAa*
I f-(0) | < 1 Ikp.
I Jî(0) I < l/kfj.
Fin de la démonstration : En p\, nous avons v = (c£, de T,0,u;), où c et c' sont
deux constantes positives, indépendantes de p. Nous avons alors, en t = T,
Ss/Su(T) fe-T
SI/6u(T) = 0
6<f>/6u(T)= f
Pour tout vecteur k = 1,..., m, nous avons
| Ss/Su(T) | < È;e“2T
\SI/Su(T)\ < ±e-T
On en déduit, en choisissant p assez petit,
| 6s/6u(T) | < p1+K
| 6I/6u{T) | < p1+K
Or le plan tangent en p2 et engendré par le vecteur tangent associé à l’équation 23, de
la forme V2 = (0, , 0, eu) et m vecteurs orthogonaux à V2, de la forme v% = (0, 0, 02).
Les inégalités précédentes nous permettent d’affirmer que les deux plans sont p1+K proche
en topologie C1 compacte ouverte. Ceci termine la démonstration du lemme d’échange.
Remarque : La plus grande contrainte sur le lemme de transfert ne provient pas de
l’approximation C1, car en effectuant une translation (dans les variables d’angles) de A
en p2, on note que les deux plans sont exponentiellement proches.
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2.2. Les tores hyperboliques normaux
2.2.1. Tore hyperboliques normaux et forme normale
Nous reprenons les notations du paragraphe 2.1. On considère le système défini sur
y2m+2 munje c|e ja forme q0 par }e hamiltonien
77(7, (p, s, u) = (lj | 7) + A su + b(s, u, <f>)Isu + (su)2c{s, u, (p) + I2d(s, u, (p) + 73e(7. <p, s, u)
où
b = bo{su) + fjLb\(s,u,(p)
C = Cq(su) + flCi(s, U, (p)
d — do(su) + fidi(s,u,<p)
e — e0(7, su) + (p, s,u)
Les équations du mouvement ont alors la forme
i = -vTj
<P — u + + fjTÿ
s — —(À T A)s — pAs
u = (À + A)u + pAu
avec
17/(7, s,ucp) = 02(1, su)
A(7, su) = Oi(I, su)
T4,(1, su) = Oi(I,su)
= Oi(7, su)
As(I,s,u,(p) = -sa - ps
Au(I,s,u,(p) = ua + Pu
où
a{I,s,u,(p) = Oi(I,su)
fiu{I,S, U, <P) = 02(I,su)
Ps{I,S,U, (p) = 02{I,su)
Le tore T d’équation { I = s — u = 0 }, de dimension m, est donc invariant et
partiellement hyperbolique: ses variétés stable et instable WS{T) = {7 = 'u = 0}et
WU(T) = { I = s — 0} sont de dimension m + 1.
2.2.2. Lemme de transfert pour un tore hyperbolique normal
On reprend les hypothèses du paragraphe 2.1. Nous avons alors le résultat suivant.
Lemme de transfert : Un tore hyperbolique normal vérifie la propriété V(pK), u > 0
quelconque, avec T = 7 ei <5u — e~T> ôs — l, 61 = 6q = pl+K.
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La démonstration s’effectue comme précédemment en deux étapes résumées par les
lemmes A et B suivants.
Lemme A (Contrôle C°) : Soit P2 = (02,0, O,^) wn point de 02 dans V\, et Vp
un voisinage de p-2 de taille (3 = pl+K, où k > 0 quelconque. Il existe un point p\ de Ai,
un voisinage de p\ de taille 6 tel que pour
T = 0{p~T{1+K))
on ait ^(T, V^) 6 Vp.
Le point p\ est choisi tel que
| il | < exp(—
I si^i | < exp(—p/~T(l+K'))
Démonstration : On pose
PO = exp
Dans toute la suite les M* seront des constantes indépendantes de p. On a
On suppose (hypothèse (*)) :
I /(O) | < Po
I s(0)u(0) | < po
I I(t) | < cpo
I s(t)u(t) | < cpo
a) Cas des variables neutres I: On a
d
PO” =
i = -pTfil, s,u,<f>)
avec
D’après (*), on a donc
Tj = 02(i, su)
\i\<pc2plMx pour \t\<Td{p)
d’où avec le théorème des accroissements finis (TAF)
| i(t) - 7(0) pour \t\<Td(p)
b) Cas du produit su: Nous avons
où
su = ph(I, s, u, 0)
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On a donc avec (*) l’inégalité
h = 02 (0 su)
| su |< i_ic2pIM2 pour | t |< Td(p)
En utilisant une nouvelle fois le (TAF), nous obtenons
| s(t)u(t) - s(0)u(0) |< Pour | t |< Td(p)
c) Cas de la variable stable s: Notons sM(t) la solution de l’équation différentielle
ordinaire
s — — (A + A)s + pAs
et so(t) la solution du système non perturbé
s — —(À -t- A)s
On a alors,
Sfi(t) - s0(t) = sM(0) - s0(0) + p As(z)dz
J0
Supposons s/i(0) = sq(0), on a
5M(t) - soit) |< p / | As(z) | dz
J 0
c.l) Comportement de so(t) : Comme
A = Oi(7, su)
on a, d’après (*)
| A |< M3CP0
Pour p assez petit, nous avons donc
| so(t) |< M4So(0) exp(—Àt) pour | t |< Td{p)
c.2) Comportement de sM(t) : Nous avons, d’après c.l,
| Sn(t) |< M4 | s0(0) | exp(-At) + p [ | As(z) | dz
J 0
Or, on a
As = Oi(/, su)
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ce qui nous donne, en utilisant (*),
| Âs(z) |< M5cp0 pour \t\<Td(p)
soit
| sm(£) |< M4 | s0(0) | exp(-At) + pM5cpo \ t | pour | t |< Td(p)
On a alors en t = Td(p)
| s^t)| s0(0) | exp(-A + ^
Or
pM5cp0d
r( l+«)
= exp(-p-T(1+,i)V1-T(1+''> < p1+,î
pour p < po, po assez petit.
d) Cas des variables angulaires 0: On a
<j) — lu + r$ + pYÿ
Notons 0o la solution du système “intégrable”
0 = cj
et 0o la solution du système non perturbé
On a
0 — eu +
I 00M - 00(t) |<| 0o(O) - 0o(O) I + [ | r0(z) I dz
J0
On choisit 0o(O) = 0o(O). Comme Td{p) est le temps d;ergodisation, nous avons
I MW) - fa.
De plus,
= Oi(7, su)
soit, avec l’hypothèse (*), nous obtenons
| f^(z) |< Mqcpo pour \t\<Td(p)
On obtient donc
| MTdM) - 02 l< P+K + Ms
Td(p)po < P (30)
Comme
l + K
on en déduit, en utilisant 29 et 30,
| 0o(rd(M)) - 02 |< 2/i1+/î (31)
On a aussi
fTd{u) ^
I <t>(Td{lA) - 02 |<| (po{Td(/j,)) - 02 | +P / | r0(z) I dz
J 0
Comme
on a, en utilisant (*),
?<p = 02(I, su)
| f^(z) |<
Ce qui nous donne, en utilisant 31
| - & |< 2^1+K + < -m1+k
e) Validité des inégalités : Nous devons nous assurer que l’hypothèse (*) est bien
vérifiée. Pour cela, il nous faut trouver des constantes c et d, indépendantes de fi et
satisfaisant l’inégalité suivante
'2poMdfi
t( 1+k)
où M = max(Mi, M2).
Posons c = 2, nous devons alors trouver d tel que
4Mdp~T(1+K)+1e~^ T{1+K) < 1 (32)
En choisissant d = 1/4M et p suffisamment petit, l’inégalité 32 est vérifiée. Ceci
termine la démonstration du lemme d’échange C0.
Nous allons montrer le lemme suivant.
Lemme B (Contrôle C1) : Soit A une sous variété invariante par Xh, coupant
transversalement la variété stable WS{T) du tore T avec un angle de taille 0{p). Alors
au bout d’un temps T — p~T(1+K\ où k > 0, 4?(T, An V^) est C1 p1+K proche de la variété
instable WU(T) du tore, avec donné par le lemme A.
Démonstration : On conserve les notations du §.2.1.
a) Equations aux variations pour les formes de base : On note
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„ f_(df df df df df df
VxI [du ds' d(t>i " ' ' dÿj
On a alors les équations aux variations suivantes pour les 1-formes :
6s = —(Â + A)6s — S7xA6xs — /a \/x As6x
du = (A + A)6u + xyxA6xu + fi xjx Au6x
61 = —fi Vx rj6x
64> = Vx(r^, + /jT^ôx
Nous avons donc les équations différentielles suivantes :
£(*) = —2(A + A)|j + iîs
IHQ = -(A + A
= -(A + A)g + H*
où les restes ont pour forme
S ^
R* = A* ——|- Bif
As — — (sdsA + uduA + fi(dsAs + duAu) + (u Vx A + M Vx )
Bs = -{sduA + fiduAs + {sdiA + ^<9/Âs)f£)
Ai = -fidiTi - + /n9„Â„) - (uAxA +
b, = -liaur1-liAxrIl ^l'u
A4,= + fir$) - (uduA +/j,duÂu) - (uAxA +
Bç = du(T4, + nf4,) + Ax(T4, + iæ^*-u
Nous avons T = fi~T^1+K\ où k > 0, et p — exp(—T).
b) Quelques inégalités: Soit BM le sous-ensemble de B suivant:
= { z - (s,u,y,x) e B | \ su \< p, | y |< p }
Nous avons alors le lemme :
Lemme 7 Dans B^, nous avons les inégalités suivantes:
^ * X ^ ci et et
I jlt) |< c, | ^(0) | exp(J (| A,(z)-ii,)dz)+c',e~^'~^‘ J | B,(z) | exp( j (| A,(r) \ -X)dr)dz
(33)
où ps = 2X, fij — fifjj — X, et c*,c* sont des constantes.
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Démonstration : C’est une conséquence du lemme de Gronwall. On commence par
noter qu’il existe des constantes c et d telles que:
| — |<c—(°)e -u + c'J^e A(t s) |B,(i:) + —(2)As(z) id^ (34)
On rappelle que Vinégalité de Gronwall généralisée (voir [CL], p.37) s’énonce comme
suit: soient u, v, c trois fonctions, avec c différentiable, si
v(t) < c(t) + [ u(s)v(s)ds (35)
Jo
alors
v{t) < c(0) exp(J u(s)ds) + J c(s)exp(J u(r)dr)ds (36)
Multiplions l’équation 34 par e2Xt. On a alors une inéquation du type 35:
I — (t)I e2Xt < c | L(0) | +c' | e2A* | L(z)d2
On pose c{t) = c | |^(0) | +d /0£ e2Xz \ Bs{z) | dz et u(z) =| As(z) |. On obtient donc
I ~{t) |< o I —(0) | exp( /‘(I —2A)dz) + \ Bs(z) \ e/.'(l-4”<2)-A>d’'dz
Pour 61/6u, nous avons
ST ST rt rt ST
I v— (t) | eA£ < c | — (0) | +d / eXz \ Bj(z) | dz + d \ \ Ai(z) | eXz \ —~(z)dz
ou ou Jo J o ou
On pose c(t) — c \ |^(0) | +d Jq eXz | Bj{z) | dz et u{z) =\ Ai{z) |. On obtient donc
I 7-(i) |< c | t^-(O) | exp( [ (| Aj(z) | -A)dz) + C f | Bj(z) | eI^^z)"A^rdz
ou ou Jo Jo
On obtient de même l’inégalité pour 6(f)/6u{t). Ceci termine la démonstration du
lemme.
Nous avons le lemme suivant:
Lemme 8 II existe une constante k > 0 telle que
| du{0) | > k/a
| ds/du{0) | < 1 /(kfi)
I dl/du{0) | < 1 /{k/i)
| dcj)/du{0) | < 1 /{kg)
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Démonstration: On reprend la démonstration du lemme 6. La remarque suivant ce
lemme est encore valable dans le cas standard.
Fin de la démonstration : Nous allons terminer la démonstration du lemme
d’échange en trois étapes. Pour cela, introduisons les sous-espaces suivants de B^\
B1 = {z = (s,u,y,x) £ BfX\ | u |< p }
B11 = {z = (s,u,y,x) e B^ | | u |< p , | s |< p }
BUI = {z = (s,u,y,x) e B^ | j s |< p }
Les trois étapes du lemme d’échange coincident avec les trois ensembles B*, où * =
/, II, III.
Remarque: On retrouve les 3 étapes de la démonstration du A-lemme pour des difféo-
morphismes au voisinage d’un tore partiellement hyperbolique. On commence par suivre
l’évolution du plan tangent le long de WS(T), puis, ayant obtenu un redressement sat
isfaisant du plan tangent dans un petit voisinage du tore, on montre la dilatation des
vecteurs tangents suivant WU(T).
Etape I:
Lemme I: Soit 0 < T\ < T, avec Ti = 0(/i“r^1+K^); k > 0. tel que z G B1 pour t < T\,
alors en t — T\, on a
. 6s . . p . 61 /m . . p . 66 . , 1
m <- T- n / T, <-
ou p OU P éli p
Démonstration : Supposons que | 6s/6u(t) |< l/p, | ÔI/6u(t) |< 1/p, | 6<p/6u(t) |< 1 jp
dans Bj (hypothèse (*!)). Nous avons alors les inégalités suivantes dans Bp.
1 < P/P
Bs | < 1/p
Ai | < P/P
Bi | < PP
| < P/P
BP < 1/P
On en déduit alors, en utilisant les inégalités 33,
6s
— {t) |< — e(~2A+(p/iU))É +
ôu P (p/p) ~ 2A
(1 _ e(p/u)~2X)ty
At
P
De même, nous avons
et
~(t) i< ne(-A+(p/^)‘+
6u p {p/p)
ppc .(1 _ g((p/a*)-A)*j
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| — (t) |< H C/ (i _ e((p/M)-A)t\l
èn ~ p (p/p) ~ A*
On vérifie alors sans peine l’hypothèse (*I), et nos inégalités sont donc ainsi justifiées.
En t = Ti, nous obtenons donc les ordres de grandeurs désirés.
Etape II:
Lemme II: Soit T\ < Tl < T, avec To = O (fa r(1+2/c)); « > 0, tel que z G B11 pour
Tj < t < T*2; a/ors en t — T2, on a
-no i< d | "m) |< £ | ^(ro i< ^
Oti fl OU fi ou p
Démonstration : Supposons | 6s/6u(t) |< 0(p/p), | ÔIÔu(t) |< 0(p/p), et | 6<p/6u(t) |<
0(l//i) dans Bu (hypothèse Nous obtenons alors les inégalités suivantes dans Bu'-
As | < p/p
Bs | < P2/P
Ai | < pp
Bi 1 < pp
Ap | < p/p
B(f> | < p/p
On en déduit alors, en utilisant les inégalités 33,
p\-xt(l_e(p/M)-2A)t)/i_e
P
De même, nous avons
I ~(t) |< c,-e<-A+'lrft + -^-(1 - e(w,-A)‘)
On /i pp — X
et
c'd>P— (t) |< csie(-A+(p/M))t +
6u 0 p p((p/p)-\
_ 6((p/m)-a)^
On vérifie alors sans peine l’hypothèse (*II), et nos inégalités sont donc ainsi justifiées.
En t = T2, nous obtenons donc les ordres de grandeurs désirés.
Etape III:
Lemme III: En t = T, on a
Démonstration : Supposons | 6s/6u(t) |< 0{p2/p), | 6I/6u(t) |< 0{p/p), et
| 6(p/6u(t) |< 0{p/p) dans Bru (hypothèse (*III)). Nous obtenons alors les inégalités
suivantes dans Brrr'-
As 1 < P/P
Bs | < P2/P
Ai\ < P/P
Bi | < P2
A<p | < P/P
B*\ < P
On en déduit alors, en utilisant les inégalités 33,
J J2
— tf) |< r ^-p(~2A+(P/V))* 4 M _ p(p/m)-2A)é’v -Xt
6u(t,lSCsn +M(P/M)-2A)U 6 }e
De même, nous avons
,2 J
—(t) |< c/—pe^A+Ww))* + y*;'7 (l -
bu p p((p/p) - A)
et
I —(t) |< c^-e<-A+(',/"»< + —~~—~(1 - e((o/f*)-A)«)
OU fl \Pjfl) — A
On vérifie alors sans peine l’hypothèse (*III), et nos inégalités sont donc ainsi justifiées.
Conclusion: Le lemme III montre que les deux plans tangents sont, au point 0r(pi)>
pl+K proches en topologie Cl compacte ouverte. Ceci termine la démonstration du lemme
de transfert.
2.3. Contrôle de l’angle
Un corollaire immédiat du lemme de transfert est le
Lemme de transitivité: Soient Ty, T2 et T,3, trois tores partiellement hyperboliques, tels
que WU{T\) (resp. WU{T2)) coupe transversalement WS{T2) (resp. Ws{Ts)) dans ht avec
un splitting d’ordre p. Alors WU{T\) coupe transversalement Ws(Ts) dans ht.
Démonstration: Le lemme d’échange C1 permet d’affirmer que Wu{Ti) est 0{pl+K)
proche en topologie Cl de WU{T2). Comme WS(T3) coupe transversalement WU[T2)
avec un splitting de taille O(p), nous avons, en utilisant un théorème de stabilité des
intersections transverses sous faible perturbation C1, WU{T\) qui coupe transversalement
Ws(Ts) dans ht, pour p assez petit.
On conserve les notations de la section précédente.
Lemme (contrôle de l’angle): L'angle entre A et A2 est de l’ordre de 0{p — p/p).
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Démonstration: Soit p un point appartenant à l’intersection de A et A2. Soit T la
translation dans les variables d’angle de p en p2. Le lemme III nous assure alors que Z*(A)
est p/p proche en topologie Cl de WU{T) au point p2. Comme A2 coupe transversalement
WU(T) en P2 avec un splitting de taille O(p), on a T*(A) qui coupe A2 transversalement
avec un angle de l’ordre de 0(p — p/p). En effet, l’angle entre ces deux variétés se lit
sur les composantes des vecteurs tangents suivants es et ej et il est donc invariant sous
l’action de la transformation précédente. Ceci achève la démonstration du lemme.
On peut maintenant appliquer le lemme de transitivité de manière récursive. On
obtient alors sans peine l’existence des orbites de transition le long d’une chaîne de tores.
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1
3. Temps de transition dans le modèle d’Arnold
Le modèle d’Arnold est défini par le hamiltonien suivant :
H{p,q,I\j2,Qi,02) = \v2 + \{I\ + il) + (cos(ç) - 1) (1 + ^(cos(0i) + cos(02)))
où (6,q,I,p) e T2 x T x R2 x R.
3.1. Construction de la chaîne
Nous avons le lemme suivant:
Lemme 9 Les variétés stable et instable des tores de la famille T se coupent transver
salement dans 7ï dans un voisinage de 6i = 0 pour [i suffisamment petit.
Démonstration : L’intégrale de Menikov (voir appendice) est définie par
/oo /(7(t)) cos(uit)dt
-00
On a Mi = 0 pour 6{ = 0, et l’hypothèse ii) du théorème 4.1.19 de ([Wi], p.393) est
satisfaite puisque
dMi
<90°
dMi
de°2
(0,0)
(0,0)
dM2
di»?
dAL2
(0,0)
(0,0)
/(7W) cos(uit)dt
0
0
/(7W) cos(oj2t)dt
#0
ce qui termine la preuve du lemme.
Nous avons prouvé que les tores partiellement hyperboliques ont des variétés stables
et instables qui se coupent transversalement pour p suffisamment petit. La perturbation
étant nulle sur la famille de tore, nous en déduisons le théorème suivant:
Théorème: Le système modèle possède une chaîne de transition.
Démonstration : Il suffit de noter que les variétés stable et instable de tous les tores
subsistent après perturbation et ceci indépendamment de la fréquence du mouvement sur
le tore13. Un simple théorème des fonctions implicites nous donne alors l’existence de
connexions hétéroclines entre deux tores suffisamment voisins, à savoir de l’ordre de p 14.
13Cette situation est non générique. Elle tient au fait que la perturbation s’annule sur la famille de
tore. Losque l’on écrit les séries formelles afin de montrer l’existence des variétés stable et instable d’un
tore donné, on s’appercoit que les termes posant un problème pour la convergence de la série sont au
tomatiquement nulle. On utilise implicitement le fait que le tore existe et cela indépendamment de la
fréquence.
‘ Si on note u> = (oq,^) la fréquence du mouvement sur le tore non perturbé, on doit avoir \ uj' — u \ < p,
avec | . | la norme euclidienne sur R2
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Il existe donc une suite 07 = G R2, i = de fréquences telles que
| cui+i — Ui \< fi et telles que les variétés stable et instable des tores TLdi associés vérifient
: Wu(TUi) coupe transversalement Ws(TUi+l) dans la surface d’énergie considérée.
La fréquence sur ces tores n’est pas obligatoirement diophantienne (sauf dans certaines
régions de l’espace des phases). Néanmoins, le A-lemme nous permet de montrer que ces
tores sont des tores de transition. La chaîne ainsi formée est bien une chaîne de transition.
3.2. Calcul du temps
Tout notre travail revient maintenant à chercher une région de l’espace des phases
dans laquelle il existe une densité suffisante de fréquences diophantiennes et à estimer les
constantes 7 et r associées à ces données.
On remarque tout d’abord que
r > 1
Nous prenons r — 1 + k', avec k' > 0 une constante quelconque. En effet, dans le cas
ou k = 1 l’ensemble des vecteurs fréquence diophantiens associé est de mesure nulle15.
Le temps de dérive le long de la chaîne est donc
T = 0{N-/-V1+*)
Pour effectuer une dérive de longueur 1, nous devons considérer des chaînes constituées
d’au moins E(fi~1) tores, où E{x), a; G R, est la partie entière de x. On obtient donc
T = 0(7"V2+/î)
On a 7 = min 7*. Supposons 7 > 70 indépendant de ll. Dans ce cas, le temps
de dérive est donné par
T = 0{fi2+K)
où ac > 0 est une constante quelconque.
3.3. Comparaison aux méthodes variationnelles
Dans [Be], Bernard obtient, en adaptant une méthode variationnelle développée par
U. Bessi [Be], le temps d’instabilité
Tinst ~ 0(1/H2)
L’expression du temps d’instabilité obtenue au §.3.2. nous donne alors
l0Dans un système d’Arnold à n degrés de liberté, on doit imposer r > n — 1. En effet, losque r < n — 1
l’ensemble des vecteurs diophantiens est vide et losque r = n — 1 il est de mesure nulle. On pourra consulter
les travaux de Russman [Ru] sur ce sujet.
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Tinst ~ 0(l/^+K)
avec k > 0 quelconque.
Les deux résultats sont donc comparables.
Lochak [Lo] suggère que le temps optimal de transition doit être de l’ordre de /i
log(^) |.
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4. Chaînes d’orbites périodiques hyperboliques
4.1. Evaluation du temps le long d’une chaîne abstraite
On se donne un famille de N orbites périodiques normalement hyperboliques, notée Oi.
i = 1,... ,7V, telles que la variété stable Ws(Oi) de Oi coupe transversalement la variété
instable Ws(Oi+1) dans une surface d’énergie donnée.
Soit fi l’application de premier retour associée à l’orbite périodique Oi. Nous tra
vaillerons désormais avec ces diffeomorphismes de section. Nous supposons que la période
de chaque orbite peut être fixée à n*. Dans ce cas, l’application /n* possède un point fixe
hyperbolique.
On peut toujours choisir un système de coordonnées tel que l’application est la forme
suivante :
fn (s, u) = (As, A 1u) + r(su)
où s G Rfc, u G Rfc, 0 < A < 1 et r est d’ordre 2 en su.
C’est le théorème de Moser [Mo2].
On suppose aussi que l’hyperbolicité A est uniforme le long de la chaîne.
Nous effectuons maintenant l’hypothèse que l’angle d’intersection entre les variétés
stable et instable est tel que
Ai > cjj,
où p est un paramètre.
Dans ce cas, le temps de parcours le long de la chaîne est :
Théorème : Sous les hypothèses précédentes, le temps de dérive le long de la chaîne
d’orbites périodiques est
où k > 0 est un réel quelconque.
T < N.n.
log(/i1+*)
log A
Le temps passé au voisinage d'une orbite périodique est bien entendu donné par le
produit de la période et du temps hyperbolique passé dans chaque section. Celui ci est
conditionné par l’angle d’intersection. Nous devons être pl+K proche en topologie Cl
compacte ouverte de Wu(Oi). Le temps hyperbolique associé est donc
logp1+K
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On vérifie que la variété Wu(Oi-i) est exponentiellement redressée au bout du temps
Th. Par conséquent, l’angle d’intersection se conserve à une quantité exponentiellement
petite près. Cette dernière remarque permet d'itérer ce raisonnement.
4.2. Réalisation des chaînes par dynamique symbolique
La réalisation d’une chaîne d’orbites périodiques étant donnée une chaîne de tores
possédant une dynamique symbolique est donnée au §.3 du chapitre précédent. En vue
d’une estimation du temps de transition, nous devons préciser les caractéristiques de cha
cunes de ces orbites : emplacement, période. Nous avons alors le
Théorème 1 Soit T = (Tî)i=it.„tm une famille de tores hyperboliques provenant de la
perturbation d’un système hamiltonien initialement hijperbolique. Il existe une chaîne
d’orbites périodiques hyperboliques O = (0;)î=i,...,m telle que le temps mis par une or
bite pour longer cette chaîne est de l’ordre de
Tinst= (37)
où t est la constante diophantienne associée au vecteur fréquence des tores, k, > 0 est une
constante quelconque, et \{p) est l’exposant de Lyapounov (supposé uniforme le long de la
chaîne) des orbites périodiques considérées.
Démonstration : L’idée est de choisir le plus petit n assurant la tranversalité des
variétés stable et instable des orbites périodiques. Ce choix peut être vu comme une
version quantitative du corollaire 1 (on précise la valeur de n*) dans le cas où la valeur de
l’angle est connue.
Nous savons que, dans le cas d’une perturbation de taille p d’un système hamiltonien
initialement hyperbolique, l’angle entre les variétés stable et instable des tores hyper
boliques est de l’ordre de p. Il suffit donc d’assurer une proximité de l’orbite périodique à
la variété stable du tore de l’ordre de pl+K, où k, > 0 est une constante quelconque, pour
obtenir une proximité du même ordre (en topologie C1) des variétés stable et instable de
l’orbite périodique à celles du tore.
Cela revient à choisir la taille j de la fenêtre de l’ordre de j = p1+K, où n > 0 est une
constante quelconque. Le choix de j nous donne directement, à partir de l’alphabet A, la
valeur minimale de la période des orbites périodiques constituant la chaîne. En effet, nous
devons avoir
| 9+ — 9 + nvo | < cj — cp 1 -f-zc
On est donc ramené à un problème classique de calcul de temps d’ergodisation qui
dans ce cas est donné par (voir [BGW])
n = 7-y-T(1+K)
où t et 7 sont les constantes diophantiennes associées à vq.
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(38)
Le théorème du §.3.1. nous donne le résultat attendu.
Remarques :
1. La difficulté d’implementation du résultat précédent tient au fait que Lhyperbolicité
des orbites périodiques est difficile à déterminer.
2. On note que si 1 > À > Ào, avec Ao indépendant de fi, alors nous obtenons un temps
d’instabilité de l’ordre de
T = 0(n 1 * | logp, |)
qui est le résultat optimal conjecturé par Lochak [Lo].
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5. La méthode des fenêtres
Nous allons étudier le système hamiltonien défini par:
H(jP,q,Ii,h,9i,Q2) = Ho(p,q,Iuh) + fiHi(p,q,Ii,I2,6i,62)
où
H0(p, q, h,I2) = -P2 + (cos(ç) - 1) + ~{Ii + ï2)
et
Hi(p,qJi,I2,Oi,e2) = /(g)(cos(0i) + cos(02))
On suppose que g(t) = /(7(i))> où 7(0 est la solution représentant la séparatrice du
pendule simple, est une fonction impaire.
L’objet de ce paragraphe est de démontrer le théorème suivant :
Théorème 2 II existe une chaîne de transition le long de laquelle la dérive s’effectue en
un temps
Tinst ~ 3+a )
r
où a > 0 est quelconque.
Démonstration : Elle s’effectue en trois étapes. On commence par calculer la forme de
l’application entre les différentes sections des tores de la chaîne. On construit ensuite une
famille de fenêtres correctement alignées en suivant le travail de J.P. Marco [Ma]. Nous
calculons enfin le temps de transition le long de la chaîne.
a. Application entre les sections
L’existence des chaînes de transition a été établie au §.3.
Dans un cas initialement hyperbolique, nous savons que le splitting est de l’ordre de
fi. Par conséquent, la distance maximale pour laquelle nous sommes en mesure d’assurer
une intersection transverse des variétés stable et instable est de l’ordre de fi (qui est donné
par un théorème des fonctions implicites). On définit alors un pas de chaîne, noté c(fi),
où c(fi) — O {fi).
On note Tu un tore de la chaîne de transition. On peut lui associer deux tores, notés
Tu+c(ll) rw_c(/i). Lorsque fi tend vers zéro, c(fi) tend vers zéro, et Tu+_c^ tend vers
Tu.
On définit maintenant l'application de section entre le tore Tu et le suivant dans la
chaîne de transition, Tu+C^y
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Soit Op une obite hétérocline entre ces deux tores, i.e. une orbite qui appartient à
W*(T„)nW‘(T„+lKli)).
Remarque: Pour p = 0, nous avons une orbite homocline au tore Tu.
On note p (resp. q) le premier point d’intersection de cette orbite, notée oM, avec la
surface de section SUJ+C^ (resp. Su associée au tore Tu+C^ (resp. T,b). Evidemment, on
a p E 1ES(70+C(M)) et q E Wu{T,aJ). On peut de choisir le système de coordonnées locales
de manière à ce que ces deux points soit les même.
Soit Du(q) (resp. Du+C^(p)) un voisinage ouvert de q (resp. p) dans Su (resp.
“50-)-c(/x) ) •
On appelle application de transition, l’application de Poincaré définie entre Du+Ctp\ (p)
et DUJ(q), notée AM. On a
AM(x) = q + Uph + A2(fi)
où h = x — p, = Dp(Am) et A2 est d’ordre au moins deux. On effectue ensuite un
développement de A en p. On obtient
dA
A(x, p) = A(x, 0) + ^~(x, 0) + 0(P2)
Nous pouvons calculer explicitement les applications Ao(x) et |-(x,0). Dans toute la
suite, on note r(x) = |^(x, 0).
On précise maintenant la forme de la dérivée de A par rapport à x au point p. On
obtient
Up = DxAp{p) = DxA0(p) + pDxT(p) + 0(p2)
Donc, lorsque p tend vers zéro, la matrice ü tend vers DxAo(p). Nous avons alors le
lemme suivant:
Lemme 10 (application de transition) : L’application de transition Ap{x) définie de
Dlü+c(h){p) surDUJ(q), s’écrie
Ap(x) = q + Ilph + A2{h)
où h = x — p, Up = Dp(Ap). La matrice est de la forme
é 1 + pot 0 T 0 ^
p/3 a 0 b
PI 0 1 0
\ ^ c 0 d )
où 7 est directement relié au splitting de Tw+C(^) et Tu.
+ 0(P)
La démonstration de ce lemme est donnée en appendice.
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b. Fenêtres
En suivant la méthode développée par Marco [Ma], nous construisons des fenêtres
(i3j)i<j<j de la forme
BJ{x) = qij) + Bu)x + B{2j)
où le centre q^ G Dq(fi) est proche de q\ tel que pour un ensemble d’entiers n3 donnés,
la fenêtre
fn> o^o Bj
s’aligne correctement sur la fenêtre BJ+\. Le lemme de l’ombre dû à Easton [Ea], nous
donne l’existence d’au moins une orbite connectant les tores extrêmes de la chaîne de
transition.
On commence par regarder les fenêtre affines (Vj), de la forme
Vj(x) = + P{j)x
où le centre est proche de p.
On peut alors choisir la fenêtre Bj définie par
Bj — A ° Vj+1
Nous allons tout d’abord montrer que les fenêtres affines sont alignées. Puis, en
utilisant un critère d’alignement du à Marco [Ma], nous en déduirons, moyennant un
bon contrôle des restes donné par le lemme d’échange, l’alignement des fenêtres Bj.
Précisément, nous avons le lemme suivant, démontré en appendice.
Lemme 11 Les fenêtres {&j)i<j<j sont correctement alignées pour nj = n = p~^2+<J\ où
a > 0 et p est suffisamment petit.
c. Démonstration du théorème
On démontre maintenant le théorème. Nous avons E( 1/p) tores (où E{x) représente la
partie entière de x), et nj = n = p~(2+a\ a > 0. On en déduit que le temps de transition
est donné par
Tinst = = OU-^)
où g > 0, ce qui termine la preuve du théorème.
\
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6. Conclusion et perspectives
6.1. Optimalité des exposants de stabilité du théorème de Nekhoroshev-
c Lochak
Nous allons maintenant discuter (de manière informelle) la possibilité d’étendre les
résultats précédents au cas initialement elliptique.
La première étape est de démontrer un résultat de forme normale comme celui utilisé
dans le §. 2.2. Ce travail a d’hors et déjà été réalisé par L. Niederman [Ni].
La seconde étape est d’estimer l’angle d’intersection des variétés stable et instable d’un
tore donné. Nous effectuons l’hypothèse suivante :
A = M(e)n
où M(e) est donné par le calcul de Melnikov16.
Cette hypothèse est déjà vérifiée dans l’exemple d’Arnold. En effet, M. Rudnev et S.
Wiggins [RW2] ont montré que pour y = em, on a
r f \ e~ l/2(n— 1)
M(e) > ce
ou c est une constante indépendante de e.
Nous pouvons maintenant reprendre le raisonnement du §.l. Nous allons travailler à e
fixé et f.i indépendant de e.
• Nous devons calculer le temps de transfert associé à une variété faisant un angle A =
M(e)/i. Nous allons supposer que le résultat en initialement hyperbolique se transpose
directement17. Nous avons donc un temps de transfert égal à
7 (M(e)/i1+*)T
Plaçons maintenant dans l’exemple d’Arnold généralisé proposé par Lochak [Lo2] et
étudié par Rudnev et Wiggins [RW]. On défini
n—1 1/2
H(x, y, 7, (f>) = J2 y + —- + e(cos x - 1) + nF(x, 4>)
i=1
avec (y, x) 6 R x T, (7, <f>) G R71"1 x T71"1, T = R/Z. On suppose que F est un polynôme
trigonométrique dans la variable x de degré fini vq et que la moyenne de F en 0 est nulle
pour tout x.
1GSi on note 5(<f>) = I+{4>) — /~(b) l’écart entre les variétés stable et instable, on a 6{<t>) = y: on
te N
note alors M(e) le déterminant de Jac(6\(4>)) b0 au point homocline 0o-
17 La vérification du lemme de transfert est lié à un contrôle à M(e)/z près du reste de la forme normale.
Ceci est possible grâce au théorème 4.1 du §.4 de [Ni].
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La construction d’une chaîne de transition s’effectue de la même façon qu’au §.3. On
supposera pour simplifier que la perturbation s’annulle sur la famille de tores.
Le temps d’instabilité le long d’une chaîne de E{M{e)~l) tores partiellement hyper
boliques, où E(x) est la partie entière de x, est alors donné par
( l~l
T = O
\M{e)T^l+K)+1
Dans l’exemple d’Arnold, il est possible de choisir — em, avec m suffisamment grand
et M(e) = 7 ( \ Le temps est alors donné par
T = O(7-1e-T(1+'ï)~1e1/£V2<“~l>)
Nous avons r > n — 1, alors
T = (7-1e-n-Ke1/£l/2(n"1))
La contribution des termes en puissance de e sont négligeables devant le terme expo
nentiel, et le temps est donc égal à
T = 0(e1A1/2("-1>)
Nous avons donc exactement les exposants de stabilité obtenus par Lochak [Lo2] pour
le théorème de Nekhorochev.
Remarques:
1. La constante 7 doit dépendre de e. Néanmoins, sa contribution au temps
d’instabilité est polynomiale en e et n’influe donc pas sur le résultat final.
2. Contrairement à la méthode de U. Bessi [Be] il ne semble pas nécessaire de choisir
/l exponentiellement petit en e.
3. Dans le cas où le hamiltonien est à n degrés de libertés, la méthode précédente n’est
pas applicable. En effet, personne n’a encore démontré que le terme de Melnikov donné la
bonne contribution au splitting. La difficulté est essentiellement d’ordre technique. Elle
est liée au fait qu’il n’existe pas de fractions continues en dimension supérieure ou égale à
trois.
La méthode de Bessi connait les mêmes difficultés. Néanmoins, il semble plus facile de
les surmonter dans ce cas.
4. De même que pour Bessi [Be], nous n’avons pas obtenu les exposants de stabilité
optimaux, à savoir 1/2n. Ceci est dû à la méthode. En effet, nous nous plaçons au
voisinage des résonances simples où ces exposants ne sont plus valables. Néanmoins, nous
optimisons le résultat de stabilité obtenu par P. Lochak [Lo] au voisinage d’une résonance
simple.
6.2. Le problème des grands angles homoclines
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1. Dans un article récent, Chierchia [Ch2] construit une chaîne de transition dans
un système hamiltonien proche intégrable à 4 degrés de liberté. C’est l’existence, dans
certaines régions de l’espace des phases, de grands angles homoclines qui rend possible
cette construction.
La question est alors de savoir si ce dernier résultat ne contredit pas le théorème de
Nekhorochev.
Nous remarquons tout d’abord que ce phénomène a lieu au voisinage des résonances
multiple (ici double). C’est la présence de plusieurs facteurs d’échelle qui conduit à ce
résultat (voir les idées de Chierchia- Gallavotti [CG]).
Vis a vis de notre méthode, il est clair que la quantité calculé par Chierchia n’est pas
l’angle intervenant dans le calcul du temps d’instabilité. En effet, nous utilisons un système
de coordonnées redressées, et l’angle que nous définissons se rapproche de la définition du
splitting tel qu’il est introduit par Lazutkin [La].
Dans ce cas, l’angle d’intersection doit être exponentiellement petit, même au voisinage
d’une résonance double18. Le calcul du temps nous redonne donc dans ce cas un temps
exponentiel et lève la contradiction.
2. Nous pouvons ramener les remarques précédentes au constat suivant :
Pour calculer le temps d’instabilité, nous utilisons un système de coordonnées adapté
aux tores de la chaîne dans lequel les variétés invariantes sont redressées. Néanmoins, il
est difficile de démontrer l’existence de connexion hétéroclines dans ce système.
Afin de mettre en évidence l’existence de chaînes de transition, il est préférable
d’utiliser le système de coordonnées initial. Par contre, il semble délicat de calculer le
temps de dérive directement dans ce cas.
18L’idée sous-jacente est que dans ces coordonnées, l’angle que nous calculons est associé à une forme
normale dont le reste est exponentiellement petit.
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Appendice A. Démonstration du lemme 10
• Calcul de DxAo(p)
Le calcul de DxAo(p) s’effectue en trois étapes. On commence par linéariser les
équations du pendule simple le long de la séparatrice. On en déduit alors la résolvante de
notre système modèle. On se restreint enfin à la surface de section.
a) Linéarisation du pendule simple : Soit H(p,q) = \p2 + (cos(q) — 1) le hamil
tonien du pendule simple. Le mouvement sur la séparatrice est défini par les équations
p{t) = ±2/ch(t)
q(t) = ±2 arcotg(— sh(i))
de conditions initiales g(0) = ±7r and p(0) = ±2.
Nous calculons maintenant la dérivé de cette solution par rapport aux conditions ini
tiales. Pour cela, nous écrivons Y équation aux variations, ce qui nous donne
R(t) = L(t) o R(t)
avec R(0) = id, et L{t) —
0
1
On obtient après calcul,
(sh2(t)-l)/ch2(i) \
0 y
m =
(i-
F sh(t)
4ch2(i)
F
4
) ch(t)
sh(t) \
ch2(i)
ch (t) J
v 2t + sh(2t)
OU Fit) = r——-
v ; ch (t)n.(t
Dans la suite, on note rj(t), i — 1, 2, 3, 4 les composantes de la matrice R(t).
b) Système modèle : De la même façon, on peut associer à notre système modèle,
une équation différentielle ordinaire nous donnant la dérivée des solutions par rapport aux
conditions initiales dans un voisinage de l’orbite homocline au tore donnée par
p(t) = ±2/ ch(t)
q(t) — =L2 arcotg(— sh(t))
h(t) = iï
h (t) = il
= e\ +i°t
02=e°2 + lit
(40)
Le résultat précédent pour le pendule simple nous permet de calculer facilement la
résolvante de notre système. On a
\
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m =
0 0 r2(£) 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 r4(t) 0 0
0 t 0 0 1 0
0 0 t 0 0 1
c) Section : L’étape suivante est de se restreindre à la surface de section afin d’obtenir
la matrice DxAo(p).
Soit S la surface de section définie par
6>2 = 0
Le temps de section de S est tel qur 4>t(p) £ Par conséquent, nous obtenons la
matrice suivante
( n(T) 0 r2(T) 0 \
0100
r3(T) 0 r4(T) 0
\ o t o i y
d) Coordonnées normales : Le calcul se termine maintenant en deux étapes. On ef
fectue tout d’abord le changement de coordonnées {s,u,y,x) = (( 1/\/2){p — q), (1 /y/2)(p +
g), /, 9), défini par la matrice de passage
/ 1 0 0 0 \
0 l/y/2 0 -1/72
0 0 10
\ 0 l/y/2 0 l/y/2 J
Nous obtenons donc
où
avec
( 1 0 T ° ^
0 d 0 b
0 0 1 0
V 0 c 0 d )
d — 5 (ch2(t) + G(t))
b = i(ch2{t)-W{t))
c = |(ch2(t) — G(t))
d = -(ch2{t) + W(t))
= ïib)(4-2t-sh(2t))
= j^p(ï)(4+2i + sh(2t))
G(t)
W(t)
•Calcul de £(P) = &($(*. 0)) (p)
a) Calcul de T(x) : Soit (f)(t,xo,/i) une solution de notre système modèle. Une
généralisation de l’équation aux variations nous dit que la dérivée de cette solution par
rapport à p , 1^=0 est solution l’équation différentielle ordinaire suivante:
Z = Dxf{4>(t), t: 0)Z + Z)M/(0(é), t; 0), Z(t0) = 0
où Z est vecteur à n composantes.
Dans notre cas. on a
= JDq(Ho(I) + P{p,q)) + fj.JDqHi(p,q,I,6)
ce qui nous donne l’équation aux variations suivantes:
(0 cos(g) 0 0 ^ ( -f£(cos(^) + cos(#2)) \
1 0 0 0
z +
+ cos (02))
0 0 0 0 -sin(9)f{p,q)
0 1 0 ) \ 0 )
ou les composantes de la matrice sont évaluées sur la trajectoire homocline non perturbée.
On a donc, en utilisant 40
( ° (sh2(t) — 1)/ch2(i) 0 0 ^ ( ~ f^(7(0)(cos(^î + ^lt) + cos(^2 + w2t))
1 0 0 0
z+ §^(7(0)(cos(^l + + COs(^2 + U21))
0 0 0 0 -sin(0)/(7(t))
0 1 0 J l 0 )
où 7 est l’équation de la séparatrice du pendule simple donnée en 39.
On a donc
A
B(t) =
f (cos($? + CJit) + COs(Û$ + U2t)) \
0
2 sin(0°+a;it)
ch2 t
0 /
On notera les composantes de B, 6*.
b) Dérivation : On commence par résoudre le système homogène associé
Z(t) = A(t, u)Z(t)
Supposons que nous ayons calculé la résolvante de ce système, notée R(t, u). La solution
du système complet est alors donné par
Z{t) = R{t,u)Z(0) + [ R(t,r)B(r)dr
Jo
Comme Z(0) = 0 par hypothèse, on obtient
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On en déduit
Z{t) = [ R(t,T)B(r)dT
Jo
R(t, u)
/ n(t)bi(t,u) \
r3(t)bi(t,u)
h(t,u)
bï{t,u)
tb3{t,u)
\ tb^(t,u) J
Les 61, b2, 63 et 64 dépendent seulement de 9®, pour i = 1,2. Par conséquent la
dérivation par rapport à u nous donne une matrice de la forme
dT(u)
du
(p)
0 0 0 0 Sl,l{t,u) S 1,2(L u) \
0 0 0 0 S2,l{t,u) S2,2 (L u)
0 0 0 0 S3,l{t,u) S3,2^, u)
0 0 0 0 S47(l ^0 S4,2(L u)
0 0 0 0 S5,l(L^) S5,2(L u)
0 0 0 0 S6,l{t,u) s6,2(i, u) )
c) Section : Par restriction à la surface de section S, nous obtenons une matrice de
la forme
dT{u)
du
(P) =
( 0
0
0
VO
\51
52
53
sa )
d) Coordonnées normales : On a dans le système de coordonnées (x, s, y, u)
N =
( a
P
0 \
0
0
0 y
où a = S4, P = (l/y/2)(s\ — s2), 7 = S3 et S = (l/\/2)(si + S2). On note que le terme 7
est directement associé au spitting par l’intermédiaire de l’intégrale de Melnikov.
Ceci termine la preuve du lemme 10.
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Appendice B. Démonstration du lemme 11
• Construction des fenêtres affines
a) Calcul de la matrice P : La fenêtre affine Vj : x h + Px est définie par
pD = {Qti\ s^\ 0, u^) et
l Pn Pu l 0 \
P21 P22 0 Z
l 0 0 0
0 lu 0 0 )
où Pik et p^ sont à préciser. Le petits paramétres z et iu sont utilisés pour contrôler les
fenêtres. En particulier, on suppose iu < i dans tout la suite.
On choisit les deux premières colonnes, correspondant aux horizontales, pour que ces
dernières soient parallèles à l’espace tangent en p à '&(WU).
Lemme 12 La fenêtre affine V est définie par la matrice P de la forme
z(a(l+*) —*2) *iu(a-b)
l 0 \
/z(/3*-7o) ^z(/3*-7o)
z(/3(l+*)—7*) iu{*P-lb) 0
07-/3* a~f—p*
Z 0 0 0
0 lu 0 0 !
Démonstration : La forme de A nous donne les.contraintes suivantes:
(Pn) / * \ ( Pl2 ^ / *' \
A
P21
=
0
et A
P22 0
z 0 0 0
\ 0 / l • ) \ lu J l •' J
Par conséquent, on a
ce qui nous donne
l'yPn + *-p2i + z(l + *) = 0
i(3Pn + aP‘2i + z* = 0
i(dP12 + aP22 + biu = 0
i^Pn + *-?22 + *zu — 0
p _ z(a( 1+*) — *2)
H /z(/3* — 7a)
p *iu(a—b)
12 ij,(p*—'ia)
p _ i(p{l+*)-7*)
21 07—P*
p _ _ iu{*P--yb)
22 07-/3*
Ceci termine la preuve du lemme.
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b) Calcul de la matrice B: La fenêtre Bj : x gt?) + Bx + B^\x) est définie par
Bj — A o Pj+i. On obtient donc = (Æ'^, 0,0, n'^), et
/ -{l + ia)— + Ti 0 (1 + ia)i 0 \
R _ 0 0 in/3 ai
0 0 ip,7 0
\ -lui^-d) ip6 ic )
c) Calcul de A^: On note An* la fenêtre définie par fn o Bj, où / est l’application
de premier retour, et n doit être choisi. On a
A\l* = vÜ] + Anx + Â\l\x)
avec
pL) _ ^q(j) _j_ nVQ? kns^\0, lnu)
/ *(d -™i) 0 l 0 \
kni(3 knpiu 0 kni
d'y a
l 0 0 0
0 lUlu 0 0 J
• Alignement des fenêtres affines
On commence par rappeler un critère d’alignement dû à Easton [Ea].
Soit Aa et Bb deux (<dh,dv) fenêtres affines dans Rd, données par
Aa(x) — a + Ax
avec a G Rd, b G Rd et
où Ai G M(dhdh}(R), A2 G M(dhdv){R),
décomposition étant analogue pour B.
On définit deux matrices intermédiaires
, Bb{x) = b + Bx
Ai A3 \
A2 A4 J
A3 € M(dvdh)(R) et A4 G M(dvdv)(R), la
M =
Une condition d’alignement est donnée par le lemme suivant :
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Lemme 13 Soient M et N les deux matrices intermédiaires associées aux fenêtres affines
Aa et 6b. Si
J i) M est inversible
| ii) || M~l{b — a) + M~lNy ||oo< 1 pour tout y G Ld
alors Aa est alignée sur Bb.
Nous renvoyons à ([Ma], p. 241) pour une démonstration..
a) Calcul de Mn, Nn et M~lNn: Par définition des matrices Mn et Nn, on a
Mn =
t(-ik + nvi'
kni0
a-y
l
0
0 — (1 + ya)i 0 ^
-a*
0 —ip.7 0
lniu —ifi6 —ic J
On note que
det(Mn) = i^iuvw
où v — ckn(3 + lna2 et w = 2 + ya — nyyv\. On en déduit que Mn est inversible pour \i
suffisamment petit. De plus,
MT =
0 1+Ata
iavu
_jry_
iaw
n — 1+M7nv\
law luafj.'y
V ^[-l + Po + Æfc"!
IV
0 \
a
iuv
0
kn0 )
tun '
ou
1
a'yiuvw
0
a-yivvu
((—1 + yynv\)a{c(3 — aô) — ckn/3( 1 + ya))
— - - ( (a/n + <S/cn)(-l -f pb'ynvi) - (1 + /ia))
et
Nn =
0 —i 0 \
0 0 0 -fcnî
0 0 0 0
-$(«-#) -tufi-d) 0 0 /
ce qui nous donne
M~lNn
/ T/z7-(1+MoQ
aw
_ n'yT—(l+na)
awy/.-y
*
0
da—cb ijj,
m.
aw
iuaisw
[az6 — c/3{—kn + a)]
ki&{da - cb) -l[-l + i”a + a"l J y
1
au>
o \
knci
luU
0
avec
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— _ ' ( (a2S-c0(-kn+a))(T^-(l+na)) _|_ cp _
{HIT - (1 + fia)) - c(3 - ad)
lu VI
+£
avw~i
- _ 0(-l+lna+6kn)
b) Estimations : Nous allons maintenant majorer la norme
x = sup II M-'fêü) - j#>) + - î4J)) ||oo + Il |U
ye£4
b.l) Majoration de || M“1Nn ||i: On a
1 I aw + | î I + I M7T-(1 +tfa) I + I J1 1 1 aw^-y I I
^2=1 ^| + |
N3 =1 I +
° 1 aw i i iuavwît-[a2ÿ _ c/3(_fcn + a)] | + | ^ | + | ^+
A T I knci + lè
On note que pour n suffisamment grand, on a
2 inall
[ vu ~n—*oo —finvi'y
On obtient donc les estimations suivantes pour Ni, i — 1,... 4.
Ni 7>7-(l+/za))
ayi'ynvx
^ l i{cp-a6) n ,
+ I iullna* V1 +
T/j7-(1+/zq)
nv\
da—cb
a2l'
Tfj.'yT-jl+fj.a)
) I + I —TTtti
N2 +
afj.^'y^nvi
k2n0iu (da—cb)
t:
n3
1
aymv\
. i î(g25—c0( — kn+a))
' ' îug3^n7na;i
AT I k2nCl | ,
N4 ~ T~7T2“ +
cru
+ |
1
a-Ln
fia'ynvi
+
+
^(/i7T-(l+Ata)
a'2 fj,''f2nvx
+
kn 0(cf3—a6)
a^’ynvi
Le plus grand terme est de l’ordre de
Co_
/i2n
On peut donc trouver une constante C telle que
(41)
Posons
Il M~lNn ||,<
C
nfi2
n = fi
(2+cr)
où a > 0 est une constante arbitraire. On peut trouver une constante C\ telle que
Il M~lNn ||!< Cxf
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b.2) Majoration de || Mn1(q^^ — pn^) ||oo: On a
q(j) ~ pfj] = (0'ij) - 9{j) - nvo[27r], knsU), 0, u'{j) - lnuij))
Les fenêtres étant construites de manière récurrente, on peut choisir tel que la
composante suivant eu de soit nulle. En effet, il suffit de prendre
On obtient alors
U)
uj+1
ln
= (-—6 ~ cP{~kn + a)) e csn 0n p(3{-\ + lna + 6kn)
l law ’ aiuvw iuv' aiw’ aivw
où 9n — 9'(iï — #0) _ nVQ [2tt] .
Comme vq est supposé diophantien, on montre facilement l’existence d’une constante r > 0
telle que, pour un choix convenable de n, on a
I en |< C2n~llT
ce qui nous donne
K |< c2P2+<r)/T
On en déduit
Il -ÎZU)) ||< —M1+"+(2+<t)/t
l
La seule restriction sur i est donnée par la taille de Vp(fj,) et Vq(p). On pose i =
On a alors
|| -K0'») ||< C6^+<2+ff>/r
d’où
K < C7fia
Le choix de n nous assure que la limite de k, est nulle lorsque fi tend vers zéro. La
fenêtre Bj est donc alignée sur An\
• Alignement des fenêtres perturbées
On rappelle tout d’abord le résultat de Marco ([Ma], p.242) concernant l’alignement
de fenêtres perturbées.
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Lemme 14 Soient A et B deux fenêtres (dh,dv) de la forme
A(x) = a + Ax + A(x), , B(x) — b + Bx + B(x)
où a,b £ Rd, A, B sont dans Gl^(R) et A, B des applications de classe C2 . Supposons
que les fenêtres affines Aa : x —> a + Ax et Bb : x —> b + Bx soient alignées. Soient
M et N les deux matrices intermédiaires associées, i =|| M~l ||i et n = supyeLd |
M~l(b — a) + Ny ||oo (< 1) tels que
M M ^ 11(2) + Il & 11(2)) = «1 < 1/3
(n) m(II DÂ ||(2) + || DB ||(2)) = «2, where n2 < 1 and < 1/4
(iii) n + Ki < 1
alors les fenêtres A et B sont alignées.
Nous renvoyons à Marco [Ma] pour la démonstration,
a) Reste des fenêtres Bj : On a
Bj(x) = A o Vj+i(x) = cfiï + Bx + B(x)
De plus A(Vj+\) = A(pP+l + Px) = A(p?+1) + D~j+xA(Px) + R(x) avec
1 (l^)2n2u,+lR(x) = [ —D2A(pj+1 +tPx)(Px)2dt
Jo 2
Par conséquent, = A(pP+l) et
B(x) = R(x) + (D-j+lA(P) - B)x
Or, il existe une constante C telle que
d’où
sup || D2A ||< C
DpA)
Il R 11(2) — 4Cm2
De plus, comme B = DpAP on obtient
|| D?+1AP -= || (D~j+,A - ||i || ||i< Cpkn
On en déduit
Il ê 11(2 )<c
et, de façon analogue
Il DB i|(2)< Cio{p fc")
b) Reste des fenêtres On a
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A^ix) ='p{r?) + Anx + Â^\x)
avec
= a„ = f?.p
Soit fn = + rn, on obtient
A$ — rn(p^ + Px) (42)
On choisit
kn
- y
Par conséquent, | s |< 1 et | u(y) \< kn/2, soit
| su(y) |< 3/cn/2, \/y G Pj
En utilisant le lemme de contrôle (Cf. Chap. I) et 42, on obtient
limn II ll(2)= lim || DÂÿ ||(2)= 0
La fenêtre An est donc correctement alignée avec Bj pour fj, suffisamment petit, et
n = Ceci termine la preuve du lemme.
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0. Introduction
La recherche d’exemples concrets pour lesquels le mécanisme d’Arnold existe est restée
longtemps ouverte. Pourtant dès 1964, Arnold et Avez [AV] suggèrent que ce mécanisme
doit se retrouver dans des problèmes “génériques” comme le problème des trois corps.
En 1993, Z. Xia [Xi] montre l’existence d’une chaîne de transition dans le problème
restreint elliptique plan des trois corps. La même année, L. Chierchia et G. Gallavotti
[CG] montrent l’existence d’une chaîne de transition dans le problème de d’Alembert
: mouvement d’une planète aplatie autour du soleil. Plus récemment, R. Moeckel [M]
obtient un résultat analogue pour le problème des 5 corps.
Chacun de ces articles suit une démarche qui semble spécifique. Le but de notre travail
est d’unifier dans une même construction chacun de ces exemples.
Nous allons donc décrire une classe de systèmes hamiltoniens pour lesquels il existe une
famille de tores partiellement hyperboliques dont les variétés stable et instable se coupent
dans une surface d’énergie donnée. Il convient de noter que nous n’aborderons pas le
problème de l’existence de connexions hétéroclines. Ce problème est lié à des estimations
fines du splitting des variétés invariantes et au choix dans l’espace des phases de domaines
suffisamment non résonnant pour avoir une densité de tores hyperboliques compatible avec
ces estimations. Il est résolu dans Chierchia-Gallavotti [CG] par l’existence de grands
angles homoclines. Ces estimations de splitting sont dans la plupart des cas difficiles à
réaliser. On se propose plus modestement de montrer l’existence de tores de transition
dans certains systèmes.
Cette partie s’organise de la manière suivante : Dans le §.l nous donnons des condi
tions suffisantes d’existences d’une chaîne de transition dans un système donné. Les §.2
et 3 vérifient ces conditions pour le problème restreint elliptique plan des 3 corps et le
système hamiltonien représentant la dynamique d’une galaxie elliptique. Le §.4 discute
des extensions possible de ce travail à divers exemples de physique.
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1. Construction de tores de transition dans des exemples
Ce paragraphe décrit une classe de systèmes possédant des tores de transition sucepti-
bles de former une chaîne. Elle suit la première construction d’Arnold, ainsi que les travaux
de Holmes-Marsden et Z. Xia. Bien que de faible portée d’un point de vue théorique, nous
verrons que les hypothèses effectuées dans cette partie sont souvent vérifiées par les hamil
toniens à trois degrés de libertés décrivant des phénomènes physiques.
Soit H un système hamiltonien défini sur (T3)* = T3 x R3 de la forme19
= Ho(I) + e (/, 4>) + h H2(1,<f>)
Lorsque e = p = 0 le système est complètement intégrable, et son espace des phases
est feuilleté en tores invariants de dimension 3.
Lorsque e 7^ 0, nous effectuons l’hypothèse suivante :
(7f 1) Il existe une intégrale première, notée C, du système d’équations différentielles donné
par He0.
Pour simplifier l’exposé, nous allons prendre (sinon, il faut effectuer un change
ment de coordonnées afin de mettre en évidence cette intégrale première20). Dans les
exemples que nous aborderons, on verra que le Hamiltonien ne dépend pas de toutes les
variables d’angles (c’est à dire qu’une des variables angulaires est ignorable), ce qui conduit
à l’hypothèse précédente.
On est donc conduit à l’étude de la famille à un paramètre
^£,/3(0,/) = Lfo(/,/3) + eiLi(0,/;/3)
défini pour (</>,/) G (T2)* = T2 x R2, l’intégrale première I3 étant fixée.
C’est un Hamiltonien à deux degrés de liberté et, par conséquent, sa dynamique peut
s’analyser au moyen d’une surface de section.
On se fixe d’abord une surface d’énergie hj3 = h-a(I^), où a(.) est un difféomorphisme
défini sur un intervalle J contenant une valeur 7° convenable. On effectue ensuite une
section E convenable du flot (en fixant une des deux première variable d’angle égale à zéro
par exemple). Notons /s l’application de section (ou de premier retour).
Nous effectuons maintenant l’hypothèse d’hyperbolicité :
(7^2) Il existe pour chaque valeur de C un point fixe hyperbolique pour l’application de
section /s, dont les variétés stable et instable se coupent transversalement dans E21.
19Nous avons ici donné l’idée sur un hamiltonien à trois degrés de liberté autonome. Il est bien évident
que la même construction est possible pour une perturbation périodique d’un hamiltonien à deux degrés
de liberté.
20Le changement de coordonnées en question n’est, pas obligatoirement canonique. Le nouveau système
d’équations n’a donc aucune raison d’être hamiltonien. Ceci est sans importance pour la suite.
21 Cette dernière hypothèse est vérifiée par tous les exemples que nous allons considérer.
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Remarque : Le point fixe hyperbolique de l’application de section n’est pas forcem-
ment directement observable dans le hamiltonien initial. Dans Chierchia-Gallavotti [CG]
c'est après un travail de forme normale au voisinage d'une résonance simple que cette
hvperbolicité apparait.
Il est alors facile de construire une famille à un paramètre (G) de tores partiellement
hyperboliques, donnée par
Ch — { -G £ J-, 03 ^ T. (0i, Ii) E 0/3, i = 1,2 }
On a la proposition suivante :
Proposition : L'ensemble Ch est un ensemble invariant normalement hyperbolique de
dimension 4, muni de variétés stable et instable de dimension 3, notées Ws(Ch) et Wu(Ch)
respectivement.
La démonstration est analogue à celle de ([Wi], prop. 4.1.15, p. 382). On peut
Remarque : Nous n’avons pas imposé de petitesse pour le paramètre e. Dans la plupart
des exemples, l’hvperbolicité existe même pour de grandes valeur de e. Dans ce cas, il
faut prendre garde au fait que le phénomène que nous étudions n’est aucunement relié au
mécanisme d’Arnold, mais lié à des propriétés des systèmes initialement hyperboliques,
avec toutes les conséquences qui s’en suivent, notamment sur les estimations du temps
d’instabilité (voir chapitre 2).
La théorie des ensembles normalement hyperboliques, développée par Hirsh, Pugh et
Shub [HPS] nous assure que cet ensemble subsiste sous faible perturbation. Les résultats
de Fenichel ([Fel], [Fe2]) nous donnent la persistence du feuilletage en variété stable et
instable des points de l’ensemble invariant normalement hyperbolique perturbé.
Néanmoins, aucun résultat ne permet de préciser plus avant la structure de l’ensemble
invariant normalement hyperbolique perturbé. Notamment, deux questions se posent dans
notre cas :
i) Les tores invariants feuilletant l’ensemble Ch subsistent-t-ils ?
ii) Le feuilletage des variétés stable et instable de l’ensemble invariant normalement hy
perbolique en variété lagrangienne invariantes associées aux tores subsiste-t-il ?
Pour répondre au point i), il convient de mieux décrire la dynamique restreinte à Ch-
On définit
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cf= { h 6 J,<h e T, (<*, i) 6 2, (</>, /) e 0,3 }
et l’application
A . 7"^ , 7"£
-4 (44°) ($ + 7(/3°)V?)
On reconnait la forme usuelle d'une distortion monotone de l’anneau définie sur T x R.
La dynamique (la structure) de l’ensemble invariant perturbé est donc décrite par une
perturbation d’une distortion monotone de l’anneau.
On utilise maintenant le fait que nos systèmes sont en fait des systèmes hamiltoniens.
Il existe donc une 2-forme différentielle eu associé au système. Celle-ci est non dégénérée en
restriction à Ch et invariante par A. On en déduit donc que par perturbation AM préserve
les aires.
Nous effectuons maintenant l’hypothèse de non-dégénérescence suivante :
(7^3) Nous avons (I3) 7^ 0 I3 G J
Le théorème KAM s’applique maintenant à notre situation. On en déduit que
contient un grand nombre de tores invariants partiellement hyperboliques22.
Remarques :
1. La conservation des tores invariants partiellement hyperboliques ne dépend pas de
la perturbation (on utilise ici des résultats de stabilité, c’est à dire des résultats valables
indépendamment de la perturbation, pourvu que celle ci soit suffisamment petite).
2. On note que l’utilisation du théorème KAM pour assurer l’existence des tores
partiellement hyperboliques pour H£iM impose un choix du paramètre fi de la forme /i << e
sans hypothèses supplémentaires sur la forme de la perturbation.
On note désormais, T^ les tores partiellement hyperboliques qui persistent sous la
perturbation.
Lorsque e A 0 et /i 7^ 0, nous avons
#e,M(/, (p) = Hq(I) + eiïi(/,</>) + ^#2(0 4>)
22Cette question est directement résolue dans l’exemple d’Arnold car la perturbation s’annule sur la
famille de tores.
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L’essentiel du travail a effectuer en vue de montrer l’existence d’une chaîne de transi
tion, est de montrer que les variétés stable et instable des tores se coupent transver
salement dans 7i.
C’est dans cette partie que la forme de la perturbation va jouer un rôle.
On commence par noter23 que lorsque p = 0, la variété stable (resp. instable) d’un
tore T/3 coupe transversalement la variété instable (resp. stable) de l’ensemble Ch en un
cercle Cs (resp. Cu).
Un simple argument de stabilité des intersection transverse sous faible perturbation
Cl suffit pour montrer que lorsque p ^ 0, la variété stable (resp. instable) de Tf coupe
transversalement la variété instable (rep. stable) de C%.
On note C0 et C£ les courbes ainsi obtenues. On introduit les ensembles asymptotiques
(sur l’ensemble invariant normalement hyperbolique)
c; = a(Cs)
c* = uj(Cu)
munis de leurs variétés stables et instables notées Ws(C*) et WU(C.'*), pour i = (s, u). La
partie technique du travail consiste à montrer que
wu{c*u)<\\nws{c;)
On note que lorsque p = 0, la variété stable de C* coupe la variété instable de C* en
un cercle d’équation 73 = 7°, où I® est une constante.
Cette intersection est seulement dans les directions (73,03). En effet, par
projection sur les variables (72,02) l’intersection est transverse.
On utilise maintenant la méthode de Liapunoff-Schmidt25 pour réduire la
démonstration de l’existence d’une intersection transverse des variétés stable et insta
ble de C* et C* lorsque p 7^ 0, à la recherche des zéros d’une certaine fonction dans les
variables (73,03).
Il suffît de montrer que les courbes 73 = cs(03) et 73 = cu(03) obtenues par projection
de la variété stable WS(C*) et instable WU(C*) se coupent transversalement. Pour ce
faire, on écrit un développement au premier ordre en p de ces courbes, à savoir :
cs(03) = 7j + /icj(03) + 0(p2)
cu(03) = ^3+ ^4(03) + 0{p2)
On note d(03) = cs(03) - cu(03) = /i7i(03) + 0(p2), où 7i(03) = cj(03) - 4(03). Il
suffit donc de trouver un 00 tel que 7i(0o) = 0 et d[(<p0) 7^ 0- Alors un simple théorème
des fonctions implicites nous donnera une solution de 7(03) = 0.
On effectue donc l’hypothèse suivante :
(TLi) Il existe 0° tel que <7i(0§) = 0 et 7^(0°) yé 0.
23C’est ici qu’intervient l’hypothèse un peu forte de (fH.2) sur la transversalité des variétés stable et
instable du oint fixe hyperbolique de /e-
24non-transverse
2 jOn consultera à ce sujet, les quelques pages du livre de S-N. Chow et J.K. Haie, Methods of bifurcation
theorxj, Springer, 251, (1982), 30-34.
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On peut se représenter ce problème par le dessin suivant :
Remarque : L'hypothèse {'Ho) peut aussi jouer un rôle dans la vérification de {H<\).
En effet, d’après {H2) et le théorème de Smale-Birkhoff, il existe un ensemble de Cantor
invariant pour /s, hyperbolique. On note On les orbites périodiques hyperboliques de
période n G N appartenant à ce Cantor. Le point fixe de /£ vérfie (7^2) • On peut donc
construire une infinité de famille à un paramètre de tores hyperboliques paramétés par 1$
et n. L’idée est de profiter de ce double paramétrage pour montrer que la condition (H4)
est vrai pour un certain ensemble de n G N.
Il est possible d’écrire pour un ensemble normalement hyperbolique un analogue du
A-lemme (même quand le point fixe de l’application de section est dégénéré), qui peut
s’énoncer comme suit:
Un À-lemme: Soit J\f un ensemble normalement hyperbolique de dimension 2 et c une
courbe régulière dans N. On note Ws{c) (resp. Wu{c)) sa variété stable (resp. instable).
Soit V une surface régulière qui coupe Ws{Af) (de dimension 3) en une courbe l telle que
i) (transversalité) Vq G l, on a V fjl q Ws (tV) dans E.
ii) (asymptotique) u>{l) = c
Alors, pour tout p G Wu{c) et un petit voisinage V de p dans Wu{c), e > 0, il existe
un petit disque T> G V, tel que il existe un n G N tel que fn{V) soit e C1 proche de V au
point p.
On applique maintenant le A-lemme aux courbes C*, i = (s,u), précédentes. On
montre alors que VEs(T/li/3iA1) est Cl-e proche de kEs(C*) et Wu(Thtj3ilJL) est C1-e proche
de WU(C*). Comme WU{C*) coupe transversalement VES(C*), on en déduit par un simple
argument de stabilité des intersections transverses sous faible perturbation C1 que
Ws{Thyz)^nWu{TKh)
Un simple théorème des fonctions implicites permet de montrer l’existence d’intersec
tions hétéroclines entre les variétés stable et instable des tores. Néanmoins, il convient de
discuter plus longuement la construction effective de la chaîne de transition.
La construction de la chaîne de transition est maintenant liée à un problème de rapport
entre la densité des tores hyperboliques le long de la chaîne et la taille du splitting. Nous
effectuons donc l’hypothèse suivante :
114
(7^5) II existe des connexions hétéroclines le long de la chaîne.
On a alors le :
Théorème D : Sous les hypothèses (Hi), i = 1,..., 5, le système He^ possède une chaîne
de transition. L’instabilité se traduit par une dérive de la variable 1$.
La portée de ce théorème peut sembler faible. Néanmoins, nous allons montrer qu’un
grand nombre de système hamiltoniens classiques provenant de problèmes physiques en
trent dans le domaine d’application de ce résultat.
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2. Le problème restreint elliptique plan des 3 corps
Nous présentons ici les travaux cle Z. Xia [Xia] en suivant l'approche du §.l. L'existence
d’instabilité dans le problème restreint elliptique plan des 3 corps avait déjà été abordé
par R. Easton et R. Mc-Gehee [EaMc] et R. Martinez-C.Simo [MaSi].
2.1. Définitions et équations
Le problème restreint elliptique plan des 3 corps est l'étude du mouvement d'une
particule A de masse nulle, en intéraction Newtonienne avec deux points J et S, de masses
respectives \x E]0. 1[ et 1 — /i, tels que le vecteur SJ décrive une ellipse d’excentricité e
dont le foyer est situé à leur centre de masse O. Décrivons brièvement la mise en équation
(classique) du système.
On commence par donner une paramètrisation de la trajectoire suivie par les deux
corps S et J. On obtient :
Pour t 6 R,
St = ((1 - /i)r cos(u), (1 — /i)r sin(a)) G R2
Jt — (—fir cos(u),/j,r sin(u)) £ R2
avec r = (1 — e2)/(l + e cos(u)) et u = e sin(u) + (t/V 1 — e2).
Le hamiltonien du problème restreint elliptique plan des trois corps, défini sur M C
R x T* R2 muni de sa structure symplectique usuelle, est donné par
P 1 ~ A \
<5(t,<?,e) cr(t,q,e)J
où || || est la norme euclidienne, 5(t, q, e) =|| q — Jt || et a{t. ç, e) =|| q — St ||. Le système
d’équations différentielles ordinaires associé est :
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* Q
P
4
où 2 = (xsj,ysj)•
P
q (/.i/S3 + (1 - p)/(J3) + m(1 - P)z (l/<53 ~ I/o*3)
2.1.1. Résumé des travaux de Z. Xia sur l’instabilité d’Arnold dans le
problème restreint elliptique plan des trois corps
Le résultat de Z. Xia sur le problème restreint elliptique plan des 3 corps (PREP) peut
se résumer de la manière suivante :
Théorème 3 (Z. Xia [Xil]) Il existe une chaîne de transition dans le (PREP).
La démonstration est astucieuse. Nous en résumons ici les grandes lignes.
Schéma de démonstration
La construction des chaînes est basée sur les orbites paraboliques du problème re
streint circulaire plan des 3 corps (PRCP). Celles-ci sont obtenues comme trajectoires
homoclines à une orbite périodique à l’infini. Les variétés stable et instable de cette or
bite s’intersectent transversalement, donnant lieu à la création d’une infinité d’orbites
périodiques hyperboliques. Le (PREP) peut être vu comme une petite perturbation
périodique du (PRCP). Les orbites périodiques précédentes donnent naissance, par
l’intermédiaire du théorème KAM, à une famille de tores invariant hyperboliques. On
montre alors que les variétés stables et instables de ces tores‘s’intersectent transversale
ment.
Le théorème de Z. Xia précise la variable dans laquelle l’instabilité se manifeste. Le
(PRCP) possède une intégrale première appelée intégrale de Jacobi. Les tores de la chaîne
sont paramétrés par cette intégrale. L’instabilité se traduit ici par une lente dérive de
l’intégrale de Jacobi.
Remarque : La démonstration du théorème de Xia est en fait incomplète. En effet,
l’existence des connexions hétéroclines est difficile à établir. Ce problème n’est pas men
tionné dans l’article et éludé par un argument de stabilité des intersections transverses
sous faible perturbation Cl. Les lacunes dans la famille de tores hyperboliques rend cet
argument insuffisant.
Dans son article [Xil], Z. Xia énonce le théorème suivant :
Théorème 4 II n’existe pas d’intégrale première analytique réelle dans le problème re
streint elliptique plan des trois corps.
Il en donne une démonstration heuristique, dont nous pourrions nous contenter si
les arguments avancés étaient trivialement vrais. Nous allons voir qu’il n’en ait rien.
Examinons tout d’abord la démarche de Z. Xia.
L’idée est que l’intersection tranverse des variétés stable et instable des tores de la
chaîne de transition va créer un ensemble d’unicité (key-set) pour les fonctions analytiques.
#
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Pour appuyer cette idée, Z. Xia nous assure que les variétés stable et instable des tores vont
s’accumuler (dans un sens non précisé) l’une sur l’autre, et donner lieu à un phénomène de
type fer à cheval de Smale comme celui existant pour les tores normalement hyperboliques.
Nous avons essentiellement deux remarques sur les idées précédentes :
• L’existence d’un ensemble d’unicité (non trivial) pour les fonctions analytiques en
dimension supérieur à deux est un point délicat encore non résolu.
• La généralisation du théorème de Birkhoff-Smale est effectuée dans le chapitre 1
de cette thèse (voir la partie 2). Néanmoins, les hypothèses sous-tendant ne sont pas
génériques et rendent difficile une quelconque utilisation dans des exemples.
2.1.2. Orbites paraboliques
On s’intéresse aux orbites paraboliques, c’est à dire celles qui arrivent à l’infini avec
une vitesse nulle, ou en termes mathématiques
Définition 4 On appelle orbite parabolique une orbite (q{t),p(t)) telle que || q ||—» oo et
|| p ||—» 0 lorsque t —> ±oo.
L’étude des trajectoires paraboliques nous conduit introduire un nouveau système de
coordonnées qui ramène l’infini en zéro. Précisément, effectuons le changement de variables
suivant :
( q = el9/x2
\ P = {y + ipx2)el°
Dans ce nouveau système de coordonnées, l’infini correspondant à q = oo est envoyé
sur x = 0 et les vitesses milles correspondant à p = 0 en y = 0. Une trajectoire parabolique
correspond maintenant à une orbite asymptotique à O = (0,0).
Bien entendu, ce changement de coordonnées n’a aucune raison d’être symplectique.
Par conséquent, le nouveau système d’équations ne s’écrit pas sous forme Hamiltonienne.
2.2. Le cas initial intégrable: p = 0, e = 0; le problème des deux
corps
Pour p = 0, e = 0, nous nous ramenons au problème des deux corps. Le corps de
masse 1 — p = 1 est à l’origine. Les équations du mouvement du troisième corps sont
données par
x = —x3y/2
ÿ = —x4 + x6p2
9 — xA p
> = o
On remarque que p est une intégrale première du système. L’équation de l’énergie
+ s’écrit
y2 + p2xA — 2x2 = 2 h
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Plaçons nous dans le plan (x,y). Nous sommes conduit à l’étude du système à 1
paramètre (Sp) donné par
x = —x3y/2
4 i 6 9
y = —x + x p
Lemme 15 L'origine O=(x,y)=(0,0) est un point fixe dégénéré du système (Sp),
possédant des variétés stable et instable confondues, dont l'équation est donnée par
x(t) = \/2/ ((31 + \j9t2 + p6)2/'3 + (3t - y/9t2 + p6)2//3 - p2)
y(t) = signe(x) ± \f2x2{t) — x4(£)p2
Démonstration : Une façon de le voir est d’effectuer le changement de paramétrage
du temps suivant :
dr = x3 dt
Nous obtenons alors le système
x' = -y/2
y = —x + x2p2
où (’) représente la différentiation par rapport à la variable r. On note alors que l’origine
est un point fixe hyperbolique de type selle. De plus, il est facile de voir que le système
est invariant sous les transformations
(x,y) SX (-x, -y) et {x, y, t) S (x, -y, -t)
On en déduit que les variétés stable et instable de O sont confondues.
2.3. Création de l’hyperbolicité: 0 < p « 1, e = 0; le problème
restreint circulaire plan des trois corps
Dans ce cas, nous nous trouvons dans le problème restreint circulaire plan des trois
corps (PRCP). Contrairement à l’exemple de V.I. Arnold [Arlj où le hamiltonien médian
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créant l’hyperbolicité est choisi complètement intégrable, le (PRCP) est un système hamil
tonien non intégrable. Il est de plus fortement couplé, alors que l’exemple d’Arnold est
une situation produit. Le système d’équations s’écrit alors
x = —xiy/2
y = -x4 + x6p2 + pg\(x,t - 9) + 0(g2)
' $ = x*p
. p = pg?(x,t- 9) + o(p)
Ce système possède une intégrale première, appelée intégrale de Jacobi, donnée par
y2 + x4p2 -2U -2p = 2C
où C est appellée constante de Jacobi. Cette intégrale correspond au hamiltonien du
problème à deux corps écrit dans un repère tournant.
Cette intégrale nous permet de réduire le système en supprimant l’équation en p. De
plus, les fonctions g\ et g2 ne faisant intervenir le temps que sous la forme t — <9, nous
introduisons une nouvelle variable s définie par
s = t — 6
nous permettant de supprimer l’équation en 9. Notre système d’équations se réduit donc
à l’étude du système suivant
{ x' — —x3yj2(1 — x4p)
\ y' = {-x4 + x6p2 + pgi(x,s))/(l - x4p) + 0(/r2)
où ' représente la différentiation par rapport à s, et p est déduit de l’intégrale de Jacobi.
2.3.1. Section de Poincaré
Les équations précédentes sont périodiques en s, de période 2ir. On définit alors pour
tout sq <E [0, 27t[, la section ESo correspondant à s = so- Soit 0 l’application de premier
retour associée à ESo. Il est facile de voir que l’origine O est un point fixe dégénéré de 4>.
Néanmoins, il est possible de démontrer le résultat suivant:
Lemme 16 II existe une variété stable Ws(0) (resp. instable Wu(0)) analytique pour
x > 0.
Idée de la preuve: La démonstration repose sur un théorème de la variété stable
convenablement modifié, dû à Mc-Gehee [MG]. On écrit l’application de retour / de R2
dans R2 associée à la section S. Celle ci a la forme suivante
/ = Id + p + r
où Id est l’identité, p = (pi,P2) est un polynôme homogène de degré 4, et r est constitué
de terme d’ordre 5. On montre de plus que pour x > 0, on a
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Pi(x,0) < 0
p2(z, 0) = 0
dp2/dy (0,0) > 0
La démonstration du lemme s’effectue alors en deux étapes.
La première, géométrique, consiste à construire un secteur angulaire B d’angle j3 (con
venablement choisi) autour de la droite y = 0, dans lequel l’application de retour / possède
des propriétés de contraction et de dilatation suffisantes. On montre alors que l’image d’un
arc T, contenu dans un cône de base p = (a, 0) et d’angle a intersectant B tout entier,
reste par itération dans un cône d’angle a et intersecte B tout entier. Il est alors facile de
montrer que l’ensemble asymptotique à O n’intersecte un arc de ce type qu’en un point.
On en conclu que l’ensemble asymptotique s’obtient commme le graphe d’une fonction
Lipschitzienne (p, de constante de Lipschitz plus petite ou égale à (3.
La seconde étape, analytique, consiste à montrer que la fonction (p s’écrit comme la
restriction à un intervalle I de l’axe réel d’une fonction holomorphe g sur un voisinage O
ouvert de C, contenant /, telle que soit réelle.
Dans chacune de ces parties, nous avons besoin de majorer les dérivées partielles de /.
On utilise pour cela les propriétés des polynômes homogènes.
Remarque: Le problème de la perte d’analyticité de la fonction (p à l’origine n’a pas
été étudié par R. Mc-Gehee [MG]. En effet, le caractère Ck à l’origine de la variété stable
n’a que peut d’importance dans les notre cas. Une étude de ce type de problème a été
effectuée par D.L. Slotnik [SI]. Il montre que si / est symplectique alors la fonction <p
est C°° à l'origine, et présente un exemple où (p n’est pas analytique à l’origine. Il serait
intéressant de voir ce qui provoque cette perte d’analyticité.
L’application de la méthode de Melnikov permet alors de montrer
Lemme 17 Pour toutes les valeurs de C, sauf un ensemble discret et 0 < g << 1, les
variétés stable Ws(0) et instable Wu(0) s’intersectent tranversalement dans XSo.
Nous renvoyons à Z.Xia [Xil] pour la démonstration.
Cette intersection transverse donne naissance à une dynamique compliquée décrite par
une dynamique symbolique. Il faut prendre garde au fait que le point fixe de l’application
de section est dégénérée, par conséquent ce théorème ne rentre pas dans le domaine
d’application du théorème de Smale-Birkhoff. L’existence d’une conjugaison à un shift
à une infinité de symbole est démontrée par Moser [Mo].
L’ensemble de Cantor ainsi obtenu contient des orbites périodiques hyperbolique 7n(C)
de période n € N, avec n arbitraire. C’est sur ces orbites que nous allons appliquer les
raisonnement du §.l.
2.3.2. Existence de tores partiellement hyperboliques
Afin de mettre en évidence l’existence de l’intégrale première de Jacobi, nous allons
écrire notre système dans les variables (x,t/, C,t). Dans ce cas, il prend la forme suivante
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x' = —x3y/2(1 — x4p)
I y' = (-x4 + x6p2 + pgi{x,s))/{l - x4p) + 0{p2)
a = o
= (l-x4/?)"1
La famille à un paramètre de tores partiellement hyperboliques est définie par
Tc = {C e R, (x, y, s) G 7n(C'), £ G S1}
Le tore Te est de dimension 2. muni d’une variété stable (resp. instable) Ws{Tc) =
\VS(7n) x S1 (resp. VLu(Tc) = Wu(7n) x S1) de dimension 3. Ils sont donc partiellement
hyperboliques.
Nous avons donc une famille à un paramètre de tores hyperboliques dont les variétés
stable et instable ne s’intersectent pas transversalement dans H. Ceci est dû à la présence
de l’intégrale première de Jacobi. Elle interdit de plus toute intersection hétérocline
entre les variétés stable et instable de deux tores distincts. Nous allons voir comment
l’introduction de l’exentricité e, brise l’intégrale première et permet l’instabilité.
2.4. Instabilité: 0 < g « 1, 0 < e << ^; le problème restreint ellip
tique plan des trois corps
Dans ce cas, la variable C n’est plus une intégrale première et l’intersection des variétés
stables et instables de deux tores distinctes est possible.
2.4.1. Conservation de tores partiellement hyperboliques
Soit iïn l’ensemble défini par
On = {(x, y, C, t, s) | (x, y) = pn(C), s = 7r; t G S1, C e J C R}
On vérifie que On est normalement hyperbolique.
Lemme 18 Soit n > N suffisamment grand, il existe <5i > 62 > 0 et fiQ tels que pour
tout C e J =\\/2 + 61, y/2 + 62[; <$2 > 0 et 0 < (i < po, l’application (pn sur On est une
application de torsion analytique, i.e
MC,t) = (Ctt + fn(C))
avec fn(C) ^ 0 pour C G J.
Nous renvoyons à [Xil] pour la démonstration. Le problème est ici de vérifier la
condition de torsion. On utilise pour ce faire le fait que toutes les intégrales que l’on
peut calculer divergent lorsque la constante de Jacobi tend vers \/2. Cette valeur est
liée à la possibilité de collision entre le petit corps et les corps primaires sur les orbites
paraboliques. On se place donc dans un voisinage suffisamment petit de y/2 pour assurer
le fait que f'n(C) 7^ 0.
Cet argument de proximité à une collision double est à la base de toutes les
démonstrations de Xia.
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La seconde étape, en vue d’appliquer le théorème KAM, est de montrer que l’ensemble
Dn persiste sous la perturbation et que (f)n donne une application conservant les aires.
Lemme 19 Pour e > 0 suffisamment petit, l’ensemble invariant Cln persiste sous la per
turbation en un ensemble invariant proche. De plus, l’application transverse <pen re
streinte à est un diffiéomorphisme préservant les aires.
Nous avons donc:
Lemme 20 Pour e > 0, e « p, un grand nombre de tores invariant partiellement
hyperboliques persistent.
2.4.2. Existence de tores de transition
Nous sommes maintenant en mesure de construire des tores de transition suivant la
définition d’Arnold. On commence par montrer que les tores partiellement hyperboliques
conservés sous la perturbation ont des variétés stables et instables qui se coupent transver
salement dans PC — H~[}{h) (ce qui constitue le résultat fondamental de Z. Xia)
Lemme 21 Soit n > N et 8\, 82 et po donnés par le lemme 18. Il existe eo > 0 tel que
pour tout 0 < e < eo et 0 < p < po on a :
Soit C E J =]y/2 + Æi, y/2 + 62 [ tel que le tore invariant partiellement hyperbolique Te
se conserve sous la perturbation en Tffi Alors
i) WS{T£)C\\WU{T£) dans Pt.
ii) Il existe e > 0 tel que pour | C\ — C2 |< e alors 1FS(T^-1) fjï Wu(Tq2) dans PL.
Preuve : Plaçons nous dans la surface de section s = tt. Dans ce cas, nous allons
étudier l’application de Poincaré associée 0.
Toute la démonstration repose sur les propriétés du flot au voisinage de l’ensemble
invariant
/Ce = { x = y = 0, C e R, t e S1 } C Et,
On commence par noter que /C possède des variétés invariantes analytiques. C’est une
généralisation du lemme 15 de Mc-Gehee en dimension supérieur dûe à C. Robinson [Ro].
a) Préliminaires: Nous allons maintenant construire deux ensembles dans JC associés
aux variétés stable et instable d’un tore Te- Pour cela, on note que lorsque e = 0, la variété
instable (resp. stable) Wu(Tç) (resp. Ws(Tç)) intersecte transversalement dans la
variété stable de JC en un cercle. Sous une faible perturbation, cette intersection transverse
est conservée. On obtient encore un cercle cu. Par itération négative de l’application de
Poincaré, nous obtenons une courbe (asymptotique) c* dans JC. De même, il est possible
d’associer à WS(TC) fjl WU(JC) une courbe c* dans JC. On montre alors le résultat suivant.
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Lemme 22 II existe deux constantes <5i, 62, positives, telles que pour p, < p,0 et e < eo,
si c* £ KL avec C G J, alors Wu(c*) fflVUs(c*) dans
b) Un À-lemme : Nous allons maintenant utiliser un résultat de type A-lemme dans
le cas d’un ensemble invariant dégénéré. Celui ci découle de l’étude locale de C. Robinson
[Ro] dans sa généralisation du théorème de la variété stable dû à Mc-Cehee [MG].
On conclut alors d’après le lemme 22 que Ws(Tq) (\\Wu(Tq) dans 7i. par un simple
argument de stabilité des intersections transverse sous faible perturbation C1.
Remarque: Le point ii) du lemme 21 n’est pas démontré par Z. Xia. Il semble que
ii) découle d’un simple argument de stabilité des intersections transverses par faible per
turbation C1. C’est d’ailleurs ce qu’il écrit dans sa présentation heuristique de l’instabilité
d’Arnold (§6, p. 233).
Un résultat similaire est valable pour le problème des trois corps plan (voir Z.Xia [Xi2]).
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3. Instabilité en dynamique galactique
Le tiers des galaxies “brillantes” de l’Univers sont de la classe des Galaxies elliptiques.
En comparaison aux galaxies spirales, qui ont des composantes facilement identifiables
(bulbe, bras, halo), les galaxies elliptiques ont un aspect régulier (aucune structure par
ticulière n’apparait). La seule caractéristique évidente permettant de distinguer deux
galaxies, en dehors de sa taille, de sa luminosité et de sa distance, est la grandeur de ces
demi-grand axes apparents.
Comme on ne voit que la projection sur un plan dans l’axe de visée, il est impossible
de savoir directement si les galaxies elliptiques sont axi-symétriques (aplaties ou allongées)
ou triaxiales (c’est à dire des ellipsoides dont tous les axes sont différents).
Jusqu’en 1975, il était communément admis (en analogie avec le comportement dy
namique des fluides en rotation) que les galaxies elliptiques étaient axi-symétriques.
Néanmoins, des contraintes observationnelles (mesure de la vitesse de rotation) ont conduit
à une révision de ce jugement.
Une des grandes question (ouverte) est donc de savoir si les galaxies elliptiques sont
triaxiales. Une seconde est de découvrir le mécanisme d’applatissement observé.
Ces questions ont d’hors et déjà donné lieu à une abondante littérature (voir [Me]).
Les études dynamiques visent à résoudre ces questions en donnant une description fine
de l’espace des phases de ces systèmes, et donc des effets dynamiques suceptibles de ce
produire.
Le but de ce travail est d’apporter quelques éléments nouveaux sur la dynamique de
ces systèmes.
3.1. Présentation des résultats
En adaptant les méthodes de construction des chaînes de transition donnée au §1, nous
montrons l’existence de deux chaînes distinctes dans un modèle de galaxie triaxiale. Ces
deux chaînes se coupent au niveau d’une orbite périodique hyperbolique appelée x-axiale
dans les travaux de [LP2].
Cette particularité du système nous permet de mettre en évidence un phénomène
qualitatif nouveau: l’échange entre surfaces de résonance, décrit succinctement par Arnold
[Ar2] et encore peu étudié (voir [Lo]). L’ exemple le plus simple de ce phénomène est donné
dans l’appendice A au moyen de méthodes constructives et dans [Be] à l’aide de méthodes
variationnelles.
L’étude que nous présentons est semi-analytique. On utilise en effet des résultats de
[LP1] et [LP2] sur la stabilité des orbites et des évidences numériques pour la transversalité
des variétés invariantes.
3.2. Notations et définitions
Les contraintes observationnelles pour la dynamique des galaxies elliptiques sont
données par la courbe de rotation qui est plate (vitesse tangentielle constante) lorsque
l’étoile est loin du centre galactique (voir [Ri] et [BT]). Un potentiel vérifiant cette pro
priété est donné par
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2 2
$(z, y, z) = ln(c2 + x2 + ^2 + Tô)
az bz
Les paramètres a et 6, représentant les rapports axials de l’ellipsoïde, sont aussi imposés
par les observations. En effet, il semble que certaines propriétés des galaxies elliptiques
soient non-axisymétrique [BT], mais cela est sujet à controverse [Me].
Le paramètre c est ici introduit pour éviter un difficile problème de distribution de
densité infinie au centre galactique (ou, ce qui revient au même, la singularité du potentiel
à l’origine). Cette difficulté provient de la méconnaissance du contenu et du comportement
dynamique du centre galactique.
Nous reprenons ici les travaux de divers astronomes sur les modèles de Galaxie ellip
tiques. L’étude de ces galaxies remonte à M. Schwarzschild [Sc], qui a étudié un modèle
numérique pour un système triaxial non tournant en équilibre dynamique. Une étude
analytique a ensuite été effectuée par J. Binney [Bi]. Pour plus de détails, on se referera
à l’article de P. Magnenat [Ma]. Le hamiltonien que nous allons étudier est le suivant :
Haib(x, y, X, y, Z)= hx2 +Y2 + Z2) + ln(x2 + 4 + jC + c2)
2 az cr
défini sur R3 x R3.
Le système différentiel associé est
x = X
V — Y
z = Z
X = -2x/-k
Ÿ — —2y/a2*
Z = -2z/b2*
où * = x2 + (y2/a2) + (z2/b2) + c2.
Les régions de Hill de ce système sont simples. Nous avons trois configurations possibles
• Lorsque h < 2 ln c, le mouvement ne peut pas avoir lieu et la région de Hill est vide.
• Lorsque h = 2Inc, la région de Hill est un point.
• Lorsque h > 2 ln c, la région de Hill est un ellipsoide, dont le bord correspond à la
courbe de vitesse nulle. Précisément, pour X = Y = Z = 0, nous avons
2 2
2 y z o
x2 + z— q- — + c = exp h
a1 b~
Les paramètres a et b représentant les axes de l’ellipsoïde sont reliés à la densité de
distribution du potentiel logarithmique. Celle ci doit rester positive pour que le système
étudié ait un sens physique.
On calcul la densité de distribution via l’équation de Poisson
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A2V = 4txGp
où V est le potentiel considéré, p la densité de distribution associée.
Pour le potentiel logarithmique, nous obtenons l’expression suivante pour la distribu
tion de densité
ax2 + /3(y2fa2) + ^{z2/b2) + 6
2irG(x2 + (y2/a2) + (z2/b2) + c2)
a - —1 + (1/a2) + (1/fr2)
0 = l-(l/a2) + (l/62)
7 = l + (l/a2)-(l/62)
6 = l + (l/a2) + (l/62)
Nous voulons avoir p(x,y, z) > 0, ce qui se traduit par
ax2 -I- (3{y2/a2) + 7(z2/b2) + <5 > 0
Cette simple contrainte se traduit par les intervalles suivants:
, b
Pour b 6]0,
'exp(ù) — 2c2
exp(ù)
, nous avons a Gj
v7! + b2 y/1 — b2 — 2(c2/ exp h)
[, et pour
6 ^vCpT-b^00!nous avons a ùd-1/Æpi.-gl-
Pour plus de détails, on consultera le travail de [LP2].
3.3. Le cas intégrable: a = 6= 1, ou une Galaxie sphérique
Nous allons maintenant regarder le cas le plus simple, à savoir a = b = 1. Nous savons
alors que le système est complètement intégrable. En effet, nous pouvons facilement
mettre en évidence deux intégrales premières , notées E et 0, en plus de la conservation
de l’énergie correspondant au moment angulaire d’une particule dans les plans (x, y) et
(x,z). Précisément
E — xY - yX
0 -- xZ — zX
L’idée est d’introduire un système de coordonnée polaire dans le plan (x,z) afin de
mettre en évidence une des symétries du problème. Nous posons donc
x = r cos 9
V = y
z — rsin(9
On complète ce changement de variable par les variables conjuguées suivante :
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R — cos 9X + sin 9Z
Y = Y
© = — r sin 9X + r cos 9Z
Dans ce système de coordonnées, le hamiltonien prend la forme suivante
y, 8, R, Y, 6) = bi?2 + >"2 + K) + ln(r2 + y2 + c2)
Z
défini pour (r, y, 9) G R2 x T1 et (R, Y, 0) G iè3. Le système différentiel associé est
r — R
V = Y
9 = 0/r2
iè = — 2r/*+02/r3
ÿ = -2y/*
0 = 0
où* = r2 + î/2 + c2.
La variable 0 est bien entendu une intégrale première et nous sommes conduit à l’étude
du système à deux degrés de liberté
Sg(r, R, y, Y) = -(R2 + Y2 +—) + ln(r2 + c )
où © est un paramètre.
Le hamiltonien Hq défini sur R4 donne le système différentiel
r
V
R
Ÿ
Pour une énergie fixée /12, les régions de Hill du système sont des ellipses pleines.
Le plan y = Y = 0 est invariant sous Hq. La dynamique sur ce plan est gouvernée
par le hamiltonien à un degré de liberté
4°'0)(r, R) = \(R2 + —) + ln(r2 + c2)
Z rz
Il est bien évidemment complètement intégrable (c’est l’analogue du hamiltonien Ha^
à deux degrés de liberté écrit en coordonnées polaires [LP1])) et donne naissance à une
famille à un paramètre 6 d’orbites périodiques. Ce paramètre 6 est donné par 6 = h—^Q2.
Pour h et © fixés nous avons donc une orbite périodique notée O. C’est précisément sur
cette orbite périodique (un tore de dimension deux pour le système complet) que nous
allons effectuer notre étude.
Le système Hq possède un point fixe elliptiques, qui est donné par
= R
= Y
= — 2r/*+02/r3
= -2y/*
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r0 = (©/4)(0 + (1 + 16c2)1/2)
Ro = 0
Les valeurs propres du système linéarisé en ce point se calcule facilement. On obtient
\2 = ^22/{rl + c2)
Supposons
0^0
L'orbite périodique
O® = (r, y, 0, R, y, 0) = (r0, 0, Q/r^t + 0O, 0, 0, 0)
est dégénérée.
Le voisinage du point fixe elliptique (r, R) = (ro, 0) est feuilleté en cercles concentriques.
Nous avons donc une famille à un paramètre d'orbites périodiques résonnantes ou non. Le
paramètre est donné
6 = h — ©2/2rg — ln(2ro/02) + y
pour y, variant dans un intervalle X. Chacune de ces orbites périodiques donnent naissance
à un tore non maximal de dimension deux pour le Hamiltonien complet qui sont résonnants
ou non.
Nous allons ici introduire une surface de section convenable pour le flot de H\ti qui
nous sera utile par la suite pour mieux visualiser les objets.
Soit S la surface de section définie par
5 = ((r G Hro, y G R,0 G T, R = 0, Y G R, © € R*))
où Vro est un voisinage annulaire de ro-
On a
Lemme 23 Le point fixe O = (y, Y) = (0,0) de l’application de retour fs est dégénéré.
Ceci découle des études de la stabilité des points fixes effectuée par J. Laskar et Y.
Papaphilippou [LP2] numériquement.
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-0.5 0 0.5
Figure 1: Surface de Section: a = b = 1
Nous allons voir comment l’introduction du petit paramètre a va créer l’hyperbolicité
et détruire l’intégrabilité du système.
3.4. Création d’hyperbolicité: a >1,6=1
Dans le système de coordonnées décrit au §.3.1, le hamiltonien Ha^i s’écrit
Ha,i(r, 9, y, R, 0, Y) — -(-R2 + —y + Y2) + ln(r2 + ^ + c2)
/ a*
Le système différentiel associé est donné par
r = R
9 = 0/r2
ÿ = Y
R = —2r/ +202/r3
0 = 0
ÿ = -2y/cr~k
La variable © est encore une intégrale première du système. Supposons désormais que
ao > a > 1
où ao est une constante à déterminer.
Nous sommes conduit à étudier une famille à un paramètre © de Hamiltonien
Ha,l&(r> V' R’ ^") ~ + ~2 + ^2) + ^n(r2 + L2 +
jLi I Cu
On observe que y — Y — 0 est invariant par le flot. Le hamiltonien restreint à ce plan
est donné par
J?<°i0>(r,JJ) = -(H2 + Ç) + ln(r2 + c2)
On reconnaît le hamiltonien complètement intégrable du potentiel logarithmique à
deux degrés de libertés.
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Voisinage 'te »*Orbit« hyp*»ffco»qu<»
Figure 2: Surface de section: a ^ 1. b = 1
Plaçons nous une nouvelle fois au voisinage du point fixe elliptique. Nous obtenons
alors des orbites périodiques. Par passage au système complet, nous avons des tores non
maximaux de dimension deux définis par
T@ = (d G T, y = P = 0, © G R*, (r, R) G OT0)
où OT0 est une orbite périodique autour du point fixe elliptique ro-
La nature de ces tores (hyperbolique ou non) dépend de la nature des orbites
périodiques
O(o,o) = {(y> r> R) = (0, 0, r(t), R(t)) }
Une étude numérique, analogue à celle effectuée au paragraphe précédent, permet de
conclure.
Lemme 24 Le point O = {y, Y) = (0,0) est un point fixe hyperbolique dans S.
Un travail analogue à ([LP1], p.429, fig.l.a.) permet de plus de montrer
Lemme 25 Les variétés stables Ws(0) et instable Wu(0) de O se coupent transversale
ment dans S .
ce qui se traduit dans la surface de section S par la figure ci-dessus.
Bien entendu, nous n’avons pas d’instabilité, la présence d’une intégrale première inter
disant toute intersection entre les variétés stable et instable de deux tores distincts (pour
des raisons évidentes de conservation d’énergie).
Il est bon de noter que le résultat précédent est à priori valable pour toutes les valeurs
de a ÿé 1.
Contrairement à l’exemple d’Arnold [Arl] où le hamiltonien intermédiaire créant
l’hyperbolicité est choisi complètement intégrable, nous avons ici (comme dans le cas de
Z. Xia [Xil] pour le problème restreint elliptique plan des trois corps) un système médian
non intégrable (c’est une simple conséquence du théorème de Birkhoff-Smale).
3.4. Instabilité: le cas a > 1 et b / 1
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Il suffit de montrer la persistence d’une famille de tores partiellement hyperboliques
dont les variétés stable et instable se coupent de manière à former une chaîne de transition.
3.4.1. Conservation des tores partiellement hyperboliques
Commençons par définir l’ensemble de tores partiellement hyperboliques
n„ = (( Y) = j>n(Q),R= 0,reR,eeR,8eT1)
L’ensemble Qn est un ensemble invariant normalement hyperbolique. On montre alors
le résultat fondamental suivant :
Lemme 26 Soit n > N suffisamment grand, pour tout © 7^ 0, l’application de section
restreinte à est conjuguée à une distortion monotone, donnée par
(0, 9) 1—> (©, 9 + an(©))
avec o4(0) ^ 0.
Démonstration : Nous avons © qui est une intégrale première du sytème. Par
conséquent, l’application /on(©,.) = (©,*)• Pour la seconde composante, il nous faut
regarder le comportement de 6. Or, par construction nous avons 9 = O/r2. Comme ©
est une intégrale première, on obtient 9(t) = © /q 1 /r2{u)du + 9q. Soit Tn la période du
f^n O / fr^'n O
point pn, alors 7r2(/nn(©, 9)) — © / 1 /r2{u)du + 9 et an(0) = / . 1 /r2(u)du > 0, ce
J0 J0
qui termine la démonstration du lemme.
La seconde étape consiste à utiliser le théorème KAM pour les distortions monotones
afin d’assurer la persistence d’un ensemble de mesure pleine de tores invariants. Il nous
faut pour cela montrer le résultat suivant :
Lemme 27 Pour b suffisamment proche de 1, l’ensemble invariant Qn persiste sous la
perturbation en un ensemble invariant proche. De plus, l’application restreinte à
est un difféomorphisme préservant les aires.
Démonstration : Comme On est un ensemble normalement hyperbolique, nous
savons qu’il est stable sous faible perturbation (cf. [Sh], p.99-100). Le second point se
démontre en trois étapes :
• On note que le problème est hamiltonien. Par conséquent, l’application / est sym
plectique. Il existe donc une 2-forme différentielle fermée u associée au système.
• Soit (jü!^ la forme différentielle restreinte à la sous variété invariante Soit un —
la 2-forme différentielle invariante sous la restriction fn = f\nn- On remarque que ujn est
non dégénérée.
• On déduit du point précédent que la 2-forme différentielle u^ est non dégénérée. Par
conséquent, l’application préserve les aires sur
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Nous avons donc :
Lemme 28 Pour a ^ 1 et b suffisamment proche de 1, un grand nombre de tores invari
ants partiellement hyperboliques subsistent.
3.4.2. Existence de tores de transition
Le lemme précédent permet de montrer l’existence d’une chaîne de transition.
Lemme 29 Pour a / 1 et b suffisamment proche de 1, a ^ b et 0 ^ 0, soit T© un tore
partiellement hyperbolique qui se conserve sous perturbation, alors
i) Ws(Tq) fjl Wu(Tq) dans H.
ii) Il existe e > 0 tel que pour tout Q' tel que \ & — © |< e alors Ws(Tq>) fjlPFu(T©) dans
U.
3.5. Echange entre surfaces de résonance
3.5.1. Le problème
Le problème d’échange entre surface de résonance consiste à transiter le long d’une
première famille de tores partiellement hyperboliques issus d’une surface de résonance,
puis à changer de surface de résonance pour transiter le long d’une seconde chaîne de
tores. Ce type de problème intervient naturellement lors de l’étude de l’instabilité globale
[Ar2]-
Peu de travaux existent à ce jour. On pourra consulter [Lo] pour une rapide introduc
tion au sujet. Un exemple simple est donné dans l’appendice A (voir aussi [Be]).
La principale difficulté du problème est la mise en évidence d’orbites reliant deux tores
de deux familles distinctes au voisinage de la résonance double. Celle ci se traduit dans
l’appendice A par la construction d’intersection hétérocline transverse entre les variétés
stable et instable des deux tores. C’est un problème difficile, qui est considérablement
simplifié dans l’appendice, par l’utilisation d’un système médian intégrable produit. Dans
ce cris, il est facile de montrer la dépendance Cl des variétés invariantes. Cet exemple
possède la particularité supplémentaire de n’avoir qu’une seule orbite périodique hyper
bolique transverse à la résonance double. On utilise alors un argument de stabilité des
intersection transverses sous faible perturbation Cl sur l’intersection transverse homo-
cline de l’orbite périodique pour en déduire l’intersection transverse hétérocline des tores
voisins. En général, il existe plusieurs orbites périodiques à la résonance double, ce qui
nécessite un choix convenable de l’orbite périodique pour effectuer les constructions.
Aucun exemple (même modèle) d’échange entre surfaces de résonances dans le cas d’un
système médian couplé n’existe. Nous allons voir comment, dans le modèle de galaxie
triaxiale, ce phénomène intervient.
3.5.2. Construction d’une seconde chaîne de transition
La particularité du hamiltonien que nous avons étudié est qu’il fait jouer des rôles
symétriques aux paramètres a et b. Par conséquent, les résultats précédents sont aussi
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valables en remplaçant simplement a par b et vice versa. On obtient ainsi une seconde
chaîne de transition, associée à la variable S.
On commence par introduire un système de coordonnées polaires sur le plan (ce, y).
Nous obtenons alors le nouvel hamiltonien suivant lorsque a = b = 1
Hhl(r, z, S, R, Z, 0) = l(R2 + Z2 + %) + ln(r2 + J2 + c2)
2 rz
défini pour (r, 2, 9) G R2 x T1 et (/£, Z, ©) G R3.
En suivant des étapes analogues à la construction de la chaîne 7©, on montre que le
hamiltonien
Hu(r, 9, z, R, 0, Z) = i (R2 + ~ + Z2) + ln(r2 + ~ + c2)
admet une famille à un paramètre E de tores partiellement hyperboliques de la forme
Rk = {0 G T, z = Z = 0, © G R*, (r, R) G O)
où O est une orbite périodique autour du point fixe elliptique tq.
Par perturbation lorsque a =/= 1, on a le lemme suivant.
Lemme 30 II existe une chaîne de transition (7b) pour le modèle de galaxie triaxiale.
La coexistence des deux chaînes suppose le choix des paramètres a et b suivant :
ao>a>l bo > b > 1
où ao et bo sont donnés par les seuils de validité du théorème KAM utilisé dans les
démonstrations.
Supposons de plus,
a / b
ce qui assure la non-intégrabilité analytique du système.
Une connexion entre les deux chaînes de tores est possible si l’équation
possède une solution.
Celle ci va être donnée par
© = S
y=Y=z=Z=0 (44)
0 = E = 0
134
qui correspond à
Sur 44, nous avons une orbite périodique hyperbolique. En effet, d’après l’étude de
J. Laskar et Y. Papaphilippou [LP2], lorsque a et b sont plus grand que 1, l’orbite qu’ils
appellent x-axiale est hyperbolique. On peut donc montrer le lemme suivant :
Lemme 31 Soit O Vorbite périodique hyperbolique de 44• Sa variété stable Ws(0) coupe
transversalement sa variété instable Wu{0) dans ht.
De plus, dans un voisinage aussi petit que l’on veut de cette orbite périodique, nous
avons des tores partiellement hyperboliques des familles 7© et T=. Plus précisément, nous
avons le lemme suivant :
Lemme 32 Soit Vq (resp. Vq) un voisinage de la variété stable (resp. instable) de O. Il
existe des tores T de chacune des familles tels que WS(T) G Vs et WU(T) G Vu.
On a alors, en utilisant un simple argument de stabilité des intersections transverses
sous faible perturbation.
Lemme 33 II existe des tores Tq et T~ tels que Ws(Tq) coupe transversalement Wu(T-=)
dans ht.
Cela nous permet de “passer” d’une chaîne à l’autre. Une des difficultés, dans un
cadre générique, pour montrer l’existence d’orbites d’échange entre surfaces de résonance
de multiplicité 1 distinctes, est de montrer un équivalent du lemme 33. Contrairement à
notre cas, il n’existe pas de tores partiellement hyperboliques dans un voisinage aussi petit
que l’on veut de la résonance double. Le lemme 32, sur lequel est basé notre résultat n’est
alors pas possible.
L’existence des orbites d’instabilité se déduit alors du À-lemme de J. Palis [PdM] et
de son extension donnée par Marco [Ma]. On a le donc le théorème suivant :
Théorème 5 Pour a et b suffisamment proche de 1, a ^ b, üq > a > 1, bç, > b > l, soit
TL un tore de la première famille et Tq un tore de la seconde famille. Il existe une orbite
reliant un voisinage du tore TL à un voisinage du tore Tq.
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4. Conclusion et perspectives
Deux nouveaux exemples sont à notre porté en utilisant la méthode du §.l. Le premier,
en mécanique céleste, concerne le mouvement d’un satellite autour d’une planète aplatie,
non axi-symétrique. Le second étudie le mouvement d’un atome de Rydberg soumis à des
champs magnétique et électrique orthogonaux.
4.1. Satellite autour d’une planète triaxiale
Nous allons considérer le hamiltonien
HJ2AP1 Q) = \'P2 “ “ + J2P^P2{z/r) + eFe{p, q)
l r r°
défini pour (p, q) G R3 x R3, où ae est le rayon équatorial de la planète, Po le polynôme
de Legendre du second degré, J2 le coefficeint de l’harmonique zonal d’ordre 2 (représentant
l’applatissement de la planète), et e mesure la non axi-symétrie.
Cas intégrable : Lorsque e = 0, — 0, nous avons un problème de Kepler,
complètement intégrable.
Hyperbolicité : Lorsque e = 0, J2 ^ 0, l’intégrabilité du système est détruite, mais
il conserve une intégrale première. En effet, par passage en coordonnées cylindrique, le
hamiltonien s’écrit
TJ fi 2 , 2\ P , Pe
tf/2,0 — 2 (Pz "^Pp) r "t 2^2
OÙ J2 = J2CLe P-
La variable 9 est ignorable, et pe est donc une intégrale première. C’est la projection
du moment angulaire sur l’axe de symétrie (z).
On fixe la valeur de cette intégrale, et on regarde le hamiltonien à 2 degrés de liberté
ainsi obntenu. On peut effectuer une surface de section en z = 0. Dans le plan (p,pp), on
obtient l’espace des phases suivant (voir [Si]).
Nous avons deux points fixes elliptiques, ainsi que deux points fixes hyperboliques as-
Figure 3: Hyperbolicité: J2 7^ 0, e = 0
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que les variétés stable et instable de ces points ne coincident pas et se coupent transver
salement (voir [Si] pour une revue de ce problème).
Nous avons donc deux familles à 1 paramètre (po) de tores partiellement hyperboliques,
notées T\ et T^.
Instabilité : e ^ 0, Ji / 0
Lorsque e / 0, l’intégrale première se “brise”. Nous obtenons alors deux chaînes
de transition (il faut montrer l’existence des intersections transverses hétéroclines). La
structure de l’espace des phases médian (obtenu pour J2 7^ 0, e = 0) permet de montrer
l’existence d’orbites “passant” d’une chaîne à l’autre. Ce phénomène n’a rien à voir avec
le problème d’échange entre surfaces de résonance exposé au §.3, la dérive s’effectuant
toujours suivant la même variable pq.
4.2. Atome de Rydberg dans des champs magnétiques et
électriques orthogonaux
Nous allons ici discuter la dynamique d’un système atomique à trois degrés de liberté.
Un atome de Rydberg placé dans deux champs perpendiculaires, un champ électrique et un
champ magnétique possède une dynamique compliquée qui n’a été étudiée jusqu’à présent
que sous l’angle numérique [MDU], au moyen de Y analyse en fréquence développée par
J. Laskar [La]. Cette méthode très puissante permet d’analyser finement la dynamique,
notamment les processus de type “diffusion” (pour employer un terme de physique) et de
transition le long des résonances.
Ce système est d’un point de vue théorique et expérimental très intéressant. Reprenant
ici les commentaires de [MDU] à ce sujet, on note que ce système est dans le champ
d’application du Principe de Correspondance où un accord convenable entre la mécanique
quantique et la mécanique classique peut être attendu (voir [Gu]).
Nous nous proposons dans cette partie, de donner quelques indices sur l’existence
d’instabilité asymptotique pour ce problème. L’instabilité se traduit par une lente dérive
d’une des composante du moment angulaire. Les étapes de la construction des chaînes de
transition présentées dans le chapitre II ont ici une signification physique particulière.
Le cas intégrable correspond à un atome d’hydrogène soumis à aucune force. La
création d’hyperbolicité correspond à l’application d’un champ magnétique. Le problème
dans ce cas, possède une symétrie, qui se traduit par l’existence d’une intégrale première
(une composante du moment angulaire suivant l’axe de la symétrie). Cet hamiltonien a
deux degrés de liberté a un espace des phases qui a été complètement étudié par différents
auteurs [Gu], [HRW], [UFMRS]. En écrivant une forme normale convenable pour cet hamil
tonien [FURSM], on montre l’existence de deux orbites périodiques hyperboliques dont les
variétés stables et instables se coupent transversalement dans une section convenable du
flot. L’idée est alors de casser la symétrie du problème en introduisant un faible champ
électrique transverse au champ magnétique (le cas ou il est parallèle ne conduisant pas
à cette “brisure” de symétrie). On en déduit l’existence de chaînes de transition pour ce
problème.
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Figure 4: hyperbolicité: B ^ 0,F = 0
Le hamiltonien du problème, appelé hamiltonien de Coulomb, s'écrit (voir [MDU])
1 1 B B2
HB,F(x,y,z,px,py,pz) = -p2 - - + — Lz + — (x2 + z2) + Fx
où B est un champ magnétique suivant z, F un champ électrique suivant x, et Lz la
composante en z du moment angulaire L = r A p, Lz = xpy — ypx.
Cas intégrable : B = 0, F = 0
Comme dans le problème du satellite, nous sommes ramenés à un problème de Kepler,
complètement intégrable.
Hyperbolicité: B 0, F — 0
Nous avons un hamiltonien de la forme
1 i b jF
Hb,o{x,y,z,px,Py,Pz) = 2p2 ~ r + ~2Lz + ~8“^2 +
Par passage en coodonnées cylindriques, on obtient le hamiltonien
Hb,o = ptâ + PÏ) ~
1
\/P2 + Z ‘
B
+ p+2PS +
B<
La variable 9 est ignorable, et p$ est donc une intégrale première du système. Fixons
Pq, la quantité constante ype s’appelle énergie de Zeeman (voir [HRW]). Le hamiltonien
à deux degrés de liberté ainsi obtenu peut s’étudier au moyen d’une surface de section en
z = 0. On obtient l’espace des phases (dans de “bonnes” coordonnées (voir [HRW]))
(voir la figure III.3, p.235 de [HRW]).
Une étude analytique détaillée de ce système a été effectuée par divers auteurs. L’article
de [HRW] en donne un revue. Nous avons deux points fixes hyperboliques dont les variétés
stable et instable se coupent transversalement (dans la section), donnant naissance au
comportement “chaotique” du système (voir [HRW]).
Instabilité: B^O,
L’intégrale première po se brise et donne naissance à une chaîne de transition. La
signification physique de cette chaîne ne semble pas évidente, et un travail doit donc être
effectué dans cette voie. Cet exemple fera l’objet d’une étude ultérieure.
4.3. Sur l’abondance des systèmes instables en physique
L’existence d’orbites d’instabilité dans les systèmes hamiltoniens issus de problèmes
physique ne doit pas surprendre. Nous pensons même que c’est un phénomène relativement
général et ceci pour les raisons suivantes.
Lorsque nous modélisons l’évolution d’un système physique quelconque, on introduit,
pour les besoins de la description, un certain nombre de paramètres. Les systèmes hamil
toniens ainsi dérivés possèdent, naturellement, une multi-paramètrisation.
Certains de ces paramètres ont un rôle particulier. On se demande notamment l’effet
d’un petit changement de sa valeur sur la dynamique du système. Habituellement,
on étudie des systèmes qui pour une valeur critique du paramètre ont une dynamique
indépendante de celui ci (c’est le cas du problème restreint elliptique plan des trois corps,
qui lorsque l’excentricité vaut e = 1 correspond à un mouvement circulaire des deux corps
principaux). L’étude de la dynamique s’effectue alors pour des valeurs du paramètre
proches de la valeur critique (là où on s’attend à avoir un changement qualitatif impor
tant de la dynamique). On se ramène alors (dans les bons cas) à un problème fondamental
de la dynamique tel que l’a écrit Poincaré. La multi-paramètrisation fait que l’on se ramène
à des systèmes hamiltoniens de la classe de Poincaré.
Le fait que les systèmes hamiltoniens initiaux soient (le plus souvent) intégrables semble
dû à la nature même du travail du physicien. On commence par décrire les phénomènes
les plus réguliers, qui peuvent être assimilés à un système intégrable. On introduit alors
une série de perturbations et de paramètres afin de prendre en compte les irrégularités du
mouvement.
Bien qu’informelle, la discussion précédente indique le chemin qui conduit à l’existence
d'instabilité dans les systèmes physiques.
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Appendice A. Exemple d’échange entre surfaces de résonance
1 Introduction
Nous construisons un exemple de système hamiltonien à trois degrés de libertés de la forme
=\ Il / II2 +fffi
défini sur T*(T3), où H\ est choisi de façon à créer deux familles de tores partiellement
hyperboliques le long des surfaces de résonance I\ = 0 et /2 = 0, et tel qu’il existe une
orbite qui transite le long de la première famille, puis change de surface de résonance pour
transiter le long de la seconde famille de tores.
Ce type de problème intervient naturellement lorsque lors de l’étude de l’instabilité
globale [Ma] pour le cas Cu et [Do] pour le cas C°°).
La particularité de cet exemple est que le système médian (obtenue pour ^ = 0) est
choisi intégrable (comme dans [Ar]).
U.Bessi [Be] obtient un résultat similaire au moyen de méthodes variationnelles. Notre
travail peut être considéré comme son pendant constructif.
2 Modèle
Le hamiltonien modèle que nous allons considérer est directement inspiré de la construction
d’Arnold [Al]. Soit le hamiltonien défini sur T*(T3) = T3 x R3 (muni de sa structure
symplectique usuelle) par
4>) = - || / ||2 +e.(cos(0i) + cos {fa) - 2) +
où le terme perturbatif est donné par H\ = sin2(0i/2) sin2(02/2) cos((ps), et où e et sont
de petits paramètres. On supposera partout que l’énergie h > 0 est fixée.
Cas intégrable initial Hqo: Lorsque e = 0 le système est complètement intégrable.
L’espace des phases est feuilleté en tores de dimension 3, et la sous variété d’energie
H = est le produit direct du tore T3 et de la sphère S2. La projection de TL sur
l’espace des actions est la sphère S2 d’équation l( + I2 + li = 2h. Ce sont les deux surfaces
résonnantes I\ = 0 et /2 — 0 qui vont jouer un rôle particulier dans la suite.
Création de l’hyperbolicité: Pour /x = 0, e 7^ 0, le système est encore intégrable.
C’est le produit non couplé de deux pendules simples par le système défini par H(Is, 4>3) =
(1/2)/2 sur T1 x R. La sous variété d’énergie H = iL“01(ù) est difféomorphe au produit
direct S2 x T3, et sa projection sur l’espace des actions est la couche sphérique 2h <
/i2 + /22 + /| < 2{h + 4e).
La destruction des tores sur les surfaces résonnantes précédentes donne naissance à
deux familles à un paramètre de tores invariants de dimension 2, partiellement hyper
boliques, possédant des variétés stable et instable de dimension 3.
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Décrivons la famille de tores invariants partiellement hyperboliques obtenue sur la sur
face 1-résonnante I\ — 0. Pour cela, il est commode d’introduire des variables action-angle
J2,#2 pour le second pendule. Ces variables existent en dehors des séparatrices, i.e. pour
les mouvements de libration et de circulation. Les tores précédents sont alors le produit du
tore T2 (variables 62, 4>z) par la sous variété d’équation I\ — 0, <f>i = 0, + Hp{ J2) = h
dans T1 x Rs, où Hp^Jo) représente le hamiltonien du pendule sous forme action-angle.
Les variable J2 et I3 sont des intégrales premières. C’est donc bien une famille à un
paramètre (variant dans la sous variété précédente) de tores invariants (variables 62, 4>z).
Leurs variétés stables et instables s’obtiennent comme le produit de celles du point fixe du
pendule par le tore T2. Ce sont donc des cylindres (difféomorphe à T2 x R) de dimension
3.
A la surface 2-résonnante I\ = I2 = 0 se crée une orbite périodique hyperbolique. On
l’obtient comme le produit du tore T1 (variable <f3) par le point = h, I\ = I2 = 0
et 4>\ = 4>2 = 0. Ses variétés stable et instable de dimension 3 (difféomorphe à R2 x T1)
s’obtiennent comme le produit de celles des deux points fixes de chaque pendule par le
tore T1.
Instabilité: Pour p 7^ 0 les tores précédents subsistent car la perturbation a été
choisie nulle sur les deux familles de tores. L’idée est alors que les variétés stables et
instables de ces tores vont s’intersecter transversalement et nous permettre de construire
ce qu’il est habituel de nommer une chaîne de transition. Notons Pt = H~^(h) la sous
variété d’énergie.
La méthode de Poincaré-Melnikov (voir [Wi]) permet de démontrer les résultats suiv
ant:
Lemme a: Les variétés stables et instables des tores appartenant aux familles P1, i —
(1,2) s’intersectent transversalement dans Pt.
et
Lemme b: Soit O l’orbite périodique hyperbolique. Les variétés stable et instable de
l’orbite périodique hyperbolique O s’intersectent transversalement dans Pt.
Les démonstrations de ces lemmes sont données en appendice.
3 Construction des chaînes de transition
Le lemme a permet de construire les deux chaînes de transition le long des surfaces de
résonance I\ = 0 et I2 = 0.
Lemme 34 R existe une famille finie de tores Tj, j = 1,... ,71* de la famille Vi formant
une chaîne de transition, i.e. Wu(Tj) intersecte transversalement Ws{Tj+1) dans Pt.
Preuve: Le lemme a nous assure que pour tout tore T1 G V1, i = (1,2), nous avons
Ws{Tl) qui intersecte transversalement Ws(Tl) dans Pt. Par continuité, il est alors possible
d’extraire une famille finie P1 de tores partiellement hyperboliques T)-, toujours contenus
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dans ht, tels que les sous variétés Wu(Tj) et WS(T-+1) s’ intersectent transversalement
suivant (au moins) une orbite hétérocline.
Les deux chaînes de transition étant maintenant construites, il nous reste à passer de
l’une à l’autre. C’est précisément ce que nous permet de montrer le lemme b.
Lemme 35 Soit T{ des tores de la famille i = (1,2) contenus dans un petit voisinage de
Vorbite périodique hyperbolique O. Alors, nous avons Wu{Ti) ^)WS(0) et Ws{Ti) (fiWu((D)
dans 7~t.
Preuve: Nous avons deux familles de variétés lagrangiennes WU(T-) et WS(T') aussi
proches que l’on veut de Wu(0) et Ws(0). Comme WU((D) intersecte transversalement
Ws(0) dans ht d’après le lemme b, nous en déduisons, par un argument de stabilité des
intersection transverses par petites perturbations C°, l’intersection transverse dans TL de
WU(T() avec Ws(0) et de WS(T() avec Wu(0) dans un voisinage convenable de l’orbite
périodique, ce qui termine la démonstration du lemme.
Le lemme 35 nous permet donc de construire une chaîne de transition suivant deux
résonances distinctes. La jonction des deux chaînes de transition ”simple” s’effectue à la
résonance double.
Il n’est pas nécessaire de calculer des splittings de séparatrices entre deux tores ap
partenant à chacune des familles. En effet, l’intersection transverse des variétés stables et
instables de l’orbite périodique contraint les variétés stables et instables des tores voisins
à s’intersecter transversalement.
Lemme 36 Les tores Tij, j G Ni de la famille i = (1,2) dans un petit voisinage U de
l’orbite périodique O sont tels que Ws(Tij) fjl Wu(Tpj/) dans ht, avec [i,i') G {1,2} et
(.jij') G {Ni, Ni/}, notamment Wu(T\g) (\\Ws{T2ii) dans ht.
Nous avons donc deux chaînes de transition entre surfaces résonnantes:
La première, déduite des lemmes 34 et 35, suit une première chaîne de transition,
passe par la résonance double, et repart suivant une seconde chaîne de transition. Elle
sera appelée chaîne de passage.
La seconde, déduite des lemmes 34 et 36, suit une première chaine de transition, passe
au voisinage de la résonance double, puis repart suivant une seconde chaîne de transition.
Elle sera appelée chaîne de virage.
4 Existence des orbites de transition
Nous utilisons maintenant le résultat de J.P.Marco [Ma] nous assurant l’existence d’orbites
de transition le long d’une chaîne de tores standards. Les chaînes de virage et de passage
donnent alors naissance à deux types d’orbites de transition entre surfaces résonnantes,
donnés par les théorèmes suivant:
Théorème 6 (Orbites de virage) Notons la projection de Hjjf(h) sur le plan
(II, 12)- Soient J]3 et J® deux réels dans l’intervalle ]0,2h[ et 0\ (resp. O2) un voisi
nage de Ii (resp. I®) dans ]0, 2h[. Pour tout e vérifiant 0 < e << 1, il existe po(e) tel
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que pour tout p vérifiant 0 < p < po(e), il existe une orbite oeM du système défini par H.
contenu dans le niveau Hjjf(h) dont la projection par pf2 intersecte les voisinages (D\ et
o2.
La chaine de passage, contrairement à l:idée intuitive du problème, ne conduit pas au
même énoncé. Ceci est dû au passage obligé par l’orbite périodique. La construction des
orbites de transition repose sur la propriété d’obstruction (voir [Ma]). Celle ci demande une
dynamique minimale sur le tore et un énoncé de type À-lemme. Pour l’orbite périodique
normallement hyperbolique, le A-lemme ([PM]) est valable. La condition de minimalité
n’est vérifiée que pour un ensemble dense de valeurs de l’énergie pour laquelle la fréquence
ijü = \/2H est irrationnelle.
Théorème 7 (Orbites de passage) Pour un ensemble dense de valeurs de l’énergie h,
les conclusions du théorème 6 sont valables.
5 Démontration du lemme a
Les calculs qui suivent sont techniques et donnent un apperçu des problèmes posés par
l’application de la méthode de Melnikov dans un cas pratique.
Il nous faut écrire la perturbation sous forme action-angle, passage obligé pour ap
pliquer la méthode de Melnikov [Wi]. On utilise pour cela les variables action-angle du
pendule simple exprimées à l’aide des fonctions elliptiques de Jacobi. Nous obtenons donc
où D(k) = —, avec k2 =
H\ — sin2(0i/2) cn2(D(k)62, k) cos(03)
2e
7T 2 e -|- h‘2
, la constante h2 représentant l’énergie du second
pendule.
La fréquence du mouvement sur chacun des tores est donnée par
TTy/ê
ai2 —
k.K(k)
La première étape consiste à calculer divers dérivées partielles, à savoir dH\/dd2 et
dHi/dfo.
Nous obtenons
dHi
d02
= —2D(k) sin2(0i/2) sn(D(/c)#2, k) dn(D(k)92, k) cn(D(k)82, k) cos(</>3)
dHi
<903
= — sin2(0i/2) sin(03) cn2(D(k)62, k)
ceci, à partir de la formule (731.02) de [BF],
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— (cn(w)) = — sn(tt) dn(u)
ou
Sur la trajectoire homocline non perturbée notée 7(£), nous avons
( sin2(0i/2) = = ch~2(y/ët)
< 62 = do + UJ2t
{ h = 03 +
avec CJ2 = TTy/e/k.K(k) et W3 = 7g.
Notons a(t, ô®, 0s) = -Trr-(7(£)) et ®2-> 4>z) = -rrr^lit))- Les intégrales de Melnikov
002 ~ <703
s’écrivent alors
[ ) = J a(t)dt
| rn(9l,<f>l) = j b(t)dt
avec
a{t) = —2D{k) ch 2{y/et) sn(D(k)(02+uj2t)) dn(D(k)cn(D(k)(92+u>2t)) cos^g+u^t)
et
b(t) = — ch 2(y/et') sin(03 + u^t) cn2(D(k)(02 + ^t))
Remarque : Les intégrales m et M n’ont aucun sens pour k = 1, car les variables
action-angle sont dégénérées. Autrement dit, à la résonance double, nos calculs ne sont
plus valables.
Pour avoir une intersection des variétés stable et instable d’un tore donné, il suffit de
trouver un zéro de M et m. Une solution provient alors de la simple remarque suivante:
Pour 02 = 03 = 0, les fonctions a et b sont impaires.
En effet, nous savons (cf. formule (122.00) de [BF]) que
{sn(—u) = — sn (u)en(—u) = en (u)
dn(—u) = dn(u)
D’où, lorsque 62 = 03 = 0, on vérifie a(—t) = —a(t) et b(—t) = —b(t).
Afin de montrer que l’intersection est transverse, nous devons étudier le déterminant
suivant:
V =
dM _ _ dm _
30? ’ ^ 30^ ’ ^
dm dm /n 7*0
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Notons
et
Nous avons alors
9M(0,0) = a et ^5(0,0) = /3
de?2 38°
f|(0,°) = 7 et g(0,0) = 5
'D — otô — (S')
La condition de transversalité de l’intersection correspond à
aô ^ /^7 (T)
Introduisons les fonctions suivantes:
fi (u) = 2 sn('it) cn(u) dn(u)
f2{u) = en2 (u)
où u — K(k)9/7T.
Les fonction fi,i = 1,2 sont 47t périodiques. Nous pouvons donc les écrire sous forme
de série de Fourier, à savoir
5je 2
3
où les coefficients sont donnés par
1 r2ir TS
Sj = - hiQ-y-^^dQ
47T J —2ir TT
soit, avec nos notations
1 r2K
«i = 7T7 / me-»™/™du
4a 7-2K
où u = 9K/n.
On note que /i est impaire et f2 paire. Par conséquent leur développement en série de
Fourier a la forme suivante
/ CO
/iW = E^sin(^)
i=o
oo
/2W = Eocos(^)
J=0
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Le calcul de Sj est effectué par H.R.Dullin ([Du], appendice) au moyen de la méthode
des résidus et renvoyons à son article pour les détails techniques. Nous pouvons de même
effectuer le calcul de Cj.
En posant 9 = #0 + ut, nous obtenons
/ oo
/i(0o + wi) = Y Sj(sin(j9o) cos(jut) + cos(j0Q) sin(jut))
j=o
oo
/2(6>o Put) = Y Cj{cos{j90) cos (jut) - sin (j90) sin{jut))
j=o
Seul les termes paires de /i(^o + wt) cos(0o + ai) et /2(#o + u;£) sin(0o + at) vont
intervenir dans le calcul des intégrales de Melnikov. Ils sont donnés par
Paire(fi cos) = Y. dj (cos jut cos at sin jdp cos (pp — sin jut sin at cos j9p sin cpp)
3
et
Paire(f2 sin) = ')j Cj (cos jut cos at cos j9p sin p — sinjcaisinaisinjAocos^o)
3
Nous savons d’autre part que
cos(uff) , . , .
—-r~~dt — 7rcc; / sh(u;7r/2)
J—oo ch“(i)
Les intégrales de Melnikov m et M ont donc les expressions suivantes:
M(0o,(j>o) = --p ^^(Ajsinj^o cos (pp - B3 cosjOpsin 0O)
3
m(9p, <pp) = Y, cj{Aj cos sin cpp — Bj sin cos <fo)
(45)
„ . f cosjut cos ât , „
ou Aj = j —yi dt et Bj
sin jut sin at _ _
^ dt, avec o; = cu/ve et a = a/y/e.
ch t J J ch t
On a alors, en utilisant l’équation 45
Aj = Tr(aj + bj)
Bj = TT (bj - dj)
où aj = ju + a/ sh(7r(ju) + a)/2) et bj = ju — âjsh(7r(ju> — â)/2).
On a alors
M = —ttD/y/eÇY dj(aj sinJ^o + 4>o + bj sin - 0o))
3
m - —tt/\flÇY cAa3 sin + (pp - bj sin j60 - cpp))
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Nous voyons que pour 9q — 4>o = 0 les fonctions m et M s’annullent. On en déduit
alors l’existence d’un point d’intersection entre les variétés stable et instable d’un tore
partiellement hyperbolique de la chaîne. La condition de transversalité s’écrit alors
Or, nous avons
V =
dM _ . dm .
M(0,0) â^(0,0)
dM dm
â5§(°’°) ^f(0,0)
7^0
Ig (0,0) - -ttD/+ bj))
|M(o,0) = -irD/^(J2dj(aj - bj))
Ig(0,0) = -V>/ë(Çjcj(0J “ M)
|g (0,0) = -tt/y/eiY^Cjiaj + bj))
V j
Nous devons donc comparer les produits suivant: {Y,Jdjiaj + bj))(^2 Cj(dj + bj)) et
3 3
(J2dj(aj - b3))(Y,3cj(aj - bj))-
3 3
Nous savons (voir les travaux de H.Dullin [Du]) que
dj = (*/K)3k2j2/sh2jÇ
avec <e = ttK'/2K, K' = K(k') où k' = Vl - k2.
Comme d(cn2(D9))d9 = 2Dsncndn, on en déduit
Cj = Djdj
par une simple identification des termes des deux séries de Fourier. En particulier, les deux
produits précédent s’écrivent maintenant (£,3dj(aj + bj))2 et (X] d3 (a3 ~bj))(52 i1(i3(a3 ~
3 3 3
bj))-
La condition de transversalité s’écrit alors
j3 {jujj v/esinh(7rjca/2y/ë) cosh(7ro:/2yfe) — a/v/ëcosh(7rju;/2v/ë) sinh(7Tû:/2y/e))
sinh(2^j) ^(cosh(7ra/2v/ê))2 — (cosh(7rju;/2v/ë))2j
^ i4 (j,<^'/v/ëcosh(7r>7u;/2v/€) sinh(7ro:/2v/€) — o:/v/ësinh(7rju;/2v/ë) cosh(7ro:/21/ë)) ^
j=i sinh(2^') (cosh(7ro:/2v/ë))2 + (cosh(7rjüj/2v/ë))2^
où uj = 7ry/e/k.K(k) et a = \/2(hk2 — 2e(l — k‘2))/k.
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On obtient donc
/ oo
£
v=l
j3 (j/?sinh(7rj/?/2) cosh(7ro:/2v/ë) — a/ Jêcosh(7rjp/2) sinh(7ra:/v/e)) \
sinh(2<$j) ^(cosh(7ra;/2yê))2 — (cosh(7rj/3/2))‘ 7
+2£
J=1
j4 (j/?cosh(7ri7j0/2) sinh(7ra/2v/ë) — a/v/ësinh(7rj/3/2) cosh(7ra/2v/ë))
sinh(2£j) ( — (cosh(7ra/2\/ë))2 + (cosh(7r//3/2))'
^ o
où (3 = 7r/k.K(k).
(46)
Supposons maintenant que A;2 < 1 — z^(e) avec u(e) aussi petit que l’on veut. Nous
allons maintenant restreindre notre attention aux valeurs de l’énergie telles que
h < 2ei/(e)/(l — i/(e))
Nous pouvons alors montrer que j3 > aj Je. On termine alors la démonstration en
remarquant que la fonction f(x) = x/ th(x) est strictement croissante pour x > 0. Ceci
implique que le numérateur du second terme de l’équation 46 est toujours positif. La
somme des deux termes est alors strictement positive ce qui achève la démonstration du
lemme.
6 Démonstration du lemme b
On utilise les formules dérivées par S.Wiggins [Wi]. Afin de simplifier l’exposé et la
compréhension des calculs, nous allons utiliser les mêmes notation que [Wi]. Pour cela,
nous écrivons notre hamiltonien modèle sous la forme
H{x,I,Q) = Hi(xi,x2) + H2{xz,X4) + -72 + m/7i(x3, x4, 9)
défini sur (xi, X3, x2, X4) G R2 x T2 et (i,6) e R x T1, où HJx) = ^x2 + e(cosXi+i — 1)
pour z = l,3, et 77i(x3, X4, 6) = e(sin2(x2/2) sin2(x4/2) cos 6).
Le système (SH) associé au hamiltonien Hx = H\ + H2 possède un point fixe hyper
bolique en x = 0, dont les variétés stable et instable de dimension 2 coincident.
Le système associé à H^-0 possède deux intégrales première en involution données par
K 1 = H1 + H2K2 = Hi (47)
On vérifie sans peine les hypothèses III3.1 et III3.2 p.381 de [Wi], c’est à dire:
1113.1. Les vecteurs DXK{, pour i = 1,2 sont linéairement indépendants V7 G R et
x G R4 n’étant pas un point fixe du système (SH).
1113.2. < JDxKi, Kj >= 0 Vf, J, 7 G R, où < .,. > est le produit scalaire usuel.
A l’orbite périodique O, nous avons deux intégrales de Melnikov à calculer.
La première intégrale M2 s’écrit de la manière suivante (cf. [Wi], p.413, formule
(4.1.169) a et b).
148
»
/CO [< DXK2, JDXH\ > — < D1K2, DqH1 >] (7(7), fi = 0)dt
-00
+ < D/K2(7(/), /), /_7
où 7(7) représente la trajectoire homocline non perturbée.
La seconde intégrale notée M3 s’écrit (cf. [Wi], p.413-414, formule (4.1.172)).
/oo DgHiWïïdt
-00
Nous allons maintenant introduire un paramètre u nous permettant de paramètriser
la variété homocline non perturbée. Cette variété est donnée par les équations suivantes
sin 2(cc2/2) = ch 2{\/et) sin2(0:4/2) — ch 2{\/ê(t + u))6 — 9q + ut
Calcul de M2
On remarque tout d’abord que D1K2 = 0, ce qui nous permet de simplifier l’expression
de l’intégrale M2. Nous obtenons
/oo <DXK2,JDXHX>
-00
Soit, en utilisant les expressions de K2 et 77i, nous avons
/oo sin(2:E2) sin2(x4/2) cos(6))('y(I))dt
-00
Un simple calcul nous conduit alors à l’expression suivante pour M2:
M2(u,80) = 32e4 (cos 0O C°S“4
+ sin 90
00 ch2{\/et) sh(y/ët) ch+ u))
50 sin ut
Jj.
00 ch2{y/et) sh(y/ët) ch2(y/e(t + u))
dt
Calcul de M3
Un simple calcul nous conduit à l’expression suivante pour M3.
cos utr
M3(u,90) = sin 9q /
-f- cos 9q
00 ch2{y/et) ch2{y/ê(t + u))
sin eut
-00 ch2(y/ët) ch+ u))
dt
dt
Intersection et transversalité
Les calculs précédents montrent que pour u = 9o = 0 les intégrales M2 et M3
s’annulent. Nous savons donc qu’il y a intersection des variétés stable et instable de
l’orbite périodique.
Nous allons maintenant montrer que cette intersection est transverse. Pour cela, nous
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allons vérifier les hypothèses du théorème 4.1.20, p.393 de [Wi]. Cela revient à montrer
que le déterminant
V =
'+00
-32d
sineut
—oo ch4 y/ët sh y/ët
r+°0 C0SUJt
/ —A——dt
7-00 ch4 y/ët
dt /
r
-W-
+°° cos eut
oo ch5 y/ët
+°° sinut sh \/ëï
ch3 y/ët
dt
dt
Nous avons donc V / 0, ce qui termine la démonstration du lemme.
v
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Appendice B. La méthode de Poincaré-Melnikov
Nous exposons ici la méthode de Melnikov que nous avons utilisée dans l’appendice A.
Elle repose sur l’existence d’un système de coordonnées canonique pour un système hamil
tonien initialement hyperbolique. Cette idée remonte au premiers travaux de Gruendler
[Gru] et Wiggins [Wi]. Nous signalons la méthode de calcul direct de Chierchia-Gallavotti
[CG] et celle de Lazutkin [La] qui consiste à trouver un système de coordonnées symplec
tique dans lesquelles les variétées sont redressées.
1. Notations et définitions
On considère un hamiltonien du type H(x,I), défini pour x G R2a et I G Rn et
vérifiant les hypothèses suivantes:
hi) (Condition d’intégrabilité) On suppose qu’il existe un ouvert U G Rn tel que
pour tout I EU le système
x = JDxHq(x, /) (SH)
soit complètement intégrable. Il existe donc n fonctions de (x,I), à valeurs réelles, notées
Ho = Ki, Ko, ..., Kn qui satisfont les deux propriétés suivantes
i) (indépendances) les vecteurs DXKi, DXK2,..., DxKn sont linéairements indépen
dants pour tout I EU, en tout point de R2n qui n’est pas un point fixe de (SH).
ii) (involution) On a < JDxKi, DXK3 >= 0, Vi,j, I G U, où < .,. > est le produit
scalaire usuel.
h‘2) (Condition d’hyperbolicité) Pour tout / G U, le système (SH) possède un point
fixe hyperbolique, qui varie continûment avec I, et une variété homocline de dimension n
qui connecte ce point fixe à lui même.
On suppose que les trajectoires le long de la variété homoclines sont représentées par
une équation du type x1 (t, a), où £ G R et a G Rn_1.
La base de notre étude est la donnée d’une famille à m paramétres de tores partielle
ment hyperboliques. Ils sont définis pour I = Iq fixé par
t(I0) = {(x, 1,8) e li2n x U X Tm I z = 7(/o), I = I0)
où 7(I) est la solution de l’équation de DXH0(1(1), I) = 0 avec det(Dx2Ho(l(I), /)) 7^ 0
pour I E U avec U un ouvert de Rn.
Ceux sont des tores de dimension m, possédant des variétés stable t instable de dimen
sion n + m, notés Ws(r(I)) et Wu(r(I)) respectivement, qui s’intersectent le long d’une
variété homocline de dimension n + m donnée par
r(J) = {(z7(-*,a),/,0) G R2n x Rm x Tm \ (t,a,6) G R x Rn“1 x
Pour plus de détails sur la structure de l’espace des phases nous renvoyons à [Wi],
p.381-384.
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Tous les objets considérés ici sont analytiques, ce qui évite les discussions sur la classe
de régularité à choisir pour que les constructions proposées aient un sens et nous permet
de mettre en lumière les difïicultées du problème.
, On se donne un système hamiltonien de la forme
H(x, /, 9, 6) = H0(x, I) + eHx (x, J, 9, e) (48)
défini pour x £ R2n, (/, 6) £ Rm x Tm et 0 < e << 1, où Hq est un système initiallement
hyperbolique.
Le problème est de savoir, à partir de la donnée du hamiltonien initiallement hyper
bolique Hq et de sa perturbation, si les variétés stables et instables des tores qui subsistent
après perturbation, se coupent transversalement. Nous savons que c’est génériquement le
cas, par la théorie des intersections lagrangiennes dûe à A.Weinstein [We] et V.I.Arnold
[Ar3]. La vérification de la transversalité dans un cas pratique est délicate, et demande
l’utilisation de ce qu’il est commun d’appeler la méthode de Melnikov, ou de Poincaré-
Melnikov.
Nous n’allons pas aborder le problème de la persistence des tores partiellement hyper
boliques. Essentiellement, on utilise un théorème KAM sur l’ensemble des tores hyper
boliques et un résultat de S.GrafF [Gr] pour assurer la conservation des variétés invariantes.
Pour plus de détails, on se référera à [Wi], p.386-387.
2. Le fibré de Melnikov
V
Nous allons maintenant choisir un tore r(7) de la famille à m paramètres précédente.
Nous supposons de plus, que ce tore subsiste après perturbation. Il est alors possible de
* construire en chaque point p de la variété homocline T, un plan 7rp de dimension n -f- m,
tel que les sous variétés bPs(re(/)) et Wu[re{I)) l’intersectent suivant des points pse et p^.
Nous avons donc construit un espace fibré de base T, et de fibre 7rp en chaque point p £ T.
Il est d’autre part possible de définir une notion de distance entre les variétés stables
et instables. Il suffit pour cela de considérer la métrique usuelle sur i?rn+n est de calculer
Nous établissons alors un critère d’intersection des variétés stable et instable, ainsi
q’une condition de transversalité de l’intersection, portant sut le jet d’ordre 1 de dt.
L’utilisation de la notion de fibré pour présenter ce paragraphe m’a été suggérée par
J.P. Marco.
2.1. Préliminaire: construction d’une famille de m + n plan
Nous allons utiliser le fait que le système Hq est un système complètement intégrable
pour construire un système de coordonnées intrinsèques pour notre problème.
Le long de la variété homocline T, nous pouvons définir n + m vecteurs indépendants
dans R2n x Rm x Rm.
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Lemme 37 Les n + m vecteurs
i) v\ = (DxHo = DXK un = (DxKn, 0) où 0 représente le vecteur à 2m com
posantes nulles,
n) i i,... in où ik (k = 1,... n) est un vecteur unité, parallèle à l’axe de coordonnées 1^,
sont linéairement indépendants en tout point p de T \ S, où S représente les points fixes
du système (SH).
Démonstration : Ce lemme découle de l’hypothèse h\, propriété ii).
On est alors en mesure de définir un n + m plan de la manière suivante :
Définition 5 Soit p un point de T. Le n + m plan 7Tp est le plan engendré par les n -f- m
vecteurs Vi (i = 1,..., n), i^ (k = 1,... m), donnés au point p.
Cette famille de plan va nous permettre de visualiser d’une manière commode
l’intersection des variétés Wsre(I) et Wurt{I). En effet, nous avons le lemme suivant:
Lemme 38 Pour tout point p de T{I), la sous variété Wsr{I) = Wut(I) intersecte
transversalement le plan IIP en p.
Démonstration : Par construction même du plan IIP, Wst{L) intersecte np au point
p. Il nous suffit donc de vérifier la condition de transversalité suivante
dim{Wsr{I)) + dim{IIP) — dim(Wsr(I) fl IIp) = dim(M)
ce qui est immédiat. t>
L’importance de ce lemme tient dans le fait qu’il est stable par petite perturbation,
c’est à dire
Lemme 39 Pour e > 0 assez petit, I E U, et p E r(J), la sous variété WsTe(I) (resp.
Wure(I)) intersecte transversalement le plan IIp en un point pse (resp. pf).
Démonstration : C’est un simple argument de stabilité des intersections transverses
par petite perturbation.
L’ensemble des résultat précédents peut se visualiser sous la forme d’un espace fibré
muni de différentes applications de section. Cette approche de la méthode de Melnikov est
destinée à en simplifier la compréhension par le biais d’objets classiques, mais ne prétend
pas simplifier le problème.
On définit le fibré de Melnikov comme suit,
Définition 6 Le fibré de base T(I) et de fibre IIp en tout point p E T(/) est appelé fibré
de Melnikov, et sera noté Fmei.
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Le lemme 39 nous permet de définir deux sections de ce fibré.
Notations Nous noterons Ss (resp. Su) la section de Fmei qui à tout point p G T(I)
associe pse (resp. p™).
2.2. Une notion de distance entre sous variétés stable et instable d’un tore
Le paragraphe précédent nous permet de définir une distance entre la variété stable
Wsre(I) et la variété instable Wure(I).
Définition 7 L’application dpt de F(/) dans Fme[, définie par
di,e r(J) i—» Fmei
P 1— PÎ-Pe
est une section de Fme[ appellée distance.
On interprète alors les points d’intersection de Wsre(I) et de Wurfil), comme les zéros
de d/>e, i.e. les points d’intersection entre l’image de la section distance dans la fibre et
l’image de la section nulle du fibré.
Il nous reste à trouver un moyen de déterminer ces points d’intersection de manière
explicite. Cette dernière étape se fait via ce qu’il est classique d’appeler Vintégrale de
Melnikov.
2.3. L’intégrale de Melnikov
Le paragraphe précédent nous a permis d’introduire une notion de distance entre les
variétés stable et instable de manière précise. Il convient maintenant de donner une
expression calculable de cette distance. Pour cela, nous commençons par décomposer d en
ses n + m composantes, notées d{. Nous avons
d{ (p, e)
<DxKj(p),x^-x3f>
- (/*),_„, i=
i = 1,..., n
n + 1,..., m + n
Bien entendu, si d\(p, e) = 0 pour i = 1,..., n+m alors nous avons une intersection des
variétés stable et instable de re(7). La conservation de l’énergie nous permet de réduire
cette condition. En effet,
Lemme 40 (réduction) On a p^ = p[ si et seulement si d\(p, e) = 0 pour i — 2,..., n +
m.
Nous allons maintenant effectuer un développement de Taylor de d au voisinage de
e — 0. On a
Bd1
d\(p, e) = d\(p, 0) + e-~Qfi(Pi °) + °(e2)
Comme d[(p, 0) = 0 par construction, nous avons
i = 1,..., n + m
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où
La fonction M- est appelée intégrale de Melnikov. Elle s’interprète donc simplement
comme la distance entre Wsre{I) et Wure(I), à l’ordre e au point p.
On définit le vecteur de Melnikov, noté M7, comme le vecteur de composantes
M1 =
en tenant compte du lemme de réduction.
3. Un critère d’intersection et de transversalité.
A l’aide du vecteur de Melnikov précédemment introduit, nous pouvons énoncer un
résultat concernant l’intersection des variétés stable et instable d’un tore re(J).
Théorème 8 Soit (9, a) = (#o, oo) dans Tm x Rn~l, un point tel que
i) MJ{9g, a0) = 0
ii) DM1 (9o, cto) est de rang m + n — 1
alors, Ws(re(/)) et Wu{Tt(ï)) s’intersectent transversalement au voisinage de (9q, cto) pour
» e assez petit.
Démonstration : C’est une simple utilisation du théorème des fonctions implicites.
Nous avons
d1 (t0, 0, a; e) = e.M1 (9, a) + 0(e2)
On pose
dJ = MT(9, a) + O(e)
Pour e — 0, et (©, a) = (Oq, oq), on a dJ = 0. De plus, l’hypothèse ii) implique
det(dJ) = det(MI) ^ 0
Le théorème des fonctions implicites nous permet alors d’écrire l’équivalence suivante
dI{p,e) = 0 => 3 p = p(e)
dI(p(e),e)—0 pour e proche de 0.
#
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avec po = p(0), tel que
A
4. Expression explicite des intégrales de Melnikov dans le cas d’une
résonance simple
Nous allons nous limiter au cas d’une résonance simple, les développements ultérieurs
ne faisant intervenir que ce cas. Nous avons alors , en conservant les notations des para
graphes précédents, n = 1 et m quelconque. D'après le §3 le vecteur de Melnikov est défini
par M = (M1. ), j = 1,... m, avec
W),
de Se
6=0
L’hamiltonien (48) conduit au système d’équations différentielles ordinaires suivant:
[ x = JDxH0{x, I) H- eJDxH\(x,I, 6)
< i = -eD0Hl (x,I,9)
{ Ù = DIH0{x:I) + eDIHl{x,I,9)
où x G R2, {1,6) G Rm x Tm.
Fixons nous un I tel que le tore partiellement hyperbolique associé se conserve par
petite perturbation.
Prenons comme conditions initiales les points d’intersections des variétés stable et
instable avec le 1 + m plan associé à / au point p défini par 6 (voir lemme 39).
f x(0) = xse'u
m) = ir
{ 9(0) = epu
Afin de simplifier les notations, introduisons les variables suivantes.
f = ^êr l-o
i3'u(t) = i-o
l 9s'u(t)=
On utilise alors le théorème suivant, clcissique en théorie des perturbations.
Théorème 9 Considérons l’équation différentielle
x = f{x, t, e), (x, t, e) G Rm x R x R
où f : U 1—* Rm, avec U un ouvert de Rm x R x R.
Supposons f(x,t,e) de classe Cr, r > 1 dans U et soit (p{t, to, xo, e), {xoffo,e) G U, une
solution de l’équation. Alors le vecteur à n composantes De(f) vérifie l’équation différentielle
ordinaire suivante
Z = Dxf{(j>{t),t; e)Z + Def{<f>(t),t-, e), Z(t0) = 0
f
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où Z est un vecteur à n composantes.
Les variables (xs,u, IS,U,9S'U) sont donc solutions de l’équation différentielle:
«
(
l
/ XS,U \
JS,U
\ 9^u ) \
JDxt.Hq{x, 7)
0
DxDIH0(x,I)
D[JDXHi(x, 7,6)
0
DpHfaU)
\ / xs,u \
JS,u +
J \ 9S'U y \
JDXIh(xJ,0) \
DjHi(x, 1,9) J
où les matrices sont évaluées sur l’orbite homocline non perturbée, donnée par
x{t) = 7(4)
m = i
[ 0(t) = ê+j‘D,HoMs),I)ds
En vue d’intégrer ces équations, il convient de déterminer les domaines de définitions
des solutions (xe(t), 7e(£), 9e(t)). Nous avons
Lemme 41 Pour e suffisamment petit, (zrf (£), 7^(£), (£)) (resp. (x™(t), ffi(t), 9f(t))) ex
iste, et est défini sur l’intervalle [0,oo[ (resp. ] — oo,0]^ pour toute condition initiale
(xse(0), 7g (0), 9se (0)) (resp. (x^(0), If (0), 9^(0))) contenue dans la variété stable (resp. in
stable) du tore invariant.
A l’aide du résultat du lemme 41 nous obtenons les expressions suivantes.
/s(0) - F(TS) =
/“(O) - IU{TU)= J0-T- ), 0)dt
Nous en déduisons
M'(0) = /"(O) - = - fr+ F(TS) - IU(TU)
*7 Tu
La forme finale de l’intégrale de Melnikov découle du lemme suivant.
Lemme 42 lim | 7S(T/) - Iu{Tf ) |= 0
j—++oo J J
On en déduit alors la forme désormais classique de l’intégrale de Melnikov.
Théorème 10 Le vecteur de Melnikov M = est donné par
roo
M( {6) — — D(),i71(7;(4),0)d4
J OO
Dans le cas d’une résonance quelconque, le procédé est le même, mais conduit à des
calculs plus techniques. Nous renvoyons à [Wi] pour un calcul des composantes du vecteur
de Melnikov dans un cas quelconque, ainsi qu’une version de la méthode de Poincaré-
Melnikov à paramétres.
5. Exemple: Instabilité d’Arnold
On considère le hamiltonien à 3 degrés de libertés défini par
• i
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He^(x, I, 6) = -(x\ + Ii + il) + e(cos(x2) - 1) + ^e(cos6h + cos 02)(cos x2 - 1)
avec (x,I,0) 6 R2 x R2 x T2. Il correspond à l’exemple construit par Arnold [Ar] pour
mettre en évidence un phénomène d'instabilité. Avec les notations du §.3 , nous avons
n = 1, m = 2. Le hamiltonien non perturbé initiallement hyperbolique est Hèq. C’est le
produit non couplé d’un pendule simple par le système défini par Hr = \{I2 4- il). Nous
avons une famille à 1 paramétre de tores partiellement hyperboliques, relèvement du point
fixe du pendule à une sous variété d’énergie H~0l(h). La variété homocline à un tore donné
est définie par
>
y
7(/°) =
/ xi(t)
X2 (t)
m
A2-\/ë ch lr \
db arctg(— sh"1 r)
/?, 2=1,2
+ u>i(t - t0), i = 1,2 J
OÙ T = y/ë(t - to).
Pour /1 / 0, la famille de tores précédente est conservée. Nous allons maintenant
montrer, via la méthode de Poincaré-Melnikov, que les variétés stable et instable des tores
s’intersectent transversalement.
Les résultats du §.4 nous permettent de calculer les intégrales de Melnikov pour ce
problème. Nous obtenons (par la méthode des résidus):
si Tl
m!(0o1,8°2)=^sh-W/Sv^) * = 1.2
On note que A//(0,0) = 0 et de^DgoM1(0,0)j = sh_l(u.q7r/2v/7/)_1(^27r/2vV)/4 jé
0. Le théorème 8 nous permet alors d’affirmer que les variétés invariantes des tores
s’intersectent transversalement. On en déduit l’existence d’une chaine de transition pour
ce problème.
Notons que le splitting est de l’ordre de
tle-c/sA
2
où c est une constante, et e est suffisamment petit.
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