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Abstract
Given a simple graph G(V, E) and a set of traffic demands between the nodes of G, the Network Loading Problem consists of
installing minimum cost integer capacities on the edges of G allowing routing of traffic demands.
In this paper we study the Capacity Formulation of the Network Loading Problem, introducing the new class of Tight Metric
Inequalities, that completely characterize the convex hull of the integer feasible solutions of the problem.
We present separation algorithms for Tight Metric Inequalities and a cutting plane algorithm, reporting on computational
experience.
c© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Let G(V, E) be a graph without loops and multiple edges. A set of traffic demands have to be routed between the
nodes of G. Let di j denote the demand between nodes i and j and let D(V, H) be the (directed) demand graph, where
H = {i j ∈ V × V : di j > 0} and d : H → R+.
A capacity must be installed on the edges of G in integer multiples of a base unit. A set of capacities X¯ = {x¯i j :
i j ∈ E} is said to be feasible if all the demands can be routed simultaneously with the constraint that the total flow
traversing i j ∈ E does not exceed x¯i j .
Let ci j be the cost of installing a unit capacity on the edge i j ∈ E and let c(X¯) =∑i j∈E ci j x¯i j denote the cost of
X¯ . The Network Loading Problem, denoted by NL(c,G, d), is the problem of determining a set of feasible capacities
X minimizing c(X). Let ρ(c,G, d) denote the value of the optimal solution of NL(c,G, d).
We refer to the Asymmetric Network Loading Problem if a directed graph −→G (V, A) is used.
Let O = {o ∈ V : ∑i∈V doi > 0} be the set of the source nodes of G. By associating a commodity with each
source node o ∈ O , we can write the Flow Formulation, where f oi j denotes the amount of commodity o traversing the
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edge i j :
min
∑
i j∈E
ci j xi j∑
j :i j∈E
f oi j −
∑
j :i j∈E
f oji = −doi , o ∈ O, i ∈ V (1)∑
o∈O
( f oi j + f oji ) ≤ xi j , i j ∈ E (2)
f oi j ≥ 0, o ∈ O, i j ∈ E (3)
xi j ∈ Z+, i j ∈ E . (4)
Flow constraints (1) guarantee that the traffic demand doi is routed from the source node o to each node i ∈ V .
Capacity constraints (2) ensure that the total flow traversing i j does not exceed the installed capacity xi j .
By projecting flow variables, the Network Loading Problem can be formulated in the space defined by the capacity
variables xi j .
Let i, j ∈ V and let Πi j denote the family of the paths between i and j on G. The function µ : E → R|E |+
defines a metric on G if µi j is less than or equal to the length of the shortest path between i and j according
to the weights µ, for each i j ∈ E , i.e. ∑hk∈Pi j µhk − µi j ≥ 0, for each Pi j ∈ Πi j and i j ∈ E [30]. Let
Met(G) = {µ ∈ R|E |+ :
∑
hk∈Pi j µhk − µi j ≥ 0, Pi j ∈ Πi j , i j ∈ E} be the cone defined by all the possible
metrics on G. We refer to Met(G) as the metric cone. Let `ij (µ) denote the shortest distance between nodes i and j
according to the weights µ.
For the sake of completeness we remark that by introducing an auxiliary variable µi j for each pair of nodes
(i, j) such that i j 6∈ E , an extended compact formulation can be defined based on triangle inequalities of the form
µi j ≤ µik + µk j , i, j, k ∈ V .
By using the feasibility condition for multicommodity flows introduced in [29,33,27], the Capacity Formulation
for the Network Loading Problem is:
min
∑
i j∈E
ci j xi j
µx ≥ `(µ)d, µ ∈ Met(G)
x ∈ Z|E |+
(5)
where the inequalities (5) are referred to as Metric Inequalities.
Letµx ≥ `(µ)d be anyMetric Inequality. The Capacity Formulation can be strengthened by studying the Knapsack
Polyhedron KNAP(µ) = Conv{x ∈ Z|E |+ : µx ≥ `(µ)d}. Valid inequalities for KNAP(µ) can be derived by
multiplying both the sides by λ and then rounding-up the l.h.s. and the r.h.s. coefficients.
Let µ ∈ Z|E |. Inequalities of the form µx ≥ d`(µ)de, are referred to as Rounded Metric Inequalities. Let S, T be
two disjoint subsets of V defining a partition and let (S : T ) = {i j : i ∈ S, j ∈ T ). Special kinds of Rounded Metric
Inequalities are Cut Inequalities x(S : T ) ≥ dd(S : T )+ d(T : S)e.
The Network Loading Problem has received a considerable amount of attention in the literature [3].
Magnanti, Mirchandani and Vachani [31,32] studied basic polyhedral properties of the problem and introduced
three basic classes of valid inequalities: Cut Inequalities, 3-Partition Inequalities and Arc Residual Capacity
Inequalities. Atamturk and Rajan [2] presented a linear-time separation algorithm for Arc Residual Capacity
Inequalities.
Barahona [4] presented a cutting plane algorithm based on Cut Inequalities, to provide lower bounds for the
Network Loading Problem. The separation problem for Cut Inequalities is formulated as a Max-Cut problem.
Barahona also introduced Spanning Tree Inequalities to enforce connectivity of feasible solutions. The solution of
the relaxed formulation is used to set lower bounds for the capacities and then a Branch-and-Bound based on the Flow
Formulation is run to provide an upper bound.
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Dahl and Stoer [20] studied a Network Loading Problem with survivability requirements. They present a cutting
plane algorithm where violated Metric Inequalities are generated by solving a LP by a column generation approach.
Bienstock and Gu¨nlu¨k [10] investigated the polyhedral structure of the Flow Formulation for the asymmetric
version of the problem and developed a cutting plane algorithm. They derived the Flow Cutset Inequalities as a class
of Mixed-Integer Rounding Inequalities. Chopra, Gilboa and Sastry [14] generalized the Flow Cutset Inequalities
introduced in [10].
Bienstock, Chopra, Gu¨nlu¨k and Tsai [9] compared cutting plane algorithms based, respectively, on the Flow and
on the Capacity Formulation. Gu¨nlu¨k [24] introduced new families of Mixed-Integer Rounding Inequalities.
Atamturk [1] studied the polyhedral properties of the Flow Formulation for the special Network Loading Problem
over a “cutset”, defined, given a nonempty partition (U1,U2) of V , as the set of arcs directed from U1 to U2 and
vice-versa.
Solving the LP-relaxation of the Flow Formulation for large instances, requires a huge amount of memory. Crainic,
Frangioni and Gendron [16,17] solved the lagrangian relaxation of the Flow Formulation by the Bundle Method.
Bienstock [5–7] has developed a potential reduction approach to solve large-scale block structured linear programs.
The algorithm turned out to be very effective to tackle large-scale Network Loading instances.
Holmberg and Yuan [26] proposed a Branch-and-Bound based on a lagrangian relaxation of the Flow Formulation
for the case where xi j ∈ {0, 1}, i j ∈ E . Local search heuristics have been investigated in [19,18].
In this paper we study the Capacity Formulation of NL(c,G, d), introducing the new class of Tight Metric
Inequalities, that completely characterize the convex hull of the integer feasible solutions of the problem. We
present separation algorithms for Tight Metric Inequalities and a cutting plane algorithm, reporting on computational
experience.
The remainder of the paper is organized as follows. In Section 2 we introduce the Tight Metric Inequalities. In
Section 3 we address several separation algorithms for Metric and Tight Metric Inequalities. In Section 4 we outline
the cutting plane algorithm. Finally in Section 5 we report on computational experience with two sets of test instances.
2. Tight metric inequalities
Let P(G, d) = conv{x ∈ Z|E |+ : x is feasible} be the Network Loading Polyhedron. In this section we introduce the
family of the Tight Metric Inequalities and we prove that they completely characterize P(G, d).
We first show that the left-hand-side of any non-redundant valid inequality defines a metric.
Theorem 2.1. Let ax ≥ b be any valid inequality for P(G, d). There exists µ ∈ Met(G) such that:
(i) µx ≥ b is valid
(ii) µi j ≤ ai j , i j ∈ E.
Proof. Let i and j be two distinct nodes of V . Let P ij (a) denote the arcset of the shortest path between i and j on G
according to the weights a and let `ij (a) denote the length of P
i
j (a).
Let µi j = `ij (a) ≤ ai j , i j ∈ E . It follows that µ ∈ Met(G) and the inequality µx ≥ b dominates ax ≥ b.
Suppose that µx ≥ b is not valid for P(G, d) and let x¯ be a feasible solution with the property that µx¯ < b.
Without loss of generality, we can assume that there is only one edge hk with µhk = `hk (a) < ahk .
We can build a new feasible solution xˆ :
xˆi j =
x¯i j i j 6= hk, i j 6∈ P
h
k (a)
x¯i j + x¯hk i j ∈ Phk (a)
0 i j = hk,
(6)
with the property that axˆ = µx¯ < b. It follows that xˆ is feasible and ax ≥ b is violated, a contradiction. 
We observe that the same result can be obtained using Chvatal–Gomory derivations.
Let µ ∈ Met(G) and let ρ(µ,G, d) be the optimal solution of the Network Loading Problem where the vector µ
replaces c in the objective function, i.e. ρ(µ,G, d) = min{µx : x ∈ Z|E |+ , x is feasible}. Any valid inequality µx ≥ b
for P(G, d) is dominated by µx ≥ ρ(µ,G, d). We refer to any inequality of the form µx ≥ ρ(µ,G, d) as a Tight
Metric Inequality.
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Example 2.2. Let G(V, E) be a complete graph on 3 nodes, V = {1, 2, 3}, and let d12 = d13 = d23 = 1.2. From the
integer metric µ12 = µ13 = µ23 = 1 we get the Metric Inequality x12 + x13 + x23 ≥ 3.6, that can be strengthened
to the Rounded Metric Inequality x12 + x13 + x23 ≥ 4. But it can be easily checked that ρ(µ,G, d) = 5 and the
corresponding Tight Metric Inequality is x12 + x13 + x23 ≥ 5.
The following result emphasizes the crucial role of Tight Metric Inequalities.
Corollary 2.3. Tight Metric Inequalities µx ≥ ρ(µ,G, d), µ ∈ Met(G), completely describe P(G, d).
A metric µ ∈ Met(G) is extreme if µ is an extreme ray of the metric cone Met(G), i.e. if µ cannot be derived as a
conic combination of two other distinct metrics. The following theorem proves that ρ(µ,G, d) = d`(µ)de if µ ∈ Z|E |
is an extreme ray of the metric cone with the property that the greatest comon divisor of the values µi j (GCD(µ)) is
one. The last condition implies that µ cannot be expressed as a multiple of an integer metric.
Theorem 2.4. If µ ∈ Z|E | is an extreme ray of Met(G) having GCD(µ) = 1, then ρ(µ,G, d) = d`(µ)de.
Proof. A main result in polyhedral theory states that, given a rational polyhedron P = {x ∈ Rn : Ax ≥ b} that
contains integral vectors and an inequality cx ≤ δ, with c integral, satisfied by all the integral points in P , then there
exists a cutting plane proof of cx ≥ δ′ from P for some δ′ ≤ delta [15]. In other words cx ≤ δ can be obtained by a
sequence of Chvatal–Gomory derivations from Ax ≥ b.
In our case we observe that, since P is described by metric inequalities, cx ≥ δ will be a metric inequality too.
Now consider the inequality:
µx ≥ b > d`(µ)de
with µ integer.
It cannot be derived by a Chvatal–Gomory procedure from a single metric inequality µx ≥ `(µ)d, so it can be only
derived by combining two or more inequalities in at least one step of the sequence of Chvatal–Gomory derivations.
But this contradicts the assumption that µ is an extreme metric. 
Let S and T be a partition of V and let (S : T ) = {i j ∈ E : i ∈ S, j ∈ T } be a cut on G. Deza and Laurent [21]
proved that the metrics defined by cuts, i.e. µi j = 1 for i j ∈ (S : T ) and µi j = 0 for i j ∈ A \ (S : T ) are the only
extreme metrics with µ ∈ {0, 1}|E |. It follows that Cut Inequalities x(S : T ) ≥ dd(S : T )+d(T : S)e are Tight Metric
Inequalities. We observe that cuts define extreme rays of Met(G) iff the two shores S and T are both connected.
3. Separation algorithms
Separation of Tight Metric Inequalities is a difficult task as even computing the r.h.s. ρ(µ,G, d) for a given
inequality µx ≥ b is NP-hard. We address the separation problem by a two-stage heuristic: (i) we look for a violated
inequality ax ≥ b and then (ii) we turn it into µx ≥ b, and apply a shrinking procedure to compute ρ(µ,G, d) to get
a Tight Metric Inequality of the form µx ≥ ρ(µ,G, d).
The remainder of this section is organized as follows. In Section 3.1 we discuss separation of Metric Inequalities,
in Section 3.2 we address the problem of finding violated Metric Inequalities with minimum support. In 3.4 and 3.5
we describe, respectively, separation of Metric Inequalities with µ ∈ {0, 1}|E | and separation of Mod-k Cuts.
In Section 3.6 we describe the shrinking procedure that, for a given metric µ, allows computation of ρ(µ,G, d) on
a reduced size graph.
3.1. Separation of metric inequalities
It is well known that the separation problem for Metric Inequalities amounts to checking whether there exists a
feasible multicommodity flow with respect to a given capacity vector x¯ ∈ R|E |+ . The feasibility of a multicommodity
flow problem can be tested by solving the following Linear Programming (auxiliary) problem Sep1(G, d):
maxα∑
j :i j∈E
f oi j −
∑
j : j i∈E
f oji = −doi α, i ∈ V, o ∈ O (7)
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o∈O
( f oi j + f oji ) ≤ x i j , i j ∈ E (8)
f oi j ≥ 0, o ∈ O, i j ∈ E .
If the above problem admits an optimal solution of value αˆ ≥ 1 then the multicommodity flow is feasible and no
Metric Inequality is violated. If, conversely, the optimal solution has a value αˆ < 1 then the multicommodity flow
problem is infeasible and the optimal dual solution of the auxiliary problem provides a violated Metric Inequality.
The above auxiliary problem is the well known Maximum Concurrent Flow Problem (see Gu¨nlu¨k [25], Bienstock and
Raskina [11] and Fleischer [23]). Its dual has the following form:
min
∑
i j∈E
x¯i jµi j
( f oi j ) `
o
i (µ)− `oj (µ)+ µi j ≥ 0, o ∈ O, i j ∈ E
( f oji ) `
o
j (µ)− `oi (µ)+ µi j ≥ 0, o ∈ O, i j ∈ E
(α)
∑
o∈O
∑
i∈V
doi `
o
i (µ) = 1
µi j ≥ 0, i j ∈ E .
(9)
Denoting by (µˆ, ˆ`(µ)) its optimal solution and assuming that αˆ < 1, we have that x¯µˆ < 1 and, consequently, that
x¯µˆ < ˆ`(µ)d . This implies that µˆx ≥ ˆ`(µ)d is the sought for maximally violated Metric Inequality.
The following result [34] proves that µˆ ∈ Met(G).
Lemma 3.1. Let (µˆ, ˆ`(µ)) be the optimal solution of the separation oracle Sep1(G, d). Then µˆ ∈ Met(G).
Proof. For any hk ∈ E , let µ(Pminhk ) denote the length of the shortest path between h and k according to the weights
µ. Suppose that µˆ 6∈ Met(G). Then there exist i j ∈ E such that µˆi j > µˆ(Pi j ). But since `oi (µ) is the length of the
shortest path from o to i , we can decrease µˆi j while keeping triangle inequalities satisfied. We get a better feasible
solution and consequently (µˆ, ˆ`(µ)) is not optimal, a contradiction. 
3.2. Separation of strong metric inequalities
Estimating the quality of cutting planes is a major issue in Computational Integer Programming as, in general,
violation cannot be considered as a good cut selection criterion. Bienstock and Bley [8] observe that looking for
minimal support violated Cut Inequalities may lead to more effective cutting planes and suggest perturbing the
fractional solution by a tiny value to get minimal support violated cutting planes.
In what follows we generalize such considerations by measuring the depth of a Metric Inequality as the ratio
between violation and the size of the support of the inequality, defined as
∑
i j∈E µi j . We refer to Metric Inequalities
minimizing the ratio:∑
i j∈E
x¯i jµi j − ∑
o∈O
∑
i∈V
doi `
o
i (µ)∑
i j∈E
µi j
(10)
as Strong Metric Inequalities. The separation oracle for Strong Metric Inequalities is:
min
∑
i j∈E
x¯i jµi j − ∑
o∈O
∑
i∈V
doi `
o
i (µ)∑
i j∈E
µi j
`oi (µ)− `oj (µ)+ µi j ≥ 0, o ∈ O, i j ∈ E (11)
`oj (µ)− `oi (µ)+ µi j ≥ 0, o ∈ O, i j ∈ E
µi j ≥ 0, i j ∈ E .
108 P. Avella et al. / Discrete Optimization 4 (2007) 103–114
Table 1
Comparison of separation oracles Sep1(G, d) and Sep2(G, d)
Name LB # Metric #Strong
Sun.tr1 2753.39 402 135
Sun.tr2 2791.53 480 175
Sun.tr3 3067.96 473 191
Sun.tr4 2829.51 456 163
Sun.tr5 2391.3 412 188
Sun.tr6 2997.64 450 175
It is easy to prove that the separation oracle for Strong Metric Inequalities reduces to the Capacity Reduction
Problem Sep2(G, d):
maxβ∑
j :i j∈E
f oi j −
∑
j : j i∈E
f oji = −doi , o ∈ O, i ∈ V∑
o∈O
( f oi j + f oji ) ≤ x i j − β, i j ∈ E
f oi j ≥ 0, o ∈ O, i j ∈ E .
If the above problem admits an optimal solution of value βˆ ≥ 0 then the multicommodity flow is feasible and no
Metric Inequality is violated. If, conversely, the optimal solution has a value βˆ < 0 then, as in the previous case, the
optimal dual solution will provide us with a violated constraint. The dual of Sep2(G, d), say Sep2dual(G, d) is:
min
∑
i j∈E
x¯i jµi j −
∑
o∈O
∑
i∈V
`(µ)oi d
o
i
`oi (µ)− `oj (µ)+ µi j ≥ 0, o ∈ O, i j ∈ E (12)
`oj (µ)− `oi (µ)+ µi j ≥ 0, o ∈ O, i j ∈ E∑
i j∈E
µi j = 1
µi j ≥ 0, i j ∈ E .
Denoting by (µˆ, lˆ) its optimal solution and assuming that βˆ < 0, we have that x¯µˆ− d ˆ`(µ) < 0. This implies that
µˆx ≥ ˆ`(µ)d is the sought for maximally violated Metric Inequality.
In Table 1 we show for a set of test instances in which separation of Strong Metric Inequalities yields a strong
reduction in the number of violated cutting planes used to provide a lower bound.
3.3. A lifting procedure for metric inequalities
Working on the fractional support S = {i j ∈ E : x¯i j > 0} is crucial to make separation algorithms more efficient.
Let GS(V, S) be the fractional support graph. Here we present a lifting procedure that extends a Metric Inequality
defined on GS to a globally valid Metric Inequality defined on G.
Let (µˆS, ˆ`(µ)) be the optimal dual variables of the separation problem. The vector µˆS can be extended to the metric
µ defined on G by letting:
µi j = max{|`oj (µ)− `oi (µ)|, o ∈ O}, i j ∈ E \ S.
The lifting procedure is exact for Sep1(G, d), i.e. it guarantees that the Metric Inequality µSxS ≥ `(µ)d found on
GS and the globally valid Metric Inequality µSxS ≥ `(µ)d , obtained by the lifting procedure, have the same amount
of violation. For the Strong Metric Inequalities the lifting procedure ensures that a violated Metric Inequality exists
on G if and only if a violated Metric Inequality exists on GS , but there is no guarantee that µx ≥ `(µ)d has the same
ratio (10) as µSxS ≥ `(µ)d .
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Fig. 1. An extreme metric with cycles.
3.4. Separation of {0, 1}-rounded metric inequalities
Cut and Partition inequalities on directed graphs are defined by acyclic metrics, but extreme metrics can also
contain cycles, as shown in Fig. 1.
For some classes of instances it turned out to be useful to capture these inequalites by formulating the separation
problem of the more general class of the {0, 1}-Rounded Metric Inequalities as a Mixed-Integer Linear Programming
problem:
min
∑
i j∈E
x¯i jµi j − z
`oi (µ)− `oj (µ)+ µi j ≥ 0, o ∈ O, i j ∈ E
`oj (µ)− `oi (µ)+ µi j ≥ 0, o ∈ O, i j ∈ E
z <
∑
o∈O
∑
i∈V
doi `
o
i (µ)+ 1 (13)
µi j ∈ {0, 1}, i j ∈ E
z ∈ Z+.
Constraint (13) enforces z = d`(µ)de. If the optimal objective value is negative, we have found a violated {0, 1}-
Rounded Metric Inequality µx ≥ z.
We observe that {0, 1}-Rounded Metric Inequalities include Cut Inequalities, which are Tight Metric Inequalities,
as observed in Section 2.
3.5. Mod-k cuts
Given the integer polyhedron PI = conv{x ∈ Zn : Ax ≥ b}, where A ∈ Zm×n and b ∈ Zm , a Chva´tal–Gomory
cut is a valid inequality for PI of the type λAx ≥ dλbe for some λ ∈ Rm+ such that λA ∈ Zn .
A Chva´tal–Gomory Cut is a mod-k cut if λi ∈ {0, 1/k, . . . , (k − 1)/k} for some integer k ≥ 2 [12,13,28]. Every
non dominated Chva´tal–Gomory Cut is a Mod-k Cut for some k. For any given x∗ ∈ P , the vector s∗ = Ax∗ − b is
called the slack vector. A cut is said to be totally tight at x∗ if s∗j λ j = 0 holds for j = 1, . . . ,m.
The separation of a violated Chva´tal–Gomory Cut was shown to be strongly NP-hard [22]. The same happens for
Mod-k cuts [12], but to find a totally tight Mod-k Cut whose violation is maximal, or to prove that none exists, can
be done in polynomial time, provided that the prime factorization of k is known, by solving a congruence system in
GF(k), as described in [13].
If inequalities in the matrix A are Metric Inequalities, that is they have left-hand-side coefficients that define a
metric, any inequality obtained by combining them is still a Metric Inequality, with a possibly larger r.h.s. It follows
that Chva´tal–Gomory Cuts and Mod-k Cuts can be seen as an intermediate step towards Tight Metric Inequalities.
They also include, as special case, some Tight Metric Inequalities, like the Three-Partition Inequalities [31].
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Fig. 2. The shrinking procedure.
3.6. Computing ρ(µ,G, d): A shrinking procedure
Here we address step (ii) of the separation heuristic for Tight Metric Inequalities. Any valid inequality µx ≥ b,
generated as described in Sections 3.1–3.5, can be tightened by replacing the r.h.s. b with ρ(µ,G, d).
To compute ρ(µ,G, d) efficiently, we introduce a shrinking procedure that builds a reduced size problem
NL(µh,Gh, dh) with the property that ρ(µh,Gh, dh) = ρ(µ,G, d).
Let i j ∈ E such that µi j = 0 and let Gh(V h, Eh) be the graph obtained by shrinking the nodes i and j into the
supernode h, thus V h = V \ {i, j} ∪ {h}. The edge set Eh is defined by merging all the pair of edges vi, v j ∈ E into
vh ∈ Eh , for each v ∈ V \ {i, j} (Fig. 2).
Let µh denote the mapping of µ onto Gh . We observe that, due to the triangle inequalities µv j ≤ µvi + µv j ,
µvi ≤ µv j + µu j and µi j = 0, we get µvi = µv j . For any v ∈ V h \ {h} we set µhvh = µvi = µv j and µhuv = µuv , for
each edge of the set {uv ∈ E : u, v ∈ V \ {i, j}}. The following result is by Lomonosov [29]:
Theorem 3.2. Let µ be a metric. The vector µh is a metric if µi j = 0.
Accordingly, let Dh be graph obtained by shrinking the nodes i and j in the demand graph D and let dh be the
mapping of d onto Dh . We have dhuv = duv for any u, v ∈ V h \ {h}, dhvh = dvi + dv j and dhhv = div + d jv .
Let ρ(µh,Gh, dh) denote the optimal solution of the reduced problem NL(µh,Gh, dh). The following property
holds.
Theorem 3.3. Let µ be a metric on G. Let i j ∈ E such that µi j = 0 and let µh, gh, dh be defined as above. Then
ρ(µ,G, d) = ρ(µh,Gh, dh).
Proof. Suppose that ρ(µh,Gh, dh) < ρ(µ,G, d) and let xh be the optimal solution corresponding to ρ(µh,Gh, dh).
We can construct a feasible solution x for the original problem NL(µ,G, d) as follows. Let xi j = d∑uv∈H duve,
let xuv = xhuv, uv ∈ E and let xvi + xv j = xhvh . We know that µx = µhxh = ρ(µh,Gh, dh) < ρ(µ,G, d), a
contradiction because ρ(µ,G, d) is the minimum.
Now suppose that ρ(µh,Gh, dh) > ρ(µ,G, d) and let x be the optimal solution of ρ(µ,G, d). Let xh be the
mapping of x onto Gh . Then µhxh = µx < ρ(µ,G, d), a contradiction because ρ(µh,Gh, dh) is the minimum. 
Applying the shrinking procedure iteratively we build a reduced size graph. If the size of the reduced graph is less
than a given threshold (≤8 nodes in our experience), we can efficiently compute ρ(µ,G, d).
4. The cutting plane algorithm
A cutting plane algorithm has been implemented to validate the effectiveness of the proposed separation
procedures.
The skeleton of the algorithm is Cplex 8.1 that provides search tree and cut pool management functionalities. We
adopt the default branching strategy of Cplex 8.1. Variable selection is performed by strong branching.
4.1. Preprocessing
A simple operation is used to delete redundant variables: let c(Pi j ) be the length of the shortest path between i and
j according to the objective function costs. We delete the edge i j if ci j > c(Pi j ).
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Furthermore we can fix variables by exploiting the reduced costs of the current optimal LP solution. Let LB and UB
denote, respectively, the value of the optimal solution of the LP-relaxation and the value of the best feasible solution
found so far. Let xi j be a nonbasic variable and let ri j be its reduced cost. We compute δ = bUB−LB|ri j | c. If xi j is currently
at its lower bound li j and li j + δ < ui j , ui j can be reduced to li j + δ. In the case that xi j is at its upper bound ui j and
ui j − δ > li j , li j can be increased to ui j − δ.
4.2. Initial LP-relaxation
The initial LP-relaxation includes the Degree Inequalities x(δ(i)) ≥ dd(δ(i))e, i ∈ V .
4.3. Separation strategy
At the root node of the Branch-and-Cut tree we run separation routines in the following priority order: Rounded
Strong Metric Inequalities, Mod-k cuts. Once a violated cut has been found, we apply the shrinking procedure of
Section 3.6 to get a Tight Metric Inequality.
At the deeper nodes we look only for violated Rounded Strong Metric Inequalities to guarantee feasibility.
Given the Metric Inequality µx ≥ `(µ)d , we transform it into the Rounded Metric Inequality dλµex ≥ dλ`(µ)de
by letting λ = min{µi j : i j ∈ E}, as suggested in [9].
4.4. Computing upper bounds
Let X = {x¯i j : i j ∈ E} be the optimal (fractional) solution of the LP-relaxation of the Capacity Formulation, i.e.
X satisfies all the Metric Inequalities. A trivial upper bound can be computed by rounding-up the xi j , for i j ∈ E .
The trivial upper bound can be improved by a LP-based heuristic. We impose the bounds bx¯i jc and dx¯i je, for each
i j ∈ E and we solve a restricted problem with the new bounds, yielding a minimum cost round-up of the x¯i j that
preserves feasibility.
Alternatively, the trival upper bound can be improved by a re-routing heuristic that attempts to round-down some
of the fractional x¯i j .
For each hk ∈ E , let shk = dx¯hke − x¯hk be the slack of hk.
For any candidate edge i j ∈ E , the heuristic attempts to re-route the amount of flow fi j = x¯i j − bx¯i jc along a
path Pi j from i to j formed by edges with shk ≥ fi j , hk ∈ Pi j . If such a path exists, we set x¯i j = bx¯i jc, yielding a
new feasible fractional solution that provides a better upper bound. We found it useful to sort the candidate edges i j
in non-increasing order according to the value of ci j (dxˆi je − xˆi j ).
At every node of the Branch-and-Cut tree we run a plunging heuristic. Let X be a fractional solution satisfying the
Metric Inequalities. If X is near-integer, i.e. if x¯i j ≤ bx¯i jc + ε ∨ x¯i j ≥ dx¯i je − ε, for i j ∈ E , then we plung xi j to the
the closest bound to get an integer solution Y and if Y is feasible we can update the current upper bound.
5. Computational results
In this section we report on the computational experience with the cutting plane algorithm. We ran the experiments
on a Pentium IV 1.7 Ghz Personal Computer, with 512Mb RAM, using Cplex 8.1 as LP solver and as Branch-and-Cut
framework.
The test bed is organized into two sets. The first set includes the well-known Norwegian instances, whose
asymmetric version is also tested. The second set includes instances derived as backbone networks from two real-
life instances introduced by Barahona [4].
The format of the tables is the following. Name is the name of the instance, LBFlow is the optimal value of the
LP-relaxation of the Flow Formulation, LBCuts is the lower bound after the addition of cutting planes, BLB is the best
lower bound yielded by the Branch-and-Cut, UBHeu is the upper bound produced either by the LP-based or by the
re-routing heuristic, BUB is best upper bound produced by the Branch-and-Cut (we use boldface to denote the upper
bounds proved to be optimal), Gap is the final gap, computed as (100 ∗ (BUB − BLB)/BUB), #RMet and #Mod-k
are respectively the total number of Rounded Strong Metric Inequalities and the total number of Mod-k cuts added to
the formulation. Finally, columns Nodes and Time report respectively on the number of nodes of the Branch-and-Cut
tree and on total CPU time (secs.) spent in computation.
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Table 2
Computational results for the SUN.tr instances
Name LBFlow LBCuts BLB UBHeu BUB Gap% #RM #Mod-k Nodes Time
SUN.tr1 2738.78 2822.52 2825.44 2830.74 2825.44 0.00 138 34 31 17
SUN.tr2 2773.72 2862.19 2869.92 3150.98 2865.30 0.00 171 31 19 78
SUN.tr3 3038.38 3139.19 3153.13 3153.67 3153.13 0.00 160 42 87 401
SUN.tr4 2824.11 2891.19 2894.41 2895.9 2894.41 0.00 121 32 22 632
SUN.tr5 2375.11 2460.47 2472.10 2473.34 2472.10 0.00 171 142 91 58
SUN.tr6 2979.25 3075.32 3086.67 3090.34 3086.67 0.00 206 23 562 168
Table 3
Computational results for the SUN.dense instances
Name LBFlow LBCuts BLB UBHeu BUB Gap% #RM #Mod-k Nodes Time
SUN.dense1 29 594 29 650.9 29 651.3 29 651.3 29 651.3 0.00 188 33 5 91
SUN.dense2 29 583.9 29 646.6 29 653.6 29 654.2 29 653.6 0.00 282 30 663 412
SUN.dense3 98 575.5 98 639.8 3153.1 98 640.5 98 640.5 0.00 186 30 10 592
SUN.dense4 98 347.9 98 406.0 2894.4 98 414.4 98 410 0.00 209 41 130 563
SUN.dense5 59 115 59 163.2 59 166.8 59 167.4 59 166.8 0.00 217 16 36 508
SUN.dense6 58 923.4 58 985.6 58 987.8 58 990.2 58 987.8 0.00 183 30 25 295
Table 4
Computational results for the −−→Sun.tr instances
Name LBFlow LBCuts BLB UBHeu BUB Gap% #RM #Mod-k Nodes Time
−−→Sun.tr1 2738.78 2962.42 2962.42 2979.49 2962.42 0.00 3029 161 5914 4 523−−→Sun.tr2 2773.72 2976.24 2976.24 2980.71 2976.24 0.00 1684 94 1928 1 733−−→Sun.tr3 3038.38 3242.78 3242.78 3257.22 3242.78 0.00 1406 73 426 1 880−−→Sun.tr4 2824.11 2978.90 2978.90 2978.9 2978.90 0.00 506 132 46 7 103−−→Sun.tr5 2375.11 2565.40 2585.00 2609.87 2585.00 0.00 2033 113 1591 8 947−−→Sun.tr6 2979.25 3196.96 3196.96 3196.96 3196.96 0.00 8539 108 4487 20 464
5.1. Norwegian instances
Sun networks, with 27 nodes and 51 edges, were introduced in [20] and are known in the literature as Norwegian
networks. For each network we have tested the two different traffic patterns proposed in [9]: Sun.tr, 67 demand pairs
with magnitude in the interval [0.1, 1.2] and Sun.dense, 702 demand pairs with magnitude in the interval [1, 2]. For
the instances in this class the LP-based upper bound heuristic, whose results are reported in the column UBHeu, turned
out to be very effective, both in the symmetric and in the asymmetric case. Tables 2 and 3 report on computational
results for the symmetric case.
5.1.1. Asymmetric norwegian instances
Asymmetric instances, denoted by −→Sun.tr and −→Sun.dense, are derived, respectively, from Sun.tr and Sun.dense by
replacing every edge i j ∈ E with two directed arcs i j, j i with costs ci j = c j i .
Previous results for these instances are reported in [9] and none of these instances, with only the exception of−−→Sun.tr4, have been solved to exact optimality before. We are aware that it is a bit unfair to compare a modern
LP-solver with those used in the previous literature, but computational experiments with Cplex 9.0 show that these
instances are still difficult for MIP solvers: running −−→Sun.tr5 with Cplex 9.0 on a 2.8 GHz Xeon workstation returns a
gap >4% after 6 · 105 s.
For the−−→Sun.tr instances, Mod-k cuts turned out to be ineffective and were replaced with the {0, 1}-Rounded Metric
Inequalities, whose separation is performed using the MIP problem of Section 3.4. Let #01RM denote the number of
{0, 1}-Rounded Metric Inequalities added in the search tree.
In Table 4 we report computational results for the −−→Sun.tr instances, that were solved to optimality.
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Table 5
Computational results for the −−→Sun.dense instances
Name LBFlow LBCuts BLB UBHeu BUB Gap% #RM #Mod-k Nodes Time
−−→Sun.dense1 29 594.0 29 721.8 29 732.2 30 641.0 30 265.1 0.29 8 188 23 4487 18 000−−→Sun.dense2 29 583.9 29 715.8 29 724.1 30 647.1 30 219.9 0.22 13 626 46 1773 18 000−−→Sun.dense3 98 575.5 98 697.0 98 707.0 99 553 99 329.7 0.06 13 588 25 1850 18 000−−→Sun.dense4 98 347.9 98 466.5 98 480 99 343.8 99 092.4 0.56 7 789 – 555 18 000−−→Sun.dense5 59 115.5 59 228.8 59 244.2 60 157.9 59 847.5 0.19 14 649 26 1687 18 000−−→Sun.dense6 58 923.4 59 038.4 59 051.2 60 014.1 59 667.5 0.08 11 871 25 2627 18 000
Table 6
Computational results for the Bar64/XX and Bar41 /XX instances
Name LBFlow LBCuts BLB UBHeu BUB Gap% #RM #Mod-k Nodes Time
Bar41/9 155 205 174 517 176 073 176 385 176 073 0.00 90 9 96 37
Bar41/12 251 702 286 060 291 188 294 196 291 188 0.00 524 35 96 480
Bar41/19 307 044 352 559 359 237 363 945 363 945 2.2 3 268 74 685 12 859
Bar41/21 316 817 365 739 368 338 474 059 474 059 22.3 4 297 121 2236 219
Bar41/28 383 692 438 536 438 536 594 692 594 692 26.2 21 238 194 2236 118 500
Bar64/13 686 817 889 686 961 550 977 750 961 550 0.00 2 184 27 4711 3 110
Bar64/14 705 518 937 792 977 700 1 011 980 977 700 0.00 696 38 1443 1 008
Bar64/17 764 169 995 694 1 061 560 1 099 800 1 099 800 3.5 2 332 52 5914 372
Bar64/19 807 992 1 070 610 1 134 030 1 623 100 1 623 100 30.1 2 886 71 2882 11 172
Bar64/26 951 923 1 262 090 1 301 920 2 089 430 2 089 430 37.7 2 975 99 718 13 137
Bar64/32 1 076 730 1 477 130 1 495 760 2 406 900 2 406 900 37.9 5 693 125 137 12 871
Table 5 reports on results for −−→Sun.dense instances. Due to the larger number of demand pairs and of source nodes,
separation of Strong Metric Inequalities becomes more difficult. For such instances we were not able to prove exact
optimality, but we yielded small gaps and improved the results reported in [9].
5.2. US and German instances
In [4] Barahona introduced two real-life instances defined on complete graphs, that were kindly made available to
us by the author: Bar41, a US instance with 41 nodes and 646 demand pairs and Bar64, a German instance with 64
nodes and 2016 demand pairs. From each of these two instances a subset of nodes was selected to form two backbone
networks with, respectively, 13 and 9 nodes. We generated more backbone networks, defined by the subgraph induced
by the nodes with largest demands. Computational results are shown in Table 6.
Nevertheless we remark that Bar41 and Bar64 are still out of the scope of our algorithm as we were not able to
solve the LP-relaxation. In Table 1 we report on computational results for the backbone instances. We set a time limit
of 10 800 s for the search tree. Here the LP-based heuristic turned out to be ineffective and we used the re-routing
heuristic, whose results are reported in the column UBHeu.
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