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Abstract 
Learning with rejection (LWR) allows development of machine learning 
systems with the ability to discard low confidence decisions generated by a prediction 
model. That is, just like human experts, LWR allows machine models to abstain from 
generating a prediction when reliability of the prediction is expected to be low. Several 
frameworks for this learning with rejection have been proposed in the literature. 
However, most of them work for classification problems only and regression with 
rejection has not been studied in much detail. In this work, we present a neural 
framework for LWR based on a generalized meta-loss function that involves 
simultaneous training of two neural network models: a predictor model for generating 
predictions and a rejecter model for deciding whether the prediction should be accepted 
or rejected. The proposed framework can be used for classification as well as regression 
and other related machine learning tasks. We have demonstrated the applicability and 
effectiveness of the method on synthetically generated data as well as benchmark 
datasets from UCI machine learning repository for both classification and regression 
problems. Despite being simpler in implementation, the proposed scheme for learning 
with rejection has shown to perform at par or better than previously proposed methods. 
Furthermore, we have applied the method to the problem of hurricane intensity 
prediction from satellite imagery. Significant improvement in performance as 
compared to conventional supervised methods shows the effectiveness of the proposed 
scheme in real-world regression problems.  
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1 Introduction 
The primary goal in development of artificially intelligent systems is to achieve 
human-like decision making ability [1]–[5]. A human expert, when asked a yes/no 
question, would respond with either yes, no or I do not know. That is, when confused, 
a human abstains from making a decision, especially in high-risk situations like 
medicine. In conventional machine learning, a model is trained to produce some 
decision scores when given examples [6]–[12]. However, a typical machine learning 
system developed to answer such a yes/no or classification question will always 
produce a yes or no answer. That is, for a given input, a decision would always be 
produced, regardless of whether the model has been trained for handling such examples 
or not. This trait may not pose a big problem for low-risk systems like movie/song 
recommendation systems but can become undesirable for systems of sensitive nature 
like automated disease diagnostics, security threat detection or similar high-risk 
systems. For example, consider a scenario where some tests for diagnosing a life-
threatening disease are conducted for a patient. A human doctor would not declare the 
patient positive or negative for the disease unless he/she is fairly sure. In case of any 
confusion, he/she would prescribe further tests before making the final decision. That 
is, instead of making a decision with low confidence, a human expert would abstain 
from making any decision at all. An artificially intelligent system, being expected to 
behave like humans, should have a similar characteristic. Recently, there has been a 
focus over developing machine learning models with this trait, i.e., development of 
models that know what they do not know [13].The learning paradigm is known as 
Learning with Rejection (LWR) or Learning with Abstention.  
To perform learning with rejection, several methods have been proposed that 
can determine reliability of predictions made by a machine learning model. For neural 
networks with softmax in the last layer, the simplest approach is the use of probability 
scores as confidence over reliability of predictions [14]. However, a high probability 
does not imply that the decision made by the classifier is correct due to problems in 
calibration of scores [15], [16]. To handle poor calibration, some methods for 
transformation of decision scores of models to confidence values have also been 
proposed [16]–[19]. Similarly, a confidence score based approach has been proposed 
for structured predictions in [20]. Ensembles of classifiers have also been used for 
estimation of confidence of predictions [21]. Another approach that uses agreement 
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between a classifier and a modified nearest neighbor classifier’s predictions, called the 
trust score,  for confidence estimation has been proposed in [14]. Some of the methods 
in the literature comprise of classifiers with integrated option for abstention, the most 
recent being a neural network based method called SelectiveNet [22]–[25]. 
Another framework for Learning With Rejection based on Support Vector 
Machines (SVMs) has been proposed by Cortes et al. [26]. The idea is to develop a 
method that can accept or discard the classifier’s predictions by learning two models, 
one to perform classification and the other to decide whether the classifier’s decision 
should be accepted or not [26], [27]. Cortes et al. presented a hinge-loss based 
formulation for classification with rejection using Support Vector Machines (SVMs). 
A stochastic gradient descent based solution inspired from their formulation has been 
used for automated liver disease diagnosis by Hamid et al. in [28].  
Existing methods in the literature for LWR mainly focus on classification tasks 
[27]. Regression using rejection has not been studied in much detail. In this work, we 
present a neural framework based on a generalized loss function with native support for 
a variety of machine learning tasks like classification, regression, etc. We have 
evaluated the performance of our method over synthetic and benchmark datasets for 
classification and regression. Furthermore, we have applied the proposed method over 
the problem of hurricane intensity estimation using satellite imagery. In section 2, 
mathematical formulation and experimental setup employed for evaluation of the 
method have been presented. Results have been reported and discussed in section 3 
followed by conclusions in section 4. 
2 Methods 
In this section, we present the mathematical formulation of the proposed 
framework and details of the experimental setup employed for performance evaluation. 
2.1 Mathematical Formulation 
A typical supervised machine learning method takes 𝑛 training examples 
𝒙1, 𝒙2, … , 𝒙𝑛 and corresponding targets 𝑦1, 𝑦2, … , 𝑦𝑛 to learn a prediction function 
𝑓(𝒙;  𝜽) parameterized by learnable parameters 𝜽. In case of neural networks, 𝜽 
correspond to the weights of the neural network. The prediction function is then used 
to generate decisions for novel examples. In conventional settings, 𝑓(𝒙;  𝜽) will 
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produce a score for any feature vector which has the same dimensionality as the 
examples used for training regardless of whether it belongs to the same distribution as 
the training data or not. This characteristic is a potential source of poor performance 
since typical machine learning models do not give any direct information about the 
likeliness of the prediction being accurate. Our objective is to develop a method that, 
given an example, can tell whether the prediction by the machine learning model should 
be accepted or discarded. In line with the work of Cortes et al [26], we propose learning 
two neural networks, a prediction model ℎ(𝒙; 𝜽ℎ) and a rejection model 𝑟(𝒙; 𝜽𝑟) for 
determining if the prediction should be accepted or rejected. 𝜽ℎ and 𝜽𝑟 represent 
weights of the respective neural networks. The rejection model is trained to produce a 
positive score (𝑟(𝒙) > 0) for predictions that should be accepted and zero or negative 
(𝑟(𝒙) ≤ 0) in case of rejections.  
To develop prediction and rejection models for a machine learning task, we 
propose simultaneous training scheme for both models. During training, the goal is to 
learn ℎ(𝒙) by minimizing a user-defined prediction error or loss function 
𝑙(ℎ(𝒙; 𝜽ℎ), 𝑦) between prediction and target values over training examples. This can 
be any suitable loss function such as hinge loss for classification, square error loss for 
regression, etc. The rejection model 𝑟(𝒙) is trained to reject examples for which the 
prediction model ℎ(𝒙) produces an error. This is achieved by designing a meta-loss 
function 𝐿(𝒙, 𝑦) that penalizes prediction errors by ℎ(𝒙) as well as incorrect rejections 
by 𝑟(𝒙). More precisely, 𝐿(𝒙, 𝑦) should incur a penalty proportional to the prediction 
loss 𝑙(ℎ(𝒙; 𝜽ℎ), 𝑦) for cases in which rejection function accepts the prediction (i.e., 
𝑟(𝒙) > 0) and a penalty proportional to a rejection cost parameter 𝑐 > 0 for those 
examples for which the prediction loss 𝑙(ℎ(𝒙; 𝜽ℎ), 𝑦) is sufficiently small but the 
rejection function rejects the prediction (i.e., 𝑟(𝒙) ≤ 0). We propose the following 
simple convex meta-loss function to achieve this behavior: 
 𝐿(𝒙, 𝑦) = max{0, 𝑟(𝒙; 𝜽𝑟)  +  𝑙(ℎ(𝒙; 𝜽ℎ), 𝑦), 𝑐(1 −  𝑟(𝒙; 𝜽𝑟))}  
It can be seen that, for a given example, 𝐿(𝒙, 𝑦) would produce a positive value 
if the loss 𝑙(ℎ(𝒙; 𝜽ℎ), 𝑦) for the example is positive and the example is not rejected, 
(𝑟(𝒙) > 0). A penalty of   𝑐(1 −  𝑟(𝒙; 𝜽𝑟)) is imposed in case of rejections. The 
hyper-parameter 𝑐 can be used to control the number of rejections by the model: a high 
value of 𝑐 implies high penalty over rejections during training and hence a lower 
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number of examples would be rejected. On the other hand, a small value of 𝑐 favors a 
large number of rejections during training. 
Given that 𝑙(ℎ(𝒙; 𝜽ℎ), 𝑦) is convex, 𝐿(𝒙, 𝑦) will be convex due to the convexity 
of the max operator [29]. Therefore, for convex prediction model loss functions, the 
proposed meta-loss being convex improves convergence of the models. We 
demonstrate the convexity of the proposed meta-loss function in Figure 1 which shows 
𝐿(𝒙, 𝑦) for  𝑐 = 2. It can be seen that the minima lies where ℎ(𝒙) produces zero error 
and the rejection score 𝑟(𝒙) is positive (no rejection). Thus, minimizing 𝐿(𝒙, 𝑦) implies 
minimizing prediction model error 𝑙(ℎ(𝒙; 𝜽ℎ), 𝑦) as well as the number of rejections.  
 
Figure 1- Heat map of the proposed loss function. The black triangle represents 
the global minima. It can be seen that for a convex loss function l, the proposed 
meta-loss is also convex with a single global minimum. 
During training, the goal is to minimize the loss 𝐿(𝒙, 𝑦) over all training 
examples. Therefore, the empirical error minimization can be expressed as: 
𝜽ℎ
∗ , 𝜽𝑟
∗ = 𝑎𝑟𝑔𝑚𝑖𝑛𝜽𝒉,𝜽𝒓 ∑ 𝐿(𝒙𝒊, 𝑦𝑖).
𝑛
𝑖=1 
 
During testing, examples are passed to both the models and only the predictions 
for which 𝑟 produces a positive score are accepted.   
2.2 Experiments 
To determine the effectiveness of our proposed scheme for regression and 
classification tasks, we evaluated the method over synthetic and real-world datasets for 
both classification and regression problems. We present details of each of the 
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experiments in the following sections. To implement the classification regression and 
rejection models, we have used neural networks implemented using pyTorch [30]. 
Different architectures have been used for all the experiments. We present the details 
of the respective employed architectures in the following sections. 
Synthetic data 
To evaluate and analyze correctness of the proposed method for classification, 
we generated two groups of Gaussian distributed 2-dimensional data points with 200 
examples each one centered at (-0.5, -0.5) and the other at (0.5,0.5). The first group is 
labeled as positive class and the other as negative class. The overlapping region 
between the two classes is the region of low confidence and hence test examples from 
this region should be rejected. Testing is performed over 200 examples of each class 
sampled from the same distribution as the training data. 
To implement the classification model, we used a single layer neural network 
with one neuron with linear activation in the output layer. The rejection model has been 
implemented as a one hidden layer neural network. The hidden layer contains two 
neurons having tanh activations and the output layer consists of one neuron with linear 
activation. Hinge loss function has been used as the prediction model loss 
𝑙(ℎ(𝒙; 𝜽ℎ), 𝑦), in the proposed meta-loss. Performance evaluation has been performed 
by comparing AUC-ROC for predictions with and without rejections.  
To test the performance of our method in regression settings using synthetic 
data, we used data from the same data distribution and the same architecture as 
described above. The only change was that we used epsilon-insensitive loss instead of 
hinge loss as the prediction model loss for training. Mean Squared Error and AUC-
ROC have been used for performance evaluation.  
UCI datasets 
We have evaluated the performance of our proposed method on three datasets 
from UCI machine learning data repository, two for classification and one for 
regression [31]. For classification, we tested our method on Haberman’s survival 
dataset and Australian credit approval dataset [32], [33]. Concrete strength dataset was 
used for evaluating our method’s performance for regression [34]. 
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Haberman’s dataset consists of survival data of breast cancer patients who had 
undergone surgery. The dataset comprises of three features: patient’s age, year of 
operation and number of axillary nodes. Labels have been assigned to examples on the 
basis of the duration of post-surgery survival, positive for the patients who survived 
five years or more and negative otherwise. For classification model, we used a single 
hidden layer neural network with 6 ReLU activated neurons in the hidden layer and one 
neuron with linear activation in the output layer. The rejection model consisted of two 
hidden layers, one with 32 and the other with 64 Tanh activated neurons. The output 
layer contained a single neuron with linear activation.  
The Australian credit approval dataset is a binary classification dataset 
comprising of information about credit card applications. The dataset consists of 690 
examples with 14 features. To model this problem, we used a single layer neural 
network with one linearly activated output neuron for classification. For rejection, a 
single hidden layer neural network has been used. The hidden layer contains 64 neurons 
with Tanh activation. The output layer contains one neuron with linear activation. 
For both Haberman’s and Australian credit datasets, we have compared the 
performance of our method with the SVM based learning with rejection proposed by 
Cortes et al [26]. 5-fold cross-validation has been performed for a fair comparison. 
Classification error has been used as the performance evaluation metric in this case. 
 
 
Figure 2- Illustration of workflow of PHURIE [35]. 
To evaluate the performance of our method in regression settings, we tested it 
on concrete compressive strength dataset from UCI repository. The dataset consists of 
1030 examples with 8 features. The task is to predict the compressive strength given 
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features of concrete representing its ingredients and age. As per the proposed approach, 
to model this problem, we used one neural network for performing regression and the 
other for rejection. The regression network consists of two hidden layers, one with 64 
neurons and the other with 32 neurons. ReLU activation is applied over both the hidden 
layers. The output layer comprises of a single linearly activated neuron. To implement 
rejection model, we used a similar architecture i.e., two hidden layers, one containing 
64 neurons and the other 32 neurons. Tanh activation is used in both the layers. The 
output layer contains one neuron with linear activation. During evaluation, we used 
randomly chosen 90% examples for training and the rest for testing. The experiment 
has been repeated 20 times. We used Mean Squared Error with and without rejection 
for performance evaluation. We compared the performance of our method with 
SelectiveNet proposed by Geifman et al. [25] through the same evaluation protocol.  
Hurricane Intensity Prediction 
In our previous work, we developed a system named PHURIE for predicting 
hurricane intensities in knots using satellite infrared images [35]. The system takes as 
input infrared images, computes features signifying cloud structure in the image and 
uses a trained Support Vector Regression (SVR) model for intensity prediction. The 
features include mean, minimum, maximum, standard deviation and entropy of bands 
around the center of the hurricane. Additionally, variance of deviation angle histogram 
of an image is also used as a feature [36]. Workflow of PHURIE is shown in Figure 2. 
While developing PHURIE, we compared the performance of different regression 
methods for the proposed set of features including Ordinary Least Square (OLS) 
regression, SVR, neural networks and XGBoost and SVR with RBF kernel 
outperformed other methods and was therefore chosen for training the final model for 
the system to be deployed [37].  
PHURIE was built using conventional supervised learning approach and 
therefore, does not support learning with rejection. In this experiment, we applied the 
proposed approach for learning with rejection using data and features used in PHURIE. 
As per the proposed approach, we needed two neural network models, one to perform 
regression and the other for rejection. The network architecture used for regression has 
been chosen such that it performs at par with RBF-SVR based PHURIE model. To 
mimic SVR, we used a single layer neural network with one output neuron and linear 
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activation. Epsilon-insensitive loss function was used for evaluating regression error. 
The SVR model in PHURIE used RBF kernel. To get similar performance using a 
single layer neural network we first applied RBF kernel approximation [38] over the 
features and used transformed examples as inputs to the network. The rejection network 
is also a single layer network with one output neuron and linear activation. 
We have performed Leave One Year Out (LOYO) cross-validation over data 
from years 2004-2009 for performance evaluation. In LOYO cross-validation, we 
remove one year’s examples from the data, use the remaining set for training and test 
over the left-out year’s data. Root Mean Squared Error (RMSE) has been used as the 
performance evaluation metric. 
3 Results and Discussion 
In this section, we present and discuss results obtained for experiments 
described in the previous section. 
3.1 Synthetic Data 
The decision boundaries produced by the classifier and the rejection function 
for synthetic data are presented in Figure 3. We obtained an AUC-ROC of 0.84 for 
classification without rejection for the classifier. Figure 3 shows the decision boundary 
learnt for both the classification and rejection functions. It can be seen that the rejection 
function encloses the region of overlap between positive and negative classes i.e., the 
region of low confidence in this case. AUC-ROC by removing predictions for examples 
from this region increases to 0.88. In Figure 4 we present a plot depicting the trend in 
AUC-ROC if we reject different fractions of test data using the rejection model. The 
rejections are performed by removing top n predictions according to the sorted list of 
rejection scores. We compare the AUCs with those of obtained by performing same 
number of random rejections. It can be seen that there is a consistently increasing trend 
in AUCs for rejections using the learnt rejection model as compared to the random 
rejections (for which the AUC remains almost constant), hence demonstrating the 
effectiveness of the proposed scheme. 
 
 9 
 
  
Figure 3- Boundaries obtained for synthetic binary classification data for (a) 
classification model and (b) rejection model.       
 
Figure 4- Comparison between AUC after performing random rejections and 
rejecting predictions using the proposed scheme. 
 
  
Figure 5- Boundaries produced by (a) prediction model trained using regression 
loss and (b) rejection model for synthetic data. 
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Table 1- Classification error for classification datasets from UCI repository. 
Dataset Fraction 
rejected 
DHL [26] CHR [26] Our method 
Without 
rejection 
With 
rejection 
Australian 0.17 0.35±0.10 0.07±0.02 0.12±0.03 0.08±0.02 
Haberman 0.44 0.25±0.11 0.10±0.05 0.22±0.03 0.13±0.05 
 
In addition to solving the synthetic classification problem using the 
classification loss, we modeled the same problem using a regression loss for prediction 
model as well. The boundary produced by the regression model and the rejection model 
are presented in Figure 5. Here again, the AUC-ROC without rejection is 0.85 and by 
removing predictions for which the rejection function produces a negative score, the 
AUC increases to 0.9. The MSE without rejection was 0.66 which reduced to 0.51 after 
removing predictions that were rejected. 
3.2 UCI datasets 
In this section, we present the results proposed using the proposed scheme for 
the three UCI repository datasets. We evaluated the performance of our technique on 
three UCI datasets: two for classification and one for regression.  
For classification datasets, Haberman’s survival and Austalian credit data, the 
results for 10 runs of 5-fold cross-validation are presented in Table 1. We have 
compared our results with SVM based LWR proposed by Cortes et al. [26]. We reject 
the same fraction as other methods by removing the fraction of examples producing 
lowest scores when passed through the rejection model. It can be seen that the 
classification error of our method, 0.08 for Australian and 0.13 for Haberman’s, is 
comparable to the SVM based LWR (0.07 and 0.10) proving our technique to be as 
effective as theirs for classification problems. 
The results obtained over the regression dataset of Concrete compressive 
strength are presented in Table 2.  We compare the performance of our method with 
SelectiveNet [25]. We present Mean Squared Error values for different fractions of 
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rejections. It can be seen that our method produces better mean MSE values across all 
fractions of rejections, therefore proving that effectiveness of the proposed scheme. 
3.3 Hurricane Intensity prediction: PHURIE with rejection 
The results for Leave One Year Out cross-validation for the problem of 
hurricane intensity prediction using satellite imagery are given in Table 3. We present 
a comparison among results obtained for different fractions of rejection.  It can be seen 
that there is a consistent downwards trend in the RMSEs with increasing fractions of 
rejections. In Figure 6 we present plots comparing RMSEs using our method for 
performing rejections and random rejections for years 2004 and 2005. As evident from 
the plots, the rejection model learns to reject examples such that the overall 
performance of the system improves i.e., the rejection model successfully identifies low 
confidence regions of the feature space.   
Table 2- Mean Squared Error values for Concrete Strength dataset. 
Fraction rejected SelectiveNet [25] Our Method 
0 38.45 33.4 
0.10 35.35 30.3 
0.20 30.48 28.3 
0.30 27.94 26.3 
0.40 27.12 24.6 
0.50 26.81 24.0 
 
To further demonstrate the effectiveness of the proposed scheme, we present 
images for the top nine rejected examples from year 2004 in Figure 7. It can be seen 
that the predictions for the rejected images have high RMSE. That is, the rejection 
model has successfully learned to reject examples for which the error would be high. It 
can be seen that the rejected images are either noisy or have ill-formed cloud structures. 
Therefore, the rejection model trained using the proposed strategy has successfully 
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achieved the ability to anticipate which predictions would produce high errors and can 
reject such predictions, hence, leading to better performance of the system.  
Table 3- RMSE with and without rejection for hurricane intensity estimation 
using satellite images. 
Year Proposed Method RMSE in knots for different fractions of 
rejection 
0.0 0.1 0.2 0.3 0.4 0.5 
2004 14.5 13.5 12.3 11.3 10.9 10.6 
2005 12.5 11.2 10.8 10.3 10.1 9.8 
2006 13.4 11.7 11.3 10.7 10.5 10.2 
2007 10.9 10.3 9.7 9.4 9.2 8.5 
2008 14.0 13.4 13.2 13.0 12.8 13.1 
2009 14.1 13.9 13.2 12.7 12.3 12.0 
Mean 13.2 12.3 11.7 11.2 10.9 10.7 
 
 
 
(a) 
 
(b) 
Figure 6- Comparison between random and learnt rejections using the proposed 
scheme for years (a) 2004 and (b) 2005. It can be seen that with increasing fraction 
of rejections, our method produces consistent decrease in RMSE. 
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Figure 7- Top rejected images for year 2004. It can be seen that the RMSE of 
predictions for rejected images is high, i.e., the rejection model is correctly 
identifying the predictions in which error is expected to be high. The high RMSE 
in these images can be attributed to noise or the ill-formed cloud structure. 
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4 Conclusions 
In this study, we presented a generalized scheme for learning with rejection, i.e., a 
method using which predictions that are expected to be inaccurate can be rejected. Our 
technique learns two models simultaneously, one for learning task (classification or 
regression) and the other to perform rejections. We have proposed a meta-loss function 
to be used for training of the two models that attempts to minimize the training error as 
well as the number of rejections. Using appropriate value of cost of rejection, it favors 
rejection of an example over a large training error. Given a convex loss function for the 
learning model, our proposed meta-loss is also convex, hence improving the chances of 
models’ convergence. We have demonstrated the applicability and effectiveness of the 
proposed method in both classification and regression problems. We have performed 
experiments over synthetic data and UCI repository datasets. Furthermore, we have 
applied the proposed method on the problem of hurricane intensity estimation using 
satellite imagery. Results have shown that predictions rejected using our method have 
improved the overall performance of the systems in all the experiments. Moreover, the 
generalized nature of our formulation allows it to be equally effective in classification 
and regression problems. Also, learning two models, one for learning and the other for 
rejection allows for using models of different complexities for the two tasks.   
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