As constantes de velocidade da reação do ozônio com 95 alcenos (-logk O3 ) e do radical hidroxila (•OH) com 98 alcenos (-logk OH ) na atmosfera foram previstas por modelos de relações quantitativas entre estrutura e atividade (QSAR). Cálculos usando a teoria do funcional da densidade (DFT) foram realizados para os respectivos alcenos no estado fundamental e para as estruturas do estado de transição para o processo de degradação na atmosfera. Técnicas de regressão linear múltipla (MLR) e de redes neurais de regressão generalizada (GRNN) foram utilizadas para desenvolver os modelos. O modelo GRNN de -logk O3 com base em três descritores e propagação ideal σ de 0,09 tem erro quadrático médio (rms) de 0,344; o modelo GRNN de -logkOH com quatro descritores e propagação ideal σ de 0,14 produz um erro rms de 0,097. Comparado com os modelos da literatura, os modelos GRNN neste artigo mostram estatísticas melhores. A importância dos descritores associados aos estados de transição na previsão de k O3 e k OH nos processos de degradação atmosférica foi demonstrada.
Introduction
Organic compounds emitted into the atmosphere can result in many adverse effects, such as photochemical air pollution, acid deposition, long-range transport of chemicals, changes of the stratospheric ozone layer and global weather modification, through a complex array of chemical and physical transformations. 1 The reactions of chemicals with OH radicals and ozone (O 3 ) during the daytime and NO 3 radicals at night are the most important degradation processes in the troposphere, so the lifetime and the upper concentration limit of the individual chemicals is assessed by determining their reaction rate constants with •OH, •NO 3 and O 3 . These reaction rate constants can be obtained from experiments that may be quite costly, time-consuming, and laborious. But the experimental rate constants are available for only a limited number of organic compounds. Thus, it is useful to develop theoretical models predicting these reaction rate constants. Quantitative structure-activity relationship (QSAR) models are regression models describing the relationships between chemical structures and activities in a data-set of chemicals. 2 Once a QSAR model is developed successfully, it can be used to predict the activity of new chemicals.
In recent years, several QSAR models predicting reaction rate constants k O3 of O 3 have been reported. Pompe and Veber described a 6-parameter model for logk O3 of O 3 and 117 organic compounds using multiple linear regression (MLR) analysis. The prediction capabilities of selected MLR model were evaluated by performing 10-fold cross-validation procedure. The average root-mean squared (rms) error in prediction of logarithm of reaction rate constants (logk O3 ) was 0.99. 3 Gramatica et al. produced models for the estimation of -logk O3 of O 3 with 125 heterogeneous chemicals. The optimum MLR model contained six parameters and had a rms error of 0.73. 4 Fatemi introduced a 6-parameter model for -logk O3 of 137 organic compounds, by using artificial neural networks (ANN). The rms errors for the training, prediction and validation sets were 0.357, 0.460 and 0.481, respectively. 5 Ren et al. developed models of -logk O3 for 116 organic compounds with projection pursuit regression (PPR) and support vector regression (SVR). The PPR model based on 7-descriptor had a rms error of 1.041 for the test set, which are smaller than the results obtained by the two SVR models (1.339 and 1.165, respectively). 6 Recently, Yu et al. used the radicals from organic compounds to calculate quantum chemical descriptors and developed 3-parameter SVR model for -logk O3 . The rms errors for the training, validation and test sets were 0.680, 0.777 and 0.709, respectively. 7 In addition, two MLR model of -logk O3 in aqueous solution were, respectively, built for 39 aromatic pollutants organic compounds and 26 substituted phenols. The square regression coefficients R 2 were 0.791 and 0.826, respectively. 8, 9 Besides the most widely referenced AOPWIN model in EPI Suite that can be used for the calculations of reaction rate constants k OH and the accuracy of k OH was approximately 90% at 25 o C, 10, 11 numerous QSAR studies have also been reported for predicting the rate constants k OH of organic compounds. Gramatica et al. reported three QSAR models for k OH with the prediction rms errors above 0.400. 12, 13 Öberg constructed a model with the prediction standard error of 0.501 log units, through selecting 333 descriptors and compressing to 7 latent variables. 14 Böhnhardt et al. predicted the k OH with the semiempirical AM1 method. The AM1-MOOH model yielded an overall rms error of 0.32 log units. 15 Wang et al. used 22 molecular structural descriptors to obtain a QSAR model with a rms error of 0.430 for the external validation set. 16 Fatemi and Baher developed six QSAR models of k OH for 98 alkenes with linear and nonlinear techniques. These models based on five molecular descriptors were evaluated by a leave-24-out cross-validation test and had errors of rms ≥ 0.16. 17 Toropov et al. examined the k OH of 78 organic aromatic pollutants and developed a model with correlation coefficients (r 2 ) for the test sets of the four random splits were 0.75, 0.91, 0.84, and 0.80. 18
All these models stated above are based on descriptors from the ground states of molecules (or radicals). According to classical chemical theory, reaction rate constants correlate with the ground-state reactants and the structures of transition states (or energy-rich intermediates). These models above should be defective when only the ground-state descriptors were used. What is certainly true is that techniques for finding a transition state are more difficult than finding a ground-state structure. 19 First, relatively little is known about transitionstate geometries, at least by comparison with our extensive knowledge about ground-state molecules. Second, finding a saddle point is probably (but not necessarily) more difficult than finding a minimum due to theories and techniques. Third, the energy surface in the vicinity of a transition state is likely to be more "shallow" than that of a minimum. This "shallowness" suggests that the former is likely to be less well described in terms of a simple quadratic function than the latter. Last, the transition-state calculation, in the case of radical-molecule reactions, must be carried out on openshell system with an odd number of electrons and correlation energy must be taken into account in those calculations since it plays a vital role for the transition-state properties. Therefore, transition-state calculation is extremely hardware intensive and time-consuming. For example, transition-state optimization typically requires two to three times the number of steps as geometry optimization. 19 The gas-phase reactions of the alkenes with O 3 and hydroxyl radicals are of importance as atmospheric loss processes, since the available data shows that the k O3 and k OH values at room temperature are in the ranges of 10 -15 to 10 -20 and 10 -10 to 10 -11 cm 3 molecule -1 s -1 , respectively, which are larger than the values of other compounds, such as alkanes. The purpose of this work is to produce QSAR models for k O3 of 95 alkenes and for k OH of 98 alkenes. Quantum chemical descriptors used are calculated from ground-states of reactants and energy-rich transition states of degradation processes in the atmosphere.
Methods

Statistical methods
Stepwise multiple linear regression (MLR) is used widely in seeking an optimum linear combination of variables from the subsets of the N variables. 20,21 This technique only adds one parameter to a model at a time and always in the order from most to least important. Some important statistical parameters, the correlation coefficient R, standard error se, t-test, Sig.-test (or p-value), and variance inflation factor (VIF), were used to evaluate the statistical quality. A good QSAR model will have a low Vol. 24, No. 11, 2013 value for se and a high R close to 1. The t-test measures the statistical significance of variables. The larger (in absolute terms) a test statistic value is, the more significant the associated variable will be. All variables with the p-values below a specified α cutoff values (the default level, 0.05) indicate that statistical significance is kept in the model. VIF can be used to identify whether excessively high multicollinearity coefficients exist among the descriptors. Generally, descriptors with VIF < 10 show multicollinearity coefficients for descriptors do not exceed 0.90, which indicates these descriptors may be acceptable.
General regression neural network (GRNN), proposed by Specht as the category of probabilistic neural networks, is a very useful tool to perform predictions and comparisons of system performance in practice. 22 Compared with other neural networks, such as back propagation, the GRNN paradigm has the advantages that it requires no iterative training and that it is unnecessary to define the number of hidden layers or the number of neurons per layer in advance.
The basic idea of GRNN is that each (x, y) data point for an input vector to be evaluated is computed as a mean value weighted by the influence which each Parzen window has on the input vector. 22 Suppose that f(x, y) represents the known joint continuous probability density function of a vector random variable, x, and a scalar random variable, y, and let X be a particular measured value of the random variable x, the regression of y on X, i.e., the conditional mean, is given by:
where Ŷ is the estimate output of Y, by considering X as the system input.
The sample values X i and Y i of the random variables x and y can be used to estimate the density f(x, y), by introducing a nonparametric strategy based on Parzen's window.
(
where n is the number of samples, p is the dimension of the vector variable x, and σ is the spreading factor (smoothing parameter or width coefficient) of Gaussian function.
By using Parzen windows estimation, the GRNN estimator can be expressed as follows:
As the spreading factor σ becomes very large, Ŷ assumes the mean value of the observed, Y i , and as σ goes to 0, Ŷ assumes the value of the Y i associated with the observation closest to X. For intermediate values of σ, all values of Y i are taken into account, but those corresponding to points closer to X are given larger weight values. 22 For GRNN, only the spreading factor σ needs to be tuned. For a bigger σ value, the possible representation of the point of sample evaluated is possible for a wider range of X. For a small σ value the representation is limited to a narrow range of X. Figure 1 shows the basic structure of a GRNN including the input, pattern, summation and output layers. 22 The input layer has a full interconnection to the pattern layer and brings all of the (scaled) measurement variables X into the network. The input neurons are merely distribution units, which are equal to the dimension of the vector variable x. The pattern layer contains the Parzen windows (Gaussian activation function, exp(-D i 2 /2σ 2 ), which approximates a density function by constructing it out of many simple parametric probability density functions. The width of these Parzen windows is specified by the spreading factor σ. The number of units equals to the number of sample observations. The summation layer consists of two types of nodes. One belongs to the denominator nodes and the other belongs to the numerator nodes. The output unit yields the desired estimate of Ŷ values.
Data set
Supplementary Information Table S1 listed the rate constants (k O3 ) for the reaction of ozone with 95 alkenes, 7 which were measured at 25 o C and 101.3 kPa. The experimental data, reported in cm 3 s -1 molecule -1 , were transformed to logarithmic units and multiplied by -1 to obtain positive values. The minimum and maximum values of -logk O3 were 13.1 for α-Terpinene (No. 39) and 20.4 for 1,1-dichloroethene (No.7), respectively. The former has 10 carbon atoms and the later has 2 carbon atoms. The experimental -logk O3 values in Table S1 were randomly split into a training set (60 alkenes) and a prediction set (35 alkenes).
Supplementary Information Table S2 listed the experimental rate constants (logk OH ) for the reactions of the OH radical with 98 alkenes at 25 o C and 101.3 kPa. These experimental logk OH data have been studied by Fatemi and Baher. 17 Both the training and test sets consist of 49 alkenes. The training sets in Tables S1 and S2 were used to develop models, which were tested with respective prediction set.
Quantum chemical descriptors
The reactions between O 3 and alkenes proceed by initial O 3 addition to the bond to yield an energy-rich ozonide which rapidly decomposes to a carbonyl and an initially energy-rich biradical. 1 The degradation reaction process of alkenes with O 3 can be expressed with Scheme 1.
Thus the structures of the ground-states (R 1 R 2 C 1 =C 2 R 3 R 4 ) and energy-rich transition states (
should correlate with the reaction rate constants (k O3 ). The transition-state complexes, characterized by a single imaginary vibrational frequency, were fully optimized and followed by frequency calculations. Nine quantum chemical descriptors were calculated for each transition state. These descriptors include the molecular average polarizability (α I ), the molecular dipole moment (μ I ), the energy of the lowest unoccupied molecular orbital (E ILUMO ), the energy of the highest occupied molecular orbital (E IHOMO ), the most positive net atomic charge on hydrogen atoms in a molecule (q IH ), the net charge of the most negative atom (q I -), the total energy (E IT ), the sum of the Mulliken charges of O 1 and O 2 (Q IO12 ), the sum of the atomic polar tensor (APT) charges on C 1 and C 2 (q IC12 ). Seven quantum chemical descriptors were derived for each ground state, which are the molecular average polarizability (α G ), the molecular dipole moment (μ G ), the energy of the lowest unoccupied molecular orbital (E GLUMO ), the energy of the highest occupied molecular orbital (E GHOMO ), the most positive net atomic charge on hydrogen atoms in a molecule (q GH ), the net charge of the most negative atom (q G -), and the total energy (E GT ). All these calculations were performed using density functional theory (DFT) in Gaussian 09 program (Revision A.02), at the B3LYP level of theory with 6-31G(d) basis set.
To fit logk OH , we calculated 12 quantum chemical descriptors from the energy-rich transition states, R 1 R 2 •C 1 C 2 (OH)R 3 R 4 , formed from the reactions of the OH radical with alkenes (R 1 R 2 C 1 =C 2 R 3 R 4 ). These descriptors are α I , μ I , E IαHOMO and E IαLUMO (for alpha spin states), E IβHOMO and E IβLUMO (for beta spin states), q IH , q I -, E IT , Q IO12 , q IC12 , and Q IC12 (the sum of the APT charges on C 1 and C 2 with hydrogens summed into heavy atoms). For each ground-state alkene, the same seven descriptors (α G , μ G ,
, and E GT ) were calculated. The DFT/UB3LYP/6-31G(d) and DFT/B3LYP/6-31G(d) methods in Gaussian 09 program were respectively adopted to optimize and calculate radical transition states and ground-state alkenes.
Results and discussion
Models for reaction rate constants −logk O3
By correlating the rate constants -logk O3 of 95 organic compounds in Table S1 to the 16 descriptors calculated in this article with stepwise regression analysis, 20,21 five MLR models (in Table 1 ) were obtained. In order to make a comparison with previous studies, the three parameters in Model 3 were taken as the optimal subset of descriptors, since the previous SVR model has minimum descriptors (n = 3). 7 The calculation values of three parameters E GHOMO (the energy of the highest occupied molecular orbital of ground-state alkenes), Q IO12 (the sum of the Mulliken charges on O 1 and O 2 of intermediates), and q IC12 (the sum of the atomic polar tensor (APT) charges on C 1 and C 2 of intermediates) are listed in Table S1 . The statistical parameters corresponding to the standardized and non- Vol. 24, No. 11, 2013 standardized regression equations based on the training set in Table S1 were summarized below:
-logk O3 = -0.562E GHOMO + 0.207 q IC12 + 0.319 Q IO12 (5) -logk O3 = 12.344 -43.576E GHOMO + 0.809 q IC12 + 12.188 Q IO12 (6) R = 0.926, R 2 = 0.857, se = 0.558, F = 120.064, N = 60, where R is the correlation coefficient, se is the standard error of estimation, F is the Fischer ratio, N is the number of compounds used.
The standardized coefficients in Equation 5 measure the relative importance of different variables, i.e., the larger the standardized coefficient (in absolute value) is, the more significant the variable will be. Usually, the non-standardized regression equations are used to predict the values of the dependent variable. The rate constants -logk O3 calculated with Equation 6 are listed in Table S1 and depicted in Figure 2 , whose error bars give a good representation of the typical 5% error in the measurement of the rate constants. The statistical results of Equation 6 are listed in Table 2 . Sig.-test suggests that the three descriptors E GHOMO , Q IO12 , and q IC12 are significant descriptors and the VIF-test shows that the descriptors are not strongly correlated with each other.
As can be seen from standardized coefficients in Equation 5 or t-test values in Table 2 , the most significant descriptor appearing in Equation 5 is the descriptor E GHOMO , i.e., the energy of the highest occupied molecular orbital of ground-state molecules. This descriptor denotes the energetics of the reactant molecular orbitals involved in the reaction: the more reactive molecules possess a high E HOMO . Therefore, the alkene molecule with a larger E HOMO tends to lose electrons and leads to increased susceptibility of O 3 attacking which result in a larger k O3 value. The next two significant descriptor are Q IO12 (the sum of the Mulliken charges of O 1 and O 2 of energy-rich intermediates) and q IC12 (the sum of the atomic polar tensor charges of C 1 and C 2 of energy-rich intermediates), respectively. The smaller Q IO12 and q IC12 are, the larger k O3 will be. An energy-rich intermediate with the more positive net charges on C 1 and C 2 or on O 1 and O 2 indicates that the intermediate lies in higher energy-rich state. Thus the reaction will be relatively slow, and its k O3 will decrease.
We used the function newgrnn in MATLAB (R2012a for Windows) to build general regression neural networks (GRNN). 22 The best subset of descriptors (E GHOMO , Q TO12 and q TC12 ) selected for the MLR models were fed to GRNN as input vectors, and the reaction rate constants -logk O3 were taken as the output. The 30-fold (or leave-two-out) cross-validation strategy was used to train GRNNs and the circulation method was used to find the optimal spread parameter σ, which varied from 0.01 to 2 with the step being 0.01. The mean square error (MSE) was used to evaluate the accuracy of GRNN models. In the end, the optimal spread σ is determined as 0.09 and the minimum MSE value of two validation samples is 0.0041. The results from the optimal GRNN method are listed in Table S1 and depicted in Figure 3 , which indicate that the predicted -logk O3 values are close to the experimental values. The rms errors of the training and test sets are 0.265 and 0.448, respectively, and the mean rms error of 95 chemicals is 0.344. These results are smaller than the corresponding values (0.540, 0.540 and 0.540, respectively) obtained from the MLR model, i.e., Equation 6 . Thus the GRNN model has better prediction accuracy than the MLR model, although the latter is accurate and acceptable when compared to the previous models. [3] [4] [5] [6] [7] We further predicted rate constants -logk O3 for the test set in Table S1 with the approaches reported by Yu et al. 7 The MLR and SVR models from the training set in Table S1 produced rms errors of 0.681 and 0.663, respectively, which are larger than that (rms = 0.448) of the present GRNN model (σ = 0.09). Therefore, combining the quantum chemical descriptors from the ground-states and the energy-rich intermediates to predict -logk O3 of alkenes is feasible.
Models for reaction rate constants −logk OH
Similar analysis methods were used to develop QSAR models for -logk OH of 98 alkenes in Table S2 . The optimal standardized and non-standardized regression equations were, respectively, The MLR model (i.e., Equation 8) of -logk OH includes a subset of descriptors: the molecular dipole moment of energyrich intermediates (μ I ), the energy of the lowest unoccupied molecular orbital for alpha spin states of intermediates (E IαLUMO ), the sum of the APT charges on C 1 and C 2 with hydrogens summed into heavy atoms of intermediates (Q IC12 ), and the energy of the highest occupied molecular orbital of ground-state alkenes (E GHOMO ). Table 3 shows the descriptors in the MRL model all are significant descriptors and do not contaminate each other. As stated above, the descriptors E IβHOMO , E GHOMO , and Q IC12 are correlated with the reaction rate constants. In addition, the dipole moment descriptor μ can reflect the polarity of a molecule. A larger descriptor μ I indicates a higher reactivity, which leads to a high k OH value.
The values of four descriptors and predicted -logk OH were listed in Table S2 and depicted in Figure 4 (for the MLR model) and Figure 5 (for the GRNN model). For the GRNN model with the optimal spread σ of 0.14, the rms errors of the training and test sets are 0.069 and 0.119, respectively, which are smaller than the corresponding rms values (0.144 and 0.134, respectively) of the MLR model (i.e., Equation 8 ) in this article. The mean rms errors of the MLR and GRNN models are 0.140 and 0.097, respectively. These rms errors are lower than the results (0.16-0.28) of the six QSAR models in the literature. 17 Moreover, compared to the literature models, 17 our models have fewer descriptors (4:5) and use more samples for the test set. We also predicted rate constants -logk OH for the test set in Table S2 with the Atkinson scheme. 11, 15, 23, 24 The rms error of the test set is 0.210, which are larger than the results of 0.134 from the present MLR model and 0.119 from the present GRNN model (σ = 0.14). Therefore, both the MLR and GRNN models of -logk OH based on quantum chemical descriptors from ground states of reactants and radical transition states are successful in predicting -logk OH values of alkenes.
Conclusions
QSAR models based on the MLR and GRNN approaches were successfully developed for reaction rate constants -logk O3 of 95 alkenes and -logk OH of 98 alkenes. Quantum chemical descriptors used were obtained from the ground-states of alkenes and energy-rich transition states of degradation processes in the atmosphere. The present work tests that transition states have important effects on k O3 and k OH of alkenes in degradation processes. Our models overcome the defects of the existing models only based on ground-state descriptors. The optimal GRNN models in this investigation are expected to have good predictive performance.
Supplementary Information
Tables S1 and S2 showing experimental rate constants and descriptors used are available free of charge at http:// jbcs.sbq.org.br as PDF file. 
