15 During viral infection, the numbers of virions infecting individual cells can vary significantly over 16 time and space. The functional consequences of this variation in cellular multiplicity of infection 49 Cellular co-infection plays an important, yet poorly defined role in shaping the outcome of 50 influenza A virus (IAV) infection. By facilitating reassortment between incoming viral genomes,  51  cellular co-infection can give rise to new viral genotypes with increased fitness or emergence  52 potential (1). Cellular co-infection can also enhance the replicative potential of the virus by 53
(MOI) remain poorly understood. Here, we rigorously quantify the phenotypic consequences of 18 cellular MOI during influenza A virus (IAV) infection over a single round of replication in terms of 19 cell death rates, viral output kinetics, interferon production, and superinfection potential. By 20 statistically fitting mathematical models to our data, we precisely define the specific functional 21 forms that govern the modulation of these phenotypes by MOI at the single cell level. We find that 22 cellular co-infection increases the rate and efficiency of virus production, suggesting a potential 23 role for co-infection in influencing viral fitness. We also find that infected cell death rates and type 24 I interferon expression are independent of viral input while type III interferon induction is highly 25 dependent on cellular MOI, identifying a role for cellular co-infection in shaping the host immune 26 response to IAV infection. Finally, we show that increasing viral input is associated with more 27 potent superinfection exclusion, thus limiting the total number of virions capable of infecting a cell. 28 Overall, this study suggests that the extent of cellular co-infection by influenza viruses may be a 29 critical determinant of both viral fitness and infection outcome. 30 31 AUTHOR SUMMARY 32 33
During influenza A virus (IAV) infection the number of virions to enter individual cells can be highly 34
variable. Cellular co-infection appears to be common and plays an essential role in facilitating 35 reassortment for IAV, yet little is known about how cellular co-infection influences infection 36 outcomes at the cellular level. Here, we combine quantitative in vitro infection experiments with 37 statistical model fitting to precisely define the phenotypic consequences of cellular co-infection. 38 We reveal that cellular co-infection both accelerates and increases the efficiency of IAV 39 production, identifying it as a potential determinant of viral fitness. We also show that induction of 40 type III, but not type I, interferon is highly dependent upon the number of virions that infect a given 41 cell, implicating cellular co-infection as an unappreciated determinant of the host innate immune 42 response to infection. Altogether, our findings show that cellular co-infection plays a crucial role 43
in determining infection outcome. The integration of experimental and statistical modeling 44 approaches detailed here represents a significant advance in the quantitative study of influenza 45 virus infection and should aid ongoing efforts focused on the construction of mathematical models 46 of IAV infection. 47
INTRODUCTION
first measured the concentration of virus present in the inoculum added to cells (0 hpi) and the 97 amount of remaining unbound virus following 1 hour adsorption at 4ºC (1 hpi) across a range of 98 bulk MOIs by RT-qPCR ( Fig. S1) . Cells were washed extensively and transitioned to growth 99 media following the 1 hr adsorption period. To confirm that our post-adsorption washes effectively 100 removed any unbound inoculum virus that could artificially inflate subsequent viral output 101 measurements, we quantified extracellular virus immediately following wash and found that viral 102 loads were negligible (<10 3 genome equivalent (GE)/mL; data not shown). At 2 hours post-103 adsorption (3 hpi), we again measured the amount of extracellular virus present and found titers 104 that were surprisingly high for this early timepoint, especially at an intended bulk MOI of 10 ( Fig.  105  S1) . 106 107
To determine whether extracellular virus present at 3 hpi represented new virus production, we 108 repeated the above experiments in the presence of 40 µM of the antiviral drug T-705, which 109 inhibits the production of viral progeny (16). Drug treatment significantly reduced viral titers at 6 110 hpi, but not 3 hpi, indicating that extracellular virus measured at 3 hpi represented inoculum virus 111 that was taken up but then released without actually infecting the cell (Fig. 1A) . Thus, to precisely 112 quantify the actual bulk MOI of virus that contributed to infection, we subtracted extracellular virus 113 detected at both 1 hpi and 3 hpi from our original estimates of bulk MOI. This gave us an actual 114 bulk MOI range of 0.23-7.32 ( Fig. 1B) . 115 116 117 118
Cell death rates are time-dependent but virus input-independent 119
The productivity of an infected cell depends in part upon how long the cell lives following infection, 120 and we suspected that cellular lifespans might be affected by cellular MOI. Once we could 121 precisely measure the actual bulk MOI for different infection groups, we quantified how changes 122 in bulk MOI affected cell loss following infection using trypan blue exclusion. As expected, the 123 percentage of surviving cells generally decreased with higher bulk MOIs for each timepoint tested 124 ( Fig. 2A-D) . To determine whether the observed decrease in the percentage of surviving cells 125 was simply the effect of increasing the number of infected cells, or whether cells co-infected with 126 multiple virions died at a faster rate than singly-infected cells, we statistically fit a set of 127 mathematical models to the experimental data (Methods). 128
129
We first considered a model in which all infected cells died at a constant rate over the course of 130 infection. However, this model systematically overestimated the percentage of surviving cells at 131 early time points following infection (3 and 6 hpi; Figs. 2A,B ) and systematically underestimated 132 the percentage of surviving cells at the latest time point (18 hpi; Fig. 2D ). We next considered a 133 model in which cell death rates were able to change over the course of infection. This model still 134
assumed that infected cell death rates were independent of cellular MOI. Fitting of this model to 135 the data yielded an infected cell death rate that decreased over time ( Fig. 2E, Table 1 ) . At all time  136 points examined, this model quantitatively reproduced the experimental data ( Fig. 2A-D) , and a 137 statistical comparison between the two models indicated that the time-dependent cell death rate 138 model is strongly preferred over the time-independent death rate model (∆AIC = 37.5, Table 1 ).
139
The ability of the time-dependent death rate model to reproduce the data indicates that death rate 140 differences arising from differences in cellular MOI do not need to be invoked to explain the 141 observed experimental data. Indeed, an alternative model that assumed that death rates are time-142 independent, but scale linearly with cellular MOI, performed worse than the simplest model with 143 death rates that are independent of both time and cellular input (Fig 2A-D Cellular co-infection increases the rate of virus production 151
We next asked how changes in bulk MOI affected virus production over a single cycle of infection. 152
In the same experiments described above, we measured the total viral output (in GE/mL) from 153 cells infected at different bulk MOIs at 6, 12, and 18 hpi. Not surprisingly, we observed that viral 154 output was significantly higher at higher bulk MOIs for all time points tested (Fig. 3A) . This effect 155 was more pronounced at 6 hpi compared with 12 hpi or 18 hpi (p = 0.0024 and 0.0002 respectively, 156 by one-way ANOVA Tukey's multiple comparison test). 157 158
159
These findings raised the question of whether the increase in viral output at higher bulk MOIs is 160 simply a function of increases in the number of infected cells, or whether individual infected cells 161 produce more virus output when co-infected by multiple virions. To precisely define the functional 162 relationship between cellular MOI and viral output, we again statistically fit several mathematical 163 models to our data (Methods). The first three models we fit were all time-independent and thus 164 assumed that the rate of virus output did not change over the course of infection. These three 165 models differed in their assumed relationship between virus input and virus output: the first 166 assumed that all infected cells produce progeny virus at equal rates (no matter how many input 167 genomes enter a cell; input-independent), the second model assumed that the rate of virus output 168 scales linearly with the number of genomes that enter a cell (linear input-dependent), and the third 169 model assumed that the rate of virus output increases with the number of genomes that enter a 170
cell, but with saturation of virus output at high virus input (saturating input-dependent). Table 2  171 shows the statistical fits of these time-independent models to the data shown in Fig. 3A . All three 172 models overestimated virus output at 6 hpi and underestimated virus output at 18 hpi, across all 173 bulk MOIs examined ( Fig. S2) . 174 Thus, we considered three additional models that allowed virus output to change over the course 176 of infection (time-dependent). As before, these three models differed from one another with 177 respect to their assumptions of how virus input impacted virus output (input-independent, linear 178 input-dependent, and saturating input-dependent). All three of these time-dependent models 179 performed better than the three time-independent models; however, the third time-dependent 180 model significantly outperformed both other time-dependent models (Fig 3B-D Increased cellular co-infection enhances the efficiency of viral replication 188
To control for the differences in input genomes across the different bulk MOI conditions, we 189 calculated the efficiency of infection by dividing the number of output viral genomes by the number 190 of input genomes ( Fig. 3F) . Increasing the bulk MOI significantly increased the efficiency of 191 infection at 6 hpi (R 2 = 0.71, p < 0.0001); however, a positive correlation between bulk MOI and 192 infection efficiency was no longer apparent at later timepoints (12 hpi p = 0.31; 18 hpi p = 0.82). 193 This is likely due to a combination of virus production rates saturating at high cellular MOIs and 194 increases in virus production rates over the course of infection. Importantly, cells infected at higher 195 bulk MOI crossed the threshold into positive virus production (virus output/input > 1) by 6 hpi, 196 while the lower MOI infections lagged. These results suggest that increasing the number of virions 197
introduced into a given cell increases the efficiency of viral progeny production. 198 199
To further confirm this effect, we performed single cycle infection experiments in which we added 200 a constant virus population size (2.5×10 6 TCID50) to three different population sizes of target 201 MDCK cells: 6×10 5 , 6×10 6 , and 2×10 7 . This approach allowed us to vary the bulk MOI while 202 maintaining a constant viral population size, thus mimicking the effects of varying the degree of 203 spatial diffusion of virions across a tissue surface. At 6 hpi we observed a modest but statistically 204 significant increase in viral output as bulk MOI increases (p=0.0041 by one-way ANOVA on effect 205 of MOI), further supporting the conclusion that increasing the extent of cellular co-infection 206 increases the efficiency of viral replication ( Fig. 3G) . Importantly, this result suggests that the 207 spatial distribution of virions may serve as an important determinant of viral replicative potential, 208 consistent with a recent analysis of the effects of spatial structure on IAV replication (19). 209 210
Cellular co-infection enhances type III (but not type I) IFN induction 211
In addition to affecting virus production, cellular MOI also has the potential to affect the activation 212 of innate immunity. A prior study observed that the magnitude of interferon (IFN) transcription 213 during IAV infection is higher under higher experimental MOI conditions (11); however, this 214 relationship was not rigorously defined and it was not clear whether this effect simply arose from 215 increases in infected cell numbers. A more recent study suggests that increasing cellular MOI 216 might actually result in more potent antagonism of IFN activation (14). To precisely define the 217 effects of cellular co-infection on innate immune activation, we measured the effects of varying 218 bulk MOI on the induction of both type I (IFNB1) and type III (IFNL1) IFN transcription in A549 219 cells at 8 and 18 hpi within a single cycle of viral replication. 220 221
Surprisingly, we observed that IFNB1 and IFNL1 expression responded very differently to 222 increasing bulk MOI. By 8 hpi, IFNB1 expression was significantly elevated above mock under all 223 MOI conditions ( Fig. 4A) ; we did not find a positive correlation between bulk MOI and levels of 224 IFNB1 induction (p = 0.78). This suggests that IFNB1 induction (at least in bulk) is independent 225 of MOI or even the total number of infected cells in the culture. By 18 hpi, we did observe a 226 statistically significant positive correlation between bulk MOI and IFNB1 induction (p = 0.0002); 227 however, this effect was quite small (slope = 0.17). 228 229
In contrast, we found a strong positive correlation between IFNL1 expression and bulk MOI at 232 both 8 and 18 hpi (p < 0.0001 for both time points; Fig. 4B ), although the effect was less 233 pronounced at 18 hpi (slope = 0.58) compared with 8 hpi (slope = 1.28), suggesting that part of 234 this effect could be due to input-dependent differences in activation kinetics. To determine 235 whether the observed relationship between bulk MOI and IFNL1 induction could be explained 236 simply as the result of increasing the number of infected cells, we statistically fit several 237 mathematical models to these experimental data (Methods extremely low cellular MOI, effectively making this combination of models highly similar to the 256 most preferred model. Fig. 4C shows the fit of the most preferred model combination to the IFNL1 257 8 hpi and 18 hpi data and Fig. 4D shows the IFNL1 induction rate (relative to mock) for this most 258 preferred model. These statistical results indicate that, early on in infection, the rate (or probability) 259 of IFNL1 induction depends on the extent of virus input, with cells with higher levels of virus input 260 likely starting IFNL1 induction earlier than cells with lower levels of virus input. However, later in 261 infection, the rate of IFNL1 induction appears to be insensitive to virus input. 262 263
Cellular co-infection decreases the potential for superinfection. 264 Finally, we wanted to understand what factors might regulate the potential for cellular co-infection. 265 We previously showed that under low bulk MOI conditions, increasing the number of functional 266 gene segments delivered to a given cell resulted in more potent superinfection exclusion (SIE), 267 limiting the potential for cellular co-infection (20). We thus hypothesized that increases in cellular 268 MOI would shorten the time window during which superinfection is possible, thus limiting the total 269 number of virions that can successfully infect a given cell. 270 271
To define how cellular MOI affects subsequent superinfection potential, we measured the extent 272 of SIE across a range of bulk MOIs. We generated 2 antigenically distinct reassortant viruses 273 (rH3N1 and rH1N2) that could be differentiated using specific monoclonal antibodies. We infected 274 MDCK cells with rH3N1 at a range of intended MOIs resulting in groups with average bulk MOIs 275 of 0.25, 1.13, 3.00, 15.43, and 53.72 TCID50/cell (based on subtracting post-adsorption inoculum 276 GE titers from pre-adsorption inoculum titers as detailed above). At 6 hpi, we superinfected with 277 a constant input MOI of rH1N2. To measure the baseline co-infection rates in the absence of SIE 278 effects, we included co-infection controls for each input MOI where we simultaneously co-infected 279 with rH3N1 and rH1N2 viruses. At 19 hpi, we examined the infection status of cells by flow 280 cytometry, using N1 and H1 expression as markers of rH3N1 infection and rH1N2 infection, 281
respectively. 282 283
As expected, during simultaneous co-infection (where no SIE occurs), we observed that the 284 fraction of co-infected cells (H3+H1+) increased with the input MOI of rH3N1 virus and plateaued 285 when almost all rH1N2-infected cells (H1+) were co-infected with rH3N1 ( Fig. 5A) . These 286 simultaneous co-infection data allowed us to develop and parameterize an appropriate "null" 287 model of co-infection in the absence of SIE. We first tested whether a simple model that assumed 288
Poisson statistics could describe the data but found that it failed to reproduce key features of the 289 co-infection data (Methods). Specifically, we found that the Poisson model predicted higher 290 fractions of H3+ cells at high rH3N1 MOIs than what we observed ( Fig. S3 ). We next considered 291
a slightly more complicated model in which cells could differ in their susceptibility to viral infection. 292
For simplicity's sake, we considered only two types of cells: ones with high susceptibility and ones 293 with low susceptibility. Such variation in susceptibility could arise from a number of cell-intrinsic 294 factors, including cell cycle stage. Once parameterized, this simple model was able to reproduce 295 the experimental co-infection data extremely well ( Fig. 5A) . 296 297
299
In contrast to what was observed under simultaneous co-infection conditions, under 300 superinfection conditions we observed that the fractions of both double-infected (H3+H1+) cells 301 and rH1N2-infected (H1+) cells decreased with increasing rH3N1 input MOI. To determine 302 whether these patterns could simply be explained by higher numbers of cells being infected with 303 rH3N1 at higher rH3N1 input MOIs, we assessed how well two different models of super-infection 304 fit the experimental data (Methods). The first model assumed that all rH3N1-infected cells had the 305 same reduced probability of becoming infected with rH1N2 (input-independent). The second 306 model assumed that the probability of being infected with rH1N2 decreased with cellular rH3N1 307 MOI (input-dependent). We fit each of these two models to the SIE data ( Table 5 ). The input-308 independent model systematically underestimated the extent of rH1N2 infection and of double 309 (H3+H1+) infection at low rH3N1 input MOI, while systematically overestimating these 310 measurements at high rH3N1 input MOI (Fig. 5B) . In contrast, the input-dependent model was 311 able to reproduce the measurements across all experimental MOIs without systematic over-or 312 under-estimation ( Fig. 5B) . As anticipated from these patterns, we found that the input-dependent 313
model was significantly better supported by the data than the input-independent model (∆AIC = 314 62.7). Fig. 5C shows the relationship between cellular input and susceptibility to superinfection 315 predicted by this input-dependent model, indicating a rapid decline in susceptibility to 316 superinfection with rH1N2 at 6 hpi at increasing levels of rH3N1 virus input. 317 318 319 320
These results are consistent with our previous finding that susceptibility to superinfection is 321 inversely correlated with the cellular dosage of replication complexes delivered by incoming 322 virions (20). Thus, the MOI-dependence of SIE may serve as a negative feedback loop that 323 restricts the maximum number of virions that can successfully infect a given cell. 324 325 DISCUSSION 326
In this study we set out to define the functional consequences of cellular co-infection by 327
quantifying the effects of cellular MOI on the phenotypes of infected cells. We combined precise, 328
quantitative single-cycle in vitro infection experiments with statistical model fitting to demonstrate 329 that at the cellular level, variation in viral input gives rise to substantial variation in infection 330
outcomes. This includes variation in viral output dynamics as well as the host transcriptional 331 response to infection. Intriguingly, type I and type III IFN exhibited distinct responses to increases 332 in MOI, suggesting that variation in cellular MOI could alter the balance of these two antiviral 333
cytokines. Altogether, these results clearly establish the incidence of cellular co-infection as an 334 important determinant of influenza virus infection outcome. 335 336
These results complicate the common understanding of viral genotype-phenotype relationships. 337
Generally, we understand that the phenotype of a virus within a given host system is encoded by 338 its genome sequence. Our data add another layer to this view: it is not simply the sequence(s) of 339 a viral genome that influences its phenotype but also how those sequences are distributed across 340 cells. Two viruses with identical genome sequences could exhibit significantly different replication 341 dynamics if they differ in their cellular MOI distribution. These results suggest that we need to 342 better understand the forces that govern the spatial distribution of virions and the extent of cellular 343 co-infection during IAV infection. 344 345
Our findings also have implications for understanding reassortment potential. By definition, 346 reassortant virus will be produced under conditions of cellular co-infection. If virus production by 347
co-infected cells is faster and more efficient than that of singly infected cells, reassortant progeny 348
would have a numeric advantage over parental genotype viruses independent of any inherent 349 fitness differences, purely based on the conditions under which they are produced. This effect 350 could contribute to the high frequency reassortment that has been observed in multiple 351 experimental settings (21,22). 352 353
The IFN system represents one of the earliest and most potent lines of defense against IAV within 354 the respiratory tract (23-25). Similar to previous reports, we observed that IAV infection resulted 355 in a more dramatic induction of type III IFN (26), compared with type I IFN. We were surprised to 356 find that type I and type III IFN induction responded differently to increases in input MOI, as the 357 induction pathways that lead to initiation of IFNB1 and IFNL1 are thought to largely overlap (27). 358 Our data suggest that the induction or regulatory circuitry for these two pathways are differentially 359 affected by the amount of viral input. Even more surprising was our finding that type I IFN induction 360
was largely insensitive to input MOI over two orders of magnitude. In our hands, not only was 361 IFNB1 induction MOI-independent at the cellular level, it was also largely unaffected by the total 362 number of infected cells, which ranged from ~3% to ~63% across the samples tested. Induction 363 of IFNB1 expression by IAV is known to be highly stochastic at the single cell level and many 364 infected cells do not upregulate IFN expression (14,28,29); however, it is still counterintuitive that 365 increasing the total number of infected cells would not increase the overall number of cell 366 producing IFNB1 (and thus the bulk expression level). More work is clearly needed to understand 367 the factors that govern IFN expression at the single cell level. 368 369
The implications of these results for understanding what happens during natural infection remain 370
unclear, but at a minimum suggest that frequent occurrence of cellular co-infection is likely to 371 boost the magnitude of the type III, but not the type I IFN response. This dynamic could lead to 372 MOI-dependent changes in the relative balance of type I versus type III IFN induction which could 373 be consequential given that these cytokine families can trigger non-redundant effector responses 374 during IAV infection (30-33). One important caveat here is that we are only examining IFN 375
induction within a single cycle of replication and a single cell type and patterns of type I and type 376 III IFN induction over the course of infection are sure to be much more complicated. 377 378
It is also important to point out that the experimental data described here were all collected from 379 aggregate populations of cells and that our models ignore single cell heterogeneity between cells 380 with the same cellular MOI. It is clear that there is substantial heterogeneity in viral gene 381 expression and progeny production between individual cells infected under similar conditions 382 (29, 34, 35 Our finding that cellular co-infection can enhance replication efficiency and speed suggests that, 402
under some circumstances, increasing the frequency of co-infection could be adaptive. For 403 example, by accelerating virus production, co-infection could help the virus outrun the host innate 404 immune response. Such a dynamic would mirror the findings of a recent study of vesicular 405 stomatitis virus that demonstrated that virion aggregation could enhance viral fitness by increasing 406 co-infection rates (40). Notably, the authors observed that the fitness advantages conferred by 407 aggregation were significantly more pronounced in cell lines with more intact antiviral defenses, 408
suggesting a central role for immune evasion in this effect. 409 410
This study also highlights the power of interfacing carefully quantified experimental data with 411 dynamic statistical modeling approaches. By fitting models to our experimental data, we were 412 able to rigorously test our hypotheses concerning the phenotypic effects of cellular MOI to an 413 extent that would not be possible based on standard data analysis. This was essential for 414 confidently distinguishing between the different functional forms that could potentially describe 415 the phenotypic consequences of different levels of virus input. Hopefully, the data generated here 416 will help inform future mathematical modeling efforts focused on understanding IAV To quantify actual MOIs, virus present in both pre-and post-adsorption inoculum was quantified 523 by RT-qPCR as above using the following primers specific for the N1 segment: 524 AAATCAGAAAATAACAACCATTGGA, ATTCCCTATTTGCAATATTAGGCT. 525 526
Interferon quantification 527
The quantification of interferon ß1 (IFNB1) and interferon λ1 (IFNL1) induction was quantified 528 during infection of A549 cells with PR8 at intended MOIs of 0. For the statistical modeling of cell death, we asked whether death rates of infected cells depended 550 upon virus input. We also used the time course data to assess whether there was time-551 dependency in the cell death rate. We used a residual sum of squares (RSS) approach to fit all 552 cell death models considered and relied on the Akaike Information Criterion (AIC) for selecting 553 between alternative models. Table 1 shows all considered cell death model fits. All cell death 554 models considered assumed that virus input was distributed across cells according to a Poisson 555 distribution, with the mean given by the precisely quantified actual input MOI. We first considered 556 the simplest possible model: a model that assumed that cell death rates were the same across 557 all infected cells and that cell death rates did not change over the course of a cell's infection. 558
Across bulk MOIs, this model overestimated the fraction of surviving cells early in infection and 559 underestimated this fraction late in infection. Due to these systematic biases, we next considered 560 a cell death model that was time-dependent, but independent of virus input. Specifically, we let 561 the cell death rate be given by a Weibull hazard function, a common approach for integrating time-562 dependency into death rate estimation. The Weibull hazard function is a two-parameter model (b, 563 k), with direct interpretation possible from the estimated shape parameter k. The estimate of k < 564 1 ( Table 1) indicates that the "failure rate" is decreasing over time, with cell death rates being high 565 initially and decreasing over the course of infection. This model was able to reproduce the patterns 566 in the experimental data without any systematic over-or underestimation of data points either 567 across bulk MOIs or over time. Finally, we fit a model that allowed infected cells to have different 568 cell death rates, depending on their virus input. All cells infected with a certain number of particles 569
were assumed to have a death rate that did not change over the course of infection. For this 570 model, we specifically assumed that cell death rates increased linearly with cellular MOI. This 571 model overestimated the fraction of surviving cells at low input MOI conditions and 572 underestimated this fraction at high input MOI. Based on AIC, the time-dependent (Weibull hazard 573 function), input-independent model was stronger preferred over the two other models considered 574
( Table 1) . 575 576
Statistical modeling of virus production 577
For the statistical modeling of virus production, we asked whether rates of virus production from 578 a cell were dependent on its cellular MOI. Because we had experimental data from various points 579 in time (6, 12, and 18 hpi), we could further ask whether virus production rates have a time-580 dependent component. All virus production models considered assumed that virus input was 581 distributed across cells according to a Poisson distribution, with the mean given by the precisely 582 quantified input MOI. We first fit the simplest possible model: a model that assumed a single 583 constant rate of virus production from all infected cells ( Table 2) . In fitting this model, we 584 incorporated the effect of cell death, since the number of infected cells remaining decreased over 585 time due to infected cell death. Specifically, we assumed a Weibull hazard function for the cell 586 death rate, parameterized with values shown in Table 1 . The second (time-independent) model 587
we fit assumed that virus production rates scaled linearly with cellular MOI but did not change 588 over the course of a cell's infection. The third model we fit assumed that virus production rates 589 increased with cellular MOI, ultimately saturating at high virus input. Specifically, we used a 590
Michaelis-Menten functional form to accommodate this saturation effect. Again, for this model, we 591
assumed that virus production rates did not change over the course of infection. Parameter 592 estimates for each of these three time-independent models are shown in Table 2 . Fig S2 shows  593 that all three of these models overestimated virus output early on in infection (6 hpi) and 594 underestimated virus output late in infection (18 hpi). 595 596
Due to these time-dependent model biases, we moved to considering time-dependent models 597
( Table 2) . We assumed in these models that virus production rates increase linearly with time, 598 starting at a set time point. The first time-dependent model we fit further assumed that all infected 599 cells had similar virus production rates. This model overestimated virus output at low input MOI 600 and underestimated virus output at high input MOI. The next time-dependent model we 601 considered was a model in which virus production rates further scaled linearly with virus input. 602
Finally, we considered a time-dependent model in which virus production rates were governed by 603 a Michaelis-Menten saturating form that depended on cellular MOI. Both of these latter two time-604 dependent models appeared to perform well, with predictions that did not exhibit systematic 605 biases across time points or experimental MOI conditions. Based on AIC (Table 2) , the time-606 dependent, input-dependent Michaelis-Menten model outperformed the other 5 models. 607 608
Statistical modeling of the interferon response 609
For the statistical modeling of IFN induction, we asked whether the rate of IFN induction from a 610 cell was dependent on cellular MOI. We only fit models to the IFNL1 data because a strong 611 positive relationship between the fraction of infected cells and IFNB1 induction levels was not 612 apparent in the IFNB1 data. IFN induction levels (relative to mock-infected cells) were quantified 613 across experimental MOIs at 8 hpi and 18 hpi. Because only two time point measurements were 614 available and because there was considerable noise apparent in the 8 hpi measurements, we fit 615 the available data using a piecewise approach (instead of considering both time-independent and 616 time-dependent models). We again assumed that virus input was distributed across cells 617 according to a Poisson distribution, with the mean given by the precisely quantified input MOI. 618
Any IFNL1 induction measurements that fell below the mock-infected IFNL1 level we set to 1 619
(same as mock-infected) as these are likely due to experimental noise given the low baseline 620 expression of IFNL1 in mock cells. Infected cells were assumed to die at a rate given by the 621
parameterized Weibull hazard function ( Table 1 ). The piecewise approach to fitting the data 622 assumed that between 0 and 8 hpi, IFN induction occurred at a rate that was constant in time but 623 could depend on cellular MOI. Similar to the virus output model, we considered three possible 624 virus input dependencies (all relative to mock-infected cells): (1) IFN induction was the same 625 across all infected cells; (2) IFN induction scaled linearly with cellular MOI; and (3) the level of 626 IFN induction was governed by a saturating Michaelis-Menten function that depended on cellular 627 MOI (Table 3) . Similarly, we assumed that IFN induction occurred at a constant rate between 8 628 and 18 hpi, with these three possible virus input dependencies. The IFN induction rate between 629 0-8 hpi could differ from the one between 8-18 hpi. not reproduce key features in the observed coinfection data (Fig. S3) : at the precisely measured 640 input rH3N1 MOIs, the Poisson model yielded expectations of higher percentages of H3 641 expressing cells than those observed, particularly at high rH3N1 input MOIs. 642 643 We thus assumed that cells differed in their susceptibility to viral infection. As the simplest starting 644 model, we considered only two types of cells: ones that had high susceptibility to infection and 645 ones that had low susceptibility to infection. We defined fraction y of the cell population to be in 646 low susceptibility state; the remaining fraction (1-y) we assumed was in a high susceptibility state. 647 We let a fraction x of the viral population enter the low susceptibility state cells; the remaining 648 fraction of the viral population (1-x) we assumed entered the high susceptibility state cells. Under 649 this model, the MOI of specifically the low susceptibility class of cells is given by (input MOI)*(x/y), 650 and the MOI of specifically the high susceptibility class of cells is given by (input MOI)*(1-x)/(1-y). 651
When x = y, the Poisson distribution assumption is recovered, and both classes of cells have the 652 same input MOI. We fit this simple model to the coinfection data, estimating three parameters: 653 the actual rH1N2 MOI, and the fractions x and y. The parameter values, estimated using an RSS 654 approach, are actual rH1N2 MOI = 1.53, x = 0.0147, and y = 0.2760). This parameterized model 655 was able to reproduce the experimental data extremely well, without any apparent systematic 656 biases ( Fig. 5A) . 657 658
To analyze the data from the superinfection experiment, we set as given the three parameter 659 values and simple two-state susceptibility model structure derived from the fitting of the data from 660 the simultaneous coinfection experiment described above. We then considered two distinct 661 models to determine how cellular MOI may impact the rate of superinfection exclusion: an input-662 independent model and an input-dependent model. The input-independent model assumed that 663 all infected cells had the same lower chance of being superinfected than previously uninfected 664 cells. The parameter s quantified the extent of susceptibility of the previously infected cells (1 665 being full susceptibility). The input-dependent model instead assumed that cells that were infected 666 with rH3N1 could experience different probabilities of superinfection exclusion. These different 667
probabilities depended on a rH3N1 virus input, with, presumably, higher levels of rH3N1 virus 668 input corresponding to higher probabilities of superinfection exclusion. For the input-dependent 669 model, we specifically assumed a functional form given by r i , where i denotes rH3N1 virus input 670 and 0 ≤ r ≤ 1. Estimated parameter values for s and r are shown in Table 4 . The input-671 independent model underestimates the fraction of cells that are double (H3+H1+) infected at low 672 input MOI and overestimates this fraction at high input MOI. In contrast, the input-dependent 673 model reproduces the experimental data across all experimental rH3N1 input MOIs (Fig. 5B) . 674 rates predicted by the time-dependent, input-independent model listed in Table 1 . of MOI on viral output at 6 hpi vs 12 hpi (p = 0.0024) or 18 hpi (p = 0.0002 models are fit to output data at 6, 12, and 18 hpi. Parameter estimates for these models are shown 899
in Table 1 parameter values (rH1N2 input MOI, and fractions x and y) set based on the statistical fit of the 937 simultaneous coinfection model to the coinfection data ( Fig. 5A; Methods) . For each SIE model, 938
the table lists the functional form for cell susceptibility, with i representing cellular MOI. The table  939 also lists model parameter estimates, the residual sum of squares (RSS) of the parameterized 940 model, and calculated DAIC values. For the calculations of DAIC, the number of data points is n 941 = 45. 942
