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Abstract—802.11 WLAN technology has been widely used 
recently to transmit heterogeneous data. The transmission of 
multimedia data has its quality of service (QoS) requirements. 
Hybrid Coordination Function (HCF) is proposed to provide 
service differentiation to support real-time transmission by 
802.11e working group. HCF is composed of connection-based 
Enhanced Distributed Coordination Access (EDCA) and 
contention-free control-based HCF Controlled Channel Access 
(HCCA). The simple scheduler in HCCA proposed by 802.11e 
working group generates constant bit rate service, which is not 
efficient for the multimedia data with variable bit rates. An 
efficient scheduling scheme for the 802.11e wireless LAN is 
proposed in this paper. The allocation of the transmission 
opportunity to each wireless station is based on the 
optimization performance index and uses the queue length of 
the wireless station as feedback information. Simulation results 
demonstrate that the proposed scheduling can achieve a better 
QoS for different traffic class under heavy traffic load.  
 
Keywords-802.11e, wireless LAN, multimedia, quality of 
service, MAC, scheduling 
I. Introduction 
 
With the requirements of pervasive and ubiquitous 
computing, IEEE 802.11 wireless LAN (WLAN) has been 
widely deployed. WLAN has the advantages of easy 
installation, reliability and high data rates. Heterogeneous 
data are now transmitted over the WLAN. Real-time 
multimedia data, such as audio and video, has its quality of 
service (QoS) requirement. A strict constraint of packet 
delay and jitter is required for the multimedia data to 
provide an acceptable QoS.  
   The Medium Access Control (MAC) of original 802.11 
can not support real-time application. So 802.11e working 
group proposed some new mechanisms to overcome this 
limitation. Four Access Categories (ACs) with different 
priorities are adopted to differentiate traffic with different 
service requirements. Hybrid Coordination Function (HCF) 
is proposed as the enhanced media access method, which is 
composed of Enhanced Distributed Coordination Access 
(EDCA) and HCF Controlled Channel Access (HCCA) 
[6][7].  
 
 
 
 
 
   EDCA is a contention-based channel access. Different 
contention parameters can be tuned adaptively for each AC 
to treat the traffic flows differently. EDCA can provide 
differentiated services among different traffic classes, but 
can not provide the throughput and bounded delay guarantee 
[4]. It can provide a higher quality of service to traffic with 
higher priority, while sacrifice the flows with lower priority 
especially when the network traffic load is high.  
     HCCA requires a centralized controller to assign the time 
to each station to transmit packets. This centralized 
controller is normally located at the access point (AP) of 
infrastructure WLAN to dynamically allocate network 
bandwidth to the wireless stations. A simple scheduler 
which uses a fixed value for the transmission opportunity is 
proposed by working group to allocate the bandwidth. This 
generates Constant Bit Rate (CBR) service and is not 
suitable for multimedia flows, since lots of multimedia 
applications generate Variable Bit Rate (VBR) stream. 
     Some research has been done to improve the bandwidth 
allocation in 802.11e. 802.11e standard allows the queue 
length at the wireless stations to be used as feedback 
information to the scheduler. [1] studied the relationship 
between queue length and packet delay. It proposed the Fair 
Scheduling which takes into account the queue length 
feedback from the wireless nodes. The transmission time for 
each wireless node is assigned according to the queue length 
and aims at deplete the queue. A control theory based 
bandwidth allocation algorithm is proposed in [2] which 
also uses the queue length as a feedback. Proportional-
integral controller is used to provide bounded delays for 
different traffic classes. The packet scheduling in [3] 
follows a Delay-Earliest-Due-Date algorithm, but does not 
take the queue length as a feedback. An adaptive scheduler 
proposed in [9] allocates the resources using adaptive 
service intervals, transmit opportunities, and polling order, 
depending on both the traffic characteristics and 
instantaneous network conditions. 
      This paper proposed a scheduling mechanism which also 
uses queue length feedback from the wireless nodes. The 
novelty of our method is that a quadratic performance index 
is introduced to obtain an optimal scheduling, which aims at 
minimize the packet delay at the cost of a small allocation of 
the transmission time. 
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     The rest of the paper is organized as follows. An 
overview of HCCA of 802.11e is presented in Section II. 
The optimized scheduling is proposed in Section III. Section 
IV presents the simulation results, and conclusion is given 
in Section V. 
II. IEEE 802.11e HCCA 
 
IEEE 802.11e beacon interval is composed of alternate 
contention period (CP) and optional contention-free period 
(CFP). CFP alternates with a CP. Point coordination 
function (PCF) controls when each wireless station can 
transmit frames during a CFP. Each CFP starts with a 
Beacon frame.  
      HCCA of the 802.11 is in charge of the contention-free 
medium access. After sensing the channel to be idle for a 
PCF interframe space (PIFS) duration, the Hybrid controller 
(HC) gains medium access and maintains control of the 
medium for a time period called controlled access phase 
(CAP). A QoS station has the right to initiate frame 
exchange sequences onto the wireless medium for an 
interval of time, which is called transmission opportunity 
(TXOP).  HC is responsible for allocating TXOPs to each 
mobile station according to the QoS requirement of the 
traffic. So HC performs bandwidth management in the 
WLAN via the allocation of TXOPs to QoS mobile stations 
(QSTA). 
     Service period (SP) is a continuous time during which 
one or more TXOPs are assigned to the same STA. The time 
interval between the start of two successive service periods 
is service interval (SI). A beacon interval is composed of 
several SIs. SI is the same for all the stations, and should be 
a submultiple of the beacon frame interval. Mobile stations 
are polled sequentially during each SI. The timing 
relationship of the TXOPs among different wireless stations 
is displayed in Figure 1. TXOPi is the TXOP allocated to the 
wireless station i, so the time between two successive 
TXOPi is SI. 
 
 
 
Figure 1. Timing relationship of TXOPs among the wireless stations. 
 
      HC starts a TXOP by issuing a poll request to a wireless 
node first. HCCA allocates a non-AP STA a polled TXOP 
with duration specified in a CF-Poll frame. During the 
period of TXOP, a mobile station can transmit its data 
frames separated by a short interframe space (SIFS) interval. 
Non-AP STAs may send TXOP requests to the HC. The 
TXOP duration requested or queue size value can be 
included in the TXOP requests. The Queue Size is a 8-bit 
field that indicates the total size of queued packets in the 
output queue for a given TC or TS at the non-AP that sends 
this frame. The AP can use the queue size information to 
decide the TXOP duration that would be assigned to the 
non-AP STA.  
   Each QSTA has up to 4 queues for traffic with different 
priorities, with each queue for one AC. The QoS 
characteristics of a data flow are declared in traffic 
specification (TSPEC). Some of the flow characteristics 
specified in the TSPEC include Minimum Data Rate, Mean 
Data Rate, Peak Data Rate, Burst Size, Minimum PHY Rate, 
and Delay Bound. The declarations of those parameters can 
be used for the allocation of TXOP and admission control.   
A. Simple scheduler 
The working group proposed a simple scheduler to 
determine the TXOP assigned to an admitted stream for 
each wireless station. The calculation of the TXOP for each 
stream uses the following parameters: Mean Data Rate (ρ), 
Nominal MAC Service Data Unit (MSDU) Size (L), and 
Physical Transmission Rate of wireless channel (R). The 
TXOP assigned to the ith traffic queue in a WLAN can be 
computed as below. 
   First, the number of MSDUs that arrived at the mean data 
rate during the SI, Ni, is calculated. 
 
                           ⎥⎥
⎤⎢⎢
⎡
=
iL
i x SI
iN
ρ
                                   (1) 
 
Second, simple scheduler proposed by working group uses a 
fixed duration of a TXOP. For a station i that has n admitted 
flows, 
 
                  ),max( OOTXOP
iR
M
iR
ixLiN
i ++=          (2) 
 
M is the Maximum Allowable Size of MSDU. O is the 
overhead in time units, which includes PHY and MAC 
headers, SIFSs, ACK frames and poll frames. The lower 
bound of TXOPi is the time to transmit one maximum size 
MSDU plus overhead.  
    As can be seen from equation (2), TXOP calculated in 
this way is a constant if a set of fixed parameters, such as R, 
N and L, are given. So the simple scheduler proposed by 
802.11e draft considers only CBR traffic. Actually the 
sending rates of the application R for a VBR flow vary over 
time, a fixed TXOP is not suitable for VBR video traffic. A 
more dynamic allocation of TXOP is desired to improve the 
QoS for video traffic, especially for the VBR video streams. 
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B.  Admission control 
The purpose of admission control is to guarantee that the 
admission of a new flow will not affect the quality of 
service experienced by the existing flows. Admission 
control at the HC is implemented at the AP to provide a 
guaranteed amount of access time for a station. There are 
different admission control mechanisms at the HC: one for 
contention-based access and another for controlled access. 
Here we focus on the admission control for the controlled 
access. 
    If the number of existing flows is j, to admit a new traffic 
stream j+1, the simple scheduler first calculates the TXOP 
duration that will be needed by the new stream TXOPj+1. 
The stream can be admitted when the following inequality is 
satisfied. 
 
                     
T
TT
SI
TXOP
SI
TXOP CP
k
i
ij −≤+∑
=
+
1
1              (3) 
 
SI is the service interval. TCP is the time allocated for EDCA 
traffic, T is the beacon interval. The admission control 
should also guarantee that the total of TXOPs allocated to 
the stations does not exceed the value of variable 
dot11CAPlimit. Whether a new flow will be admitted or not 
is mainly decided by the TXOPs of the existing flows. Since 
TXOP is calculated based on the data rates declared by each 
flow in its TSPEC, the number of flows is statically 
determined by the TSPEC declarations of each flow which 
does not consider the current network traffic. 
III. Proposed Optimized scheduling 
 
Our proposed scheduling algorithm is based on the optimal 
control theory. The access point/base station allocates the 
WLAN channel bandwidth to wireless stations using the 
HCCA functionalities. It is assumed here a cross-layer 
design is adopted, in which the playback information of the 
video stream at the application layer can be used by the 
MAC layer. The HCCA can take into account the quality of 
service requirements and specific transmission rates when 
allocating the TXOP to each flow. The scheduling algorithm 
is running at the HC located at the access point. 
    Since the HCCA and EDCA use different queues for the 
traffic flows, we only consider the queue for HCCA. The 
dynamics of one HCCA queue of a wireless station can be 
described in a discrete time formula,  
 
                      kkkk dpqq −+=+1                        (4) 
where qk>=0 is the queue length at the beginning of the kth 
time interval; dk is the average depletion rate of the queue at 
the kth time interval, pk is the arriving rates of the packets at 
the queue from the upper layer during the kth time interval. 
The depletion rate dk  decides the allocation of TXOP to this 
queue. The arriving rates of the packets pk can be provided 
by the playback schedule directly or can be estimated from 
the current queue length. 
    The goal is to decide a sequence of optimal depletion rate 
of the queue to achieve a tradeoff between the queue lengths 
and the allocation of bandwidth. A small packet delay is 
desired from the perspective of QoS, and a small depletion 
rates is desired from the perspective of the bandwidth 
allocation. Those are conflicting goals. A small queue 
length indicates a small packet delay. A large queue length 
means the packets in the queue will experience a large delay, 
which will affect the quality of services of the multimedia 
data. On the other hand, the allocation of a large 
transmission time to one station will reduce the queue 
length, while at the same time deprives of the transmission 
time to other stations. A quadratic performance index that 
considers both the queue length and the allocation of 
transmission time is introduced. Different cost is assigned to 
the packet delay and the allocation of transmission time.   
Let h and c be the delay and resource costs separately. The 
total cost in allocation of the transmission time is  
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qr is the reference queue size of the traffic flow. dr is the 
expected depletion rates assigned to the queue.  
   The optimization goal is to find dk schedule that 
minimizes the performance index J. That is, find dk: k= 0, 1, 
…, N-1 to minimize J. 
    To solve the optimization problem, the Hamilton equation 
can be formed as  
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dk can be solved from 0=∂
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H
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co-state equation is given by 
           1)( ++−=∂
∂
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Putting the state and co-state together and substitute for dk,  
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Let  
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Nλ can be solved as  
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Since there is no terminal cost, at the terminal state we 
have 0=Nλ . Therefore 
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Sequentially, kλ can be solved from the rewritten co-state 
equation,  
 
 )(1 rkkk qqh −−=+ λλ                              (15)  
 
After that, kd can be solved from equation (7) with the 
obtained 1+kλ .  
    Since only a non-negative depletion rate kd  is allowed, 
the optimal depletion rate is chosen as { }0 ,dkmax . Under 
the optimal schedule dk, the performance index obtained is 
smaller than any other allocations of dk. 
    The decision of the optimization performance index and 
its parameters depends on the network traffic load. If the 
network has light traffic load, the cost of depletion rate c is 
small, which results in a higher allocation of depletion rate. 
On the contrary, if the network has heavy traffic load, the 
transmission time becomes precious resource. The cost of 
the depletion rate c should choose a larger value, which 
results in a lower allocation of transmission time. Under the 
normal traffic load, the cost for the transmission time and 
the cost for the delay can be a constant value.   
A.  Allocation of TXOP  
After the dk schedule is calculated based on the optimization 
performance index, the dk should be converted into TXOP 
allocated for the mobile station. If the ith queue is depleted at 
rate di, the TXOPi(k) is the TXOP allocated to the ith queue 
during the time interval k. 
          ),max()( * OOkTXOP
iR
M
iR
idt
i ++=            (16) 
Where t is the time interval used for the calculation of di. 
The allocated TXOP is rounded in order to guarantee a 
queuing delay smaller than or equal to the bounded queuing 
delay. O is the overhead assigned to ACK packets and 
interframe spaces. 
IV. Simulation Results 
 
In order to evaluate the performance of proposed scheduling 
algorithm for 802.11e, simulations are run in NS2 [5]. 
Traffic flows with different QoS requirements are tested 
under a 802.11e wireless network. The network traffic is 
composed of voice, CBR video and VBR video. The 
802.11e wireless network we consider here runs at 54 Mbps. 
It consists of an Access Point and a number of wireless 
stations. Each wireless station sends one traffic flow to the 
destination Access Point. 
    Three traffic classes are used in the simulation, audio, 
CBR video and VBR video. Each traffic class has different 
priority in the requirements of quality of service in terms of 
packet delay. The audio traffic is assigned the highest 
priority since the QoS of IP telephone has more stringent 
delay and jitter constraints than video. The CBR MPEG 4 
traffic is assigned the lowest priority. The characteristics of 
each traffic classe are listed in Table 1. The target delay has 
been set equal to 30ms for voice flows, 40 ms for H.263 
VBR video flows, and 50 ms for the MPEG 4 CBR video 
flows. The audio traffic is modeled as ON/OFF traffic with 
the sending rate of 64 Kbps during the ON period. The 
transmission rate of the CBR MPEG4 video is 3.2 Mbps. 
H.263 traffic traces [8] are used for the VBR video traffic 
simulations. The video stream has the average data rates 
around 1.2 Mbps, with minimum data rates of 500 Kbps and 
maximum data rates of 2.5 Mbps. All of the three classes of 
traffic are transmitted over UDP protocol.  
 
TABLE 1.   Characteristics of traffic classes 
 
Traffic Classes Packet size 
(bytes) 
Average Bit rates 
Audio 160 64Kbps 
VBR H.263  800 1.2 Mbps  
CBR MPEG4  800 3.2 Mbps 
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  The HCCA parameters of 802.11 WLAN are set as 
suggested by [6]. Some of the major parameters are 
summarized in the Table 2. For the calculation of the 
optimized TXOP, the time interval for the calculation of the 
TXOP is set to 50ms. SI period is 50ms and beacon period 
is 0.5s. So TXOP is calculated for each station at every SI. 
To reduce the computation complexity, the optimization 
period N is selected as 10. The time for one optimization 
period amounts to 0.5s, which is equal to one beacon 
interval. At the beginning of each beacon interval, a new 
optimization period starts.  
 
TABLE 2. Parameters in the simulations 
 
Parameters Value 
PHY rate 54 Mbps 
ACK size 14 Bytes 
SIFS 16 μs 
Beacon interval 0.5 s 
SI period 50 ms 
Time interval for TXOP 50 ms 
Optimization period N 10 
 
4.1. Performance comparison of the Optimized and the 
Simple scheduler  
The average packet delays of the different traffic classes are 
examined under different network loads. Each traffic class 
has the same number of wireless stations. The number of the 
wireless stations is varied to test different network traffic 
load. Figure 2, 3, and 4 displays the average one-way packet 
delays of the audio, CBR video and VBR video flows 
separately. The number of stations of each traffic flow 
varies from 5, 7 to 9. As the number of stations of traffic 
class increases, the network traffic load becomes heavier. 
When the number of station of each class is 5, the network 
traffic load is light. Both the simple scheduler and optimized 
scheduler perform well.  All of the three traffic classes 
maintain a low packet delay and good quality of service.  
     When the traffic load is heavy, the performance of the 
flows under simple scheduler has different degrees of 
degradation. Audio flow has the highest priority and is 
modeled as on-off traffic. With simple scheduler, the TXOP 
is allocated at the data rate of the on period, so the delay of 
audio flow increases only slightly. As can bee seen from the 
Figure 4, the average delay of VBR of the simple scheduler 
degrades severely under the heavy traffic load. With an 
average delay near 100ms, the QoS requirement of video 
flow can not be satisfied. VBR traffic has varying data rates, 
while simple scheduler allocates the TXOP according to the 
average sending rate specified in the TSPEC. The fixed 
TXOP can not deplete the queue when the real data rate is 
high, which results in a high queue delay. 
     The proposed optimized scheduler provides a small 
average packet delay under different scenarios. The 
allocated TXOP is decided according to the current queue 
length. The packets in the queue can be depleted in time, 
which results in a smaller delay. The VBR traffic can 
maintain an average delay below 50ms, which satisfies the 
delay constraint of the VBR.  
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Figure 2. Comparisons of the average one-way packet delays for audio 
flows. 
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Figure 3. Comparisons of the average one-way packet delays for CBR 
MPEG 4 video flows. 
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Figure 4. Comparisons of the average one-way packet delays for VBR 
H.263 video flows. 
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V. Conclusions 
This paper proposed a scheduling mechanism for 802.11e 
wireless LAN to improve the QoS provision for multimedia 
flows. The scheduling algorithm is based on the optimal 
control theory. The allocation of transmission time TXOP is 
based on the queue length and incoming packet rates of each 
flow at the wireless station. Simulations results obtained 
from NS-2 demonstrate that the average delays for different 
traffic classes are improved over the standard scheduler 
proposed by IEEE 802.11 working group. A better QoS can 
be provided for multimedia traffic transmitted over 802.11 
wireless LAN with the efficient allocation of bandwidth.  
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