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Abstract

is applicable to all situations where
previously, feasible algorithms were
known.

Computation of population mean
n
1 X
E = ·
xi and population varin i=1

n
1 X
(xi − E)2 is an imance V = ·
n i=1
portant first step in statistical analysis. In many practical situations,
we do not know the exact values of
the sample quantities xi , we only
ei − ∆i , x
ei + ∆i ]
know the intervals [x
that contain the actual (unknown)
values of xi . Different values of xi
from these intervals lead, in general,
to different value of population variance. It is therefore desirable to
compute the range V = [V , V ] of
possible values of V .

This problem of computing population variance under interval uncertainty is, in general, NP-hard. It
is known that in some reasonable
cases, there exist feasible algorithms
for computing the interval V: e.g.,
such algorithms are known for the
case when for some constant c, any
collection·of more than c “narrowed”
¸
∆i
∆i
ei −
ei +
intervals x
,x
has no
n
n
common intersection, and for the
case when none of the two narrowed
intervals are subsets of each other.
In this paper, we provide a new polynomial time algorithm for computing population variance under interval uncertainty, an algorithm that
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1

Formulation of the Problem

Computing population mean and variance is important. When we have n results x1 , . . . , xn of repeated measurement of
the same quantity at different moments of
time and/or at different location, then the
statistical analysis of these values usually
starts with the computation of their population mean
n
1 X
xi
E= ·
n i=1
and population variance
V =

n
1 X
·
x2 − E 2 ;
n i=1 i

see, e.g., [13].
Interval uncertainty: practically important situation. Measurements are never
100% accurate. As a result, in many practical situations, for each i, instead of knowing the exact values of xi , we only know
ei and the measurethe approximate value x
ment accuracy ∆i . Based on this knowledge,
we can conclude that the actual (unknown)
value of the quantity xi belongs to the interei − ∆i , x
ei + ∆i ]. For example, if
val xi = [x

we measure the length x of a specimen with
a ruler whose accuracy ∆ is 1 cm, and the
e of the length is 15 cm, this
measured value x
means that the actual (unknown) value of the
length x can be any number from the interval
[15 − 1, 15 + 1] = [14, 16].
Another example of interval uncertainty is
when we use observations instead of measurements. For example, in a biological experiment, we make daily observation to find out
when the seed germinates. If on the 5-th day,
the seed did not germinate, and on the 6th day it germinated, then the only thing we
know about the exact moment t of germination is that t is between 5 and 6, i.e., that t
belongs to the interval [5, 6].
Yet another example of interval uncertainty
comes from the need for privacy protection in
statistical databases. To protect privacy, instead of recording the exact values of the desired quantity, e.g., salary, age, etc., we only
store the range of possible values of this quantity. For example, instead of asking a respondent for his or her exact age, we only ask
whether this age is from 10 to 20, from 20
to 30, etc. Similarly, instead of asking for the
exact salary, we only ask whether the salary
is between 0 and 10 K, between 10 and 20
K, etc. Once we have this database and we
want to perform a statistical analysis of this
data, we have to reply on the fact that we
only know the intervals that contain the actual values: e.g., we only know that the age is
between 30 and 40, and the salary is between
30 and 40 K.
Comment on representing interval uncertainty. A large number of intervals come
from measurements. In such situations, the
ei − ∆i , x
ei +
resulting intervals have the form [x
∆i ]. However, in other situations – for example, for observations and for statistical databases – the intervals are described by their
endpoints, i.e., these intervals are given as
[xi , xi ]. To simplify our analysis, we will
reduce these intervals to the measurementtype form; we can always do it if we take
x + xi
xi − xi
ei = i
x
and ∆i =
. It is easy
2
2
ei − ∆i = xi and
to check that in this case, x

ei + ∆i = xi , i.e., that [x
ei − ∆i , x
ei + ∆i ] is
x
indeed the new representation of the original
interval [xi , xi ].

It is necessary to compute population
mean and population variance under interval uncertainty. In the situations of interval uncertainty, we only know the intervals
x1 , x2 , . . . , xn of possible values of xi . For different possible values xi ∈ xi , we get different
values of E and V . In such situations, it is desirable to find the ranges E and V of possible
values of E and V .
Since both E and V are continuous functions
of all the variables xi , the resulted ranges of
E and V are also intervals. So, in the situations of interval uncertainty, our objective is
to compute the intervals E and V of possible
values of E and V :
E = [E, E] =
(

)

n
1 X
·
xi : xi ∈ xi , i = 1, . . . , n ,
n i=1

V = [V , V ] =
(

)

n
1 X
·
x2 − E 2 : xi ∈ xi , i = 1, . . . , n .
n i=1 i

The practical importance of the problem of
computing population variance under interval
uncertainty was emphasized, e.g., in [11, 12]
on the example of processing geophysical data
and in [3] on the example of processing environmental data.
What is known: computing population
mean under interval uncertainty. Population mean is an increasing function of all its
variables. Thus, its largest value is attained
when all xi are the largest, and its smallest
value is attained when all xi attain the smallest possible values. In other words, the interval [E, E] for the population mean can be
computed as follows:
E=

n
n
1 X
1 X
·
xi
xi , E = ·
n i=1
n i=1

What is known: computing population
variance under interval uncertainty. In
contrast to the population mean, computing
the range V of the population variance is NPhard. To be more precise, it is possible to
compute the lower endpoint V in time O(n ·
log(n)) [6], but computing V is, in general, an
NP-hard problem [4, 5].
NP-hardness means that there is no general
algorithm for computing V in all possible
cases. As we have shown in [8], there are practically useful cases when a feasible algorithm
for computing V is possible.
First case: case of narrow intervals. It is the
case when the intervals xi do not intersect
with each other.
The practical meaning of this case is that the
measuring instruments are so accurate that,
def
ei −
in spite of the measurement errors ∆xi = x
xi 6= 0, we can always distinguish different
measurement results from each other.
Second case: case of slightly wider narrow intervals. In this case, two intervals xi and xj
may have a common point, but for some integer c > 1, any collection of c + 1 intervals xi
does not have any common point.
This case is more general case than the first
case, and its practical meaning is that the
measuring instruments are somewhat less accurate, but still out of any c + 1 measurement
results, we should be able to distinguish at
least some of them even after imprecise measurements.
Third case: case of even wider narrow intervals. In this case, we require the c + 1
no-intersection property not for the original
intervals xi , but ¸for the narrowed intervals
·
∆i
∆i
ei −
ei +
x
,x
.
n
n
Fourth case: case of a single measuring instrument. In principle, it is possible that some
measurements are performed with a highaccurate measuring instrument – that leads to
narrower intervals, and some measurements
are performed with a low-accuracy measuring
instrument – which leads to wider intervals.

In such situations, it is possible that one of
the resulting intervals xi is a proper subinterval of the (interior of the) other – in the sense
that [xi , xi ] ⊆ (xj , xj ). In many real-life situations, all the measurements are performed
by the same measurement instrument; in such
situations, the above inclusion is not possible.
We can therefore formally define a sequence of
intervals xi as coming from a single measuring instrument if none of these intervals are
proper subsets of the interior of the others,
i.e., if [xi , xi ] 6⊆ (xj , xj ) for all i and j.
Fifth case: case of same accuracy measurement. It is the case when all non-degenerate
intervals xi ’s have the same half-width ∆i .
In practice, this case describes the situation
when all the measurements are performed
with exactly the same accuracy.
One can easily check that this case is a subcase of the case of single measuring instrument.
Sixth case: case of several measuring instruments In this case, for some integer m, the
data intervals xi can be divided into m subgroups such that within each of these subgroups, none of the intervals are proper subsets of each other – and we know which interval belongs to which subgroup.
In practice, this case corresponds to the situation when several (m) measuring instruments
are used, and we know which measurement
was performed with which instrument.
Seventh case: privacy case. This is the case
when we have a fixed partition of the real
line, and all intervals come from this partition. In precise terms, we fix values x(1) <
x(2) < . . . < x(m) , and we are only allowing
intervals of the type [x(k) , x(k+1) ].
In practice, as we have mentioned earlier, this
corresponds to the data processing of the values from a statistical database, where, to protect privacy, we only store the ranges of the
corresponding values.
Eighth case: case of non-detects. This is the
case when each data interval xi , is either nondegenerate, or has the form [0, DLi ] for some

value DLi > 0.
In practice, this case corresponds to the situations when the only source of uncertainty
is detection limits. In such situations, every
measurement result is either exact or is a nondetect, i.e., an interval [0, DLi ] for an appropriate detection limit DLi . (Different sensors
can have different detection limits.)

can divide the intervals xi into m subclasses
such that:
• the first m − 1 subclasses have the property that within each subclass, no two
narrowed intervals are proper subsets of
each other;
• the last class either has the same property, or it has the property that every
collections of > c narrowed intervals from
this class has an empty intersection.

From the mathematical viewpoint, this case
is a particular subcase of the single measuring
instrument case.
Recent case. In [2], it was shown that a feasible algorithm for computing V is possible in
the case when none of the narrowed intervals
are proper subintervals of one another. This
is clearly a stronger requirement that the case
of a single measuring instrument.
Our new result. In this paper, we provide
a polynomial time algorithm for computing
V in the most general case, which covers all
above-described cases as subcases.

2

Analysis of the Problem

One can easily check that all the cases for
which an O(n · log(n)) algorithm is known are
particular cases of one of the following two
cases:
• the recent case – when no two narrowed
intervals are proper subsets of each other,
and
• the third case – when every collections of
> c narrowed intervals Xi has an empty
intersection: Xi1 ∩ . . . ∩ Xic+1 = ∅.
There is also the case of m > 1 measuring
instruments, for which an O(nm ) algorithm is
possible. Thus, to provide the most general
case, we must describe the case that includes
these three situations as subcases.

3

Formulation of the New Result

We will consider the case described by two
parameters m ≥ 1 and c ≥ 1. In this case, we

Our algorithm will require time O(n · log(n))
when m = 1 and time O(nm ) when m > 1.
One can easily check that all three above cases
are indeed particular cases of the above situation. Namely, the recent case and the third
case correspond to m = 1 – and moreover,
m = 1 consists of exactly these two cases.

4

Towards the New Algorithm

The new algorithm builds on the known algorithms for the corresponding three subcases.
Algorithm for the recent case: main
idea. The algorithm for the recent case is
based on the following idea. Since no two
narrowed intervals Xi = [X i , X i ] are proper
subsets of one another, we can sort them in
lexicographic order – i.e., in the order where
Xi ≤ Xj if and only if either X i < X j or
(X i = X j and X i ≤ X j ). After the sorting,
it can then be shown that the maximum of
V is attained at one of sequences of the type
(x1 , . . . , xk , xk+1 , . . . , xn ). Thus, V is equal to
the largest of the values V corresponding to
n + 1 such sequences.
For each value k, for the corresponding sequence, computing V = M2 − E, where M2 =
n
1 X
·
x2 , requires linear time. Actually, we
n i=1 i
only need to spend this time to compute E,
M2 , and V for k = 0. After we computed M2
and E for some k, going from the case k to the
case k + 1 means replacing only one term in E
and in M2 (xk+1 by xk+1 ), and thus, requires

constant number of steps:
E→E+
M2 → M2 +

1
· (xk+1 − xk+1 );
n

1
· ((xk+1 )2 − (xk+1 )2 ).
n

So, after sorting (which requires time
O(n · log(n));
see, e.g., [1]), we only need linear time to compute V for all n + 1 candidates for an optimal
sequence – and after that, linear time to find
the largest of these n values as V .
Algorithm for the third case: main idea.
The algorithm for the third case is based on
the following idea. First, we sort all the endpoints of the narrowed intervals – and thus
divide the real line into zones [x(k) , x(k+1) ].
The actual (unknown) mean E must belong
to one of these 2n + 1 zones. If E belongs to
the k-th zone, then in the optimal sequence
(x1 , . . . , xn ), for every i, we should have:
• if xi ≤ x(k) , then xi = xi ;
• if x(k+1) ≤ xi , then xi = xi ;
• in all other cases, both xi = xi and xi =
xi are possible.
Due to the condition describing the third case,
for each zone, there are no more than c such
“un-decided” intervals. So, for each zone, we
have to consider, at most, 2c (constant number) of possible sequences.
For each of these sequences, computing requires linear time. Transition from each zone
to the next one may involve changing several
terms, but since eventually, every endpoint
changes only at one zone, we also have a linear overtime in addition to O(n · log(n)) time
for sorting.
Algorithm for the case of m measuring
instruments. In this case, we can prove
that for each subset corresponding to a measuring instrument, the optimal sequence has
the form (x1 , . . . , xk , xk+1 , . . . , xn ). Thus, to

find a (global) optimal sequence, it is sufficient to consider all possible combinations
of the indices k1 , . . . , km corresponding to m
subsequences.
We start, e.g., with the case k1 = . . . =
km = 0 for which we need linear time to
compute E, M2 , and V . Similarly to the recent case, once we know the value for each
subsequence, moving to the next subsequence
k1 , . . . , ki−1 , ki +1, ki+1 , . . . , kn requires a constant number of steps. Thus, to cover all
≤ nm subsequences, we need a total of O(nm )
steps. Overall, we need O(n · log(n)) steps for
the original sorting, O(n) steps for computing
the initial value of V , and then O(nm ) steps
to compute the values of V corresponding to
all possible combinations (k1 , . . . , km ) – and
to find the largest of these values, i.e., V . For
m ≥ 2, the resulting overall computation time
is thus O(nm ).
Main idea behind the new algorithm.
One can show that the optimization selection
ideas behind these three algorithms, in effect,
do not change if, instead of considering all
n intervals, we only consider a subset of the
intervals.
For example, the arguments similar to the
ones presented in [2] show that if a subsequence of the original sequence of intervals
has the property that no two narrowed subintervals from this subsequence are proper intervals of one another, then for this subsequence, the maximum value of V is attained at one of the sequences of the type
(x1 , . . . , xk , xk+1 , . . . , xn ).
The only (minor) difference is with the third
case, since for this case, we are no longer talking about a zone that contains the mean E –
just one of the zones.
Thus, we arrive at the following algorithm.
Algorithm. For m = 1, depending on the
situation, we can use either the algorithm for
the recent case or the algorithm for the third
case. So, to describe the algorithm, it is sufficient to consider the case when m ≥ 2.
By definition, the set of intervals can be di-

vided into m groups. Within each group, we
perform the appropriate sorting. Then, we
know that the value V is attained when for
each of the m − 1 subgroups, we have a sequence of the type (x1 , . . . , xk , xk+1 , . . . , xn )
for an appropriate k = kj , and for the last
group, a sequence for which:
• if xi ≤ x(k) , then xi = xi ;
• if x(k+1) ≤ xi , then xi = xi ;
for some parameter k = km .
Similar to the third case, for each combination
(k1 , . . . , km−1 ), checking all possible values of
km requires time O(n). Thus, for all ≤ nm−1
possible combinations (k1 , . . . , km−1 ), we need
to spend O(n) time – to the total of O(nm ).

5

Often, We Do Not Need to
Know Which Interval Belongs to
Which Subgroup

In our description of the new algorithm, we
assumed that the original set of n intervals
can be divided into m subsets, and that we
know which interval belongs to which subset.
It turns out that in the case when all m subsets have a no-proper-subset (nps) property,
there is no need to explicitly describe the corresponding m subsets – it is sufficient to know
that it is, in principle, possible to subdivide
the original set of n intervals into m subsets
with this property.
This possibility can be, in turn, described as
follows. Based on the original intervals xi , we
can form the following directed graph:
• its vertices are the original intervals, and
• an edge xi → xj is going from the interval
[xi , xi ] to the interval [xj , xj ] if and only
the i-th interval is a proper subset of the
(interior of the) j-th one, i.e., if and only
if [xi , xi ] ⊆ (xj , xj ).
It is easy to see that this graph is acyclic – so
each chain has at most n elements in it. By
the height h of this graph, we mean the largest

length of a chain xi1 → xi2 → . . . → xih from
this graph.
The following statement describes the relation
between the height of the graph and the number of subgroups:
• if intervals can be divided into m subgroups with the no-proper-subset (nps)
property, then the height of the corresponding graph is ≤ m;
• vice versa, if the height of the corresponding graph is m, then we can (efficiently)
divide the original intervals into m subgroups with the no-proper-subset property.
Indeed, if we can divide intervals into m nps
subgroups, then we cannot have a chain of
length > m: otherwise, at least two intervals
from this chain will be in the same subgroups
– and since every two elements from a chain
are proper subsets of each other, this would
violate the nps property.
Vice versa, if we have a graph of height m,
then we can do the following:
• We take all elements which are not dominated by anyone else as the first subgroup. It is easy to see that this group
has a nps property.
• After deleting elements from the first
group, we can again consider those who
are not dominated by anyone in the remaining graph – these will form the second subgroup.
• etc.
One can check that each interval xi will be
assigned to the group whose number k is the
largest length of the chain leading to xi . Since
the height of the graph is m, we will thus subdivide all n original intervals into to m subgroups with the nps property.
The statement has been proven.
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