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Повышенный интерес к алгоритмам сжатия
изображений на основе фракталов вызван необхо-
димостью минимизации размеров передаваемых
или хранимых данных. Для сжатия статических
изображений существует множество методов [1–3].
Наиболее известными из методов сжатия графиче-
ской информации с потерей качества являются ал-
горитмы JPEG и JPEG2000. Поэтому, при разра-
ботке новых алгоритмов, проводят сравнение
именно с JPEG. При рассмотрении алгоритмов
сжатия наиболее важными являются три основных
свойства: коэффициент компрессии, степень поте-
ри качества по сравнению с оригиналом, трудоем-
кость. Однако в рамках различных задач ценность
этих параметров не равнозначна. Для случая дефи-
цита дискового пространства и полосы пропуска-
ния каналов, при достаточном количестве вычи-
слительных мощностей, представляет интерес ис-
пользование фрактального сжатия [2], обладающе-
го потенциально более высоким коэффициентом
компрессии, но более трудоемким при сжатии. Об-
ратный процесс – распаковка, требует меньше вы-
числений, чем у JPEG [3]. Свойство, заключающе-
еся в независимости восстанавливаемого изобра-
жения от разрешения, позволяет использовать
фрактальный алгоритм для визуализации цифро-
вых изображений на больших экранах.
Как правило, в работах, посвященных исследо-
ванию алгоритмов фрактального сжатия, наклады-
вается такое ограничение, что алгоритм должен
обеспечивать приемлемое время сжатия на персо-
нальном компьютере [4, 5]. Поскольку полный пе-
ребор при поиске соответствия доменных и ранго-
вых блоков приводит к большому количеству опе-
раций, то усилия разработчиков, в основном, на-
правлены на сокращение количества сравнений
блоков за счет предварительной классификации
[6]. Сокращение числа рассматриваемых блоков
неизбежно приводит к большим потерям качества
по сравнению с полным перебором. В данном ис-
следовании ограничение на производительность
вычислительной системы было ослаблено исходя
из того, что высокопроизводительные системы
разных классов становятся все более доступными
для конечных пользователей. Так, сервисы типа
GRID и «облачные вычисления» позволяют задей-
ствовать удаленные вычислительные мощности
в режиме on-line. Другим трендом развития совре-
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менных вычислительных систем являются акселе-
раторы вычислений GPGPU, ярким представите-
лем которых является технология CUDA, обеспе-
чивающая терафлопную производительность
за сравнительно низкую стоимость. Основной це-
лью эксперимента являлась проверка масштаби-
руемости алгоритма фрактального сжатия на си-
стемах с распределенной памятью. Системы с ра-
спределенной памятью позволяют объединять
большое количество вычислителей – десятки
и сотни тысяч ядер для передовых представителей
класса.
В качестве исследуемого алгоритма был выбран
базовый алгоритм фрактального сжатия изображе-
ний. Для поиска доменных блоков применялся ме-
тод полного перебора без предварительной класси-
фикации.
Базовый алгоритм фрактального сжатия
Понятие фрактал означает, что целое изображе-
ние состоит из уменьшенных копий его самого или
его частей, то есть обладает свойством самоподо-
бия. Увеличивая такое изображение, мы можем на-
блюдать одну и ту же степень детализации незави-
симо от разрешения.
Алгоритм фрактального сжатия, предложенный
Майклом Барнсли [7], основан на системе итери-
руемых функций (IFS –Iteration Function System).
Но IFS не могут быть использованы как готовые
системы сжатия реалистичных изображений. IFS
необходима для понимания того, как работают
фрактальные методы сжатия изображений. Арнауд
Джеквин [8] впервые представил метод фракталь-
ного кодирования, основанный на IFS, в котором
используются системы доменных и ранговых бло-
ков реалистичных изображений.
Базовый алгоритм фрактального кодирования
изображения описывается следующим образом:
1. Изображение M×N пикселей разбивается
на множество R-блоков (ранговые блоки (r))
R1,R2,…,Rr, где Ri, i=1,…, r есть квадратный B×B
пиксельный фрагмент изображения.
2. Изображение покрывается последовательно-
стью D-блоков (доменные блоки) D1,D2,…,Dd,
где Di – представляющие квадратные (возмож-
но пересекающиеся) 2B×2B пиксельные фраг-
менты. Домены могут быть разного размера,
и их количество может исчисляться сотнями
и тысячами.
3. Для каждого рангового блока находят домен
и соответствующее преобразование, которое
наилучшим образом покрывает ранговый блок.
Обычно это аффинное преобразование.
4. Если достаточно точного соответствия не полу-
чилось, то разбиваем ранговые блоки на мень-
шие блоки. Данный процесс продолжается
до тех пор, пока не получают приемлемого со-
ответствия при заданной допустимой погреш-
ности, или размер рангового блока достигает
заданного минимального значения.
Организация вычислительных 
процессов фрактального сжатия
Одним из главных факторов увеличения време-
ни сжатия является количество доменов. Каждый
выбранный ранговый блок (с восьмью видами аф-
финного преобразования) необходимо сопоста-
вить со всеми доменными блоками. Для уменьше-
ния процесса перебора была предложена класси-
фикация доменных и ранговых блоков [9]. Так
же процесс вычисления можно оптимизировать
так, чтобы каждый ранговый блок обрабатывался
по отдельности, то есть данные могут обрабаты-
ваться независимо, что позволяет распараллелить
процесс вычисления [10].
В [6] представлен быстродействующий алго-
ритм фрактального сжатия изображений с глуби-
ной цветности 8 бит. Ускорение достигается за счет
уменьшения количества доменов.
В [11] представлена параллельная организация вы-
числительных процессов, основанная на многопоточ-
ной обработке, то есть в системах с общей памятью.
В данной статье предлагается параллельная реа-
лизация фрактального сжатия цветных изображе-
ний (глубина цветности 24 бит) с применением
технологии MPI (Message Passing Interface – интер-
фейс передачи сообщений) [12]. В реализации ис-
пользована модификация алгоритма из [2, 3] с пе-
реупорядочиванием блоков пикселей в памяти
и разбиением методом квадродерева. Классифика-
ция доменных и ранговых блоков не использова-
лась, так как сокращение множества доменных
блоков приводит к разбросу значения качества вы-
ходного (восстановленного) изображения.
Масштабирование параллельных вычислений 
с помощью MPI
В предлагаемой параллельной реализации алго-
ритма фрактального сжатия изображений вычи-
слительные процессы (количеством N) организо-
ваны следующим образом:
1) главный процесс (с номером 0):
• загружает и передает изображение в каждый
рабочий процесс;
• создает список задач (список ранговых бло-
ков (R)) и распределяет задачи между рабо-
чими процессами;
• получает результат от очередного рабочего
процесса и записывает в файл.
2) каждый рабочий процесс (с номерами от 1 до
N–1):
• получает изображение и создает список до-
менов для сравнения с ранговыми блоками;
• получает список задач (список ранговых
блоков) для поиска соответствий с домен-
ными блоками;
• производит вычисления (сопоставление до-
менных блоков с ранговыми блоками);
• записывает параметры найденного соответ-
ствующего доменного блока в буфер, затем
буфер передает главному процессу;
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• в случае отсутствия соответствующего до-
менного блока для выбранного ранга разби-
вает ранговый блок на меньшие блоки мето-
дом квадродерева и повторяет вычисления.
На рис. 1 приведена блок-схема параллельного
алгоритма фрактального сжатия. Реализация алго-
ритма фрактального сжатия на нескольких вычи-
слительных узлах и независимость ранговых блоков
позволяют обеспечить хорошую масштабируемость
задачи. В программной реализации для обмена со-
общениями между главным процессом и рабочими
процессами была применена технология MPI.
Создание списка доменных блоков в каждом
рабочем процессе освобождает от необходимости
обмена доменными блоками по сети, но повышает
требуемый объем оперативной памяти. Каждое
разбиение ранговых блоков на меньшие блоки на-
зовем итерацией. Тогда, при количестве рабочих
процессов, равном количеству рангов, сжатие од-
ного блока займет от 1 до 4 итераций в случае ран-
га 16×16 пикселей, и от 1 до 3 итераций, в случае
ранга 8×8 пикселей. Изображение разбивается
на большее количество блоков на тех участках, где
имеется больше деталей для кодирования. Следо-
вательно, время вычисления будет зависеть от
структуры изображения и от времени обращения к
памяти.
Контроль качества восстанавливаемого изображения
Качество восстанавливаемого изображения за-
висит от входных задаваемых параметров алгорит-
ма фрактального сжатия. Параметром, сильно
влияющим на качество, является пороговое значе-
ние, задающее разницу между обрабатываемым
фрагментом и наилучшим его приближением.
Чем меньше допустимая погрешность, тем точ-
нее осуществляется поиск доменного блока. С дру-
гой стороны, увеличивается количество операций,
что влияет на общее время выполнения вычисле-
ний. Так же на качество восстанавливаемого изо-
бражения влияет шаг поиска доменов и размер
ранговых блоков. Чем меньше шаг поиска, тем
больше количество доменов и больше вероятность
нахождения соответствующего доменного блока.
Размер ранговых блоков влияет на размер выход-
ного файла.
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Рис. 1. Блок-схема параллельного алгоритма сжатия изображений на основе фракталов
Чем меньше алгоритм дробит входное изобра-
жение на ранговые блоки, тем меньше количество
хранимых структур доменных блоков, что умень-
шает размер выходного файла. Для оценки каче-
ства восстанавливаемого изображения были ис-
пользованы метрики SSIM и PSNR [13].
Результаты вычислительного эксперимента
Реализация алгоритма тестировалась на вычи-
слительном кластере МСЦ РАН, предоставленном
по программе «Университетский кластер» [14].
Установка состоит из 64-х вычислительных узлов,
каждый из которых включает в себя 2 процессора
Intel®Xeon®E5450 с тактовой частотой 3 ГГц,
8 Гб оперативной памяти и 100 Гб внешней памя-
ти. Вычислительные узлы объединены сетью Infini-
band. Кластер работает под управлением OC Linux
CentOS 5.4. Выполнение задач осуществляется че-
рез систему пакетной обработки TORQUE и пла-
нировщик ресурсов MAUI.
Исследуемый алгоритм был реализован на язы-
ке Си с применением библиотеки MPI версии 2.1.
Для тестов использовались цветные (RGB) изо-
бражения из базы данных группы фрактального
кодирования и анализа (fractal coding and analysis
group) [15]. Используемые далее характеристики
включают имя входного файла, количество ис-
пользуемых процессов (ядер), время сжатия, время
декодирования (восстановления), размер сжатого
файла, качество восстановленного по метрикам
SSIM и PSNR.
В состав параметров фрактального алгоритма
входят:
• размер рангового блока (начальный размер
8×8 пикселей);
• шаг поиска домена (4 пикселя);
• предел допустимой погрешности (0,005).
Предел допустимой погрешности определяет
расстояние между средними значениями ранговых
и доменных блоков. Если разница между средними
значениями равна нулю, то сопоставляемый до-
менный блок идентичен ранговому блоку. Так как
алгоритм не гарантирует нахождения идентичного
доменного блока для всех ранговых блоков, то це-
лесообразно задать некую допустимую погреш-
ность при поиске. Для оценивания расстояния
между блоками использована функция среднеква-
дратического отклонения [2, 9]:
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Рис. 2. Зависимость времени работы параллельного алгоритма от количества задействованных процессоров
где Ri
* – i-й преобразованный ранговый блок (аф-
финные преобразования); Вi
* – i-й преобразован-
ный доменный блок (Di
*=sDi+o, где s – коэффици-
ент изменения контраста; o – коэффициент сдвига
по яркости); N – количество пикселей в ранговом
блоке.
На рис. 2 в виде графика представлены резуль-
таты экспериментов. С увеличением количества
рабочих процессов в два раза время (t) обработки
фрактального алгоритма уменьшается приблизи-
тельно вдвое, что подтверждает линейность умень-
шения времени сжатия фрактальным методом.
После распределения задач по процессам, каж-
дый процесс выполняет поиск соответствия домен-
ных и ранговых блоков в своей области изображе-
ния. В случае деления на меньшие ранговые блоки
процессы также самостоятельно сопоставляют ме-
ньшие блоки с доменными блоками. Это означает,
что в полученной области изображение может быть
неоднородно, и для нахождения соответствия ран-
говый блок может дробиться до минимального раз-
мера (2×2 пикселя). В таких случаях возникает не-
равномерность нагрузки вычислительных процес-
сов, так как, в зависимости от структуры изобра-
жения, количество разбиений (а, следовательно,
и количество операций) при поиске блоков может
отличаться для разных областей изображения
Для примера можно взять изображение frymire.
При сжатии изображение на 64 ядрах минималь-
ное время обработки рабочим процессом составля-
ет 129,037 с, а максимальное вычислительное вре-
мя – 443,582 с.
Тем самым разброс по времени между рабочими
процессами составляет 314,545 с. Среднее время
продолжительность рабочих процессов составляет
350,251 с, и разница между максимальным и сред-
ним временем составляет 93,259 с. При равномер-
ном распределении нагрузки время работы алго-
ритма уменьшилось бы на 26 %. Это направление
требует дальнейших исследований в области мето-
дов балансировки нагрузки, например, таких, как
указано в [16]. Решение вопросов балансировки
вычислительной нагрузки значительно усложняет-
ся при изменении количества подзадач (разбиение
рангового блока методом квадродерева) в ходе вы-
числений. Перераспределение подзадач между
процессорами уже непосредственно в процессе вы-
полнения параллельной программы может приво-
дить к задержкам (блокировкам), если запрашива-
емые данные из очереди сообщений еще не были
отправлены процессами-источниками.
В таблице дано сравнение по качеству восста-
новленного изображения и размеру сжатого файла
для параллельной реализации алгоритма фракталь-
ного сжатия и для алгоритма JPEG. Сжатие фрак-
тальным методом проводилось максимум на 64-х
вычислительных ядрах с организацией 64-х парал-
лельных MPI-процессов.
Как видно из таблицы, на 64-х ядрах можно по-
лучить, в среднем, 30-ти кратное ускорение сжа-
тия. Также, следует отметить, что качество восста-
новленного изображения после фрактального сжа-
тия несколько ниже по критерию PSNR, но выше
по критерию SSIM, чем у изображения, сжатого
методом JPEG. При этом в отличие от метода,
представленного в работе [6], в данной реализации
алгоритма не происходит скачков качества для раз-
ных изображений, и, в целом, это качество выше
(на 20 %). Дисперсия качества восстановленных
изображений алгоритма, представленного в работе
[6], составляет 12,29 дБ, а в данной реализации ал-
горитма дисперсия составляет 3,69 дБ. Время сжа-
тия на 64-х ядрах достаточно велико, но, как было
указано выше, при увеличении количества вычи-
слительных ядер можно существенно уменьшить
время сжатия, так как алгоритм демонстрирует ли-
нейное ускорение. Объем сжатого файла меньше,
чем у JPEG в среднем на 15 %, при этом следует
учесть, что после фрактального сжатия не прово-
дилось кодирование по Хаффману, тогда как в
сравниваемой реализации JPEG [17] такое кодиро-
вание выходной последовательности проводится.
Выводы
Проведен эксперимент сжатия изображений
фрактальным методом на высокопроизводитель-
ной вычислительной системе с распределенной па-
мятью. На примере эталонных изображений из
стандартной библиотеки показан выигрыш в объе-
ме сжатого файла при сходном качестве по сравне-
нию с алгоритмом JPEG. Подтверждена линейная
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Таблица. Результаты испытания MPI-реализации параллельного алгоритма фрактального сжатия
Изобра-
жение
Фрактальный алгоритм Алгоритм JPEG
Время сжатия
на 64-х ядрах, с
Время сжатия
на 1 ядре, с
Время декоде-
ра, с
Размер
файла, кб
SSIM PSNR, дБ
Размер
файла, кб
SSIM PSNR, дБ
clegg 155,529 4894,304 0,240 167,800 0,998 31,326 366,800 0,994 31,110
frymire 443,582 11642,376 0,250 584,100 0,989 30,690 601,900 0,997 33,390
lena3 28,484 743,089 0,051 79,300 0,987 38,243 74,600 0,985 39,753
monarch 66,466 1683,099 0,081 124,500 0,998 40,813 103,300 0,992 44,950
peppers3 24,361 686,439 0,054 68,400 0,989 39,753 72,700 0,944 42,076
sail 79,114 2164,089 0,104 197,100 0,994 38,620 163,000 0,991 42,090
serrano 64,239 2389,876 0,103 128,600 0,989 34,288 205,700 0,923 34,823
tulips 63,304 1697,637 0,087 117,100 0,991 39,083 129,400 0,985 42,100
зависимость времени сжатия параллельным алго-
ритмом от числа процессоров (ядер). Выявлен дис-
баланс нагрузки вычислительных процессов, вы-
званный неоднородностью сжимаемых изображе-
ний. В ходе дальнейших исследований предполага-
ется рассмотреть методы выравнивания нагрузки
вычислительных процессов, а также реализовать
и исследовать алгоритм на вычислительных систе-
мах с большим количеством процессорных ядер,
например, на системах, оснащенных акселератора-
ми GPGPU.
Исследование поддержано грантом по ФЦП «Научные и
научно-педагогические кадры инновационной России» (госкон-
тракт № 14.740.11.0398) и проектом 7.701.2011 (НИР
1/12 темплана ТУСУР) по госзаданию Министерства образо-
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