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Ins-Robust Primitive Words
Amit Kumar Srivastava1
1 Department of CSE, IIT Guwahati, India
Let Q be the set of primitive words over a finite alphabet with at least two symbols. We characterize a class of
primitive words, QI , referred to as ins-robust primitive words, which remain primitive on insertion of any letter from
the alphabet and present some properties that characterizes words in the set QI . It is shown that the language QI
is dense. We prove that the language of primitive words that are not ins-robust is not context-free. We also present
a linear time algorithm to recognize ins-robust primitive words and give a lower bound on the number of n-length
ins-robust primitive words.
Keywords: Combinatorics on Words, Primitive Word, Ins-robust Primitive Word, Context-Free Language, Formal
Languages
1 Introduction
A word is a sequence of finite symbols or letters from a finite alphabet. Combinatorics on words is the
study of mathematical and computational problems related to words. A word is said to be primitive if
it is not a proper power of a shorter word [9]. The notion of primitive words plays a central role in the
field of combinatorics on words and algebraic coding theory. Apart from this, primitive words have also
received much attention in the area of formal langauges. This paper presents a characterization of the set
of a special type of primitive words which remain robust under an operation of insertion of a single letter
from the underlying alphabet.
The relation between the language of primitive words and other formal languages has been thoroughly
explored [2,8,13]. In 1991, Do¨mo¨si et al. raised the problem whether the language of primitive words,Q,
is context-free? This long standing open problem has been one of the main investigations about primitive
words [11]. A linear time algorithm to test whether a given word is primitive is given in [3].
The robustness of the language of primitive words is concerned with the preservation of primitivity
of a primitive word with respect to the various point mutation operations such as insertion, deletion or
substitution of a symbol and homomorphism [12, 15]. A primitive word, u, is said to be ins-robust if a
word remains primitive on insertion of any letter in u [12]. In this paper, we investigate the language of
ins-robust primitive words. In particular, our contributions are as follows.
(a) We characterize ins-robust primitive words and identify several properties.
(b) We show that the set of ins-robust primitive words is dense.
(c) We prove that the language of ins-robust primitive words is not regular.
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(d) We show that the language of primitive words that are not ins-robust, is not context-free.
(e) We give a lower bound on the number of ins-robust primitive words of a given length.
(f) We give a linear time algorithm to test if a word is ins-robust primitive.
The paper is organized as follows. The next section reviews the basic concepts on words and some
existing results on robustness of primitive words. In Section 3 we characterize ins-robust primitive words
and study several properties of the language of ins-robust primitive words. In Section 4 we show that
the set of ins-robust primitive words is dense. In Section 5 we give proof for the claim that language of
ins-robust primitive words is not regular and the language of primitive words which is not ins-robust is not
context-free. In Section 6 we give a lower bound on the number of ins-robust primitive words of a given
length. In Section 7 we give a linear time algorithm to recognize a ins-robust primitive word. Finally,
conclusions and some open problems are presented in Section 8.
2 Preliminaries
Let V be a finite alphabet with at least two distinct elements. We call the elements of V as letters or
symbols. The set V ∗ is the collection of all words (strings) generated by the letters from the alphabet V .
The concatenation of two words u and v is represented as u.v or simply uv. The length of a word w
is denoted as |w|. We use notation |u|a for the number of occurrences of symbol a ∈ V in a word u.
The set V n is the set of all words having length n over the alphabet V . We define V ∗ =
⋃
n∈N V
n and
V + = V ∗ \ {λ}, where V 0 = {λ} and λ is the empty string, that is, |λ| = 0. The set V ∗ is the free
monoid and V + = V ∗ \ {λ} is the free semigroup under the concatenation operation.
Any set L ⊆ V ∗ is a language over the alphabet V . A language L over V is said to reflective if uv ∈ L
implies vu ∈ L where u, v ∈ V ∗. The word u (v) is called prefix (suffix) of a word w if w can be written
as uv. A prefix (suffix) with length k of a word u is denoted by pref(u, k) (suff(u, k), respectively) where
k ∈ {0, 1, . . . , |u|}. For k = 0, pref(u, 0) = suff(u, 0) = λ. We use notation pref(u) to specify the set of
all non-empty prefixes of a word u. If w can be written as xyz, where y ∈ V + and x, z ∈ V ∗, then the
word y is called as a factor of the word w. Let w = a1 . . . an be a word, where ai ∈ V for i ∈ {1, . . . , n}.
The reverse of the word w is rev(w) = anan−1 . . . a2a1. The factor aiai+1 . . . aj of w is denoted by
w[i..j], where i ≤ j. The cardinality of a set X is denoted by |X |. The language of nonprimitive words
is denoted as Z . For elementary notions and results in formal languages theory, we refer to [4].
A well studied theme on words is properties about periodicity and primitivity [2, 8, 12–14] and associ-
ated counting and sampling problems [7]. A word w = a1a2 . . . an is said to be periodic if ai = ai+p
for some p > 0 and 1 ≤ i ≤ n − p. Such a number p is called period of the word w. The ratio e = |w|
p
is called as the exponent of the word w. A word w is said to be a repetition if and only if e ≥ 2. A
maximal repetition in a word is a factor which is a repetition such that its extension by one letter to
the right or to the left yields a word with a larger period. Equivalently, a factor r = w[i..j] is a maximal
repetition of a word w if no factor of w that contains r as a proper factor has the same period as r [5, 6].
For example, the factor ababa in the word w = abaababaabaab is a maximal repetition with period 2,
while the factor abab is not a maximal repetition.
A word, w, is said to be primitive if w cannot be expressed as a non-trivial power of another word. In
other words, if w = vn for some word v and w is primitive then n = 1 and w = v. As the definition is
meaningful only when the underlying alphabet has at least two letters, we assume throughout that V is a
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non-trivial alphabet with at least two distinct symbols. Primitive words have been extensively studied in
the literature, see for example [2, 8, 12–14].
3 Characterization of Ins-Robust Primitive Words
As mentioned in the previous section the set of all words over an alphabet can be partitioned in two sets,
those which can not be written as power of any other smaller word, known as primitive words and the
other remaining are non-primitive words. We can further partition the set of primitive words in different
classes. In this section we study a class of primitive words that remains primitive on insertion of any
arbitrary symbol from the alphabet. This special class is known as ins-robust primitive words. A formal
definition is as follows.
Definition 1 (Ins-Robust Primitive Word) A primitive word w of length n is said to be ins-robust prim-
itive word if the word
pref(w, i) . a . suff(w, n− i)
is a primitive word for all i ∈ {0, 1, . . . , n} where a ∈ V .
There are infinitely many primitive words which are ins-robust. For example, the words abba and ambn
for m,n ≥ 2 are ins-robust primitive words. We denote the set of all ins-robust primitive words over an
alphabet V by QI . Clearly the language of ins-robust primitive words is a subset of the set of primitive
words, that is, QI ⊂ Q. The following results ensure that if a given word w is not primitive then a word
obtained after inserting a symbol from V in w will be primitive.
Lemma 1 ([12]) If u ∈ V +, u 6= an for any a ∈ V , n ≥ 1 then at least one word among the words u
and ua is primitive.
Lemma 2 ([12]) If u1, u2 ∈ V
+, u1u2 6= a
n, for any a ∈ V , n ≥ 1 then at least one of the words among
u1u2, u1au2 is primitive.
The above results help us to completely characterize the primitive words which are not ins-robust. Next
we give a structural characterization of the words that are in the set Q but not in the set QI .
Theorem 3 A primitive wordw is not ins-robust if and only ifw can be expressed in the form of uru1u2u
s
where u = u1cu2 ∈ Q, u1, u2 ∈ V
∗, for some c ∈ V , r, s ≥ 0 and r + s ≥ 1.
Proof: We prove the sufficient and necessary conditions below.
(⇐) This part is straightforward. Let us consider a word w = uk1u1u2u
k2 where u1cu2 = u for some
c ∈ V . The word w is primitive by Lemma 2. Now insertion of the letter c in w (between u1 and
u2) gives the exact power of u which become a non-primitive word. Hence, w is not an ins-robust
primitive word.
(⇒) Let w be a primitive word but not ins-robust. Then there exists a decomposition w = w1w2 such
that w1cw2 is not a primitive word for some letter c ∈ V . That is, w1cw2 = p
n for some p ∈ Q
and n ≥ 2. Therefore w1 = p
rp1 and w2 = p2p
s for r, s ≥ 0 and r + s ≥ 1 such that p1cp2 = p.
Hence w = prp1p2p
s.
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✷
Definition 2 (Non-Ins-Robust Primitive Words) A primitive word w is said to be non-ins-robust if w ∈
Q but w /∈ QI . We denote the set of all non-ins-robust primitive words as QI . So, QI = Q \ QI , where
‘\’ is the set difference operator.
The next theorem is about an equation in words and identifies a sufficient condition under which three
words are power of a common word.
Theorem 4 ( [8]) If umvn = wk 6= λ for words u, v, w ∈ V ∗ and natural numbersm, n, k ≥ 2, then u,
v and w are powers of a common word.
The following lemma is a consequence of the Theorem 4 which states that a word obtained by concate-
nating powers of two distinct primitive words is also primitive.
Lemma 5 ( [8]) If p, q ∈ Q with p 6= q then piqj ∈ Q for all i, j ≥ 2.
Proposition 6 If u, v ∈ Q, um = u1u2 and v = u1cu2 for some c ∈ V then u
mvn ∈ QI form,n ≥ 2.
Proof: From Lemma 2 we know that at least one of u1u2 and u1cu2 is primitive. Since u
m = u1u2 for
m ≥ 2 and v = u1cu2, therefore v is primitive and so is u
mvn = u1u2(u1cu2)
n. After insertion of the
letter c we will get (u1cu2)
n+1 which is not a primitive word. However, by Lemma 5, umvn is a primitive
word form,n ≥ 2. Hence it is not a ins-robust word, that is, umvn ∈ QI . ✷
An existing result shows that if a word w is primitive then rev(w) is also primitive. We prove the
similar notion for ins-robust primitive word.
Lemma 7 If w ∈ QI then rev(w) ∈ QI .
Proof By contradiction: Assume that for a word w ∈ QI , rev(w) is not a ins-robust primitive word.
i.e. rev(w) = prp1p2p
s where p = p1cp2 ∈ Q for some c ∈ V . Then the word w = rev(rev(w)) =
rev(prp1p2p
s) = (rev(p))s rev(p2) rev(p1) (rev(p))
r and p = p1cp2, rev(p) = rev(p2) c rev(p1).
By Lemma 2, w is not a ins-robust primitive word, which is a contradiction. Therefore, if w ∈ QI then
rev(w) ∈ QI . ✷
We know that the language of primitive words Q and the language of non-primitive words Z over an
alphabet V are reflective. Similarly, we have the property of reflectivity for the language of ins-robust
primitive words QI .
Lemma 8 ([12]) The languagesQ and Z are reflective.
Theorem 9 QI is reflective.
Proof By contradiction: Let there be a word w = xy ∈ QI such that yx /∈ QI . Since w ∈ QI , hence
w ∈ Q. By Lemma 8, we know thatQ is reflective. Therefore yx ∈ Q and so yx ∈ Q \QI , i.e. yx ∈ QI .
Using Theorem 3, we have yx = uru1u2u
s where u = u1cu2 ∈ V
∗ for some c ∈ V and r + s ≥ 1.
There can be three possibilities as follows.
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Case A If y = ur1u′, x = u′′ur2u1u2u
s where u = u′u′′ and r1 + r2 + 1 = r.
In this case xy = u′′ur2u1u2u
sur1u′ = (u′′u′)r2u′′u1u2u
′(u′′u′)s+r1 .
Since u = u1cu2, therefore u
′′u1cu2u
′ = u′′uu′ = (u′′u′)2.
Therefore (u′′u′)r2u′′u1cu2u
′(u′′u′)s+r1 = (u′′u′)s+r+1, i.e. xy ∈ QI , which is a contradiction.
Case B y = uru′, x = u′′us where u′u′′ = u1u2
Case B.1 If u′ = u′1 and u
′′ = u′′1u2 where u
′
1u
′′
1 = u1.
Since u = u1cu2 = u
′
1u
′′
1cu2.
In this case xy = u′′usuru′ = u′′1u2u
suru′1.
Now u′′1cu2u
suru′1 = (u
′′
1cu2u
′
1)
r+s+1.
Therefore xy ∈ QI , a contradiction.
Case B.2 If u′ = u1u
′
2 and u
′′ = u′′2 where u
′
2u
′′
2 = u2. This is similar to Case B.1.
Case C If y = uru1u2u
s1u′, x = u′′us2 where u = u′u′′. This case is similar to the Case A.
Hence QI is reflective. ✷
Corollary 10 QI is reflective.
Proof: We prove it by contradiction. Let there be a word w = xy ∈ QI such that yx /∈ QI . We have
xy ∈ Q and Q is reflective, so yx ∈ Q. Therefore yx ∈ Q \ QI , i.e. yx ∈ QI . But QI is reflective by
Theorem 9, we have xy ∈ QI , which is a contradiction. Hence yx ∈ QI . ✷
Theorem 11 A word w is in the set QI if and only if it is of the form u
nu′ or its cyclic permutation for
some u ∈ Q, u = u′a , a ∈ V and n ≥ 1.
Proof: We prove the sufficient and necessary conditions below.
(⇒) Let w ∈ QI , then w can be written as w = u
ru1u2u
s for some u (= u1au2) ∈ Q and a ∈ V . Since
QI is reflective, therefore u2u
suru1 = (u2u1a)
r+su2u1 is also in QI .
(⇐) If a word w is a cyclic permutation of unu′ for n ≥ 1 and u = u′a then after insertion of a symbol
a, it gives a cyclic permutation of un+1 which is non-primitive (since Z is reflective). Therefore,
w ∈ QI .
✷
We observe that a wordw is periodic with period p (≥ 2) divides |w|+1 and p ≤ |w| thenw is non-ins-
robust primitive word. SinceQI is reflective, therefore any cyclic permutation of w is also non-ins-robust
primitive word. We know that cyclic permutation of a primitive word is also primitive. Cyclic permutation
of an ins-robust primitive word is primitive. In next result, we show that it remains ins-robust too.
Corollary 12 Cyclic permutation of a ins-robust primitive word is ins-robust.
Proof: Let w ∈ QI . Then cyclic permutation of w will be yx for some partition w = xy. Since QI is
reflective. Therefore yx is also ins-robust primitive word. This proves that any cyclic permutation of an
ins-robust primitive word is ins-robust. ✷ Observe that not all infinite subsets of Q are reflective. For
example, the subset {anbn | n ≥ 1} of Q over the alphabet {a, b} is not reflective.
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4 Ins-robust Primitive Words and Density
A language L ⊆ V ∗ is called a dense language if for every word w ∈ V ∗, there exist words x, y ∈ V ∗
such that xwy ∈ L. A language L ⊆ V ∗ is called right k-dense if for every u ∈ V ∗ there exists a word
x ∈ V ∗ where |x| ≤ k such that ux ∈ L. The language is said to be right dense if its right k-dense for
every k ≥ 1.
It is easy to see that Q is right dense (see Lemma 1). The following result shows the relation between
the language of primitive words Q with the density.
Theorem 13 If |w| = n and wan ∈ QI where w /∈ a
∗, then wan = u2u1u2, u = u1bu2 for b 6= a.
Proof: Let wan ∈ QI . Then wa
n = uru1u2u
s, where u = u1bu2, for some b ∈ V . We claim that
r = 2 and s = 0. If s ≥ 1 Then |u| ≤ n+ 1.
Case 1. In this case we can have two cases depending on the length of u.
Case 1a. |u| = n+ 1 if wan = u1u2u. Hence u = ba
n for some b 6= a. Therefore |u| = n+ 1 and so
|u1u2| = n. |wa
n| = 2n+ 1, which is a contradiction as |wan| = 2n.
Case 1b. If s ≥ 1 and |u| ≤ n, then u = ar, where r = |u|, and therefore u1u2 = a
r−1. wan = a2n.
This case also leads to a contradiction.
Therefore s = 0. Hence wan = uru1u2.
Case 2. r = 1. This case is not possible. Because in this case |wan| = |uu1u2| = 2n, which implies
|u| = (2n+ 1)/2 a non-integral value.
Case 3. If r ≥ 2. Then |wan| = |uru1u2| = ((r + 1)|u| − 1). Since |u1u2| = |u| − 1, therefore
u1u2 = a
k, where k = |u| − 1.
If r ≥ 3 then |wan| = |uru1u2| = ((r+1)|u|−1). In this case |uu1u2| =
2n+1
r+1 ∗2−1≤ n. Therefore
u = ak+1. Hence r ≥ 3 is also not possible.
Thus the only possibility is r = 2, |wan| = u2u1u2. Since u1u2 = a
k and wan ∈ Q therefore
w, u /∈ a∗, and so u = ak1bak2 where k1 + k2 = k and b 6= a.
✷
Lemma 14 Let V be an alphabet,w ∈ V ∗ , |w| = n and a ∈ V . If wan ∈ QI then for b 6= a, wb
n ∈ QI .
Proof: Let wan ∈ QI . Then, by Theorem 13 we have,
wan = u2u1u2 and u1u2 = a
k.
u = ak1bak2 where a 6= b.
Let wcn be also in QI for some c 6= a. Then, by Theorem 13 we have,
wcn = v2v1v2 and v1v2 = c
k.
v = ck
′
1dck
′
2 where c 6= d.
But since |u| = |v| and w = uu′ = vv′ where u′ = uu1u2 and v
′ = vv1v2, therefore u = v, that is,
ak1bak2 = ck
′
1dck
′
2 .
If k1 < k
′
1 then a = b = c = d, which is a contradiction. Alternatively, if k1 = k
′
1 then a = c which is
again a contradiction. Therefore wcn ∈ QI .
✷
Theorem 15 The languageQI is dense over the alphabet V .
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Proof: Consider a word w. We only need to consider the case when w /∈ QI , that is, w ∈ V
∗ \QI . By
Lemma 14, there exists b ∈ V such that wbn ∈ QI , where n = |w|.
✷
5 Relation of QI with the Other Formal Languages
We now investigate the relation between the language of ins-robust primitive words with the traditional
languages in Chomsky hierarchy. We prove that the language of ins-robust primitive words over an alpha-
bet is not regular and also show that the language of non-ins-robust primitivewords is not context-free. For
completeness, we recall the pumping lemma for regular languages and pumpimg lemma for context-free
languages which will be used to show that QI is not regular and QI is not context-free respectively.
Lemma 16 (Pumping Lemma for Regular Languages [4]) For a regular language L, there exists an
integer n > 0 such that for every word w ∈ L with |w| ≥ n, there exist a decomposition of w as w = xyz
such that the following conditions holds.
(i) |y| > 0,
(ii) |xy| ≤ n, and
(iii) xyiz ∈ L for all i ≥ 0.
Let us recall a result which will be used in proving that the language of ins-robust primitive words is
not regular.
Lemma 17 ( [1]) For any fixed integer k, there exist a positive integer m such that the equation system
(k − j)xj + j = m, j = 0, 1, 2, . . . , k − 1 has a nontrivial solution with appropriate positive integers
x1, x2, . . . , xj > 1.
Theorem 18 QI is not regular.
Proof By contradiction: Suppose that the language of ins-primitive wordsQI is regular. Then there exist
a natural number n > 0 depending upon the number of states of finite automaton forQI .
Consider the word w = anbamb,m > n + 1 and m 6= 2n. Note that w is an ins-primitive word over
V , where |V | ≥ 2 and a 6= b. Since w ∈ QI and |w| ≥ n, then it must satisfy the other conditions of
pumping Lemma for regular languages. So there exist a decomposition of w into x, y and z such that
w = xyz, |y| > 0 and xyiz ∈ QI for all i ≥ 0.
Let x = ak, y = a(n−j), z = aj−kbamb. Now choose i = xj and since we know by Lemma
17 that for every j ∈ {0, 1, . . . , n − 1}, there exists a positive integer xj > 1 such that xy
xjz =
aka(n−j)xjaj−kbamb = a(n−j)xj+jbamb = ambamb = (amb)2 /∈ QI which is a contradiction. Hence
the language of ins-primitive words QI is not regular.
✷
Lemma 19 (Pumping Lemma for Context-Free Languages [4]) Let L be a CFL. Then there exists an
integer n > 0 such that for every u ∈ L with |u| ≥ n, u can be decomposed into vwxyz such that the
following conditions hold:
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(a) |wxy| ≤ n.
(b) |wy| > 0.
(c) vwixyiz ∈ L for all i ≥ 0.
Theorem 20 QI is not a context-free language for a binary alphabet.
Proof: Let V = {a, b} be an alphabet. On contradiction, assume that QI is a context-free language.
Let p > 0 be an integer which is the pumping length for the language QI . Consider the string s =
ap+1bp+1ap+1bp, where a, b ∈ V are distinct. It is easy to see that s ∈ QI and |s| ≥ p.
Hence, by the Pumping Lemma 19, s can be written in the form s = uvwxy, where u, v, w, x, and y
are factors, such that |vwx| ≤ p, |vx| ≥ 1, and uviwxiy is in QI for every integer i ≥ 0. By the choice
of s and the fact that |vwx| ≤ p, we have one of the following possibilities for vwx:
(a) vwx = aj for some j ≤ p.
(b) vwx = ajbk for some j and k with j + k ≤ p.
(c) vwx = bj for some j ≤ p.
(d) vwx = bjak for some j and k with j + k ≤ p.
In Case (a), since vwx = aj , therefore vx = at for some t ≥ 1 and hence uviwxiy = ap−t+1bp+1ap+1bp /∈
QI for i = 0.
Case (b) can have several subcases.
1. v = aj1 , w = aj2 , x = aj3bk.
2. v = aj1 , w = aj2bk1 , x = bk2 .
3. v = ajbk1 , w = bk2 , x = bk3 .
In Case (1), Case (2) and Case (3) if we take i = 4, uviwxiy 6= QI .
Similarly, we can obtain contradiction in Case (c) and Case (d) by choosing a suitable i. Therefore, our
initial assumption that QI is context-free, must be false. ✷ Next we prove that the language of
non-ins-robust primitive words is not context-free in general.
Lemma 21 The language QI is not context-free over an alphabet V where V has at least two distinct
letters.
Proof: The proof of Theorem 20 can be generalized to arbitrary alphabet V having at least two letters.
The set of all words over alphabet having greater than two distinct letters also contains the words with two
letters. If QI is assumed to be a CFL over V where |V | ≥ 3, then we can choose words of the form used
in Theorem 20 and obtain a contradiction. Hence the language of non-ins-robust primitive words QI is
not context-free over V where |V | ≥ 2.
✷
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6 Counting Ins-Robust Primitive Words
In this section we give a lower bound on number of n-length ins-robust primitive words. Let V be an
alphabet and Z(k) = V k \Q be the set of n-length non-primitive words.
We have the following result that gives the number of the primitive words of lengthm.
Proposition 22 ( [7]) Let m ∈ N and m = m1
r1m2
r2 . . .mt
rt be the factorization of m, where all
mi, 1 ≤ i ≤ t , are prime and mi 6= mj for i 6= j, then the number of primitive words of length m is
equal to
|V |m−
∑
1≤i≤t
|V |
m
mi +
∑
1≤i≤j≤t
|V |
m
mimj
−
∑
1≤i≤j≤k≤t
|V |
m
mimjmk + · · ·+ (−1)t−1|V |
m
m1m2···mt
We observe that the deletion of a symbol from a n-length non-primitive word gives a maximum of
(n−1)-different non-ins-robust primitive words when the word is of type a1a2 . . . an such that ai 6= ai+1
for 1 ≤ i ≤ n − 1 and minimum it can be zero if the word is of type ar, r > 2, a ∈ V . Given a word
w ∈ Z(n). The number of words that can be obtained by deleting a symbol from w is
0 ≤ |{w1w2 | w1aw2 = w, w1, w2 ∈ V
∗, a ∈ V }| ≤ n.
We know from Lemma 2 that a non-primitive word w remains non-primitive after deleting a symbol a if
w = an and n ≥ 3. Otherwise a non-ins-robust primitive word.
QI(n) = {w1w2 | w1aw2 ∈ Zn+1, a ∈ V,w1, w2 ∈ V
∗}
Therefore, the number of non-ins-robust primitive words of length n, QI(n), is the difference between
the number of all words obtained by deleting a symbol from the words of set
Z(n+ 1) \ V n+1 where V n+1 = {an+1 | a ∈ V } for n ≥ 2
We can find an upper bound on number of non-ins-robust primitive words of length n ≥ 2 as follows.
|QI(n)| = |{w1w2 | w = w1bw2 ∈ Z(n+ 1) \ V
n+1
, w1, w2 ∈ V
∗, b ∈ V }|
|QI(n)| = |{w1w2 | w = w1aw2 ∈ Z(n+ 1),
w1, w2 ∈ V
∗, a ∈ V }| − (n+ 1).|V |
≤ (n+ 1).(|Z(n+ 1|)− |V |).
From the Proposition 22, we know the number of primitive words of fixed length. Thus the number of
ins-robust-primitive words of length n, QI(n), over an alphabet V is equal to |Qn| − |QI(n)|.
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7 Recognizing Ins-Robust Primitive Words
In this section, we give a linear time algorithm to determine if a given primitive word w is ins-robust.
We design the algorithm that exploits the property of the structure of ins-robust primitive words. We
state some simple observations before presenting the algorithm. The following theorem is based on the
structure of ins-robust primitive word. We know that a word w is ins-robust if it can not be written as
trt1t2t
s for t ∈ Q, t = t1at2 for some a ∈ V , r, s ≥ 0 and r + s ≥ 1.
Theorem 23 Let u be a primitive word. Then u will be non-ins-robust primitive word iff uu contains at
least one periodic word of length |u| with period p such that p divides of length |u|+ 1 and p ≤ |u|.
Proof: (⇒) If u is a non-ins-robust primitive word, then u can be written as trt1t2t
s for some primitive
word t, r + s ≥ 1 and t = t1at2 for some symbol a ∈ V where t1, t2 ∈ V
∗. uu = trt1t2t
strt1t2t
s,
This word contains a subword t2t
strt1 of length |u| that is (t2t1a)
r+st2t1 which is a periodic word with
period |t2t1a| = |t| which divides |u|+ 1.
(⇐) Let uu has a periodic substring of length |u| with period p (divides |u| + 1 and p ≤ |u|) where u is
primitive word. Then uu = t1x
rx′t2, where t1, t2 ∈ V
∗, |xrx′| = |u|, x ∈ Q, r ≥ 1 and x = x′a for
some a ∈ V . |t1t2| = |u|. Here we have two cases, either x
rx′ entirely contained in u or some portion of
xrx′ contained in u.
Case 1. Let xrx′ entirely in u. Then u is not ins-robust as u = xrx′.
Case 2. Let some portion of xrx′ contained in u. Since uu = t1x
rx′t2, and Z is reflective, therefore
t2t1x
rx′ = u′u′, where u′ is cyclic permutation of u. Hence, u′ = xrx′, is non-ins-robust. Since QI is
reflective, therefore u is also non-ins-robust.
✷
Corollary 24 Let u be a primitive word. Then u will be non-ins-robust primitive word iff there exists a
cyclic permutation of u, say u′, which is a periodic with period p such that p divides |u|+ 1 and p ≤ |u|.
Proof: The proof follows from Theorem 23.
✷
Next we present a linear time algorithm to test ins-robustness of a primitive word by using the existing
algorithm for finding maximal repetitions in linear time. For more details on the maximal repetition,
see [10].
Theorem 25 Let w be a word given as input to Algorithm 1. The algorithm returns true if and only if the
word w is ins-robust.
Proof: In step (2), the algorithm finds the maximal repetitions with their periods. Since QI is closed
under reflectivity, therefore uu has all the cyclic permutations of u. There is a periodic word xrx′, a
permutation of u such that x = x′a for some a ∈ V . Therefore uu also has this periodic word which
is proved in Theorem 23. That is for a non-ins-robust primitive word u, uu contains a periodic word of
length at least |u| with a period p such that p divides (|u|+ 1) and p < |u|. This is explained in step (7)
where u is a primitive word step (4).
Otherwise u is ins-robust primitive word. ✷
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Algorithm 1 ISINSROBUST
Input: A finite word u
Output: “True” if u is an ins-robust primitive word, else “False”
1: Let v ← uu.
2: S ← FINDMAXIMALREPETITIONS(v) ⊲ S is a set of pairs of period and length.
3: for all (pi, li) ∈ S do
4: if |u| mod pi = 0 and pi < |u| then ⊲ Testing primitivity.
5: return False ⊲ The word u is not primitive.
6: end if
7: if pi ≤ |u| and (|u|+ 1) mod pi = 0 and li ≥ |u| then
8: return False ⊲ The word u is not ins-robust. (Corollary 24)
9: end if
10: end for
11: return True ⊲ The word u is ins-robust.
Theorem 26 The property of being ins-robust primitive is testable on a word of length n in O(n) time.
Proof: The Step (1) in Algorithm 1 running time is an O(1) operation. In step (2) maximal repetition
algorithm given in [10] is used which has linear time complexity. Now from step (3) to step (10), the
complexity depends on the cardinality of S, which is less than n. Hence it also has linear time complexity.
Therefore by theorem (23) testing ins-robustness for primitive word is linear. ✷
8 Conclusions and Future Work
We have discussed a special subclass of the language of primitive words which is known as ins-robust
primitive words. We have characterized ins-robust primitive words and identified several properties and
proved that the language of ins-robust primitive wordsQI is not regular. We also proved that the language
of non-ins-robust primitive words QI is not context-free. We identified that QI is dense over an alphabet
V . We have also presented a linear time algorithm to test if a given word is ins-robust primitive. Finally,
we have given a lower bound on the number of ins-robust primitive words of a given length.
There are several interesting questions that remain unanswered about ins-robust primitive words. Some
of them that we plan to explore in immediate future are as follows. Is QiI for i ≥ 2 regular? It is known
that Qi for i ≥ 2 is regular [11]. We also conjecture that the language of ins-robust primitive wordsQI is
not a deterministic context-free language. We believe that the properties we have identified for ins-robust
primitive words will be helpful in answering these questions.
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