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a b s t r a c t
Field measurement of turbulence in strong tidal currents is difﬁcult and expensive, but the tidal energy
industry needs to accurately quantify turbulence for adequate resource characterisation and device
design. Models that can predict such turbulence could reduce measurement costs. We compare a
Regional Ocean Modelling System (ROMS) simulation with acoustic Doppler current proﬁler (ADCP)
measurements from a highly-energetic tidal site. This comparison shows the extent to which turbulence
can be quantiﬁed by ROMS, using the conventional k ε turbulence closure model. Both model and
observations covered the same time period, encompassing two spring-neap cycles. Turbulent kinetic
energy (TKE) density was calculated from measurements using the variance method; turbulent dissi-
pation, ε, was calculated using the structure function method. Measurements show that wave action
dominates turbulent ﬂuctuations in the upper half of the water column; comparing results for deeper
water, however, shows very strong agreement. A best ﬁt between ROMS and ADCP results for mean
velocity yields R2 ¼ 0:98; for TKE, R2 is 0.84 when strongly wave-dominated times are excluded.
Dissipation agrees less well: although time series of ε are well-correlated at similar depths, ROMS es-
timates a greater magnitude of dissipation than is measured, by a factor of up to 4.8.
© 2017 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
1. Introduction
Tidal energy converters (TECs) generate electricity from tidal
currents, with most designs using similar physical principles to
conventional wind turbines. However, the marine environment in
which they are deployed and operate poses its own set of technical
hurdles that must be addressed [1e3]. Turbulence in tidal currents,
which differs from atmospheric turbulence, is one of these chal-
lenges, and an important one for the development of TECs due to its
impact on loading, reliability and fatigue life [4,5]. Oceanographic
modelling of turbulence has generally focussed on vertical mixing
for transport of sediments or nutrients [6,7] rather than the highly-
energetic turbulence typical of sites with strong tidal currents that
are likely candidates for TEC deployment. In this paper, we present
a comparison of turbulence measurements from such a site to es-
timates from a basin-scale numerical model. Deploying, operating
and retrieving instrumentation suitable for turbulence measure-
ments in marine currents is an expensive and time-consuming
process, but the highly site-speciﬁc nature of marine turbulence
means suchmeasurements are vital to understanding turbulence in
tidal currents. If it can be shown, by comparison with measured
data, that oceanographic modelling can predict turbulence with
some accuracy, then such models can be used to aid in targeting
measurement campaigns at the most beneﬁcial sites and times.
Conﬁdence in oceanographic models' ability to estimate turbulence
at TEC deployment candidate sites will also mean that its pre-
dictions would be suitable for deﬁning the inﬂow conditions of
smaller-scale models of TEC arrays or even individual devices [8,9].
The site for this study is theWest Anglesey Demonstration Zone
(WADZ) off the coast of Wales, which has been designated for the
development of tidal power by the Crown Estate. Measurements
were takenwith an RDI Sentinel V acoustic Doppler current proﬁler
(ADCP) deployed on the edge of the WADZ between the 19th of
September and the 19th of November 2014. Awave buoymeasuring
signiﬁcant wave height and period was simultaneously deployed
approximately 2 km to the south of the ADCP. The bathymetry of
the site, and the location of the ADCP and buoy, are shown in Fig. 1.
Water depth at the ADCP's location varied between 41.1 and 46.2 m
through the deployment period, giving a spring range of around
5m, and peak depth-averaged spring currents were 2.5 ms1. There
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was a blanking distance of 1.89 m between the ﬁrst bin and the
transducer head, and subsequent bins had a vertical separation of
0.6 m. A 15-min burst of data was collected every hour; during the
burst, the measurements were taken at a rate of 2 Hz. The ping
frequency was 614.4 kHz.
The tidal hydrodynamics were simulated using the 3D Regional
Ocean Modelling System (ROMS), which uses ﬁnite-difference ap-
proximations of the Reynolds-Averaged Navier-Stokes equations
with hydrostatic and Boussinesq assumptions [10e12], and is
regularly used in tidal-stream energy resource studies [13e15].
Turbulence is modelled in ROMS by a two-equation scheme. The
ﬁrst equation is for the transport of turbulent kinetic energy (TKE),
k; the second equation represents a generic length scale (GLS) that
can be tuned to a variety of standard turbulence models [16]. For
this study, the well-established k ε model was implemented.
A comparison of turbulence parameters from a ROMSmodel and
ﬁeld measurements in Puget Sound in the USA has been previously
carried out by Thyng et al. [17]. Although some ADCP data was in
their study, most of the validation was done using single-point,
high-frequency acoustic Doppler velocimeter measurements.
Furthermore, the study presented here uses a much larger dataset,
covering approximately two months as opposed to two days; this
allows us to compare the long-term turbulence dynamics of the
ROMS model to real measurements and to demonstrate that the
numerical estimates adequately capture the range of turbulent
conditions observed with instruments.
2. Methods
2.1. Turbulence measurement using ADCPs
ADCPs are a widely-used tool for the measurement of marine
currents. By measuring the Doppler shift in the backscattered sig-
nals from an array of acoustic beams, they are able to measure
three-dimensional velocities [18e20]. Since their initial deploy-
ment, new techniques of analysing the data they gather has allowed
researchers to measure not only the mean ﬂow currents but also
their turbulent properties.
It is possible to calculate a range of turbulence parameters using
a variety of methods. The variance method is a standard technique
for estimating TKE density and Reynolds stresses [21,22], and
dissipation can be estimated by structure function analysis [23] or
spectral analysis [24]. Time- and lengthscales can be estimated
from the time-lagged autocorrelation of the beam measurements
[25]. The use of ADCPs for surveying turbulence at planned or
current tidal stream deployment sites is awell-establishedmethod,
both used alone [26e29] or in combination with other techniques
and instrumentation [30,31].
2.1.1. Turbulent kinetic energy
TKE, or more precisely TKE density, is a measure of the energy
contained in turbulent ﬂuctuations per kilogram of ﬂuid. If we
denote the ﬂuctuation velocity measured by each beamwith b0i, we
can relate the TKE to the beam variances as follows:
k ¼
P4
i¼1
D
b
02
i
E
4 sin2 q

1 x1 cot2q
; (1)
where the summation is over the four off-vertical beams, x is a
parameter that characterises the anisotropy of the ﬂow, and q is the
inclination angle of the beams. Following the work of Nezu and
Nakagawa [32], we set x to 0.1684.
This formulation assumes that the device accurately measures
the true velocity in the ﬂuid. In reality, instrument noise will
introduce an error between the true and measured along-beam
velocities. This instrument noise can be regarded as a normally
distributed, zero-mean random error. For calculation of mean ve-
locities, the time-averaging process means that no bias is intro-
duced, as the noise is zero-mean. However, in calculating the
variance the instrument noise becomes more signiﬁcant. If we
write the ﬂuctuation velocity measured by the ith beam, b0i, as the
sum of a true ﬂuid velocity bi 0 and Gaussian noise N, then we ﬁnd
that:
Var

b0i
 ¼ Varb0i
þ VarðNÞ þ 2,Covb0i;N

(2)
Since the noise is a property of the instrument, it is reasonable to
assume that it is uncorrelated with the ﬂow; we can therefore set
Covðb0i;NÞ to 0. Thus, the estimated variance from the beam
Fig. 1. Location of West Anglesey Demonstration Zone off the coast of Anglesey, marked with black dashed line. Bathymetry contours show depth relative to mean sea level.
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measurements will have a positive bias relative to the true velocity
variance, and our calculated value of TKE from equation (1) will be
greater than it ought to be. Our dataset includes many measure-
ments in still water, at which times the TKE will be negligibly
small. Any non-zero TKE estimates at such times are therefore
attributable to instrument noise, and we use the values of these
estimates to quantify the TKE bias. In this way, we ﬁnd that the TKE
estimates have a positive bias of 9 103J$kg1; all ADCP TKE es-
timates presented in this paper have been corrected to account for
this bias.
2.1.2. Dissipation
Dissipation can be estimated using structure function analysis, a
method based on spatially-separated velocity measurements. It
was originally developed for use in atmosphere [33], but it has been
shown to be applicable in a variety of marine conditions [23,34].
We start by deﬁning the structure function Dðz; rÞ as the time-mean
value of the squared velocity difference between two points sepa-
rated by a distance r:
Dðz; rÞ ¼
D
biðzÞ0  biðzþ rÞ0
2E (3)
On the condition that the maximum separation, r, is on the scale
of the inertial subrange, the expected dependence of Dðz; rÞ on r is
related to the dissipation:
Dðz; rÞ ¼ C2n εðzÞ2=3r2=3 þ N (4)
HereN is an offset term that arises due to instrument noise and Cn is
an empirically-determined constant; followingWiles et al. [23] and
Mohrholz et al. [34], we take Cn ¼ 2:1. It is then straightforward to
carry out a least-squares ﬁt of the calculated Dðz; rÞ values from
equation (3) to the relation speciﬁed in 4, and from its slope get an
estimate of ε. The maximum separation used for this ﬁt is 5.1 m in
the along-beam direction (i.e., 8 bins); we have conﬁrmed that this
separation lies within the inertial subrange by examination of the
turbulent spectra.
2.2. Simulation of tidal ﬂows using ROMS
The model domain, shown in Fig. 2, covers the area between
51N and 56N, and from 7W to 2.7W. It uses ten vertical layers
(sigma coordinate system) evenly spaced throughout the water
column and an orthogonal C-grid at 1=240 ﬁxed longitudinal
resolution (2012  1033 interior points, giving a grid spacing of
approximately 300 m). Digitised Admiralty data, at 200 m hori-
zontal resolution and corrected for mean sea-level variations
[35], was interpolated to the computational grid, with a
minimum water depth of 10 m. There was no wetting and drying
as the geographic scale of inter-tidal regions was relatively small
in relation to the model resolution and extent of the Irish Sea
[15].
Our ROMS model has previously been successfully applied to
Irish Sea tidal-stream resource analysis and is well validated [35],
and so the model is described only brieﬂy in this paper. A 91-day
simulation was analysed; this covered the entire duration of the
ADCP deployment and excluded two days before the start of the
ADCP deployment to allow the model to spin up from an initial
stationary state. The open boundary of the tidal model was forced
with ten tidal constituents (M2, S2, N2, K2, K1, O1, P1, Q1, Mf, and
Mm).
A drag coefﬁcient CD ¼ 0:003 was assumed within the quadratic
friction model parameterisation, which is consistent with previous
ROMS studies of energetic tidal sites (e.g., Neill et al. [13]). Similar
results have been found when comparing turbulence closure and
GLS schemes in ROMS [16]. This is the reason for the choice of
turbulence closure GLS model tuned to the k ε turbulence model,
with standard parameters: p ¼ 3, m ¼ 1.5 and n ¼ 1 (for further
details see Warner et al. [16]).
Model validation is detailed in Lewis et al. [35] and is only
summarised here. Results were compared with seven tide gauges
from the National Tidal and Sea Level Facility (see www.ntslf.org),
and the model was shown to have an 4% accuracy in simulating the
amplitude of the major semi-diurnal lunar constituent, M2, (0.11 m
RMSE), with M2 phase accurate to within 4; for the major semi-
diurnal solar constituent (S2) tidal height was simulated with 9%
accuracy (0.08 m RMSE) and phase with 9 accuracy. Nine depth-
averaged, and 131 depth-speciﬁc, M2 tidal current stations were
used to validate simulated tidal currents, with a 10% velocity error
and a 4e7 phase error found.
3. Results
We ﬁrst compare the measured and modelled mean ﬂow
properties. The principle semi-diurnal lunar (M2) tidal ellipse
analysis of depth-mean tidal velocity data from the ADCP deploy-
ment compared to that simulated by our ROMSmodel gave a RMSE
of 5% for Cmax (the semi-major ellipse velocity component) and 0%
Cmin (the semi-minor ellipse velocity component). The inclination
of the current ellipse error was 3 and phase error (degrees relative
to Greenwich) was 6: we are therefore satisﬁed that our model has
accurately captured the mean ﬂow dynamics at the measurement
site.
Fig. 2. Map of ROMS model domain. Contours show depth-averaged peak spring tidal
current in ms1, as measured by the magnitude of the M2 and S2 components.
Location of WADZ indicated by black circle near centre of the image.
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3.1. Comparison of turbulence parameters e k and ε
Fig. 3 illustrates how mean TKE varies over the ADCP deploy-
ment period. This clearly shows that the ADCP measurements are
strongly wave-dominated in the upper half of the water column.
The lack of wave effects in the ROMS model means we cannot
usefully compare TKE results in this depth range; for the lower half
of the water column, however, the comparison becomes more
meaningful, as shown in Fig. 4. Note that even when we examine
only this deeper portion of the ﬂow, we still see anomalous spikes
(around 6the7th October, 18the22nd October and 6the7th
November). By cross-referencing to Fig. 3, we can see that these are
periods of particularly strong wave activity, and we therefore sur-
mise that these anomalies are due to wave action dominating the
turbulent ﬂuctuations even into the deepest part of the water col-
umn. These discrepancies are explored in more detail in Figs. 8 and
10.
The ability of ROMS to capture mean ﬂow velocities is already
well attested [13], and this is borne out by the results presented in
the lower panel of Fig. 4. The upper panel depicts mean TKE values
for the lower half of the water column. Note that what is meant by
‘lower half of the water column’ is not exactly the same for both
ROMS and ADCP results. For the ADCP, this depth range is
1.89e19.29 m. This is obtained by taking the depth range halfway
from the lowest bin up to the highest bin which yields useful data
before sidelobe interference makes it impossible to obtain mean-
ingful velocity measurements. This does not extend down to the
seabed due to the ADCP's blanking distance, the ADCP itself and its
support frame. ROMS discretises the water column into ten sigma
layers, which correspond to different depths as the sea level
changes over the tidal cycle. We use the lower ﬁve sigma layers for
our estimate of column-meanTKE; this depth range always starts at
the seabed but its maximum value ranges from 16.8 m to 18.8 m
over the simulated period.
We can see that the agreement between ROMS and ADCP
measurements is quite satisfactory. The spring-neap cycle is clearly
apparent in the TKE data as a long-term modulation in magnitude,
and when comparing the model predictions with the ﬁeld data the
size of this effect is very similar. More subtly, there is a ﬂood-ebb
asymmetry: TKE maxima tend to be higher on ebbs than ﬂoods.
This can be seen in the time record subset shown in Fig. 5, where
negative mean current speeds, corresponding to ebbs, coincide
with higher-magnitude spikes in TKE density. The ROMSmodel also
predicts this turbulence asymmetry (cf. the similar tidal asymmetry
demonstrated in Ref. [13]), which, as shown in Fig. 6, is not due
solely to differences in the mean ﬂow: we see that TKE is consis-
tently higher on ebbs than ﬂoods even when mean velocity
magnitude is the same. Concomitantly, turbulence intensity is
greater on ebbs than on ﬂoods, on average by 8% when looking at
ROMS estimates or by 9% when looking at ADCP measurements.
Note that this asymmetry is not distributed evenly throughout
the water column, as seen in Fig. 7. The differences between ﬂood
and ebb are more strongly pronounced mid-column, while near-
bed depths show relatively little dependence on tidal phase. This
depth dependence is seen in both simulations and measurements,
although ROMS predicts signiﬁcantly stronger asymmetry in mid-
column than is observed in the ADCP data.
We can gain better insight into the comparison of model pre-
dictions and measured values by examining the statistics of the
whole dataset as well as suitable subsets. In Fig. 8, we see that the
scatter plots indicate a strong correspondence between model and
measurements. For themean velocity, there is a clear linear ﬁt, with
a RMSE of 0.20ms1 and an R2 value of 0.98.We note, however, that
the ROMS tends to overpredict mean velocity slightly when
compared to measurements: the line of best ﬁt has a slope of 1.11,
rather than the value of 1 that would be found with perfect
agreement.
The TKE agreement is less strong: the RMSE is 4:3 103J,kg1,
giving a scatter index of 0.41, and calculating a linear ﬁt gives an R2
value of 0.65. We can see that there is a tendency for ADCP mea-
surements to exceed the corresponding ROMS predictions i.e., there
are more points below the 1:1 line than above it, and they tend to
lie further from the line of equality. As we discussed above, there
are times whenwave action dominates turbulent ﬂuctuations even
into the lower half of the water column. Measurements from these
times are difﬁcult to meaningfully compare with the ROMS pre-
dictions; we therefore examine whether the comparison improves
when measurements taken at times of strong wave activity are
excluded from consideration.
The criterion for exclusion is based on measurements taken by
the wave buoy. We examine the range signiﬁcant wave height (HS)
values observed from the wave buoy throughout the ADCP
deployment, and deﬁne high-wave conditions as values of HS in the
95th percentile. When these points are excluded, the RMSE of the
TKE agreement drops to 3 103J$kg1 (scatter index 0.30) and
the linear ﬁt has an R2 of 0.84. Applying a still stricter criterion that
excludes measurements corresponding to HS in the 75th percentile
gives an RMSE of 2:3 103J$kg1, a scatter index of 0.25 and a
Fig. 3. Lower panel shows TKE density as calculated in equation (1), upper panel shows simultaneously-collected wavebuoy data: signiﬁcant wave height (HS) as solid line, wave
period (T) as solid line. Note that the range of TKE values is truncated at the upper end in order to make low-TKE features visible.
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best-ﬁt R2 of 0.90.
Plotting the probability distribution functions (PDFs) of the
mean TKE values (Fig. 9) allows us to compare the ROMS and ADCP
data in a population sense. Note that in calculating these PDFs we
have applied the 95th percentile condition on waves. We see that
there is good agreement at the high-energy end of the PDFs, but
less so at lower TKE values. Unsurprisingly, this means that when
we divide the data points into slacks, ebbs and ﬂoods, the non-slack
PDFs agree quite closely with one another but the slacks show a
greater disparity.
We can also examine the comparative distributions of TKE be-
tween ROMS and ADCP results using q-q plots, as seen in Fig. 10.
Visualising the results in this manner reinforces the conclusions we
have drawn from studying the probability distributions themselves.
For low TKE values the ADCPmeasurements tend to be signiﬁcantly
higher than ROMS estimates, which is visible as the quantile points
dipping below the equality line in the bottom left of the plots; we
see this in the plot of all tides as well as in the ﬂoods and ebbs
individually. At slack water, where TKE values are in general lower
thanwhen current speeds are high, all data points on the q-q curve
lies below the line of equality.
In addition to the temporal variation and distribution of the TKE,
we are interested in its vertical variation. Fig. 11 compares proﬁles
of TKE density from the ROMS model and ADCP measurements. It
also shows how the vertical proﬁle from ADCP data varies
depending on how strictly high-wave conditions are excluded from
consideration. Obviously this has a more signiﬁcant effect in the
upper half of the water column: in this region, the 95th percentile
proﬁles exceeded the 75th percentile proﬁles by 68% on the ﬂood
and 54% on the ebbs, whereas in the lower half the differences were
only 9% and 4% respectively. The quantitative agreement between
ROMS and ADCP is satisfactory for this deeper section: the ADCP
data exceeds the ROMS prediction by 13% on ebbs and only 2% on
ﬂoods.
The agreement in dissipation is less satisfactory. Fig. 12 shows
comparisons of dissipation time series at four locations in the lower
half of the water column. As wemention above, ROMS sigma layers
and ADCP bins do not measure at exactly the same depths, but we
have selected the closest depth matches from the available data.
The time dependence tracks very closely: the correlation coefﬁcient
between ROMS and ADCP estimates of dissipation varies between
0.86 and 0.95 (p<0:001) depending on depth. However, there is a
signiﬁcant discrepancy in magnitude, particularly closer to the
seabed. ROMS estimates of dissipation exceed ADCPmeasurements
by a factor of at least 1.5 on average for the highest location shown,
and this factor rises to 4.8 for the location nearest the bed. Note that
slacks were excluded in calculating this, as the measured values
were very close to zero during slack water, leading to extremely
high values of the ratio.
4. Discussion
We have found that the ROMS predictions of TKE match the
Fig. 4. Comparison of ADCP and ROMS results over the time period of the ADCP deployment. Upper panel shows time series of vertical-mean TKE from the lower half of the water
column. Lower panel shows mean current velocities; ﬂood velocities are shown as positive and ebb velocities as negative. Dashed grey lines indicate the subset shown in more detail
in Fig. 5.
Fig. 5. Subset of the results from Fig. 4.
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Fig. 6. Scatter plot comparing mean ﬂow and TKE for ADCP measurements (left panel) and ROMS estimates (right panel). Black points correspond to ﬂood phases, red points to ebb
phases. (For interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web version of this article.)
Fig. 7. Scatter plot comparing mean ﬂow velocity and TKE at four depths for ADCP measurements (left column) and ROMS estimates (central column). Black points correspond to
ﬂood phases, red points to ebb phases. Right column shows a proﬁle of ﬂood-ebb asymmetry as a percentage increase in TKE density from ﬂood to ebb. Circles indicate the depths
from which the data in scatter plots are taken. (For interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web version of this article.)
Fig. 8. Scatter plots comparing measured data from ADCP and predictions from ROMS. Left-hand panel shows mean current velocities; right-hand panel shows mean TKE for the
lower half of the water column. In the TKE comparison, magenta points are excluded if the 95th %ile criterion for waves is applied; if the 75th %ile criterion is applied, the green
points are also excluded. (For interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web version of this article.)
measured values well over the whole tidal cycle, although at times
of relatively low turbulence the ADCP measurements are higher
than the estimates produced by ROMS. This is visible in the low end
of the probability distributions depicted in Fig. 9; we can also see it
in the ‘drooping tail’ of the q-q plots in Fig. 10. We can conclude,
then, that at these times either the measurements are erroneously
high or the numerical predictions too low.
A systematic overestimation of TKE by the ADCPs would suggest
that the measurements are biased high. However, as we discussed
in section 2.1.1, it is well-known that the variance method of
calculating TKE from ADCP measurements will be positively-
biased, and we have applied a correction for this. Furthermore,
this correction is conservative in that it cannot undercorrect, only
overcorrect. We can be sure of this because both the true value of
TKE and its estimate obtained with variance method are always
positive, and we calculate the bias by taking the smallest estimated
value of TKE prior to applying the correction. If the bias were any
greater than this, the lowest uncorrected estimate of TKE would
correspond to a true TKE of less than zero, which is impossible.
This suggests that the discrepancy must be due to an
Fig. 9. Comparison of probability distributions of mean TKE for the lower half of the water column taken from ROMS simulation and ADCP data.
Fig. 10. Comparison of TKE probability distributions between ROMS simulation and ADCP measurements visualised as q-q plots. Dots show the quantiles for the complete data set,
circles show quantiles for the data set with the 95th %ile condition on waves applied; the line of equality is shown as red dashes. To improve legibility, only every ﬁfth quantile has
been plotted. (For interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web version of this article.)
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underestimate of TKE in the numerical model. However, recall that
with the variance method it is not possible to distinguish between
ﬂuctuations due to turbulence and due to other sources, as is clearly
illustrated by the dominance of wave effects seen in the vertical
proﬁles of TKE (Fig. 11). The TKE represented by k in the turbulence
closure scheme of the ROMS model reﬂects the turbulent energy
contained in the ﬂuctuations in the classical wavenumber range
[17]. An alternative explanation for the difference might then be
that the measured values of TKE are including the effects of ﬂuc-
tuations excluded from the ROMS turbulence model, such as ve-
locity variations on lengthscales intermediate between the mean
ﬂow and classical turbulence, or wave action. The difference in TKE
between ADCP and ROMS at times of low turbulence, as shown in
Fig. 13, is fairly well-correlated with wave height (R ¼ 0.725,
p<0:001), lending support to this as at least a partial explanation.
The importance of wave effects is one of the most striking ob-
servations from ADCP data. Previous studies of turbulence at en-
ergetic tidal sites based on ADCP measurements [17,29] did not
indicate such strong inﬂuence by waves, but these were in more
sheltered bodies of water with much shorter fetch and conse-
quently less energetic waves. In the current study, wave effects
dominated turbulence throughout much of the water column, to
the extent that some methods of analysing ADCP data cannot be
applied: speciﬁcally, spectral analysis for estimation of turbulent
dissipation.
Spectral analysis is a well-known technique for determining the
turbulent dissipation [24,27], based on Kolmogorov's theory of the
inertial subrange which asserts that, for some range of frequencies
(or wavenumbers), the power spectral density (PSD) of turbulent
velocity ﬂuctuations will exhibit a 5/3 power-law dependence on
frequency. In this subrange, the PSD is a function only of the fre-
quency and the turbulent dissipation rate, ε. Thus, by ﬁtting the
spectrum to the expected slope, it is possible to obtain an estimate
of ε. However, as can be seen in Fig.14, there is a large, broad peak in
the middle of the expected inertial subrange. This peak coincides
with the median wave period during the ADCP deployment: it is
reasonable to conclude that this corresponds to wave activity
during the measurement period. Note that Doppler noise begins to
dominate the spectrum as we approach the Nyquist frequency of
1 Hz, so it is not possible to perform a ﬁt in this part of the
spectrum.
It may be possible to ﬁlter out thewave effects, either in a simple
bandpass sense or by applying a more sophisticated model of the
wave spectrum based on the signiﬁcant wave height and period
measured by the wave buoy. However, we should remember that
the fundamental motivation of this study of turbulence is to predict
Fig. 11. Vertical proﬁles of TKE density for ROMS results and ADCP data. Different
ADCP proﬁles correspond to different wave conditions. The 95th %ile wave ADCP
proﬁle uses only data from times during which HS did not exceed the 95th percentile
to calculate the mean; a similar condition applies for the 85th %ile and 75th %ile
proﬁles.
Fig. 12. Comparison of time series of dissipation at four locations in water column from ROMS (red) and ADCP (black) for representative time period. SL denotes the sigma layer
number from the ROMS simulation. Note the vertical scale differs for the lowest panel. (For interpretation of the references to colour in this ﬁgure legend, the reader is referred to
the web version of this article.)
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its effects on the fatigue life and reliability of TEC components. The
source of a ﬂuctuating load in this context is immaterial; it is the
characteristics (i.e., magnitude and period) of the load itself that are
most important. In this case, separating out the wave and turbulent
ﬂuctuations provides no meaningful beneﬁt.
If this is the case, the observations presented in this paper
suggest that, for TEC deployment sites that are not sheltered from
waves, the effects of waves on fatigue load will be of much greater
concern than the effects of turbulence in the marine currents. This
is obviously dependent on the location of the TEC within the water
column: seabed-mounted devices that are small relative to the total
water depth will be more sensitive to the turbulence in the tidal
currents, but larger devices, and ﬂoating or semi-submersible de-
signs of all sizes, will be far more affected by wave action.
Earlier work on validating the turbulence models of ROMS for
highly-energetic tidal sites [17] found that dissipation was well-
matched between predictions and measurements, while turbu-
lent kinetic energy was not captured as satisfactorily. Differences in
TKE were attributed to the limited lengthscales represented by k in
the turbulence closure model; correcting the ROMS estimates
based on this assumption led to a much better agreement.
The work we present here, however, ﬁnds that ROMS estimates
of TKE are very well corroborated by the measured values, and no
similar correction term is required. Dissipation, on the other hand,
is found to differ signiﬁcantly betweenmodel andmeasurements. It
is not clear why this is. The structure function method is being
applied in an appropriate manner: based on spectral analysis, the
separation distances used in its calculation lie within the inertial
subrange, and the ﬁts to the expected 2 =3 slope are satisfactory. If
instead the problem lies with ROMS overestimating dissipation,
thenwewould also expect that the turbulent production should be
much greater, but there is no indication that this is the case.
5. Conclusions
We have found that ROMS estimates of turbulence, as measured
by TKE, agree very well with ADCP measurements at a site with
strong tidal currents across two complete spring-neap cycles. There
are a few caveats to this observation. Firstly, wave action largely
drowns out turbulent ﬂuctuations in the upper half of the water
column when analysing the measured data, and for particularly
high waves this effect extends deeper still. Secondly, the measured
TKE values show a consistent level of background turbulence at
times of slow ﬂow, evenwhen corrected for positive bias, that is not
captured by the ROMSmodel. Lastly, although TKE estimates match
measurements very well, turbulent dissipation shows far weaker
agreement. Nonetheless, this study demonstrate that ROMS is a
suitable tool for predicting the strength of turbulence at the types
of highly-energetic site typically chosen for TEC deployment.
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