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Abstract-This paper presents a generic face animator that is able to control the pose and expressions of a given face image. The animation is driven by human interpretable control signals consisting of head pose angles and the Action Unit (AU) values. The control information can be obtained from multiple sources including external driving videos and manual controls. Due to the interpretable nature of the driving signal, one can easily mix the information between multiple sources (e.g. pose from one image and expression from another) and apply selective post-production editing. The proposed face animator is implemented as a two stage neural network model that is learned in self-supervised manner using a large video collection. The proposed Interpretable and Controllable face reenactment network (ICface) is compared to the state-of-the-art neural network based face animation techniques in multiple tasks. The results indicate that ICface produces better visual quality, while being more versatile than most of the comparison methods. The introduced model could provide a lightweight and easy to use tool for multitude of advanced image and video editing tasks. Please click here to watch our video showing the reenactment results.
I. INTRODUCTION
The ability to create a realistic animated video from a single face image is a challenging task. It involves both rotating the face in 3D space as well as synthesising detailed deformations caused by the changes in the facial expression. A lightweight and easy-to-use tool for this type of manipulation task would have numerous applications in animation industry, movie post-production, virtual reality, photography technology, video editing and interactive system design, among others.
Several recent works have proposed automated face manipulation techniques. A commonly used procedure is to take a source face and a set of desired facial attributes (e.g. pose) as an input and produce a face image depicting the source identity with the desired attributes. The source face is usually specified by one or more example images depicting the selected person. The facial attributes could be presented by categorical variables, continuous parameters or by another face image (referred as a driving image) with desired pose and expression.
Traditionally, face manipulation systems fit a detailed 3D face model on the source image(s) that is later used to render the manipulated outputs. If the animation is driven by another face image, it must also be modelled to extract the necessary control parameters. Although these methods have reported impressive results (see e.g. Face2Face [25] , [14] ), they require complex 3D face models and considerable efforts to capture all the subtle movements in the face.
Recent works [30] , [32] have studied the possibility to bypass the explicit 3D model fitting. Instead, the animation is directly formulated as an end-to-end learning problem, where the necessary model is obtained implicitly using a large data collection. Unfortunately, such implicit model usually lacks interpretability and does not easily allow selective editing or combining driving information from multiple sources. For example, it is not possible to generate an image which has all other attributes from the driving face, except for an extra smile on the face. Another challenge is to obtain expression and pose representation that is independent of the driving face identity. Such disentanglement problem is difficult to solve in a fully unsupervised setup and therefore we often see that the identity specific information of the driving face is "leaking" to the generated output. This may limit the relevant use cases to a few identities or to faces with comparable size and shape.
In this paper, we propose a generative adversarial network (GAN) based system that is able to reenact realistic emotions and head poses for a wide range of source and driving identites. Our approach allows further selective editing of the attributes (e.g. rotating the head, closing the eyelid etc.) to produce novel face movements which were not seen in the original driving face. The proposed method offers extensive human interpretable control for obtaining more versatile and high quality face animation than with the previous approaches. Figure 1 depicts a set of example results generated by manipulating a single source image with different mixtures of driving information.
The proposed face manipulation process consists of two stages: 1) extracting the facial attributes (emotion and pose) from the given driving image, and 2) transferring the obtained attributes to the source image for producing a photorealistic animation. We implement the first step by representing the emotions and facial movements in terms of Action Units (AUs) [8] and head pose angles (pitch, yaw and roll). The AU activations [8] aim at modelling the specific muscle activities and each combination of them can produce different facial expression [8] , [23] . Our main motivation is that such attributes are relatively straightforward to extract from any facial image using publicly available software and this representation is fairly independent of the identity specific characteristics of the face. We also believe that these parameters are capable of capturing the necessary and meaningful facial movements. This hypothesis is further supported by our experiments.
We formulate the second stage of the face animation process using a conditional generative model on the given source image and facial attribute vector. In order to eliminate the current expression of the source face, we first map the input image to a neutral state representing frontal pose and zero AU values. Afterwards, the neutral image is mapped to the final output depicting the desired combination of driving attributes (e.g. obtained from driving faces or defined manually). As a result, we obtain a model called Interpretable and Controllable face reenactment network (ICface). The program code of our method will be publicly available upon the acceptance of the In the training phase, we select two frames from the same video and denote them as source and driving image. The generator G N takes the encoded source image and neutral facial attributes (F A N ) as input and produces an image representing the source identity with central pose and neutral expression (neutral image). In the second phase, the generator G A takes the encoded neutral image and attributes extracted from the driving image (F A D ) as an input and produces an image representing the source identity with desired attribute parameters F A D . The generators are trained using multiple loss functions implemented using the discriminator D (see Section 3 for details). In addition, since the driving and source images have the same identity, a direct pixel based reconstruction loss can also be utilized. Note that this is assumed to be true only during training and in the test case the identities are likely to be different.
paper. We make the following three contributions. i) We propose a data driven and GAN based face animation system that is applicable to a large number of source and driving identities.
ii) The proposes system is driven by human interpretable control signals obtainable from multiple sources such as external driving videos and manual controls. iii) We demonstrate our system in multiple tasks including face reenactment, facial emotion synthesis, and multi-view image generation from single-view input. The presented qualitative results outperform several recent (possibly purpose-built) state-of-the-art works.
II. RELATED WORK
The proposed approach is mainly related to face manipulation methods using deep neural networks and adversarial generative networks. Therefore, we concentrate on reviewing the most relevant literature under this scope.
A. Face Manipulation by Generative Networks
Deep neural networks are very popular tools for controlling head pose, facial expressions, eye gaze, etc. Many works [9] , [31] , [15] , [29] approach the problem using supervised paradigm that requires plenty of annotated training samples. While such data is expensive to obtain, the recent literature proposes several unsupervised and self-supervised alternatives [34] , [5] , [6] . Specifically, Mechrez et.al. [17] propose a new contextual loss that compares two unpaired images and transfers attributes from one image to another. Their methods was shown to be suitable for single image animation, style transfer and face puppeteering.
In [24] , the face editing was approached by decomposing the face into a texture image and a deformation field. After decomposition, the deformation field could be manipulated to obtain desired facial expression, pose, etc. However, this is a difficult task, partially because the field is highly dependent on the identity of the person. Therefore, it would be hard to transfer attributes from another face image.
Finally, X2Face [30] proposes a generalized facial reenactor that is able to control the source face using driving video, audio, or pose parameters. The transferred facial features were automatically learned from the training data and thus lack clear visual interpretation (e.g. close eyes or smile). The approach may also leak some identity specific information from the driving frames to the output. X2Face seems to work best if the driving and source images are from the same person.
B. Face Manipulation with GANs
The conditional variant of the Generative Adversarial Network (GAN) [19] , [11] have received plenty of attention in image to image domain translation with paired data [13] , unpaired data [35] , or even both [28] . Simillar GAN based approaches are widely used for facial attribute manipulation in many supervised and unsupervised settings [7] , [4] , [26] , [22] . The most common approach is to condition the generator on discrete attributes such as blond or black hair, happy or angry, glasses or no glasses and so on. A recent work [23] proposed a method called GANimation that was capable of generating a wide range of continuous emotions and expressions for a given face image. They utilized the well known concept of action units (AUs) as a conditioning vector and obtained very appealing results. Similar results are achieved on portrait face images in [10] , [1] . Unfortunately, unlike our method, these approaches are not suitable for full reenactment, where the head pose has to be modified. Moreover, they add the new attribute directly on to the existing expression of the source image which can be problematic to handle.
In addition to the facial expression manipulation, the GANs are applied to the full face reenactment task. For instance, the CycleGAN [33] could be utilised to transform expressions and pose between image pair (see examples in [30] ). Similarly, the ReenactGAN [32] is able to perform face reenactment, but only for a limited number of source identities. In contrast, our GAN based approach generalizes to a large number of source identities and driving videos. Furthermore, our method is based on interpretable and continuous attributes that are extracted from the driving video. The flexible interface allows user to easily mix the attributes from multiple driving videos (e.g. head pose from one and expression from another) and edit them manually at will (e.g. open eyes or add smile). In the extreme case, the attributes could be defined without any driving video at all.
III. METHOD
The goal of our method is to animate a given source face in accordance to the facial attribute vector (F A D = p T , a T T ) that consists of the head pose parameters p and action unit (AU) activations a. More specifically, the head pose is determined by three angles (pitch, yaw, and roll) and the AUs represent the activations of 17 facial muscles [8] . In total, the attribute vector consists of 20 values determining the pose and the expression of a face. In the following, we will briefly outline the workflow of our method. The subsequent sections and Figure 2 provide further details of the architecture and training procedure. The specific implementation details are found in the supplementary material.
In the first stage, we encode the input image (size WxHx3) into equal size feature representation (WxHx3) using an encoder network I E . The obtained features are then concatenated with the neutral facial parameters F A N = [p N , 0], where p N refers to the central pose. This is done by first spatially replicating the attribute vector and then channel-wise concatenating the replicated attributes (WxHx20) with the feature representation. The resulting representation L S (WxHx23) is subsequently fed to the neutralisation network G N that aims at producing a frontal face image (WxHx3) depicting the source identity with neutral facial expression.
In the second stage, we encode the obtained neutral (source) face image using the same encoder network I E as for the input image. The obtained features are concatenated with the driving attribute vector F A D that determines the desired output pose and AU values. The concatenation is done in similar fashion as in the first stage. In our experiments, we used OpenFace [2] , [3] to extract the pose and AUs when necessary. The concatenated result L D is passed to the generator network G A that produces the final animated output (WxHx3) depicting the original source identity with the desired facial attributes F A D .
A. Architecture
The architecture of our model consists of four different subnetworks: image encoder, face neutraliser, face generator, and discriminator. In the following, we will briefly explain the structure of each component. a) Image Encoder (I E ) :: It was found to be beneficial to convert the input face image into a feature representation before feeding it to the generator network. This representation is obtained using an encoder network I E that maps the input image into an equal size feature tensor. The I E has a hourglass architecture consisting of convolutions and deconvolutions with normalization and activation layers. We note that I E is used in two places during the animation process and these networks share the same parameters.
b) Neutralizer (G N ) :: The neutralizer is a generator network that transforms the feature representation L s into a canonical face that depicts the same identity as the input and has central pose with neutral expression. The architecture of the G N network consists of strided convolution, residual blocks and deconvolution layers. The overall structure is inspired by the generator architecture of CycleGAN [33] . The discriminator network performs three tasks simultaneously: i) it evaluates the realism of the neutral and reenacted images through C 1 ; ii) it predicts the facial attributes (F A N andF A D ) through C 2 ; iii) it classifies the identity of the generated face with respect to the training identities through fully connected layer with a softmax activation as f c . The blocks C 1 and C 2 consist of convolution block with sigmoid activation. The overall architecture of D is similar to the PatchGANs [33] consisting of strided convolution and activation layers. The same discriminator with identical weights is used for G N and G A .
B. Training the Model
Following [30] , we train our model using VoxCeleb [21] dataset that contains short clips extracted from interview videos. Furthermore, Nagrani et al. [20] provide face detections and face tracks for the VoxCeleb dataset, which we utilise in our work. As in [30] , we extract two frames from the same face track and feed one of them to our model as a source image. Then, we extract the pose and AUs from the second frame and feed them into our model as driving attributes F A D . Since both frames originate from the same face track and depict the same identity, the output of our model should be identical to the second frame and it can be treated as a pixelwise ground truth in the training procedure. We will describe the actual loss function in the following paragraphs. a) Adversarial Loss(L adv ) :: The adversarial loss is a crucial component for obtaining the photorealistic output images. The generator G N maps the feature representation L S into domain of real images X. Now if x ∈ X is a sample from the training set of real images, then the discriminator has to distinguish between x and G N (L S ). The corresponding loss function can be expressed as:
Similar loss function can also be formulated for G A and D and it would be represented as L adv ((G A , D) ).
b) Facial attribute reconstruction loss(L F A ) :: The generators G N and G A are aiming at producing photorealistic face images, but they need to do this in accordance with the facial attribute vectors F A N and F A D , respective. To this end, we extend the discriminator to regress the facial attributes from the generated images and compare them to the given target values. The corresponding loss function L F A is expressed as:
where x ∈ X is the driving image with attributes F A D . c) Identity classification loss(L I ) :: The goal of our system is to generate an output image retaining the identity of the source person. To encourage this, the discriminator aims at determining the identity from the generated output. The corresponding cross entropy loss function is defined as:
d) Reconstruction loss(L R ) :: Due to the specific training procedure described above, we have access to the pixelwise ground truth of the output. We take advantage of this by applying L1 loss between the output and the ground truth. Furthermore, we stabilize the training of the G N by using generated images from G A with neutral attributes as a pseudo ground truth. The corresponding loss function is defined as
e) The complete loss function:: The full objective function of the proposed model is obtained as a weighted combination of the individual loss functions defined above. The corresponding full loss function, with λ i as regularization parameters, is expressed as In each block, the first row corresponds to CR-GAN [26] and the second row corresponds ICface. It is to be noted that each block contains the same identity with different crop sizes as both methods are trained with different image crops. Proposed architecture produces semantically consistent facial rotations by preserving the identity and expressions better than the CR-GAN [26] . The last two rows correspond to multi-view images generated from ICface by varying pitch and roll respectively which is not possible in CR-GAN [26] .
IV. EXPERIMENTS
This section presents the experimental evaluation of the proposed ICface method. In all experiments, we use a single ICface model that is trained using the publicly available VoxCeleb video dataset [21] . The video frames are extracted using the preprocessing techniques presented in [20] and resized to 128 × 128 for further processing. We used 75% of the data for training and the rest for validation and testing. 
A. Face Reenactment
In face reenactment, the task is to generate a realistic face image depicting a given source person with the same pose and expression as in a given driving face image. The source identity is usually specified by one or more example face images (one in our case). Figure 3 illustrates several reenactment outputs using different source and driving images. We compare our results with two recent methods: X2Face [30] and DAE [24] . We further refer to the supplementary material for additional reenactment examples.
The results indicate that our model is able to retain the source identity relatively well. Moreover, we see that the facial expression of the driving face is reproduced with decent accuracy. Recall that our model transfers the pose and expression information via three angles and 17 AU activations. Our hypothesis was that these values are adequate at presenting the necessary facial attributes. This assumption is further supported by the result in Figure 3 . Another important aspect in using pose angles and AUs, was the fact that they are independent of the identity. For this reason, the driving identity is not "leaking" to the output face (see also the results of the other experiments). Moreover, our model neutralises the source image from its prior pose and expression which helps in reenacting new facial movements from driving images. We assess this further in Section IV-C.
Comparison to X2Face [30] : X2Face disentangles the identity (texture and shape of the face) and facial movements (expressions and head pose) using the Embedding and Driving networks, respectively. Both of these models are trained in an unsupervised manner, which make it difficult to prevent all movement and identity leakages through the respective networks. These type of common artefacts are visible in some of the examples in Figure 3 . We further note that the X2Face results are produced using three source images whereas our model uses only a single source. Additionally, the adversarial training of our system seems to lead to more vivid and sharp results than X2Face.
Comparison to DAE [24] : DAE proposed a special autoencoder architecture to disentangle the appearance and facial movements into texture image and deformation fields. We trained their model on VoxCeleb dataset [21] using the publicly available codes from the original authors. For reenactment, we first decomposed both the source and driving images into corresponding appearances and deformations. Then we reconstructed the output face using the appearance of source image and the deformation of driving image. The obtained results are presented in Figure 3 .
The DAE is clearly capable replicating the local expression of the driving face. However, it often fails to transfer the head poses and identity accurately. The head pose related artefact is best observed when the pose difference between the source and driving is large. These challenges might be related to the fact that the deformation field is not free from the identity specific characteristics. The results for manipulating emotion in the face images. For each source image, the first row is generated using ICface, the second row using GANimation [23] and the third row contains the driving images. As ICface first neutralises the source image, it is evident that it produces better emotion reenactment when the source has initial expressions (first and third row).
B. Controllable Face Reenactment
The pure face reenactment animates the source face by copying the pose and expression from the driving face. In practice, it might be difficult to obtain any single driving image that contain all the desired attributes. The challenge is further emphasised if one aims at generating an animated video. Moreover, even if one could record the proper driving frames, one may still wish to perform post-production editing on the result. This type of editing is hard to implement with previous methods like X2Face [30] and DAE [24] since the facial representation is learned implicitly and it lacks a clear interpretability. Instead, the head pose angles and AUs, utilised in our approach, provide human interpretable and easy-touse interface for selective editing. Moreover, this presentation allows to mix attributes from different driving images in controlled way. Figures 1 and 8 illustrate multiple examples, where we have mixed the driving information from different sources. The supplementary material contains further example cases.
C. Facial expression Manipulation
In this experiment, we concentrate on assessing how the proposed model can be used to transfer the expression from the driving face to the source face, while keeping the head pose fixed. We compare our results to GANimation [23] that is a purpose-built method for manipulating the facial expression (i.e. it is not able to modify the pose). Similarly to us, they utilise the action units in defining the expression. Figure 6 illustrates example results for the proposed ICface and the GANimation. The latter method seems to have challenges when the source face has an intense prior expression that is different from the driving expression. In contrast, our model neutralised the source face before applying the driving attributes. This approach seems to lead in better performance in the cases where source has intense expression. Although GANimation is trained for more restricted task, our model produces comparable or better results.
D. Multiview Face generation
Another interesting aspect in face manipulation is the ability to change the viewpoint of a given source face. Previous works have studied this as an independent problem. We compare the performance of our model in this task with respect to the recently proposed Complete-Representation GAN (CR-GAN) [26] method. The CR-GAN is a purpose-built method for producing multi-view face images from a single view input. The model is further restricted to consider only the yaw angle of the face. The results in Figure 5 were obtained using the CR-GAN implementation from the original authors [16] . Their implementation was trained on CelebA [16] dataset, and therefore we used CelebA [16] test to produce these examples. We note that we did not re-train or fine-tune our model on CelebA. The results indicate that our model is able to perform facial rotation with relatively small semantic distortions. Moreover, last two rows of Figure 5 depict rotation along pitch and roll axis which is not achievable with the CR-GAN. We believe that our two-stage based approach (input → neutral → target) is well suited for this type of rotation tasks.
E. Identity disentanglement from face attributes
Finally, in Figure 7 , we demonstrate the performance of our neutraliser network. The neutraliser was trained to produce a template face from the single source image with frontal pose and no expression. We believe that the effective neutralisation of the input face is one of the key reasons why our system produces high quality results in multiple tasks. Figure 7 also illustrates the neutral images (or texture image) produced by the baseline methods. One of these is DR-GAN [27] that is a purpose-built face frontalisation method (i.e. it does not change the expression). The ICface successfully neutralises the face while keeping the identity intact even if the source has extreme pose and expression.
V. CONCLUSION
In this paper, we proposed a generic face animator that is able to control the pose and expression of a given face image. The animation was controlled using human interpretable attributes consisting of head pose angles and action unit activations. The selected attributes enabled selective manual editing as well as mixing the control signal from several different sources (e.g. multiple driving frames). One of the key ideas in our approach was to transform the source face into a canonical presentation that acts as a template for the subsequent animation steps. Our model was demonstrated in numerous face animation tasks including face reenactment, selective expression manipulation, 3D face rotation, and face frontalisation. The results were compared with several recent methods, some of which were purpose-built for a particular single application. In the experiments, the proposed ICface model was able to produce high quality results for a variety of different source and driving identities. The future work includes further increasing the resolution of the output images and further improving the performance with extreme poses having a few training samples.
VI. SUPPLEMENTARY MATERIAL
In this material, we provide the training details and the qualitative results of ICface (proposed model) for the controllable face reenactment as discussed in Section 3 and Section 4 respectively. The program code will be publicly available upon the acceptance of the paper which will be helpful to replicate the results.
It is highly recommended to watch the supplementary video for additional results.
Training Details:
Our model is trained to optimize the loss function in eq. (5) with regularization parameters' values as λ 1 = 200, λ 2 = 10 and λ 3 = 40 as in Section 3. We have used the Dirac GAN [18] variant for the adversarial training with regularization parameter of 0.0005 for gradient penalty on real data. The RMSprop optimizer [12] is used with an initial learning rate of 0.0001 for all our experiment. Finally, we trained our network for a total of 15 epochs with the batch size of 16 and then evaluated on the test set.
Controllable Face Reenactment:
In face reenactment, it is impossible to generate expressions and facial movements that are not present in the driving images. ICface can generate a diverse set of expressions and poses irrespective of the nature of the driving images. Hence, It is possible to selectively combine the poses and expressions from the multiple frames to animate the source image. This kind of controllable editing in the facial animation is not possible by other contemporary approaches. Figure 8 consist of qualitative results for controllable editing in the facial reenactment by the proposed model.
VII. ARCHITECTURE
Our architecture is based on CycleGAN [35] and details are as follows:
Architectures of the Generators: c7s1-128,d256,d512,R512,R512,R512,R512,R512, R512,u256,u128,c7s1-3.
Where, c7s1-k stands for 7 × 7 Convolution-BatchNormRelu with k filters and stride of 1. dk denotes 3 × 3 Convolution-BatchNorm-Relu with stride 2 and Rk signifies residual blocks with 3 × 3 Convolutions where k stands for number of filters in both cases. The uk stands for 3 × 3 fractional-strided-Convolution-BatchNorm-Relu with k filters and stride of 1 2 . Finally we have used reflection padding as suggested in [35] .
Architectures of the Discriminator:
c256-c256-c512-c512-c1024-c1024-c2048-c2048-c128-[c1 or Fc939 or Fc20] Where ck denotes the 3 × 3 Convolution-ReLU layer with k filters and Fck stands for fully connected layer with k output neurons. The c128 layer acts as a feature extractor which is then fed to c1 to be used for adversarial loss, Fc20 layer for facial attribute reconstruction loss and Fc939 layer for identity classification loss. Note that we have not used ReLU layer between two consecutive layers with same k values.
Architectures of the Image Encoder:
c64-c64-c128-c3 Where, ck stands for 3 × 3 Convolution-BathchNorm-ReLU layer with k filters, stride 1 and padding 1. Note that we have not used BatchNorm-ReLU layer in the first and last convolution layers. 
