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Introducción
Wars come and go, my soldiers, stay eternal.
Tupac Amaru Shakur
A finales del siglo diecinueve Kurl Hensel (1861-1941) descubrió los números p-ádicos.
A pesar de haber pasado más de cien años de su nacimiento, estos números aun hoy si-
guen envueltos en un aura de misterio dentro de la comunidad científica. Una de las
grandes motivaciones para estudiar dicho sistema numérico es su intrincada topología,
en donde por ejemplo, las bolas son conjuntos abiertos y cerrados y cualquier punto en
ella puede ser su centro. Su riqueza algebraica también hace de los números p-ádicos
campo atractivo, por ejemplo la completación algebraica de los números p-ádicos es una
extensión algebraica de grado infinito, haciendo que no sea localmente compacto. Parte
de este trabajo trata de desenvolver sus propiedades analíticas, topológicas y algebraicas.
Las conexiones entre las extensiones algebraicas de los números p-ádicos y los campos fi-
nitos de característica prima p, hacen pensar que definiciones y resultados de la geometría
algebraica sobre campos finitos pueden tener análogos en los campos p-ádicos.
Es así como en este trabajo estudiamos las series de Poincaré Multivariable P (a, b, t)
asociada a un anillo local O, de una curva algebraica singular X definida sobre un campo
finito Fq. Dicha serie se puede expresar como una integral usando la medida de Haar µ̂
sobre el anillo de fracciones de la completacion de Õ, donde Õ es la clausura entera de
O, ya que dicho anillo de fracciones resulta ser localmente compacto
En esta tesis mostramos que dado un anillo localO de una curva algebraica singularX
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definida sobre el campo de los números p-ádicos, el anillo de fracciones de la completacion
de la clausura de O es un grupo topológico, el cual, no es un espacio topológico localmente
compacto, lo cual imposibilita obtener una medida de Haar en él, usando las tecnicas
desarrolladas en el Apéndice. Así la definición de la serie de Poincaré multivariable para
singularidades sobre Qp no es posible apartir de una representación integral como en el
caso de campos finitos.
La organización de esta tesis es la siguiente.
En el Capítulo 1, se empieza definiendo los número p-ádicos como la completación de
Q con respecto a la norma p-ádica ‖ ‖p. Mostramos algunas de sus rarezas topológicas y
analíticas siguiendo los libros [9] y [7]. Como uno de los resultados interesantes, probamos
que una serie converge, si y sólo si, sus términos n-ésimos convergen a cero. Además,
vemos que Qp es un espacio topológico localmente compacto, lo que nos permite tener
una medida de Haar en Qp. Luego terminamos con el Lema de Hensel, el cual es un
método útil a la hora de mostrar la existencia de raíces de polinomios sobre Qp. Después
de esto, la tarea será construir una análogo p-ádico de los números complejos, es decir; una
extensión algebraica de Qp, la cual sea completa con respecto a la norma inducida por la
norma en Qp y algebraicamente cerrada. Esto nos lleva a estudiar como extender la norma
p-ádicas a extensiones finitasK|Qp. Un primer intento para hallar dicho campo, es pensar
en la clausura algebraica de Qp, denotada por Qalgp , pero este campo no es completo. El
paso siguiente es considerar la completación de Qalgp , de suerte que obtenemos nuestro
campo completo y algebraicamente cerrado, denotado por Cp. Para finalizar el estudio
de los números p-ádicos mostramos que Q̂p y Cp no son localmente compactos, lo que
muestra la complejidad del estudio del análisis p-ádicos, seguimos para esto a [16].
En el Capítulo 2, estudiamos las series de Poincaré multivariable de singularidades
de curvas sobre un campo finito, tales series fueron definidad por Karl Otto Stöhr. Da-
mos una definición puramente algebraica de lo que entenderemos por curva algebraica,
exploramos algunas propiedades de las series de Poincaré y por último expresamos dicha
serie como una integral.
Finalmente, en el Capítulo 3, vemos que no es posible la definir las series de Poincaré
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sobre Qp usando una representación integral siguiendo el caso de Fp y damos algunas
concluciones.
En el Apéndice estudiamos la medida de Haar, la cual muestra que la integración
abstracta y la integración sobre espacios localmente compactos es equivalente. En otras
palabras, la medida de Haar resuelve la pregunta:
¿Cuales son las condiciones necesarias para poder tener una teoria de la
medida tan generales como la ideada Henri Léon Lebesgue (1875-1941)?
Para esto estudiamos algunas nociones topológicas siguiendo [8]. Luego mostramos la
existencia y unicidad de esta medida de Haar en grupos topológicos localmente compactos
[14]. La prueba de la existencia sigue las ideas de André Weil [24] y la prueba de la





Resumen: En este capítulo construiremos los números p-ádicos, exploraremos al-
gunas de sus propiedades análiticas, topológicas y algebraicas. Además, construire-
mos el análogo p-ádico de los números complejos.
1.1. Construcción
Consideremos p ∈ Z un número primo fijo. Entonces para cada a ∈ Z, no nulo, por
el teorema fundamental de la aritmetica a = pnq, donde p 6 |q, definimos ordp(a) = n, así








= ordp(a)− ordp(b), y ordp(0) =∞.
De la definición se sigue que, para todo x, y ∈ Q
1. ordp(−x) = ordp(x)
2. ordp(xy) = ordp(x) + ordp(y)
3. ordp(x+ y) ≥ mı́n{ordp(x), ordp(y)}.
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Ahora, definimos la norma p-ádica como: para cada x ∈ Q,
‖x‖p =
 p−ordp(x) si x 6= 00 si x = 0
Veamos que ‖ · ‖p es una norma:
1. ‖x‖p = 0 sí, y solo si, x = 0. Es claro de la definición.
2. ‖xy‖ = ‖x‖‖y‖, se sigue de ordp(xy) = ordp(x) + ordp(y)
3. ‖x+y‖ ≤ máx{‖x‖, ‖y‖} ≤ ‖x‖+‖y‖, se sigue de ordp(x+y) ≥ mı́n{ordp(x), ordp(y)}.
Mostremos un lema muy útil:
Lema 1.1.1. Sea a1, . . . , an ∈ Q, entonces:
(a) ordp(a1 + · · ·+ an) ≥ mı́n{ordp(a1), . . . , ordp(an)}
(b) Si mı́n{ordp(a1), . . . , ordp(an)} es alcanzado sólo una vez, entonces,
ordp(a1 + · · ·+ an) = mı́n{ordp(a1), . . . , ordp(an)}.
(c) Si a1 + · · · + an = 0, entonces mı́n{ordp(a1), . . . , ordp(an)} es alcanzado por lo
menos dos veces.
Demostración. (a) se sigue por inducción de ordp(x+ y) ≥ mı́n{ordp(x), ordp(y)}.
Veamos (b). Supongamos que ordp(a1) < ordp(ai), para i = 2, 3, . . . , n. Supongamos
por el absurdo que ordp(a1 + · · ·+ an) > ordp(a1). Entonces
ordp(a1) = ordp(a1 + a2 + · · ·+ an − a2 − · · · − an)
≥ mı́n{ordp(a1 + a2 + · · ·+ an), ordp(a2), . . . , ordp(an)}
> ordp(a1).
Es decir, ordp(a1) > ordp(a1), lo cual es una contradicción.
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Veamos (c). Supongamos por el contrario que el mínimo se obtiene una única vez,
digamos, ordp(a1) < ordp(ai), para i = 2, 3, . . . , n, entonces,
ordp(a1) = ordp(−a2 − · · · − an)
≥ mı́n{ordp(a2), . . . , ordp(an)}
> ordp(a1).
lo cual constituye un absurdo.
Corolario 1.1.2. Sea a1, . . . , an ∈ Q. Entonces:
(a) ‖a1 + · · ·+ an‖p ≤ máx{‖a1‖p, . . . , ‖an‖p}
(b) Si máx{‖a1‖p, . . . , ‖an‖p} es alcanzado solo una vez, entonces,
‖a1 + · · ·+ an‖p = máx{‖a1‖p, . . . , ‖an‖p}
(c) Si a1 + · · · + an = 0, entonces máx{‖a1‖p, . . . , ‖an‖p} es alcanzado por lo menos
dos veces.
Demostración. Es inmediata del Lema anterior.
Se definen los los racionales p-ádicos, denotados por Qp como la completación
topológica de Q con respecto a la norma ‖ · ‖p y definimos los enteros p-ádicos como
Zp = {x ∈ Qp / ‖x‖p ≤ 1}.
1.2. Propiedades Topológicas
Extendemos la norma p-ádica en Q a Qp de la siguiente manera: definimos la norma
‖·‖p de cada clase de equivalencia a como ‖a‖p = ĺımn→∞ ‖an‖p, donde {an} es cualquier
representante de a. Tal límite no depende del representante y siempre converge, pues
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1. Si a = 0, entonces por definición ĺımn→∞ ‖an‖p = 0.
2. Si a 6= 0, entonces para algún ε > 0 y para todo N ∈ N existe mN > N , tal
que ‖amN ‖p > ε. Tomado N suficientemente grande, tendremos que, para todo
n,m > N , ‖an − am‖p < ε, de donde:
‖an − amN ‖p < ε, para todo n > N.
Dado que ‖amN ‖p > ε, se sigue que ‖an‖p = máx{‖an−amN ‖p, ‖amN ‖p} = ‖amN ‖p,
Corolario 1.1.2. Luego, para todo n > N , ‖an‖p tiene el valor constante ‖amN ‖p.
Una importante diferencia entre la completación de (Q, | · |) con respecto a | · | su valor
absoluto usual, (R, | · |∞), es que la norma extendida | · |∞ toma muchos más valores que
los tomados por | · | en Q. Pero al pasar de Q a Qp la norma extendida sigue tomando
los mismo valores que la norma sobre Q, a saber, {pn}n∈Z ∪ {0}.
Dadas dos clases de equivalencia a y b de sucesiones de Cauchy en Qp, tomamos
representantes {an} ∈ a y {bn} ∈ b, definimos:
a+ b = ĺımn→∞(an + bn)
a · b = ĺımn→∞(anbn)
Para definir la multiplicación por inversos debemos de tener un poco de cuidado pues es
posible que aparezcan terminos nulos en la sucesion de Cauchy. Sin embargo, si a ∈ Qp
entonces a tiene un representante sin ceros.
Así Qp es un campo, el cual, es completo con respecto a la norma ‖ · ‖p, es decir,
cualquier sucesión de Cauchy converge a un punto en Qp.
En lo siguiente probaremos un teorema que hará más simple la comprensión de Qp.
Lema 1.2.1. Si x ∈ Q y ‖x‖p ≤ 1, entonces para todo n existe un entero y ∈ Z tal que
‖y − x‖p ≤ p−n. El entero y puede ser escogido del conjunto {0, 1, 2, . . . , pn − 1}
Demostración. Sea x =
a
b
, donde a y b son primos relativos, es decir, a y b no tienen
factores primos comunes. Dado que ‖x‖p ≤ 1, se sigue que p no divide a b, de donde,
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b y pn son también primos relativos. Luego existen l,m ∈ Z tales que lb + mpn = 1,
multiplicando esta ecuaciones por
a
b




mpn, de donde, definiendo
y = al, tenemos que:







Además, y = qpn + r, donde 0 ≤ r < pn y q ∈ Z, así;
‖r − x‖p = ‖y − x+ (−qpn)‖p
≤ máx{‖y − x‖p, ‖qpn‖p}
≤ p−n.
Lo cual completa la prueba.
Teorema 1.2.2. Cada clase de equivalencia a ∈ Qp, con ‖a‖p ≤ 1 tiene exactamente un
representante de la forma {an} para el cual:
1. 0 ≤ an < pn para cada n = 1, 2, . . .
2. an = an+1 mód pn para cada n = 1, 2, . . .
Demostración. Veamos primero la unicidad. Sea {a′n} otra sucesión que representa a a y
satisface 1 y 2 . Además, supongamos que an0 6= a′n0 . Dado que, tanto an0 como a
′
n0 están
entre 0 y pn0 , se sigue que an0 6= a′n0 mód p
n0 . De donde, para todo n ≥ n0, tenemos
an mód p




es decir; an 6= a′n mód pn0 . Luego
‖an − a′n‖p > p−n0
para todo n ≥ n0, de donde {an} y {a′n} no son sucesiones de Cauchy equivalentes, lo
cual es un absurdo.
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Veamos ahora la existencia. Sea {bi} una sucesión de Cauchy que representa a a.
Para cada m = 1, 2, . . .. sea Nm tal que ‖bn − bn′‖p ≤ p−Nm para todo n, n′ > Nm,
Además, tomamos la sucesión de los Nm′s estrictamente creciente y Nm ≥ m. Así, para
todo n, n′ > N1 tenemos que
‖bn‖p ≤ máx{‖bn′‖p, ‖bn − bn′‖p}
≤ máx{‖bn′‖p, p−1}
y dado que ‖bn′‖p −→ ‖a‖p ≤ 1, cuando n′ → ∞, se cumple, ‖bn‖p ≤ 1, para todo
n ≥ N1. Por el lema anterior, para cada bNn existe un 0 ≤ an < p−n, tal que
‖an − bNn‖p ≤ p−n.
Veamos que {an} es la sucesión pedida.
(i) an = an+1 mód pn, pues
‖an+1 − an‖p = ‖an+1 − bNn+1 + bNn+1 − bNn − (an − bNn)‖p
≤ máx{‖an+1 − bNn+1‖p, ‖bNn+1 − bNn‖p, ‖an − bNn‖p}
≤ máx{p−n−1, p−n, p−n}
= p−n.
(ii) {an} ∼ {bn}, pues, dado cualquier m, para n ≥ Nm tenemos
‖an − bn‖p = ‖an − am + am − bNn − (bn − bNn)‖p
≤ máx{‖an − am‖p, ‖am − bNn‖p, ‖bn − bNn‖p}
≤ máx{p−n, p−n, p−n}
= p−n.
De ahí que ‖an − bn‖p → 0 cuando n→∞.
Lo cual prueba el teorema.
1.2. Propiedades Topológicas 7
Ahora bien, si a ∈ Qp y ‖a‖p > 1, entonces
a
‖a‖p
= apordp(a) tiene norma p-ádica me-
nor o igual a 1, y por el teorema anterior, existe un representante {a′n} con las condiciones
1. y 2. para apordp(a), así, a tiene como representante a {an} donde an = a′np−ordp(a).
Escribiendo todos los a′n en la sucesión representante de apordp(a) en base p, la condición
2, se traduce como, si
a′n = b0 + b1p+ · · ·+ bn−1pn−1,
donde los bi′s son números en {0, 1, . . . , p− 1}, entonces
a′n+1 = b0 + b1p+ · · ·+ bn−1pn−1 + bnpn,
donde los dígitos b0 hasta bn−1 son los mismo que para a′n. De lo anterior, se sigue que
a
‖a‖p
= b0 + b1p+ · · ·+ bn−1pn−1 + bnpn + · · ·




−n+1 + · · ·+ bn−1p−1 + bn + bn+1p+ bn+2p2 + · · · (†)
donde n = ordp(a).
Por otro lado, sean {bm}∞m=−n una sucesión de entero p-ádicos, ‖bm‖p ≤ 1. Consire-
demos la suma parcial
SN = b−np
−n + b−n+1p
−n+1 + · · ·+ b0 + b1p1 + b2p2 + · · ·+ bNpN .
La sucesión de sumas parciales es claramente Cauchy, pues si M > N , entonces,
‖SM − SN‖p = ‖bN+1pN+1 + · · ·+ bMpM‖p
≤ máx{‖bN+1pN+1‖p, . . . , ‖bMpM‖p}









Similarmente, si {cm} es una sucesión cualquiera de elementos en Qp, tales que ‖cm‖p → 0
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cuando m→∞, entonces la sucesión de sumas parciales SN =
∑N
m=1 cm es una sucesión
convergente, ya que
‖SM − SN‖p ≤ máx{‖cN+1‖p, . . . , ‖cM‖p} → 0, cuando N →∞.
Obtenemos entonces la siguiente proposición.
Proposición 1.2.3. Una serie
∑
cm en Qp converge sí, y solo si, la sucesión de términos
cm convergen a 0.
Retornando de nuevo a la expansión p-ádica, nosotros vemos que la serie a la derecha
de la definición (†) converge a a, y así, la igualdad puede ser tomada en el sentido de
convergencia de series.
Importante: La unicidad en el Teorema 1.2.2 es algo que no se tiene en el caso de los
números reales, denotados por R. A saber, existen varias representaciones decimales para
un mismo número, por ejemplo: 1,000 · · · = 0,999 · · · . Pero si dos expansiones p-ádicas
convergen al mismo número en Qp, entonces ellas son iguales, es decir, todos sus dígitos
son los mismos.
Recordemos que Zp = {a ∈ Qp / ‖a‖p ≤ 1}, este es el conjunto de números en
Qp cuya expansión p-ádica no contiene potencias negativas de p, los cuales llamamos
“enteros p-ádicos” . La suma y producto de elementos en Zp de elementos en Zp es
de nuevo un elemento en Zp, de donde, Zp es una subanillo del campo Qp. Definimos
el conjunto de unidades de Zp como Z∗p = {x ∈ Zp / 1x ∈ Zp} lo cual es equivalente a
{x ∈ Zp/‖x‖p = 1}. Sea pZp := Zp − Z∗p, es decir, pZp = {x ∈ Zp / ‖x‖p < 1}. Entonces
pZp es el único ideal maximal de Zp, ya que si a ∈ Zp y b ∈ pZp, ‖ab‖p = ‖a‖p‖b‖p < 1
y si x, y ∈ Zp, entonces,
‖x+ y‖p ≤ máx{‖x‖p, ‖y‖p} < 1.
La maximalidad es dada ya que el complemento de pZp son las unidades de Zp. Además,
el Lema 1.2.1 dice que Z es denso en Zp.
Sean a, b ∈ Qp, escribimos a = b mód pn si ‖a − b‖p ≤ p−n, lo que equivale a decir
que, (a − b)p−n ∈ Zp, i.e., el primer digito no nulo en la expansión p-ádica de a − b no
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ocurre antes del lugar pn-ésimo. Si a y b están en Z, entonces la noción de igualdad a = b
mód pn coincide con la de igualdad modular en Z, es decir; a = b mód c sí, y solo si, c
divide a a − b. En esta forma podemos expresar Zp = {x ∈ Qp / x 6= 0 mód p}. De lo
anterior concluimos
Corolario 1.2.4. Qp = Zp[1p ], esto es, dado x ∈ Qp, existe n ≥ 0 tal que p
nx ∈ Zp.
La multiplicación por p es un homeomorfismo de Qp −→ Qp. Los conjuntos de pnZp con
n ∈ Z forman un sistema de vecindades de 0 ∈ Qp, que cubren a Qp.
Corolario 1.2.5. Para cualquier n ≥ 1 la secuencia
0 −→ pnZp −→ Zp −→ Z/pnZ −→ 0
es una secuencia exacta con morfismos continuos, donde la topología en Z/pnZ es la
topología discreta. En particular,
Zp/p
nZp ∼= Z/pnZ.
Demostración. Definamos claramente los morfismos. El primer morfismo i : pnZp −→ Zp,
es tal que i(a) = a, es inyectivo y continuo. Una forma explicita para el segundo morfismo
puede darse usando la expansión p-ádica. Para todo a ∈ Zp
a = b0 + b1p+ · · ·+ bn−1pn−1 + bnpn + · · ·
donde los bi′s son números en {0, 1, . . . , p− 1}, definimos π : Zp −→ Z/pnZ como
π(a) = b0 + b1p+ · · ·+ bn−1pn−1 + bnpn.
La unicidad de la serie anterior hace que π este bien definida y la sobreyectividad es
clara. Además, para todo t ∈ Z/pnZ, π−1(t) = t+ pnZp, de donde, en particular
ker(π) = π−1(0) = pnZp.
Corolario 1.2.6. Zp es secuencialmente compacto, es decir, toda sucesión en Zp posee
una subsucesión convergente.
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Demostración. Sea {an}∞n=0 una sucesión de enteros p-ádicos, es decir, ‖an‖p ≤ 1 para
todo n ∈ N, así, la expansión p-ádica de cada an es de la forma
a1 = a10 + a11p+ a12p
2 + · · ·
a2 = a20 + a21p+ a22p
2 + · · ·
...
an = an0 + an1p+ an2p
2 + · · ·
Dado que los an0′s ∈ {0, 1, . . . , p − 1}, deben haber infinitos an′s cuyo primer dígito
son iguales, es decir, existe un subconjunto S1 ⊆ {an} cuyo primer dígito es igual. Sea
n1 = mı́n{n / an ∈ S1}. Similarmente, existe un subconjunto infinito S2 ⊆ S1 cuyo
segundo dígito es igual, sea n2 = mı́n{n/an ∈ S1 − an1}. De esta forma obtenemos
n1 < n2 < · · · < nk < · · · , y donde
ank = ank+1 mód p
k.
La subsucesión {ank}∞k=1 es una sucesión de Cauchy, ya que, si m < l, entonces,
‖anl − anm‖p ≤ p
−m.
Dado que Qp es completo, existe a ∈ Qp talque ĺım
k→∞
ank = a. Por tanto, existe N ∈ N,
tal que, para todo k ≥ N , ‖a− ank‖p ≤ 1, de donde
‖a‖p ≤ máx{‖ank‖p, ‖a− ank‖p} ≤ 1
es decir; a ∈ Zp, lo cual concluye la prueba.
Ahora definiremos los abiertos básicos de los números p-ádicos. En cualquier espacio
métrico las bolas definidas por Br(a) = {x / ‖x − a‖ < r} forman una base para la
topología, pero en nuestro caso los únicos posibles valores para la norma son
{pn}n∈Z ∪ {0}. Así que definimos, para todo r ∈ Z y para todo a ∈ Q
Br(a) = {x ∈ Qp / ‖x− a‖p ≤ p−r}
como la bola con centro en a y radio p−r y
Sr(a) = {x ∈ Qp / ‖x− a‖p = p−r}
1.2. Propiedades Topológicas 11
como la esfera con centro en a y radio p−r.
Notemos que en la definición la escogencia de “ <” o “ ≤” no es relevante, pues
{x ∈ Qp / ‖x− a‖p < p−r} = {x ∈ Qp / ‖x− a‖p ≤ p−r−1} = Br+1(a) ⊂ Br(a).
Proposición 1.2.7. Sea a, b ∈ Qp y r, s ∈ Z, entonces:
1. Si b ∈ Br(a), entonces Br(b) = Br(a).
2. Br(a) ∩Bs(b) 6= ∅ sí, y solo si, Bs(b) ⊆ Br(a) o Bs(b) ⊇ Br(a).
3. Br(a) es abierto y cerrado en la topológia inducida por ‖ · ‖p.
4. Sr(a) es abierto y cerrado en la topológia inducida por ‖ · ‖p.
Demostración.
1. “ ⊆ ” Sea x ∈ Br(b), es decir; ‖x− b‖p ≤ p−r. Por tanto,
‖x− a‖p ≤ máx{‖x− b‖p, ‖b− a‖p} ≤ p−r
de donde, x ∈ Br(a)
“ ⊇ ” Se sigue de la anterior, ya que a ∈ Br(b). Esto nos dice que cualquier punto
en una bola puede ser su centro.
2. “ ⇒ ” Supongamos que Br(a) ∩ Bs(b) 6= ∅. Entonces, existe c ∈ Br(a) ∩ Bs(b),
así Br(a) = Br(c) ⊆ Bs(c) = Bs(b), si r > s. De igual forma, si r < s, entonces
Br(a) ⊇ Bs(b).
“⇐ ” Es claro, pues Br(a) ∩Bs(b), es igual Br(a) ó Bs(b) dependiendo del caso.
3. Br(a) es abierto ya que Br(a) = {x ∈ Qp / ‖x− a‖p < p−r+1} el cual es abierto en
cualquier espacio métrico. Ahora, para ver que Br(a) es cerrado, mostremos que
Br(a) = Br(a) (donde para cualquier conjunto A, A es la clausura topológia, es
decir; si C es un cerrado tal que A ⊆ C, entonces, A ⊆ C). Sea x ∈ Br(a), entonces
para cualquier abierto U de Qp, con x ∈ U , se satisface que Br(a) ∩ U 6= ∅, en
particular, tomando s > r, tenemos que Br(a) ∩ Bs(a) 6= ∅, de donde por 2.,
tenemos, Bs(a) ⊆ Br(a), de ahí que, x ∈ Br(a).
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4. Esto es claro, ya que
Sr(a) = Br(a) ∩ (Br+1(a))c 1
Observación: Es claro de la definición de bola y de esfera que:
Br(a) = a+ p
rZp
Sr(a) = a+ p
rZ∗p
Ahora veremos unos cuantos proposiciones las cuales son corolarios del Teorema 1.2.2.
Corolario 1.2.8. Zp es compacto y Qp es localmente compacto.
Demostración. De la Proposición 1.2.7 y la observación anterior, vemos que para todo
a ∈ Qp, a+Zp es una vecindad de a, así, basta probar que Zp es compacto. En el Corolario
1.2.6 vimos que Zp es secuencialmente compacto, y como Qp es un espacio metrico, esto
equivale a que Zp es compacto (vea [13]). Otra forma de mostrar que Zp es compacto,
es darse cuenta que Zp es completo y totalmente acotado. Por la Proposición 1.2.7, Zp
es completo, ya que es un subconjunto cerrado de un espacio completo Qp. Para mostrar
que es totalmente acotado, debemos mostrar que, dado ε > 0, existe un cubrimiento de
Zp por bolas de radio ε, observemos que por la limitación de los valores de nuestra norma
p-ádica, basta tomar ε = p−n, para n ≥ 0. Ahora, dado que
Zp/pnZp ∼= Z/pnZ
es un conjunto finito y la proyección π, en el Corolario 1.2.5 es continua, se sigue que Zp
es totalmente acotado.
Lema de Hensel
El siguiente teorema llamado Lema de Hensel da condiciones para que un polinomio
con coeficientes en Zp tenga raíces en Zp. Este teorema será esencial en la construcción
de la completación algebraica de Qp.
1dado un conjunto A, Ac denota su complemento en el espacio ambiente.
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Teorema 1.2.9. Sea F (x) = c0 + c1x+ · · ·+ cnxn un polinomio cuyos coeficientes están
en Zp, es decir, ‖ci‖p ≤ 1 para todo i y definamos F ′(x) = c1 + 2c2x + · · · + ncnxn−1
como la derivada formal de F . Sea a0 ∈ Zp tal que
F (a0) = 0 mód p y F ′(a0) 6= 0 mód p.
Entonces existe un único a ∈ Zp tal que
F (a) = 0 y a = a0 mód p.
Demostración. Para mostrar la existencia de a, construiremos una sucesión de Cauchy
(sobre Qp), usando esencialmente el “método de Newton” para hallar raíces de polinomios.
Deseamos construir una sucesión a0, a1, a2, . . ., tal que
1. F (an) = 0 mód pn+1
2. an = an+1 mód pn+1
3. 0 ≤ an ≤ p− 1.
La prueba de la existencia de dichos an′s se hará por inducción. Observe que la condición
2. nos dice que la sucesión es en efecto una sucesión de Cauchy.
Paso Base: Por hipótesis tenemos la existencia de a0 y sin perdida de generalidad
podemos suponer que a0 ∈ {0, 1, 2, . . . , p − 1} de otra forma reemplazamos a0 por a0
mód p. Esto último no afecta las hipótesis, pues si a0 = a′0 + q con ‖q‖p ≥ 1, entonces
F (a′0) = F (a0 − q)
= F (a0) + F
′(a0)(−q) + · · ·
= F (a0) mód p
= 0 mód p.
Similarmente F ′(a′0) 6= 0 mód p. Ahora vamos a definir a1, de tal forma que cumpla las
propiedades deseadas. Para que a1 cumpla 2. y 3. debe ser de la forma
a1 = a0 + b1p, donde 0 ≤ b1 ≤ p− 1.
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Evaluando F en a1 y expandiendo en serie formal de Taylor, tenemos:
F (a1) = F (a0 + b1p)
= F (a0) + F
′(a0)(b1p) + (términos en pn), n ≥ 2
= (F (a0) + F
′(a0)(b1p)) mód p
2.
Dado que F (a0) = 0 mód p, podemos suponer que F (a0) = αp mód p2, para algún
α ∈ {0, 1, 2, . . . , p− 1}. Así, para obtener 3., es decir; F (a1) = 0 mód p2 debemos tener:
(αp+ F ′(a0)b1p) = 0 mód p
2
(α+ F ′(a0)b1) = 0 mód p





con lo cual también definimos a a1.
Ahora procedemos por inducción, supongamos que ya definimos a1, a2, . . . , an−1. De-
finamos a an, por 2. y 3., necesitamos que sea de la forma
an = an−1 + bnp
n, con bn ∈ {0, 1, . . . , p− 1}.
Similarmente al paso base, evaluamos F en an y expandiendo en serie formal de Taylor,
para obtener:
F (an) = F (an−1 + bnp
n)
= (F (an−1) + F
′(an−1)(bnp
n)) mód pn+1.
Dado que F (an−1) = 0 mód pn, por hipótesis inductiva, nosotros podemos suponer que
F (an−1) = α
′p mód pn+1, para algún α′ ∈ {0, 1, 2, . . . , p−1}. Así, F (an) = 0 mód pn+1
es:
(α′pn + F ′(an−1)bnp
n) = 0 mód pn+1
(α+ F ′(an−1)bn) = 0 mód p.
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Esto completa el paso inductivo.
Definimos a = a0+a1p+a2p2+· · · dado que para todo n, F (a) = F (an) mód pn+1 =
0 mód pn+1, concluimos que F (a) = 0. La unicidad de a se sigue de la unicidad de la
expansión p-ádica.
1.3. Propiedades Algebraicas
Cuando completamos a Q con respecto a la norma valor absoluto obtenemos el campo
de los número reales denotado por R, el cual no resulta ser algebraicamente cerrado, ya
que por ejemplo el polinomio x2 + a con a > 0 no tiene soluciones en R. Así es como al
tratar de hallar las raíces de este estilo de polinomios construimos el campo de los número
complejos C formado por los números de la forma a + bi donde a, b ∈ R y i2 = −1, el
cual satisface:
(1) C es algebraicamente cerrado, es decir; todo polinomio con coeficientes complejos
tiene solución en C.
(2) C es completo con respecto a la única norma la cual extiende a la norma ‖ ‖∞ en
R, la cuál es dada por ‖a+ bi‖ =
√
a2 + b2. Es decir, cualquier sucesión de Cauchy
de números complejos tiene límite en C.
El proceso finaliza en C, ya que este resulta ser lo suficientemente agradable, es decir,
es un campo algebraicamente cerrado y completo.
Este no es el caso con (Q, ‖ · ‖p). Después de completar a Q respecto a la norma
p-ádica ‖ ‖p, obtenemos a Qp, el cual es completo, pero no es algebraicamente cerrado,
por ejemplo las ecuaciones x2− 2 = 0 o x2 + 1 = 0 no tiene solución en Qp. Para obtener
la clausura algebraica de Qp, debemos formar una secuencia infinita de extensiones de
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campo obtenidas al adjuntar soluciones de polinomios de grados cada vez más altos, lo
cual es diferente con respecto a C. Por desgracia, la clausura algebraica de Qp no es un
campo completo respecto a la norma inducida por la norma p-ádica en Qp. Así es como
debemos completar dicha clausura algebraica para obtener al fin un campo el cual es
algebraica cerrado y completo respecto a la norma que extiende a ‖ ‖p. Tal campo será
denotado por Cp, el cual es el analogo p-ádico de C y es el sistema numerico conveniente
en el cual estudiar el cálculo y el análisis p-ádico, el cual es mucho menos comprendido
que C, por ejemplo, caracterizar los autoformismos de campo Qp-lineales de Cp, aún sigue
siendo una preguntar por resolver.
1.4. Construcción de Cp
Antes de mostrar el campo Cp, veremos las propiedades de la clausura algebraica de
Qp, para lo cual necesitamos algunos resultados de campos finitos y teoría de extensiones
de campos.
Campos Finitos
En adelante el campo de p elementos (de característica p) será denotado por Fp, es
decir;
Fp = Z/pZ.
Para las prueba de las siguientes afirmaciones damos como referencia [9] y [16].
Teorema 1.4.1. Sea F un campo finito de q elementos tal que Fp ⊆ F y f = [F : Fp]
i.e., la dimensión de F como un Fp-espacio vectorial es f . Sea K la clausura algebraica
de Fp tal que F ⊆ K. Entonces, q = pf , F es el único campo de q elementos contenido en
K y F es el conjunto de todos los elementos de K que satisfacen la ecuación Xq−X = 0.
Inversamente, para cualquier potencia q = pf , las raíces de la ecuación Xq −X = 0
en K son un campo de q elementos.
Observación 1.4.2. Dado que cualquier dos clausuras algebraicas de Fp son isomorfas, se
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sigue que cualquier dos campos de q = pf elementos son isomorfos. Denotaremos por Fq
el único campo (salvo isomorfismos) de q elementos. Si F es un campo, F×, denota el
grupo multiplicativo de los elementos diferentes del cero en F .





Proposición 1.4.4. F×q es un grupo cíclico de orden q − 1.
Por último en esta sección veamos una proposición que usaremos más tarde
Proposición 1.4.5. Sea q = pf y sea a un elemento generador del grupo F×p . Sea P (X)
el polinomio minimal de a sobre Fp. Entonces deg(P ) = f .
Extensión de Normas
En esta sección estudiaremos la forma de extender la norma no arquimedeana ‖ ‖p
de Qp a cualquier extensión de campos finita.
Sabemos que sobre un espacio métrico y en particular sobre cualquier espacio nor-
mado, la definición de compacidad y secuencialmente compacto son equivalentes ([13]
Teorema 7.4), recordemos que decimos que un conjunto X es secuencialmente com-
pacto si cada sucesión de elementos enX tiene una subsucesión convergente. En adelante
podremos trabajar con esta equivalencia de compacidad.
Durante esta sección F denotará un campo con una norma no arquimedeana ‖ ‖ el
cual es localmente compacto. Es decir, para todo x, y ∈ F , ‖x + y‖ ≤ máx{‖x‖, ‖y‖} y
además para todo x ∈ F existe un compacto E ⊆ F tal que x ∈ int(E) ⊆ E.
Definición 1.4.6. Sea V un espacio vectorial sobre F de dimensión finita (dimF V <∞),
una norma sobre V es una función ‖ ‖V : V −→ R≥0 tal que para todo x, y ∈ V y α ∈ F
(1) ‖x‖V = 0 si y sólo si, x = 0
(2) ‖αx‖V = ‖a‖ ‖x‖V
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(3) ‖x+ y‖V ≤ ‖x‖V + ‖y‖V
Proposición 1.4.7. Todo espacio vectorial normado (V, ‖ · ‖V ) localmente compacto, es
completo.
Demostración. Supongamos que {an} es una sucesión de Cauchy de elementos en V ,
entonces existe M > 0, tal que para todo n ≥ N , ‖an‖ ≤ M , es decir, {an}n≥N ⊆
B(0,M) el cual es compacto. Así, existe una subsucesión convergente, lo cual implica
que {an} converge.
Teorema 1.4.8. Si V es un espacio vectorial finito dimensional sobre un campo local-
mente compacto F , entonces todas las normas sobre V son equivalentes.
Demostración. Por la proposición anterior F es completo, así que el resultado se sigue
igual que en [10] Teorema 2.4-2.
Sea L una extensión de campos de k decimos que una norma ‖ ‖L en L extiende la
norma ‖ ‖k en k, si para todo a ∈ k, ‖a‖L = ‖a‖k).
Corolario 1.4.9. Sea K una extensión de campos finita de F . Entonces existe a lo sumo
una única norma ‖ ‖K sobre K que extiende a la norma ‖ ‖ sobre F .
Demostración. Sean ‖ ‖1 y ‖ ‖2 normas sobre K que extienden a ‖ ‖. Por el teorema
anterior ‖ ‖1 y ‖ ‖2 son normas equivalentes, así, existen c1, c2 ∈ R con c1 > 0 y c2 > 0
tales que
c1‖x‖1 ≤ ‖x‖2 ≤ c2‖x‖1, para todo x ∈ K.
Supongamos que existe x ∈ K tal que ‖x‖1 6= ‖x‖2, sin perdida de generalidad, digamos
que 0 < ‖x‖1 < ‖x‖2, entonces 1 <
‖x‖2
‖x‖1






así, ‖xn‖2 > c2‖xn‖1, lo cual es un absurdo.
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Esto aún deja la pregunta: ¿Dada una extensión finita de campos K|F , existe alguna
norma sobre K que extienda la norma en F?
Es momento entonces de recordar un concepto básico en extensiones de campos, la
“norma” de un elemento. Este uso de la palabra norma no debe ser confundido con el uso
hasta aquí en el sentido métrico. La “Norma” en el nuevo sentido siempre será denotado
por N.
Sea F (α)|F una extensión simple de un campo F generado por un elemento α algebrai-
co sobre F , es decir, α satisface un polinomio mónico irreducible sobre F llamado el
polinomio minimal de α sobre F .
P (X) = Xn + an−1X
n−1 + . . .+ a0 con ai ∈ F.
Definición 1.4.10. sea K una extensión finita del campo F . Las siguientes tres defini-
ciones de la “norma de α desde K a F ” denotada por NK|F (α), son equivalentes:
(1) SiK = 〈x1, x2, . . . , xn〉F como un espacio vectorial sobre F n-dimensional, entonces
la multiplicación por α, es una transformación lineal deK enK con matriz asociada
Aα. Definimos:
NK|F (α) = det(Aα).
(2) NK|F (α) = (−1)na0 donde a0 es el coeficiente constante del polinomio minimal
de α.
(3) NK|F (α) =
n∏
i=1
αi donde los αi son los conjugados de α = α1 sobre F . Es decir,
αi son las raíces sobre alguna clausura algebraica de F del polinomio minimal de
α.
Veamos que en efecto tales definiciones son equivalentes:
(2) ⇔ (3) Se sigue claramente del hecho que
P (X) = Xn + an−1X








(1) ⇔ (2) Si usamos como base para K el conjunto {1, α, α2, . . . , αn−1}. Entonces, la
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matriz asociada a la transformación lineal multiplicación por α, es claramente (usando
αn = −an−1Xn−1 − . . .− a1X − a0)
0 0 0 · · · −a0
1 0 0 −a1






la cual, tiene determinante (−1)na0, al calcular dicho determinante expandiendo usando
la primera fila.
Si β ∈ K = F (α), podemos definir NK|F (β) como en (1) el determinante de la matriz
multiplicación por β o, equivalentemente como
(NF (β)|F (α))
[K:F (β)].
Ambas definiciones son equivalentes ya que si escogemos una base {λ1, . . . , λl} para F (β)
como espacio vectorial sobre F y una base {γ1, . . . , γm} para K como espacio vectorial
sobre F (β), entonces, una base para K como F espacio vectorial es
{λiγj / i = 1, . . . , l, j = 1, . . . ,m}.
Usando esta base para K sobre F , vemos que si la matriz de multiplicación por β en
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Dado que NK|F (α) es definido para cualquier α ∈ K como el determinante de la
matriz de multiplicación por α en K, se sigue que NK|F es una función multiplicativa
desde K en F , es decir; para todo α, β ∈ K
NK|F (αβ) = NK|F (α)NK|F (β) (†)
Podemos ahora imaginar como extender la norma ‖ ‖p a cualquier α algebraico sobre
Qp. Supongamos que [Qp(α) : Qp] = n, es decir; el polinomio minimal de α sobre Qp
tiene grado n. Si K es cualquier extensión finita de Galois de Qp que contiene a α, por
ejemplo K puede ser el campo de descomposición de α, obtenido al adjuntar α y todos
sus conjugados a Qp. Supongamos que encontramos una norma ‖ ‖ la cual extiende a ‖ ‖p
a K. Por el Corolario 1.4.9 la norma ‖ ‖ es la única norma en el campo K extendiendo
a ‖ ‖p. Ahora, sea α′ cualquier conjugado de α, y sea σ el automorfismo de K que envia
α en α′. Claramente, ‖ ‖′ : K −→ R≥0 definida por ‖x‖′ = ‖σ(x)‖ es una norma en el
campo K la cual extiende a ‖ ‖p, de ahí que, ‖ ‖′ = ‖ ‖ y así,
‖α‖ = ‖α‖′ = ‖σ(x)‖ = ‖α′‖.
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Por tanto, para hallar la norma p-ádica de α, debemos mirar el polinomio minimal
de α sobre Qp, si este tiene grado n y término constante a0, entonces la norma p-ádica
de α será n
√
‖a0‖p.





En esta forma las raíces se mantienen fijas, donde K es cualquier campo que contiene a






[K : Qp] = [K : Qp(α)][Qp(α) : Qp] = [K : Qp(α)] · n.
Lo siguiente será probar que en realidad sí tenemos una norma con las propiedades
requeridas. Para ello veamos un par de lemas.




denotaremos por ‖α‖sup la norma del supremos en esta base, esto significa;
‖α‖sup := máx{‖ai‖p / i = 0, 1, . . . , n− 1}.
Similarmente, si A = (aij)n×n es una matriz con entradas en Qp
‖A‖sup := máx{‖aij‖p / i, j = 0, 1, . . . , n− 1}.
Lema 1.4.11. Sea ‖ ‖ sobre K definida como arriba (Ecuaciones 1.4.1). Para todo
γ ∈ K tal que ‖γ‖ ≤ 1 se tiene que ‖1 + γ‖ ≤ 1
Demostración. Notemos que podemos definir ‖γ‖ y ‖1 + γ‖ usando el campo
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Sin perdida de generalidad podemos suponer que K = Qp(γ), así que {1, γ, γ2, . . . , γn−1}
es una base para K como un espacio vectorial sobre Qp, donde n = [Qp(γ) : Qp].
Sea Aγ la matriz correspondiente a la transformación Qp-lineal multiplicación por γ.
En esta forma, la matriz Aiγ es la matriz correspondiente a la transformación Qp-lineal
multiplicación por γi y la matriz I + Aγ es la matriz correspondiente a la transforma-
ción Qp-lineal multiplicación por 1 + γi (en general, la matriz P (A) corresponde a la
multiplicación por P (γ) para cualquier polinomio P (X) ∈ Qp[X]).
Afirmación: La sucesión de números reales {‖Aiγ‖sup}k es acotada.
Supongamos lo contrario, entonces podemos encontrar una subsucesión {‖Aikγ ‖sup}k, tal
que
‖Aikγ ‖sup > k.
Sea bk = ‖Aikγ ‖sup, el cual es el máximo de las normas p-ádicas de las n2 entradas de Aikγ
y sea βk una entrada de Aikγ con ‖ ‖p máximo, es decir;





Aikγ , entonces ‖Bk‖sup = 1.
Dado que en la norma del supremo la esfera unitaria es compacta, podemos encontrar


















Por la definición de convergencia en la norma del supremo, cada entrada de B es el límite
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cuando j →∞ de la correspondiente entrada de Bkj y de ahí que
det(B) = ĺım
j→∞
det(Bkj ) = 0.
Por tanto, det(B) = 0, de donde existe un elemento X ∈ K, considerado como un vector
escrito con respecto a la base {1, γ, γ2, . . . , γn−1}, tal que BX = 0. El conjunto {γiX}n−1i=0
es una base para el Qp-espacio vectorial K. Mostraremos que para todo i = 0, . . . , n− 1
se tiene que BγiX = 0, lo cual implica que B = 0. En efecto la matriz multiplicación









Concluimos que B = 0, pero esto contradice el hecho que ‖B‖sup = 1.
Así, hemos probado que existe una constante C > 0 tal que para todo i
‖Aiγ‖sup ≤ C.
Notemos que al expandir el det(Aγ) y usar las propiedades de la norma no arquimedeana
(ver 1.1.2), tenemos
‖ det(Aγ)‖p ≤ (máx ‖aij‖p)n = (‖Aγ‖sup)n.
Sea N lo suficientemente grande y consideremos
(I +Aγ)
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Tenemos que





















Por tanto, ‖1 + γ‖ ≤ N
√
C, tomando N →∞ tenemos el resultado requerido
‖1 + γ‖ ≤ 1.
Teorema 1.4.12. Sea K una extensión finita de Qp. Entonces existe una norma sobre
K la cual extiende la norma ‖ ‖p en Qp.





Veamos que en efecto ‖ ‖ es una norma que extiende a ‖ ‖p:
(i) ‖α‖ = 0, si y sólo si, α = 0.
‖α‖ = 0, es equivalente a decir que, ‖NK|Qp(α)‖p = 0 y ya que ‖ ‖p es una norma,
esto ocurre siiNK|Qp(α) = 0, es decir; el polinomio minimal de α esmα(X) = X−0,
de ahí que, α = 0.
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(iii) ‖α+ β‖ ≤ máx{‖α‖, ‖β‖}.




, tenemos ‖γ‖ ≤ 1, de donde ‖1 + α
β
‖ = ‖1 + γ‖ ≤ 1, es decir
‖α+ β‖ ≤ ‖β‖.






de donde ‖α‖ = (‖(−1)nαn‖p)1/n = ‖α‖p.
Observación: Sea K una extensión finita de Qp. A la única norma ‖ ‖ sobre K, la
cual extiende la norma p-ádica sobre Qp, la seguiremos denotando por ‖ ‖p.
Proposición 1.4.13. Sea K una extensión finita de Qp de grado n, y sean
A = {x ∈ K / ‖x‖p ≤ 1}
M = {x ∈ K / ‖x‖p < 1}.
Entonces A es un anillo, el cual es la clausura entera de Zp en K. M es el único ideal
maximal de A y A/M es una extensión finita de Fp de grado a lo sumo n.
Demostración. Que A es un anillo y M es un ideal es consecuencia de las propiedades
de la norma no arquimedeana ‖ ‖p.
Veamos que A es la clausura entera de Zp en K. Sea α ∈ K un elemento entero sobre
Zp, es decir; existen a0, a1, . . . , am−1 ∈ Zp tal que
αm + am−1α
m−1 + · · ·+ a0 = 0.
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De la igualdad anterior se tiene que
‖α‖mp = ‖αm‖p
= ‖ − (+am−1αm−1 + · · ·+ a0)‖p
≤ máx{‖aiαi‖p / i = 0, . . . ,m− 1}
≤ máx{‖αi‖p / i = 0, . . . ,m− 1}
= ‖α‖i0p para algún 0 ≤ i0 ≤ m− 1.
es decir, ‖α‖m−i0p ≤ 1. Por tanto, ‖α‖p ≤ 1, ya que m− i0 > 0.
Ahora, sea α ∈ A, entonces como todos los conjugados de α = α1 sobre Qp también




‖αj‖1/mp = ‖α‖p ≤ 1.
Dado que los coeficientes en el polinomio minimal de α son sumas o diferencias de pro-
ductos de los αi’s se sigue que estos coeficientes tienen norma menor o igual a uno, así,
ellos están en Zp.
M es el único ideal maximal de A, ya que si α ∈ A y α 6∈M , entonces, ‖α‖p = 1, lo
cual implica que α es invertible en A, pues ‖1/α‖p = 1. Notemos que
M ∩ Zp = pZp = {x ∈ Qp / ‖x‖p ≤ 1}.
Por último veamos que A/M es una extensión finita de Fp = Zp/pZp. Consideremos
el homomorfismo
ϕ : Fp −→ A/M
a+ pZp 7−→ a+M
entonces ϕ es una inclusión, ya que si a+M = b+M entonces a−b ∈M , como a, b ∈ Zp,
así que a− b ∈M ∩ Zp = pZp, de ahí que, a+ pZp = b+ pZp. Veamos que
[A/M : Fp] ≤ [K : Qp].
Supongamos que [K : Qp] = n, mostremos que cualquier conjunto de n + 1 elementos
{a1, a2, . . . , an+1} en A/M es linealmente dependiente sobre Fp. Dado que [K : Qp] = n,
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{a1, a2, . . . , an+1} son linealmente dependientes sobre Qp, es decir; existen
b1, . . . , bn+1 ∈ Qp
no todos iguales a cero, tal que
a1b1 + a2b2 + . . .+ an+1bn+1 = 0.
Multiplicando por p−l donde l = máx{‖bi‖p / i = 1, . . . , n+ 1} podemos suponer que los
bi ∈ Zp, donde al menos un bi 6∈ pZp. Así,
a1b1 + a2b2 + . . .+ an+1bn+1 = 0
es una expresión en A/M que muestra que a1, a2, . . . , an+1 son linealmente dependientes
sobre Fp.
Nota: El campo A/M es llamado el campo residual de K sobre Qp. Es usual
llamar a A el “anillo de valuación” de ‖ ‖p en K.
1.4.1. Estructura de campos p-ádicos.
Sea K una extensión finita de Qp de grado n, definimos
AK = {x ∈ K / ‖x‖p ≤ 1}
MK = {x ∈ K / ‖x‖p < 1}.
En la sección anterior probamos que AK es un anillo local con ideal maximal MK y
además, que AK/MK es una extensión finita de Fp de grado a lo sumo n.
Sea α ∈ K−Qp, entonces α es algebraico sobre Qp de grado m, con 2 ≤ m ≤ n, es decir;
α satisface una ecuación polinomial sobre Qp de la forma
amX
m + · · ·+ a0 = 0
con am 6= 0, ai ∈ Qp i = 0, . . . ,m. Esto implica que existe 0 ≤ i < j tal que
‖aiαi‖p = ‖ajαj‖p 6= 0, esto es el Corolario 1.1.2 para la norma extendida a K. De ahí







para algún d ∈ Z, así ‖α‖p = pd/c, donde c = j− i. De lo anterior, vemos que al extender
a K la definición de orden de un elemento α ∈ K como:




Esta definición concuerda con la dada para cuando α ∈ Qp, pues si α = pmβ, donde
β ∈ Z×p , entonces
ordp(α) = − logp(‖pmβ‖p) = − logp(p−m) = −(−m) = m.
Además, es claro que está es una función multiplicativa, es decir,
ordp(αβ) = ordp(α)+ordp(β), lo cual nos dice ordp es una valuación sobre K. La imagen
de K× bajo la valuación esta contenida en
1
n
Z = {x ∈ Q / nx ∈ Z}, igualdad 1.4.3.
Dado que esta imagen es un subgrupo aditivo de
1
n




algún entero positivo e que divide a n. Sea π ∈ K un elemento de norma maximal menor
que 1, entonces se tiene que MK = πAK , así, tenemos que
1
p
= ‖p‖p = (‖π‖p)e, es decir;
‖π‖p = p−1/e.
Definición 1.4.14. El Grado Residual de una extensión finita K de Qp es el entero
f = [AK/MK : Fp].
El índice de Ramificación de K sobre Qp es el entero
e = [‖K×‖p : ‖Q×‖p]
donde ‖K×‖p y ‖Q×‖p denotan el grupo de valores de K× y Q× respectivamente.
De la definición de e y la definición de f , vemos que e ≤ n y f ≤ n, ahora, mostraremos
que tenemos más que esta relación de desigualdad.
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Proposición 1.4.15. Sea K una extensión finita de Qp de grado n, entonces n ≥ e f ,
donde f es el grado residual y e es el índice de ramificación.
Demostración. Sea {a1, . . . , af} elementos enAK tal que la imagen en el cociente {a1, . . . , af}
es una base para AK/MK como espacio vectorial sobre el campo Fp.
Afirmación: El conjunto {aiπj / i = 1, . . . , f, j = 0, . . . , e − 1} es linealmente
independiente sobre Qp, donde π es un elemento de norma maximal en MK , es dedir,
‖π‖p = p−1/e





j , con cij ∈ Qp
donde xj =
∑
cijai. Entonces para cada j existe un índice l = lj , tal que










γiai es una combinación lineal no trivial con coeficientes en
AK y γl = 1. Consideremos esta relación mód MK . Definamos γi = γi mód p. Dado




simplemente porque γl = 1. De ahí que∑
γiai 6∈MK
lo cual implica que ∥∥∥∑ γiai∥∥∥
p
= 1
es decir; ‖xj‖p = ‖clj‖p ∈ ‖Q×p ‖ es una potencia entera de p. Si
∑
xjπ
j = 0 implicaría que
existen ‖xjπj‖p = ‖xj′πj
′‖p, de ahí que, ‖xj‖p‖π‖jp = ‖xj′‖p‖π‖j
′
p , es decir; pm = ‖π‖j
′−j
p ,
esto contradice la maximalidad de la norma de π en MK . Así, todas las normas de los
elementos xjπj son diferentes, implicando que∑
xjπ
j 6= 0, Corolario 1.1.2




j 6= 0. Esto prueba la afirmación, además se concluye que
e f ≤ [K : Qp] = n.
Teorema 1.4.16. Para cada extensión finita K de Qp, tenemos
e f = [K : Qp] = n. (Igualdad fundamental)
Demostración. Por la proposición anterior es suficiente mostrar la existencia de un con-
junto generador de K sobre Qp que contenga e f elementos.
Afirmación: El conjunto {aiπj / i = 1, . . . , f, j = 0, . . . , e− 1} es un conjunto genera-
dor para K como Qp-espacio vectorial.






















observemos que l es el único índice con infinitos valores y además, pl → 0, así podemos














l ∈ Zp, tenemos que x =
∑
ij cijaiπ
j , como AK es un anillo
de valuación en K, esto prueba que {aiπj / i = 1, . . . , f, j = 0, . . . , e − 1} genera a K
como un espacio vectorial sobre Qp y se sigue que e f ≥ n. Por la proposición anterior
n ≥ e f , así, n = e f .
Nota. Sea K una extensión finita de Qp decimos que:
K es no ramificada cuando e = 1, i.e., cuando [K : Qp] = f .
32 Capítulo 1. Números p-ádicos
K es totalmente ramificada cuando f = 1, i.e., [K : Qp] = e.
K es dócilmente ramificada si p 6 |e.
K es salvajemente ramificada si e es una potencia de p.
En otras palabra, una extensión finitaK de Qp es no ramificada cuando p es un generador
del ideal maximal MK ⊆ AK y K es una extensión totalmente ramificada cuando el
campo residual no crece.
En adelante la clausura algebraica de Qp, será denotada por Qalgp , su anillo de valua-
ción de Qalgp , es denotado por Zalgp , es decir,
Zalgp = {x ∈ Qalgp / ‖x‖p ≤ 1}
y su único ideal maximal por
pZalgp = {x ∈ Qalgp / ‖x‖p < 1}
Una consecuencia de la Proposición 1.4.13 nos dice que
Zalgp /pZalgp ∼= Falgp = ∪∞f=1Fpf .
1.4.2. La completación del campo Qalgp , Cp
El objetivo principal de esta sección es mostrar la existencia de un campo completo y
algebraicamente cerrado, el cual, contenga a Qp, es decir, un campo análogo a los números
complejos C. Primero, veamos que la clausura algebraica Qalgp , de Qp no es completa con
respecto a la norma inducida.
Lema 1.4.17. Sea α un elemento algebraico sobre Qp de grado n, esto es,
[Qp(α) : Qp] = n. Entonces existe un entero positivo N , tal que α no satisface ninguna
congruencia
amα
m + · · ·+ a1α+ a0 = 0 mód pN
en la cual aj ∈ Zp no todos divisibles por p.
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Demostración. Sea P (X) = Xn + bn−1Xn−1 + · · ·+ b0 el polinomio minimal de α sobre
Qp, multiplicando por p−k donde k = mı́n{ordp(bi) / i = 0, . . . , n− 1}, tenemos que
anα
n + · · ·+ a1α+ a0 = 0, con an = p−k,
así, an ∈ Zp y no todos los a0, . . . , an−1 son divisibles por p. De la ecuación anterior, se
sigue que
−anαn = an−1αn − 1 + · · ·+ a1α+ a0,
de ahí que, si para todoN , se tiene que, an−1αn−1+· · ·+a1α+a0 = 0 mód pN . Se tendría
que, −anαn = 0 mód pN para todo N , de donde, an = 0, lo cual es un absurdo.
Teorema 1.4.18. La clausura algebraica Qalgp no es un espacio métrico completo.
Demostración. Mostraremos la existencia de una sucesión de Cauchy {an}n∈N enQalgp , tal
que {an}n∈N no tiene límite en Qalgp . Es decir, no existe a ∈ Qp, tal que, ĺımn→∞ an = a.
Sea bi una (p2
i − 1)-raíz de la unidad en Qalgp esto es, bp
2i−1
i = 1, tal que, b
m
i 6= 1,
para todo m < p2i − 1. Notemos que si k > i, entonces bp
2k−1
i = 1, ya que 2
i|2k, implica






donde 0 = N0 < N1 < N2 < · · · , es una sucesión de enteros no negativos, los cuales,





Ni . Sea K = Qp(bn), en la sección anterior mostramos que K es una
extensión no ramificada, de grado 2n. Además, mostramos todos los conjugados de bn
están en K, [9]. Así, K es también una extensión de Galois. De ahí que, K = Qp(an), de
lo contrario, se tendría Qp * Qp(an) * Qp(bn), por tanto, existe un automorfismo σ de





Ni y dado que, σ(bn) 6= bn, se sigue que, σ(an) 6= an, puesto que tienen
expansiones p-ádicas distintas. Notemos que los bi con i = 0, 1, . . . , n son los digitos en
la expansión p-ádica de an en la extensión no ramificada Qp(bn), dado que bp
2i
i = bi, y
así {an} es una sucesión de Cauchy.
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n + · · ·+ β1an + β0 = 0 mód pNn+1 ,
para todo k < 2n y βj ∈ Zp, no todos divisibles por p. Esto nos da la existencia de
nuestra sucesión {an}. Por último, basta ver que no tiene límite en Qalgp . Supongamos




Dado que a es algebraico sobre Qp, a satisface una ecuación polinomial de la forma
βma
m + βm−1a
m−1 + · · ·+ β1a+ β0 = 0,
para algún m ≥ 0, donde podemos suponer que todos los βj ∈ Zp y no todos son
divisibles por p, estas dos condiciones se logran al multiplicar por una potencia adecuada
de p. Ahora, sea n tal que 2n > m. Dado que a = ai mód pNn+1 , tenemos que
βm(an)
m + βm−1(an)
m−1 + · · ·+ β1an + β0 = 0 mód pNn+1 ,
lo cual contradice la definición de an.
Proposición 1.4.19. El conjunto de los posibles valores para la norma p-ádica sobre
Qalgp son todas las potencias racionales de p, es decir, para todo α ∈ Qpalg existe r ∈ Q
tal que ‖α‖p = pr. Esto lo denotaremos por ‖(Qalgp )×‖p = pQ.
Demostración. Si α ∈ Qp, esto es claro. Sea α ∈ Qalgp − Qp, entonces α es algebraico
sobre Qp de grado 2 ≤ n, es decir; α satisface una ecuación polinomial sobre Qp de la
forma
anα
n + · · ·+ a0 = 0
con an 6= 0, ai ∈ Qp i = 0, . . . , n. Esto implica que existe 0 ≤ i < j tal que ‖aiαi‖p =






para algún d ∈ Z, se que concluye ‖α‖p = pd/c, donde c = j − i.
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Definición 1.4.20. Definimos Cp como la completación de Qalgp con respecto a la norma
p-ádica, ‖ ‖p, esto es,
Cp = Q̂algp
Justo como extendimos la norma ‖ ‖p en Q a Qp, extendemos la norma ‖ ‖p en Qalgp
a Cp, al definir, para cada a ∈ Cp, ‖a‖p = ĺımn→∞ ‖an‖p, donde {an} es una sucesión de
Cauchy de elementos en Qalgp que converge a a.
Al igual que al pasar de Q a Qp, es sencillo mostrar que para todo a ∈ Cp, a 6= 0,
se tiene que, ‖a‖p = ‖an‖p para n suficientemente grande. De ahí que, el conjunto de
valores de ‖ ‖p sobre Cp es también pQ.
También, extendemos ordp a Cp como
ordp(a) = − logp ‖a‖p para todo a ∈ Cp.
El próximo teorema nos dice que Cp es el campo p-ádico análogo de los número
complejos C.
Teorema 1.4.21. El campo Cp es algebraicamente cerrado.
Demostración. Sea f(X) = Xn + an−1Xn−1 + · · · + a0 un polinomio en Cp[X]. Basta
mostrar que f tiene una raíz en Cp. Para cada i = 0, 1, . . . , n− 1, sea {a(i)m } una sucesión
de Qalgp que converge a ai, esto es, ĺımm→∞ a
(i)
m = ai. Definimos para todo m = 0, 1, 2, . . .
gm(X) := X
n + an−1,mX
n−1 + · · · a1,mX + a0,m
Entonces gm −→ f , ya que cada coeficiente lo hace. Además, para cada m, gm(X) ∈
Qalgp [X], por tanto, gm tiene todas sus raíces en Qalgp , sean r1,m, r2,m, . . . , rn,m ∈ Qalgp las
raíces de gm(X).
Afirmación. Existe una subsucesión {rkm,m} la cual es una sucesión de Cauchy para
algún 1 ≤ km ≤ n.
Veamos esto por inducción. Supongamos que tenemos rkm,m y deseamos hallar rkm+1,m+1.
Sea δm = ‖gm−gm+1‖p = máx{‖a(i)m −a(i)m+1‖p / i = 0, . . . , n}. Note que δm → 0, cuando
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m → ∞, ya que gm → f , cuando m → ∞. Si Am = máx{1, ‖ri,m‖np / i = 0, . . . , n},
existe una constante A, tal que, para todo m Am ≤ A. Por consiguiente,
∏
‖rkm,m − ri,m+1‖p = ‖gm+1(rkm,m)‖p
= ‖gm+1(rkm,m)− gm(rkm,m)‖p




p / i = 0, . . . , n}
≤ δmA.
De donde, existe al menos un i tal que




Sea rkm+1,m+1 cualquiera de tales ri,m+1 que satisface (†). Por las propiedades de ‖ ‖p es
claro que {rkm,m} es una sucesión de Cauchy. Ahora si definimos r = ĺımm→∞ rkm,m ∈ Cp,






Finalizamos este estudio de los números p-ádicos mostrando que Qalgp y Cp no son
localmente compactos, lo que los separa radicalmente de C, por ejemplo, no podemos
usar el procedimiento expuesto en el Apendice A para definir una medida de Haar en
Qalgp o en Cp.
Teorema 1.4.22. Los campos Qalgp y Cp no son localmente compactos.




y sabemos que el producto de espacios topológicos es localmente compacto, si y sólo si
excepto un número finito de ellos son compactos [9].
Resumimos este capítulo en una tabla con los hechos más importantes:
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Campo⊇ A ⊇M Campo Residual Valores ‖ ‖p Propiedades
Qp ⊇ Zp ⊇ pZp Fp pZ Completo y locamente Compacto.
Qalgp ⊇ Zalgp ⊇ pZalgp Falgp pQ Algebraicamente Cerrado, No com-
pleto y No localmente compacto.
Cp ⊇ Â ⊇ M̂ Falgp pQ Algebraicamente Cerrado, Comple-
to y No localmente compacto.

Capítulo 2
Series de Poincaré de Singularidades
de curvas sobre Fq
Resumen: En este capítulo motivaremos la noción de curva geométrica [21] y
daremos la definición de series de Poincaré multi-variable de singularidades de curvas
definida por Karl Stöhr.
2.1. Curvas Singulares
Sea k un campo algebraicamente cerrado y sea C una curva algebraica afín sobre k. En
otras palabras, C es una variedad algebraica cuyo anillo de coordenads k[C] (vea [3] pag
661) es un dominio entero, tal que el campo de funciones racionales k(C) = Frac(k[C])
tiene grado de transcendencia 1 sobre k.
Decimos que un punto v ∈ C es no singular, sí mv,C/m2v,C es k-espacio vectorial de
dimensión 1, donde mv,C es el único ideal maximal del anillo local Ov,C , de funciones
racionales sobre C definidas en v, (vea [3] pag 722). Entonces sabemos que v es un punto
no singular de C sobre k sí, y solo si, el anillo local Ov,C es un anillo de valuación discreta
(vea [3] Proposición 12 pag 763). Además, sabemos que al hacer Blow up en cada punto
de C, obtenemos el modelo no singular de C, denotado por C̃. Cada punto ṽ ∈ C̃ se
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proyecta en un único punto v ∈ C y cada punto singular de v ∈ C, al hacer blow up
sobre él, se convierte a lo sumo en un número finito de puntos ṽ1, . . . , ṽm ∈ C̃.
Lo anterior motiva a definir en términos más algebraicos que geométricos la noción
de curva algebraica.
Sea K|k un cuerpo de funciones en una variable con campo de constantes k, donde
k no necesita ser algebraicamente cerrado. Diremos que X es una curva algebraica, geo-
métricamente irreducible y completa, si X es el conjunto de índices de {OP }P∈X , donde
los OP son k-algebras locales propiamente contenidas en K y con campo de fracciones
K, con las siguientes dos propiedades:
(i) Para casi todo P ∈ X, el anillo de local OP es un anillo de valuación discreta.
(ii) Para cada anillo de valuación discreta R de K|k existe un único P ∈ X tal que
OP ⊆ R.
Por la primera propiedad el número de posibles singularidades de X es finito. Y por
la segunda propiedad, existe un morfismo π : X̃ −→ X, donde X̃ denota el conjunto
de índices de todas las valuaciones discretas de K|k, llamado el modelo no singular o
normalización de X sobre k. Para cada P ∈ X los elementos de la fibra π−1(P ) son
llamados la ramas de X centradas en P . Por el teorema de existencia de valuaciones
(vea [6]), el morfismo π : X̃ −→ X es sobreyectivo, es decir, para todo OP existe un
anillo de valuación discreta R por encima de OP . Además, el número de ramas centradas
en P es finito, veamos esta última afirmación en detalle.
Proposición 2.1.1. Sea K|k un campo de funciones en una variable sobre k. Si O
una k-algebra local propiamente contenida en K, tal que Frac(O) = K, entonces existen
finitos anillos de valuación discreta de K|k sobre O.
Demostración. Sabemos que la clausura entera de O, denotada por Õ, es la intersección
de todos los anillos de valuación que contienen a O (vea Corolario 5.22 [1]), así, que
todo anillo de valuación sobre O es también un anillo de valuación sobre Õ. Por tanto,
probar que existen finitos anillos de valuación discreta sobre O, es equivalente a probar
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la existencia de finitos anillos de valuación disreta sobre Õ. El Teorema 7 pag 755 y
el Corolario 8 pag 758 [3], nos dicen que si I es un ideal primo minimal de Õ con
respecto a la inclusión, entonces la localización de Õ en I, ÕI es un anillo de valuación
discreta y dado que los anillos de valuación discreta son anillos maximales, entonces
existe una correspondencia biyectiva entre los ideales primos minimales de Õ y los anillos
de valuación discreta que contienen a Õ. Por tanto, basta probar que en un dominio
noetheriano existen finitos ideales primos minimales, lo cual es una consecuencia directa
del Teorema de Descomposición Primaria en anillos noetherianos (vea Corolario 22 pag
685 [3])
Sea Q1, . . . , Qm ∈ X̃ las ramas centradas en P , esto es, π−1(P ) = {OQ1 , . . . ,OQm}
donde OQ1 , . . . ,OQm son los correspondientes anillos locales a estos puntos. Dado que K
es el campo de funciones de X̃ y de X y X̃ es una curva no singular, los anillos locales
OQ1 , . . . ,OQm son precisamente los anillos de valuación discreta de K|k sobre OP . La
clausura entera de OP , denotada por ÕP es
ÕP = OQ1 ∩ · · · ∩ OQm
y por tanto, ÕP es un dominio de ideales principales semilocal, cuyos ideales maximales
p1, . . . , pm corresponden biyectivamente a las ramas Q1, . . . , Qm. Es decir, para cada
i = 1, . . . ,m
pi = ÕP ∩mQi = {z ∈ ÕP / vi(z) > 1}
donde vi = ordQi es la valuación discreta correspondiente a OQi en el campo de funciones
K|k y mQi = {z ∈ OQi / vi(z) > 1} es el único ideal maximal de OQi .
Ahora bien, la completación del anillo local (OP ,mp) será denotada por ÔP y la com-
pletación del anillo semi local ÕP con respecto a su ideal de Jacopson J = ∩pi es denota-
da por ̂̃OP . Dado que OP tiene k-codimensión finita en ÕP , esto es, δP = dim(ÕP /OP )
(vea Capítulo 4 [20]), de ahí que, ÕP es un OP -módulo finitamente generado. Tomando
la filtración
ÕP ⊇ J ⊇ J 2 ⊇ J 3 ⊇ · · ·
tal filtración es mP -estable, ya que:
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(i) Para todo n ≥ 1, mPJ n ⊆ J n+1, esto es equivalente a mostrar que mP ⊆ J .
Sea z ∈ mP . Entonces 1 + z es un elemento invertible en OP ⊆ OQi , por tanto es
invertible en OQi , esto significa que z ∈ mQi , de ahi que z ∈ J .
(ii) Existe un n ≥ 1 tal que mPJ n = J n+1. Basta mostrar que existe un n ≥ 1 tal que
mP ÕP ⊇ J n. Tomando ni = mı́n{vi(z) / z ∈ mP ÕP }, tenemos que
mP ÕP = ÕP tn11 · · · t
nm
m
donde ti es un parámetro local de OQi , es decir, vi(ti) = 1 y es claro que
J = ÕP t1 · · · tm. De ahí que tomando n = n1 + · · ·+ nm, tenemos
J n = ÕP tn1 · · · tnm
=
(














⊆ mP ÕP .
Por tanto por el Lema de Artin-Rees (Proposición 10.9 [1]), la filtración inducida
OP ∩ ÕP ⊇ OP ∩ J ⊇ OP ∩ J 2 ⊇ OP ∩ J 3 ⊇ · · ·
es mP -estable, es decir, existe n tal que
mP (OP ∩ J n) = OP ∩ J n+1
mn+1P = OP ∩ J
n+1.
De lo anterior, tenemos la siguiente proposición:
Proposición 2.1.2. La topología de OP es inducida por la topología de ÕP y así ÔP es
un subanillo cerrado de ̂̃OP de k-codimensión δP
Ahora nos concentraremos en ÕP y en su completación
̂̃OP . Dado que dos ideales
maximales diferentes son comaximales, se tiene que pi y pj son comaximales si i 6= j,
2.1. Curvas Singulares 43










× · · · × ÕP
ÕP ∩mQm
.
Analogamente, pni y p
n






× · · · × ÕP
ÕP ∩mnQm
.










Ahora, pasando al límite inverso (vea Capítulo 10 [1]) tenemos que:
̂̃OP = ĺım← ÕPJ n̂̃OP ∼= ĺım← OQ1mnQ1 × · · · × OQmmnQm̂̃OP ∼= ĺım← OQ1mnQ1 × · · · × ĺım← OQmmnQm̂̃OP ∼= ÔQ1 × · · · × ÔQm .
Donde ÔQi es la completación del anillo de valuación discreta con respecto a su único
ideal maximal mQi . Además, si K̂vi es la completación de K con respecto a la valuación
vi correspondiente a OQm , entonces
̂̃OP ⊆ K̂v1 × · · · × K̂vm .
Ahora, sea P1, . . . ,Pm los primos minimales de ÔP y sea ÔPPi la completación de ÔP
con respecto a Pi, si ψ : ÔP −→ ÔPP1 × · · · × ÔPPm denota el homomorfismo diagonal,
entonces dado que ÔP es un anillo reducido (vea Teorema 1 [18]) ψ es inyectiva. Lo cual
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implica que el siguiente diagrama conmuta:
̂̃OP ÔQ1 × · · · × ÔQm




Luego tenemos una correspondencia biyectiva entre los ÔQi y los ÔPPi . Nosotros llama-
mos a los anillos ÔPPi las ramas centradas en ÔP . Por el Teorema Estructural de Cohen
para anillos locales regulares (vea Proposición 10.16 [4]) cada ÔQi es isomorfo a ki[|ti|],
donde ki = ÔQi/m̂Qi es el campo residual de ÔQi , es claro que ki = OQi/mQi = ÕP /pi.
Concluimos que ̂̃OP ∼= k1[|t1|]× · · · × km[|tm|].
Este isomorfismo es una herramienta esencial en nuestro estudio de las series de Poincaré
definidas a continuación.
2.2. Series de Poincaré Multi-variables de Singularidades de
curvas algebraicas
En esta sección definiremos las series de Poincaré multi-variable P (a, b, t). Usamos
como referencias [23], [22].
Sea O un anillo local de una curva algebraica geometricamente irreducible definida
sobre un campo finito k = Fq, con campo de funciones racionales K, esto es, k ⊆ O ( K
con Frac(O) = K. La clausura entera Õ de O es un dominio de ideales principales
semilocal, cuyos ideales maximales p1, . . . , pm se corresponden biyectivamente con las
ramas centradas en O de la singularidad de la curva. Sea v1 = ordp1 , . . . , vm = ordpm las
correspondientes valuaciones discretas del campo de funciones K|Fq. Para cada O-ideal,
digamos
pn := pn11 · · · p
nm
m con n := (n1, . . . , nm) ∈ Zm
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definimos su multiexponente como v(pn) := n. Y para cada función racional no nula
z ∈ K∗, sea
v(z) = v(zÕ) = (v1(z), . . . , vm(z)) ∈ Zm.
Sea t el vector de longitud m cuyas entradas son las variables t1, . . . , tm. Abreviamos el
monomio de Laurent, por
tn := tn11 · · · t
nm
m , para todo n := (n1, . . . , nm) ∈ Zm.
Definición 2.2.1. La Serie de Poincaré Multivariable asociada a un par de clases
de O-ideales [a] y [b] es definida por la serie de potencias multivariable
P (a, b, t) :=
∑
ηn(a, b)t
n ∈ Z[|t1, . . . , tm|]
cuyos coeficientes son los cardinales
ηn(a, b) = #{O-ideales d / d ⊇ a, d ∼ b y d · Õ = a · p−n}
donde dos O-ideales d y b están relacionados d ∼ b, si existe z ∈ K∗ tal que zd = b.
En adelante probaremos que dichos cardinales son finitos y que el dominio de conver-
gencia de esta serie multivariable es el polidisco unidad. Esta serie sólo depende de las
clases de equivalencia de los O-ideales [a] y [b], así que la podemos expresar alternativa-
mente como:





Dado que cada Õ-ideales es equivalente a el O-ideales Õ y que los Õ-ideales que
contiene a a son exactamente de la forma a · p−n, donde n := (n1, . . . , nm) ∈ Nm,
entonces en el caso particular en el cual b es simultaneamente un O-ideal y un Õ-ideal,
entonces









(1− t1) · · · (1− tm)
.
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Notación: Definimos
ρ := dim(O/mO) <∞
como el grado del campo residual de O sobre el campo de constantes Fq y por
ri := dim(Õ/pi) <∞


















rini = r · n. (2.2.2)
El grado de un O-ideal d, denotado por deg(d), es definido por las siguientes pro-
piedades:
1. deg(O) = 0
2. dim(d/a) = deg(d)− deg(a), siempre que d ⊇ a.
Sea δ = deg(Õ) = dim(Õ/O) el grado de singularidad del anillo O. Entonces por
2.2.2
deg(pn) = δ − r · n.





rivi(z) = r · v(z)
y en particular, deg(zO) = −r · v(z).
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Demostración. Sea b otro O-ideal y d = a ∩ b. Dado que la multiplicación por z define
un automorfismo de K como k-espacio vectorial, se tiene un isomorfismo de k espacios
vectoriales
a/d ∼= za/zd y b/d ∼= zb/zd.
Por consiguiente,
deg(a)− deg(d) = deg(za)− deg(zd)
deg(b)− deg(d) = deg(zb)− deg(zd),
Restando ambas ecuaciones, tenemos deg(a) − deg(za) = deg(b) − deg(zb), lo cual nos
dice que el valor de deg(a)− deg(za) no depende del O-ideal a. Tomando a = Õ, por la
Ecuación 2.2.2
deg(a)− deg(za) = deg(Õ)− deg(zÕ)
= dim(Õ/zÕ)
= r1v1(z) + · · ·+ rmvm(z).
Ahora daremos una forma alternativa de expresar los coeficientes de la serie de Poin-
caré P (a, b, t).
Definición 2.2.3. Sea a y b O-ideales, definimos el cociente b : a, como el submódulo
b : a = {z ∈ K / za ⊆ b}.
Para cada O-ideal b consideremos el Õ-ideal
(b : Õ) : b = (b : Õ) : (b · Õ) = (b : Õ) · (b.Õ)−1
el cual, es el cociente de (b : Õ), el Õ-ideal más grande contenido en b, por b·Õ, el Õ-ideal
más pequeño que contiene a b. Este cociente sólo depende de la clase [b]. Dado que Õ es
un dominio de ideales principales, podemos escoger b en su clase tal que b · Õ = Õ.
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Lema 2.2.4. Sea f = O : Õ el O-ideal conductor, entonces
f ⊆ (b : Õ) : (b · Õ) ⊆ Õ.
Demostración. Dado que (b : Õ) esta contenido en b y a su vez b esta contenido en b · Õ,
se tiene que (b : Õ) ⊆ b · Õ y por tanto
(b : Õ) : (b · Õ) ⊆ (b · Õ) : (b · Õ) ⊆ Õ.
Ahora tomando b en su clase de equivalencia tal que b · Õ = Õ, contiene el Õ-ideal b · f,
así mismo lo hace b : Õ y por tanto
(b : Õ) : (b · Õ) ⊇ (b · f) : b · Õ) ⊇ f.
Si b · Õ = Õ, entonces f ⊆ b ⊆ Õ. Dado que el anillo Õ/f es finito, se sigue que el
semigrupo de clases de O es finito (vea [5]). También, deducimos que el índice (UÕ : Ub)
del subgrupo de unidades de b, Ub en UÕ el subgrupo de unidades de Õ es finito. En
realidad, los finitos O-ideales d que satisfacen d · Õ = Õ y d ∼ b son justamente de la
forma z−1b donde z ∈ UÕ es únicamente determinado módulo Ub, siempre que se tenga
b · Õ = Õ. Sea
b = (b1, . . . , bm) := v((b : Õ) : b) = v(b : Õ)− v(b)
el multiexponete de (b : Õ) : b. Por el lema anterior tenemos que
0 := (0, . . . , 0) ≤ b ≤ f := v(f)
donde ≤ es el orden parcial en el producto Zm. Si b · Õ = Õ, entonces (b : Õ) : b es el
Õ-ideal más grande contenido en b, y b es el vector más pequeño en el orden parcial de
Zm tal que pb ⊆ b. El vector b y el conjunto
S(b) := {v(z)− v(b · Õ) / z ∈ b, z 6= 0}
sólo dependen de la clase del ideal b. Es claro que
b + Nm ⊆ S(b) ⊆ Nm
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y S(O) + S(b) ⊆ S(b). En particular, S(O) es un semigrupo intermedio entre f + Nm y
Nm, llamado el semigrupo asociado al anillo local O.
Para cada b y para cada n ∈ Zm, definimos
bn := {z ∈ b / v(z) = n}.




donde j = n− v(a · Õ) + v(b · Õ). Además,
1. ηn(O, b) > 0, sí, y solo si n ∈ S(b)
2. 0 ≤ ηn(a, b) ≤ (UÕ : Ub) para todo n
3. b es el vector más pequeño en el orden parcial de Nm con la propiedad:
Si n ≥ b entonces ηn(a, b) = (UÕ : Ub).
Demostración. Al reescribir la serie como




donde Ub = {z ∈ K∗ / zb = b} y (b : a) \ 0/Ub denota el cociente de (b : a) \ 0 por la
acción del grupo Ub. Vemos que





es decir, ηn(a, b) = #((b : a)j/Ub) donde n = v(a · Õ)− v(b · Õ) + j. Dado que
#((b : a)j/UO) = #((b : a)j/Ub)(Ub : UO)
tenemos la expresión deseada para ηn. Ahora bien, los coeficientes ηn(a, b) > 0, sii,
b
n+v(b·Õ) es no vacio, esto es, n ∈ S(b). Para probar las dos afirmaciones restantes,
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asumiremos sin perdida de generalidad que a · Õ = b · Õ = Õ y por consiguiente, tenemos
que (b : b) ⊆ Õ, b : Õ = pb y
ηn(a, b) = #((b : a)n/Ub) ≤ #(Õn/Ub) = (UÕ : Ub)
para cada n ∈ Nm. La igualdad ocurre, sii, (b : a)n = Õn, es decir, Õn ⊆ b : a. Luego
esto ocurre para todo n y para cualquier vector más grande, sii, pn ⊆ b : a, es decir,
a · bn ⊆ b, lo que equivale a pn ⊆ b ya que a · Õ = Õ, lo que finalmente nos dice que
pn ⊆ b : Õ, es decir n ≥ b.
En particular, este teorema nos dice que nuestra serie en realidad esta bien definida y
dado que desde cierto vector en adelante todos los coeficientes de la serie son constantes,
tenemos una serie geométrica lo que nos lleva a concluir que el dominio de convergencia
de la serie de Poincaré Multivariable es el polidisco unidad, esto es, |t1| < 1, . . . , |tm| < 1.
2.3. Representación Integral
En sección daremos una representación integral de la Serie de Poincaré, para esto











su grupo de unidades. La asignación que a cada O-ideal a le asigna el Ô-ideal â := a · Ô,
a 7−→ â := a · Ô, define una correspondencia inyectiva y monotona la cual preserva el
grado entre los O-ideales y los Ô-ideales, el morfismo inverso está dado por â 7−→ â∩K.
Dos O-ideales a, b son equivalentes, sí y solo si, los correspondientes Ô-ideales â, b̂ son
equivalentes, esto es; a = zb para algún z ∈ K∗, sii, â = zb̂ para algún z ∈ UR (vea [5]
sección 3)
Lema 2.3.1. Sea a y b O-ideales, entonces
b̂ : a = b̂ : â
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Demostración. Sea z ∈ b : a, entonces por definición za ⊆ b, de ahí que por continuidad
zâ ⊆ b̂, esto nos dice que z ∈ b̂ : â, por tanto b : a ⊆ b̂ : â, lo cual implica que b̂ : a ⊆ b̂ : â.
Dado que b̂ : a∩K = b : a, es sufienciente mostrar que (b̂ : â)∩K ⊆ b : a. Sea z ∈ K
tal que zâ ⊆ b̂, entonces za = zâ ∩K ⊆ zb̂ ∩K = b y por consiguiente z ∈ b : a.
El homomorfismo v : K∗ −→ Zm se extiende naturalmente al homomorfismo de
grupos v : UR −→ Zm que envia cada elemento z = (z1, . . . , zm) de UR al vector
v(z) := (v̂1(z), . . . , v̂m(z)), donde v̂i es la valuación en K̂vi que extiende a vi.
Teorema 2.3.2. R es un grupo topológico localmente compacto.






Es claro que Frac(O) = Frac(Õ), de donde se sigue que
Frac(Ô) = Frac( ̂̃O)
∼= Frac(ÔQ1 × · · · × ÔQm)
∼= Frac(ÔQ1)× · · · × Frac(ÔQm)
∼= K̂v1 × · · · × K̂vm
Que R es un grupo topológico se sigue del hecho que su topología esta dada por una
norma. Ahora dado que R es el producto finito de los K̂vi con i = 1, . . . ,m, basta ver
que cada K̂vi es localmente compacto. Por el teorema estructural de Cohen, tenemos que




donde ki((ti)) denotan las series de Laurent en la variable ti con campo de constantes ki.
Dado que ki es una extensión finita de Fq, ki ∼= Fqri , ki es compacto, además, sabemos
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que si k es un campo localmente compacto, entonces un producto de espacio vectoriales




ki es localmente compacto y por tanto K̂vi también lo es.
Del teorema anterior R es un grupo topológico aditivo, el cual es una Fq-álgebra
localmente compacta. Por el teorema de Haar (vea A.2.5) existe una única medida de Haar
µ̂ sobre R, normalizada tal que µ̂(Ô) = 1. Ahora bien, si a ⊆ b son O-ideales, entonces
el Ô-ideal b̂ es una unión disjunta de clases laterales de â, esto es, b̂ =
⋃
z∈b̂/â z + â y








Luego, dado que la normalización es µ̂(Ô) = 1, tenemos que µ̂(b̂) = qdeg(b), para todo
O-ideal b. En particular, µ̂( ̂̃O) = qδ. Además, dado que el grupo de unidades UÔ del
anillo local Ô es el complemento del ideal maximal m̂ de Ô, concluimos que
µ̂(UÔ) = µ̂(Ô \ m̂)
= 1− µ̂(m̂)
= 1− q−ρ.
Además, por el lema 2.2.2 se sigue que, para toda z ∈ K∗, µ̂(zÔ) = q−r·v(z) y aun más
para cada z ∈ UR. Ahora por la unicidad de la medida de Haar, tenemos que
µ̂(zM) = q−r·v(z)µ̂(M)
para todo z ∈ UR y para todo conjunto medible M .
Sea h : Zm −→ C una función. Definimos
b̂reg = b̂ ∩ UR
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dado que b̂reg es la unión disjunta de los conjuntos b̂n = {z ∈ b̂ / v(z) = n}, y dado que











h(n)tnµ̂(b̂n) ∈ C[|t1, . . . , tm|]tb·Ô
en el dominio de convergencia absoluta de la serie de Laurent formal al lado derecho.
Aún si el dominio de convergencia es vacío, la serie de Laurent formal aún puede ser
interpretada como alguna clase de integral en el espiritu de la integración motivica (vea
[11]).
Dado que b̂n es la unión disjunta de clases zUÔ, donde z varía sobre un sistema








De ahí que ∫
b̂reg














Teorema 2.3.3 (Rerensetación Integral de la serie de Poincaré.).
P (a, b, t) =
qρ





en el polidisco unidad |t1| < 1, . . . , |tm| < 1.
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donde j = n− v(a · Õ) + v(b · Õ). Reemplazando en la ecuación 2.3 b̂reg por (b̂ : a)reg =
(b̂ : â)reg, obtenemos:



































3.1. Series de Poincaré sobre Qp
Como vimos en el Capítulo 2, la serie de Poincaré multivariable de singularidades
de curvas definidas sobre el campo de constantes Fq, puede ser representado como una
integral:
P (a, b, t) =
qρ





donde µ̂ es la medida de Haar sobre R :=
m∏
i=1
K̂vi normalizada tal que µ̂(Ô) = 1. El
principal propósito de este trabajo era dar una definición de serie de Poincaré multiva-
riable de singularidades de curvas definidas sobre el campo de los números p-ádicos, Qp,
a través de una posible representación integral. Vimos en la Sección 2.1, que dado un
campo de constantes cualquiera k y un cuerpo de funciones en una variable K sobre k,
para un anillo local O propiamente contenido en K tal que Frac(O) = K, tenemos que
̂̃O ∼= k1[|t1|]× · · · × km[|tm|]




K̂vi , tenemos que R ∼= Frac(
̂̃O). En particular, que tomando k = Fq, R es un
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grupo topológico localmente compacto lo cual nos permite usar el Teorema A.2.5 para
obtener una medida de Haar sobre R.
Al tratar de simular dichas ideas tomando k = Qp encontramos que R no es local-
mente compacto ya que cada K̂vi es homeomorfo al producto infinito contable
∏
ki donde
ki = Õ/pi es una extensión finita de Qp. Lo cual implica que ki es localmente compacto,
pero el producto
∏
ki NO lo es. Lo anterior debido a que existe un número infinito de
factores, los cuales no son compactos. Al no tener la propiedad de localmente compacto,
no podemos usar el Teorema A.2.5 para obtener una medida de Haar en R para anillos
locales definidos sobre Qp.
Otra posible complicación es: la completacion algebraica de Qp denotada por Qalgp ,
no es localmente compacta, más aún, no es completo respecto a la topología inducida
por Qp.
Conclusiones y posibles desarrollos consecuentes
1. La definición de serie de Poincaré multivariable de singularidades de curvas defini-
das sobre Qp no es posible a partir de una representación integral como en el caso
de Fq.
2. La clausura algebraica Qalgp , de Qp, la completación topológica Cp, de Qalgp , y el
campo de fracciones R, de Ô, son grupos topológicos, los cuales, no son localmente
compactos, lo cual imposibilita usar el Teorema A.2.5 para obtener una medida de
Haar sobre dichos espacios.
Preguntas abiertas y desafíos que esta tesis deja son:
¿Podemos hallar una medida de Haar sobre algunos de los campos Qalgp , Cp y
R? Aún más, la siguiente pregunta en el área de la teoría de la medida, ¿Cuales
son las condiciones necesarias y suficientes sobre un grupo topológico para poder
definir una medida de Haar sobre él?. Ambas preguntas son de gran importancia,
dado que el estudio de la estructura analítica y algebraica de Qp y sus extensiones
tiene grandes aplicaciones físicas y matemáticas (vea [9], [16], [2], [17]). Y dado el
3.1. Series de Poincaré sobre Qp 57
gran número de espacios topológicos que no son localmente compactos, definidos
en áreas como geometría algebraica y diferencial. Hace falta una herramienta que
nos permita decidir la existencia o no de una medida “útil” sobre dichos espacios.
Otra pregunta es, ¿Existe un análogo de la Serie de Poincaré Multivariable de
singularidades de curvas P (a, b, t), definida por Karl Otto Stöhr sobre el campo de
los números p-ádicos?
Otra definiciones de series de Poincaré similares están dadas por Zúñiga en [12],
[25]. En dónde integramos sobre Qp o sobre alguna extensión finita de Qp y se
toman anillos locales O los cuales están entre Qp y extensiones finitas K de Qp,
además de tomar O-ideales triviales.
Veamos una de las posibles definiciones de serie de Poincaré multivariable dada en
[12], la cual se fundamenta en la teoría de la integración motivica.
Integración respecto a la característica de Euler generalizada.
Sea k un campo de constantes. Empecemos denotando por Vark la categoría de las
variedades algebraicas sobre k y por K0(Vark) el anillo de Grothendieck correspon-
diente a Vark, esto es, el cociente del grupo abeliano libre por las clases de isomorfismo
[X] de una variedad algebraica sobre k, con las siguientes relaciones:
[X] = [Y ] si X es isomorfa a Y , para X,Y ∈ Vark
[X]− [Z] = [X \ Z] si Z es un subconjunto cerrado Zariski en X
[X ×k Y ] = [X][Y ], para X,Y ∈ Vark
donde X ×k Y denota el producto fibrado de X y Y . Denotemos por L = [A1k] y
1 = [x] la clase de equivalencia de un punto. Definimos Mk := K0(Vark)[L−1] como
el anillo obtenido por la localización de K0(Vark) con respecto al sistema multiplicativo
{1,L1,L2,L3, . . .}.
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Asociado al anillo local O (vea la sección 2.2) se define el conjunto de n− jets como
J nÕ := Õ/t
n+1Õ ∼= k‖n+1‖,
donde n := (n1, . . . , nm) ∈ Nm,1 := (1, . . . , 1), ‖n + 1‖ = (n + 1) · 1 y
t := (t1, . . . , tm) con los ti’s son uniformizantes locales de las valuaciones por encima de
O. La proyección canónica Õ −→ Õ/tn+1Õ es denotada por πn.
En estos términos, un subconjunto X de Õ se dice cilíndrico si X = π−1n (Y ) pa-
ra algún subconjunto constructible Y de J n
Õ
, i.e., Y es una unión finita disjunta de
subespacios localmente cerrados.
La característica de Euler generalizada (o medida motivica) de un subconjunto
cilíndrico X ⊆ O, X = π−1n (Y ), con Y ⊆ J nÕ constructible, es:
χg(X) := [Y ]L−‖n+1‖ ∈Mk
la cual esta bien definida. Esta definición la extendemos a cualquier subconjunto de
X ⊆ K, esto es, X es llamado cilíndrico si existe un elemento z ∈ O no divisor del cero
tal que el conjunto zX es un subconjunto de O y es cilíndrico, por ejemplo, los O-ideales.





Ahora, la integral respecto a la característica de Euler generalizada es difinida como:
Sea (G,+, 0) un grupo abeliano, y sea X un subconjunto cilíndrico de Õ. Una función
ψ : Õ −→ G es llamada cilíndrica si ella tiene rango finito y para cada a ∈ G, a 6= 0, el






χg(X ∩ ψ(a))⊗ a
si la suma tiene sentido enMk ⊗G. En tal caso, la función ψ se dice integrable sobre
X.
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Ahora bien, tomando a = O, en la representación integral de P (a, b, t) (vea Teorema
2.3.3) y tomando en la clase [b] un represente tal que b · Õ = Õ, tenemos que:
P (O, b, t) = q
ρ




Además, tomando k = Fq en la definición de característica de Euler generalizada,
tenemos que la medida de Haar de un O-ideal y su característica de Euler generalizada
coinciden, es decir
χg(a) = µ̂(â) (vea 2.8[11])
Y así, la serie de Poincaré multivariable de singularidades de una curva algebraica se
puede expresar como





Lo anterior nos motiva a definir en general, la Serie de Poincaré Multivariable de Singu-
laridades de una curva como




la cual en el caso finito k = Fq es un multiplo entero de P (O, b, t), a saber,
(Ub : UO)P (O, b, t).
Notemos que la ecuación 3.1.1 tiene sentido en el caso k = Qp, es decir, está es
una forma de definir P (O, b, t) en el caso p-ádico, la pregunta es: ¿Es esta definición el
análogo de la Serie de Poincaré Multivariable de una Singularidad definidad por Stöhr
[23]? La complejidad de esta pregunta yace en el formalismo de dicha definición y en la





Resumen: Mostraremos la existencia y unicidad de la medida de Haar en cada
grupo topológico localmente compacto. La medida de Haar se obtendrá a partir
del teorema de representación de Riezs, así, que se mostraremos un funcional que
inducirá nuestra forma de medir. Este tratamiento, esta basado en los libros [14] y
[8].
A.1. Espacios Localmente Compactos
Definición A.1.1. Espacio Completamente Regular: Sea X espacio topológico
Hausdorff, diremos que X es Completamente Regular si para todo x0 ∈ X y F ⊆ X
cerrado, con x0 /∈ F , existe una función continua f : X → [0, 1] tal que f(x0) = 1 y para
todo y ∈ F f(y) = 0.
Espacio Localmente Compacto: Un espacio topológico X se dice localmente com-
pacto si para todo elemento x ∈ X existe un abierto U , tal que x ∈ U y la clausura de U
es compacta. Esto es claramente equivalente a que para todo x ∈ X existe un compacto
C tal que x ∈ int(C).
Definición A.1.2. Un grupo topológico (G,Γ), es un grupo G con una topología Γ,
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con la cual resulta ser un espacio topológico Hausdorff, y tal que las funciones
G×G −→ G G −→ G
(α, β) 7−→ αβ α 7−→ α−1
son funciones continuas.
Proposición A.1.3. Si A y B son subconjuntos compactos disjuntos de un espacio
topológico Hausdorff X, entonces existen abiertos disjuntos U y V tal que A ⊆ U y
B ⊆ V .
Demostración. Primero, supongamos que B = {b} y A es un conjunto compacto arbitra-
rio. Como el espacio ambiente es Hausdorff, para cada a ∈ A existen abiertos disjuntos
Va y Ua tales que b ∈ Va y a ∈ Ua. La colección {Ua / a ∈ A} forma un cubrimien-
to abierto de A y dado que A es compacto, A ⊆
⋃n
i=1 Uai = U , además es claro que
{b} ⊂
⋂n
i=1 Vai = V y tanto U como V son abiertos disjuntos.
Ahora pasemos al caso general, donde A y B son compactos arbitrarios. Por el caso
anterior, para cada b ∈ B, existen abiertos disjuntos Ub y Vb tales que A ⊂ Ub y b ∈ Vb.
La colección {Vb / b ∈ B} forma un cubrimiento abierto de B y dado que B es compacto,
B ⊆
⋃m
i=1 Vbi , y A ⊆ U =
⋂m
i=1 Ubi .
Proposición A.1.4. Sea X un espacio topológico localmente compacto y K ⊆ X un
conjunto compacto. Entonces existe un compacto V ⊆ X y un abierto U ⊂ V tal que
K ⊆ U en este caso decimos que V es una vecindad compacta de K
Demostración. Sea K ⊆ X un conjunto compacto. Como X es un espacio localmente
compacto, para cada x ∈ K, existe un compacto Cx ⊆ X tal que x ∈ int(Cx). Es
claro que K ⊆ ∪x∈K int(Cx). Dado que K es compacto, existen x1, . . . , xn ∈ K tal
que K ⊆ ∪ni=1int(Cxi). Tomando V = ∪ni=1Cxi y U = ∪ni=1int(Cxi), tenemos que V es
compacto, U es abierto contenido en V y K ⊆ U como se pedia.
Proposición A.1.5. Sea X un espacio topológico localmente compacto y K ⊆ X un
conjunto compacto. Entonces para toda vecindad W de K, existe una vecindad compacta
U con K ⊆ U ⊆W .
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Demostración. Sea W una vecindad de K la cual, sin perdida de generalidad, podemos
suponer que W es abierta. Por la proposición anterior existe una vecindad compacta C
de K, entonces Z = C ∩ W ⊆ C es una vecindad de K, la cual es un abierto en C
(tomando la topología inducida). Sea Y = Zc ∩ C entonces Y es un cerrado contenido
en C, por lo cual Y es compacto. Por la Proposición A.1.3 aplicada a K y a Y existen
abiertos disjuntos U ′ y V ′ (los cuales los podemos tomar abiertos en C) tales que K ⊆ U ′
y Y ⊆ V ′. Como U ′ ⊆ (V ′)c, entonces U ′ ⊆ (V ′)c, además, (V ′)c ⊆ Y c = Z = C ∩W ,
de ahí que, U ′ ⊆W . Tomando U = U ′, tenemos que U es una vecindad compacta de K
pues U ⊆ C, la cual está contenida en W .
Lema A.1.6. Todo espacio topológico X, el cual es Hausdorff y localmente compacto, es
completamente regular.
Demostración. Sabemos de topología básica (ver [13] Corolario 8.4 pag 186) que todo
espacio Hausdorff locamente compacto es homeomorfo a un subespacio abierto de un
espacio Hausdorff compacto (por ejemplo, la compactificación por un punto de X) y
como todo espacio Hausdorff compacto es completamente regular, X es homeomorfo a
un subespacio abierto de un espacio completamente regular, lo cual implica que X es
completamente regular.
Proposición A.1.7. Sea X un espacio localmente compacto. Si C es un compacto y F
un cerrado en X tales que C ∩ F = ∅, entonces existe una función continua f : X → R
con 0 ≤ f ≤ 1 tal que f(x) = 1 para todo x ∈ C y f(x) = 0 para todo x ∈ F .
Demostración. Por el lema anterior para todo c ∈ C existe una función continua
fc : X → [0, 1] tal que fc(c) = 1 y para todo x ∈ F , fc(x) = 0. La colección de conjuntos
Ac = {x ∈ X / fc(x) >
1
2
}, con c ∈ C, es un cubrimiento abierto de C. Dado que C es







i=1 fci , entonces es claro que g es una función continua y para todo
x ∈ X, 0 ≤ g(x) ≤ 1, además se sigue que:
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para todo x ∈ C, g(x) > 1
2n
para todo x ∈ F , g(x) = 0.
Ahora definamos f : X → [0, 1] como
f(x) =
 1, x ∈ Cg(x), x /∈ C .
Claramente, 0 ≤ f(x) ≤ 1, para todo x ∈ X y por definición, para todo x ∈ C, f(x) = 1
y para todo x ∈ F , f(x) = 0. Basta ver que f es continua. Esto se sigue si x ∈ intC
o si x /∈ C, f es constante igual a cero o f(x) = g(x), respectivamente. Ahora, sea
x ∈ C ∩Cc = Front(C). Como C es compacto, entonces C es cerrado, de donde x ∈ C de
ahí que f(x) = 1. Para mostrar la continuidad de f en x basta tomar vecindades de la
forma (α, 1], con α > 0. Como cada fci , con i = 1, . . . , n, es continua, existe una vecindad
Bi de x tal que fci(Bi) ⊆ ( n
√
α, 1]. Tomando B = ∩ni=1Bi, vemos que fci(B) ⊆ ( n
√
α, 1],
de donde se sigue f(B) ⊆ (α, 1], como se pedia.
Otra forma de llegar a este resultado es introducir la compactificación por un punto
de X, usar el hecho conocido de que todo espacio compacto Hausdorff es normal y aplicar
el Lema de Urysohn.
Definición A.1.8. Sea f : G → R una función de valor real definida sobre un grupo
topológico G:
Decimos que f es uniformemente continua a izquierda, si para todo ε > 0,
existe una vecindad V de la identidad e tal que para todo x, y ∈ G con x−1y ∈ V ,
se satisface |f(x)− f(y)| < ε.
Decimos que f es uniformemente continua a derecha, si para todo ε > 0,
existe una vecindad V de la identidad e tal que para todo x, y ∈ G con yx−1 ∈ V ,
se satisface |f(x)− f(y)| < ε.
Decimos que f es uniformemente continua, si es tanto a izquierda como a de-
recha.
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Proposición A.1.9. Sea G un grupo topológico localmente compacto. Toda función con-
tinua de valor real con soporte compacto, es uniformemente continua.
Demostración. En la prueba mostraremos que f es uniformemente continua a izquierda.
La prueba de la continuidad uniforme a derecha es análoga y ya teniendo ambas podemos
concluir que f es uniformemente continua.
Sustituyendo x−1y = s, vemos que la definición de continuidad uniforme a izquierda
es equivalente a que para todo ε > 0, existe una vecindad de la identidad tal que para
todo x ∈ G y para todo s ∈ V , se satisface |f(x) − f(xs)| < ε. Probemos esta última
sentencia, sea ε > 0 y K = support(f) = {x / f(x) 6= 0}. Dado que f es continua en G,
(en particular en K), para todo x ∈ K existe un abierto Ux de x y un abierto Vx de la
identidad e tal que para todo y ∈ Ux y para todo s ∈ Vx, se tiene |f(y) − f(ys)| < ε.
Claramente, la colección {Ux / x ∈ K} es un cubrimiento abierto para K. Al ser K
compacto existen x1, . . . , xn ∈ K tal que K ⊆ ∪ni=1Uxi . Definiendo V ′ = ∩ni=1Vxi donde
cada Vxi es el abierto de la identidad correspondient a Uxi . Tenemos que V ′ es un abierto
de la identidad, en donde para todo x ∈ K y para todo s ∈ V ′, se tiene |f(x)−f(xs)| < ε.
Ahora, veamos que existe un abierto V ′′ de la identidad tal que para todo x /∈ K y
para todo s ∈ V ′′, |f(x)− f(xs)| < ε, es decir, |f(xs)| < ε. Sea J = {x ∈ G / f(x) ≥ ε},
por la continuidad de f , J es cerrado, él cual está contenido en K y por tanto J es
compacto. Para cada x ∈ J , existe un abierto Vx de la identidad tal que xVx ⊂ K. SeaWx
otro abierto de la identidad tal que WxWx ⊆ Vx. Dado que J es compacto y {xWx}x∈J
es un cubrimiento abierto para J , existen x1, . . . , xn ∈ J tales que J ⊆ ∪ni=1xiWxi .
Tomado W := ∩ni=1Wxi , se sigue que para todo z ∈ J y para todo w ∈ W , existe un
xi tal que z ∈ xiWxi , de donde zw ∈ xiWxiWxi ⊆ xiVxi ⊆ K, es decir, JW ⊆ K.
Sea V ′′ := W−1 = {w−1 / w ∈ W}. Entonces, V ′′ es un abierto de la identidad, pues
estamos en un grupo topológico y si x /∈ K y s ∈ V , se sigue que, xs /∈ J (pues si
xs = z ∈ J , x = zs−1 ∈ JW ⊆ K), por consiguiente |f(xs)| < ε. Finalmente, definimos
V = V ′
⋂
V ′′, y así, obtenemos que para todo x ∈ G y para todo s ∈ V , se satisface
|f(x)− f(xs)| < ε.
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Notación: Definimos Cc(X) como el conjunto de funciones continuas de valor real
con soporte compacto en X y por Cc(X,K) = {f ∈ Cc / support(f) ⊆ K}.
Proposición A.1.10. Sea X un espacio hausdorff localmente compacto, y sea Λ un
funcional lineal sobre Cc(X). Entonces Λ es continua respecto a la norma uniforme en
cada subespacio vectorial Cc(X,K) tal que K es un compacto en X.
Demostración. SeaK un subconjunto compacto deX. Entonces por la Proposición A.1.4,
existe una vecindad compacta V de K. Además, por la Proposición A.1.7, existe una
función F continua 0 ≤ F (x) ≤ 1 tal que F (x) = 1 para todo x ∈ K y F (x) = 0
para toda x ∈ (int(V ))c, lo cual implica que F (x) = 0 para toda x ∈ V c. Claramente
support(F ) ⊆ V y como V es compacto, se sigue que F ∈ C+c (X) = {f ∈ Cc(X) / f ≥ 0}.
Desde el análisis funcional sabemos que la continuidad de un funcional, es equivalente a
la continuidad del funcional en el origen, veamos esto último para Λ. Sea f ∈ Cc(X,K).
Entonces, si x ∈ K, F (x) = 1 y, por tanto,
−‖f‖ · F (x) ≤ f(x) ≤ F (x) · ‖f‖
ó, si x ∈ Kc, entonces f(x) = 0 y −‖f‖ · F (x) ≤ f(x) ≤ F (x) · ‖f‖, pues ‖f‖ ≥ 0 y
F (x) ≥ 0. Así, para todo x ∈ X,
−‖f‖ · F (x) ≤ f(x) ≤ F (x) · ‖f‖.
Como Λ es un funcional positivo,
−‖f‖Λ(·F ) ≤ Λ(f) ≤ Λ(F ) · ‖f‖
es decir;
|Λ(f)| ≤ Λ(F ) · ‖f‖.
Por tanto, es claro que, si ‖f‖ → 0, entonces Λ(f)→ 0.
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A.2. Medida de Haar
El propósito de esta sección es mostrar la existencia y unicidad de la medida de Haar
en cualquier grupo topológico localmente compacto. Antes de continuar con la prueba
daremos unas cuantas definiciones para entrar en contexto.
Definición A.2.1. Una colección M de subconjuntos de un conjunto X es llamada una
σ-álgebra en X, si M satisface las siguientes propiedades:
1. X ∈M
2. Si A ∈M, entonces Ac ∈M
3. Si A1, A2, . . . , An, . . . es una sucolección contable de elemento en M, entonces⋃∞
n=1An ∈M.
Si M es una σ-álgebra en X, entonces X es llamado un espacio de medida, y los
conjuntos en M son llamados los conjuntos medibles en X.
Definición A.2.2. Sea X un conjunto y M es una σ-álgebra en X, una función µ :
M −→ [0,∞] es llamada una Medida, si satisface las siguientes propiedades:
1. Pata todo A ∈M, µ(A) ≥ 0.
2. µ(∅) = 0.
3. Para cada colección contable {An}n∈N de M disjunta par a par (Am ∩ An = ∅ si










Definición A.2.3. SeaX un espacio topológico. El σ-álgebra de Borel, es la σ-álgebra
generada por los conjuntos compactos deX, es decir, es una σ-álgebraM, la cual contiene
a todos los conjuntos compactos de X y si M′ es otra σ-álgebra que contiene a todos los
compactos, entonces M ⊆M′.
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Notación: C(G) denota las funciones continuas sobre G de valor real, es decir;
C(G) = {f : G −→ R / f es continua}.
Cc(G) denotará las funciones continuas sobre G de valor real con soporte compacto.
Además, definimos para cada α ∈ G las funciones Lα, Rα, J : C(G) −→ C(G) de la
siguiente manera para cada f ∈ G,
Lαf : G −→ G Rαf : G −→ G
x 7−→ Lαf(x) = f(α−1x) x 7−→ Rαf(x) = f(xα)
Jf : G −→ G
x 7−→ Jf(x) = f(x−1)
Teorema A.2.4. Teorema de Representación de Riesz Sea X un espacio hausdorff local-
mente compacto y sea Λ un funcional lineal sobre Cc(X). Entonces existe una σ- álgebra
M en X la cual contiene todos los conjuntos de Borel en X, y existe una única medida






para toda f ∈ Cc(X), la cual, tiene las siguientes propiedades adicionales:
2. µ(K) <∞, para todo conjunto compacto K ⊆ X.
El anterior es un resultado famoso el cual se encuentra en [19]
Teorema A.2.5. Sea G un grupo topológico localmente compacto, entonces
(1) Existe un único funcional lineal positivo Λ : Cc(G) → R, tal que Λ(Rαf) = Λ(f),
para todo α ∈ G y para toda f ∈ Cc(G). Además, para todo α ∈ G y para toda
f ∈ Cc(G)
Λ(Lαf) = Λ(Jf) = Λ(f)
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(2) Existe una σ-álgebra Σ, de subconjuntos de G que contiene a la σ-álgebra de borel de
G, la cual, es invariante bajo multiplicación a izquierda, a derecha y bajo inversión,
i.e., para todo S ∈ Σ y para todo γ ∈ G:
γS = {γx / x ∈ S} ∈ Σ.
Sγ = {xγ / x ∈ S} ∈ Σ.
S−1 = {x−1 / x ∈ S} ∈ Σ.
Y existe una medida µ sobre Σ tal que
(i) Para todo S ∈ Σ, µ(γS) = µ(Sγ) = µ(S−1) = µ(S).




Una medida con las anteriores características es llamada Medida de Haar sobre
G. Primero veamos la prueba de la existencia de dicha medida. Desde ahora G denotará
un grupo topológico localmente compacto. Dado que el Teorema de Representación de
Riesz A.2.4 nos da una conexión entre funcionales y medidas, usaremos µ para denotar
tanto funcionales como medidas. La prueba debida a André Weil usa algunos hechos
topológicos que serán vistos brevemente, para el resto daremos referencias.
Lema A.2.6. Sea G un grupo localmente compacto f, g ∈ Cc(G) con f ≥ 0 y g > 0.
Entonces existen α1, α2, . . . , αn ∈ G y c1, c2, . . . , cn ∈ R, con ci > 0 para todo i = 1, . . . , n;





Demostración. Sea K = support(f) y sea u ∈ G tal que g(u) > 0. Sea t ∈ G, si
α = tu−1 entonces Lαg(t) > 0, pues Lαg(t) = g(α−1t) = g(u) > 0. Dado ε > 0, como





/ x ∈ Vt
}
, el cual, existe pues f ∈ Cc(G), Lαg es una función continua
y Lαg(x) ≥ ε en Vt. Así, para todo x ∈ Vt, f(x) ≤ aLαg(x). Claramente K ⊆
⋃
t∈G Vt, al
ser K compacto, existen t1, . . . , tn ∈ G tales que K ⊆
⋃n
i=1 Vti . Por consiguiente, existen
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αi ∈ G y ci > 0 tales que f(x) ≤ ciLαig(x), para todo x ∈ Vti . De donde, para todo





Dado que f = 0 para x fuera de K, se sigue que la relación (∗) se cumple en todo G.





donde α1, α2, . . . , αn ∈ G y c1, c2, . . . , cn ∈ R con ci ≥ 0 para todo i = 1, . . . , n. Si








lo cual motiva la siguiente definición.


















con αi y ci como en el Lema A.2.6.
Notemos que en la definición A.2.7 el n varía, además, como los ci ≥ 0, se sigue que
0 ≤ (f : g) < ∞. En adelante cuando escribimos el símbolo (f : g), se sobreentenderá
que f, g ∈ Cc(G) con f ≥ 0 y g > 0.
Lema A.2.8. Con la notación de la definición anterior, se tiene:
1. Si f > 0, entonces (f : g) > 0.
2. Para todo α ∈ G, (Lαf : g) = (f : g).
3. (f1 + f2 : g) ≤ (f1 : g) + (f2 : g).
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4. Para todo λ ∈ R, con λ > 0; (λf : g) = λ(f : g).
5. Si f1 ≤ f2, entonces (f1 : g) ≤ (f2 : g).
6. (f : h) ≤ (f : g)(g : h).
Demostración. 1. Sea a = sup f y b = sup g en G, entonces tanto a como b son
estrictamente mayores que 0. Ahora si f(x) ≤
∑n
i=1 ciLαig(x) para toda x ∈ G,
entonces dado que g(α−1x) ≤ b, se sigue que f(x) ≤ b
∑n
i=1 ci, de donde
a ≤ b
∑n





> 0, por tanto, tomando infimo, se sigue
(f : g) ≥ b
a
> 0.
2. Si f(x) ≤
∑n




−1y) para toda y ∈ G, es decir, Lαf ≤
∑n
i=1 ciLααig.
Así, (Lαf : g) ≤ (f : g). Utilizando esta última desigualdad vemos que
(f : g) = (Lαα−1f : g)
= (Lα−1Lαf : g)
≤ (Lαf : g).
3. Sean f1 ≤
∑n
i=1 aiLαig y f2 ≤
∑m
j=1 bjLβjg. Entonces










donde, ck = ak y γk = αk si k = 1, . . . , n y ck = bk−n y γk = βk−n si k =
n+ 1, . . . ,m+ n, por tanto,










En consecuencia, (f1 + f2 : g) ≤ (f1 : g) + (f2 : g).
4. Si f ≤
∑n
i=1 aiLαig, entonces como λ > 0, λf ≤
∑n
i=1 λaiLαig.
Así, (λf : g) ≤ λ
∑n
i=1 ai, lo cual implica, (λf : g) ≤ λ(f : g). Usando está última
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desigualdad tenemos que
(f : g) = (λ−1λf : g)
≤ λ−1(λf : g)
es decir; λ(f : g) ≤ (λf : g).
5. Si f2 ≤
∑n
i=1 aiLαig, entonces f1 ≤
∑n
i=1 aiLαig pues f1 ≤ f2, luego, (f1 : g) ≤∑n
i=1 ai, de donde, (f1 : g) ≤ (f2 : g).
6. Suponga que f ≤
∑n


















j=1 bj . Por tanto,
(f : h) ≤ (f : g)(g : h).
Ahora fijaremos nuestra atención en una función f∗ ∈ Cc(G), con f∗ > 0. Si F ∈
Cc(G), con F > 0, definimos para cada f ∈ Cc(G) con f ≥ 0 la integral aproximada
µF (f) por
µF (f) =
(f : F )
(f∗ : F )
notemos que por el Lema A.2.8 tenemos que (f∗ : F ) > 0. Cuando escribimos el símbolo
µF (f), se entiende que f, F ∈ Cc(G) con f ≥ 0 y F > 0. Es claro que de la definición
que µF (f∗) = 1, lo cual nos dirá luego que
∫
G f
∗ fµ = 1, esto es el análogo a decir que
dado un subconjunto compacto E de G, podemos hallar una medida µ tal que µ(E) = 1
Ahora daremos el analogo del Lema A.2.8, para µF (f).
Lema A.2.9. Con la notación anterior, se tiene:
1. Si f > 0, entonces µF (f) > 0.
2. Para todo α ∈ G, µF (Lαf) = µF (f).
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3. µF (f1 + f2) ≤ µF (f1) + µF (f2).
4. Para todo λ ∈ R, con λ > 0, µF (λf) = λµF (f).
5. Si f1 ≤ f2, entonces µF (f1) ≤ µF (f2).
6. Si f > 0, entonces
1
(f∗ : f)
≤ µF (f) ≤ (f : f∗).
Demostración. Este lema es una consecuencia inmediata del Lema A.2.8, veamos sólo 6.
Tenemos que (f : F ) ≤ (f : f∗)(f∗ : F ) y (f∗ : F ) ≤ (f∗ : f)(f : F ), lo cual implica,




El siguiente lema indica que la integral aproximada µF (f), la cual, es subaditiva por
el Lema A.2.8, tiende a ser aditiva cuando el soporte de F tiende a la identidad de G.
Es decir,
µF (f1 + f2) −→ µF (f1) + µF (f2), si support(F ) −→ e.
Lema A.2.10. Dadas f1, f2 ∈ Cc(G), con f1 ≥ 0, f2 ≥ 0, y dado ε > 0, existe una
vecindad V de la identidad de G, tal que
µF (f1 + f2) = µF (f1) + µF (f2) + ε
siempre y cuando F ∈ Cc(G), con F > 0 y support(F ) ⊆ V .
Demostración. Sea K compacto en G tal que support(f1) ∪ support(f2) ⊆ K. Como G




f = f1 + f2 + δf






si f(x) 6= 0 y
h1(x) = h2(x) = 0 si f(x) = 0. Por definición hi es continua en el abierto U = {x ∈
G / f(x) 6= 0}. Además, hi
∣∣
Kc
= 0, pues support(fi) ⊆ K. Así hi es continua en el abierto
Kc (es abierto dado que K es compacto). Como G = U ∪Kc, se sigue que hi es continua
en todo G, es decir, hi ∈ Cc(G). Notemos que hi ≥ 0 y h1 + h2 =
f1 + f2
f1 + f2 + δf ′
≤ 1.
Dado ε′ > 0, por la Proposición A.1.9, hi es uniformemente continua. Por tanto existe
una vecindad V de la identidad de G, tal que, para todo x, y ∈ G con y−1x ∈ V , se tiene
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|hi(x) − hi(y)| < ε′ para i = 1, 2. Ahora, supongamos que F ∈ Cc(G), con F > 0 y



















i x)(hj(si) + ε
′)
pues, hj(x) ≤ hj(αi) + ε′ o F (α−1i x) = 0 de acuerdo a si α1i x ∈ V o si α1i x /∈ V . Luego









Sumando para j = 1, 2, tenemos que




lo cual, implica que, para todo
∑
ci que satisfacen (∗), se tiene




(f1 : F ) + (f2 : F ) ≤ (1 + 2ε′)(f : F ),
dividiendo ambos lados por (f∗ : F ), tenemos
µF (f1) + µF (f2) ≤ (1 + 2ε′)µF (f)
≤ (1 + 2ε′)(µF (f1 + f2) + δµF (f ′)).
Aplicando el Lema A.2.9(6), vemos que,
µF (f1) + µF (f2) ≤ µF (f1 + f2) + 2ε′(f1 + f2 : f∗) + δ(1 + 2ε′)(f ′ : f∗).
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Ahora debemos tomar δ y ε′ lo suficientemente “pequeños” para que
2ε′(f1 + f2 : f
∗) + δ(1 + 2ε′)(f ′ : f∗) < ε.
Por ejemplo, si (f ′ : f∗) 6= 0, tomamos δ = mı́n
{
ε
2(f ′ : f∗)
, 1
}
y así podemos tomar
ε′ ≤ ε
4((f1 + f2 : f∗) + (f ′ : f∗))
, de otra forma tomamos ε′ ≤ ε
2(f1 + f2 : f∗)
. Así se
obtiene el resultado pedido
µF (f1 + f2) = µF (f1) + µF (f2) + ε.
A.2.1. Prueba de la existencia de la medida de Haar.





, (f : f∗)
]






es compacto. Para cada F ∈ D, fijo, los valores tomados por µF (f) cuando f ∈ D, son
las coordenadas de un punto aF de J , es decir; aF = (µF (f))f∈D, pues por el Lema
A.2.9(6) µF (f) ∈ J(f). Para cada vecindad V de la identidad, definimos
AV = {aF ∈ J / F ∈ Cc(G), F > 0, support(F ) ⊆ V }.
Notemos que ningún AV es vacío. Además, si V1, V2, V son vecindades de la identidad
tales que V ⊆ V1 ∪ V2, entonces AV ⊆ AV1 ∩AV2 . Dado que J es compacto, se tiene que⋂
AV 6= ∅
es decir, existe a = (µ(f))f∈D ∈ J tal que a ∈ AV , lo cual significa que dadas f1, f2, . . . , fn ∈
D y ε > 0 y una vecindad V de la identidad, existe una función F ∈ Cc(G) tal que F > 0,
support(F ) ⊆ V y |µ(fi)−µF (fi)| < ε, para todo i = 1, 2, . . . , n. Así (2),(3),(4) y (6) del
Lema A.2.9 y Lema A.2.10 demuestrán inmediatamente que
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1. µ(Lαf) = µ(f)
2. µ(λf) = λµ(f)
3. µ(f1 + f2) = µ(f1) + µ(f2)
4. µ(f) ≥ 1
(f∗ : f)
> 0
donde α ∈ G, f, f1, f2 ∈ D y λ > 0. Definiendo µ(0) = 0, podemos extender µ a Cc(G) y
por el teorema de representación de Riesz, obtenemos una medida Borel, la cual, resulta
ser una medida de Haar por las propiedades antes enumeradas. Note que µ(f∗) = 1.
A.2.2. Prueba de la unicidad de la medida de Haar.
Ahora pasamos a la prueba de la unicidad de la medida de Haar invariante a izquierda,
esta unicidad será entendida como se explica en el Teorema A.2.5.
Si µ es una medida de Haar invariante a izquierda en G, la función representada por
f ∗ g y definida por
(f ∗ g)(x) =
∫
f(y)g(y−1x)dµ(y), para todo x ∈ G
es la convolución de f y g con respecto a µ, donde f, g ∈ Cc(G). Notemos que la
función de dos variables, definida por
(x, y) 7−→ f(y)g(y−1x),
pertenece a Cc(G×G) y es claramente continua. Además, si Sf = support(f) y
Sg = support(g), entonces el soporte de la función de dos variables en cuestión estará
contenido en SfSg ×Sf , pues, si (x, y) son tales que f(y)g(y−1x) 6= 0, entonces f(y) 6= 0
y g(y−1x) 6= 0, así, y ∈ Sf y y−1x ∈ Sg. Por tanto, (x, y) = (y(y−1x), y) ∈ SfSg ×Sf , de
donde la clausura de tales elementos está contenida en SfSg × Sf .
Vemos que f ∗ g ∈ Cc(G) y que Sf∗g ⊆ SfSg. La invarianza a izquierda de µ nos
permite escribir como
(f ∗ g)(x) =
∫
f(xy)g(y−1) dµ(y) para todo x ∈ G
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El concepto de convolución, definido arriba para funciones continuas con soporte com-
pacto, se generaliza para funciones integrables y tiene propiedades importantes. Nosotros
debemos limitarnos a unas pocas ideas rudimentarias las cuales son suficientes para nues-
tro objetivo inmediato. Los dos lemas siguientes forman parte de un importante método
conocido como el proceso de regularización.
Lema A.2.11. Sea E un espacio localmente compacto, µ una medida positiva en E, f
una función continua de valor real sobre E y a ∈ E. Dado ε > 0, existe una vecindad V
de a tal que, si g ∈ Cc(E) con g ≥ 0, support(g) ⊆ V y
∫
gdµ = 1; entonces∣∣∣∣∫ fg dµ− f(a)∣∣∣∣ ≤ ε.
Demostración. Dado ε > 0, existe una vecindad V de a tal que para todo y ∈ V , se tiene
|f(y)− f(a)| ≤ ε, ya que f es continua. Ahora, Si g ∈ Cc(E), con g ≥ 0, support(g) ⊆ V
y
∫
gdµ = 1, entonces, para todo y ∈ E se satisface |f(y)− f(a)|g(y) ≤ εg(y). De donde∣∣∣∣∫ fg dµ− f(a)∣∣∣∣ = ∣∣∣∣∫ (f(y)− f(a))g(y) dµ(y)∣∣∣∣
≤
∫





Lema A.2.12. Sea G un grupo topológico localmente compacto, µ una medida de Haar
invariante a izquierda en G y f ∈ Cc(G). Dado ε > 0, existe una vecindad V de la
identidad tal que, si g ∈ Cc(G) con g ≥ 0, support(g) ⊆ V y
∫
g dµ = 1; entonces
|(f ∗ Jg)(x)− f(x)| ≤ ε para todo x ∈ G.
Demostración. Dado ε > 0, como f ∈ Cc(G) f es uniformemente continua, existe una
vecindad V de la identidad de G, tal que para todo x ∈ G y y ∈ V , se tiene |f(xy) −
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f(x)| ≤ ε. Sea g ∈ Cc(G) con g ≥ 0, support(g) ⊆ V y
∫
gdµ = 1, entonces
|(f ∗ Jg)(x)− f(x)| =
∣∣∣∣∫ f(xy)Jg(y−1) dµ(y)− f(x)∣∣∣∣
=
∣∣∣∣∫ f(xy)g(y) dµ(y)− ∫ f(x)g(y) dµ(y)∣∣∣∣
=
∣∣∣∣∫ (f(xy)− f(x))g(y) dµ(y)∣∣∣∣
≤
∫




|f(xy)− f(x)| g(y) dµ(y)
≤ ε.
Ahora, finalmente probemos la parte del Teorema A.2.5, la cual trata de la unicidad.
Sean µ, ν dos medidas de Haar invariantes a izquierda en G. Primero asumiremos que




f∗dν = 1, en base a esta suposición
probaremos que µ = ν. El caso general de dos medidas de Haar invariantes a izquierda,
es entonces inmediata.
Si f, g ∈ Cc(G), formamos la convolución h = f ∗ Jg ∈ Cc(G) relativa a µ. Por la
primera expresión para la convolución tenemos que
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Ahora, dado ε > 0, por el Lema A.2.12 existe una vecindad V de la identidad, la cual,
puede asumirse compacta y tal que para toda g ∈ Cc(G), con g ≥ 0, support(g) ⊆ V y∫
g dµ = 1, se tiene
‖h− f‖ := sup{|h(x)− f(x)| / x ∈ G} ≤ ε.
Proposición A.2.13. Sea µ es una medida de Haar invariante a izquierda sobre un
grupo localmente compacto G. Si f ∈ Cc(G), con f ≥ 0 no idénticamente igual a cero,
entonces
∫
f dµ > 0.
Demostración. Como µ 6= 0, existe g ∈ Cc(G), con g ≥ 0 no identicamente cero, tal que∫
g dµ > 0. Por el Lema A.2.6 existen α1, . . . , αn ∈ G y a1, . . . , an ∈ R, con ai > 0, tales
que g ≤
∑












La proposición anterior es independiente del Teorema A.2.5 y consecuentemente, por
esta proposición para cada vecindad V de la identidad existe una función g ∈ Cc(G),
con g ≥ 0, support(g) ⊆ V y
∫
gdµ = 1. Dado que el soporte de h esta contenido en
el compacto SfV −1, es decir, Sh ⊆ SfV −1, donde V −1 := {v−1/v ∈ V }, el cual, es
compacto, ya que V es compacto y la función x 7−→ x−1 es continua, se sigue desde la
continuidad de las medidas positivas, que
∫
h dν puede ser llevada tan cerca de
∫
f dν
como se desee, siempre y cuando V sea una vecindad de la identidad lo suficientemente
pequeña y g ∈ Cc(G), con g ≥ 0, support(g) ⊆ V y
∫
gdµ = 1. Cuando nosotros aplicamos
esta observación a f = f∗ y tomamos en cuenta que∫
f∗ dµ =
∫
f∗ dν = 1









f∗ dν = 1, se sigue que
∫
Jg dν −→ 1. Cuando aplicamos esta
nueva observación, la Ecuación A.2.1, pasando al límite, produce que∫
f dµ =
∫
f dν así µ = ν.
Finalmente, notamos que si µ y ν son medidas de Haar invariantes a izquierda,
seleccionamos una función f∗ ∈ Cc(G) con f∗ ≥ 0 no idénticamente igual a cero, entonces
por la Proposición A.2.13 tenemos que u =
∫
f dµ > 0 y v =
∫
















Indicaremos una segunda prueba de la unicidad de la medida de Haar, es decir, del
funcional que hemos definido, basada en un inteligente computo debido independiente-
mente a Weil y a Von Neumann.
Sea µ una medida de Haar invariante a izquierda en G y f ′ ∈ Cc(G), f ′ ≥ 0 no
identicamente igual a cero, tal que
∫
f ′ dµ = 1, definimos
∆(s) =
∫
f ′(xs−1) dµ(x), para todo s ∈ G.
Por la Proposición A.2.13 ∆(s) > 0 y ∆ es un homomorfismo continuo. Consideremos
las dos expresiones para la convolución (f ′ ∗ f)(x) en x:∫
f ′(y)f(y−1x) dµ(y) =
∫
f ′(xy)f(y−1) dµ(y)
donde f ∈ Cc(G). Integrando con respecto a x, tenemos:∫∫
f ′(y)f(y−1x) dµ(y) dµ(x) =
∫∫
f ′(xy)f(y−1) dµ(y) dµ(x)∫
f ′(y)
∫




f ′(xy) dµ(x) dµ(y)∫
f ′(y)
∫
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Cambiando la variable x por la variable sx, por el Lema A.2.9, tenemos que µ(x) = µ(sx),
de donde dµ(x) = dµ(sx), obteniendo:
∫
f(xs−1) dµ(x) = ∆(s)
∫
f(x−1s−1)∆((sx)−1) dµ(sx)∫
f(xs−1) dµ(x) = ∆(s)
∫
f(x−1)∆(x−1) dµ(x)
De nuevo por (†), se sigue que
∫








Observación: En la deducción de las ecuaciones anteriores se han usado las siguientes
propiedades:
(i) ∆(e) = 1, donde e es la identidad de G.
(ii) ∆(ab) = ∆(a)∆(b).
(iii) ∆(s)∆(s−1) = 1.
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f ′(xa−1)f ′(yb−1) dµ(x) dµ(y)
=
∫∫
f ′(xa−1)f ′(yb−1) dµ(x) dµ(y)
=
∫∫












Las dos propiedades establecidas (†)(‡) inducen la unicidad de la medida de Haar en la
siguiente forma. Consideremos dos medidas de Haar µ y ν y definamos ∆ en términos de





f(x) dµ(x) g(y) dµ(y)
=
∫∫









g((w−1x)−1)∆((w−1x)−1) dµ(x) f(w) dν(w)
=
∫∫
g(z−1)∆(z−1) dµ(z) f(w) dν(w)
=
∫∫
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> 0, y así,
∫
f dν = c
∫
f dµ
para toda f ∈ Cc(G), lo cual prueba la unicidad.
Por último, veremos una forma útil de interpretar la medida de Haar. En la prueba
de la existencia consideramos el conjunto AV y observamos que un punto a ∈ ∩AV
corresponde a una medida de Haar invariante a izquierda µ tal que
∫
f dµ = 1. Sabemos
que µ es única, de donde a también debe ser único.
Lema A.2.14. Sea E un espacio compacto y {Xi} una familia de subconjuntos no vacíos
de E con la propiedad que dados Xi y Xj existe un Xk tal que Xk ⊆ Xi ∩Xj.⋂
Xi = {a} sí, y solo si, cada vecindad de a contiene algún Xi.
Demostración. (⇐) Por la Proposición ??,
⋂
Xi 6= ∅. Sean a, b ∈
⋂
Xi, si ocurriera que
a 6= b, como E es Hausdorff, existen vecindades Va y Vb de a y b respectivamente, con
Va ∩ Vb = ∅. Por hipótesis existe Xi tal que a ∈ Xi ⊆ Va, así, b /∈ Xi, lo cual es un
absurdo. Por tanto, debe ser a = b.
(⇒) Supongamos por el contrario que existe una vecindad abierta V de a, tal que
ningún Xi esta contenido en V . Sea F = V c y definamos Yi = Xi ∩ F 6= ∅ y es claro que





Xi ∩ F ⊂
⋂
Xi ∩ F,
de ahí que, b ∈
⋂
Xi y b ∈ F = V c, por tanto b 6= a y Xi consta al menos de dos
puntos.
Proposición A.2.15. Para cada f ∈ C+c (G) existe un número µ(f) tal que, dado ε > 0,
existe una vecindad V de la identidad, tal que para toda F ∈ C+c G con support(F ) ⊆ V y
F no identicamente igual cero, se tiene
|µF (f)− µ(f)| < ε.
El número µ(f) es único para cada f ∈ C+c (G).
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Demostración. Si f es identicamente igual a cero, f = 0, entonces µF (f) = 0 y definimos
entonces µ(f) = 0. Sea f 6= 0, como a ∈ J es el único punto en la clausura de todos los
AV , es decir; {a} =
⋂
AV , el lema anterior nos dice que toda vecindad de a contiene a
algún AV . Sea ε > 0, para la vecindad (a− ε, a+ ε) =
∏
f∈D(µ(f)− ε, µ(f) + ε), existe
una vecindad de la identidad, tal que AV ⊆ (a− ε, a+ ε). Es decir, para toda F ∈ C+c (G)
con support(F ) ⊆ V y F no identicamente igual cero, se tiene aF ∈ (a− ε, a+ ε), lo cual
es equivalente a
|µF (f)− µ(f)| < ε.
Veamos la unicidad. Supongamos que µ′(f) también satisface que para todo ε > 0, existe
una vecindad V de la identidad, tal que para toda F ∈ C+c G con support(F ) ⊆ V y F
no identicamente igual cero, se tiene
|µ′F (f)− µ′(f)| < ε,
entonces, es claro que para todo ε > 0
|µ′(f)− µ(f)| < ε,
de donde µ(f) = µ′(f).
La proposición anterior nos dice que:
µ(f) = ĺım
SF→e
µF (f), donde SF = support(F ).
Es decir; si F ∈ C+c (G) con F 6= 0, entonces a medida que support(F ) tiende a la
identidad de G, la integral aproximada µF (f) tiende a µ(f), para toda f ∈ C+c (G).
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–¿Qué te parece desto, Sancho? – Dijo Don Quijote –
Bien podrán los encantadores quitarme la ventura,
pero el esfuerzo y el ánimo, será imposible.
Segunda parte del Ingenioso Caballero
Don Quijote de la Mancha
Miguel de Cervantes
–Buena está – dijo Sancho –; fírmela vuestra merced.
–No es menester firmarla – dijo Don Quijote–,
sino solamente poner mi rúbrica.
Primera parte del Ingenioso Caballero
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