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Abstract
Let G be a graph of order 4k, where k is a positive integer. Suppose that the minimum degree
of G is at least 2k. We show that G contains k − 1 quadrilaterals and a subgraph of order 4
with at least 4 edges such that all of them are mutually vertex-disjoint. c© 1999 Elsevier Science
B.V. All rights reserved.
1. Introduction
Let G be a graph. A set of subgraphs of G is said to be independent if no two of
them have any common vertex in G. Corradi and Hajnal [3] investigated the maximum
number of independent cycles in a graph. They proved that if G is a graph of order
at least 3k with minimum degree at least 2k, then G contains k independent cycles. In
particular, when the order of G is exactly 3k, then G contains k independent triangles.
A cycle of length 4 is called a quadrilateral. Erd}os and Faudree [4] conjectured that
if G is a graph of order 4k with minimum degree at least 2k, then G contains k
independent quadrilaterals. Alon and Yuster [1] proved that for any > 0, there exists
k0 such that if G is a graph of order 4k and has minimum degree at least (2+)k with
k>k0, then G contains k independent quadrilaterals. With respect to this conjecture,
we prove the following.
Theorem. Let G be a graph of order 4k; where k is a positive integer. Suppose that
the minimum degree of G is at least 2k. Then G contains k − 1 quadrilaterals and a
subgraph of order 4 with at least four edges such that all of them are independent.
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A graph of order 4 with at least four edges contains either a quadrilateral or a
triangle, and certainly contains a path of length 3.
If the conjecture is true, the condition is clearly optimal. The graph K2k−1 + K2k+1
has order 4k and minimum degree 2k − 1, but it does not contain k independent
quadrilaterals.
We discuss only nite simple graphs and use standard terminology and notation from
[2] except as indicated. Let G be a graph. We use e(G) to denote the number of edges
of G. For a vertex u2V (G) and a subgraph H of G or a subset H of V (G); N (u; H)
is the set of neighbors of u contained in H . We let d(u; H) = jN (u; H)j. Thus d(u; G)
is the degree of u in G. For a subset U of V (G); G[U ] denotes the subgraph of G
induced by U . We shall use mQ to represent a set of m independent quadrilaterals.
Let each of G1 and G2 be a subgraph of G or a subset of V (G). If G1 and G2 do not
have a common vertex in G, we dene E(G1; G2) to be the set of edges of G between
G1 and G2, and let e(G1; G2) = jE(G1; G2)j. If G is a cycle or path, we use l(G) to
denote the length of G.
2. Lemmas
In the following, G is a graph of order n>3.
Lemma 2.1. Let C be a quadrilateral and let x and y be two distinct vertices of G
not on C. Suppose d(x; C)+d(y; C)>5; then G[V (C)[fx; yg] contains a quadrilateral
C0 and an edge e such that C0 and e are independent and e is incident with exactly
one of x and y.
Proof. The lemma is clearly true if d(x; C) = 4 or d(y; C) = 4. So we may assume
w.l.o.g. that d(x; C) = 3 and d(y; C)>2. Label C = a1a2a3a4a1 such that N (x; C) =
fa1; a2; a3g. Then we see that the lemma is true if either a2y2E or a4y2E. If a2y 62E
and a4y 62E, then C0 = a1a4a3ya1 and e = a2x satisfy the requirement.
Lemma 2.2. Let P1 and P2 be two independent paths in G with l(P1) = 1 and
16l(P2)62. If e(P1; P2)>3; then G[V (P1 [ P2)] contains a quadrilateral.
Proof. Evident.
Lemma 2.3. Let P1 and P2 be two independent paths in G with l(P1)61 and
l(P2) = 3. Suppose e(P1; P2)>3. Then G[V (P1 [ P2)] contains a quadrilateral; unless
l(P1) = 1 and e(P1; P2) = 3; and furthermore; there exist two labellings P1 = uv and
P2 = wxyz such that either E(P1; P2) = fuw; ux; vzg or E(P1; P2) = fuw; uz; vzg.
Proof. Clearly, G[V (P1 [ P2)] contains a quadrilateral if d(a; P2)>3 for some
a2V (P1). So let us assume P1=uv with d(u; P2)=2 and 16d(v; P2)62. We may also
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assume that if bv2E with b on P2, then b is not adjacent to a vertex of N (u; P2) on
P2 for otherwise G[V (P1[P2)] contains a quadrilateral. This implies that u is adjacent
to an endvertex of P2. Say P2 = wxyz and uw2E. Clearly, G[V (P1 [ P2)] contains
a quadrilateral if uy2E. So we may assume uy 62E. Thus either ux2E or uz 2E. If
ux2E, then we must have vz 2E. If uz 2E, then either vw2E or vz 2E, and we can
relabel P if necessary so that vz 2E.
Remark. In Lemma 2.3, if G[V (P1 [ P2)] does not contain a quadrilateral and
fi; jg= f1; 2g, then each endvertex of Pi is adjacent to an endvertex of Pj.
Lemma 2.4. Let P1 and P2 be two independent paths in G with l(P1) = 2 and
l(P2) = 3. If e(P1; P2)>5; then G[V (P1 [ P2)] contains a quadrilateral.
Proof. Say P1 = u1u2u3 and P2 = v1v2v3v4. On the contrary, suppose that G[V (P1 [
P2)] does not contain a quadrilateral. Then d(ui; P2)62 for all i2f1; 2; 3g. Therefore
e(u1u2; P2)>3 and e(u2u3; P2)>3. By Lemma 2.3, we see that e(u1u2; P2) = 3 and
e(u2u3; P2) = 3. It follows that d(u1; P2) = d(u3; P2) = 2. Therefore d(u2; P2) = 1. By
the remark of Lemma 2.3, we may assume that u1v1 2E and u2v4 2E. Then applying
the remark to u2u3 and P2, we have u3v1 2E. Thus v1u1u2u3v1 is a quadrilateral in
P1 + v1, a contradiction.
Lemma 2.5. Let P1 and P2 be two independent paths in G with l(P1) = l(P2) = 3. If
e(P1; P2)>6; then G[V (P1 [ P2)] contains a quadrilateral.
Proof. On the contrary, suppose that G[V (P1 [ P2)] does not contain a quadrilateral.
Say P1=u1u2u3u4 and P2=z1z2z3z4. By Lemma 2.3, e(u1u2; P2)63 and e(u3u4; P2)63.
Therefore we must have e(u1u2; P2) = e(u2u3; P2) = 3 as e(P1; P2)>6. By Lemma 2.4,
e(u1u2u3; P2)64 and e(u2u3u4; P2)64. Therefore d(u1; P2)>2 and d(u4; P2)>2. It fol-
lows that d(u1; P2) = d(u4; P2) = 2 and so d(u2; P2) = d(u3; P2) = 1. We may assume
fu1z1; u2z4gE by applying Lemma 2.3 to u1u2 and P2. Thus z1u3 62E for otherwise
z1u1u2u3z1 is a quadrilateral in G[V (P1[P2)]. By applying Lemma 2.3 to u3u4 and P2,
we have fu3z4; u4z1gE. Then u4z4 62E for otherwise z4u2u3u4z4 is a quadrilateral in
G[V (P1 [ P2)], and so u4z2 2E by Lemma 2.3. Similarly, we can show that u1z4 62E
and u1z2 2E. Thus u1z1u4z2u1 is a quadrilateral in G[V (P1 [ P2)], a contradiction.
Lemma 2.6. Let C be a quadrilateral and let P1 and P2 be two paths in G with
l(P1) = l(P2) = 1. Suppose C; P1 and P2 are independent and e(C; P1 [ P2)>9. Then
G[V (C [ P1 [ P2)] contains a quadrilateral C0 and a path P with l(P) = 3 such that
C0 and P are independent.
Proof. On the contrary, suppose G[V (C [P1 [P2)] does not contain the two required
subgraphs. Let P1=a1a2; P2=b1b2 and C=x1x2x3x4x1. As e(C; P1[P2)>9, we have ei-
ther e(C; P1)>5 or e(C; P2)>5. Say the former holds. Then there exists an edge of C,
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say x1x2, such that e(a1a2; x1x2)>3. By Lemma 2.2, G[fa1; a2; x1; x2g] contains a
quadrilateral. Then we must have that e(b1b2; x3x4) = 0. Similarly, if e(x3x4; a1a2)>3,
then e(b1b2; x1x2) = 0, and so e(C; P1 [ P2)68, a contradiction. Hence we must
have e(x3x4; a1a2)62. Consequently, e(x1x2; b1b2)>9 − e(C; P1)>9 − 6 = 3.
Similarly, we must have e(x3x4; a1a2) = 0. Thus e(C; P1 [ P2) = e(x1x2; P1 [ P2)68, a
contradiction.
Lemma 2.7. Let C be a quadrilateral and P a path with l(P)= 3 in G. Suppose that
C and P are independent and e(C; P)>13. Then G[V (C [ P)] contains two indepen-
dent quadrilaterals.
Proof. On the contrary, suppose that G[V (C [ P)] + 2Q. Let C = x1x2x3x4x1 and
P= a1a2a3a4. First, assume d(a1; C)=4. Then we see that N (a2; C)\N (a4; C)= ; for
otherwise G[V (C [ P)] 2Q. This implies d(a2; C) + d(a4; C)64, and consequently,
e(C; P)612, a contradiction. Therefore, we should have d(a1; C)63, and similarly,
d(a4; C)63. As e(C; P)>13, we see that either d(a1; C) = 3 or d(a4; C) = 3. Say the
former holds and let N (a1; C) = fx1; x2; x3g. Then we see that N (a2; C) \ N (a4; C) \
fx2; x4g=; for otherwise G[V (C[P)] 2Q. It follows that d(a2; C)+d(a4; C)66. Thus
d(a3; C)>4 as e(C; P)>13. It follows that d(a3; C) = 4 and d(a2; C) + d(a4; C) = 6.
As d(a2; C)>6−d(a4; C)>6− 3=3, we have d(a2; x1x2)> 0. Then d(a4; x3x4)=0
for otherwise each of G[fa1; a2; x1; x2g] and G[fa3; a4; x3; x4g] contains a quadrilateral
by Lemma 2.2. It follows that x2 2N (a2; C) \ N (a4; C), a contradiction.
Lemma 2.8. Let C be a quadrilateral and let P1 and P2 be two paths in G with
l(P1) = l(P2) = 3. Suppose that C; P1 and P2 are independent and e(C; P1 [ P2)>17.
Then G[V (C [ P1 [ P2)] contains two independent quadrilaterals.
Proof. On the contrary, suppose that G[V (C[P1[P2)]+ 2Q. Say P1=a1a2a3a4; P2=
u1u2u3u4 and C = x1x2x3x4x1. We may assume that d(x1; P1 [ P2)>d(xi; P1 [ P2) for
all i2f2; 3; 4g. Then d(x1; P1 [ P2)>d17=4e = 5. W.l.o.g., assume that d(x1; P1)>3.




d(xi; P2)62 for all i2f1; 2; 3; 4g: (2)
Proof of Eq. (2). As G[V (C [ P1 [ P2)] + 2Q, we have that d(xi; P2)62 for
all i2f2; 3; 4g. If d(x1; P2)>3, we would have e(x2x3x4; P1)64, and therefore
8>d(x1; P1 [ P2)>17− 8 = 9, a contradiction. So Eq. (2) holds.
By Eqs. (1) and (2), we have
e(C; P1)>17− d(x1; P2)− e(x2x3x4; P2) (3)
>17− 2− 4 = 11: (4)
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We divide the proof into the following two cases.
Case 1. d(x1; P1) = 4.
By Eq. (4), either d(x2; P1)> 0 or d(x4; P1)> 0. W.l.o.g., say
d(x2; a1a2)>1: (5)
Thus G[fa1; a2; x1; x2g] contains a quadrilateral. Then by Lemma 2.2, we must have
e(x3x4; a3a4)62: (6)
We consider the following two subcases.
Subcase 1.1. G[fa1; a2; x3; x4g] contains a quadrilateral.
Then G[fa3; a4; x1; x2g]+Q. This implies that d(x2; a3a4)=0. Thus by Eqs. (4) and (6),
e(a1a2; C)>11 − e(a3a4; C)>11 − 4 = 7. Clearly, fx2; x4g * N (a1) for otherwise
G[V (C [ P1)] 2Q = fx1a2a3a4x1; a1x2x3x4a1g. Thus e(a1a2; C)67. It follows that
d(a1; C) = 3; d(a2; C) = 4 and e(a3a4; C) = 4. Thus we see that e(a1a2; x2x3)>3, and
so G[fa1; a2; x2; x3g]Q. Then G[fx1; x4; a3; a4g] + Q, and so d(x4; a3a4) = 0. Hence
N (a3; C) [ N (a4; C)fx1; x3g. We conclude
N (a3; C) = N (a4; C) = fx1; x3g; d(a2; C) = 4;
fx1; x3; xig= N (a1; C) for some i2f2; 4g:
(7)
By Eqs. (1), (2), and (7), we have that d(x1; P2) = 2 and e(x2x3x4; P2) = 4. Clearly,
P2 + x1 + x2 + Q and P2 + x1 + x4 + Q since P1 + x3Q. As d(x1; P2) = 2 and
by Lemma 2.3, we obtain that d(x2; P2)61 and d(x4; P2)61. As d(x3; P2)62 by (2),
it follows that d(x2; P2) = d(x4; P2) = 1 and d(x3; P2) = 2. As P2 + x2x3+Q and by
Lemma 2.3, we may assume fx2u1; x3u4gE. If x4u1 2E, then G[V (C [ P1 [ P2)]
2Q= fx1a1a2a3x1; u1x2x3x4u1g, a contradiction. So x4u1 62E. As P2 + x3x4 + Q and by
Lemma 2.3, we have that fx3u1; x4u4gE. Hence E(x2x3x4; P2)=fx2u1; x4u4; x3u1; x3u4g.
W.l.o.g., we may assume a1x2 2E. Then G[V (C [ P1 [ P2)] 2Q = fa1x2u1x3a1;
x1a2a3a4x1g, a contradiction.
Subcase 1.2. G[fa1; a2; x3; x4g] does not contain a quadrilateral.
Then e(x3x4; a1a2)62 by Lemma 2.2. By Eq. (6),
e(x3x4; P1) = e(x3x4; a3a4) + e(x3x4; a1a2)64: (8)
Suppose d(x2; P1)=4. Then e(fa1; a4g; fx3; x4g)=0 for otherwise we readily see that
G[V (C [P1)] 2Q. By Eq. (4), we obtain e(x3x4; a2a3)>3. Therefore by Lemma 2.2,
G[fa2; a3; x3; x4g] contains a quadrilateral which is independent of a1x1a4x2a1, a con-
tradiction. So we must have d(x2; P1)63. Similarly, d(x4; P1)63. By Eqs. (4), (6)
and (8), we must have that d(x2; P1) = 3; e(x3x4; a1a2) = 2 and e(x3x4; a3a4) = 2.
Then by Eqs. (1),(2) and (3), we obtain e(x2x3x4; P2) = 4 and d(x1; P2) = 2. Since
P1+x2Q, we have e(x1x4; P2)63 by Lemma 2.3 and so d(x4; P2)61. As e(x3x4; P1)=
4; P1 + x3 + x4Q by Lemma 2.3, and so e(x1x2; P2)63 by Lemma 2.3. Thus
d(x2; P2)61. As d(x3; P2)62 by (2), it follows that d(x2; P2) = d(x4; P2) = 1 and
d(x3; P2)=2. Then we see, as before, that we may assume fx2u1; x4u4; x3u1; x3u4gE.
As d(x2; P1) = 3, either x2a1 2E or x2a4 2E. Say w.l.o.g. x2a1 2E. Then we have
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a1x3 62E for otherwise G[V (C [ P1 [ P2)] 2Q = fa1x3u1x2a1; x1a2a3a4x1g. We also
have a1x4 62E for otherwise G[V (C[P1[P2)] 2Q=fa1x2x3x4a1; x1a2a3a4x1g. Hence
fa2x3; a2x4gE as e(x3x4; a1a2) = 2. As d(x2; P1) = 3, we see that G[fx1; x2; a3; a4g]
contains a quadrilateral independent of a2x3u4x4a2, a contradiction.
Case 2. d(x1; P1) = 3.
Similarly, we may assume
d(xi; P1)63 for all i2f2; 3; 4g: (9)
As d(x1; P1 [ P2)>5 and by Eqs. (1), (2), and (4), we have
d(x1; P2) = 2 and e(x2x3x4; P1)>8: (10)
This implies that there exists fi; jgf2; 3; 4g such that i 6= j and d(xi; P1)=d(xj; P1)=3.
W.l.o.g., say i=2, i.e., d(x2; P1)=3, and let N (x1; P1)fa1; a2g. Then G[fa1; a2; x1; x2g]
contains a quadrilateral as d(x2; a1a2)> 0. So e(x3x4; a3a4)62 by Lemma 2.2. Then we
have e(x3x4; a1a2)>3 by (9) and (10), and so G[fa1; a2; x3; x4g] contains a quadrilateral.
Then G[fx1; x2; a3; a4g]+ Q. As d(x1; P1)=d(x2; P1)=3, this implies that there exists
ak 2fa3; a4g such that N (x1; a3a4)=N (x2; a3a4)= fakg. Hence N (x1; P1)=N (x2; P1)=
fa1; a2; akg. As j2f3; 4g and by the symmetry, we may assume w.l.o.g. that j = 4,
i.e., d(x4; P1) = 3. Let fh; kg= f3; 4g.
Similarly, we can show that N (x4; P1) = fa1; a2; akg as d(x4; P1) = 3. We have
that x3ah 62E for otherwise G[V (C [ P1)] 2Q = fa1a2x2x1a1; akx4x3ahakg. Thus
d(x3; a1a2)> 0 as d(x3; P1)>11 − 9 = 2 by (4) and (9). Therefore G[fa1; a2; x2; x3g]
contains a quadrilateral Q1. Thus by Lemma 2.3, e(x1x4; P2)63, i.e., d(x4; P2)61. If
d(x4; P2) = 1, then e(x1x4; P2) = 3 and it follows from Lemma 2.3 that x1 and x4 have
a common neighbor uc in P2, and so G[V (C [ P1 [ P2)]fQ1; ucx4akx1ucg, a contra-
diction. Hence d(x4; P2) = 0. Similarly, we can show d(x2; P2) = 0. Thus e(C; P2)64
by (2). It follows that e(C; P1)>17 − 4 = 13. By Lemma 2.7, G[V (C [ P1)] 2Q, a
contradiction. This proves the lemma.
Lemma 2.9. Let C be a quadrilateral and P a path of length 3 in G such that C and
P are independent. Suppose that G[V (C [ P)] does not contain a quadrilateral C0
and a path P0 of length 3 such that C0 and P0 are independent and e(G[V (C0)])>
e(G[V (C)]). If e(C; P)>9; then G[V (C [ P)] contains a quadrilateral C00 and a sub-
graph H of order 4 such that C00 and H are independent and H has at least four
edges.
Proof. On the contrary, we suppose that G[V (C [ P)] does not contain the two
required subgraphs. Say C = x1x2x3x4x1 and P = a1a2a3a4. Clearly, either e(a1a2;
C)>5 or e(a3a4; C)>5. W.l.o.g., say the former holds. Then either e(a1a2; x1x2)>3 or
e(a1a2; x3x4)>3. Say the former holds. By Lemma 2.2, G[fa1; a2; x1; x2g] contains a
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quadrilateral, and clearly, if e(a3a4; x3x4)>2, then the lemma holds. So we have
e(a3a4; x3x4)61: (11)
We divide the proof into the following two cases.
Case 1. G[fa1; a2; x3; x4g] contains a quadrilateral.
Then we have e(a3a4; x1x2)61. Thus e(a1a2; C)>9 − 2 = 7. If d(a1; C) = 4, then
e(a2a3a4; C)>9 − 4 = 5, and this implies that there exists xi, say xi = x1, such that
d(x1; a2a3a4)>2. Then a1x2x3x4a1 and P − a1 + x1 are required subgraphs, a contra-
diction. Hence d(a1; C) = 3 and d(a2; C) = 4. Say N (a1; C) = fx1; x2; x3g. Let G1 =
C − x2 + a1; G2 = C − x4 + a1; G3 = C − x1 + a1 and G4 = C − x3 + a1. Clearly,
each of G1 and G2 contains a quadrilateral, and each of G3 and G4 has at least four
edges. Then it is easy to see that e(fx2; x4g; fa3; a4g) = 0 and d(a4; fx1; x3g) = 0 for
otherwise the lemma holds. Hence N (a3; C) = fx1; x3g as e(C; P)>9. Since G2 has a
quadrilateral a1x1x2x3a1 with a chord a1x2 and x4a2a3a4 is a path in G, we see that
x4x2 2E as e(G[V (C)])>e(G2) by the assumption of the lemma. Hence a1x1x4x2a1
and P − a1 + x3 are the two required subgraphs.
Case 2. G[fa1; a2; x3; x4g] does not contain a quadrilateral.
Then we have
e(a1a2; x3x4)62: (12)
We divide this case into the following two subcases.
Subcase 2.1. e(a1a2; x3x4) = 2.
Then G[fa3; a4; x1; x2g] does not contain a quadrilateral for otherwise we are
done. Thus e(a3a4; x1x2)62. With (11), we have that e(a3a4; x1x2)>9− e(a1a2; C)−
e(a3a4; x3x4)>9 − 6 − 1 = 2. It follows that e(a1a2; x1x2) = 4; e(a3a4; x3x4) = 1 and
e(a3a4; x1x2)=2. Then G[fa1; a2; x1; x2g] has six edges and G[fa3; a4; x3; x4g] has a path
of length 3. By the assumption, we must have e(G[V (C)])=6, i.e., fx1x3; x2x4gE. As
e(a3a4; x1x2)=2, we may assume w.l.o.g. that d(x2; a3a4)> 0. Then e(P−a1 +x2)>4.
Thus G[fx1; x4; x3; a1g] is not Hamiltonian for otherwise we are done. This implies that
x4a1 62E and x3a1 62E. Hence fa2x3; a2x4gE as e(a1a2; x3x4)=2. As e(a3a4; x3x4)=1,
let d(xr; a3a4)=1 with r 2f3; 4g. Then C−xr+a1 is hamiltonian and e(P−a1+xr)>4,
a contradiction.
Subcase 2.2. e(a1a2; x3x4)61.
With (11), we obtain that e(x3x4; P)62. It follows that e(x1x2; P)>9−2=7. W.l.o.g.,
say d(x1; P) = 4 and N (x2; P)fa1; a2; akg for some k 2f3; 4g. If d(x4; a3a4)> 0,
then G[fx1; x4; a3; a4g] contains a quadrilateral and G[fx2; x3; a1; a2g] has at least four
edges, a contradiction. If d(x3; a3a4)> 0, then G[fx3; x4; a3; a4g] has a path of length 3,
and therefore e(G[(C)])>e(G[fx1; x2; a1; a2g])=6. It follows that x1x3 2E and x2x4 2E.
Then G[fx1; x3; a3; a4g] contains a quadrilateral and G[fa1; a2; x2; x4g] has at least four
edges, a contradiction. Hence e(a3a4; x3x4) = 0. Thus d(x1; P) = d(x2; P) = 4 and
e(a1a2; x3x4) = 1. Similarly, we can show that fx1x3; x2x4gE and it follows that
G[V (C [ P)] contains the two required subgraphs, a contradiction. This proves the
lemma.
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3. Proof of the Theorem
Let k be a positive integer and G a graph of order 4k. Assume (G)>2k. Suppose,
for a contradiction, that G does not contain k − 1 quadrilaterals and a subgraph of
order 4 with at least four edges such that all of them are independent.
We rst show that G contains k − 1 independent quadrilaterals. On the contrary,
suppose that this is not true. We may assume that G + xy contains k − 1 independent
quadrilaterals for each pair of non-adjacent vertices x and y of G. This implies that
G contains k − 2 quadrilaterals Q1; Q2; : : : ; Qk−2 and a path P1 of length 3 such that
all of them are independent. Set H =
Sk−2
i=1 Qi and D = G − V (H [ P1). Let x and
y be two non-adjacent vertices in D. As G[V (D [ P1)] + Q, we see that d(x; D) +
d(y;D)63, d(x; P1)62 and d(y; P1)62. Thus d(x; D [ P1) + d(y;D [ P2)67, and so
d(x; H) + d(y;H)>4k − 7 = 4(k − 2) + 1. This implies that there exists Qi in H such
that d(x; Qi) + d(y;Qi)>5. By Lemma 2.1, G[V (Qi) [ fx; yg] contains a quadrilateral
Q0i and an edge e such that e is independent of Q
0
i , and exactly one of x and y is an
endvertex of e. This argument allows us to see that we can choose Q1; : : : ; Qk−2 and
P1 such that D has two independent edges. Suppose that D does not contain 4 edges
or a path of length 3. Then
P
x2 V (D) d(x; D)66. Therefore
P
x2 V (D) d(x; D [ P1)6
8+ 6= 14. Consequently,
P
x2 V (D) d(x; H)>8k − 14= 8(k − 2)+ 2. This implies that
there exists Qi in H such that
P
x2 V (D) d(x; Qi)>9. By Lemma 2.6, G[V (Qi [ D)]
contains a quadrilateral and a path of length 3 such that they are independent. This
shows that we can choose Q1; : : : ; Qk−2 and P1 in the rst place such that D has a
path of length 3, say P2. By Lemma 2.5, e(P1; P2)65. Clearly, each of G[V (P1)] and
G[V (P2)] does not contain more than four edges. We obtain
P
x2 V (P1[P2) d(x; P1 [
P2)626, and so
P
x2 V (P1[P2) d(x; H)>16k − 26 = 16(k − 2) + 6. This implies that
there exists Qi in H such that
P
x2 V (P1[P2) d(x; Qi)>17. By Lemma 2.8, G[V (Qi [
P1 [P2)] contains two independent quadrilaterals, a contradiction. So G contains k− 1
independent quadrilaterals.
Let Q1; : : : ; Qk−1 be k − 1 independent quadrilaterals. Set H =
Sk−1
i=1 Qi and
D = G − V (H). From the above argument, we readily see that we can choose
Q1; : : : ; Qk−1 such that D has a path of length 3. Let us choose Q1; : : : ;
Qk−1 with
Pk−1
i=1 e(G[V (Qi)]) as large as possible such that D has a path of length
3. If e(D)>4, we are done. So assume e(D) = 3. Thus
P
x2 V (D) d(x; D) = 6 andP
x2 V (D) d(x; H)>8k − 6 = 8(k − 1) + 2. This implies that there exists Qi in H such
that
P
x2 V (D) d(x; Qi)>9. By Lemma 2.9, G[V (Qi [ D)] contains a quadrilateral Q0i
and a subgraph D0 with e(D0)>4 such that Q0i and D
0 are independent. This proves the
theorem.
Note added in the proof
A referee informed that the Erd}os{Faudree conjecture has been recently solved by
Shokoufandeh and Szemeredi.
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4. For further reading
The following references are also of interest to the reader: [5{7]
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