In the current era of Gaia and large, high signal to noise stellar spectroscopic surveys, there is an unmet need for a reliable library of fundamentally calibrated stellar effective temperatures based on accurate stellar diameters. Here we present a set of precision diameters and temperatures for a sample of 6 dwarf, 5 sub-giant, and 5 giant stars observed with the PIONIER beam combiner at the VLTI. Science targets were observed in at least two sequences with five unique calibration stars each for accurate visibility calibration and to reduce the impact of bad calibrators. We use the standard PIONIER data reduction pipeline, but bootstrap over interferograms, in addition to employing a Monte-Carlo approach to account for correlated errors by sampling stellar parameters, limb darkening coefficients, and fluxes, as well as predicted calibrator angular diameters. The resulting diameters were then combined with bolometric fluxes derived from broadband Hipparcos-Tycho photometry and MARCS model bolometric corrections, plus parallaxes from Gaia to produce effective temperatures, physical radii, and luminosities for each star observed. Our stars have mean angular diameter and temperatures uncertainties of 0.8% and 0.9% respectively, with our sample including diameters for 10 stars with no pre-existing interferometric measurements. The remaining stars are consistent with previous measurements, with the exception of a single star which we observe here with PIONIER at both higher resolution and greater sensitivity than was achieved in earlier work.
INTRODUCTION
Precision determination of fundamental stellar properties is a critical tool in the astronomers' toolkit in their mission to understand the night sky. Among the most useful of these properties are the effective temperature (or surface temperature) and physical radius of a star, which, for an individual star, provides insight into its evolutionary state, and aids in the understanding of exoplanetary systems -particularly for putting limits on stellar irradiation or for situations where planet properties are known only relative to their star, as is the case for radii from transits (e.g. Baines et al. 2008; van Belle & von Braun 2009; von Braun et al. 2011 von Braun et al. , 2012 . More broadly, when looking at populations of stars, well-constrained parameters offer observational con-E-mail: adam.rains@anu.edu.au (ADR) straints for stellar interior and evolution models (e.g. Andersen 1991; Torres et al. 2010; Piau et al. 2011; Chen et al. 2014) , the calibration of empirical relations (e.g. the photometric colour-temperature scale, Casagrande et al. 2010) , and detailed study of exoplanet population demographics (e.g. Howard et al. 2012; Fressin et al. 2013; Petigura et al. 2013; Fulton & Petigura 2018) . However, the utility of knowing these properties precisely is matched by the difficulty inherent in measuring them. Precision observations are complicated, and most methods exist only as indirect probes of these properties, or have substantial model dependencies, limiting us to only a small subset of the stars in the sky.
Long-baseline optical interferometry, with its high spatial resolutions, is one such technique, capable of spatially resolving the photospheric discs of the closest and largest of stars. These arrays of telescopes have resolutions an order of magnitude better than the world's current largest optical telescopes fed by extreme adaptive optics systems (∼10 mas), and several orders of magnitude better than those unable to correct for the effect of atmospheric seeing at all (∼1 − 2 arcsec). This amounts to a resolution finer than 0.5 − 1.0 mas for modern interferometers, with typical errors of a few percent. When combined with bolometric flux measurements and precision parallaxes, temperature and physical radii can be determined with a similar few percent level of precision (e.g. Huber et al. 2012; White et al. 2018; Karovicova et al. 2018) .
Increasing the sample of stars with fundamentally calibrated effective temperatures is critical in the era of Gaia (Gaia Collaboration et al. 2016 ) and ground based high-SNR spectroscopic surveys such as GALAH (De Silva et al. 2015) , APOGEE (Allende Prieto et al. 2008) , and the upcoming SDSS-V (Kollmeier et al. 2017) ). Internal errors on modern techniques for spectroscopic temperature determination are at the level of < 1.5% (e.g. using the Cannon, Ho et al. 2016 , trained on values from more fundamental techniques, see Nissen & Gustafsson 2018 for a summary), meaning that in order to be useful, diameter calibration at the level of < 1% is required to put these surveys on an absolute scale. Whilst possible to measure T eff spectroscopically, it is not yet possible to calibrate temperature scales at the < 100 K level from spectra alone (particularly when using different analysis techniques, e.g. Lebzelter et al. 2012) , as non-local thermodynamic equilibrium and 3D effects become important, and particularly for where log g and [Fe/H] remain uncertain (e.g. Yong et al. 2004; Bensby et al. 2014) . Angular diameters offer a direct approach to determining T eff when combined with precision flux measurements, such as those readily available from the Hipparcos-Tycho (Høg et al. 2000) , Gaia (Gaia Collaboration et al. 2016; Brown et al. 2018) , and WISE (Wright et al. 2010 ) space missions.
Here we present precision angular diameters, effective temperatures, and radii for 16 southern dwarf and subgiant stars, 10 of which have no prior angular diameter measurements. We accomplish this using PIONIER, the Precision Integrated-Optics Near-infrared Imaging ExpeRiment (Bouquin et al. 2011) , the shortest-wavelength (H-band, λ∼1.6 µm), highest precision beam combiner at the Very large Telescope Interferometer (VLTI), on the longest available baselines in order to extend the very small currently available library of 1% level diameters.
OBSERVATIONS AND DATA REDUCTION

Target Selection
The primary selection criteria for our target sample was for southern dwarf or subgiant stars lacking existing precision interferometric measurements with predicted angular diameters > 1.0 mas such that they could be sufficiently resolved using the longest baselines of the VLTI. Stars were checked for known multiplicity using SIMBAD, the Washington Double Star Catalogue , the Sixth Catalog of Orbits of Visual Binary Stars , and the 9th Catalogue of Spectroscopic Binary Orbits (Pourbaix et al. 2004 ) and ruled out accordingly. The list of science targets can be found in Table 1 along than H∼3.1, limiting available high precision photometry to the space-based Hipparcos-Tycho, Gaia, and WISE missions, with 2MASS notably being saturated for most targets. Where uncertainties on log g, and [Fe/H] were not available, conservative uncertainties of 0.2 dex and 0.1 dex were adopted respectively. Figure 1 presents a (B − V) colour-magnitude diagram of the same targets using Tycho-2 B T and V T photometry (converted using the relations from Bessell 2000) , and Gaia DR2 parallaxes to calculate the absolute V T magnitudes. Overplotted are ∼Solar metallicity (Z=0.058) BASTI evolutionary tracks (Pietrinferni et al. 2004) . Given that these targets are within the extent of the Local Bubble ( 70 pc, e.g. Leroy 1993; Lallement et al. 2003) , we assume that they are unreddened. Distances are calculated incorporating the systematic parallax offset of −82 ± 33 µas found by Stassun & Torres (2018) .
τ Cet, Eri, δ Eri, 37 Lib, and β Aql form part of an overlap sample with the PAVO beam combiner (Ireland et al. 2008 ) on the northern CHARA array (ten Brummelaar et al. 2005) , with diameters to be published in White et al. (in prep) enabling consistency checks between the northern and southern diameter sample. 
Calibration Strategy
The principal data product for the interferometric measurement of stellar angular diameter measurements is the fringe visibility, V, which can be defined as the ratio of the amplitude of interference fringes, and their average intensity as follows:
where V varies between 0, for completely resolved targets (e.g. resolved discs, well-separated binary components), and 1 for completely unresolved targets (i.e. a point source). V is a function of both the projected baseline and the wavelength of observation, combining to give a characteristic spatial frequency at which observations are made. When performing ground-based interferometric observations in real conditions, the combined effect of atmospheric turbulence and instrumental factors (e.g. optical aberrations) is to reduce the measured science target visibility V sci,measured from its true value. To account for this, calibrator stars are observed to obtain a measure of the combined atmospheric and instrumental transfer function V system in order to calibrate the V sci,measured and determine their true value of V sci,corrected . Ideal calibrators meet four criteria: they are single unresolved point-sources to the interferometer, have no close companions or other asymmetries (e.g. oblate due to rapid rotation), and are both proximate on sky and close in magnitude to the science target. Being close on sky ensures they are similarly affected by atmospheric turbulence (and thus suffer from the same systematics), and similar in magnitude ensures the detector can be operated in the same mode (e.g. same exposure time and gain). Their status of isolated or single stars means that their observation is insensitive to projected baseline geometry.
With all of these criteria met, and calibrator observations taking place immediately before or after science target observations, the measured calibrator visibility V cal,measured can be used to determine V system provided a prediction of the true calibrator visibility V cal,predicted is available in the from of a predicted limb darkened angular diameter θ LD,cal . In practice the significance of the dependency on knowing the (typically unmeasured) diameter of a calibrator is minimised by choosing calibrators much smaller in angular size than their respective science targets (ideally θ LD,cal ≤ 1 2 θ LD,sci in practice), such that even large θ LD,cal uncertainties do not significantly change V cal,measured for the mostly/entirely unresolved calibrator. This is formalised below in Equations 2 and 3:
This is not feasible in practice, particularly for stars as bright as those considered here, where it is difficult to find unresolved (yet bright) neighbouring stars. Given this limitation, the decision was made to observe a total of five calibrators per science target which, on average, meet the criteria. This lead to the observation of two separate CAL-SCI-CAL-SCI-CAL sequences -one for bright, but often more distant and resolved, stars, and another for those more faint, but closer and less resolved. Calibrators from bright and faint sequences have θ LD,cal , on average, 0.59θ LD,sci , and 0.47θ LD,sci respectively. This large number of calibrators allows for the possibility of unforeseen bad calibrators (e.g. resolved binaries) without compromising on the ability to calibrate the scientific observations. Calibrators were selected using SearchCal 1 (Bonneau et al. 2006 (Bonneau et al. , 2011 , and the pavo_ptsrc IDL calibrator code (maintained within the CHARA/PAVO collaboration), with the the list of calibrators used detailed in Table A1 .
Interstellar extinction was computed for stars more distant than 70 pc using intrinsic stellar colours from Pecaut & Mamajek (2013) for the main sequence and Aller et al. (1982) for spectral types III, II, Ia, Ib, with the subgiant branch interpolated as being halfway between spectral types V and III. We note that this approach is, at best, an approximation, but more complete or modern catalogues of intrinsic stellar colours are not available, and 3-dimensional dust maps (e.g. Green et al. 2015 Green et al. , 2018 are incomplete for the southern hemisphere. With intrinsic colours in hand, B, V, H P , B T , V T , and R P photometry could be corrected for the effect of reddening using the extinction law of Cardelli et al. (1989) implemented in the extinction 2 python package. This approach was not applied to WISE photometry however for the joint reasons of being less subject to extinction in the infrared, and what extinction (or even emission, e.g. Fritz et al. 2011 ) occurs being difficult to parameterise and not covered by the same relations that hold at optical wavelengths.
Angular diameters for calibrators were predicted using surface brightness relations from Boyajian et al. (2014) , prioritising those with WISE W3 or W4 magnitudes to minimise the effect of interstellar reddening. A (V − W3) relation was used for 59 stars, the majority of our calibrator sample, with Johnson V band magnitudes converted from T ycho − 2 catalogue V T band (Høg et al. 2000) per the conversion outlined in Bessell (2000) , and another three with unavailable or saturated W3 using a (V − W4) relation.
The remaining three stars lacked WISE magnitudes altogether, and whilst a (B − V)−[Fe/H] relation (converting B T to B, also per Bessell 2000) from Boyajian et al. (2014) was used for HD 16970A ([Fe/H]=0.0, Gray et al. 2003) , HD 20010A and HD 24555 lack literature measurements of [Fe/H] which the simpler (B − V) relation is highly sensitive to. To get around both this sensitivity and the saturated nature of 2MASS photometry for such bright stars, (V − K) was computed from (V T − R P ) via a third order polynomial fit to the photometry of a million synthetic stars (4, 500 < T eff < 7, 500, 2 < log g < 5, −1 < [Fe/H] < 0.5) using the methodology and software of Casagrande & VandenBerg (2014 , 2018a . This fit was:
where Y and X are the (V − K) and (V T − R P ) colours respectively.
Interferometric Observations
VLTI (Haguenauer et al. 2010 ) PIONIER (Bouquin et al. 2011) observations were undertaken in service mode during ESO periods 99, 101, and 102 (2017-2019) , using the four 1.8 m Auxiliary Telescopes on the two largest configurations: A0-G1-J2-J3 and A0-G1-J2-K0 (58-132 m and 49-129 m baselines respectively). The service mode observations had the constraint of clear skies and better than 1.2 arcsec seeing. Two 45 min CAL-SCI-CAL-SCI-CAL sequences were observed per target, with each target having five calibrator stars in total (with one shared between each sequence). In practice this looked something like CAL1-SCI-CAL2-SCI-CAL3 and CAL1-SCI-CAL4-SCI-CAL5, but with the calibrators in each sequence ordered by their respective sidereal time constraints (i.e. by taking into account shadowing from the four Unit Telescopes). PIONIER was operated in GRISM mode (6 spectral channels) for the entirety of the program.
PIONIER observations are summarised in Table 2 . Note that δ Eri, 40 Eri A, and β TrA were reobserved to complete both bright and faint sequences, with both τ Cet, and Ind serving as useful inter-period diagnostics of identical sequences.
We note that all targets had sequences observed over at least two nights, with the exception of 37 Lib and β Aql which had their bright and faint sequences observed on the same night. As discussed in detail by Lachaume et al. (2019) , there are correlated uncertainties for observations taken within a given night (e.g. atmospheric effects, instrumental drifts), reducing the accuracy of the resulting diameter fits. The consequence of this for these two stars is that any systematics in wavelength scale calibration are the same for both sequences.
Wavelength Calibration
The accuracy of model fits to visibility measurements depends not only on the uncertainties in the observed visibilities, but the spatial frequencies at which we measure them. The spatial frequencies here are also the working resolution of the interferometer, and any uncertainties in the baseline length or wavelength scale will affect the results. Uncertainties in the wavelength scale dominate this, with the effective wavelength conservatively having an accuracy of ±1% (Bouquin et al. 2011) or even ±2% (per the PIONIER manual 3 ), whereas the VLTI baseline lengths are known to cm precision resulting in an uncertainty of ±0.02% for the shortest baselines.
PIONIER's spectral dispersion is known to change with time, and is calibrated once per day by the instrument operations team at Paranal. This calibration is identical to a single target observation in all respects save its use of an internal laboratory light source, with the resulting fringes used as a Fourier transform spectrometer to measure the effective wavelength of each channel. Effective wavelengths, accurate to ∼1.5%, are then assumed 'constant' for all subsequent observations that night. Calibration data were downloaded from the ESO Archive where, at least for service mode observations, they are stored under the program ID 60.A-9209(A).
Another aspect of instrumental stability to be considered is whether the piezo hardware used to construct each interferometric scan of path delay is constant with respect to time. This is not a standard part of the instrument's daily calibration routine however, and PIONIER lacks the internal laser source required to simply perform this procedure. As such, particularly given the potential for this being a limiting factor in high precision observations, several studies have sought to investigate the stability of PIONIER via a variety of means. Kervella et al. (2017) , seeking to measure the radii and limb darkening of α Centauri A and B, were limited by this uncertainty, and spent time investigating both its magnitude and long term stability. They used the binary system HD 123999, well constrained from two decades of monitoring (Boden et al. 2000 (Boden et al. , 2005 Tomkin & Fekel 2006; Konacki et al. 2010; Behr et al. 2011) , as a dimensional calibrator, and compared literature orbital solutions to those derived from their PIONIER observations. The result was a wavelength scaling factor determined through comparison of best-fit semi-major axis values from Boden et al. (2005) , Konacki et al. (2010) , and the authors' of γ = 1.00481 ± 0.00412, where γ is a multiplicative offset in the PIONIER wavelength scale, and its uncertainty the fractional standard deviation of each measurement of the semi-major axis. This uncertainty of 0.41% was then added in quadrature with all derived angular diameters instead of the 2% quoted in the PIONIER manual. These results were also found to be consistent (within 0.8σ) with another binary, HD 78418, also studied by Konacki et al. (2010) yielding γ = 1.00169, though with only two points this served only as a check. Gallenne et al. (2018) , as part of their investigation into red-clump stars, also spent time confirming the wavelength scale of PIONIER using a different approach: through spectral calibration in conjunction with the second generation VLTI instrument GRAVITY (Eisenhauer et al. 2011) . Through interleaved observations with both instruments over two half nights of the previously characterised binary TZ For (Gallenne et al. 2016) , they studied the orbital separation of the binary, taking advantage of GRAVITY's internal laser reference source (accurate to < 0.02%) for calibration. Combining data they found a relative difference of 0.35% in the measured separations, consistent with Kervella et al. (2017) , which was taken to be the systematic uncertainty of the PIONIER wavelength calibration. The authors do not report a systematic offset equivalent to γ from Kervella et al. (2017) , only a relative uncertainty, with subsequent work involving authors of both investigations using only this relative value (Gallenne et al. 2019) . Lachaume et al. (2019) , and the associated Rabus et al. (2019) , undertook investigation into the statistical uncertainties and systematics when using PIONIER to measure diameters for under-resolved low-mass stars. They make use of the findings of Gallenne et al. (2018) and take the uncertainty on the central wavelength of each spectral channel, and thus the spatial frequency itself, to be ±0.35%. Rather than applying this uncertainty to the x-axis spatial frequency values during modelling, they instead translate the error to a y-axis uncertainty in visibility. During modelling, the uncertainties are sampled and treated as a corre- With these recent results in mind, the wavelength calibration strategy for this work is to use the spectral dispersion information calibration available on each night, and adopt an uncertainty of 0.35% on our wavelength scale per the conclusions of Kervella et al. (2017) and Gallenne et al. (2018) . Following the approach of subsequent investigations Lachaume et al. 2019; Gallenne et al. 2019 ), we do not consider a systematic offset in the wavelength scale. For the results described here, this relative uncertainty is added in quadrature with all bootstrapped angular diameter uncertainties.
Data Reduction
A single CAL-SCI-CAL-SCI-CAL sequence generates five interferogram and a single dark exposure per target (each consisting of 100 scans), plus a set of flux splitting calibration files known as a 'kappa matrix' (consisting of four files, each with a separate telescope shutter open). This produces 34 files per observational sequence, though this can be more in practice if more observations are required to replace those of poor quality. This raw data can be accessed and downloaded in bulk through the ESO archive 4 .
pndrs 5 Bouquin et al. (2011) , the standard PIONIER data reduction pipeline, was used to go from raw data to calibrated squared visibility (V 2 ) measurements of our science targets. During reduction the exposures are averaged together, to produce 36 V 2 points for each of the two science target observation (six wavelength channels on six independent baselines), resulting in 72 V 2 points for the entire sequence. pndrs uses the calibrators in the bracketed sequence to determine the instrumental and atmospheric transfer function by interpolating in time.
The python package reach 6 , written for this project, was used to interface with pndrs to perform simple tasks such as providing files of calibrator estimated diameters, and using the standard pndrs script reading functionality to exclude bad calibrators (e.g. binaries) or baselines (e.g. lost tracking) from being using for calibration. reach also exists to perform the more complex task of accurate V 2 uncertainty estimation considering correlated or non-Gaussian errors. Similar to the approach of Lachaume et al. (2014 Lachaume et al. ( , 2019 , we perform a bootstrapping algorithm on the calibrated interferograms within each given CAL-SCI-CAL-SCI-CAL sequence, in combination with Monte Carlo sampling of the predicted calibrator angular diameters, and science target stellar parameters (T eff , log g, and [Fe/H]) and magnitudes, for calculation of limb darkening coefficients, bolometric fluxes (see Sections 3.1-3.5), radii, and luminosities.
Our bootstrapping implementation samples (with repeats) the five interferograms of each science or calibrator target in the sequence independently, rather than sampling from the combined 10 science and 15 calibrator interferograms respectively. In addition, predicted calibrator angular diameters are sampled at each step from a normal distribution using the uncertainties on the colour-angular diameter relations. The results as presented here were bootstrapped 5,000 times, fitting for both θ UD,sci and θ LD,sci , and calculating f bol , T eff , radius (R), and luminosity (L) once per iteration. Final values for each parameter, as well as each V tar,corrected 2 point (for the plots in Figure 2 ), and their uncertainties were calculated through the mean and standard deviations of the resulting probability distributions. The Monte-Carlo/diameter fitting process was then completed once more in its entirety, but sampling our interferometry derived T eff values in place of their literature equivalents from Table 1 . The effect of this is for our limb darkening coefficients and bolometric fluxes to be sampled with less scatter by using values with smaller and more consistent uncertainties, in effect 'converging' to the final reported values in Table 4 .
RESULTS
Limb Darkened Angular Diameters
A linearly-limb darkened disc model is a poor fit to both real and model stellar atmospheres, but in order to properly resolve the intensity profile and take advantage of higher order limb darkening laws (e.g. Equation 5 below, from Claret 6 https://github.com/adrains/reach 2000), one must resolve beyond the first lobe of the visibility profile:
where I(1) is the specific intensity at the centre of the stellar disc, µ = cos (γ) with angle γ between the line of sight and emergent intensity, k the polynomial order, and a k the associated coefficient.
In the first and second lobes, the visibilities of a 4-term limb darkening law are nearly indistinguishable from linearly darkened model of slightly different diameter and appropriate coefficient. We thus model the intensity profile with a four term law, interpolating the 3D stagger grid of model atmospheres (Magic et al. 2015) initially with the T eff , log g, and [Fe/H] given in Table 1 , then a second and final time using the resulting estimate of the interferometric T eff . Note that stagger assumes v sin i = 0 km s −1 , however the fastest rotating stars in our sample are too hot for the grid (discussed below), minimising the influence of this limitation.
For the results presented here, obtained at the highest resolution possible at the VLTI, we resolve only the first lobe for all stars bar λ Sgr (see Section 3.2). This means that we do not resolve the intensity profile well enough to take full advantage of higher order polynomial limb darkening laws. Given this limitation, the best approach, which can be considered analogous to reducing the resolution of the model to the resolution of the data available, would be an equivalent linear coefficient to the four term model described above. The so called 'equivalent linear coefficient' is the coefficient that gives the same side-lobe height for both models, though with a slightly smaller value of θ LD of the order 0.4 − 0.5%, corrected for by the scaling factor s λ . This is formalised in White et al. (in prep) .
For each target we fitted a modified linearly limb darkened disc model per Hanbury Brown et al. (1974) :
where V is the calibrated fringe visibility, C is an intercept scaling term, u λ is the wavelength dependent linear limb darkening coefficient, s λ the wavelength dependent diameter scaling term, J n (x) is the n th order Bessel function of the first kind, B is the projected baseline, and λ is the observational wavelength. Fitting was performed using scipy's fmin minimisation routine with a χ 2 loss function.
The intercept term C, and diameter scaling parameter s λ , are the sole modifications to the standard linearly darkened disc law. In the ideal case where all calibrators are optimal and the system transfer function is estimated perfectly, C would not be required as the calibrated visibilities would never be greater than 1. With non-ideal calibrators however, the calibration is imperfect and this is no longer the case. Deviations from V 2 ≤ 1 are generally small, but in the case of our bright science targets with faint calibrators, pndrs had significant calibration issues, something discussed further in Section 3.3. Thus whilst the fitting was done simultaneously on data from all sequences, each sequence of data was fit with a separate value of C. We also fit for the uniform disc diameter θ UD using Equation 6, but set u λ = 0 for the case of no limb darkening.
Usage of the stagger grid also confers another advantage: the ability to compute u λ for each wavelength channel of PIONIER, rather than the grid being defined broadly for the entire H-band as in Claret & Bloemen (2011) . Thus when fitting Equation 6, u λ is actually a vector of length 6 -one for each of the PIONIER wavelength channels (λ ≈ 1.533, 1.581, 1.629, 1.677, 1.7258, 1.773 µm). stagger however covers a limited parameter space, with the coolest stars in our sample ( Ind, HD 131977), and the hottest (α Hyi, η Sco, β Aql), falling outside the grid bounds. For these stars, the grid of Claret & Bloemen (2011) is interpolated (with microturbulent velocity of 2 km s −1 ) for the sampled parameters and used instead, which in practice means u λ,1−6 are identical, and s λ,1−6 = 1.0. Table C1 quantifies the difference in θ LD obtained using each of these two approaches. Figure 2 shows V 2 fits for each of our science targets, with point colour corresponding to the observational wavelength (where darker points correspond to redder wavelengths). Note that fitting for both θ UD and θ LD was done once per bootstrapping iteration, such that these plots use the mean and standard deviations of the final distributions for each V 2 point, C, u λ , s λ , and θ LD . To aid readability by showing only a single diameter fit for each star, each sequence of data has been normalised by its corresponding value of C.
Final values for θ UD and θ LD fits, with the systematic uncertainty of PIONIER's wavelength scale added in quadrature, are presented in Table 4 , and adopted u λ and s λ in Table C2 . Figure 3 shows a zoomed in plot of the λ Sgr fit, focusing on the resolved sidelobe. Comparing the model fits to the uniform disc curve, the effect of limb darkening is clear. However, with only a single star from our sample being this well resolved, it is difficult to comment on whether the observed limb darkening is consistent with models. Using PIONIER Kervella et al. (2017) found their α Centauri A and B results to be significantly less limb darkened than both 1D and 3D model atmosphere predictions. A similar investigation at the CHARA Array is ongoing, with results to be published as White et al. (in prep) .
Limb Darkening of λ Sgr
Transfer Function Calibration
In the case of perfect calibration, that is to say the influence of the system transfer function on the measured visibilities has been entirely removed, V 2 should be 0 ≤ V 2 ≤ 1 and consistent with a limb darkened disc model for single stars. For many of our sequences, this was not the case, resulting in significant calibration issues where measured V 2 was systematically higher than the model, necessitating our modification of the intercept for the standard linear limb darkening law in Equation 6. Table 3 shows the best fit intercept parameter for each observational sequence, where every star in a given sequence was observed with the same integration time. Recalling that bright sequences were those preferencing similarity in science and calibrator target magnitudes, and faint sequences were those prioritising science-calibrator on-sky separation, our mean C values are as follows: C bright = 1.04 ± 0.03, C faint = 1.05 ± 0.03. This difference is marginal, but is not without precedent (as discussed below), and indeed nonlinear behaviour at high visibility due to the difference in brightness between science and calibrator is a known, if unaddressed, issue with PIONIER. Wittkowski et al. (2017) encountered high V 2 at short baselines, systematically above model predictions, when imaging both the carbon AGB star R Scl (H∼0.49), and the nearby resolved K5/M0 giant υ Cet (H∼0.27) for comparison and validation. Both targets were observed with the same selection of calibrators: HD 6629 (H∼2.90), HR 400 (H∼1.85), ξ Scl (H∼2.65), HD 8887 (H∼4.29), HD 9961 (H∼3.91), HD 8294 (H∼4.36), and HR 453 (H∼3.72), on average being nearly 3 magnitudes fainter than the science and check targets. They conclude the systematic as being most likely caused by either this difference in magnitude or airmasses between the science and calibrator targets, and took it into account by excluding the short baseline V 2 data during modelling and image synthesis.
Observations to image granulation on π Gru (H∼−1.71) in Paladini et al. (2018) were also subject to the same systematic. The two calibrators used, HD 209688 (H∼1.44) and HD 215104 (H∼2.61), were both substantially fainter than the science target by ≥ 3 magnitudes. The authors do not go into detail about how they addressed the miscalibration other than adding a flat 5% systematic relative uncertainty to their data.
The corresponding mean difference between our science target and 'good' (i.e. used) calibrator magnitudes in H is ∆H bright = 0.95, and ∆H faint = 1.69. If the issue indeed stems from ∆H being large, then the marginal difference we observe in C is at least consistent with the bright sequences on average having a lower ∆H.
Bolometric Fluxes
Determination of T eff requires measurement of f bol , the bolometric flux received at Earth, which can be done through one of several techniques, each with precedent in optical interferometry literature. All are only accurate to the few percent level, primarily due to uncertainties on the adopted zero points used to convert fluxes, either real or synthetic, to magnitudes and vice versa.
The least model dependent approach is to use a combination of spectrophotometry and broadband photometry from the science target itself, in combination with synthetic equivalents for missing or contaminated regions, to construct the flux calibrated spectral energy distribution of the star from which f bol can be determined. White et al. (2018) implemented this procedure, using the methodology outlined in Mann et al. (2015) .
A related technique is to employ a library of flux calibrated template spectra covering a range of spectral types, e.g. the Pickles Atlas then performed to target broadband photometry using library spectra of adjacent spectral types. This was the approach taken by e.g. van Belle et al. (2007 Belle et al. ( , 2008 ; Boyajian et al. (2012a Boyajian et al. ( ,b, 2013 ; White et al. (2013) , which lacks the limitations associated with synthetic spectra (e.g. due to modelling assumptions such as one-dimensional and hydrostatic models, or models satisfying local thermodynamic equilibrium). However, it is limited in its use of a relatively coarse, non-interpolated grid of only 131 spectra of mostly Solar metallicity, with potential errors from reddened spectra and correlated errors associated with the photometric calibration.
In lieu of a template library, the previous approach can be conducted using a grid of purely synthetic spectra. By linearly interpolating the spectral grid in T eff , log g, and [Fe/H] and fitting to available broadband photometry, f bol can be determined as the total flux from the best-fit spectrum. This was the method employed by Rabus et al. (2019) , who used PHOENIX model atmospheres (Husser et al. 2013) , assuming [Fe/H] = 0 for all targets (likely to avoid degeneracies between T eff and [Fe/H] for cool star spectra), as well as Huber et al. (2012) using the MARCS grid of model atmospheres (Gustafsson et al. 2008) . This technique has the advantage of being unaffected by instrumental or atmospheric effects, and allowing for a much finer grid, but makes the results more susceptible to potential inaccuracies within the models themselves. We note however that synthetic photometry from the MARCS grid has previously been shown to be valid using the colours from both globular and open clusters, across the HR diagram and over a wide range of metallicities (−2.4 [Fe/H] +0.3, Brasseur et al. 2010; VandenBerg et al. 2010) .
The final approach to be discussed here, and the one employed for this work, computes f bol using broadband photometry and the appropriate bolometric correction derived from model atmospheres using literature values of T eff , log g, and [Fe/H]. This method saw use in Karovicova et al. (2018) , and in White et al. (2018) who found it to have excellent consistency with results derived from pure spectrophotometry for all but one of their stars. Casagrande & Vanden- Berg (2018a) evaluated the validity of using bolometric corrections in this manner by comparing results to the ∼1% precision CALSPEC library (Bohlin 2007) of Hubble Space Telescope spectrophotometry. This demonstrated that bolometric fluxes could be recovered from computed bolometric corrections to the 2% level, a value typically halved when combining the results from more photometric bands (as we do here, corresponding to roughly ±12.5 K uncertainty on T eff for a 5,000 K star with a 1% error on flux). Given that all have been demonstrated successfully in the literature, we opt for the bolometric correction technique because of limited available well calibrated photometry for our bright targets. Bolometric fluxes were computed for all stars by way of the bolometric-corrections 7 software (Casagrande & VandenBerg 2014 , 2018a Casagrande et al. 2018) . For a given set of T eff , log g, and [Fe/H] the software produces synthetic bolometric corrections in different filters by interpolating the MARCS grid of synthetic spectra (Gustafsson et al. 2008) . f bol is obtained using Equation 8 (Casagrande & VandenBerg 2018a) :
1.296 × 10 9 au 10 −0.4(BC ζ −M bol, +m ζ −10)
where f bol is the stellar bolometric flux received at Earth in erg s −1 cm −2 , L is the Solar bolometric luminosity in erg s −1 (IAU 2015 Resolution B3, 3.828 × 8 33 erg s −1 cm −2 ), au is the astronomical unit (IAU 2012 Resolution B2, 1.495978707 × 10 13 cm), BC ζ and m ζ are the bolometric correction and apparent magnitudes respectively in filter band ζ, and M bol = 4.75 is the adopted Solar bolometric magnitude. Calculation of f bol,ζ is done at each iteration of the aforementioned bootstrapping and Monte Carlo algorithm for each of H P , B T , and V T filter bands using the sampled stellar parameters and magnitudes, overwhelmingly consistent to within 1σ uncertainties. An instantaneous value of f bol,final is calculated by averaging the fluxes obtained from each filter, with final values obtained as the mean and standard deviation of the respective distributions. Note that, with the goal of consistency in mind, Gaia G, B P , and R P were avoided due to saturation for a portion of our sample (and a magnitude-dependent offset for bright targets as noted in Casagrande & VandenBerg 2018b) .
The final calculated bolometric fluxes for each band are reported in Table B1 and visualised in Figure B1 , with the adopted average values in Table 4 .
Fundamental Stellar Properties
The strength of measuring stellar angular diameters through interferometry is the ability to measure T eff independent of distance in an almost entirely model independent way (the exceptions being the adopted limb darkening law, and ∼1% precision bolometric fluxes). With measures of stellar angular diameter and flux, T eff can be calculated as follows:
where T eff is the stellar effective temperature in K, f bol is the bolometric stellar flux in ergs s −1 cm −2 , and σ is the Stefan-Boltzmann constant, taken to be σ = 5.6704 × 10 −5 ergs s −1 cm −2 K −4 . The same measure of flux can be combined with the distance to the star to calculate the bolometric luminosity:
where D is again the distance to the star. Dividing this value by L gives the luminosity in Solar units. Finally, the measured angular diameter and distance can be combined to determine the physical radius of a star:
and its uncertainty:
where R is the physical radius of the star, θ LD is the limb darkened angular diameter, D is the distance to the star, and σ θ and σ D are their respective uncertainties. These can be put into Solar units using pc= 3.0857×10 13 km, and R = 6.957 × 10 5 km. These parameters, alongside the final angular diameters, are reported in Table 4 .
DISCUSSION
Comparison with Previous Interferometric Measurements
Six of our sample, HD 131977, 40 Eri A, Ind, τ Ceti, β Aql, and Eri, have literature angular diameter measurements (Table 5) , which we find to be consistent with our own to within ∼1σ uncertainties for all but one star ( Figure  4 ). Our value for Ind however is substantially discrepant to the VINCI diameter by ∼4σ. Comparing our V 2 fits to the literature results in Demory et al. (2009) reveal that we place tighter constraints on the angular diameter by better resolving the star down to V 2 of ∼0.2 versus ∼0.5 for previous results. We expect the discrepancy is largely caused by this, plus the fact that these observations were taken at lower sensitivity using two 35 cm test siderostats during the early years of the VLTI rather than the four 1.8 m ATs we have access to now. None of these prior measurements were made with PI-ONIER, meaning that our results offer high precision agreement between not only different VLTI beam combiners (AM-BER and VINCI), but also as different facilities altogether (NPOI 8 and CHARA/FLUOR). Given the relatively sparse overlaps however, we are not able to say anything substantial about potential systematics. We await the upcoming White et al. (in prep) which will be able to compare PIONIER to CHARA/PAVO for τ Cet, Eri, δ Eri, 37 Lib, and β Aql. This study will also possibly enable the ability to investigate the effect of limb darkening at different wavelengths since PAVO is an R-band instrument, thus significantly improving the sensitivity to systematic errors. Furthermore, PAVO data for additional dwarf and giant stars, including β Aql, but also many stars not observed here, is to be published soon in Karovicova et al. (in prep.) and a following series of papers. 
Comparison with Colour-θ LD Relations
T eff From Empirical Relations
Unfortunately comparison of the T eff values derived here to those from IR Flux method ) is not possible due to saturated 2MASS photometry -the critical source of infrared photometry. Another source of comparison is to use the empirical relations provided by the same study, which give an empirical mapping between select colour indices and T eff . Figure 6 presents T eff as a function of (B T −V T ), uncertainties ±79 K, and demonstrates 1σ agreement for all stars, with the exceptions of HD 131977 and β TrA. Inspecting the photometry for both stars, values of f bol derived from different filter bands are consistent, and rotation does not appear to be a significant factor when considering literature v sin i presented Table 1. We note however that our interferometric temperatures are consistent with the literature spectroscopic values also listed in Table 1 for these two stars.
CONCLUSIONS
We have used long-baseline optical interferometry to measure the angular diameters for a sample of 16 southern stars (6 dwarf, 5 sub-giant, and 5 giants) with exquisite precision using the PIONIER instrument on the VLTI. The limb darkened diameters reported have a mean uncertainty of ∼0.82%, and were obtained using a robust calibration strategy, and a data analysis pipeline implementing both bootstrapping and Monte-Carlo sampling to take into account correlated uncertainties in the interferometric data. In addition to this, we also report derived T eff , physical radii, bolometric fluxes, and luminosities for all stars, with mean uncertainties of ∼0.9%, ∼1.0%, ∼3.3%, and ∼3.7% respectively.
Ten of these stars did not have measured angular diameters prior to the results presented here, and the majority of the remaining six have values in agreement with previous literature measurements, with the sole outlier being observed at higher resolution and with greater sensitivity here. These are some of the closest and most well studied stars, and this work hopes to elevate them further to the level of spectral type standards, where they can provide constraints to theoretical models and empirical relations. 
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