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A kinetic over-relaxation minimizer, based on a lattice version of the Boltzmann equation is
presented. The method is validated against standard Metropolis Monte Carlo, and proves very
effective in attaining (global) minima of classical pair potentials, involving solid body rotations.
Linear scaling of the computational time to minimum with the system size is demonstrated.
Introduction.— Finding the minimum energy con-
figuration in classical and quantum many-body systems
is crucial for many applications in science and engineer-
ing [1–3]. The highly-dimensional configuration-space of
many-body systems confines analytical results to very
special cases [4], and also commands major extensions of
standard minimization tools from linear and non-linear
algebra. To this regard, dynamic minimization proce-
dures in real or fictitious time, such as Monte Carlo
(MC) [5, 6] or Langevin Molecular Dynamics (LMD)
[7, 8] and their modern variants, have proven very ef-
fective for the last decades. Here, we present a new kind
of dynamic minimizer, which is based on a lattice ver-
sion of Boltzmann’s kinetic equation, Lattice Boltzmann
(LB) for short. The method is applicable to a class of
lattice potentials involving solid body rotations. The LB
propagation-relaxation dynamics proves very effective in
reaching the (global) minimum energy configuration of
lattice many-body potentials. The time to minimum is
found to be a fraction of a standard Metropolis MC and,
perhaps more importantly, it is found to scale linearly
with the system size.
The physical problem.— We represent water
molecules by solid bodies, sitting on the nodes of a regu-
lar lattice, consisting of a finite number of point particles
carrying either mass and/or charge, and moving along
the links of the lattice at discrete times. Here, we con-
sider the standard so-called D3Q27 lattice, consisting of
the 26 neighbors of the center node of a cubic cell (6
face centers, 12 edge centers and 8 vertices). In fig. 1
(a) a typical configuration of water molecules on the lat-
tice is shown. The centers of mass (COM) of the water
molecules are fixed at the lattice nodes. The molecules
are free to rotate about their COM under the action of a
torque arising from the intermolecular interaction. Each
molecule interacts with its 26 neighbors and its orien-
tation is characterized by the quaternion technique [9].
In this way, in order to determine the rotation matrix
one needs the time derivative of the components of the
quaternion which are functions of the angular velocity Ω.
The angular velocity evolves in time under the effect of
the torque:
T(x) = −∂q(x)
∑
y
V (q(x), q(y)) (1)
where the angular potential V (q(x), q(y)) is a func-
tion of the orientations q(x) and q(y) of the interacting
molecules located at x and y. In this paper, we shall ex-
plore two specific lattice potentials for the water based on
the TIP3P [10, 11] and the three-dimensional Ben-Naim
(BN3d) [13] potential, their respective geometry being
given in fig. 1 (b) and (c), respectively.
Lattice TIP3P (LTIP3P) model.— In the LTIP3P
model the potential of two neighboring molecules located
at lattice nodes i and j is given by
V (xi,xj) =
1
4pi
3∑
k=1
3∑
l=1
QkQl
|xl − xk| (2)
in which  is the relative permittivity. The indices k
and l refer to the charges of the water molecules associ-
ated with two hydrogens and one oxygen atoms for each
molecule. Both hydrogens carry the same positive charge
(+Q/2) while the oxygen carries a negative charge (−Q).
The Lennard-Jones potential is neglected since the COM
of the water molecules are fixed at the lattice nodes.
We use the standard parameters for TIP3P water model
given in [10]. Besides, the distance between the COM of
a molecule with its nearest neighbor is fixed to 2.77 A◦,
as observed from regular molecular dynamics simulation
of the bulk liquid [12]. In order to determine the full po-
tential of a single molecule we sum over the first shell of
neighboring molecules only (26 molecules).
Lattice BN3d (LBN3d) model.— In the LBN3d
model the potential of two neighboring water molecules
located at lattice nodes i and j (with the tetrahedral
structure carrying two donors and two acceptor) is given
by the BN3d potential [13] as
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FIG. 1. Simulation models. (a): A typical configuration of H2O molecules in the lattice TIP3P model. The dashed lines show
the hydrogen bonds. Here, for the sake of visibility, a small system, N = 4×4×3, is presented. (b): Geometry of two neighbor
H2O molecules in lattice TIP3P model. The molecules are considered as a solid object with two arms with the angle of 104.52
◦
(c): Tetrahedral geometry of two neighbor H2O molecules in lattice BN3d model, a solid object with four arms representing two
donors and two acceptors denoted by the corresponding normals nk, k = 1, 4 (unprimed) and nl, l = 1, 4 (primed), respectively.
V (xi,xj) = W (ρ)e
− 12 (
|xi−xj |−RHB
σR)
2
4∑
k=1
4∑
l=1
HBkl e
− (nˆk·rˆij−1)
2+(nˆl·rˆij+1)2
2σ2
θ . (3)
In Eg. (3) HBkl = ∓1 is a selective matrix, the plus sign
for the repulsive (donor-donor and acceptor-acceptor)
and the minus for the attractive (donor-acceptor) interac-
tions. The density factor W (ρ) is a coupling strength set
to 1, RHB is the selected length of the hydrogen bond, σR
controls the sharpness of the radial interaction and σθ is a
parameter adjusting the the stiffness of directional inter-
actions [14]. The unit vector in the direction of the tetra-
hedral arm k is denoted by nˆk and rˆij = (xi−xj)/|xi−xj |
is the unit vector along the link of the two lattice nodes
i and j. Here, as in the case of LTIP3P, each molecule
interacts with its all neighbors in the first shell.
The kinetic equation for the quaternion moments.—
The equation of motion of the orientational degrees of
freedom is most conveniently cast in quaternion form [9],
namely
∂tqµ + u · ∇qµ = D∆qµ + q˙µ (4)
where µ = 0, 3 is the quaternion index, u is the fluid
velocity, D the translational diffusivity and q˙µ the drive
due to the torque [15]. The above equation describes
the transport of the angular momentum across the fluid,
plus the drive due to the local torque. The local angular
momentum L = I·Ω obeys a Langevin equation of the
form
I· dΩ
dt
= −γI·Ω + T (5)
where I is the inertia tensor of the molecule, γ is an
effective friction, while the torque is given in Eq. (1).
Eqs. (4) and (5) are evolved until the (global) minimum
energy configuration is reached. To this purpose, the to-
tal energy of the system V (t) =
∑
x,y V (q(x; t), q(y; t))
is monitored in time. It has been shown that the decay
of the total energy is associated to the dynamic forma-
tion of hydrogen bonds between the water-like molecules
[13, 15]. Hence, the number of hydrogen bonds per
molecule (HBs) serves as a representative order param-
eter to describe the energy landscape of this classical
many-body system.
The computational method.— The Langevin equa-
tion is solved in the over-damped approximation, to de-
liver Ω = (I−1 ·T)/γ. The quaternion equation is solved
by means of a Lattice Boltzmann technique [16, 17]. In
this formulation, each lattice node hosts a set of discrete
distributions qi,µ, i = 0, n, connecting each lattice site to
its n neighbors (here n = 26). The lattice is chosen with
sufficient symmetry (D3Q27) to support macroscopic ad-
vection and diffusion phenomena [15]. The LB dynamics
reads as follows
qi,µ(x + ci∆t, t+ ∆t) = (1− ω)qi,µ(x, t) + ωqeqi,µ(x, t)
+ q˙i,µ(x, t)∆t (6)
where ω = ∆t/τ is a dimensionless relaxation parameter,
τ being the typical relaxation time due to “particle” col-
lisions and ci is the particle velocity in the direction of
the i-th lattice link. Such collisions drive the distribution
to the following local equilibrium
qeqi,µ = wiqµ(1 + ui) (7)
where qµ =
∑
i qi,µ is the quaternion “density”, wi are
standard lattice weights normalized to unity and ui =
u · ci/c2s, is the projection of the local flow velocity upon
the i-th lattice link, cs ≡ c/
√
3 being the lattice speed of
sound given by c2s =
∑
i wic
2
i . It should be noted that
3since we focus on the bulk water (no hydrodynamics) we
set u to zero. To enhance numerical stability we use the
so-called “fractional time stepping” [18, 19]. The Eq. (6)
then modifies into
qi,µ(x + ci∆t, t+ ∆t) = p[(1− ω)qi,µ(x, t) + ωqeqi,µ(x, t) + q˙i,µ(x, t)∆t] + (1− p)[(1− ω)qi,µ(x + ci∆t, t)
+ ωqeqi,µ(x + ci∆t, t) + q˙i,µ(x + ci∆t, t)∆t], (8)
where p (0 < p < 1) is a parameter fixing the fraction
of the distance traveled in a single sub-step. In our sim-
ulations, p = 1/3 proved adequate to avoid numerical
instabilities.
The LB method as a kinetic over-relaxation scheme.—
It is well known that relaxation methods can be cast
in the form of a diffusive process in fictitious time. Nu-
merical stability of the discretized version imposes the
following diffusive Courant-Friedrichs-Lewy (CFL) con-
straint [20] on the relaxation parameter Cd
Cd ≡ D∆t
∆x2
< 1/d (9)
in d spatial dimensions. The LB scheme is based on a
streaming-relaxation dynamics in the extended kinetic
space, which features some advantageous properties from
the computational point of view. First, since the LB dy-
namics is hyperbolic (first order in both space and time),
the stability constraint comes in advection rather than
diffusion form, namely Ca ≡ c∆t/∆x ≤ 1. In fact, LB
operates strictly at Ca = 1, which means that the time-
step scales linearly with the space resolution ∆x, instead
of quadratically as in a diffusion process [16]. This is
a significant advantage as the size of the system is in-
creased. The stability condition for the relaxation step
reads as ∆t < 2τ . This is independent of the lattice
spacing, because relaxation is fully local. The above
condition is a statement of positivity of the LB mean
free path λ = cs(τ − ∆t/2). Note that while the LB
dynamics recovers diffusive behavior in the limit of low
Knudsen number [16], λ∂xq/q  1 (q is a generic quan-
tity, say any component of the quaternion), it is by no
means restricted to this regime. In the opposite limit,
Kn → ∞, the LB dynamics describes the free-ballistic
regime, which is still a perfectly meaningful dynamics
for the purpose of minimization. Remarkably, it is pre-
cisely in this quasi-ballistic regime, Kn 1, that the LB
dynamics provides its best as a dynamic many-body min-
imizer. This stands in sharp contrast with the standard
use of LB as a hydrodynamic solver in kinetic disguise.
As detailed shortly, in the case of LTIP3P, LB shows op-
timal performance around τ/∆t ∼ 20, which, in lattice
units, corresponds to Cd ∼ 20, an order of magnitude
above the CFL limit!
Numerical Results.— We have run several simula-
tions based on both LTIP3P and LBN3d, with different
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FIG. 2. Energy vs LB timesteps for the case of LTIP3P at
different τ in panel (a) and the corresponding HBs in panel
(b), with N = 103 and γ = 50∆t−1. The figures in the lower
row report the same information as in the upper row, for the
case of LBN3d with N = 63 and γ = 105∆t−1.
parameters. For the sake of validation, the same min-
imization problem has also been solved by an annealed
Metropolis MC method.
LTIP3P simulations.— In fig. 2 (upper row) we
have shown the total potential energy of the system in
units of KJ/mol vs the LB steps in panel (a) and their
corresponding HBs in panel (b) at different τ but with the
same initial random distribution. In the LTIP3P simula-
tions, a hydrogen bond is considered to be formed when
the distance between the donor H and the acceptor O
is below 2.22 A◦. This value represents the position of
the first minimum of the OH radial distribution in our
simulations, signaling a bonded state. Here, the system
size is N = 103 and the damping constant has been set to
γ = 50∆t−1. Looking at the simulation results, it is clear
that in the early time behavior, only the over-relaxation
regime (τ/∆t = 20) can reach the (global) minimum.
The long time behavior of the simulations shows that
different τ finally lead to almost the same minimum, as
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FIG. 3. Energy vs annealing MC sweeps (in blue) and LB
steps (in red) for the LTIP3P (a) and the LBN3d (b). Both
the MC and the LB methods reach the same minimum for
the two potentials. In the case of LTIP3P, the main LB pa-
rameters are N = 103, γ = 50∆t−1 and τ/∆t = 20 and in the
case of LBN3d N = 63, γ = 105∆t−1 and τ/∆t = 1000. The
insets show the very early LB steps/MC sweeps.
well as the same HBs, confirming the consistency of the
model. As it can clearly seen from the figure, our re-
sults indicate faster minimization in the over-relaxation
regime. It can also be seen that the HBs increases with
the decrease of the potential energy of the system, finally
arriving at HBs ≈ 4, as expected [21].
LBN3d simulations.— A proper choice of parame-
ters aiming to obtain the desired number of hydrogen
bonds (HBs ≈ 4) was shown to be σR = 0.28 and
σθ = 0.28 [15]. We should mention that this choice of
parameters results in a highly corrugated potential. In
fig. 2 (lower row), we present the simulation results (en-
ergy in panel (a) and HBs in panel (b)) for a system
size of N = 63 with γ = 105∆t−1, at different τ , and
the same initial random distribution. For the case of
LBN3d we report the energy of the system in a conve-
nient dimensionless LB units, i.e., energy per molecule
divided by |HBkl |. We note that the optimum value of
τ depends on the potential, which explains why the op-
timum τ (τ/∆t = 1000) is different from the case of
LTIP3P. As in the case of LTIP3P, in the early-time evo-
lution only the over-relaxation regime (τ/∆t = 100 and
τ/∆t = 1000) reaches the minimum, supporting faster
minimization in the over-relaxation regime. Here, again
the HBs increases with decreasing potential energy and
reaches up to HBs = 4 [15]. Under all circumstances, it
is seen that the optimum τ is always much larger than 1,
indicating that LB operates best far from the hydrody-
namic regime. We speculate that non-hydrodynamic op-
eration is more efficient because “jumps” are long enough
to avoid trapping in unfavorable minima, and at the same
time, short enough to avoid overlooking the favorable
ones. This is the essence of kinetic over-relaxation: ex-
treme but not too extreme.
Comparison with simulated annealing Monte Carlo.—
In order to validate the model, we have compared our
LB results with simulated annealing MC. In each MC
sweep we randomly rotate the molecules, and if the to-
tal potential energy of the system E is lower than the
previous distribution, the move is accepted. If not, the
move is accepted with probability p ∝ e−βE , where β is
proportional to the inverse of temperature T−1. In the
annealed version, β is progressively increased during the
MC simulation. In the present work, the MC scheme
is characterized by three types of moves: I. global rota-
tions; II. local rotation; III. global refinement. In I each
molecule rotates about a random axis by a random an-
gle, chosen in the range [0◦, 360◦]. In II, we randomly
pick one water molecule and rotate it about a random
axis by a random angle in the range [0◦, 360◦]. III is
similar to I, but the random angles are chosen in a nar-
rower range [0◦, 10◦]. In fig. 3 we compare both cases, the
LTIP3P and the LBN3d, with the simulated annealing
MC discussed above. As it can be seen from the figure,
in both cases LB attains the same minimum as in MC,
which provides a validation of the LB model. Although
our MC scheme can certainly be improved, the computa-
tional performance of the LB minimizer still appears to
be pretty remarkable.
Time to minimum versus system size.— Two im-
portant quality factors of dynamic minimizers are their
robustness towards changes in the initial conditions and
the scaling of the time to solution with the size of the
problem. The LB model is a deterministic minimizer,
hence exposed to a sensitivity to the initial conditions for
the minimization of highly corrugated potentials. How-
ever, this sensitivity can be strongly mitigate by a proper
choice of LB parameters. On the other hand, owing to
its strong locality, it features a remarkable linear scal-
ing with the system size. As a result, the power of the
LB minimizer is probably best displayed for large sys-
tems, a statement which is only accrued by the excellent
amenability of LB scheme to parallel computing [22]. As
it can be seen from fig. 4 (a), the LB model minimizes
water energy based on the LTIP3P at different system
sizes within nearly the same number of LB steps. Since
the computational cost of the LB time-step scales lin-
early with the system size, we conclude that CPU time-
to-minimum is also linear with the system size. This
stands in notable contrast with annealed MC, where the
number of sweeps to reach the global minimum grows
rapidly with the system size [6]. Since each MC sweep
takes about the same CPU time as a LB step, the end
result is that LB becomes increasingly advantageous at
larger system sizes. It should be further noted that even
when LB does not get to the global minimum, due to
a poor choice of the initial condition, it often attains a
close-by local minimum. As a result, one may envisage
a synergistic coupling between LB as a fast quasi-global
minimizer, to be combined with a subsequent MC mini-
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FIG. 4. (a): Potential energy for the water model based on
the LTIP3P versus LB steps with τ/∆t = 20 (over-relaxation
regime) and γ = 50∆t−1 for different system sizes. (b): Po-
tential energy versus (simulated annealing) MC sweeps for two
different system sizes. The insets zoom into final energies.
mization taking the system to its global minimum.
Summary.— Summarizing, from the sheer view-
point of dynamic minimization, the LB dynamics can be
seen as a real-time, extreme over-relaxation dynamics in
kinetic space. While standard use of the LB equation is
in the hydrodynamic regime, where it provides a macro-
scopic solver in“kinetic disguise”, for the purpose of dy-
namic minimization, it is here found and documented,
that LB provides its best when operated in the non-
hydrodynamic regime. This unexpected and welcome re-
sult might open up a new field of applications for “kinetic
over-relaxation”, as a complement/alternative to Monte
Carlo and Langevin-Molecular-Dynamics to a class of lat-
tice potentials.
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