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Abstract
It was shown in a series of recent publications that the eigenvalues of
n×n Toeplitz matrices generated by so-called simple-loop symbols admit
certain regular asymptotic expansions into negative powers of n+ 1. On
the other hand, recently two of the authors considered the pentadiagonal
Toeplitz matrices generated by the symbol g(x) = (2 sin(x/2))4, which
does not satisfy the simple-loop conditions, and derived asymptotic ex-
pansions of a more complicated form. We here use these results to show
that the eigenvalues of the pentadiagonal Toeplitz matrices do not admit
the expected regular asymptotic expansion. This also delivers a counter-
example to a conjecture by Ekstro¨m, Garoni, and Serra-Capizzano and
reveals that the simple-loop condition is essential for the existence of the
regular asymptotic expansion.
MSC 2010: Primary 15B05, Secondary 15A18, 41A60, 65F15.
Keywords: Toeplitz matrix, eigenvalue, spectral asymptotics, asymp-
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1 Main results
This paper is on the eigenvalues of the n × n analog Tn(g) of the symmetric
pentadiagonal Toeplitz matrix
T6(g) =

6 −4 1
−4 6 −4 1
1 −4 6 −4 1
1 −4 6 −4 1
1 −4 6 −4
1 −4 6
 .
These matrices are generated by the Fourier coefficients of the function
g(x) = e−2ix − 4e−ix + 6− 4eix + e2ix
= (2− e−ix − eix)2 = (2− 2 cosx)2 =
(
2 sin
x
2
)4
. (1.1)
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Previous results, and we will say more about them below, raise the expectation
that, given any natural number p, the eigenvalues λn,1 < · · · < λn,n of Tn(g)
admit an asymptotic expansion
λn,j =
p∑
k=0
fk(
jpi
n+1 )
(n+ 1)k
+O
(
1
(n+ 1)p+1
)
as n→∞ (1.2)
with the error term being uniform in 1 ≤ j ≤ n and with continuous functions
f0, . . . , fp : [0, pi] → R. The following theorem, which is the main result of the
present paper, shows that this is surprisingly false for p = 4.
Theorem 1.1. Let g and Tn(g) be as above. There do not exist continuous
functions f0, . . . , f4 : [0, pi]→ R and numbers C > 0, N ∈ N such that∣∣∣∣∣∣λn,j −
4∑
k=0
fk
(
jpi
n+1
)
(n+ 1)k
∣∣∣∣∣∣ ≤ C(n+ 1)5 (1.3)
for every n ≥ N and every j ∈ {1, . . . , n}.
Unfortunately, there is an unlovely complication. We call it the n, n+1, n+2
problem. In (1.2) and (1.3) we used the denominator n+1. This denominator is
very convenient when tackling simple-loop symbols. However, when dealing with
the symbol (1.1), the denominator n+2 is naturally emerging. See Remark 6.6.
Therefore we decided to work mostly with n+ 2 in this paper. We will denote
the coefficient functions by fk if the denominator is n + 1 and by dk in case it
is n+ 2. To avert any confusion, let us state the n+ 2 result we will prove.
Theorem 1.2. Let g and Tn(g) be as above and let p ≥ 0 be an integer.
(a) There exist continuous functions d0, . . . , dp : [0, pi] → R and a number
Dp > 0 such that ∣∣∣∣∣λn,j −
p∑
k=0
dk(
jpi
n+2 )
(n+ 2)k
∣∣∣∣∣ ≤ Dp(n+ 2)p+1 (1.4)
whenever n ≥ 1 and p2 log(n + 2) ≤ j ≤ n. These functions d0, . . . , dp are
uniquely determined.
(b) There is a constant C > 0 such that∣∣∣∣∣∣λn,j −
3∑
k=0
dk
(
jpi
n+2
)
(n+ 2)k
∣∣∣∣∣∣ ≤ C(n+ 2)4 (1.5)
for all n ≥ 1 and all j ∈ {1, . . . , n}.
(c) However, there do not exist numbers C > 0 and N ∈ N such that∣∣∣∣∣∣λn,j −
4∑
k=0
dk
(
jpi
n+2
)
(n+ 2)k
∣∣∣∣∣∣ ≤ C(n+ 2)5 (1.6)
for all n ≥ N and all j ∈ {1, . . . , n}.
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In the final section of the paper we will pass from n+ 2 to n+ 1 and prove
Theorem 1.1.
Part (b) of Theorem 1.2 might suggest that all eigenvalues λn,j are moder-
ately well approximated by the sums
∑3
k=0 dk(
jpi
n+2 )/(n+2)
k. In fact, as we will
show in Remark 7.3, this approximation is extremely bad for the first eigenval-
ues, in the sense that the corresponding relative errors do not converge to zero.
However, as Theorem 1.2(a) shows, asymptotic expansions of the form (1.2) for
p = 2, 3, 4, . . . can be used outside a small neighborhood of the point at which
the symbol has a zero of order greater than 2.
It is well known that λn,j = g(jpi/n) + O(1/n), uniformly in j, implying
that (1.2) and (1.4) hold for p = 0 with f0 = d0 = g. Figure 1 shows the
plot of the symbol g (from 0 to pi) and the eigenvalues of T64(g) as the points
(jpi/65, λ64,j) and (jpi/66, λ64,j) with n + 1 = 65 and n + 2 = 66, respectively.
Notice that the approximation of λn,j by g(jpi/(n + 2)) is not very good for
large values of j. It is seen that the approximation of λn,j by g(jpi/(n + 1)) is
better.
We will compute the functions d1, . . . , d4 of Theorem 1.2. Knowledge of these
functions allows us to illustrate the higher order asymptotics of the eigenvalues
and to depict the expected behavior for p = 0, 1, 2, 3 and the erratic behavior
for p = 4. Put
Ωp+1,n,j := (n+ 2)
p+1
(
λn,j −
p∑
k=0
dk(
jpi
n+2 )
(n+ 2)k
)
.
In Figure 2, we see a perfect matching between Ωp,64,j and dp(jpi/66) for p =
1, 2, 3, 4, except for p = 4 and j = 1, 2. The gap between d4(pi/66) and Ω4,64,1
shows that the asymptotics of λn,1 does not obey the regular rule with the
functions d0, d1, d2, d3, d4.
Of course, the erratic behavior of the first two eigenvalues in subplot (d)
of Figure 2 might be caused by the circumstance that n = 64 is not yet large
enough. Figure 3 reveals that this behavior persists when passing to larger n.
In that figure we see the first piece of the graph of d4 and the points (jpi/(n+
2),Ω4,n,j) for 1 ≤ j ≤ 64 and n = 1024. Now the first three eigenvalues show
distinct irregularity.
Figures 4 and 5 show what happens for p = 5 and for the matrix dimensions
n = 64 and n = 1024.
2 Prehistory
It was the previous papers [6, 9, 2, 5] that were devoted to regular asymptotic
expansions for the eigenvalues of Toeplitz matrices with so-called simple-loop
symbols. We recall that, in a more general context, the starting point is a 2pi-
periodic bounded function g : R→ R with Fourier series g(x) ∼∑∞k=−∞ gˆkeikx.
The n × n Toeplitz matrix generated by g is the matrix Tn(g) = (gˆj−k)nj,k=1.
The function g is referred to as the symbol of the matrix sequence {Tn(g)}∞n=1.
3
0
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16
0
0 pi
16
Figure 1: Above is the plot of g and the points (jpi/65, λ64,j) for 1 ≤ j ≤ 64.
Below we see the plot of g and the points (jpi/66, λ64,j) for 1 ≤ j ≤ 64.
Examples of simple-loop symbols are even 2pi-periodic C∞ functions g : R→ R
satisfying g′(x) > 0 for every x in (0, pi), g′(0) = 0, g′′(0) > 0, g′(pi) = 0,
g′′(pi) < 0. The requirement that g be a real-valued and even function implies
that the matrices Tn(g) are real and symmetric.
In the beginning of Section 7 of [2], we also noted that the mere existence of
such regular asymptotic expansions already helps to approximate the eigenvalues
of large matrices by using the eigenvalues of small matrices and some sort of
extrapolation.
Ekstro¨m, Garoni, and Serra-Capizzano [10] worked out the idea of such
extrapolation in detail. They also emphasized that the symbols of interest in
connection with the discretization of differential equations are of the form
gm(x) = (2− 2 cosx)m =
(
2 sin
x
2
)2m
. (2.1)
4
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(a) d1 and Ω1,64,j
0
pi
−71.6
(b) d2 and Ω2,64,j
0
pi
−128
(c) d3 and Ω3,64,j
0
pi
−144
(d) d4 and Ω4,64,j
Figure 2: In subplot (a), we see the graph of d1 and the values of Ω1,64,j , shown
as the points (jpi/66,Ω1,64,j). On subplot (b), we see d2 and Ω2,64,j , etc.
In the simplest case m = 1, the matrices Tn(g1) are the n × n analogs of the
tridiagonal Toeplitz matrix
T4(g1) =

2 −1
−1 2 −1
−1 2 −1
−1 2
 .
The eigenvalues of these matrices are known exactly,
λn,j = 2− 2 cos jpi
n+ 1
=
(
2 sin
jpi
2n+ 2
)2
,
and hence they obey the regular asymptotics (1.2) with f0 = g and fk = 0
for k ≥ 1. A crucial observation of [10] is that the symbols gm are no longer
5
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Figure 3: The graph of d4 and the points (jpi/1026,Ω4,1024,j) for j = 1, . . . , 64.
simple-loop symbols for m ≥ 2 , because then the second derivative at 0 van-
ishes. Our concrete symbol (1.1) is just g2 and hence not a simple-loop symbol.
Ekstro¨m, Garoni, and Serra-Capizzano nevertheless conjectured that the regu-
lar asymptotic expansions stay true for smooth even real-valued symbols that
are monotone on [0, pi] and that may have a minimum or a maximum of higher-
order. They verified this conjecture numerically for some examples and for small
values of p. This conjecture has attracted a lot of attention.
Independently and at the same time, two of us [1] considered just the sym-
bol (1.1) and derived exact equations and asymptotic expansions for the eigen-
values of Tn(g). Later, when paper [10] came to our attention, we realized to our
surprise that the results of [1] imply that for g(x) = (2 sin(x/2))4 the eigenval-
ues do not admit a regular asymptotic expansion of the form (1.2) with p = 4.
This is what Theorem 1.1 says and this is a counter-example to the conjecture
by Ekstro¨m, Garoni, and Serra-Capizzano.
The rest of the paper is organized as follows. In Sections 3 and 4 we provide
some general facts about regular asymptotic expansions. In Section 5, using
formulas and ideas from [1], we show that an analog of (1.3) is true for the
eigenvalues that are not too close to the minimum of the symbol, namely, for
2 log(n + 2) ≤ j ≤ n, and provide recipes to compute the corresponding coeffi-
cients. On the other hand, in Section 6 we deduce an asymptotic formula for
the first eigenvalue. In Section 8 we prove that the asymptotics from Sections 5
and 6 cannot be joined.
3 Regular expansions of the eigenvalues
In this and the following sections, we work in abstract settings and use the
denominator n + s, where s is an arbitrary positive constant (“shift”). This
allows us to unify the situations with n + 1 and n + 2 and to simplify the
6
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Figure 4: The graph of d5 and the points (jpi/66,Ω5,64,j).
subsequent references in the last sections of the paper.
We first introduce some notation and recall some facts. Given a 2pi-periodic
bounded real-valued function g on the real line, we denote by λn,1, . . . , λn,n
the eigenvalues of the corresponding Toeplitz matrices Tn(g), ordered in the
ascending order: λn,1 ≤ · · · ≤ λn,n. Using the first Szego˝ limit theorem and
criteria for weak convergence of probability measures, we proved in [4, 3] that if
the essential range of g is a segment of the real line, then λn,j can be uniformly
approximated by the values of the quantile function Q (associated to g) at the
points j/(n+ s):
max
1≤j≤n
∣∣∣∣λn,j −Q( jn+ s
)∣∣∣∣ = o(1) as n→∞. (3.1)
If g is continuous, even, and strictly increasing on [0, pi], then Q(x) is just g(pix).
Denote by un,j the points of the uniform mesh jpi/(n+ s), j ∈ {1, . . . , n}. Then
(3.1) can be rewritten in the form
max
1≤j≤n
|λn,j − g(un,j)| = o(1) as n→∞. (3.2)
Trench proved [14] that for this class of symbols the eigenvalues are all distinct:
g(0) < λn,1 < · · · < λn,n < g(pi).
Thus, there exist real numbers ϕn,1, . . . , ϕn,n such that
0 < ϕn,1 < . . . < ϕn,n < pi
and λn,j = g(ϕn,j). Taking into account (3.2), we can try to use un,j as an
initial approximation for ϕn,j . This approximation can be very inaccurate, but
it is better than nothing.
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Figure 5: The first piece of the graph of d5 (green) and the points
(jpi/1026,Ω5,1024,j) for j = 1, . . . , 64. The plot of d5 cannot be distinguished
from the abscissa axis.
Now let J be an arbitrary set of integer pairs (n, j) such that 1 ≤ j ≤ n
for every (n, j) in J . Suppose that for each (n, j) in J the number ϕn,j is the
unique solution of an equation
x = un,j +
η(x)
n+ s
+ ρn,j(x), (3.3)
where η is an infinitely smooth real-valued function on [0, pi] and {ρn,j}(n,j)∈J
is a family of infinitely smooth real-valued function on [0, pi] such that
sup
0≤x≤pi
sup
j:(n,j)∈J
|ρn,j(x)| = O
(
1
(n+ s)p
)
(3.4)
for some p in N.
In the simple-loop case, the function ρn did not depend on j, and J was of
the form {(n, j) : n ≥ N, 1 ≤ j ≤ n} for some N .
Let us show how to derive asymptotic expansions of ϕn,j and λn,j from
equation (3.3).
Proposition 3.1. Let η be an infinitely smooth real-valued function on [0, pi],
and {ρn,j}(n,j)∈J be a family of real-valued functions on [0, pi] satisfying (3.4)
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for some natural number p. Suppose that for all (n, j) in J equation (3.3)
has a unique solution ϕn,j. Then there exists a sequence of real-valued infinitely
smooth functions c0, c1, c2, . . . defined on [0, pi] such that there is a number rp > 0
ensuring that, for all (n, j) in J ,∣∣∣∣∣ϕn,j −
p∑
k=0
ck(un,j)
(n+ s)k
∣∣∣∣∣ ≤ rp(n+ s)p+1 . (3.5)
Furthermore, if g is an infinitely smooth 2pi-periodic real-valued even function
on R, strictly increasing on [0, pi], then there exists a sequence of real-valued
infinitely smooth functions d0, d1, c2, . . . defined on [0, pi] such that the numbers
λn,j := g(ϕn,j) can be approximated as follows: there exists an Rp such that,
for all (n, j) in J , ∣∣∣∣∣λn,j −
p∑
k=0
dk(un,j)
(n+ s)k
∣∣∣∣∣ ≤ Rp(n+ s)p+1 . (3.6)
Proof. This proposition was essentially proved in [2, 5], with a slightly different
notation and reasoning, including a justification of the fixed-point method. Here
we propose a simpler proof. Our goal is to show that (3.5) and (3.6) are direct
and trivial consequences of the main equation (3.3).
In order to simplify notation, we denote by O(1/(n + s)p) any expression
that may depend on n and j but can be estimated from above by C/(n+ s)p
with C independent of n or j. Then (3.3) implies that
ϕn,j = un,j +O
(
1
n+ s
)
.
Substitute this expression into (3.3) and expand η by Taylor’s formula around
the point un,j :
ϕn,j = un,j +
η
(
un,j +O
(
1
n+s
))
n+ s
+O
(
1
(n+ s)2
)
= un,j +
η(un,j)
n+ s
+O
(
1
(n+ s)2
)
.
Substituting the last expression into (3.3) and expanding η by Taylor formula
around un,j we get
ϕn,j = un,j +
η
(
un,j +
η(un,j)
n+s +O
(
1
(n+s)2
))
n+ s
+O
(
1
(n+ s)3
)
= un,j +
η(un,j)
n+ s
+
η(un,j)η
′(un,j)
(n+ s)2
+O
(
1
(n+ s)3
)
.
This “Mu¨nchhausen trick” can be applied again and again (we refer to the story
when Baron von Mu¨nchhausen saved himself from being drowned in a swamp
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by pulling on his own hair), yielding an asymptotic expansion of the form (3.5)
of any desired order p.
The first of the functions ck are
c0(x) = x, c1(x) = η(x), c2(x) = η(x)η
′(x),
c3 = η(η
′)2 +
1
2
η2η′′, c4 = η(η′)3 +
3
2
η2η′η′′ +
1
6
η3η′′′.
c5 = η(η
′)4 + 3η2(η′2)η′′ +
1
2
η3(η′′)2 +
2
3
η3η′η′′′ +
1
24
η4η(4).
(3.7)
By induction on p it is straightforward to show that ck is a uniquely determined
polynomial in η, η′, . . . , η(k−1) also for k ≥ 6.
Once we have the asymptotic formulas for ϕn,j , we can use the formula
λn,j = g(ϕn,j) and expand the function g by Taylor’s formula around the point
un,j to get
λn,j = g
(
un,j +
p∑
k=1
ck(un,j)
(n+ s)k
+O
(
1
(n+ s)p+1
))
=
p∑
m=0
g(m)(un,j)
m!
(
p∑
k=1
ck(un,j)
(n+ s)k
+O
(
1
(n+ s)p+1
))m
+O(ϕn,j − un,j)p+1.
Expanding the powers, regrouping the summands, and writing ϕn,j − un,j as
O(1/(n+ s)), we obtain a regular asymptotic formula for λn,j :
λn,j =
p∑
k=0
dk(un,j)
(n+ s)k
+O
(
1
(n+ s)p+1
)
. (3.8)
The first of the functions d0, d1, d2, . . . can be computed by the formulas
d0 = g, d1 = g
′c1, d2 = g′c2 +
1
2
g′′c21, d3 = g
′c3 + g′′c1c2 +
1
6
g′′′c31,
d4 = g
′c4 + g′′
(
c1c3 +
1
2
c22
)
+
1
2
g′′′c21c2 +
1
24
g(4)c41,
d5 = g
′c5 + g′′(c2c3 + c1c4) +
1
2
g′′′(c21c3 + c1c
2
2)
+
1
6
g(4)c31c2 +
1
120
g(5)c51.
(3.9)
It can again be proved by induction on p that the functions c0, c1, c2, . . . are
polynomials in η, η′, η′′, . . . and that the functions d0, d1, d2, . . . are polynomials
in c0, c1, c2, . . . and g, g
′, g′′, . . .. As a consequence, all the functions ck and dk
are infinitely smooth.
Remark 3.2. The expressions (3.7) and (3.9) can be easily derived with various
computer algebra systems. For example, in SageMath we used the following
commands (the expression 1/n is denoted by h):
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var(’u, h, c1, c2, c3, c4, c5’); (eta, g) = function(’eta, g’)
phiexpansion1 = u + h * eta(u)
phiexpansion2 = u + h * taylor(eta(phiexpansion1), h, 0, 2)
phiexpansion3 = u + h * taylor(eta(phiexpansion2), h, 0, 3)
phiexpansion4 = u + h * taylor(eta(phiexpansion3), h, 0, 4)
phiexpansion5 = u + h * taylor(eta(phiexpansion4), h, 0, 5)
print(phiexpansion5.coefficients(h))
phiformal5 = u + c1*h + c2*h^2 + c3*h^3 + c4*h^4 + c5*h^5
lambdaexpansion5 = taylor(g(phiformal5), h, 0, 5)
print(lambdaexpansion5.coefficients(h))
We also performed similar computations in Wolfram Mathematica, starting with
phiexpansion0 = u + O[h]
phiexpansion1 = Series[u + h * eta[phiexpansion0], {h, 0, 1}]
Remark 3.3. If the functions d0, d1, . . . are infinitely smooth, then one can
transform an asymptotic expansion into negative powers of n+s1 into an asymp-
totic expansion in negative powers of n+ s2. For example, suppose we have
λn,j =
p∑
k=0
dk(un,j)
(n+ 2)k
+O
(
1
(n+ 2)p+1
)
,
and we want
λn,j =
p∑
k=0
fk(un,j)
(n+ 1)k
+O
(
1
(n+ 1)p+1
)
.
For k = 0, 1, we have
dk
(
jpi
n+ 2
)
= dk
 jpi
(n+ 1)
(
1 + 1n+1
)

= dk
(
jpi
n+ 1
− jpi
(n+ 1)2
+O
(
1
(n+ 1)3
))
= dk
(
jpi
n+ 1
)
− d′k
(
jpi
n+ 1
)
jpi
n+ 1
1
n+ 1
+O
(
1
(n+ 1)4
)
,
and thus
d0
(
jpi
n+ 2
)
+ d1
(
jpi
n+ 2
)
1
n+ 2
+O
(
1
(n+ 2)2
)
= d0
(
jpi
n+ 1
)
− d′0
(
jpi
n+ 1
)
jpi
n+ 1
1
n+ 1
+ d1
(
jpi
n+ 1
)
1
n+ 1
+O
(
1
(n+ 1)2
)
,
resulting in the equalities f0(x) = d0(x) and f1(x) = d1(x)− xd′0(x).
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Remark 3.4. The hard part of the work in [2, 5] was to derive equation (3.3)
and an explicit formula for η, to verify that η is sufficiently smooth, to establish
upper bounds for the functions ρn, and to prove that (3.3) has a unique solution
for every n large enough and for every j. Moreover, all this work was done
under the assumption that g has some sort of smoothness of a finite order. In
Proposition 3.1 we just require all these properties.
4 Uniqueness of the regular asymptotic expan-
sion
As in the previous section, we fix some s > 0.
If there exists an asymptotic expansion of the form (3.8), then the functions
d0, d1, d2, . . . are uniquely determined. Let us state and prove this fact formally.
Instead of requiring (3.8) for all n and j, we assume it holds for a set of pairs
(n, j) such that the quotients un,j := jpi/(n+s) “asymptotically fill” [0, pi]. Here
is the corresponding technical definition.
Definition 4.1. Let J be a subset of N2. We say that J asymptotically fills
[0, pi] by quotients if for every x in [0, pi], every N in N, and every δ > 0 there is
a pair of numbers (n, j) in J such that n ≥ N , 1 ≤ j ≤ n, and |un,j − x| ≤ δ.
It is easy to see that J asymptotically fills [0, pi] by quotients if and only if
the set {un,j : (n, j) ∈ J} is dense in [0, pi].
Proposition 4.2. Let p ≥ 0 be an integer, let d0, d1, . . . , dp and d˜0, d˜1, . . . , d˜p
be continuous functions on [0, pi], let C > 0, and let J be a subset of N2 such
that J asymptotically fills [0, pi] by quotients. Suppose that for every pair (n, j)
in J the inequalities∣∣∣∣∣λn,j −
p∑
k=0
dk(un,j)
(n+ s)k
∣∣∣∣∣ ≤ C(n+ s)p+1 ,
∣∣∣∣∣λn,j −
p∑
k=0
d˜k(un,j)
(n+ s)k
∣∣∣∣∣ ≤ C(n+ s)p+1
hold. Then dk(x) = d˜k(x) for every k ∈ {0, . . . , p} and every x ∈ [0, pi].
Proof. Denote the function dp− d˜p by hp. It is clear that h0 = 0. Proceeding by
mathematical induction on p, we assume that hk is the zero constant for every
k with k < p, and we have to show that hp is the zero constant.
Let x ∈ [0, pi] and ε > 0. Using the continuity of hp at the point x, choose
δ > 0 such that |y − x| ≤ δ implies |hp(y) − hp(x)| ≤ ε/2. Take N such that
2C/(N + s) ≤ ε/2. After that, pick n and j such that (n, j) ∈ J , n ≥ N , and
|un,j − x| ≤ δ. Then ∣∣∣∣∣dp(un,j)(n+ s)p − d˜p(un,j)(n+ s)p
∣∣∣∣∣ ≤ 2C(n+ s)p+1 ,
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which implies
|hp(un,j)| ≤ 2C
n+ s
≤ 2C
N + s
≤ ε
2
.
Finally,
|hp(x)| ≤ |hp(x)− hp(un,j)|+ |hp(un,j)| ≤ ε
2
+
ε
2
= ε.
As ε > 0 can be chosen arbitrarily, it follows that hp is identically zero.
5 An example with a minimum of the fourth
order
We now consider the pentadiagonal Toeplitz matrices generated by the trigono-
metric polynomial
g(x) =
(
2 sin
x
2
)4
. (5.1)
The function g takes real values, is even, and strictly increases on [0, pi]. Nev-
ertheless, g does not belong to simple-loop class, because g has a minimum of
the fourth order: g(0) = g′(0) = g′′(0) = g′′′(0) = 0, g(4)(0) > 0.
The purpose of this section is to recall some results of [1] and to derive some
new corollaries. We begin by introducing some auxiliary functions:
β(x) := 2 arcsinh
(
sin
x
2
)
= 2 ln
(
sin
x
2
+
√
1 +
(
sin
x
2
)2)
,
f(x) := β′(x) =
cos x2
1 +
(
sin x2
)2 ,
ηoddn (x) := 2 arctan
(
1
f(x)
coth
(n+ 2)β(x)
2
)
,
ηevenn (x) := 2 arctan
(
1
f(x)
tanh
(n+ 2)β(x)
2
)
,
ηn,j(x) :=
{
ηoddn (x), if j is odd,
ηevenn (x), if j is even.
As previously, we denote by ϕn,j the points in (0, pi) such that λn,j = g(ϕn,j).
In this example, we let un,j stand for jpi/(n+ 2).
In [1, Theorems 2.1 and 2.3], two of us used Elouafi’s formulas [11] for the
determinants of Toeplitz matrices and derived exact equations for the eigenval-
ues of Tn(g). Namely, it was proved that there exists an N0 such that if n ≥ N0
and j ∈ {1, . . . , n}, then ϕn,j is the unique solution in the interval (un,j , un,j+1)
of the equation
x = un,j +
ηn,j(x)
n+ 2
. (5.2)
The corresponding equation in [1] is written in a slightly different (but equiva-
lent) form, without joining the cases of odd and even values of j.
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Equation (5.2) is hard to derive but easy to verify numerically. We computed
the eigenvalues by general numerical methods in Wolfram Mathematica, using
high-precision arithmetic with 100 decimal digits after the floating point, and
obtained coincidence in (5.2) up to 99 decimal digits for each n from 10 to 100
and for each j from 1 to n.
Equation (5.2) is more complicated than (3.3), in the sense that now instead
of one function η we have a family of functions, depending on n and on the
parity of j.
Notice that if x is not too close to zero and n is large enough, then β(x) is not
too close to zero, the product n+22 β(x) is large and the expressions tanh
(n+2)β(x)
2
and coth (n+2)β(x)2 are very close to 1. Denote by η the function obtained from
ηoddn and η
even
n by neglecting these expressions, that is,
η(x) := 2 arctan
(
1
f(x)
)
, (5.3)
and put
ρn,j(x) :=
ηn,j(x)− η(x)
n+ 2
.
Then the main equation (5.2) takes the form (3.3) with s = 2:
x = un,j +
η(x)
n+ 2
+ ρn,j(x). (5.4)
So, for each (n, j) in J0 the number ϕn,j is the unique solution of (5.4) in the
interval (un,j , un,j+1).
Figure 6 shows that the functions ηodd64 , η
even
64 , and η almost coincide outside
a small neighborhood of zero.
The following lemma provides us with upper estimates for ρn,j(x).
Lemma 5.1. Let n, j ∈ N. If 1 ≤ j ≤ n/2, then
sup
un,j≤x≤un,j+1
|ρn,j(x)| ≤ 6e
−2j
n+ 2
. (5.5)
If n/2 ≤ j ≤ n, then
sup
un,j≤x≤un,j+1
|ρn,j(x)| ≤ 6e−(n+2)pi/2. (5.6)
Proof. First suppose that 1 ≤ j ≤ n/2 and un,j ≤ x ≤ un,j+1. Then
jpi
n+ 2
≤ x ≤ (j + 1)pi
n+ 2
≤ pi
2
.
It is readily verified that β(x) ≥ 2x/pi for every x in [0, pi/2]. Consequently,
(n+ 2)β(x)
2
≥ j.
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0
pi
pi
2
pi
Figure 6: Plots of ηodd64 (green), η
even
64 (blue), and η (black)
It is also easy to see that 0 ≤ 1− tanh(y) ≤ 2e−2y and 0 ≤ coth(y)− 1 ≤ 3e−2y
for y ≥ 1, f(x) > 1/2 for x in [0, pi/2], and that arctan is Lipschitz continuous
with coefficient 1. Thus
|ηn,j(x)− η(x)| ≤ 6e−2j ,
which yields (5.5).
Now consider the case n/2 ≤ j ≤ n. Here we use the estimates β(x) ≥ x/2
and f(x) > 1/(n+ 2) to obtain
(n+ 2)β(x)
2
≥ (n+ 2)pi
4
,
|ηn,j(x)− η(x)| ≤ 6(n+ 2)e−(n+2)pi/2,
which results in (5.6).
The next proposition is similar to Theorem 2.3 from [1], but here we join
the cases of odd and even values of j and get rid of the additional requirement
that n ≥ N0. We use essentially the same arguments to prove the existence of
the solution, but a simpler argument to prove the uniqueness.
Proposition 5.2. For all n ≥ 1 and all j ∈ {1, . . . , n}, the number ϕn,j is the
unique solution of the equation (5.2) on the interval (un,j , un,j+1).
Proof. Let n ≥ 1. For each j ∈ {1, . . . , n}, the main equation can be written in
the form
(n+ 2)x− ηn,j(x) = jpi. (5.7)
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By Theorem 2.1 from [1], if x belongs to (0, pi) and satisfies (5.7) for some integer
j, then the number g(x) is an eigenvalue of Tn(g).
Notice that f(x) > 0 and β(x) > 0 for every x ∈ (0, pi). Using the definitions
of tanh, coth, and arctan, we conclude that 0 < ηn,j(x) < pi for each x ∈ (0, pi);
see also Figure 6. Denote the left-hand side of (5.7) by Fn,j(x). Then
Fn,j(un,j) = jpi − ηn,j(un,j) < jpi,
Fn,j(un,j+1) = (j + 1)pi − ηn,j(un,j+1) > jpi.
Hence, by the intermediate value theorem, equation (5.7) has at least one solu-
tion in the interval (un,j , un,j+1). At this moment we do not know whether this
solution is unique. So let us, for each j, denote by ψn,j one of the solutions of
(5.7) on (un,j , un,j+1).
Contrary to what we want, assume that for some j ∈ {1, . . . , n} equation
(5.7) has another solution x belonging to (un,j , un,j+1). The n + 1 numbers
ψn,1, . . . , ψn,n, x are different. Since g is strictly increasing on [0, pi], the corre-
sponding eigenvalues g(ψn,1), . . . , g(ψn,n), g(x) are different, too. This contra-
dicts the fact that the matrix Tn(g) has only n eigenvalues.
We conclude that for each j equation (5.7) has only one solution ψn,j in
(un,j , un,j+1). The numbers ψn,j satisfy ψn,1 < . . . < ψn,n, and their images
under g are eigenvalues of Tn(g), so g(ψn,j) = λn,j and ψn,j = ϕn,j for all j.
The next proposition gives asymptotic formulas for the eigenvalues λn,j pro-
vided j is “not too small”. It mimics Theorem 2.6 from [1], the novelty being
that we here join the cases of odd and even values of j and state the result for
an arbitrary order p.
Proposition 5.3. For every p ∈ N, the functions ρn,j admit the asymptotic
upper estimate
max
(p/2) log(n+2)≤j≤n
sup
x∈[un,j ,un,j+1]
|ρn,j(x)| = O
(
1
np+1
)
. (5.8)
Moreover, for every p ∈ N, every n ∈ N, and every j satisfying
p
2
log(n+ 2) ≤ j ≤ n, (5.9)
the numbers ϕn,j and λn,j have asymptotic expansions of the form
ϕn,j =
p∑
k=0
ck(un,j)
(n+ 2)k
+O
(
1
(n+ 2)p+1
)
, (5.10)
λn,j =
p∑
k=0
dk(un,j)
(n+ 2)k
+O
(
1
(n+ 2)p+1
)
, (5.11)
where the upper estimates of the residue terms are uniform in j, the functions
ck and dk are infinitely smooth and can be expressed in terms of η and g by the
formulas shown in the proof of Proposition 3.1.
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Proof. We have to verify the upper bound (5.8). The other statements then
follow from Proposition 3.1. Let p, n ∈ N and j satisfy (5.9). If j ≤ n/2, then
(5.5) gives
6e−2j
n+ 2
≤ 6e
−p log(n+2)
n+ 2
=
6
(n+ 2)p+1
,
while if j > n/2, we obtain from (5.6) that
e−(n+2)pi/2 = O
(
1
np+1
)
.
Joining these two cases we arrive at (5.8).
In Proposition 3.1 we expressed the first of the coefficients ck and dk in terms
of the first derivatives of g and η. Here are explicit formulas for g′, . . . , g(5):
g′(x) = 23 cos
x
2
(
sin
x
2
)3
, g′′(x) = 16(1 + 2 cos(x))
(
sin
x
2
)2
,
g′′′(x) = −8 sin(x) + 16 sin(2x), g(4)(x) = −8 cos(x) + 32 cos(2x),
g(5)(x) = 8 sin(x)− 64 sin(2x).
(5.12)
For η′, . . . , η(4) we have
η′(x) =
sin x2(
1 +
(
sin x2
)2)1/2 , η′′(x) =
√
2 cos x2
(3− cos(x))3/2
,
η′′′(x) = − 5 sin
x
2 + sin
3x
2√
2(3− cos(x))5/2 , η
(4)(x) =
−4 cos x2 + 19 cos 3x2 + cos 5x2
2
√
2(3− cos(x))7/2 .
(5.13)
Numerical test 5.4. If order to test (5.11) numerically for p = 4, we computed
g′, . . . , g(4) by (5.12), η, η′, . . . , η(3) by (5.3) and (5.13), c0, c1, . . . , c4 by (3.7)
and d0, d1, . . . , d4 by (3.9). The exact eigenvalues were computed by simple
iteration in equation (5.4) and independently by general eigenvalue algorithms
(for n ≤ 1024). All computations were made in high-precision arithmetic with
100 decimal digits after the floating point, in SageMath and independently in
Wolfram Mathematica. Denote by En,4 the maximal error in (5.11), with p = 4:
En,4 := max
2 log(n+2)≤j≤n
∣∣∣∣∣λn,j −
4∑
k=0
dk(un,j)
(n+ 2)k
∣∣∣∣∣ .
The following table shows En,4 and (n+ 2)
5En,4 for various values of n.
n = 64 n = 256 n = 1024 n = 4096 n = 16384
En,4 2.4 · 10−7 3.1 · 10−10 3.2 · 10−13 3.2 · 10−16 3.1 · 10−19
(n+ 2)5En,4 306.72 354.87 366.61 369.52 370.25
We see that the numbers En,4 really behave like O(1/(n+ 2)
5).
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6 An asymptotic formula for the first eigenval-
ues in the example
In this section we study the asymptotic behavior of λn,j as n tends to ∞,
considering j as a fixed parameter.
Using the definition of arctan and the formula for tan(x + jpi/2), we can
rewrite equation (5.2) in the equivalent form
f(x)(−1)
j+1
tanh
(n+ 2)β(x)
2
= (−1)j tan (n+ 2)x
2
. (6.1)
The first factor on the left-hand side of (6.1) is just f(x) for odd values of j and
1/f(x) for even values of j. We know that
jpi
n+ 2
≤ ϕn,j ≤ (j + 1)pi
n+ 2
,
and it is natural to expect that the product (n+ 2)ϕn,j has a finite limit αj as
n tends to infinity and j is fixed. Assuming this and taking into account that
f(x)→ 1, β(x) ∼ x, as x→ 0,
we can pass to the limit in (6.1) to obtain a simple transcendental equation for
αj . This is an informal motivation of the following formal reasoning.
For each j in N, denote by αj the unique real number that belongs to the
interval (jpi, (j + 1)pi) and satisfies
tanh
αj
2
= (−1)j tan αj
2
. (6.2)
Figure 7 shows both sides of (6.2) for j = 1, 2, 3.
0
pi 2pi 3pi 4piα1 α2 α3
1
Figure 7: The left-hand side (black) and the right-hand side (blue) of (6.2), for
j = 1 on (pi, 2pi), for j = 2 on (2pi, 3pi) and for j = 3 on (3pi, 4pi).
For each j, the transcendental equation (6.2) is easy to solve by numerical
methods. Approximately,
α1 ≈ 4.73004, α2 ≈ 7.85320, α3 ≈ 10.99561.
It follows from (6.2) that αj >
(2j+1)pi
2 if j is odd and αj <
(2j+1)pi
2 if j is even.
In particular,
α1 >
3pi
2
, α2 <
5pi
2
, α3 >
7pi
2
.
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We remark that differences between αj and (2j + 1)pi/2 are extremely small:
α1 − 3pi
2
≈ 1.8 · 10−2, α2 − 5pi
2
≈ −7.8 · 10−4, α3 − 7pi
2
≈ 3.3 · 10−5.
Contrary to the general agreement of this paper, the upper estimates of the
residual terms in the following proposition are not uniform in j. Thus we use
the notation Oj instead of O.
Proposition 6.1. Let g be the function defined by (5.1) and define ϕn,j ∈
(0, pi) by λn,j = g(ϕn,j). Then for each fixed j in N, ϕn,j and λn,j satisfy the
asymptotic formulas
ϕn,j =
αj
n+ 2
+Oj
(
1
(n+ 2)3
)
, (6.3)
λn,j =
(
αj
n+ 2
)4
+Oj
(
1
(n+ 2)6
)
. (6.4)
Proof. Fix j in N. We are going to treat (6.1) by asymptotic methods, as n
tends to infinity. Put
δn,j := (n+ 2)ϕn,j − αj ,
i.e., represent the product (n+ 2)ϕn,j in the form
(n+ 2)ϕn,j = αj + δn,j .
It is easy to verify that, as x→ 0,
f(x) = 1 +O(x2), β(x) = x+O(x3).
Moreover, we know that jpin+2 ≤ ϕn,j ≤ (j+1)pin+2 and thus ϕn,j = Oj(1/(n + 2)).
Therefore
f(ϕn,j) = 1 +Oj
(
1
(n+ 2)2
)
,
1
f(ϕn,j)
= 1 +Oj
(
1
(n+ 2)2
)
,
(n+ 2)
2
β(ϕn,j) =
αj + δn,j
2
+Oj
(
1
(n+ 2)2
)
,
tanh
(n+ 2)
2
β(ϕn,j) = tanh
αj + δn,j
2
+Oj
(
1
(n+ 2)2
)
.
By the mean value theorem, there exist some numbers ξ1,n,j and ξ2,n,j between
αj/2 and (αj + δn,j)/2 such that
tanh
αj + δn,j
2
− tanh αj
2
= tanh′(ξ1,n,j)
δn,j
2
and
tan
αj + δn,j
2
− tan αj
2
= tan′(ξ2,n,j)
δn,j
2
.
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After replacing x by ϕn,j , equation (6.1) takes the form
tanh
αj
2
+ tanh′(ξ1,n,j)
δn,j
2
+Oj
(
1
(n+ 2)2
)
= (−1)j
(
tan
αj
2
+ tan′(ξ2,n,j)
δn,j
2
+Oj
(
1
(n+ 2)2
))
.
Using the definition of αj , this can be simplified to(
tan′(ξ2,n,j) + (−1)j−1 tanh′(ξ1,n,j)
)
δn,j = Oj
(
1
(n+ 2)2
)
.
The coefficient before δn,j is strictly positive and bounded away from zero.
Indeed, for all x from the considered domain (jpi/2, (j+1)pi/2) we have tan′(x) >
1 and
tanh′(x) =
1
1 + x2
<
1
1 + pi
2
4
<
1
2
,
thus
tan′(ξ2,n,j) + (−1)j−1 tanh′(ξ1,n,j) > 1
2
.
Therefore δn,j = Oj(1/(n + 2)
2), which is equivalent to (6.3). The function g
has the following asymptotic expansion near the point 0:
g(x) = x4 +O(x6). (6.5)
Using the formula λn,j = g(ϕn,j) and combining (6.3) with (6.5), we arrive at
(6.4).
Numerical test 6.2. Denote by εn,j the absolute value of the residue in (6.4):
εn,j :=
∣∣∣∣∣λn,j −
(
αj
n+ 2
)4∣∣∣∣∣ .
Similarly to Numerical test 5.4, the exact eigenvalues λn,j and the coefficients
αj are computed in high-precision arithmetic with 100 decimal digits after the
floating point. The next table shows εn,j and (n + 2)
6εn,j corresponding to
j = 1, 2 and to various values of n.
n = 64 n = 256 n = 1024 n = 4096 n = 16384
εn,1 6.3 · 10−9 1.8 · 10−11 4.5 · 10−16 1.1 · 10−19 2.7 · 10−23
(n+ 2)6εn,1 523.37 524.39 524.46 524.46 524.46
εn,2 1.1 · 10−7 3.1 · 10−11 7.9 · 10−15 2.0 · 10−18 4.9 · 10−22
(n+ 2)6εn,2 9315.7 9266.9 9263.7 9263.5 9263.4
Moreover, numerical experiments show that
max
1≤n≤100000
((n+ 2)6εn,1) < 524.47.
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Remark 6.3. Notice that formula (2.7) from [1] does not have the form (6.3)
because the numerator u1,j in this formula depends on n in a complicated man-
ner.
Remark 6.4. Proposition 6.1 has trivial corollaries about the norm of the
inverse matrix and the condition number:
‖T−1n (g)‖2 ∼
(
n+ 2
α1
)4
, cond2(Tn(g)) ∼ 16
(
n+ 2
α1
)4
, as n→∞.
Remark 6.5. Proposition 6.1 is not terribly new. Parter [12, 13] showed that
if gm is given by (2.1), then
λn,j =
γj(m)
(n+ 2)2m
+ o
(
1
(n+ 2)2m
)
as n→∞ (6.6)
with some constant γj(m) for each fixed j. Our proposition identifies γ1(2) as
α41 and improves the o(1/(n + 2)
4) to O(1/(n + 2)6). Parter also had explicit
formulas for γj(2) in terms of the solutions of certain transcendental equations.
Widom [15, 16] derived results like (6.6) by replacing matrices by integral oper-
ators with piecewise constant kernels and subsequently proving the convergence
of the appropriately scaled integral operators. Widom’s approach delivered the
constants γj(m) as the reciprocals of the eigenvalues of certain integral opera-
tors. More about these pioneering works can be found in [7, pp. 256–259] and
in [8]. The proof of Proposition 6.1 given above is different from the ones by
Parter and Widom.
Remark 6.6. If we pass to the denominator n + 1 in formula (6.4), then it
becomes more complicated:
λn,j =
α4j
(n+ 1)4
− 4α
4
j
(n+ 1)5
+Oj
(
1
(n+ 2)6
)
.
This reveals that the denominator n+ 2 is objectively better when studying the
asymptotic behavior of the first eigenvalues in the example (1.1).
7 The regular four term asymptotic expansion
for the example
Lemma 7.1. Let g(x) =
(
2 sin x2
)4
and let d0, . . . , d4 be the same functions as
in Proposition 5.3. Then, as n→∞, we have the asymptotic expansions
3∑
k=0
dk
(
jpi
n+2
)
(n+ 2)k
=
(jpi + η(0))4 − η(0)4
(n+ 2)4
+O
(
j4
(n+ 2)5
)
, (7.1)
4∑
k=0
dk
(
jpi
n+2
)
(n+ 2)k
=
(
jpi + η(0)
n+ 2
)4
+O
(
j4
(n+ 2)5
)
, (7.2)
uniformly in j.
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Proof. By (5.12), the function g and its derivatives admit the following asymp-
totic expansions near the point 0:
g(x) = x4 +O(x6), g′(x) = 4x3 +O(x5), g′′(x) = 12x2 +O(x4),
g′′′(x) = 24x+O(x3), g(4)(x) = 24 +O(x2) (x→ 0). (7.3)
Applying (5.13) and taking into account that η is smooth, we see that
c0(x) = x, c1(x) = η(x) = η(0) +O(x) (x→ 0) (7.4)
and that the functions c2, c3, c4 are bounded. Substituting (7.3) and (7.4) into
the formulas (3.9), we get the following expansions of d0(x), . . . , d4(x), as x→ 0:
d0(x) = x
4 +O(x6), d1(x) = g
′(x)c1(x) = 4x3η(0) +O(x4),
d2(x) =
1
2
g′′(x)c21(x) +O(x
3) = 6x2η2(0) +O(x3),
d3(x) =
1
6
g′′′(x)c31(x) +O(x
2) = 4xη3(0) +O(x2),
d4(x) =
1
24
g(4)(x)c41(x) +O(x) = η
4(0) +O(x).
Using these formulas and the binomial theorem, we arrive at (7.2). Moving in
(7.2) the summand with k = 4 to the right-hand side we obtain (7.1).
The following proposition proves Theorem 1.2(c).
Proposition 7.2. Let g(x) =
(
2 sin x2
)4
and d0, . . . , d3 : [0, pi]→ R be the func-
tions from the proof of Proposition 5.3. Then there exists a C > 0 such that∣∣∣∣∣∣λn,j −
3∑
k=0
dk
(
jpi
n+2
)
(n+ 2)k
∣∣∣∣∣∣ ≤ C(n+ 2)4 (7.5)
for all n ∈ N and all j ∈ {1, . . . , n}.
Proof. Thanks to Proposition 5.3 we are left with the case j < 2 log(n + 2).
Using (5.4), the upper estimate (5.5), and the smoothness of η, we conclude
that
ϕn,j =
jpi + η(0)
n+ 2
+O
(
j
(n+ 2)2
)
+O
(
e−2j
n+ 2
)
. (7.6)
From (6.5) we therefore obtain that
λn,j = g(ϕn,j) = ϕ
4
n,j +O
(
(log(n+ 2))6
(n+ 2)6
)
= ϕ4n,j +O
(
1
(n+ 2)4
)
.
Expanding ϕ4n,j by the multinomial theorem and separating the main term, we
get
ϕ4n,j =
(
jpi + η(0)
n+ 2
)4
+
∑
p,q,r≥0
p+q+r=4
p<4
O
(
(jpi + η(0))pjq e−2jr
(n+ 2)p+2q+r
)
.
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The sum over p, q, r can be divided into the part with q > 0 and the part with
q = 0 and estimated by∑
p,q,r≥0
p+q+r=4
q>0
O
(
(jpi + η(0))pjq
(n+ 2)4+q
)
+
∑
p,r≥0
p+r=4
r>0
O
(
(jpi + η(0))pe−2jr
(n+ 2)4
)
= O
(
1
(n+ 2)4
)
.
Thus, the true asymptotic expansion of λn,j under the condition j < 2 log(n+2)
is
λn,j =
(
jpi + η(0)
n+ 2
)4
+O
(
1
(n+ 2)4
)
. (7.7)
On the other hand, using (7.1) and the fact that j4 = O(n+ 2), we get
3∑
k=0
dk(un,j)
(n+ 2)k
=
(
jpi + η(0)
n+ 2
)4
+O
(
1
(n+ 2)4
)
. (7.8)
Comparing (7.7) and (7.8), we obtain the required result.
Remark 7.3. Let us again embark on the case p = 3 and thus on Theo-
rem 1.2(b). The approximation of the first eigenvalues λn,j by
∑3
k=0
dk(un,j)
(n+2)k
is
bad in the sense that the absolute error of this approximation is of the same
order Oj(1/(n+ 2)
4) as the eigenvalue λn,j which we want to approximate! To
state it in different terms, for each fixed j, the residues
ωn,j := λn,j −
3∑
k=0
dk(
jpi
n+2 )
(n+ 2)k
decay at the same rate Oj(1/(n+ 2)
4) as the eigenvalues λn,j and the distances
between them, and the corresponding relative errors do not tend to zero:
ωn,j
λn,j
→ α
4
j + η(0)
4 − (jpi + η(0))4
α4j
6= 0,
ωn,j
λn,j+1 − λn,j →
α4j + η(0)
4 − (jpi + η(0))4
α4j+1 − α4j
6= 0.
(REL)
Compared to this, the residues of the asymptotic expansions for simple-loop
symbols (see [2, 5]) can be bounded by o
(
j (n+1−j)
n2
1
np
)
, where p is related with
the smoothness of the symbols, and the expression j (n+1−j)n2 is in the simple-loop
case always comparable with the distance λn,j+1−λn,j between the consecutive
eigenvalues, i.e., there exist C1 > 0 and C2 > 0 such that
C1
j (n+ 1− j)
n2
≤ λn,j+1 − λn,j ≤ C2 j (n+ 1− j)
n2
.
Clearly, the quotient
|ωn,j |
λn,j+1−λn,j is a more adequate measure of the quality of
the approximation than just the absolute error |ωn,j |.
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Numerical test 7.4. Denote by ∆n the maximal error in (7.5):
∆n := max
1≤j≤n
∣∣∣∣∣λn,j −
3∑
k=0
dk(un,j)
(n+ 2)k
∣∣∣∣∣ .
The following table shows ∆n and (n+ 2)
4∆n for various values of n.
n = 64 n = 256 n = 1024 n = 4096 n = 16384
∆n 7.6 · 10−6 3.2 · 10−8 1.3 · 10−10 5.1 · 10−13 2.0 · 10−15
(n+ 2)4∆n 143.97 143.05 142.81 142.75 142.74
According to this table, the numbers ∆n really behave like O(1/(n+ 2)
4).
8 There is no regular five term asymptotic ex-
pansion for the example
As said, Ekstro¨m, Garoni, and Serra-Capizzano [10] conjectured that for every
infinitely smooth 2pi-periodic real-valued even function g, strictly increasing
on [0, pi], the eigenvalues λn,j of the corresponding Toeplitz matrices admit an
asymptotic expansion of the regular form (1.2) for every order p.
We now show that for the symbol g(x) =
(
2 sin x2
)4
an asymptotic expansion
of the form (1.2) cannot be true for p = 4. This disproves Conjecture 1 from
[10].
Proposition 8.1. Let g(x) =
(
2 sin x2
)4
. Denote by λn,1, . . . , λn,n the eigenval-
ues of the Toeplitz matrices Tn(g), written in the ascending order. Then there
do not exist continuous functions d0, . . . , d4 : [0, pi] → R and numbers C > 0,
N ∈ N, such that for every n ≥ N and every j ∈ {1, . . . , n}∣∣∣∣∣∣λn,j −
4∑
k=0
dk
(
jpi
n+2
)
(n+ 2)k
∣∣∣∣∣∣ ≤ C(n+ 2)5 . (8.1)
Proof. Reasoning by contradiction, assume that there exist functions d0, . . . , d4
and numbers C and N with the required properties. Put
J =
{
(n, j) ∈ N2 : n ≥ N, 2 log(n+ 2) ≤ j ≤ n}.
Clearly, this set J asymptotically fills [0, pi] by quotients.
So, by Proposition 4.2, the functions d0, . . . , d4 from (8.1) must be the same
as the functions d0, . . . , d4 from Proposition 5.3. In other words, the asymptotic
expansion (5.11) from Proposition 5.3 holds for every pair (n, j) with n large
enough and j in {1, . . . , n}, that is, without the restriction j ≥ 2 log(n+ 2).
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Combining (8.1) with (7.2), we see that for each fixed j the eigenvalue λn,j
must have the asymptotic behavior
λn,j =
(
jpi + η(0)
n+ 2
)4
+Oj
(
1
(n+ 2)5
)
. (8.2)
Since η(0) = 2 arctan(1) = pi2 , we obtain for j = 1 that
λn,1 =
(
3pi/2
n+ 2
)4
+O
(
1
(n+ 2)5
)
, (8.3)
which contradicts Proposition 6.1 because 3pi/2 6= α1.
Remark 8.2. Here is an alternative way to finish the proof of Proposition 8.1.
After having formula (8.2), we obtain the following hypothetical asymptotic
relation between two first eigenvalues:
lim
n→∞
(
(n+ 2)
(
λ
1/4
n,2 − λ1/4n,1
))
= (2pi + η(0))− (pi + η(0)) = pi.
But this contradicts Proposition 6.1, according to which
lim
n→∞
(
(n+ 2)
(
λ
1/4
n,2 − λ1/4n,1
))
= α2 − α1 < pi.
In this reasoning we do not use the value η(0).
Proof of Theorem 1.2. The existence of the asymptotic expansions (1.4)
follows from Proposition 5.3, its uniqueness is a consequence of Proposition 4.2,
formula (1.5) was established in Proposition 7.2, and the impossibility of (1.6)
is just Proposition 8.1. 
Remark 8.3. Note that Proposition 8.1 is actually stronger than the second
part of Theorem 1.2. Namely, Theorem 1.2 states that (1.6) cannot hold with
the functions d1, . . . , d4 appearing in (1.4). Proposition 8.1 tells us that (1.6)
is also impossible for any other choice of continuous functions d1, . . . , d4. The
reason is of course Proposition 4.2.
Proof of Theorem 1.1. The functions d0, d1, . . . from Proposition 5.3 are
infinitely smooth on [0, pi], and thus, by Remark 3.3, the expansion (5.11) with
p = 4 can be rewritten in the form (1.3) with some infinitely smooth functions
f0, . . . , f4. So, (1.3) is true for all (n, j) satisfying that 2 log(n+ 2) ≤ j ≤ n.
Contrary to what we want, assume that there are f0, . . . , f4, C, and N as in
the statement of Theorem 1.1. Then, by Proposition 4.2, the functions f0, . . . , f4
are the same as those in the previous paragraph. In particular, f0, . . . , f4 must
be infinitely smooth. In this case, the asymptotic expansion (1.3) can be rewrit-
ten in powers of 1/(n+2) and is true for all n and j with n ≥ N and 1 ≤ j ≤ n.
This contradicts Proposition 8.1. 
We conclude with a conjecture about the eigenvalues of Toeplitz matrices
generated by (2.1).
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Conjecture 8.4. Let gm(x) =
(
2 sin x2
)2m
with an integer m ≥ 3. If p ≤ 2m−1,
there are Np ∈ N and Dp > 0 such that∣∣∣∣∣∣λn,j −
p∑
k=0
dk
(
jpi
n+2
)
(n+ 2)k
∣∣∣∣∣∣ ≤ Dp(n+ 2)p+1 (8.4)
for all n ≥ Np and all j in {1, . . . , n}. For p = 2m, inequality (8.4) does not hold
for all sufficiently large n and all 1 ≤ j ≤ n, but it holds for for all sufficiently
large n and all j not too close to 1, say, for (log(n+ 2))2 ≤ j ≤ n.
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