Abstract-Food portion size measurement combined with a database of calories and nutrients is important in the study of metabolic disorders such as obesity and diabetes. In this work, we present a convenient and accurate approach to the calculation of food volume by measuring several dimensions using a single 2-D image as the input. This approach does not require the conventional checkerboard based camera calibration since it is burdensome in practice. The only prior requirements of our approach are: 1) a circular container with a known size, such as a plate, a bowl or a cup, is present in the image, and 2) the picture is taken under a reasonable assumption that the camera is always held level with respect to its left and right sides and its lens is tilted down towards foods on the dining table. We show that, under these conditions, our approach provides a closed form solution to camera calibration, allowing convenient measurement of food portion size using digital pictures.
I. INTRODUCTION
Obesity has increased remarkably in the U.S. and many developed and developing countries over the past decades and the rate of obesity continues to grow [1] [2] . To study and control this epidemic, it is critical to monitor food intake of people in their real lives. Conventional dietary assessment methods include food diary, 24-hour recall, and food frequency questionnaire (FFQ) [3] . However, since these methods are subjective, study participants often underreport their intake due to unwillingness to report accurately or incomplete recall from their memory.
Using a camera to document food has become feasible, thanks to the rapid development of mobile devices, such as smartphones, portable or wearable digital cameras, and tablet computers. Food images taken by these means can be used to not only help participants during their dietary recall process, but also measure food volumes. However, in the latter case, a reference object is required for camera calibration which establishes a correspondence between the coordinate systems of the camera and the real-world. Traditionally, this reference object is a black-white or a colored checkerboard card [5] [6] [7] . Although this card is effective for camera calibration, it is not convenient in practice because the study participant must place this card besides food when taking a picture. Another problem in image based food volume estimation is associated with camera calibration which is required to establish the correspondence between the camera and the real world. This procedure usually utilizes the knowledge of the focal length of the camera. However, when a camera has an auto-focus function, this value of the focal length is usually not provided to the user. In this work, we solve these problems by developing new references and algorithms. In practice, foods are often served using a circular container, such as a dining plate, a bowl, or a cup. We thus use the food container itself as a reference object [8] [9] . In addition, we establish a new mathematical model that does not require explicit knowledge of the focal length.
II. METHODS
The well-known pin-hole camera model provides a perspective projection from the object plane to the image plane. Figure 1 illustrates the geometric relation between a circular reference in the object plane and its projected feature, an ellipse, in the image plane. In this figure, O is the optical center of the camera, f is the unknown focal length, d 0 is the z-coordinate of the intersection point of the object plane and the z-axis. Vertex point O and the radial lines from O passing through the boundary of the circular reference form a cone. In this section, a mathematical model for this cone will first be established under coordinate system xyz. To simplify the derivation, this coordinate system will be linearly transformed to a new coordinate system x ′ y ′ z ′ such that the object plane will be parallel to the x ′ y ′ plane. Then, the orientation of the object plane is solved using a simplified circular equation in x ′ y ′ z ′ . Finally, with the given diameter of the circular reference, key perspective projections between the object and image planes are established and user-selected food dimensions will be measured which lead to the estimation of food volume (portion size).
A. System Transformation
The perspective projection of a circular feature reference is always an ellipse [10] , which has a general form of
where, a
Since the focal length f and pixel size p x are both unknown, we are unable to obtain the ellipse equation in xyz. In the image plane, if we denote (x pi , y pi ) as the pixel coordinates of a point i on the ellipse boundary and (c 1 , c 2 ) as the principle point of the image, then the coordinates of point i is [
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Projective system of the optical center, image and object in coordinate system xyz.
where x ci = x pi − c 1 and y ci = y pi − c 2 . Assuming we have obtained n p points from the ellipse boundary in the picture, from (1) we have
where
Since many points can be selected from the ellipse boundary on the picture, n p ≥ 5. Solving for u in (3) using the least square method, we obtain
In (6), we denote
which can be directly calculated from the picture. Then
As shown in [8] [9], the equation of the cone formed by the ellipse in the image plane and the camera center O as in Figure 1 is
If we denote the orientation of the object plane as (l, m, n), the object plane is
Then, a linear coordinate transformation (13) is conducted such that the object plane is parallel to x ′ y ′ plane in the new coordinate system x ′ y ′ z ′ . In this work, we use a transformation matrix T in Eq. (14) [4] .
Note that when the ellipse in the image follows a standard circle equation, l = m = 0, n = 1. There is no need to transform the coordinate system. Figure 2 illustrates the perspective projection under the new coordinate system x ′ y ′ z ′ . The object plane (11) becomes (15) after the transformation, which indicates the object plane is orthogonal to the z ′ axis. 
After the transformation, Eq. (9) becomes
where (10) and (14), it can be derived that
where τ 2 = l 2 + m 2 . Substituting (8) into above two equations and denoting k = f px , we obtain
19) Therefore, three equations (12), (18) and (19) are available but there are four unknowns, l, m, n and k. Unless additional information is added to the system, the equations cannot be solved. In this work, we simplify the problem by considering a common practice when a person takes pictures. We assume that when the food pictures are taken, the bottom of the camera is always parallel to the dining table surface, while the lens is allowed to tilt towards the food. Mathematically, this condition is equivalent to
Then, we can solve for m, n n =
Only the positive solution of n is retained because food is always in front of the camera. In addition, two possible solutions of m are obtained with different signs. In practice, respecting to the plane passing through the camera center and parallel to the dining table surface, one solution refers to the situation that the table surface is below it while the other solution above it. Here, we take the positive solution which reflects the reality.
Then, the fourth unknown, the camera parameter, is given by
C. Dimension Estimation
Knowing the orientation (l, m, n) is not enough to perform dimensional measurements of the object because the distance between camera and object is not uniquely determined. In this work, we assume that the diameter of the physical circular feature, e.g., the diameter of the dining plate, D, is given. With the solutions (20), (21), (22) and (23), the standard form of circle equation in the object plane is 
Therefore, the distance from camera center O to the object plane is determined, i.e. nd 0 . Then, object dimensions in or related to the object plane can be estimated. For food portion size estimation, two types of dimensions are especially important, DE and EF as illustrated in Figure 3 , where DE is in the object plane and EF is orthogonal to it with point E in the plane. For DE in Figure 3(a) , we denote the pixel coordinates of the two points in the image as (x p1 , y p1 ) and (x p2 , y p2 ). For EF in Figure 3(b) , we denote the pixel coordinates of the two points as (x p3 , y p3 ) and (x p4 , y p4 ). Then, it has been shown in [8] [9] that the two dimensions can be calculated as
where, g 1 = 
where x ci = x pi − c 1 and y ci = y pi − c 2 . 
III. EXPERIMENTS
In our experiments, lengths and thicknesses of six food replicas, including roll, strawberry, cake, bread, chicken, and carrot, were calculated using a dining plate of diameter 26cm as the reference. The plate was placed randomly on a table at different positions, but was always kept observable when pictures were taken using hand held digital cameras. As stated early, the cameras were positioned approximately level with respect to the table surface while the lens was tilted down to obtain satisfactory food pictures. The viewing angles were randomly distributed between 20
• and 80
• . Figure 4 shows three typical pictures. Two digital cameras were used, both having the auto-focus function. The length and thickness of the food were selected manually from the displayed food image on the computer screen using a mouse. For some irregularly shaped foods, such as chicken legs and carrot pieces, the thickness of the food was hard to determine because of the lack of edges on top surfaces of the food, and hence only lengths were measured. Then, the plate boundary, an ellipse, in the image was automatically detected [11] and was used to calculate the orientation of the table surface using Eqs. (7), (20), (21) and (22). With the known diameter of the plate, the dimensions were then calculated using (26) and (27). Table I provides more detailed estimation results. It can be observed that only the thicknesses of the roll and strawberry have an average error more than five percent (in terms of absolute values). The major cause of the error was due to the selection of a pair of points which represent the thickness of the food. In practice, however, this pair of points was not easy to determine. The difficulty increased proportionally with the irregularity in food shape. Nevertheless, our approach provides reasonable results for most food items provided that the target dimensions are properly represented on the image.
IV. CONCLUSION
We have presented a convenient approach to the estimation of food volume based on a single 2-D food image as the input without the need of using a conventional camera calibration procedure. Since critical food dimensions used for volume calculation are solved with closed-form solutions, this algorithm can be easily implemented as an application program in smartphones. The program interface may allow users to use food pictures to estimate food volumes which can further be linked to a food database to estimate calories and nutrients.
