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Abstract. In this paper, we study the convergence for solutions to a sequence of (pos-
sibly degenerate) stochastic differential equations with jumps, when the coefficients con-
verge in some appropriate sense. Our main tools are the superposition principles. We
also give sufficient conditions for the existence and uniqueness of weak solutions to the
corresponding non-local Fokker-Planck equations.
1. Introduction
Stochastic differential equations (SDEs in short) with jumps appear naturally in var-
ious applied fields. They have attracted the attention of many people. For example, in
[4], Jacod systematically discussed the martingale problems associated with SDEs with
jumps. In [5], Jacod and Shiryaev studied limit theorems of SDEs driven by ca`dla`g pro-
cesses under Lipschitz conditions. Qiao and Zhang [10] proved that, under non-Lipschitz
conditions, for almost all sample point ω, the solutions to a certain SDE with jumps form
a homeomorphism flow. Recently, Fournier and Xu [2] established the equivalence be-
tween SDEs with jumps and the corresponding non-local Fokker-Planck equations under
only linear growth conditions.
In this paper, we study the convergence for solutions to a sequence of (possibly degen-
erate) stochastic differential equations with jumps, when the coefficients converge in some
appropriate sense. More precisely, we fix a T > 0 and the following sequence of SDEs
with jumps:
dXnt = b
n(t, Xnt )dt + σ
n(t, Xnt )dBt + γ
n
∫
U
g(t, Xnt−, u)N(dt, du), t ∈ [0, T ], (1)
where (Bt) is an m-dimensional Brownian motion and N(dt, du) is a Poisson random
measure with the intensity dtν(du). Here ν is a finite measure defined on (U,U ), where
(U,U ) is any measurable space. The coefficients bn : [0, T ] × Rd 7→ Rd, σn : [0, T ] ×
Rd 7→ Rd×m are Borel measurable functions, {γn} is a sequence of real numbers and
g : [0, T ]×Rd×U 7→ Rd is Borel measurable. Under some pretty weak conditions, we show
that, when bn → b, σn → σ, γn → γ in some sense as n→∞, where b : [0, T ]×Rd 7→ Rd,
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σ : [0, T ] × Rd 7→ Rd×m are Borel measurable and γ is a real number, the martingale
solutions of Eq.(1) converge to that of the following equation
dXt = b(t, Xt)dt + σ(t, Xt)dBt + γ
∫
U
g(t, Xt−, u)N(dt, du), t ∈ [0, T ]. (2)
This kind of convergence results are very useful in approximation theory and statistics
([5]). We also give some sufficient conditions for the existence and uniqueness of weak
solutions to the corresponding non-local Fokker-Planck equations (FPEs in short).
We will prove our convergence theorems using the superposition principle. And we will
prove the superposition principle for the following SDE:
dXt = b(t, Xt)dt + σ(t, Xt)dBt +
∫
U
f(t, Xt−, u)N(dt, du), t ∈ [0, T ], (3)
where f : [0, T ]× Rd × U 7→ Rd is Borel measurable.
The paper is arranged as follows. In the next section, we introduce some concepts,
such as weak solutions and martingale solutions of SDEs with jumps and weak solutions
of FPEs, and their relationship. We study limits of SDEs with jumps in Section 3. In
Section 4, the existence and uniqueness of weak solutions to the corresponding non-local
FPEs are investigated. Finally, we prove Remark 3.3 in the appendix.
The following convention will be used throughout the paper: C with or without indices
will denote different positive constants whose values may change from one place to another.
2. Preliminary
2.1. Notation. In this subsection, we introduce some notation used in the sequel.
We use | · | and ‖ · ‖ for the norms of vectors and matrices, respectively. We use 〈· , ·〉
to denote the scalar product in Rd. Let A∗ denote the transpose of the matrix A.
C2(Rd) stands for the space of continuous functions on Rd which have continuous partial
derivatives of order up to 2, and C2b (R
d) stands for the subspace of C2(Rd), consisting
functions whose derivatives up to order 2 are bounded. C2c (R
d) is the collection of all
functions in C2(Rd) with compact support and C∞c (R
n) denotes the collection of all real-
valued C∞ functions of compact support.
Let P(Rd) be the space of all probability measures on B(Rd), equipped with the topol-
ogy of weak convergence. Let P1(R
d) be the collection of all the probability measures µ
on B(Rd) satisfying
µ(| · |) :=
∫
Rd
| x | µ(dx) <∞.
Let L∞([0, T ],P1(R
d)) be the collection of all measurable families (µt)t∈[0,T ] of probability
measures on B(Rd) satisfying sup
t∈[0,T ]
µt(| · |) <∞.
2.2. Weak solutions and martingale solutions for SDEs with jumps. In this sub-
section, we introduce the concepts of weak solutions and martingale solutions for SDEs
with jumps, and prove their equivalence.
First of all, we recall the definition of weak solutions to Eq.(3). [6] is a good reference
for the definition below, and it does not deal with SDEs with jumps.
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Definition 2.1. (Weak solutions) By a weak solution to Eq.(3), we mean a quadruple
{(Ω,F ,P; (Ft)t∈[0,T ]), (B,N,X)}, where (Ω,F ,P; (Ft)t∈[0,T ]) is a complete filtered prob-
ability space, (Bt) is an (Ft)-adapted Brownian motion, N(dt, du) is an (Ft)-adapted
Poisson random measure, independent of Bt, with the intensity dtν(du), and (Xt) is an
(Ft)-adapted process such that for all t ∈ [0, T ],
P
(∫ t
0
(
|b(s,Xs)|+ ‖σσ
∗(s,Xs)‖+
∫
U
|f(s,Xs−, u)|ν(du)
)
ds <∞
)
= 1,
and
Xt = X0 +
∫ t
0
b(s,Xs)ds+
∫ t
0
σ(s,Xs)dBs +
∫ t
0
∫
U
f(s,Xs−, u)N(ds, du), a.s.P.
If any two weak solutions to Eq.(3) with the same initial distribution have the same law,
then we say uniqueness in law holds for Eq.(3).
Let DT := D([0, T ],R
d) be the collection of ca`dla`g functions from [0, T ] to Rd. The
generic element in DT is denoted by w. We equip DT with the Skorokhod topology and
then DT is a Polish space. For any t ∈ [0, T ], set
et : DT → R
d, et(w) = wt, w ∈ DT .
Let Bt := σ{ws : s ∈ [0, t]}, B¯t := ∩s>tBs, and B := BT . For φ ∈ C
2
b (R
d), set
(Atφ)(x) := bi(t, x)∂iφ(x) + aij(t, x)∂ijφ(x),
(Btφ)(x) :=
∫
U
[
φ(x+ f(t, x, u))− φ(x)
]
ν(du),
where a(t, x) = 1
2
σσ∗(t, x). In the following, we define martingale solutions of Eq.(3).(c.f.[6,
12])
Definition 2.2. (Martingale solutions) For µ0 ∈ P(R
d). A probability measure P on
(DT ,B) is called a martingale solution of Eq.(3) with the initial law µ0 at time 0, if
(i) P ◦ e−10 = µ0,
(ii) For any φ ∈ C2c (R
d),
Mφt := φ(wt)− φ(w0)−
∫ t
0
(Asφ+ Bsφ)(ws)ds (4)
is a B¯t-adapted martingale under the probability measure P. The uniqueness of the mar-
tingale solutions to Eq.(3) means that, if P, P˜ are two martingale solutions to Eq.(3) with
P ◦ e−10 = P˜ ◦ e
−1
0 , then P ◦ e
−1
t = P˜ ◦ e
−1
t for any t ∈ [0, T ].
Next, we assume:
(Hb,σ) There is a constant C1 such that for all (t, x) ∈ [0, T ]× R
d,
|b(t, x)| + ‖σ(t, x)‖ 6 C1(1 + |x|).
(Hf) There is a constant C2 such that for all (t, x) ∈ [0, T ]× R
d,∫
U
|f(t, x, u)|2ν(du) 6 C2(1 + |x|)
2.
By the Ho¨lder inequality, it is easy to see that
3
(H′f) ∫
U
|f(t, x, u)|ν(du) 6 C(1 + |x|).
The relationship between martingale solutions and weak solutions is as follows.
Proposition 2.3. Assume that (Hb,σ) and (Hf) hold, and that µ0 ∈ P(R
d).
(i) The existence of a weak solution (Xt)t∈[0,T ] to Eq.(3) with LX0 = µ0 is equivalent
to the existence of a martingale solution P to Eq.(3) with the initial law µ0. Moreover,
LXt = P ◦ e
−1
t for any t ∈ [0, T ].
(ii) The uniqueness in law of the weak solution (Xt)t∈[0,T ] to Eq.(3) with LX0 = µ0 is
equivalent to the uniqueness of the martingale solutions P to Eq.(3) with the initial law
µ0.
Proof. We only prove (i). Assume that {(Ωˆ, Fˆ , Pˆ; (Fˆt)t∈[0,T ]), (Bˆ, Nˆ , Xˆ)} is a weak solu-
tion of Eq.(3) with LXˆ0 = µ0. It follows from the Itoˆ formula, that for any φ ∈ C
2
c (R
d),
φ(Xˆt)− φ(Xˆ0)−
∫ t
0
(Asφ+ Bsφ)(Xˆs)ds
=
∫ t
0
∂iφ(Xˆs)σij(s, Xˆs)dBˆs +
∫ t
0
∫
U
(φ(Xˆs + f(s, Xˆs, u))− φ(Xˆs))
˜ˆ
N(dsdu),
where
˜ˆ
N(dsdu) := Nˆ(dsdu)−ν(du)ds is the compensated martingale measure of Nˆ(dsdu).
Note that∫ T
0
|∂iφ(Xˆs)σij(s, Xˆs)|
2ds 6
∫ T
0
CI|Xˆs|6M(1 + |Xˆs|)
2ds 6 CT (1 +M)2
and ∫ T
0
∫
U
|φ(Xˆs + f(s, Xˆs, u))− φ(Xˆs)|
2ν(du)ds
6 ‖φ‖2C2c (Rd)
∫ T
0
∫
U
I|Xˆs|6M |f(s, Xˆs, u)|
2ν(du)ds
+
∫ T
0
∫
U
I|Xˆs|>M |φ(Xˆs + f(s, Xˆs, u))|
2ν(du)ds
6 ‖φ‖2C2c (Rd)
∫ T
0
I|Xˆs|6M(1 + |Xˆs|)
2ds
+‖φ‖2C2c (Rd)ν(U)T
6 ‖φ‖2C2c (Rd)T (1 +M)
2 + ‖φ‖2C2c (Rd)ν(U)T,
where M > 0 is a number such that supp(φ) ⊂ BM := {y ∈ R
d; |y| 6M}. Thus,∫ t
0
∂iφ(Xˆs)σij(s, Xˆs)dBˆs +
∫ t
0
∫
U
(φ(Xˆs + f(s, Xˆs, u))− φ(Xˆs))
˜ˆ
N(dsdu)
is an (Fˆt)t∈[0,T ]-adapted martingale and then
φ(Xˆt)− φ(Xˆ0)−
∫ t
0
(Asφ+ Bsφ)(Xˆs)ds
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is an (Fˆt)t∈[0,T ]-adapted martingale. Set P := Pˆ ◦ Xˆ
−1
· , the argument above shows that P
is a martingale solution of Eq.(3).
Conversely, assume that P is a martingale solution of Eq.(3). For any n > 1, we
take φn ∈ C
2
c (R
d) so that φn(x) = x
j , j-th component of x, for all |x| 6 n, and define
τn := inf{t > 0, |wt| > n}. It follows from (4) that
Mφnt = φn(wt∧τn)− φn(w0)−
∫ t∧τn
0
(Asφn + Bsφn)(ws)ds
= wjt∧τn − w
j
0 −
∫ t∧τn
0
(
bj(s, ws) +
∫
Rd
yjνs,ws(dy)
)
ds
is a martingale under the probability measure P, where νs,ws(dy) := ν(df
−1(s, ws, ·)(y)).
Thus wt∧τn is a semimartingale and wt has local characteristics (b˜, a˜, ν˜·,w·) (c.f. [4, 5]). By
the definition of the characteristics, we have for any ξ ∈ Rd,
ei〈ξ,wt〉 − ei〈ξ,w0〉 −
∫ t
0
ei〈ξ,ws〉
{
ib˜jξj − a˜ijξiξj +
∫
Rd
(
ei〈ξ,y〉 − 1− i〈ξ, y〉
)
ν˜s,ws(dy)
}
ds (5)
is a local martingale. On the other side, by applying φ(x) = ei〈ξ,x〉 to (4), we have that
ei〈ξ,wt〉 − ei〈ξ,w0〉 −
∫ t
0
ei〈ξ,ws〉
{
ibjξj + i
∫
Rd
yjξjνs,ws(dy)− aljξlξj
+
∫
Rd
(ei〈ξ,y〉 − 1− i〈ξ, y〉)νs,ws(dy)
}
ds (6)
is a local martingale. Comparing (5) with (6), one gets that b˜(s, ws) = b(s, ws) +∫
Rd
yνs,ws(dy), a˜(s, ws) = a(s, ws) and ν˜s,ws = νs,ws. Put
κt := wt − wt−, Nκ((0, t], A) :=
∑
0<s6t
IA(κs), A ∈ B(R
d \ {0}),
and then N˜κ((0, t], A) := Nκ((0, t], A)−
∫ t
0
νs,ws(A)ds is the compensated martingale mea-
sure of Nκ. Define
Mt := wt − w0 −
∫ t
0
(
b(s, ws) +
∫
Rd
yνs,ws(dy)
)
ds−
∫ t
0
∫
Rd
yN˜κ(dsdy),
and then by the definition of the characteristics, it holds that Mt is a continuous local
martingale with 〈Ml,Mj〉t =
∫ t
0
2alj(s, ws)ds.
Next, we take another filtered probability space (Ω˜, F˜ , P˜; (F˜t)t∈[0,T ]) and a d-dimensional
Brownian motion B˜ on it. Define
(Ωˇ, Fˇ , Pˇ; (Fˇt)t∈[0,T ]) := (Ω˜, F˜ , P˜; (F˜t)t∈[0,T ])× (DT ,B,P; (B¯t)t∈[0,T ]),
and
π : Ωˇ 7→ DT , π(ωˇ) = w, ωˇ = (ω˜, w) ∈ Ωˇ.
So, on (Ωˇ, Fˇ , Pˇ; (Fˇt)t∈[0,T ]), Mˇt(ωˇ) = Mt(w) is still a local martingale and Bˇt(ωˇ) = B˜t(ω˜)
is still a Brownian motion. By the similar method to that in [6, 4.6 Proposition, Page
315], we can construct a d-dimensional Brownian motion B on (Ωˇ, Fˇ , Pˇ; (Fˇt)t∈[0,T ]) so
that
Mˇt =
∫ t
0
σ(s, π(ωˇ)s)dBs,
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i.e.
π(ωˇ)t = π(ωˇ)0 +
∫ t
0
b(s, π(ωˇ)s)ds +
∫ t
0
σ(s, π(ωˇ)s)dBs +
∫ t
0
∫
U
f(s, π(ωˇ)s, u)N(dsdu),
where N(dsdu) is a Poission random measure on (Ωˇ, Fˇ , Pˇ; (Fˇt)t∈[0,T ]) with the inten-
sity measure ν(du)ds. Therefore, {(Ωˇ, Fˇ , Pˇ; (Fˇt)t∈[0,T ]), (B,N, π)} is a weak solution of
Eq.(3). Thus, the proof is complete. 
2.3. Weak solutions of Fokker-Planck equations. In this subsection, we introduce
weak solutions of the FPEs and prove a property about them.
Consider the FPE associated with Eq.(3):
∂tµt = (At + Bt)
∗µt, (7)
where (At+Bt)
∗ is the adjoint operator of At+Bt, and (µt)t∈[0,T ] is a family of probability
measures on Rd. Weak solutions of Eq.(7) are defined as follows.
Definition 2.4. A measurable family (µt)t∈[0,T ] of probability measures is called a weak
solution of the non-local FPE (7) if for any R > 0 and t ∈ [0, T ],∫ t
0
∫
Rd
IBR(x)
(
|b(s, x)|+ ‖a(s, x)‖+
∫
U
|f(s, x, u)|ν(du)
)
µs(dx)ds <∞, (8)
and for all φ ∈ C2c (R
d) and t ∈ [0, T ],
µt(φ) = µ0(φ) +
∫ t
0
µs(Asφ+ Bsφ)ds, (9)
where µt(φ) :=
∫
Rd
φ(x)µt(dx). The uniqueness of the weak solutions to Eq.(7) means that,
if (µt)t∈[0,T ] and (µ˜t)t∈[0,T ] are two weak solutions to Eq.(7) with µ0 = µ˜0, then µt = µ˜t for
any t ∈ [0, T ].
We claim that the definition above makes sense. That is, under (8), it holds that∫ t
0
|µs(Asφ + Bsφ)|ds < ∞ for all φ ∈ C
2
c (R
d). Indeed, for any φ ∈ C2c (R
d), we assume
that the support of φ is in some ball BR. Then∫ t
0
|µs(Asφ+ Bsφ)|ds 6
∫ t
0
∫
Rd
[
|bi(s, x)∂iφ(x)|+
1
2
|(σσ∗)ij(s, x)∂ijφ(x)|
+
∫
U
|φ(x+ f(s, x, u))− φ(x)|ν(du)
]
µs(dx)ds
6 ‖φ‖C2c (Rd)
∫ t
0
∫
Rd
IBR(x)
(
|b(s, x)|+ ‖a(s, x)‖
+
∫
U
|f(s, x, u)|ν(du)
)
µs(dx)ds
+‖φ‖C2c (Rd)
∫ t
0
∫
Rd
IBc
R
(x)ν(U)µs(dx)ds
< ∞.
If a weak solution (µt)t∈[0,T ] of the non-local FPE (7) is absolutely continuous with
respect to the Lebesgue measure, then there exists a non-negative measurable function
6
v with
∫
Rd
v(t, x)dx = 1 such that µt(dx) = v(t, x)dx. Thus, v satisfies the following
equation in the distributional sense
∂tv = −∂i(biv) + ∂ij(aijv) + B
∗
t v. (10)
Set
L+ :=
{
v > 0 :
∫
Rd
v(t, x)dx = 1, and sup
t∈[0,T ]
∫
Rd
|x|v(t, x)dx <∞
}
.
If there exists a v ∈ L+ satisfying Eq.(10) in the distributional sense, we say Eq.(10) has
a weak solution in L+.
Proposition 2.5. Assume that (Hb,σ) and (H
′
f) hold, and that µ0(dx) = v0(x)dx ∈
P1(R
d). If there exists a non-negative measurable function v with
∫
Rd
v(t, x)dx = 1 and
v(0, x) = v0(x) such that v is a weak solution of the non-local FPE (10), then v ∈ L+.
Proof. By the assumption and the definition of L+, we only need to prove
sup
t∈[0,T ]
∫
Rd
|x|v(t, x)dx <∞.
By Definition 2.4, it holds that for all φ ∈ C2c (R
d) and t ∈ [0, T ]∫
Rd
v(t, x)φ(x)dx =
∫
Rd
v0(x)φ(x)dx+
∫ t
0
∫
Rd
(Asφ(x) + Bsφ(x))v(s, x)dxds
=
∫
Rd
v0(x)φ(x)dx+
∫ t
0
∫
Rd
[
bi(s, x)∂iφ(x) + aij(s, x)∂ijφ(x)
+
∫
U
[
φ(x+ f(s, x, u))− φ(x)
]
ν(du)
]
v(s, x)dxds. (11)
Take
φ(x) = λn(x)− 2n, λn(x) := nλ
(
̺(x)
n
)
, n ∈ N,
where ̺(x) = (1 + |x|2)1/2 and λ : R+ 7→ R+ is a twice continuously differentiable,
increasing concave function with
λ(r) =
{
r, 0 6 r 6 1,
2, r > 2.
It is easy to see that φ ∈ C2c (R
d). Inserting φ(x) in (11), one can obtain that∫
Rd
v(t, x)λn(x)dx =
∫
Rd
v0(x)λn(x)dx+
∫ t
0
∫
Rd
[
bi(s, x)∂iλn(x) + aij(s, x)∂ijλn(x)
+
∫
U
[
λn(x+ f(s, x, u))− λn(x)
]
ν(du)
]
v(s, x)dxds
6
∫
Rd
v0(x)λn(x)dx+
∫ t
0
∫
Rd
[
|bi(s, x)||∂iλn(x)| + |aij(s, x)||∂ijλn(x)|
+
∫
U
|λn(x+ f(s, x, u))− λn(x)|ν(du)
]
v(s, x)dxds
6 C
∫
Rd
v0(x)(1 + |x|)dx+
∫ t
0
∫
Rd
[
C̺(x)|Dλn(x)|+ C̺(x)
2‖D2λn(x)‖
7
+∫
U
|λn(x+ f(s, x, u))− λn(x)|ν(du)
]
v(s, x)dxds, (12)
where λn(x) 6 C(1 + |x|) is used in the last inequality and Dλn(x), D
2λn(x) are denoted
as the gradient and Hessian matrix of λn(x), respectively.
Next, by some elementary computations, it holds that
|Dλn(x)| 6 C, |Dλn(x)| 6 C
λn(x)
̺(x)
, ‖D2λn(x)‖ 6 C
λn(x)
̺(x)2
. (13)
We now consider
∫
U
|λn(x+f(s, x, u))−λn(x)|ν(du). When ̺(x) > 2n, λn(x) = 2n, λn(x+
f(s, x, u)) 6 2n, and∫
U
|λn(x+ f(s, x, u))− λn(x)|ν(du) 6 4nν(U) = 2λn(x)ν(U). (14)
When ̺(x) 6 2n, n̺(x)
n
6 λn(x),
λn(x)
̺(x)
> 1 and∫
U
|λn(x+ f(s, x, u))− λn(x)|ν(du) 6 C
∫
U
|f(s, x, u)|ν(du) 6 C̺(x) 6 Cλn(x). (15)
So, (14) and (15) yield that∫
U
|λn(x+ f(s, x, u))− λn(x)|ν(du) 6 Cλn(x). (16)
Finally, combining (13) and (16) with (12), we have that∫
Rd
v(t, x)λn(x)dx 6 C
∫
Rd
v0(x)(1 + |x|)dx+ C
∫ t
0
∫
Rd
λn(x)v(s, x)dxds.
Thus, the Gronwall inequality implies that∫
Rd
v(t, x)λn(x)dx 6 C,
where C is independent of n, t. Note that lim
n→∞
λn(x) = ̺(x). Therefore, by the Fatou
lemma, we have
sup
t∈[0,T ]
∫
Rd
v(t, x)|x|dx 6 sup
t∈[0,T ]
∫
Rd
v(t, x)̺(x)dx 6 C.
The proof is complete. 
2.4. The superposition principle for SDEs with jumps and non-local FPEs. In
this subsection, we state two superposition principles for SDEs with jumps and non-local
FPEs.
It is well known that under suitable assumptions, Eq.(3) has a weak solution {(Ωˆ, Fˆ , Pˆ;
(Fˆt)t∈[0,T ]), (Bˆ, Nˆ , Xˆ)}. By the Itoˆ formula, it holds that Pˆ◦Xˆ
−1
t =: LXˆt is a weak solution
of Eq.(7). The natural question is whether the converse result is right. The answer is
affirmative. The following proposition describes in detail the relationship between weak
solutions to Eq.(3) and weak solutions to Eq.(7).
8
Proposition 2.6. Suppose that (Hb,σ) and (H
′
f) hold, and that µ0 ∈ P1(R
d).
(i) The existence of a weak solution (Xt)t∈[0,T ] to Eq.(3) with LX0 = µ0 is equivalent to
the existence of a weak solution (µt)t∈[0,T ] to Eq.(7) starting from µ0. Moreover, LXt = µt
for any t ∈ [0, T ].
(ii) The uniqueness in law of the weak solutions (Xt)t∈[0,T ] to Eq.(3) with LX0 = µ0 is
equivalent to the uniqueness of the weak solutions (µt)t∈[0,T ] to Eq.(7) starting from µ0.
Proof. Thanks to [2, Corollary 1.5], we only show that if the weak solution (µt)t∈[0,T ] to
Eq.(7) starting from µ0 is unique, the weak solution (Xt)t∈[0,T ] to Eq.(3) with LX0 = µ0 is
unique in law. Assume that {(Ω,F ,P; (Ft)t∈[0,T ]), (B,N,X)} and {(Ωˆ, Fˆ , Pˆ; (Fˆt)t∈[0,T ]),
(Bˆ, Nˆ , Xˆ)} are weak solutions of Eq.(3) with P ◦X−10 = Pˆ ◦ Xˆ
−1
0 = µ0. By (i), we know
that P ◦X−1t and Pˆ ◦ Xˆ
−1
t are weak solutions to Eq.(7) starting from µ0. Since the weak
solutions to Eq.(7) starting from µ0 are unique, P ◦X
−1
t = Pˆ ◦ Xˆ
−1
t for t ∈ [0, T ]. That is,
the weak solution (Xt)t∈[0,T ] to Eq.(3) with LX0 = µ0 is unique in law. 
Combining Proposition 2.6 with Proposition 2.3, we have the following result.
Theorem 2.7. Suppose that (Hb,σ) and (Hf) hold, and that µ0 ∈ P1(R
d).
(i) The existence of a martingale solution P to Eq.(3) with the initial law µ0 is equivalent
to the existence of a weak solution (µt)t∈[0,T ] to Eq.(7) starting from µ0. Moreover, P◦e
−1
t =
µt for any t ∈ [0, T ].
(ii) The uniqueness of the martingale solutions P to Eq.(3) with the initial law µ0 is
equivalent to the uniqueness of the weak solutions (µt)t∈[0,T ] to Eq.(7) starting from µ0.
Remark 2.8. Proposition 2.6 and Theorem 2.7 are usually called as superposition prin-
ciples.
3. The limits of SDEs with jumps
In this section, we take f(t, x, u) = γg(t, x, u) for γ ∈ R. And then Eq.(3) becomes
dXt = b(t, Xt)dt+ σ(t, Xt)dBt + γ
∫
U
g(t, Xt, u)N(dt, du), t ∈ [0, T ]. (17)
We consider the following sequence of SDEs with jumps: for any n ∈ N,
dXnt = b
n(t, Xnt )dt+ σ
n(t, Xnt )dBt + γ
n
∫
U
g(t, Xt, u)N(dt, du), t ∈ [0, T ], (18)
where bn : [0, T ]×Rd 7→ Rd, σn : [0, T ]×Rd 7→ Rd×m are Borel measurable functions and
{γn} is a real sequence. We study the relationship between martingale solutions of Eq.(17)
and that of Eq.(18) when bn → b, an → a, γn → γ in some sense, where an := 1
2
σnσn∗.
The main result in the section is the following theorem.
Theorem 3.1. Suppose that bn, b, σn, σ satisfy (Hb,σ) uniformly, {γ
n} is uniformly bounded,
g satisfies (Hf), and that Eq.(10) has a unique weak solution in L+. Let µ0(dx) =
v0(x)dx ∈ P1(R
d), and Pn,P be the martingale solutions of Eq.(18) and Eq.(17) with the
initial law µ0, respectively. Assume that
(i) bn → b, an → a in L1loc([0, T ]× R
d), γn → γ as n→∞;
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(ii) Pn ◦ e−1t is absolutely continuous with respect to the Lebesgue measure on R
d and
vn(t, x) denotes the density, i.e., vn(t, x) :=
(Pn◦e−1t )(dx)
dx
for any t ∈ [0, T ], and
sup
x∈Rd
|vn(t, x)| 6 C,
where the constant C > 0 only depends on T .
Then Pn → P in P(DT ).
Proof. Step 1. We prove that {Pn}n∈N is tight in P(DT ).
By Theorem 4.5 in [5, Page 356], it is sufficient to check that
(iii) lim
K→∞
sup
n
Pn
(
sup
t∈[0,T ]
|wt| > K
)
= 0,
(iv) For any stopping time τ , it holds that
lim
θ→0
sup
n
sup
06τ<τ+θ6T
P
n (|wτ+θ − wτ | > N) = 0, ∀N > 0.
Since for any n ∈ N, Pn is a martingale solution of Eq.(18) with the initial law µ0, Propo-
sition 2.3 yields that there exists a weak solution {(Ωˆn, Fˆ n, Pˆn; (Fˆ nt )t∈[0,T ]), (Bˆ
n, Nˆn, Xˆn)}
of Eq.(18) with LXˆnt = P
n ◦ e−1t and LXˆn
0
= µ0. So, by Definition 2.1, it holds that for any
t ∈ [0, T ],
Xˆnt = Xˆ
n
0 +
∫ t
0
bn(s, Xˆns )ds+
∫ t
0
σn(s, Xˆns )dBˆ
n
s +
∫ t
0
∫
U
γng(s, Xˆns , u)Nˆ
n(ds, du). (19)
And then the BDG inequality furthermore gives
E
Pˆn
(
sup
s∈[0,t]
|Xˆns |
)
6 E
Pˆn |Xˆn0 |+ E
Pˆn
(∫ t
0
|bn(r, Xˆnr )|dr
)
+ EPˆ
n
(
sup
s∈[0,t]
∣∣∣∣
∫ s
0
σn(r, Xˆnr )dBˆ
n
r
∣∣∣∣
)
+EPˆ
n
(∫ t
0
∫
U
|γn||g(s, Xˆns , u)|Nˆ
n(dr, du)
)
6 µ0(| · |) + E
Pˆn
(∫ t
0
|bn(r, Xˆnr )|dr
)
+ CEPˆ
n
(∫ t
0
‖σn(r, Xˆnr )‖
2dr
)1/2
+EPˆ
n
(∫ t
0
∫
U
|γn||g(s, Xˆns , u)|ν(du)dr
)
6 µ0(| · |) + E
Pˆn
(∫ t
0
C(1 + |Xˆnr |)dr
)
+ CEPˆ
n
(∫ t
0
C(1 + |Xˆnr |)
2dr
)1/2
,
and
E
Pˆn
(
sup
s∈[0,t]
(
1 + |Xˆns |
))
6 µ0(1 + | · |) + C(t+ t
1/2)EPˆ
n
(
sup
s∈[0,t]
(
1 + |Xˆns |
))
.
By taking t0 with C(t0 + t
1/2
0 ) < 1/2, we obtain that
E
Pˆn
(
sup
s∈[0,t0]
|Xˆns |
)
6 2µ0(| · |) + 1.
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On [t0, 2t0], [2t0, 3t0], · · · , [[
T
t0
]t0, T ], by the same way to the above we deduce and conclude
that
E
Pˆn
(
sup
t∈[0,T ]
|Xˆnt |
)
6 2
[ T
t0
]+1
µ0(| · |) + 2
[ T
t0
]+1
− 1, (20)
where [ T
t0
] stands for the largest integer no more than T
t0
. Thus, it follows from (20) that
{Pn}n∈N satisfies (iii).
Next, we still consider Eq.(19). For any stopping time τ and θ > 0 with 0 6 τ <
τ + θ 6 T , it holds that
Xˆnτ+θ − Xˆ
n
τ =
∫ τ+θ
τ
bn(s, Xˆns )ds+
∫ τ+θ
τ
σn(s, Xˆns )dBˆ
n
s +
∫ τ+θ
τ
∫
U
γng(s, Xˆns , u)Nˆ
n(ds, du).
By the similar deduction to the above, we have that
E
Pˆn|Xˆnτ+θ − Xˆ
n
τ | 6 E
Pˆn
∫ τ+θ
τ
C(1 + |Xˆns |)ds+ CE
Pˆn
(∫ τ+θ
τ
C(1 + |Xˆns |)
2ds
)1/2
6 CEPˆ
n
(
sup
s∈[0,T ]
(
1 + |Xˆns |
))
(θ + θ1/2)
6 C
(
2
[ T
t0
]+1
µ0(| · |) + 2
[ T
t0
]+1
)
(θ + θ1/2),
where the last inequality is based on (20). Thus, by some elementary computations, it
holds that {Pn}n∈N satisfies (iv). And then, {P
n}n∈N is relatively weakly compact. That
is, there exists a weak convergence subsequence still denoted as {Pn}n∈N.
Step 2. We show that the limit point of {Pn}n∈N is P.
Assume that the limit point of {Pn}n∈N is P¯. Since P is a martingale solution of Eq.(17)
with the initial law µ0, and Eq.(10) has a unique weak solution, by Theorem 2.7 we only
need to prove that P¯ is a martingale solution of Eq.(17) with the initial law µ0. That is,
it is sufficient to check that for 0 6 s < t 6 T and a bounded continuous B¯s-measurable
functional χs : DT 7→ R,∫
DT
[
φ(wt)− φ(ws)−
∫ t
s
(Arφ+ Brφ)(wr)dr
]
χs(w)P¯(dw) = 0, ∀φ ∈ C
2
c (R
d). (21)
Next, note that Pn ◦ e−1t → P¯ ◦ e
−1
t in P(R
d) and Pn ◦ e−10 = µ0 = P¯ ◦ e
−1
0 . Thus, by
(ii), there exists a v¯(t, x) > 0 with
∫
Rd
v¯(t, x)dx = 1 such that P¯ ◦ e−1t (dx) = v¯(t, x)dx and
vn(t, ·) → v¯(t, ·) in w∗ − L∞(Rd), where w∗ − L∞(Rd) is the dual space of Cc(R
d), and
v¯(0, x) = v0(x). Besides, (20) admits us to obtain that
sup
n
sup
t∈[0,T ]
∫
Rd
|x|vn(t, x)dx 6 C. (22)
By suitable approximation, it holds that
sup
t∈[0,T ]
∫
Rd
|x|v¯(t, x)dx <∞.
In the following, set νt,x(dz) := ν(dg
−1(t, x, ·)(z)), and then
Btφ(x) =
∫
Rd
[
φ(x+ γz)− φ(x)
]
νt,x(dz).
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Thus, based on Lemma 4.1 in [2] and Lemma 3.2 below, we know that for any ε > 0 and
the coefficients b, a, there exist b˜ : [0, T ] × Rd 7→ Rd, a˜ : [0, T ] × Rd 7→ S+(R
d), where
S+(R
d) is the set of nonnegative definite symmetric d × d real matrices, and a family of
measures ν˜·,· such that
(v) b˜, a˜ are continuous and compactly supported;
(vi) for any φ ∈ C2c (R
d), (t, x) 7→ B˜tφ(x) is continuous, where B˜tφ(x) :=
∫
Rd
[
φ(x +
γz)− φ(x)
]
ν˜t,x(dz), and sup
t∈[0,T ],x∈Rd
|B˜tφ(x)| <∞;
(vii)∫ T
0
∫
Rd
(
|b(t, x)− b˜(t, x)|+
‖a(t, x)− a˜(t, x)‖
1 + |x|
+ |Btφ(x)− B˜tφ(x)|
)
v¯(t, x)dxdt < ε.
And then the operators with respect to b˜, a˜, ν˜·,· are denoted as A˜t + B˜t.
Now, we treat (21). Inserting A˜t + B˜t, one can estimate (21) to get∣∣∣∣
∫
DT
[
φ(wt)− φ(ws)−
∫ t
s
(Arφ+ Brφ)(wr)dr
]
χs(w)P¯(dw)
∣∣∣∣
6
∣∣∣∣
∫
DT
[
φ(wt)− φ(ws)−
∫ t
s
(A˜rφ+ B˜rφ)(wr)dr
]
χs(w)P¯(dw)
∣∣∣∣
+
∣∣∣∣
∫
DT
[∫ t
s
(
(A˜rφ+ B˜rφ)(wr)− (Arφ+ Brφ)(wr)
)
dr
]
χs(w)P¯(dw)
∣∣∣∣
=: I1 + I2. (23)
To deal with I1, we recall that P
n is a martingale solution of Eq.(18) with the initial law
µ0, which means that∫
DT
[
φ(wt)− φ(ws)−
∫ t
s
(A nr φ+ B
n
r φ)(wr)dr
]
χs(w)P
n(dw) = 0,
where A nr + B
n
r stands for the generator of Eq.(18). So,∫
DT
[
φ(wt)− φ(ws)−
∫ t
s
(A˜rφ+ B˜rφ)(wr)dr
]
χs(w)P
n(dw)
=
∫
DT
[∫ t
s
(
(A nr φ+ B
n
r φ)(wr)− (A˜rφ+ B˜rφ)(wr)
)
dr
]
χs(w)P
n(dw),
and furthermore∣∣∣∣
∫
DT
[
φ(wt)− φ(ws)−
∫ t
s
(A˜rφ+ B˜rφ)(wr)dr
]
χs(w)P
n(dw)
∣∣∣∣
=
∣∣∣∣
∫
DT
[∫ t
s
(
(A nr φ+ B
n
r φ)(wr)− (A˜rφ+ B˜rφ)(wr)
)
dr
]
χs(w)P
n(dw)
∣∣∣∣
6 C
∫
DT
∫ t
s
∣∣∣(A nr φ+ Bnr φ)(wr)− (A˜rφ+ B˜rφ)(wr)∣∣∣ drPn(dw)
6 C
∫ t
s
∫
Rd
[
|(bni (r, x)− b˜i(r, x))∂iφ(x)|+ |(a
n
ij(r, x)− a˜ij(r, x))∂ijφ(x)|
12
+|Bnr φ(x)−Brφ(x)|+ |Brφ(x)− B˜rφ(x)|
]
vn(r, x)dxdr
6 C
∫ t
s
∫
Rd
[
|(bni (r, x)− b˜i(r, x))∂iφ(x)|+ |(a
n
ij(r, x)− a˜ij(r, x))∂ijφ(x)|
+
∫
Rd
|φ(x+ γnz)− φ(x+ γz)|νr,x(dz) + |Brφ(x)− B˜rφ(x)|
]
vn(r, x)dxdr
6 C
∫ t
s
∫
Rd
[
|(bni (r, x)− b˜i(r, x))∂iφ(x)|+ |(a
n
ij(r, x)− a˜ij(r, x))∂ijφ(x)|
+‖φ‖C2c (Rd)
∫
Rd
I|x+γz|6M |γ
n − γ||z|νr,x(dz) +
∫
Rd
I|x+γz|>M |φ(x+ γ
nz)|νr,x(dz)
+|Brφ(x)− B˜rφ(x)|
]
vn(r, x)dxdr, (24)
where the fact supp(φ) ⊂ BM for M > 0 is applied in the last inequality. As n → ∞,
based on (i) (v) (vi) and vn(r, ·)→ v¯(r, ·) in w∗ − L∞(Rd), (24) yields that
I1 6 C
∫ t
s
∫
Rd
[
|(bi(r, x)− b˜i(r, x))∂iφ(x)|+ |(aij(r, x)− a˜ij(r, x))∂ijφ(x)|
+|Brφ(x)− B˜rφ(x)|
]
v¯(r, x)dxdr
6 C
∫ t
s
∫
Rd
[
|b(r, x)− b˜(r, x)|+ ‖a(r, x)− a˜(r, x)‖I|x|6M
+|Brφ(x)− B˜rφ(x)|
]
v¯(r, x)dxdr
6 C
∫ t
s
∫
Rd
[
|b(r, x)− b˜(r, x)|+
‖a(r, x)− a˜(r, x)‖
1 + |x|
+|Brφ(x)− B˜rφ(x)|
]
v¯(r, x)dxdr
< Cε, (25)
where we use I|x|6M 6 (1 +M)
1
1+|x|
and (vii) in the third and fourth inequality, respec-
tively.
In the following, we treat I2. By the similar deduction to that in (25), one can obtain
that
I2 6 C
∫
DT
∫ t
s
∣∣∣(A˜rφ+ B˜rφ)(wr)− (Arφ+ Brφ)(wr)∣∣∣ drP¯(dw)
6 C
∫ t
s
∫
Rd
[
|(bi(r, x)− b˜i(r, x))∂iφ(x)|+ |(aij(r, x)− a˜ij(r, x))∂ijφ(x)|
+|Brφ(x)− B˜rφ(x)|
]
v¯(r, x)dxdr
< Cε. (26)
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Combining (25) (26) with (23), we get that∣∣∣∣
∫
DT
[
φ(wt)− φ(ws)−
∫ t
s
(Arφ+ Brφ)(wr)dr
]
χs(w)P¯(dw)
∣∣∣∣ < Cε.
Letting ε→ 0, we finally have (21). The proof is complete. 
Lemma 3.2. For any ε > 0, there is a family of measures ν˜·,· such that for any φ ∈
C2c (R
d),
(i) (t, x) 7→ B˜tφ(x) is continuous and sup
t∈[0,T ],x∈Rd
|B˜tφ(x)| <∞;
(ii) ∫ T
0
∫
Rd
|Btφ(x)− B˜tφ(x)|v¯(t, x)dxdt < ε.
Proof. The method comes from [11, Lemma 3.8]. By [4, Lemma 14.50, Page 469], it holds
that there is a measurable function
ht,x(θ) : [0, T ]× R
d × [0,∞) 7→ Rd ∪ {∞},
such that for t ∈ [0, T ] and x ∈ Rd
νt,x(A) =
∫ ∞
0
IA(ht,x(θ))dθ, ∀A ∈ B(R
d).
And then for any φ ∈ C2c (R
d),
Btφ(x) =
∫
Rd
[
φ(x+ γz)− φ(x)
]
νt,x(dz) =
∫ ∞
0
[
φ(x+ γht,x(θ))− φ(x)
]
dθ.
Next, by the theory of functional analysis, we know that there exists a sequence of
measurable functions {hnt,x(θ), n ∈ N} such that for any θ > 0 and n ∈ N, (t, x) 7→ h
n
t,x(θ)
is continuous with compact support, |hnt,x(θ)| 6 |ht,x(θ)| and
lim
n→∞
∫ T
0
∫
Rd
∫ ∞
0
(|hnt,x(θ)− ht,x(θ)|
2 ∧ 1)v¯(t, x)dθdxdt = 0.
Thus, for any ε > 0, there exists a N ∈ N such that∫ T
0
∫
Rd
∫ ∞
0
(|hNt,x(θ)− ht,x(θ)|
2 ∧ 1)v¯(t, x)dθdxdt < ε. (27)
Now, for t ∈ [0, T ] and x ∈ Rd, set
ν˜t,x(A) :=
∫ ∞
0
IA(h
N
t,x(θ))dθ, ∀A ∈ B(R
d),
and then (t, x) 7→ ν˜t,x(A) is continuous. So, it holds that for any φ ∈ C
2
c (R
d),
(t, x) 7→ B˜tφ(x) =
∫
Rd
[
φ(x+ γz)− φ(x)
]
ν˜t,x(dz)
is continuous. Besides, note that
|B˜tφ(x)| 6
∫ ∞
0
|φ(x+ γhNt,x(θ))− φ(x)|dθ 6 C
∫ ∞
0
(|γhNt,x(θ)| ∧ 1)dθ.
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Since hNt,x(θ) has a compact support in (t, x), we have that
sup
t∈[0,T ],x∈Rd
|B˜tφ(x)| <∞.
Thus, (i) is proved.
For (ii), we compute that
|Btφ(x)− B˜tφ(x)| 6
∫ ∞
0
|φ(x+ γht,x(θ))− φ(x+ γh
N
t,x(θ))|dθ
6 C
∫ ∞
0
(
IBl(ht,x(θ))IBR+|γ|l(x) + IBc
l∨
|x|−R
|γ|
(ht,x(θ))
)
×(|hNt,x(θ)− ht,x(θ)| ∧ 1)dθ
6 C
(∫ ∞
0
(
IBl(ht,x(θ))IBR+|γ|l(x) + IBc
l∨
|x|−R
|γ|
(ht,x(θ))
)
dθ
)1/2
×
(∫ ∞
0
(|hNt,x(θ)− ht,x(θ)|
2 ∧ 1)dθ
)1/2
6 C
(
IBR+|γ|l(x)νt,x(Bl) + νt,x(B
c
l∨ |x|−R
|γ|
)
)1/2
×
(∫ ∞
0
(|hNt,x(θ)− ht,x(θ)|
2 ∧ 1)dθ
)1/2
6 C
(∫ ∞
0
(|hNt,x(θ)− ht,x(θ)|
2 ∧ 1)dθ
)1/2
,
where l > 0 is a constant, and supp(φ) ⊂ BR and νt,x(R
d) < ∞ are used in the second
and fifth inequality, respectively. Therefore, the Ho¨lder inequality admits us to obtain
that ∫ T
0
∫
Rd
|Btφ(x)− B˜tφ(x)|v¯(t, x)dxdt
6 C
∫ T
0
∫
Rd
(∫ ∞
0
(|hNt,x(θ)− ht,x(θ)|
2 ∧ 1)dθ
)1/2
v¯(t, x)dxdt
6 CT 1/2
(∫ T
0
∫
Rd
∫ ∞
0
(|hNt,x(θ)− ht,x(θ)|
2 ∧ 1)dθv¯(t, x)dxdt
)1/2
6 CT 1/2ε1/2,
where (27) is used in the last inequality. The proof is complete. 
Remark 3.3. Assume that b : [0, T ]×Rd 7→ Rd, σ : [0, T ]×Rd 7→ S+(R
d) are continuous
and satisfy (Hb,σ), γ ∈ R, g satisfies (Hf), and that Eq.(10) has a unique weak solution in
L+, and P is a martingale solution of Eq.(17) with the initial law µ0 = v0(x)dx ∈ P1(R
d).
Set
bni (t, x) :=
∫
Rd
ϕn(x− y)bi(t, y)dy,
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anij(t, x) :=
∫
Rd
ϕn(x− y)aij(t, y)dy, i, j = 1, 2, · · · , d,
σn(t, x) :=
√
2an(t, x),
γn :=
n
n+ 1
γ,
where ϕ ∈ C∞c (R
d) is a nonnegative mollifier with the support in B1 and
∫
Rd
ϕ(x)dx = 1,
ϕn(x) = n
dϕ(nx). And then we also assume that Pn is a martingale solution of the
corresponding Eq.(18) with the initial law µ0, P
n◦e−1t is absolutely continuous with respect
to the Lebesgue measure on Rd and vn(t, x) denotes the density, i.e., vn(t, x) :=
(Pn◦e−1t )(dx)
dx
for any t ∈ [0, T ], and
sup
x∈Rd
|vn(t, x)| 6 C,
where the constant C > 0 only depends on T . So, bn, σn, γn, an,Pn satisfy the conditions
of Theorem 3.1. Thus, it holds that Pn → P in P(DT ).
For the readers’ convenience, we put the verification of bn, σn, an satisfying the condi-
tions of Theorem 3.1 in the appendix.
Remark 3.4. If γn = γ = 0, bn, b, σn, σ are uniformly bounded, Theorem 3.1 reduces to
[1, Theorem 3.7]. Therefore, Theorem 3.1 is more general.
In the following, we give some special cases. If we remove the jump term from Eq.(17),
i.e.
dXt = b(t, Xt)dt + σ(t, Xt)dBt, t ∈ [0, T ]. (28)
The following corollary describes the relationship between martingale solutions of Eq.(18)
and that of Eq.(28).
Corollary 3.5. Suppose that bn, b : [0, T ] × Rd 7→ Rd, σn, σ : [0, T ] 7→ Rd×m, {γn}
are uniformly bounded, g satisfies (Hf), and that b ∈ L
1([0, T ], BVloc(R
d,Rd)), ∂ibi ∈
L1loc([0, T ] × R
d), (∂ibi)
− ∈ L1([0, T ], L∞(Rd)). Let µ0(dx) = v0(x)dx ∈ P1(R
d) with
‖v0‖∞ <∞, and P
n,P be martingale solutions of Eq.(18) and Eq.(28) with the initial law
µ0, respectively. Assume that
(i) bn → b in L1loc([0, T ]× R
d), an → a in L1loc([0, T ]), γ
n → 0 as n→∞;
(ii) Pn ◦ e−1t is absolutely continuous with respect to the Lebesgue measure on R
d and
vn(t, x) denotes the density, i.e., vn(t, x) :=
(Pn◦e−1t )(dx)
dx
for any t ∈ [0, T ], and
sup
x∈Rd
|vn(t, x)| 6 C,
where the constant C > 0 only depends on T .
Then Pn → P in P(DT ).
Proof. By [1, Theorem 4.12] and Proposition 2.5, it holds that Eq.(10) with Bt = 0 has
a unique weak solution in
L˜+ :=
{
v > 0 :
∫
Rd
v(t, x)dx = 1, sup
t∈[0,T ]
‖v(t, ·)‖∞ <∞, and sup
t∈[0,T ]
∫
Rd
|x|v(t, x)dx <∞
}
.
Note that L˜+ ⊂ L+. Thus, the remaining proof is similar to that of Theorem 3.1. 
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Remark 3.6. This corollary means that SDEs with jumps can converge to SDEs without
jumps in some sense.
If we remove the continuous diffusion term from Eq.(17) and take U ∈ B(Rd), f(t, x, u) =
γu, i.e.
dXt = b(t, Xt)dt+ γ
∫
U
uN(dt, du), t ∈ [0, T ]. (29)
The following corollary characterizes the relationship between martingale solutions of (18)
and ones of (29).
Corollary 3.7. Suppose that bn, b : [0, T ] × Rd 7→ Rd, σn : [0, T ] × Rd 7→ Rd×m, {γn}
are uniformly bounded and for some q > 1, |▽b| ∈ L∞([0, T ], Lqloc(R
d,Rd)), (∂ibi)
− ∈
L∞([0, T ]× Rd), and for any p > 1,∫
U
|u|2(1 + |u|)pν(du) <∞.
Let µ0(dx) = v0(x)dx ∈ P1(R
d) with∫
Rd
v(0, x)r(1 + |x|2)(r−1)ddx <∞, r >
q
q − 1
= q∗,
and Pn,P be martingale solutions of Eq.(18) and Eq.(29) with the initial law µ0, respec-
tively. Assume that
(i) bn → b, an → 0 in L1loc([0, T ]× R
d), γn → γ as n→∞;
(ii) Pn ◦ e−1t is absolutely continuous with respect to the Lebesgue measure on R
d and
vn(t, x) denotes the density, i.e., vn(t, x) :=
(Pn◦e−1t )(dx)
dx
for any t ∈ [0, T ], and
sup
x∈Rd
|vn(t, x)| 6 C,
where the constant C > 0 only depends on T .
Then Pn → P in P(DT ).
Proof. By [13, Theorem 5.7] and Proposition 2.5, we know that Eq.(10) with a = 0 has a
unique weak solution in
Lˆ+ :=
{
v > 0 :
∫
Rd
v(t, x)dx = 1, sup
t∈[0,T ]
∫
Rd
v(t, x)q
∗
(1 + |x|2)(q
∗−1)ddx <∞,
and sup
t∈[0,T ]
∫
Rd
|x|v(t, x)dx <∞
}
.
Note that Lˆ+ ⊂ L+. Therefore, the remaining proof continues as that of Theorem
3.1. 
Remark 3.8. This corollary means that SDEs with jumps can converge to SDEs with
pure jumps in some sense.
If Eq.(17) has no continuous diffusion term and no jump term, i.e.
dXt = b(t, Xt)dt, t ∈ [0, T ], (30)
Corollary 3.5 yields the following corollary on martingale solutions of Eq.(18) and Eq.(30).
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Corollary 3.9. Suppose that bn, b : [0, T ]× Rd 7→ Rd, σn : [0, T ] 7→ Rd×m, {γn} are uni-
formly bounded, g satisfies (Hf), and that b ∈ L
1([0, T ], BVloc(R
d,Rd)), ∂ibi ∈ L
1
loc([0, T ]×
Rd), (∂ibi)
− ∈ L1([0, T ], L∞(Rd)). Let µ0(dx) = v0(x)dx ∈ P1(R
d) with ‖v0‖∞ < ∞, and
Pn,P be martingale solutions of Eq.(18) and Eq.(30) with the initial law µ0, respectively.
Assume that
(i) bn → b, an → 0 in L1loc([0, T ]× R
d), γn → 0 as n→∞;
(ii) Pn ◦ e−1t is absolutely continuous with respect to the Lebesgue measure on R
d and
vn(t, x) denotes the density, i.e., vn(t, x) :=
(Pn◦e−1t )(dx)
dx
for any t ∈ [0, T ], and
sup
x∈Rd
|vn(t, x)| 6 C,
where the constant C > 0 only depends on T .
Then Pn → P in P(DT ).
Remark 3.10. This corollary means that SDEs with jumps can converge to ordinary
differential equations in some sense.
Remark 3.11. If γn = 0 and bn = b, σn = 1
n
Id, the above corollary is just right [1,
Corollary 3.9].
4. Weak solutions of FPEs in L+
In this section, we take U ∈ B(Rd) and f(t, x, u) = γu and assume that for any p > 1∫
U
|u|2(1 + |u|)pν(du) <∞.
That is, Eq.(10) becomes
∂tv = −∂i(biv) + ∂ij(aijv) +
∫
U
[
v(· − γu)− v(·)
]
ν(du). (31)
We give some sufficient conditions for Eq.(31) to have a unique weak solution in L+.
The main result in the section is the following theorem.
Theorem 4.1. Suppose that b : [0, T ]×Rd 7→ Rd, σ : [0, T ]×Rd 7→ S+(R
d) satisfy (Hb,σ)
and that for some q > 1, |▽b| ∈ L1([0, T ], Lqloc(R
d,Rd)), (∂ibi)
− ∈ L1([0, T ], L∞(Rd)), ‖▽σ‖2 ∈
L1([0, T ], L∞(Rd)). Then for µ0(dx) = v0(x)dx ∈ P1(R
d) with∫
Rd
v0(x)
r(1 + |x|2)(r−1)ddx <∞
for some r > 1,Eq.(31) has a unique weak solution in L+.
Proof. First of all, we take a complete filtered probability space (Ωˇ, Fˇ , Pˇ; (Fˇt)t∈[0,T ]),
an (Fˇt)-adapted Brownian motion Bˇt and an (Fˇt)-adapted Poisson random measure
Nˇ(dt, du) independent of Bˇt with the intensity measure dtν(du). We consider the follow-
ing equation:
Xˇt(x) = x+
∫ t
0
(
b(s, Xˇs(x))−
∫
U
γuν(du)
)
ds +
∫ t
0
σ(s, Xˇs(x))dBˇs
+
∫ t
0
∫
U
γu ˜ˇN(dsdu), x ∈ Rd, t ∈ [0, T ], (32)
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where ˜ˇN(dsdu) := Nˇ(dsdu)−ν(du)ds is the compensated martingale measure of Nˇ(dsdu).
By [13, Theorem 4.2], one can obtain that there exists a unique weak solution Xˇt(x) of
Eq.(32) satisfying
sup
t∈[0,T ]
Eˇ
(∫
Rd
|ψ(Xˇt(x))|
r∗ρ(dx)
)
6 C‖ψ‖r
∗
Lr∗ρ
, ∀ψ ∈ C∞c (R
d), (33)
where C is independent of ψ, Eˇ denotes the expectation under the probability measure Pˇ
and
1
r
+
1
r∗
= 1, ρ(dx) =
1
(1 + |x|2)d
dx, ‖ψ‖r
∗
Lr∗ρ
:=
∫
Rd
|ψ(x)|r
∗
ρ(dx).
Next, we choose a Fˇ0-measurable d-dimensional random vector Xˇ0 such that Pˇ◦Xˇ
−1
0 =
µ0. Thus, X¯t := Xˇt(Xˇ0) uniquely solves the following equation
X¯t = Xˇ0 +
∫ t
0
(
b(s, X¯s)−
∫
U
γuν(du)
)
ds+
∫ t
0
σ(s, X¯s)dBˇs
+
∫ t
0
∫
U
γu ˜ˇN(dsdu).
Moreover, it follows from the Ho¨lder inequality and the Jensen inequality that for any
ψ ∈ C∞c (R
d),∣∣∣∣
∫
Rd
ψ(x)LX¯t(dx)
∣∣∣∣ = ∣∣Eˇψ(X¯t)∣∣ = ∣∣Eˇ [Eˇ[ψ(Xˇt(x))|x = Xˇ0]]∣∣ =
∣∣∣∣
∫
Rd
Eˇ[ψ(Xˇt(x))]v0(x)dx
∣∣∣∣
6
(∫
Rd
|Eˇ[ψ(Xˇt(x))]|
r∗ρ(dx)
)1/r∗ (∫
Rd
v0(x)
r(1 + |x|2)rdρ(dx)
)1/r
6
(
Eˇ
∫
Rd
|ψ(Xˇt(x))|
r∗ρ(dx)
)1/r∗ (∫
Rd
v0(x)
r(1 + |x|2)(r−1)ddx
)1/r
6 C‖ψ‖Lr∗ρ ,
where the last inequality is based on (33). By the theory of functional analysis, we know
that there exists a v(t, ·)(1 + | · |2)d ∈ Lrρ such that∫
Rd
ψ(x)v(t, x)(1 + |x|2)dρ(dx) =
∫
Rd
ψ(x)v(t, x)dx =
∫
Rd
ψ(x)LX¯t(dx).
So, [6, 4.25 Problem, Page 325] gives LX¯t(dx) = v(t, x)dx for any t ∈ [0, T ]. By Proposi-
tion 2.6, it holds that v uniquely solves the FPE (31) in the distribution sense. Finally,
using µ0(dx) = v0(x)dx ∈ P1(R
d) and Proposition 2.5, we conclude that v ∈ L+. The
proof is complete. 
Remark 4.2. These conditions in Theorem 4.1 are not optimal, because under them a
pathwise unique strong solution of Eq.(32) exists ([13, Theorem 4.2]). Thus, if one tries
to weaken them to assure existence and uniqueness of weak solutions to the FPE (31),
some techniques from the theory of partial differential equations are needed ([1]). Here,
we do not pursue this.
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5. Appendix
In this section, we show that bn, σn, an,Pn satisfy the conditions in Theorem 3.1.
Proof of Remark 3.3.
(i) bn, σn satisfy (Hb,σ).
First of all, we show that bn satisfies (Hb,σ). For any t ∈ [0, T ], x ∈ R
d,
|bn(t, x)| 6
∫
Rd
ϕn(x− y)|b(t, y)|dy 6 C
∫
Rd
ϕn(x− y)(1 + |y|)dy
6 C
∫
Rd
ϕn(x− y)(1 + |x− y|+ |x|)dy
6 C(1 + |x|) + C
∫
Rd
ϕn(x− y)|x− y|dy.
Note that∫
Rd
ϕn(x− y)|x− y|dy =
∫
Rd
ndϕ
(
n(x− y)
)
|x− y|dy =
∫
Rd
ϕ(v)
|v|
n
dv 6 1.
Thus, all the above computation yields that
|bn(t, x)| 6 C(1 + |x|),
where C is independent of n.
For σn, we only need to verify that ‖an(t, x)‖ 6 C(1 + |x|)2. Note that ‖a(t, y)‖ 6
C(1 + |y|)2 and supp(ϕ) = B1. The remaining proof is similar to that of b
n.
(ii) bn → b, an → a in L1loc([0, T ]× R
d).
For any 0 6 s < t 6 T and BR,∫ t
s
∫
BR
(|bn(r, x)− b(r, x)| + ‖an(r, x)− a(r, x)‖)dxdr
6
∫ t
s
∫
BR
∫
Rd
ϕn(x− y) (|b(r, y)− b(r, x)|+ ‖a(r, y)− a(r, x)‖) dydxdr
=
∫ t
s
∫
BR
∫
Rd
ϕ(v)
(
|b(r, x−
v
n
)− b(r, x)|+ ‖a(r, x−
v
n
)− a(r, x)‖
)
dvdxdr.
Thus, continuity of b, σ in the spatial variable and the dominated convergence theorem
allow us to obtain that the above limit is zero as n→∞.
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