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ABSTRACT
THE SECULAR BEHAVIOR OF PULSAR INTEGRATED PROPERTIES
(August 19TT)
David J. Helfand, B.A.
, Amherst College
M.S., Ph.D., University of Massachusetts
Directed by: Professor Joseph H. Taylor
For the past six years, an extensive program of pulsar obser-
vations has been underway at the Five College Radio Astronomy
Observatory. Augmented by results from several programs initiated at
other observatories, these data have provided a history of pulsar flux,
timing, and pulse shape behavior for a wide sample of sources.
Assuming a pencil beam emission model, the long-term flux
observations place fairly stringent limits on neutron star precession
amplitudes for the period range 2 days to 150 days. Although strong
intrinsic flux variations were also observed on a timescale of an hour
to a day for the first time, no apparent periodic modulation was
recorded in this range either. Characteristic tiraescales for fluc-
tuations, which are on the order of a few tens of days for most
sources, are found to be similar at two widely-separated frequencies,
although the fluxes at the two frequencies are not, in general, well-
correlated. A brief outline of the pulsar fliox memory mechanism is
discussed.
Pulse arrival time observations have yielded a wealth of informa-
tion in the realms of pulsar astrometry, neutron star physics, and
supernova remnant /pulsar interactions. Timing determinations of two
vii
pulsar proper motions are presented along with upper limits on the
transverse velocities of several other sources. An analysis of the
selection effects present in transverse velocity determinations and
the presentation of a method for the calculation of the unmeasurable
radial velocity component for pulsars precedes a discussion of the
discovery of a relationship between the quantity P^P^ and dynamical
properties such as velocity and z-height. This correlation leads to
the division of pulsars into two dynamical classes: Class A sources
with a mean total space velocity of < 100 km sec"-^
,
very low values
of PqPq) a- small scale height, and anomolously long characteristic
ages; and. Class B sources with a mean space velocity of ~ 300 km
sec , large values of P P , a scale height four times that of the
o o
Class A sources, and characteristic ages that imply a magnetic field
decay time constant of 5 x 10^ yrs ^ £, lO"^ yrs. A model is
proposed to explain the two classes from the presence or absence of
a tightly-bound binary companion to the supernova which created the
neutron star, and is shown to be consistent with a wide variety of
observational constraints.
The aspect of pulsar timing measurements germane to neutron
star physics involves the intrinsic noise component present in the
timing residuals. Several aspects of the effects of the noise
process on the position and slow-down parameters derived from pulse
arrival phases are discussed, including the absence of glitches in
old pulsars, the observation of a negative pulsar period derivative,
and the limitations which the noise process places on the detection
viii
of period second derivatives. An investigation of the character of
the timing noise is pursued extensively, resulting in a determination
that, while a random valk in pulse phase describes some of the data
veil, the whole random walk model may have to he abandoned, as it
fails to present a unified description of the noise process across
this new pulsar sample. The strength of the noise process is also
studied. Correlations are found with the period derivative and, most
unexpectedly, with the two classes of the dynamical model proposed
above, lending further support to a fundamental distinction between
these two types of sources.
Observations of the Crab Nebula pulsar are presented. An
investigation of the glitch of February 1975 shows excellent agreement
between radio and optical data, no significant dispersion measure
changes following the glitch, and no change in the noise process
after the event. Severe mean pulse profile changes resulting from
a huge enhancement in multipath scattering of the pulsar signal by
the Nebula are presented as part of a time history of the scattering
and dispersion measure variations over a four-year period. These
propagation effects are discussed in terms of a model in which a
large cloud of turbulent material drifts across our line of sight to
the pulsar.
A siammary of these results is followed by a prospectus for
future pulsar observing programs and theoretical developments which
might lead to a fuller understanding of the pulsar phenomenon.
ix
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1CHAPTER I
PULSARS: AW INTRODUCTION
§1. A Brief Review
Ten years ago, in the autumn of I96T, astronomers at Cambridge
University made what proved to be one of the most startling and
exciting astrophysical discoveries of this century. While engaged in
a project to measure the sizes of distant galaxies by observing how
they scintillated in the interplanetary medium, Jocelyn Bell, a
graduate student working under the 197^ physics Nobel laureate,
Antony Hewish, noticed a peculiar signal on the chart recorder output
from their radio telescope. The signal consisted of strings of
variable amplitude pulses lasting only about 0.1 seconds and occurring
at a remarkably constant separation of 1.33 seconds. Furthermore,
these peculiar signals appeared each day at the same sidereal time,
strongly suggesting an extraterrestrial origin. To scientists
accustomed to dealing with entities of vast size and times measured in
millions or billions of years, the concept of an astronomical object
which varied its energy output drastically on timescales of tenths of
a second was astounding; the object was dubbed an LGM (for Little
Green Man). By the time of the announcement of the discovery in
February, 1968 (Hewish et_ al. I968), three more LGM's had been found
and the quest for a natural explanation of these objects had begun.
The model that has emerged from nearly 500 papers on the subject
of pulsars (as the LGM's came to be called) consists of a rapidly-
2rotating, highly-magnetized neutron star from which ve receive pulses
as its radiation beam sweeps past the earth. Several aspects of this
model have required extensions of our ideas ahout astronomy and
physics into regimes not previously encountered. The neutron star is
an object which contains an entire solar mass of material (2 x lO^^gms)
compressed into a sphere of radius 10 km. The definition of the be-
havior of matter at these densities (up to lO^^gm/cm^ - one hundred
times as dense as an atomic nucleus) required an extension of the
equations of nuclear and solid state physics by many orders of magni-
tude, and a consensus on the equation of state for neutron star matter
is only just beginning to emerge. The expected pulsar magnetic fields
are on the order of 10 gauss, and the structure of a magnetosphere
dominated by such a field (and the concommitant electric fields of
similar magnitude generated by this huge dynamo) is a problem that has
as yet resisted solution. Indeed, even the mechanisms through which
the intense radio emission is generated and then collimated into a
narrow beam are not yet understood. The following is a brief review
of the observational properties of pulsars which are relevant to the
work presented in subsequent chapters.
One of the first characteristics of pulsar emission to be
studied was the variation of its intensity. The discovery paper
reported considerable fluctuation from pulse to pulse, with some
pulses apparently missing entirely. Since then, variations of the
pulsar signal have been observed on all timescales that have been
investigated, ranging from one ysec to several years (a range of 10^**).
3The definition of the intensity fluctuation power spectrum over this
huge range provides one of the fundamental inputs to the models of the
pulsar emission mechanism.
The basic unit of emission is the pulse - the radiation received
during one rotation of the star. Rotation periods range from 33 milli-
seconds for the youngest pulsar in the Crah Nebula to 3-7 seconds, with
most sources having periods in the range O.h to 1.0 seconds. The
emission is typically confined to a small fraction of the rotation
period {l% to % or a few tens of milliseconds for the canonical one-
second pulsar), although a few sources show a second burst approximate-
ly half a period away called an interpulse
. Modulation on timescales
of the rotation period takes several forms, including random pulse-to-
pulse fluctuations, highly periodic variations with frequencies from
0.05 to nearly 0.5 cycles/period, and pulse nulling, where the in-
tensity drops by more than a factor of 100 (i.e., the pulse disappears)
within one rotation and may remain off for many periods. Moving to
shorter timescales, the pulses are seen to be composed of smaller units
a few milliseconds wide called subpulses . Among the variations
observed in this domain is the phenomenon known as drifting subpulses,
where the subpulse emission units are seen to move steadily across the
pulse window from one period to the next. At even higher time resolu-
tions, extremely intense micropulses are observed in some sources with
changes in intensity by a factor of 10** occurring in <100 ysec.
Complex, changing polarization patterns accompany the intensity fluc-
tuations on all of these timescales. Exajnples include a change of
1^
sense of the circular polarization at the edges of intense micro-
pulses, a smooth rotation of the orientation of the polarization
ellipse within individual subpulses
, and a preference for the
radiation to occur at one of two orthogonal position angles in
successive pulses.
By suinming many consecutive pulses synchronously with the pulsar
period, one obtains a pulsar's integrated or mean profile
. This
profile, plotted as intensity versus time modulo the pulsar period,
represents a unique signature for each source. The profile shape is
very stable when a sufficient number of pulses are included (typically
a few hundred to a few thousand depending on the source) with no
changes to the Vfo level having been observed in any source over
several years. The source of this stability is most likely the huge
magnetic field which defines the range of pulsar longitude over which
emission can occur (e.g., along the dipole field axis).
§2. Secular Behavior of the Integrated Properties
The energy in the pulsar integrated profile is highly variable.
On the timescale of minutes to a few hours, the intensity of the
emission is modulated by scintillation of the signal in the irregular-
ities of the interstellar medium. By observing with a bandwidth
sufficiently large to average effectively over several scintillation
bands, one can hope to extract some information on the source's
intrinsic intensity variations in this time regime. Defining the
pulsar's daily flux as the average pulse intensity of a mean profile
obtained from a one to four-hour integration, study of the intensity
variations on the timescale of days to years becomes possible.
Chapter III presents the results of programs at the Five College Radio
Astronomy Observatory (FCRAO), the Haystack Observatory (NEROC) and
the Ovens Valley Radio Observatory (OVRO) designed to study intensity
fluctuations in the range from five minutes to five years. Some of
the principal results include the discovery of significant flux
changes on the timescale of several hours, the definition of charac-
teristic fluctuation times of a few tens of days for most sources
(including spectral changes on a similar timescale), and reasonably
strict upper limits on the amplitude of any periodic modulation such
as that expected from a simplified picture of neutron star precession.
No monotonic trends have been observed over times longer than a few
hundred days for the sources studied, implying a possible low-
frequency cutoff for the fluctuation spectra in this range. It is
interesting to note in this regard that on the longest possible time-
scale, the pulsar lifetime (a few million years), we have certainly
reached a low-frequency limit: there is no strong correlation between
pulsar age and luminosity, suggesting that the sources die quite
abruptly rather than by slowly fading away.
Perhaps the most remarkable characteristic of pulsars is the
regularity of the interval between pulses. Initial observations
showed that the periods were constant to better than 1 nanosecond per
day. Indeed, one of the critical arguments for the neutron star
hypothesis was this high degree of stability required of the under-
-imes
lying clock mechanism. In late 1968, a pulsar spinning thirty t:
a second vas discovered at the center of the Crab nebula (the remnant
of the supernova observed by the Chinese in 105U A.D.). Within a few
months, it became apparent that this period vas not constant, but was
increasing at the rate of 36 nanoseconds per day. The energy loss
implied by this decrease in the star's angular momentum was just that
required to power the optical emission of the Crab Nebula, and the
neutron star hypothesis, originally put forward by Gold (1968)
,
became widely accepted. Subsequently, nearly 90 of the 150 known
pulsars have been studied carefully enough to determine whether or
not their periods are changing (i.e., if their period derivatives are
non-zero). In every case, a period increase has been found, although
it is typically only a few tenths of a nanosecond per day, and in one
case equals just O.lh picoseconds per day.
Careful analysis of pulse arrival times yields a wealth of
Information concerning the star's energy loss, structure, position,
velocity, and evolution. An extensive discussion of results in each
of these areas derived from observations at the National Radio
Astronomy Observatory (NRAO) and the FCRAO is presented in Chapters
IV through VII. The major areas covered include observation of
dispersion measure and scattering changes in the Crab pulsar, work on
the intrinsic noise process present in the pulsar clock, and an
analysis and interpretation of pulsar velocity measurements culmin-
ating in a dynamical evolutionary model linking OB runaway stars
,
binary X-ray sources, and pulsars.
7The unifying force for the results presented in subsequent
chapters is the data base amassed over the past six years by the
pulsar monitoring program at the FCRAO. Although observing programs
were also pursued at several other facilities, virtually all of the
major observational results and the conclusions vhich stem from them
are directly attributable to the FCRAO experiment. Until recently,
most long-term pulsar programs were directed at the Crab pulsar,
resulting in a wealth of information on this unique object which has
been applied by astrophysicists to a wide variety of theoretical
problems still extant in the field. There is a clear danger, however,
in choosing one object of a class with which to match theory and
observation, a danger which is heightened when the object chosen is
the youngest, fastest-spinning, most luminous member of the class
which alone exists in a region of space dominated by the event which
created it. The current work seeks to redress this imbalance by
presenting similarly extensive data on the secular behavior of a
wider sample of pulsars to be used in the critical assessment of
current and future theories of pulsar emission mechanisms and neutron
star structure and evolution. The recent expansion of the FCRAO
program promises to provide an even greater statistical data base in
support of an extension of our understanding of the fascinating
Little Green Men.
8CHAPTER II
THE OBSERVATIONS AT THE FCRAO
§1. Introduction
on
The results reported in this dissertation are hased primarily
data taken with the meterwave telescope at the Five College Radio
Astronomy Observatory (FCRAO). This Chapter presents, in somewhat
more detail than is customary in scientific journal articles, an over
view of the data collection process. Section two contains a brief
account of the development of the telescope; in particular, an
extensive tabular history is included as a reference for those who
will use the data in the future. The third section presents a des-
cription of the meterwave array in its current configuration, while
the fourth reviews the data handling procedures applied to the
telescope output to yield the pulsar flux, pulse shape, and timing
data which are the subject of the following chapters.
§2. Development of the Meterwave Array
The FCRAO was established in I968 when a group of engineers and
support personnel headed by Professor G. R. Huguenin came to the
University of Massachusetts from the Harvard College Observatory.
The discovery of pulsars had just been announced, and a large amount
of observing time at observatories around the world was being
dedicated to their study. New results were being reported weekly,
and it was becoming clear that a long-term effort would be needed if
comprehensive theories vere to he found to explain the complexities
of the pulsar phenomena being discovered. Such an effort was an ideal
undertaking for a university observatory. Pulsars are low radio-
frequency objects and are thus observable vith antenna and receiver
systems which are less difficult and less costly to build than the
radio telescopes used for observations at higher frequencies. Further-
more, projects to study the long-term behavior of the objects could be
easily undertaken by dedicating a large fraction of the available time
to these programs, a procedure which is unfeasible at national obser-
vatories which must serve many astronomers with a variety of interests.
The design which evolved for the telescope consisted of a filled-
aperture array of fixed spherical reflectors with movable feed
structures. The array concept allowed for observations to begin as
soon as the first element had been completed, with subsequent addition
of dishes to increase the sensitivity and flexibility of the instru-
ment. The size of each element (37 meters diameter) was set by the
length of standard utility powerline poles which were to be used for
the feed support. The operating frequency range of 100 MHz to 500 MHz
was dictated by the pulsar radio spectra, although many other objects
such as the sun, flare stars, and quasars are also accessible in this
range. Backend instrumentation was designed and refined under
operating conditions through a program of pulsar observations at the
National Radio Astronomy Observatory (NRAO) in progress throughout
the construction of the telescope. The site chosen for the
Observatory, a peninsula in the Quabbin Reservoir, was unique for its
10
combination of proximity to the support facilities at the University
and its isolation from sources of radio-frequency interference.
Antenna 2C was finished late in the autumn of 1970, and the
first observations were conducted in December of that year with one
polarization of a crossed dipole feed at lU8 MHz. Since that time, the
telescope has grown to a four-element array capable of simultaneous
operation at two frequencies with two polarizations at each. The
pulsar program is completely automated such that the telescope can run
unattended for a week without operator intervention. This evolution of
the system has unavoidably affected the uniformity of the data
collected for the long-term pulsar program. The effects introduced by
equipment changes were usually easily measurable without reference to
the data itself, and they have been removed. It is useful, however,
to have a record of these changes when old data is re-examined to
insure that effects which are seemingly intrinsic to the pulsars are
not instrumental artifacts. Such a record was essential in the
analysis of the data on the Crab pulsar presented in Chapter VII.
Table II. 1 presents a compact history of the meterwave array
development from December 1970 through February 1977. The date and
Julian day number of all system modifications which could have
affected the data are recorded. Two channels of data have been
recorded during most of the program: Channel 1 at a frequency near
150 MHz and Channel 2 at a frequency near 390 MHz. The next three
columns present relevant front-end and back-end information for each
of these two channels. Column three lists the array element in use
11
(the elements are labelled 2A, 2B, 2C , and 2D from east to vest in
anticipation of the completion of a second rov of antennas south of
the current one to be assigned the numbers lA through ID) and colu^nn
four contains the feed type and polarization employed. Three feed
designs have been used: a crossed dipole feed mounted on a ground
plane at I50 MHz (DIPOLE), a helical antenna for frequencies near
390 MHz (HELIX), and the current, broad-band, log-periodic feeds
which provide two orthogonal linear polarizations over the range 120
MHz to kOO MHz (LPTT). The number (l or 2) and sense (L for linear
and C for circular) of feed polarization states are included paren-
thetically. The fifth column lists the receivers in use. These have
included a Neras-Clarke single channel receiver at the lower fre-
quencies (NO) and a single channel receiver built at the FCRAO for
390 MHz (MKl), both of which were used for test purposes and initial
observations at their respective frequencies. The primary instruments
used in the pulsar program are filter bank receivers whose output is
processed in analog shift registers designed for dispersion removal.
Two receivers were from the NRAO (50 channels with 30 kHz per channel
and 250 kHz per channel) and three were built at the FCRAO (2 polar-
izations times 32 channels with 30 kHz, 100 kHz, and 250 kHz band-
widths per channel). The final column contains comments on the various
modifications and adjustments made on the specified dates. Des-
criptions of software and hardware components mentioned in these
comments may be found in the following section on the current system
configuration. In Figure II. 1, the information from this tabular
12
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Figure II. 1: A graphical representation of significant system
developments and their effect on data collection for
the FCRAO meterwave telescope. Covering the six-
year period from January 1971 to December 1976, the
bar graph illustrates the data from Table II. 1 with
the following symbols
:
: refers to the I56 MHz system and data
-•-
: refers to the 390 MHz system and data
:
refers to simultaneous dual-frequency operation
F
: calibrated flux data being recorded
T : timing data being recorded
2A-2D : the antenna so labelled was operating at the
indicated frequency or frequencies.
C
: a system change occurred which affected the
data being collected — see Table II. 1 for a
description of the change.
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2k
history most frequently required has been presented in an easily
referenced graphical format.
§3. The Present Pulsar Observing System
The metervave telescope is currently configured as a dual-
frequency, dual-polarization, four-element phased array operating at
frequencies of I56 MHz and 390 MHz. The pulsar observing prograin,
which is the primary task of the instrument, is fully automated,
requiring minimum operator intervention of only one-half hour per
week. The key elements of the telescope system employed in this
program are presented in block diagram form in Figures II. 2 through
II. 5 and are described briefly below.
Each array element consists of a fixed, spherical, wire mesh
reflector 37 meters in diameter supported by a ring of 10-meter
utility poles. The mesh is attached to a series of catenary cables
hung from steel trusses affixed to the poles. The spherical profile
of the dish is achieved with adjustable backstays for each catenary
and an array of tie-down cables anchored beneath the reflector
surface. The movable feed structure is supported by three 20-meter
utility poles. The feed antenna is mounted on a cart which travels
up and down on a bow-shaped, rotating truss. The truss moves through
360 degrees in azimuth; the feed cart covers a zenith angle range of
0 degrees to 32 degrees. The azimuth and zenith motions are driven
by separate stepping motors under the control of the telescope
computer. The zenith angle range provides coverage of the northern
25
sky between declinations +10° and ^lh° sources near +55° can be
tracked for up to six hours each day. The array currently consists
of four elements aligned on an east-west axis. The elements are fed
with broad-band, trapezoidal antennas with minimum VSWR near 150 MHz,
270 MHz, and 390 MHz and an edge taper of approximately 10 db at the
32-meter diameter. Control and rf signals travel through a series of
cables connecting each element with the telescope control building.
The receiver front-end resides in a temperature-controlled
compartment which travels with the feed cart on each element (Figure
II.2). A parallel system is present for each of the two linear
polarizations used in each dish. The compartment contains switched
hot loads and solid state noise generators for calibration and test
purposes, and the first-stage amplifier, preceded by a high-pass
filter to eliminate overloading produced by a 50,000-watt FM radio
transmitter located less than ten kilometers from the site. Pre-
amplification is provided by two-stage transitor amplifiers with a
gain of ~H0 db and an excess noise figure of --150 K. The first stage
amplifies signals over nearly the entire bandwidth of the feed (120
MHz to i+OO MHz), while the second stage splits the signal to two
tuned sections with bandwidths of a few MHz and center frequencies
which are remotely tunable. The signals are then summed and sent
down shielded cables to the control building.
Following a second amplification, the signals are converted to
intermediate frequencies of 30 MHz and 90 MHz from the radio
frequencies near I56 MHz and 390 MHz respectively. The array elements
26
Figure II. 2: The front-end receiving system for the FCRAO meterwave
telescopes. See text for details.
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are phased together at IF through computer-svitchable
,
analog delay
lines and then summed to produce four outputs - two polarizations
at each of the two observing frequencies (see Figure II.3). These
outputs are fed to filter-bank receivers which' sum the two polari-
zations and detect the signals. At 156 MHz, a 2 (polarization) by 32
channel receiver with 30 kHz filters is used, while, at 390 MHz, two
2 by 32 channel receivers with filter widths of 100 kHz and 250 kHz
are available.
The 32 receiver outputs at each frequency are fed to 32-channel
analog shift registers which are used to compensate for the dispersive
effects of the interstellar medium on the pulsar signals (Orsten 1970)
The single-channel, dedispersed output at each of the two frequencies
is then accumulated for five minutes in a i4096-channel signal-
averaging computer triggered at the Doppler-shifted pulsar frequency,
producing two integrated pulse profiles with a resolution of one
milliperiod (l/l02i| of the pulsar rotation period). These five-minute
averages along with calibration and timing information are recorded on
magnetic tape for further processing.
A Digital Equipment Corporation PDF 12 model minicomputer
controls the operation of the telescope and runs the data-gathering
system. The computer is configured as shown in Figure II. U. Its
major tasks include telescope pointing and tracking, array phasing
calculations and delay line switching, receiver configuration
selection, pulsar period Doppler calculations, execution of the
observing schedule, signal averager control, and data recording. A
29
Figure II. 3: The back-end receiving system for the FCRAO metervave
telescope. In the figure, A. refers to antenna i;
refers to polarization j; and F^^ refers to
frequency K (F^ = 156 MHz; F = 390 MHz).
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Architecture of the FCRAO meterwave array computer
system. See text for a description of the computer's
tasks \inder the automated observing system.
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source-by-source log is provided on the console teleprinter which
includes information on the strength and pulse shape from each
observation to facilitate timely identification of system malfunctions.
Under normal circumstances, the system can operate unattended for one
week, at which time the only intervention required is a data tape
change
.
To obtain valuable information on the behavior of the pulsar
rotation frequency, an accurate clock system is required. The block
diagram of the timing system employed is given in Figure II. 5. A local
standard crystal oscillator is phase-locked to the timing signals
received from the Loran-C network. The system provides absolute time
(i.e., Coordinated Universal Time as defined at the United States Naval
Observatory) to better than 5 microseconds, which is more than suffi-
cient for these purposes. The clock is read by the central computer
each time the signal averager is triggered (i.e., once per pulsar
period), with the time from the initial trigger of a five-minute aver-
age being recorded on the data tape.
%h. The Data Processing Scheme
During normal operation, the pulsar program produces one magnetic
computer tape per week consisting of approximately 150 pulsar
observations (or scans), each containing from 10 to 25 five-minute
integrated profiles (or dumps) at the two frequencies. Timing
information is also recorded for each dump. Calibration dumps using
pulsed noise sources are recorded prior to the start of each scan
with a continuum source observation included once each day for
3i;
Figure II. 5: The FCRAO station clock system. See text for details.
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establishment of the noise generators' flux density scale.
The primary analysis program for which the telescope tape is an
input has been designed to render the observationally-important
quantities
- pulsar flux, profile shape, and pulse arrival time -
readily accessible for further analysis. The individual dumps are
calibrated and then summed to produce a single integrated profile for
each scan, deleting any dumps that have been ruined by interference.
An arrival time for this profile is computed by cross-correlation with
a standard profile for the sour-ce (see Manchester and Peters 19T2).
The flux is determined by computing the area under the cross-correla-
tion function. A line printer plot is produced for each dump, followed
by a full-resolution plot of the daily profiles at each frequency along
with their fluxes and arrival times. These final profiles and the flux
and timing information are also recorded on an archive tape, and a
time-of-arrival card is produced for each profile as an input to the
timing analysis program. The final data analysis is performed by a
series of task-specific programs; these procedures are described in
some detail in the introductory sections of each of the following
chapters
.
The principal results from the FCRAO pulsar program are reported
in Chapters III through VII. While some results have been reported
previously (Huguenin, Taylor, and Helfand 1973; Manchester, Taylor,
and Van 197^; Manchester and Taylor 197^; and Helfand, Manchester,
and Taylor 1975), the compendium of current articles found in these
chapters is a moderately complete account of the contributions to
pulsar astronomy made by the Observatory in its first six years of
operation.
CHAPTER III
PULSAR INTENSITY VARIATIONS
§1. Introduct ion
Variations in the intensity of pulsar radio emission have been
observed on all timescales that have been investigated, ranging from
a fev microseconds to a fev years. Soon after pulsars were discovered,
it was realized that their signal strength varied from day to day, and
observations of several months' duration exhibited no apparent lov-
frequency cut-off to the spectrum of intensity changes (Cole, Hesse,
and Page 1970; Hesse 1971, 1972). Daily observations for a period of
~600 days at the FCRAO (Huguenin, Taylor, and Helfand 1973) revealed
flux changes of more than a factor of ten and long-term trends vhich
were nearly monotonic over the whole interval sampled. The obser-
vations reported here extend that coverage to more pulsars, a second
observing frequency, and a baseline of
-1500 days. The new data
reveal a possible low-frequency cut-off to the variations for all
sources and indicate spectral index changes with the timescale of tens
of days. They also set a strong limit on any neutron star precession
in the period range 2 days to 150 days for most sources. A prelimi-
nary examination of flux data from several circumpolar sources
designed to detect intraday periodic intensity changes indicating
precessional motion is also presented, extending the excluded range of
precessional periods down to a few hours.
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§2. The Observations
The observations have been carried out as part of the long-term
program of pulsar observations which has been underway at the FCRAO
for over 6 years. Integrations of from 1 to h hours per source yield
mean pulse profiles for many of the strong pulsars north of declination
+10° each day. Details of the observing system are found in Chapter II
The data were calibrated by comparison of the pulsar signal with
that of a pulsed noise source for each observation. The flux scale of
the noise source was established by frequent observations of strong
continuum sources. To assure the constancy of the flux scale over the
many system changes which occurred during the four-year period encom-
passing the observations, we obtained a standard mean flux by averaging
the calibrated data from each source in 10-aay blocks, normalizing
these means by the source's average flux over the entire data span, and
then averaging together the 10-day blocks from each source. This
standard mean should have remained constant assuming that the pulsar
fluxes vary independently. In fact, of the 10-day blocks showed
significant deviations from the mean of the blocks, and in each case
the change was traced to some systematic error and the fluxes were
corrected.
Either one circular polarization or the sum of two orthogonal
linear polarizations was used throughout the observations. Frequency-
and time-dependent fluctuations induced by interstellar scintillation
did not affect the data since the bandwidths used were generally an
order of magnitude larger than the typical decorrelation bandwidths of
ho
these features, and the integration time of several hours is much
longer than the timescales of the scintillation-induced variations.
Thus, ve are assured that any flux variations observed reflect intrin-
sic changes in the total intensity of the radiation produced by the
pulsar at the observing frequency.
§3. Interday Flux Variations
In Figure III.l we present the calibrated, I56 MHz flux data for
two of the pulsars observed during the entire period 1 February 1971
to 1 February 1975. Slightly over half the days during this four-year
period have measured flux values. Each measurement represents from
1.5 to h hours of integration time, and the total of the random and
residual systematic errors are <15^ for each point. The daily fluxes
were observed to vary by typically a factor of 50 from the weakest
day to the strongest day in the interval. To obtain information about
the characteristic timescale and low-frequency cut-off of these
variations, autocorrelation functions (acf's) and power spectra were
computed from the data; the acf's are shown in Figure III. 2. It is
readily apparent from both figures that the flux modulation character-
istics of the two sources shown are quite different. While both have
similar ranges of flux variations, the fluctuations in PSR 1919+21
have a much shorter characteristic timescale than do those of
PSR 0329+5^ which exhibits monotonic trends lasting for several
hundred days. To characterize quantitatively the short-term varia-
tions, we have adopted the acf full-width at half maximum - - this is
Figure III.l. Daily mean pulse flux measurements for PSR O329+5I+
and PSR 1919+21 taken over four years at I56 MHz.

i^3
Figure III. 2: Autocorrelation functions (acf s) computed from the
data shovm in Figure III.l. The acf's are normalized
to a value of 1.0 at a lag of one day where the
curves begin (the zero-lag point has been omitted).

typically a fev tens of days for all the sources. The observed low-
frequency limit to the variations is represented by the first minimum
in the acfs
- this ranges from 30 to 300 days. Since the total
data span is more than 1000 days for most of the sources, this may
veil represent a true lov-frequency cut-off to the correlated flux
changes in these pulsars. Table III.l summarizes these paraineters for
the seven pulsars included in the study.
§U. Periodic Variations: Limits on Neutron Star Precession
One of the objectives of these observations was to search for
periodic flux modulations. Such periodicities might be expected if
the neutron star is precessing, cyclically changing the orientation of
the pulsar radiation beam with respect to our line of sight. No
strong periodicities were found in the acfs or power spectra. To set
limits on the amplitude of any periodic modulation, the data were
folded with all periods in the range 2 to 150 days. For most sources,
no periodic modulation with an amplitude of >2:1 was found in this
period range. One exception was PSR 0823+26 for which the several
trial periods exhibiting modulation amplitudes of -2.5:1 can be ex-
plained by the relatively poor sampling of the rather short data span
available. The other source, PSR 1133+16, had several trial periods
near 30 days and its harmonics with modulations of up to 2,7:1.
However, no such periodicities were apparent in independent data
taken at the higher frequency where the pulsar beam is narrower and
the effects of precession should be more pronounced. In addition, no
mcn
C
>
CO
u
o
O
on
on
o
CO
o
o^
o O O O
onH rH
O
CO
O CO O
on
o
C\J
w
C
o
•H
•H
0
H
pi
ft
n3
o
S
Ch
O
U
CO
EH
•H
•H
H VD to
-H
S3
-P --^
CO
0)
Cd >
-P ^
cd 0)
P W
^ O
o
CO
-P ctiM Q
$3
CM
on
H
O
LA
on
o o o o
c^
o
OJ
on
H
on
ON CO
m
CM
CO CM
H
O
on
C?N
-J-
CM
on
o
on
H
H
CM
on
CM
o
fe^ ^ fe^
CM H CJ\
liA
CO H H VO OJ CTn
VO VD on LTN liA
on
-J-H H rH H
VD UA H OO ^-
CM H UA OJ OJK + + + + + + +
CO H C?\ on on CO
fin OJ OJ on o H iH -H
on oo H UA CA o OJo o H H H OJ CM
1^7
periodic changes in either the mean profile shape or the pulse arrival
times were observed. We are thus reluctant to conclude that a pre-
cessing neutron star is responsible for this periodicity, although
future observation of the same periodic flux variation would require
an explanation in terms of some long-lived phenomenon in the pulsar.
Assuming that the pulsar radiation is emitted in a pencil beam
(i.e., the extent of the beam in latitude is similar to its extent in
longitude
— the mean pulse profile width), the absence of a peak-to-
peak ratio of 2:1 in the folded data implies a limit on the neutron
star precession amplitudes of <H.5° for PSR 2016+28, <3.5° for
PSR 1508+55 and PSR 1919+21, and <2.5° for the remaining sources.
These small amplitude limits imply either that the precession is
highly damped or that the precessional pe-iod lies outside the range
of 2 days to 150 days. A period of >150 days would suggest an im-
probably high degree of sphericity for the neutron star. A period in
the range of hours to days seems more likely on theoretical grounds
(Pandharipande, Pines, and Smith 1976; Greenstein 1977), and the
results of some preliminary analysis of data taken to assess this
possibility appear in §6. A highly damped precessional motion could
provide an explanation for the aperiodic flux changes on the time-
scale of a few tens of days. The free precession of the earth, for
example, is a low-Q, quasistationary phenomenon with P ~ii50 days (in
contrast to the predicted period of 300 days) as a result of non-
rigidity and departure from a simple oblate spheroidal configuration.
However, insufficient theoretical work has been done on these effects
in neutron stars to allo„ a critical appraisal of this suggestion.
§5. Two-Frequency Results
Simultaneous flux observations vere carried out at a second
frequency near 390 MHz between 1973 August and 1975 January, with data
available on typically 15^ to 2% of the days in this interval. The
processing scheme was identical to that used for the low-frequency
data. Due to its more sparsely sampled nature, the acf's for the high
frequency data were more severely affected by the gaps in the obser-
vations. For each source, however, the salient features of the 390
MHz flux acf were quite similar to those of the 156 MHz acf's (e.g.,
for PSR 1919+21, the acf widths were 30 and 38 days and the first
minima were 80 and 72 days for the I56 and 390 MHz data respectively).
The similarity of the characteristic timescales in the intensity
variations at these two widely separated frequencies implies that the
memory mechanism for flux changes is frequency-independent. This
suggests that the mechanism determining the pulsar's flux on time-
scales of 10^ to 10^ seconds may be related to some factor such as the
particle flux from the surface of the neutron star rather than to the
radiation process itself, which is probably frequency-dependent.
Table III. 2 provides a quantitative comparison of the intensity
behavior at the two frequencies. Columns 2 through 5 list the mean
2 h
<S >
fluxes <S^> and modulation indices M.I. = ^^^^ . Column 6 presents
V
the mean spectral index a of the sources over this frequency interval
V
1 —
calculated from Si = S2(— ) where the mean fluxes over the
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entire data span were used. The results of computing the cross-
correlation functions from the data at the tvo frequencies are found
in the final two columns.
Comparison of the modulation indices at the tvo frequencies
suggests that the variations in "intensity become larger as the fluxes
decrease toward higher frequencies. In every case except for
PSR O329+3I1, which has a reasonably flat spectrum between I56 MHz and
390 MHz, the modulation index is greater at 390 MHz, with the largest
difference seen for the source with the steepest spectrum. It is
possible that this effect simply reflects the reduced signal-to-noise
ratio of the high-frequency data or some other systematic effect.
However, if this trend is shown to be intrinsic to the pulsar, it
implies that the depth of the flux modulation is probably determined
by a process distinct from that which determines the frequency-
independent timescales for the variations noted above.
The long-term average spectral indices found in the table agree
rather well with the values found in Taylor and Manchester (1975)
which were calculated between hOO MHz and lUOO MHz from fluxes taken
at different epochs. The two exceptions are PSR O329+5I4 which is
known to have a convex spectrum between 100 and i+00 MHz (Sieber 1973;
Backer and Fisher 197^) and PSR 1919+21 which has a break in its
spectrum around 15O MHz (Sieber, Reinecke, and Wielebinski 1975). It
thus appears that the spectral indices of pulsars are quite constant
on timescales of months to years. Over shorter intervals, however,
the fluxes at the two frequencies are not at all well correlated.
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suggesting that a is variable on timescales of order 10^ seconds.
As seen in column 7 of Table III. 2, the zero-lag cross correlation
coefficients range from
-0.02 to -.0.29. To test for the effects of
the sampling windows on the cross-correlation function, we replaced
the data points with a string of random numbers sampled at the same
intervals as the data. The zero-lag values were in the same range
(-0.07 to +0.17) but the correlation function had none of the
'
structure on timescales of tens of days that was evident in the real
data (column 8)
.
To determine the cross-over point between the long-term stability
of a and the lack of correlation in daily fluxes we plot in Figure
III. 3 the flux at 156 MHz vs. the flux at 390 MHz for PSR O329+5I+
over an l8-month interval. The points taken as a whole constitute a
scatter diagram, confirming the small zero-lag correlation coeffi-
cients. However, when the data is plotted in intervals of roughly one
month, one finds that the points fall in a single small region of the
plot. The circles in Figure III. 3 represent data from consecutive 3-
to 6-week periods. They are centered at the mean fluxes for the
period with radii determined from the rms scatter of the points for
that period. It is apparent that, at least for this source, the
spectral index is roughly constant for several weeks before it changes
abruptly to a new value. A value computed by averaging over several
of these intervals yields the time-independent mean spectral index for
the source. The timescale of these variations in the spectral index
is comparable to the decorrelation times found above for the single-
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Figure III. 3: A scatter diagraia of mean pulse fluxes for PSR O329+5I1
at 156 MHz and 390 MHz. The circles are centered on
'
the average fluxes for consecutively numbered periods
of a few weeks, with radii equal to the root-mean-
square scatter of the flux values about these averages.

frequency flux variations, as expected. This relationship Is also
true lor PSE 1919.21 which has both shorter decorrelatlon tl^es and
a Shorter interval between spectral changes, suggesting that the
memory mechanism contains spectral and intensity Information.
§6. Intraday Flux Variations
i) Introduction
.
As noted above, the intensity fluctuation
spectrum for pulsars has been well-studied in the range .10"^ sec to
-10"* sec, and the preceding sections of this Chapter cover the range
~2 X 10' sec to .10^ sec. However, there remains a gap in the
coverage for timescales on the order of two hours to two days
occasioned by the nature of the rotating platform from which radio
astronomers observe. A few circumpolar sources are observable around
the clock with a fully-steerable telescope. Unfortunately, most such
instruments are designed for observations at higher frequencies where
the pulsar intensities drop off rapidly. One is thus further limited
to relatively strong, and/or flat-spectrum sources. Yet another
constraint is imposed by the strong modulation of the pulsar flux due
to diffraction in the inhomogeneities of the ionized interstellar gas.
This scintillation of the signal has both frequency and time
dependences which scale inversely as the pulsar's dispersion measure.
If one is interested in intensity variations intrinsic to the pulsar,
these scintillation effects must be minimized by observing with band-
widths which are large compared to the frequency bands of the modul-
ated signal and by integrating for times which are long compared to
the lifetimes of the scintillation-induced features. For low-
dispersion (i.e., nearby) pulsars, the bandwidths and integration
times required are large enough to exclude many sources from con-
sideration. In summary, then, one is left with a severely limited
sample of circumpolar, strong, flat-spectrum, moderate dispersion
pulsars in which to study intrinsic intraday flux variations. The
only previous continuous observations of a pulsar for many hours were
for the purpose of studying scintillation effects (Gait and Lyne 1972]
and are thus not applicable to the problem of establishing the nature
of the sources' intrinsic variations. This section presents a pre-
liminary analysis of data taken to establish the intensity fluctua-
tion spectra of pulsars in this range and to detect any periodic
fluctuations which might be present.
The observations. In order to select a spjnple of sources
which fulfilled the various criteria noted above, an estimate of the
scintillation feature bandwidths (Av ) and timescales (At ) at a
s s
specified observing frequency was required for each source in a
preliminary list selected on the basis of declination, flux, and
spectrum. Since no extensive catalog of such information exists, Av
s
and At^ were calculated using the well-determined scintillation
properties of PSR 0329+5^ at UOO MHz (Av = 0.1 MHz; At =5 min)
s ' s
(Manchester and Taylor 1977) and empirical formulae characterizing
the dependence of these quantities on dispersion measure (DM) and
frequency ( v
, )
:
obs
Av ~ v'*'DM~2'^ ; At ~ v^'DM ^ (Ill.l)
Therefore
,
and
At^Uin) = 3.35 X 10^ •v^^^(gHz)/DM (c.- pe ) .
To reduce the effects of scintillation to an acceptably lov level,
only sources which satisfied the relation Av^^^ > S-Av^ were observed,
in addition, the data was integrated for a time At^^^ . 3At^ to smooth
out fluctuations in the time domain.
The observations were conducted at the 120-foot telescope of the
Haystack Observatory (NEROC) in Westford, Massachusetts, and at the
130-foot telescope at the Owens Valley Radio Observatory (OVRO) in
Big Pine, California. At NEROC, two sessions were scheduled to
observe PSR 0329+5^1 after it was determined that this was the only
source which met all of the criteria outlined above. In the first
session, a receiving system at 1665 MHz was used; with a kO MHz band-
width, only five minutes of integration was required to produce
usable pulse profiles. During the second period, the observations
were conducted with a 2300 MHz system with bandwidths of kO MHz and
150 MHz. Mean profiles containing h20 pulses were accumulated on-
line by synchronously averaging the pulsar signal using its Doppler-
shifted period; these profiles were recorded every five minutes for
later processing. The signal from a pulsed calibration source
triggered at the pulsar period was recorded simultaneously with the
source signal. At OVRO, observations were conducted at li+05 MHz
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using a bandwidth of 50 MHz Spv^-v^ai?u im . bever l sources vere strong enough to
produce usable profiles with less than thirty-Mnute integration
times, but none could be tracked around the clock due to limitations
on the telescope's elevation range The dat« ooi i
•
j-o-ii^c. xn a a collection scheme was
similar to that employed in the NEROC program.
The criteria adopted above for limiting the effects of scintil-
lation were empirically justified during the second NEROC observing
session. One and one-half days of data were recorded with Av . Av
obs s
^""^
^^obs ~ 1-5-At^; during the following two days Av^^^ was increased
to 3-Av^. While the modulation due to scintillation was somewhat
greater in the first part of the data (as reflected by a larger
maximum-to-minimum flux ratio), requiring an integration time of 3-At
s
eliminated the difference between the two data sets (see Figure III.li)
As a result of the lower observing frequency, the OVRO observations
generally had more favorable ratios of Av
, /Av and At /At . It isobs s obs s
reasonably certain, then, that the results reported below represent
flux variations intrinsic to the pulsars.
iii) Results
.
In Figure III.li, some of the results from the
observation of PSR 0329+5^+ are presented. Fluxes are recorded from
continuous integrations of one hour each, stretching over several days.
Data from the OVRO on several other pulsars (PSR 1508+55, PSR 2021+51,
and PSR 2319+60) show qualitatively similar behavior. The presence of
strong, intrinsic modulation of the pulsar flux on the timescale of a
few hours is readily apparent. Two points concerning this variation
are worthy of note.
58
Hourly mean pulse flux measurements for PSR O329+5I1
made during two observing sessions at the NEROC
120-foot telescope. The intensity scale is in
arbitrary units. The data for Figure III.U a)
were taken at 1665 MHz with a bandwidth of hO MHz,
while that for Figure III.U b) was recorded at
2300 MHz with bandwidths of kO MHz and I50 MHz.
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In §5 it was reported that, based on data from I50 MHz and
^00 m., it appears that the modulation index of intensity variations
was increasing as the pulsar flux decreased toward higher frequencies.
This trend is also apparent in the intraday observations presented
here. The long-term data were based on a daily flux determined from a
one- to four-hour integration. While large variations in daily flux
vere recorded over several years, the timescale for these changes was
typically tens of days - it was very unusual for a source to change
its flux by more than a factor of two from one day to the next. How-
ever, in this high frequency data, it is clear that any selection of
one- to four-hour integrations spaced a day apart will show changes of
up to a factor of twenty in the pulsar intensity. Earlier work
(Robinson et al. 1968; Page 1973) suggested that the modulation index
of the pulse intensities also increases at very low frequencies (i.e.,
below the turn-over in the pulsar spectra) on pulse-to-pulse timescales,
This apparent correlation of minimum modulation indices with spectral
maxima, then, may mark a general property of pulsar emission. Propa-
gation effects acting on the emitted signal as it passes through the
pulsar magnetosphere offer one class of possible explanations for
this behavior.
In §k, fairly strict limits were placed on any periodic flux
modulation based on the long-term flux data. Cursory examination of
the data in Figure III. 1| (and that for the OVEO sources) reveals a
similar absence of any strong periodic modulation which could be
attributed to a neutron star precession. Again, it is possible that
6i
a highly-damped precessional motion could explain the strong modula-
tion present over a fev hours. Much more theoretical and observa-
tional work must be done, however, before this possibility can be
considered thoroughly. Further work on this intraday data,
including a full power-spectral analysis, will allow construction of
a pulsar intensity fluctuation power spectrum covering fourteen
decades
- an observational input which should prove valuable to
theoretical investigations of the pulsar emission mechanism.
§ 7
.
Summary
This Chapter has presented the results of a long-term program of
pulsar flux observations. Fairly stringent limits for the period
range 2 days to 150 days are set on precession amplitudes for most of
the sources by assuming a pencil beam emission model. Although strong
intrinsic flux variations have been observed on the timescale of an
hour to a few days, no apparent periodic modulation was recorded in
this range either. Characteristic timescales for variations, which
are on the order of tens of days for most sources, are similar at two
widely-separated frequencies, although the fluxes at the two fre-
quencies are not, in general, well-correlated. The data are consis-
tent with the picture of a memory mechanism with this timescale which
contains both spectral and total flux information and which controls
the star's radio energy output. In addition, a frequency-dependent
modulation of the flux may be imposed by emission and/or propagation
processes. Work aimed at correlating these flux observations with
62
data on mean pulse profile sharipc, •P i x napes and timing information is currently
underway.
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CHAPTER IV
PULSAR TIMING: ASTROMETRY
§1. Introducti on
Lon
5s m
While it was the remarkable regularity of their pulse repetitic
rate that led to the discovery of pulsars, it has been the study of
small variations in this rate that has allowed us to make progress
understanding the physical nature of the pulsar phenomenon. Initially,
several models were proposed for the underlying clock mechanism, in-
cluding pulsating and rotating white dwarfs and a near-contact binary
system of two neutron stars. However, only the rotating neutron star
model ultimately proved capable of accommodating both periods as short
as 33 milliseconds and the clock's stability required by the timing
observations. The discovery that the Crab Nebula pulsar (PSR 0531+21)
was decreasing its rotation rate (Richards and Cornelia 1969) by an
amount which indicated an energy loss rate commensurate with the
estimated energy input required to power the Nebular emission brought
nearly universal acceptance of the rotating neutron star model.
Just after this important discovery of the Crab's secular period
change was announced, another indication of the imperfect nature of the
pulsar clock mechanism was reported. In March, I969, the Vela pulsar
(PSR 0833-^5) suddenly increased its rotation frequency, with Av/v
2 X 10 ^ (Radhakrishnan and Manchester I969; Reichley and Downs I969).
Since then, similar discontinuities or "glitches" have occurred twice in
this pulsar (Reichley and Downs 1971; Manchester, Hamilton, and Goss
6k
1976) and at least tvice (although of a .uch s.alle. magnitude with
Av/v
.
lO-s to 10-^) in the Crab pulsar (Papaliolios et al. 197O;
Boynton et al
.
1972; Lohsen 1975- Chai^ter VTTl r . .y\^, un pt II j. Reports of glitches
in Older pulsars (Manchester and Taylor 197I1
; Gullahorn et al . 1976)
have also appeared in the literature. However, one must be very
careful to avoid creating these allegedly discrete events as an
artifact of the data analysis. In Chapter VI, which describes the
results Of the standard timing analysis, it will be argued that no such
behavior has been observed outside of the five events in the two
youngest pulsars referenced above. Further discussion of the glitch
phenomenon will be limited, then, to the section of Chapter VII which
deals specifically with the radio observations of the February 1975
event in the Crab pulsar.
Along with the secular period increases and the sudden discontin-
uities, a third form of fluctuation in pulsar rotation rates has been
observed. This behavior has become known as "timing noise" - an
apparent random fluctuation in the arrival phases of the pulsar signals.
This phenomenon was first investigated for the Crab pulsar by Boynton
et al. (1972) who concluded that the large phase residuals remaining
after the polynomial representing the secular slowdown of the pulsar had
been removed resulted from a random walk in the pulsar rotation fre-
quency. A more complete analysis of nearly five years of optical timing
data from the Crab by Groth ( 1975a, c) confirmed this result. In Chapter
VI we present the results of an investigation of this noise process in
over thirty-five other sources, including a discussion of the correlation
the strength of this process «th other pulsar parameters.
As noted in Chapter II, the pulsar Integrated profiles have
regained very stable throughout the Interval over „hi=h „e have obser-
vations, in determining a pulse arrival tl.e, the ass^ption Is made
(and Is consistent with all of the observations) that the Integrated
profile represents a fiducial marker, attached to the surface of the
neutron star, vlth which „e can measure the time at vhich a fixed point
on the star passes beneath our llne-of-slght. Using the cross-
correlation techniques discussed above (see also Manchester and Peters
1972), we simply note the time of this marker's passage at many epochs.
This procedure amounts to a determination of the phase of the
pulsar rotation as a function of time, <t,(t). This function may be
modelled as
:
<^{t) = + vt + l/2vt' + l/6vt' + ... + N(t) + P(t) (IV. 1)
where the terms v, v, v, etc. are the pulsar rotation frequency and its
derivatives, and the quantities P(t) and N(t) represent further inform-
ation extractable from the data. N(t) includes the effects on the
pulse arrival phases from the glitches and timing noise phenomenon
discussed above (see also Chapter VI), while P(t) includes information
on the source position and velocity which serves as the subject of the
remainder of this chapter. In practice, then, one uses previously
determined values of these quantities, computes predicted arrival
phases, differences these from the observed values to obtain phase
residuals, and then redetermines the parameter values via a linearized
Lng this
sources
least-s.uares fit of the residuals to Equation (IV. i). Usi .
method, ve have currently determined the frequencies of many
to ±10-12
^^^.^ frequency derivatives to ilQ-^^ Hz-sec'i
.
The results of these calculations for thirty-eight pulsars are
collected in Table IV.l. The sources' periods, period derivatives,
and positions (see §2) are listed in columns two through five. Column
six contains the epoch of the first observation for the given source;
the period and, in the case of sources with measurable proper motions,
the positions are referenced to this epoch. All errors quoted are tvic
the formal standard error resulting from the least-squares fit - they
do not take into account uncertainties introduced by the intrinsic
timing noise which is discussed in Chapter VI.
§2. Astrometry from Pulse Arrival Times
Extracting position fi ts from the data . The arrival time of a
pulsar's pulse as determined by a radio astronomy observatory situated
on the earth will clearly be a function of where the earth is in its
orbit around the sun, with the annual variation amounting to as much
as ±8 minutes — the light-travel time from the earth to the sun. To
avoid this problem, all observed arrival times are carefully corrected
to the solar system barycenter which has, to first order, a constant
velocity relative to the pulsar. One must include in this correction
such effects as the earth's rotation and revolution, as well as some
second-order Doppler terms and the general relativistic correction to
the rate of earth-based clocks as they move into and out of the sun's
gravitational field. The pulsar's position must also be known for this
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procedure to be acco^plisheC
,
since t,e correction depends on the
projected ll„e-of-slght fro™ the pulsar to the harycenter as seen
fro„ the earth (see Pl.ure IV.l). I. ,,ere is an error in the assumed
position oi- the pulsar, a plot of the phase residuals as a function of
ti-ne Will reflect this error as a sinusoidal variation with a period
Of one year and an amplitude and phase representing the magnitude and
direction of the position offset.
This effect is represented in Equation (iv.l) by the term P(t)
which is of the form:
P(t) =A[Aa.y^(t
-t^)] B[A6 . y^(t - tJ ] (iv.2)
Where (Aa, A6) are the position errors in right ascension and declina-
tion at t = t^, (y^, p^) are the proper motion components in these tvo
coordinates, and the coefficients A and B are given by:
A = (r^/c) cos 6g cos 6 sin(a - a^) (IV.3)
and
B = (rg/c)[cos 6g sin 6 cos(a - a^) - sin 6^ cos 6] (iv.i+)
where (a, 6) and (a^, 6^) are respectively the 1950.0 coordinates of
the pulsar and of the earth with respect to the solar system barycenter
and r^ is the distance of the earth from the barycenter. Position
estimates with typical errors of < ±0.1 arc seconds are attainable with
one or two years of timing observations (see Table IV. 1 for a compila-
tion of pulsar positions determined in this manner). With > 5 years of
data, then, proper motions with magnitudes of -50 milliseconds become
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Figure IV. l: An illustration of the method used for determining
pulsar positions from pulse-arrival time measurements.
With the earth at position I in its orhit about the
solar system barycenter (represented by the +), the
vavefronts and from the assumed pulsar position
P' and the actual position P arrive at the observatory
at a time t^. The correction to a barycentric arrival
time involves computation of the light travel time
along L- from the earth to the barycenter. At position
I, the applied correction t ' = t ' equals the true
correction t^ = t and no timing residual error
I
results. At position II, however, the applied
correction will be t' = t = t^, - At', whereas the
^11' 4
true correction is t = t = t + At and the timing
residual error t^ - t^ = - (At' + At). (Note that
t = t to first order as ?->?•; the errors in the
I ^I
assumed position are always quite small.) At earth
position III, the error will again vanish, while at
position IV, the error will amount to + (At' + At);
i.e., an error in the ass\amed position of the pulsar
leads to a sinusoidal error in the barycentric arrival
times with the period of one year and an amplitude and
phase dependent on the magnitude and direction of the
error.

:imes
,
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measurable
.
'^^^^-^^^^2^^±of_^2hemeris errors ThP r.r. ^2iZ0Is_. e position measurement
accuracy Is United not errors In the observed pulse arrival t
but by the random "noise component" intrinsic to the pulsar (:
Chapter VI) and by errors in the solar system ephemeris used to calcu-
late the barycenter.s position. An error in the „ass of any planet „ill
introduce a sinusoidal ter. to the pulsar residuals „ith a period e,ual
to that Of the planet and a magnitude directly proportional to the mass
discrepancy. The mass of Uranus, for instance, is only known to an
accuracy of ±0.k% a . .
.
A revision of its mass by this
amount would result in a change in the barycenter position by 1.6 light-
milliseconds. For a pulsar lying close to the plane of the ecliptic,
ve would thus observe a sinusoidal error in the arrival times with a
period of Qh years and an amplitude of 1.6 milliseconds. Over the six
years of data already available, the change would be nearly TOO ysec
,
five times the root-mean-square scatter observed for some pulsars'
residuals. For a source out of the ecliptic plane, the effect is
reduced by the cosine of its ecliptic latitude. Unfortunately, the
functional form of the error over such a small fraction of the sinusoid
is closely approximated by the low-order polynomial used to extract the
pulsar rotation frequency and its derivative, and it is readily ab-
sorbed by these terms. The possibility remains, however, that a
simultaneous solution from many sources over a long (>10 years) data
span may yield the most accurate ephemerides attainable for the solar
system.
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§3. Proper Motion Measurements
i) Introduction. The measurement of proper motion. •s is important
to several areas of invest ie-at i
^
ga on concerning pulsars, including their
ages, circumstances of orisin pnri ^.^^^uui gm, a d birth rate. The firqf Qi,r.>. r.^j-iic i±ibt sucn measure-
ment implied a transverse velocity of approximately 100 for the
optical pulsar PSR 0531t21 (Trl.We 1971). Three years later
Manchester, Taylor, an. Van (197M puhlishea the first radio astronomi-
cal proper notion measurement, based on pulse arrival-time observations
for PSR 1133.16; in this case the measured angular motion corresponded
to a velocity of about 300 s"'. More recently, interfero.etric
techniques (Anderson, Lyne, and Peckham 1975; Backer and Sra^ek I976)
have yielded proper motions for six additional pulsars, „ith inferred
transverse velocities ranging from 1,5 to 500 km s"'. In this section
we present a proper motion determination for PSR 1508^55 which implies
a transverse velocity of over 500 km c,"! oa Tr^nJ u i puu K s
,
as well as improved data for
PSR 1133+16 and useful upper limits for several other sources.
Pulsar proper motion observations now lend very strong support to
tentative conclusions reached from earlier, less direct evidence [such
as pulsar-supernova remnant associations (Large, Vaughan, and Mills
1968; Prentice 1970) and intensity scintillation data (Rickett 197O;
Ewing et al. 1970; Gait and Lyne 1972; Rickett and Lang I973)] that
pulsars, as a class, are high-velocity objects. We discuss some
implications of this fact for pulsar theories in subsequent sections.
ii) The data. One of the aims of the pulsar monitoring program
at the FCRAO is to measure pulsar proper motions from timing observa-
tions. The data consist or „ea„ pulse profiles rro. a „™.er of
sources recorded several tl„es a „eeK at frequencies of I56 MH. and
390 MHZ. Mean arrival ti.es are determined fro™ these profiles „ith a
typical measurement error of < 300 usee Tb^ Ho.-i^ juu M c. he daily values are averaged
in 15-day blocks to yield tvo arrival times at each freiuency per
raonth. In the current vork, „e have used data fron 1973 July to 1976
Octoher. To extend the baseline of the observations, „e have also
included more coarsely sampled data from the period 1970 February to
1973 May obtained at the Hatlonal Radio Astronomy Observatory by E.N.
Manchester (Manchester and Peters 1972).
Proper motion determinations are extracted from these data hy
following the procedure outlined in §2: a least-squares fit is made to
the observed pulse arrival times, solving simultaneously for the pulsar
position (a^, 6^), period P, and period derivative P, as veil as the
proper motion terms and y^. This procedure is complicated by the
fact that many pulsars exhibit unpredictable timing irregularities in
addition to their basic rotation and "spin-dovn" behavior (Boynton
et al. 1972; Manchester and Taylor 197^1; Groth 1975c, Chapter VI ).
Over a span of a few years, the irregularities may contain some quasi-
annual components which masquerade as position offsets or motions. In
cases where the data are well-sampled, as in the present observations,
the chances of such confusion are minimized but not wholly eliminated.
Therefore, in addition to the formal computation of uncertainties from
the least-squares fit, it is essential to test the significance of a
proper motion measurement by seeing whether it is able to predict
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.utu.e arrival „.es a.e^.atel.. acco^pX.s.
.... en. r.,.,r.n.
that for a belie.a.le proper
.otion measurement, a rit to the data
excluding the last 300 davs shmiiH r.^ ^a y ould produce results essentially
identical to those from the overalT ^ ^^n l fit and should correctly predict
the timing behavior in the most recent data.
iii) l^ev^ioper^n^^
^^^^^^^
^^^^^^^^^
Tahle 1V.2, vhich lists the derived proper motion the position angle
e
=
tan- cos of the proper motion, the approximate distance
to each pulsar (Taylor and Manchester 1975), and the implied transverse
velocity v^. The uncertainties in the tahle are twice the formal
standard errors determined from the least-squares fit. The data for
PSRs 1133+16 and 1508+55 are shown in Figures IV.2 and IV.3, vhich
also serve to illustrate the fitting procedure. The plotted points
are residuals (observed minus predicted arrival times) for a fit to
all parameters except proper motion. The functions fitted to yield
the proper motion
- annual sine waves of linearly increasing ampli-
tude
- are also shown. Because of the rather large changes which
occurred in P and P for PSR 1508+55 in early 1972 (Manchester and
Taylor 197^+), it is not possible to include the 1970-1972.5 data in
the fit for this source. A fit excluding the last 300 days of data
gave results for both the magnitude and direction of the proper motion
that were consistent to within less than the standard error.
The proper motion obtained for PSR 1133+16 is consistent with
T6
Table A^—y^of pulsar proper «tio„ dete^lnatlons ana
PSR
(1)
y
(
"yr~M
(2)
e
L M^cosO IJ^ J )
(3)
D
(pc)
(M
\
(km sec
( S )
1133+16 0V32±.l
-l6°+i
^
loO 275
1508+55 O.I3+.O3
920 560
0809+7i+ <0.5U
200 <500
083^+06 <0.12
h80 <280
0950+08 <0.59
100 <280
i6oJ+-oo <0.28
ii00 <530
l6ii2-03 <0.75
160 <570
1919+21 <0.05
1+20 <100
2016+28 <0.11
1+80 <2U0
2217+U7 <0.07 1600 <560
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Figure IV. 2: Timing residuals for PSR II33+I6 after subtracting a
least-squares fit for position, period, and period
derivative. The sinusoid of 1-year period and
linearly increasing amplitude represents a proper
motion of OV32 yr~^.
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.3: Timing residuals for PSR 1508+55 after subtracting
least-squares fit for position, period, and period
derivative. The sinusoid of 1-year period and
linearly increasing amplitude represents a proper
motion of 0Vl3 yr~^
.
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las a much
the previous!, puWlshe. value (Manchester ^ ,g^U) an. h.
s-naller uncertainty o.ing to an additional 600 days of data included
in the fit and the removal of a previously undetermined offset of 320
Msec hetveen the data obtained at the NRAO and the FCRAO. The value
quoted is in good agreement vlth values obtained by interfero.etric
techniques (Anderson et al. 1975; Backer and Sramek 1976).
The proper motion of PSR 1508.55 has not been measured previously,
and both the magnitude and the direction are worthy of note. At the
assumed distance of 920 po
,
the implied transverse velocity of the
pulsar is over 550 s"'. The direction of the motion is such that
from its present height above the galactic plane, z = 70O pc
, the
pulsar is moving toward the plane at position angle 128° fron galactic
north. If the (unmeasurable) radial velocity is small, and the
characteristic ae-e x = l/P P/P = P • ^ ,^ r r - ^.jj X 10 years is taken as the
true age, this pulsar started its journey toward the plane from a z-
distance of
.2 kpc - an unlikely pulsar birthplace, according to
current pulsar theories. However, with the addition of a fairly
large, positive radial velocity, the total space motion of the source
can be made compatible with an origin within 200 pc of the galactic
plane (see Chapter V, §3). The total space velocity of the source
would then be -1000 km s"^ In any event — and even if the assumed
distance turns out to be significantly overestimated — the space
velocity of this pulsar is too large to explain easily under the
binary-system escape hypothesis (Gott, Gunn,and Ostriker 1970).
Other acceleration processes, such as an anisotropic supernova
explosion (Triable and Rees 19T1; Sh^ovsKil 1969) or the asy^etrlc
radiation mechanism of Harrison and Tade.aru (1975) may have to be
invoked.
The sainple of proper motions vhich nov exists is quite possibly
biased toward high velocities simply because these are more easily
detected. Thus, upper limits are important in attempting to define
the true dynamical distribution of pulsars in the galaxy. In Table
IV.
2 ve list proper motion upper limits obtained from the timing data
for eight pulsars; they are defined from the least-squares solution
value plus twice its formal error. Three of these sources, PSR O83U+O6,
PSR 0950f08, and PSR 2016+28, have proper motions measured by inter-
ferometry (Anderson et al
. 1975; Backer and Sramek 1976) all of vhich
are consistent with our upper limits. No previous measurements exist
for the other five sources. The limit quoted for PSR 1919+21
indicates that at least the transverse component of its velocity is
relatively small.
One can obtain useful upper limits for the transverse velocities
of several other pulsars by considering the effect that a large
velocity would have on the observed period derivative. As pointed
out by Shklovskii (l970), a transverse velocity v of a pulsar with
period P, at a distance d from the observer, will result in a
contribution to the source's period derivative given by
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vhere c is the velocity of light Th.,.y x n . us, by assuming that all of the
Observed period derivative is a result of v, (i.e., no rotational
energy is lost via electromagnetic or gravitational processes), one
can set the following upper limits on the transverse velocities of
these nearby pulsars: v^ < klO km sec- for PSR 0809.7^; v^ < 530 ^
sec- for PSR 19l.i..lT; and v^ < 150 km sec- for PSR 1952.29.
The observations presented here, when combined with previous
results, yield a total of 10 pulsars for which proper motions have
been determined. This leaves I3 of the I9 known pulsars less than
500 pc from the sun unsampled. For these sources, a transverse
velocity of 200 km s- produces a proper motion of at least OV08 yr-
.
Measurements of sufficient precision are attainable in .5 years for
sources whose period irregularities are small over that interval, and
in even less time if the conditions for the application of inter-
ferometric techniques are fulfilled. A fairly complete sampling of
these sources would provide a group which is not biased toward high
velocities, and might well lead to significant new insights regarding
pulsars' emission, evolution, and galactic distribution.
CHAPTER V
AN ANALYSIS OF PULSAR VELOCITIES
§1. Introducti on
At present, twelve pul.ars have reasonably «ell-determlned
transverse velocities ranging fro™ s"" to over 500 s-. Vftiie
It is likely that a few additional pulsars vlll have their proper
motions determined in the near future, it is very unlikely that the
number will „ore than double in the next several years. Thus, on the
basis Of this small statistical sample, it is nov, appropriate to
Investigate the data for observational selection effects, study the
correlation of velocity with other pulsar parameters, and discuss
possible theoretical Interpretations that may be tested by future
observations
.
The velocities of other pulsars may be inferred, individually and
statistically, from their z-distances from the galactic plane and their
ages. Thus, throughout the following discussion, estimates of pulsar
ages will frequently be required. As will be shown in §U, the
characteristic spin-down time x = h P/P is certainly not a good age
indicator for sources with T > 5 x 10^ yrs. From an analysis of the
P-P distribution of pulsars (Lyne, Ritchings and Smith 1975), it has
been suggested that the chronological ages diverge from the character-
istic ages as a result of decay of the pulsar magnetic field (Gunn and
Ostriker I969). Assuming that the increasing pulsar periods are
caused by the loss of rotational energy from an oblique, magnetic-
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dipole radiator, one ran r«io + <.c relate the observed quantity PP of a pulsar
to its surface magnetic field B :
s
vhere I Is the uonent of inertia^ of the star „ith radius R. If the
magnetic field decays by a simple exponential la« „lth a decay ti.e-
scale Tj^,
PP = P^P^ exp(-2t/T^)
and the chronological age t is related to the characteristic age x by
t = f «n(l + . (^ 3)
Equations (V.2) and (V.3) then yield the value of the Initial
field strength given by P^P^ m terms of the present values of P, P and
the field decay time:
P p = PP + p2/^
o o D • [Y .h
)
We thus obtain an upper limit for the value of an observable pulsar
period: namely, as PP approaches zero, we have:
< = [P P ] T . (v simax o o max D v oj
Taking the observed maximum period of ~k seconds and the maximum value
°^
^o^o
being given by the measured values of PP for the youngest
pulsars (-1.5 x 10~^^ sec^sec"^, we derive a value of > 3.5 x 10^
years. In §U, we obtain a dynamical estimate for using pulsar
veloeUies an.
.^stances rro. t.e galactic plane. T.e similar values
Of found rrom t.ese tvo independent lines or arg^ent lead to a
self-consistent picture of pulsar evolution.
§2. The Observations and Associated Selection Effects
In Table V.l, ve list the relevant observational data for the
twelve pulsars vith the best-determined proper motions. Column 2 lists
the Observed transverse velocity for each pulsar based on the measured
proper motions (col^ 3) and distance estimates from Taylor and
Manchester (1975). The fourth column gives the direction of the proper
motion in celestial coordinates which is given by 9 = tan-(y^ cos
Columns 5 through 11 give other observed and derived propertil of
these sources: namely, height above the galactic plane z, galactic
latitude b, period P, characteristic age t = h P/P, chronological age
calculated from Equation (V.3), PP, and P^P^ calculated from Equation
(V.ii). Finally, column 12 lists the references from which the proper
motion observations were compiled.
The most obvious conclusion to be drawn from Table V.l is that
pulsars are high-velocity objects. Their mean transverse velocity is
about 200 km s"\ with at least two sources having velocities that
exceed the escape velocity of the galaxy. Of the 19 known pulsars
within 500 pc of the sun, however, 8 have measured proper motions with
an implied mean transverse velocity of < I50 km s~\ As we argue
below, for a sample based on such a limited volimie of space centered
on the galactic plane one might well expect a bias toward low
velocities, since those pulsars with large velocities (and, therefore,
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large z-co.pone„ts to their velocity) win have left this volume
vithln 1 - 2 . loe ,rs. UKewi.e, the total sample of Kno™ pulsars
may he further biased toward low-velocity objects due to the limited
coverage in galactic latitude of the .est sensitive pulsar searches
(see §h).
Anderson et al. (1975) noted that the velocities of the six
pulsars they had measured see.ed to lie preferentially parallel to the
galactic plane. In Figure V.l ve show the orientation of the observed
velocity vectors relative to the galactic plane and its normal (rather
than the projection of the normal in the sky used by Anderson et al.
1975), as a function of galactic latitude b for the ten sources with
vell-determined velocity directions. The preference for the velocity
vectors to lie parallel to the plane is apparent and increases with
increasing latitude. This effect strongly reflects the observational
bias of measurements of proper motion at high latitude to include
more of the planar component of velocity and less of the z-component.
For pulsars at high latitudes, the real z-velocity will be hidden in
the unknown radial velocity. There seems to be, moreover, an increase
of velocity magnitude with an increase of latitude which cannot be
accounted for by this simple observational bias. Both effects, how-
ever, may be caused in part by a systematic dynamical selection of
pulsar velocities.
Pulsars, as high-velocity objects, can travel large distances
from their assumed birthplace near the galactic plane in a few million
years. This, along with the absence of high-sensitivity, high-latitude
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Figure V.l: Pulsar velocity vectors plotted relative to the galactic
plane and its normal and as a function of the source's
galactic latitude.
GALACTIC PLANg
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number
searches, affects the counting statistics of not only the
distribution of total velocity >,„t .1, but also the spatial distribution of
such pulsars and the orientation distribution of their velocity
vectors in the sky. For example, one expects to find at low b,
preferentially, either lov-velocity pulsars or young, high-velocity
pulsars (e.g.. Vela and Crab) that have not had enough time to move
very far from the galactic plane. Conversely, old high-velocity
pulsars ought to be found at high z and therefore at high b. Both of
these effects are apparent in Figure V.l.
The pulsars vith large velocity vectors directed out of the plane,
that is, those vith large z-components of velocity, vill move too far
(> 1 kpc) from the plane to be seen by lov-sensitivity searches.
(Note: no pulsars have been detected at z > 750 pc vith b > 145°.)
High-velocity pulsars moving more parallel to the plane, hovever, vill
remain close to the plane longer, and therefore vill have a greater
probability of being detected at high latitudes. This fact together
vith the intrinsic biases of the proper-motion measurements can account
for the observations of the apparent planar motion.
A test of these velocity selection effects vould be the detection
of a high z-velocity, high-z component of the galactic pulsar
population. Future high-sensitivity, high-latitude pulsar searches
may veil discover additional high-z pulsars in the local neighborhood;
such a result vould help resolve the discrepancy in pulsar scale
height as calculated from the Hulse-Taylor deep search (i;00 pc
,
Roberts 1976) and that calculated from the local group of pulsars
(150 PC, Manchester and Taylor I976). „ p.xsars have short life-
times as suggested by the number distribution of pulsars versus
period (Gunn and Ostrli^er I969). then older, and therefore higher,
pulsars may not be detectable. Thus, a decay or cutoff of pulsar'
luminosities with age would strongly bias any pulsar sample toward
young, low-, pulsars (see 5M. Indeed, a sharp luminosity cutoff win
limit the time that pulsars are observable and so limit their obser-
vable heights.
§3. Radial Velocities
The explanation for the apparent preference of pulsar velocities
to lie parallel to the plane as a combination of observational
selection effects assumes that pulsars are, in fact, born close to
the galactic plane and subsequently move away. A glance at Figure V.l,
however, shows that k of the 10 pulsars appear to be moving toward the
galactic plane, apparently in conflict with this assumption.
For the low-velocity, low-z, and/or young pulsars (PSR 1929+10,
PSR 2016+28) this motion toward the plane may still be consistent with
their birth within 200 pc of the plane, as they will, in time, pass
through the plane and then be moving away. For the high-velocity,
high-z, and/or old pulsars (PSR 1237+25 and PSR 1508+55) such motion
implies a birthplace at very large distances from the plane. The
"downward" motion of these pulsars, however, may be only illusory. A
real upward motion is made possible by the addition of the z-component
of the unknown radial velocity. This vector addition of velocities
is shown in Figure V ? rr>^ ^ +.2 for a typical pulsar located at latitude b and
having transverse velocitv V +y vxth components v^^ and v^^ and radial
velocity with components v and v
rz rx"
The radial velocity of nor.al stars is usually found by the
application of the velocity-dependent Doppler shift of spectral lines
Although pulsars have an extremely veil-defined
"spectral line" (i e
their rotational frequency,, there is no .ay to determine the intrinsic
rre,uency of the line. Thus, „e are left
.ith only indirect
.cans to
determine their radial velocities.
In the standard model of -nulsar h-ir^+v.c.i puls births, the present z height is a
direct consequence of a source's z-velocity v^
:
' = \ ^ ' (V.6)
Where z^ is its birthplace and t is the chronological age. As shown in
Figure V.2, v^ contains both the measured component v^^ and a component
of the unknown radial velocity v^^. An estimate of v^ from Equation
(V.6), assuming only that the pulsar was born near the plane and using
the time since birth from Equation (V. 3 ), determines v and, thus, the
pulsar's radial velocity V
r
*
Conversely, if is assumed (e.g., as some fraction of the
observed transverse velocity), z^ can be obtained. In Figure V.3 we
show part of the range of z^ for different radial velocities for each
of the ten pulsars with well-determined transverse velocities. Here
we have used the chronological age as given by Equation (V.3) with the
value
= 5 X 10^ years (see §h)
. For all ten sources we can obtain
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Figure V.2: Vector diagram illustrating hov the addition of
modest radial velocity component to a pul
measured transverse velocity can reverse the
pulsar's apparent motion toward the galactic piane
.
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Figure V.3: The loci of a pulsar's initial distance fro. the
galactic plane as a function of the radial
velocity which must be added to the measured
transverse velocity. Note that additions of modest
radial components can produce a birthplace within
200 pc of the plane for all the sources.
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K\ 1 200 PC for see reasonable choice of space velocities
< |VJ). Thus all ten pulsars are consistent with their
progenitors hein. Population I oh.ects with a scale height of 100 pc
(such that m Of the progenitor
_
sources will lie within 200 pc of
the Plane). m Figure V.^ we plot for each pulsar its galactic
latitude versus its "allowed" range of radial velocity as a fraction
Of its Observed transverse velocity. We see that low-latitude pulsars
may have a wide range of radial velocities, but that high-latitude
pulsars require well-defined, large, positive radial velocities
consistent with their expected overall expansion from the plane. If
one adds the needed to make = 0 for each of the high-latitude
pulsars, then the calculated < (v^/v)^ >'^^ = o.33, which is less than
the value (/iTI = O.58) expected from the statistics of randomly-
oriented velocity vectors. This discrepancy is a measure of the
selection effects pointed out in §2.
§i+. Pulsar Velocities, Scale Heights, and Ages
The large scale height of pulsars compared with that of their
postulated Population I progenitors, and the relationship between
pulsar heights above the galactic plane and their characteristic ages
gave the first indication that pulsars might have anomalously high
velocities (Gunn and Ostriker I969). In this section, we reexajnine
this information in the light of the current sample of measured pulsar
velocities
.
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Figure Y.k: The radial velocities derived from Figure V.3
plotted as a function of galactic latitude. The x's
indicate the velocity required for = 0 pc and
the limits imply
= ± 200 pc . The positive radial
velocities required for all of the high latitude
sources are consistent with an overall expansion
avay from the plane by the pulsar population.
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In ^i«u.eV.5,.eplot|.|.3.
.ror each or the pulsa.s „UhWn Characteristic ages
.et.een 10^ an. XO'
.ears ana 0 < |.| < ,oOO
PC. The .can M .aXue is inaicatea for each of several a.e
.roups of
approximately e.ual n^abers of pulsars. The solid curve represents
the track followed by a pulsar with z = 0 v - inn l,
o "2 - 100 km s ' , and
t = T, while the dashed curves bound z by + 200 dc for th„Q ~ p l e same v
and t. ^
The z-distribution of the pulsars with characteristic ages
1 5 X 10^ years shows a general rise of scale height with increasing
Characteristic age. This shows that the z-distrihution of the observed
pulsars is consistent with the assumptions upon which the curved
tracks on the diagram are based; namely: l) a progenitor population
with <z^> = 0 and <z^/^ = 100 pc, 2) a mean z-velocity <v^>'^ . loO
km s \ and 3) chronological ages roughly equal to their characteristic
ages. Assumption l) is justified by the observed distribution of
young pulsars and is theoretically compatible with origins of neutron
stars in supernovae. Assumption 2) results from the value of <v^>'^'
z
for all sources calculated from the measured transverse velocities and
the radial velocities determined in §3. The breakdown of the third
assumption for long characteristic ages will provide important inform-
ation on the timescale for pulsar magnetic field decay.
It is important in interpreting Figure V.5 to recall that the
velocity selection effects discussed in §2 with regard to the sample
of pulsars with measured proper motions also biases the z-distribution
of all observed pulsars. The excellent agreement between the value of
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Figure V.5: Pulsar distance from the galactic plane |z| plotted
against characteristic age x = p/p. The bars
represent mean values of |z| for various pulsar age
groups. The solid curve is the track followed by a
source with
= 0 and v^ = IQQ km sec'^ The dashed
curves bound the initial z-height by ± 200 pc for the
same velocity.
lOh
(S09SJDd) z
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2 h<v > for the sources with
i^-^ ^i^cx- mutio
c ages less than 5
measured proper o ns and that for the
vhole sample of pulsars vith known characteristi
Million
.ears indicates that our sample velocities are representative
Of velocities for all ,h™ p.^sars. The selection effects intro-
duced h. the lack Of sensitive searches at high latitudes and/or the
luminosity cutoff of old pulsars which explained the planar motion of
our sample velocities is thus extended to the complete sample of
Observed pulsars. In partic^ar, if non-uniform searches result in an
overrepresentation of low-z pulsars, we will infer a lower mean value
^"""^ ^^y^- ^he z-distrihution for the pulsars implies
<^Y^ ^ 100 km S-, then the mean z-velocity for the unseen pulsars may
in fact be somewhat higher. Indeed, a higher value of <v^>'''^ would be
more consistent with the measured transverse velocities and the
assumption of random orientations which imply <v2>''^ . 150 km s"i
. If
sensitive high-latitude searches fail to discover a high-z component,
evidence for a luminosity cutoff will be strengthened.
For high-velocity objects the gravitational force of the galactic
plane does not become important until times of order lO' years; thus,
the z-heights of pulsars ought to continue to rise with time. In
Figure V.5 it is apparent that the mean scale heights level off for
characteristic times greater than 5 x lo' yrs. The levelling off is
probably caused in part by the non-detection of high-z pulsars
necessary to raise the average scale heights. Indeed, the observation
of just a few additional pulsars at high-z (500-1000 pc ) in the range
5 X 10^ <_ T < 10^ yrs would raise the scale height of those pulsars
closer to the theoretical curves. For T > 10 yrs, however, a large
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number of "miq<m"nD-" rM,i^ssi g pulsars at extremely hi^h z f> innn ^y n gn { 1000 pc) would be
required in order to rai^f- +>.^.-.se thexr scale heights sufficiently to match
the assu^ea ayna^lcal cu„es. This suggests that the characteristic
ages are not good age Indicators heyond several million years.
Further evidence acm"na+ +^ -?xu gai st true ages of > 10^ vrs i q +Ko-f- •G J. xu y IS that with such
ages, their lov z-heights imply extremely lo„ values for z/x = v
.
These apparent velocities are lover than the random velocities of their
assumed progenitor stars and are dpfim- + «i.. v, .i a aetmitely much lower than the mea-
sured transverse velocitipq nf e-,,^v, ies o such pulsars. For example, PSR 1237+25
has a transverse velocity v = 178 km c,~i v„+ •.0' ifo K s
, but Its v^ = z/t = 16 km
also, PSR 2016+28 has v = 1;S km ^ . . -i4> s
,
but v^ < 1 km s If for these
pulsars v^ is intrinsically as large as 50 km , then their chrono-
logical ages must be less than 10^ years; otherwise they would be
several hundred parsecs from the plane.
Thus it appears that t is not a direct age indicator beyond 5 to
10 X 10^ yrs. We suggest that this is the timescale on which the
pulsar magnetic field decays. The value 5 x 10^ < < lo^ yrs is a
factor of 2 larger than that suggested previously (Lyne et_ al_. 1975;
Taylor and Manchester 1976), but is closer to the range suggested by
theoretical work on neutron stars (Ruderman 1972). Field decay may
also produce a decrease in the pulsar luminosity on the same time-
scale, thereby enhancing the z-height and z-velocity selection
effects, which can explain the apparent absence of some older pulsars
at high-z.
Magnetic field decay implies that the chronological ages are
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3se sources
considerably less than the chanacterlstle ages fo. t > t (se,
Equation (V.3„. e«, with = 5 x 10= ,ns, thl
With T = 10^ yrs are only h x 10^ vrc, ni hJ A y s old, and sources with t = 10^
yrs have t
= 9.3 x 10= yrs. with these lo„er ages, the Implied v = z/t
are „uch higher and are .ore consistent „lth the measured transverse
velocity components. If In Fleure V q tv,= vJ-n ngur .5 the abscissa Is relabelled by t,
then the older pulsars «lth T > 5 x 10= yrs move closer to the theo-
retical curves and are thus In better agreement with the dynamical
model (see Figure V.8). These older pulsars are still apparently those
on the low-velocity end of the velocity distribution, but the required
"missing", high-velocity, hlgh-z pulsars needed for complete agreement
are fewer in number and also do not have to be at extremely large
distances from the plane.
§5. Correlation of Velocity with PP
For 85 pulsars with measured period derivatives, the value of the
quantity PP (proportional to the square of the surface magnetic field)
ranges from 0.001 to kh^
. in units of lO'^^ ^^^2 ^^^-i^
^^^^^^
pulsars with measured proper motions, three (hereafter referred to as
Class A) — PSR 0950+08, PSR 1929+10, and PSR 2016+28 — have PP < 0.3,
with a mean value <PP>^ =0.13. The mean transverse velocity of these
sources is <v^>< 60 km s"^ For the remaining nine sources (Class B),
PP is > 0.9, with <PP>g = 5.3 and <v^>g ~ 265 km s"^ Even excluding
from this group the two very young pulsars which have very large
period-derivatives — PSR 0531+21 and PSR 0833-^5 — Class B pulsars
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still have <PP> = 3.2 and <v > ~ 275 km
If the pulsar magnetic field decavs ^ aciu a y with a decay timescale i
D
'
then the sources with x > t mnc-f- u„must have observed values of PP much
smaller than their initial valuer, p p •ues P^P^ given hy Equation (V.H). A
large value of PP implies a larf^e P P hnt f-^vi ig
^Q^Q, bu for small values of t
,
small PP implies sMall P^P^ only If P^x^ is also small. For a vLe
Of
= 5 X 10-^ yrs. Class A pulsars all have P^P^ < 2.0, vMle Class
B pulsars all have P P > 2 5 Thnc, +ho .r^iQ Q ^O. i us the velocity correlation with PP
also holds for P P
. The cn-r-re^l i r^r. ^-p n -.^Q ^. in o at on of velocity with PP cannot hold
for all pulsars for all time, because the value of PP decreases in
time, while the pulsar velocity is approximately constant after its
initial rapid acceleration. The correlation of velocity with P P
o o'
however, is time-independent and may therefore reflect the dynamical
origin of pulsar velocities.
In Figure V.6, we plot the observed transverse velocities of the
twelve pulsars in our sample as a function of P^P^
. While the pulsars
with values of P^P^ > 2.5 exhibit a wide range of velocities from
100 km s ^ to over 500 km s"\ one immediately notices that the three
lowest velocity sources (all with < 80 km s~M have the three
lowest values of P^P^. The probability, a priori
, that three objects
out of a set of twelve have matching values of two randomly distri-
buted properties is { = 1/220. The division into two classes thus
appears naively justifiable at the 99-5^ confidence level.
The three Class A sources are each within 75 pc of the plane and
thus do not require large radial velocities to explain their origin in
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Figure V.6: Measured transverse velocity of the twelve pulsars
with proper motion determinations plotted against
the source's initial magnetic field strength P P
o o
as calculated from Equation (Y.h) with a field
decay time = 5 x 10^ yrs
,
no
(,.09s ^u^ ) Ja
Ill
a Population I distribution as do sons of the high P^P^ pulsars „hich
are at large z. Thus, the class division is unaffected if the
Observed transverse velocities are replaced h. the total space
velocities as calculated in 53. If the velocity components are iso-
tropically oriented in space, then, statistically, the measured
transverse component <^^>^^ for a pyn^^r. ,
^
l group of sources will be /2/3 of the
root-mean square velocity <V^>''% likewise <^^>-- = /ITT ^^2^h
= ^ <V^>-^ is expected. Using these relations for Class A
pulsars we find <V^>^^ < ,5 ^ 3- and <v^>^''^ < ^0 km s-
, while for
Class B pulsars <Y^>'^^
. 325 km s^ and <v^>^''^ . 180 km s-
. The
velocity components of observed pulsars with high velocities are
probably not random, however, as a result of the selection effects
discussed in §2. Thus, the z-velocities of observed pulsars of both
Classes ought to be lower than those inferred from the observed trans-
verse components. In particular, the value of <{y^/Y)'>^' = 0.33
derived in §3 for the high-latitude (Class B) sources implies a value
for the observed pulsar sample of <v^>''^ ~ icq kms s~\
In Figure V.?, we present independent evidence from the z-
distribution of pulsars for this class division by plotting < | z | > for
five groups of sources within various ranges of P^P^. Again we see that
for the Class B sources, <|z|> is independent of the value of P P
o o
with a mean value for the 59 pulsars included of <\z\>^ z 250 pc
,
whereas the eighteen Class A objects have <
| z | >^ :i 75 pc . The low
value of the mean |z| for the Class A pulsars together with their
relatively old ages implies a low mean z-velocity for these pulsars
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Figure V.7: The mean value of |z| for each of rUr1^1 lui n t live groups of
pulsars with various ranges of initial magnetic field
strength P^P^ calculated from Equation {Y.h) with
= 5 X 10' yrs. The numbers in parentheses are the
number of sources in each group. Note that the Class
A pulsars (P^P^ < 2.0) have a mean |z| only one-third
that of the Class B sources.
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In the complete sanple of pulsar., the velocity selection effects
still apply, so that the distribution of pulsars In z for hoth hlgh-
and low-.eloclty pulsars ought to reflect lover mean z-velocltles. In
Figure V.8 «e plot the height |z| versus chronological age t assuming
= 5 X 10' yrs, for Class A pulsars (P^P^ < 2.0) indicated by
crosses and Class B pulsars (P P > o n\ i 4.^ .x
^p^p^ > 2.0) plotted as points. The two
solid lines show the trajectories of pulsars with = 0 and z-
'
velocities equal to 100 km s"^ and 20 km s-\ respectively. We see
again that the z-distributions of the two classes are distinctly
different, a result of the fact that Class B pulsars have a mean z-
velocity h or 5 times that of the Class A sources. The 100 km s'^
velocity curve is in even better agreement with the z-distribution of
Class B pulsars than with the
.-distribution of all pulsars (Figure
V. 5), with 27 Class B sources above the curve and 27 below it.
(Note: 100 km s'^ is precisely the value for <v^>'''^ predicted for this
class of pulsars from their observed transverse velocities.) The z-
distribution of Class A pulsars places a low upper limit to their
apparent z-velocity in good agreement with their low measured
velocities
.
§6. Interpretation and Discussion
The various kinds of data that have been presented suggest that
there are two classes of pulsars: A) low-velocity pulsars with small
^n-^n' ^) high-velocity pulsars with large P P . The strongu (J
. 00
dependence of pulsar velocities on their magnetic moments suggests
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Figure V.8: Pulsar distance from the galactic plane |z| plotted
against chronological age given by Equation (V.3)
for a value of the magnetic field decay timescale
= 5 X 10^ years. The x's represent the Class A
pulsars defined as having values of P P < 2 0 x in~^^
O O • -LU
sec^ sec ^ and the points indicate Class B pulsars
which have P^P^ > 2.0 x lO"^^ sec^ sec-^ The solid
curves represent the dynamical evolution of a pulsar
vith
= 0 pc and v^ = 100 km sec"^ and 20 km sec"^
respectively.
(soasjDd) 2.
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Lectro-
and
-axis
,
that the origin of pulsar velocities is intrinsically an el<
dynamic phenomenon related to the magnetic field of the pulsar. The
only electrodynamic explanation that has been thus far suggested is
the mechanism of acceleration hy_ asymmetric radiation (Tademaru
Harrison 1975) that is generated hy the rotation of an off-.
Oblique magnetic moment. This process has heen shown to he extremely
efficient and can easily explain very high pulsar velocities (Harrison
and Tademaru 1975). Recent mean pulse polarization measurements have
indicated that pulsars with measured high velocities are travelling
parallel to their rotation axes as predicted by the theory (Tademaru
1977).
We propose that the two classes of pulsars may arise from
different environments of the progenitor stars: nainely, that Class B
pulsars arise from single stars or weakly bound binary systems, and
that Class A pulsars arise from tightly bound binaries. A pulsar
born as a single star will be accelerated by its asymmetric radiation
to a final velocity that depends on two factors: its initial ratio of
rotational energy to rest mass energy, and the asymmetry of its
surface magnetic field. The final velocity is independent of the
strength of its magnetic moment, because, although the asymmetric
force is proportional to the square of the magnetic moment, the time
interval over which it is effective is inversely proportional to the
square of the magnetic moment. The available measured velocities of
Class B sources show a wide range of values (from < 100 km s~^ to
> 500 km s M with no dependence of on P P within the class.t o
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Pulsars born in weakly bound binaries (that i.i n IS, those with a gravita-
tional binding force less than the innf.- in itial asymmetric force) will be
.uiCl.
..ee.. ana thus aeceleratea to a sl.Uar ran.e o.
...o=i„
their acceleration vill imparted to the Mnary s.ste. as a „hole
and the resulting final pulsar velocity „ill .e reduced the ratio
Of the pulsar »ass to the .ass of the „hole syste. (typically 0.1 to
es
.
ies
0.05)
Class A sources, then, are supposed to evolve along the evolu-
tionary picture Of massive binary systems developed by van den Heuvel
(1975). The first star to supernova in such a system begins as the
more massive star which, before it explodes, has transferred a large
amount of mass, angular momentum, and possibly magnetic flux to its
companion (or out of the system). The result is a more slowly '
rotating, lower magnetic field neutron star which has a weaker
asymmetric force to free itself from its companion, now a giant star.
The system remains bound, because less than half its mass is lost in
the supernova event. The neutron star in the binary is probably not
observable as a pulsar, owing to the effect of the giant companion's
stellar wind on the magnetospheric currents of the neutron star
(Illarionov and Sunyaev 1975) and to the high opacity at radio
wavelengths of the dense stellar corona. The neutron star may be
seen briefly as an x-ray source when matter is accreted from its
companion
.
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The orbital evolution of pulsars in tight binaries (such as the
Hulse-Taylor binary) has been discussed by Harrison and Tade.aru (1975),
Where they show that the asy^etric force on the pulsar .ay affect the
orbital parameters of the system in addition to imparting to the whol
system a velocity parallel to the pulsar's spin axis. The tidal fo
of the neutron star on the giant star may cause further changes in the
orbital parameters. Subsequent isotropic mass loss during the
evolution of the giant star prior to its supernova event will tend to
loosen up the binary system, and may even unbind the system, thus
releasing the pulsar with a low velocity. The system will in any case
be disrupted when the second supernova explosion occurs, thereby
releasing both the old neutron star and the new one just created.
Their initial velocities will be given by the sum of the system
velocity and their orbital velocities. The new pulsar will be accel-
erated to yet a higher velocity by its own asymmetric radiation and
will probably join the Class B pulsars. The old one apparently
remains a low-velocity pulsar, as the additional orbital velocity is
not expected to be too large. The orientation of the measured
velocity of one Class A pulsar (PSR 2016+28) is very closely aligned
with its spin axis which suggests a low orbital velocity component.
While the model is highly speculative, it is consistent with a
number of diverse observations. Class A represents -20^ of the
pulsars with known period derivatives. This is probably an over-
estimate of their fraction of the total population due to the afore-
mentioned undersampling of high-z pulsars which will be nearly
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exclusively Class B. (They
.ay, however,
.e underestimated, hecaus
they, heing older, are intrinsically di^er than the Class B pul
It has been estimated that 2% to 33% of the stars in young Q-B
associations are binaries vith mass ratios suitable to the evolu-
tionary picture described above. Van den Heuvel (1975) has used a
variety of observational data to estimate that ^3000 such binary
systems will evolve to the second supernova state in .10^ yrs in the
galaxy. The more numerous, less massive systems may also produce a
large number of Class A objects. A recent analysis by Roberts (19T6)
of the Arecibo deep search survey of Hulse and Taylor (1975) has led
to the estimate of 1 to 2 x 10^ active pulsars in the galaxy. Other
estimates by Davies etal. (l977) and Taylor and Manchester (1977) are
higher by a factor of 10. The 3000 to 6OOO Class A pulsars would
then comprise 3% to 30^ of this total population as is observed.
The relative effectiveness of the asymmetric force in the two
different original environments provides a natural explanation of
the extreme range in pulsar velocities. This avoids the need to
assume a wide range of supernova asyinmetries (down to 0 for slow
pulsars) and extremely tight binary orbits (to explain pulsars with
velocities of -1000 km as orbital escapes). The extension of
true ages from 1 to 2 x 10^ yrs (Lyne, Ritchings, and Smith 1975) to
5 to 10 X 10^ yrs avoids a serious conflict of implied pulsar birth
rates and observed supernova rates which require a large fraction of
the galactic pulsar population to be formed through more exotic
mechanisms. Adopting a value for x^^ of 5 x 10^ yrs, the mean age of
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the observed pulsar sample is 3.5 x 10^ vr. ^X lu y s. For a total galactic
population of 1 x 10^ mlsarq +v,no •pulsa s, this implies a birth rate of 1 pul
every IT yrs, in good agreement with previously published (e.g.,T_ 1973) rates for Type II supernovae. A
-value of closer to
10^ yrs would yield even better agreement.
Indirect evidence for the suggested dynamical model is given by
the initial z-distribution of the riac^o a or^n non u ass A and B pulsars. The scale
height of the young (< lO^ yrs) Class A pulsars is less than 50 pc
,
vhich implies lov-velocity binary progenitor stars with a small scale
height such as that observed for binary 0 stars. On the other hand,
the scale height of the young Class B pulsars is much higher (> 100
pc). This could be the result of high-velocity progenitors - either
high-velocity single stars, such as high-velocity 0 stars, or high-
velocity binary stars with dwarf companions. In this regard, it is
interesting to note that the z-distances of the oldest Class A
pulsar are comparable to the initial z-distances of the Class B
pulsars. A Class B pulsar born in a binary with a Class A pulsar has
a birthplace away from the galactic plane as a result of the
system's z-motion which arose from the binary velocity induced by the
asymmetric radiation of the Class A source.
High-sensitivity, full-sky pulsar searches with well-defined
statistical properties are essential to establish the true distri-
bution of pulsars in the galaxy. Our model of pulsar evolution
predicts that a significant nimber of high-z pulsars will be found
and that all of them will be Class B sources. Future proper motion
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determinations will consistent with the
.odel only ir the Class A
sources are low-velocity objects (the Class B sources
.ay have any
velocity). Observations of high-velocity (.50 km s'M, tightly
bound binaries of a giant star and a dwarf star would offer support
for this picture, although other explanations are possible (Bekenstein
and Bowers I97U; Massevitch, Tutukov and Yungelson 1976). An
association of a Class B pulsar and a Class A pulsar with the same
supernova remnant would be direct evidence for the delayed release of
the Class A pulsar by the supernova explosion which produced the Class
B source.
§ 7 • Summary
From an examination of the current sample of pulsar proper
motions we have developed a self-consistent picture of the dynamical
evolution of pulsars. The apparent preference for pulsar velocities
to be parallel to the galactic plane and the increase of the
observed transverse velocities with increasing galactic latitude are
shown to result from various observational selection effects. The
apparent motion of several of the sources toward the plane can be
converted to an overall expansion of all pulsars from an origin in an
extreme Population I distribution by the simple vector addition of
reasonable radial velocity components. A strong correlation of
velocity magnitude with the quantity P^P^ is noted and a dynamical
value for pulsar magnetic field decay time is derived.
We conclude that there are two classes of pulsars distinguished
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by differences in mean velocity, scale height, and the value of the
quantity P^P^. The Class A sources have a .ean total space velocity
of < 100 icn s-\ very low values of P^P^, and anomalously long
characteristic ages. Class B pulsars exhibit a mean total space
velocity Of > 300 km s-
,
high values of P^P^, and characteristic ages
which imply a magnetic field decay time constant of 5 x 10^ yrs
< <10^ yrs. A model is proposed to explain the origin of the tvo
classes from the presence or absence of a companion star to the super-
nova which creates the neutron star. The Class A sources result from
tightly-bound binary systems, and the discrepancy between their
characteristic and dynamical ages is explained by a combination of a
field decay time similar to that for Class B sources, and the fact
that they are trapped in the binary system with a low z-velocity for
several million years. The model is in reasonable agreement with
estimated numbers of massive binaries and pulsars of the 2 classes in
the galaxy. It provides a natural explanation for the wide range of
pulsar velocities through the asyimnetric radiation force, which may
provide a large acceleration to Class B pulsars but a much smaller
acceleration to the Class A source which must drag its massive
companion along with it. It also resolves discrepancies between
theoretically and observationally determined field decay timescales
and between implied pulsar birth rates and observed supernova rates.
§8. Prospects for Tests of the Dynamical Model
Critical evaluation of this model for the evolution of the
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galactic neutron star population avaits several impending observa-
tional and theoretical developments. The completion of a new whole-
sky pulsar search at Molonglo in Australia (Taylor 1977) will result
in a doubling of the current number of known pulsars. The well-
defined statistics Of this survey along with its sensitive coverage
of high galactic latitudes will prove invaluable in determining the
true distribution of active pulsars in the galaxy. With the launch of
a new generation of X-ray satellites (especially HEAO-B), at least an
order of magnitude increase in the size of our sample of binary X-ray
sources is assured. Input from these observations will be useful in
refining theoretical models for the evolutionary sequence which leads
to these systems, as well as in providing a significant improvement
in the statistics of the galactic population and distribution of
this particular observational manifestation of neutron stars. Even a
few new pulsar proper motion determinations will help match the small
sample measured velocities to the statistical velocities determined
from the sources' ages and heights above the galactic plane. In
addition, any large-sample study of pulsar properties may point up
other differences between the two dynajnical classes (such as that
suggested by the timing noise analysis in Chapter VI) and thus
strengthen the argument for a separate evolutionary history.
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CHAPTER VI
PULSAR TIMING: THE NOISE COMPONENT
§1. Introducti on
In .ost astronomical observations, the term noise generally refers
to unwanted contributions to a desired signal resulting from either
natural (e.g., photon-counting limitations) or instrumental (e.g.,
operator error) constraints on the data collection. In the context
of pulsar timing, however, the "noise" component of the measured
residuals may represent one of the fundamental clues in our search for
an understanding of the structure of both the neutron star itself and
the material of which it is made. Throughout the following discussion,
systematic and statistical uncertainties resulting from the collection
and analysis of the data will be refered to as measurement error. The
excess residuals remaining after the allowance for measurement error
and the removal of a low-order polynomial from the arrival times will
be called "timing noise".
This aspect of pulsar timing analysis was first discussed exten-
sively by the group at Princeton University engaged in a program of
optical timing observations of the Crab pulsar (Boynton _et al. 1969;
Groth 1971; Boynton et al
. 1972; Groth 1975a). They noted that "a
persistent feature of the data is the quasi-sinusoidal structure that
appears in residuals whenever more than a month of data are fitted
with a cubic polynomial" (Boynton et al. 1972) (see Figure VI. l).
The amplitude of this structure grew as more data was added, although
the dominant quasi-wavelength of the fluctuations was always roughly
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one-third to two-thirds of the len^?th nr ^-v.^n g of the span. As higher-order
polynomials were employed the qfr-n^^P a, structure amplitude was reduced and
its scale-Size decreased with one additional half "wavelength-
occurring for each higher order term included in the fit. While
several attempts were made to remove these large, systematic residual
effects hy adding new parameters to the fitting functions, including
imaginative schemes with as many as three planets orhiting the pulsar,
none was successful in predicting the pulse arrival phases of new data
-
the longer the observations continued, the more parameters were
required to "fit" the data. Faced with this increasingly inelegant
situation, the Princeton group abandoned the search for an analytic
function which would describe the data fully and proposed the presence
of some noise process intrinsic to the pulsar clock mechanism. The
neutron star is assumed to be undergoing a spin-down, described
exactly by a cubic polynomial, on which is superimposed some random
process which leads to a systematic wandering of the pulsar arrival
phases from the phases predicted by the polynomial parameters.
Three simple models for the noise process were considered - random
walks in the rotation phase {(^) , frequency (v), and slow-down rate
(v). According to these models, the smooth slow-down of the star is
interrupted at random times by discontinuous jumps in one of these
quantities, the accumulated effects of which are evident as the
residual noise. The jump amplitudes are also assumed to be randomly
distributed, and it has been suggested that the glitches which have
been observed in the Crab and Vela pulsars (see Chapter IV, §l) are
frequency discontinuities far out on the large-amplitude tail of a
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distribution Of random walk frequency steps {Eoynton at al. 19T2;
Nelson 1977).
The root-mean-sduare of the phase residuals remaining after the
subtraction of the polynomial fit, A0^^^
, is a convenient measure of
the amplitude of the noise process effects. Each of the models leads
to a different dependence of Ac^^^^ on the length of the data span (t)
employed: for phase noise, A^)^^^ oc ^^/^. frequency noise,
3/2
^"^rms
" ^
'
slow-down noise, A(}) <x t^^^ (Groth 1975b).
In principle, then, one may distinguish among the three proposed
models by fitting various lengths of data with a given order polynomial
and then noting the dependence of A(})^^^ on T. Groth ( 1975b) has
developed a more sophisticated method for investigating the noise
process which accounts for effects such as measurement error, non-
uniform sampling and the non-stationarity of the process itself which
preclude the rigorous use of standard Fourier analysis. The method
consists of the expansion of the data in a set of orthonormal poly-
nomials from which one can extract the slow-down parameters as well as
a strength parameter for the noise process model which best fits the
data. Further discussion of this procedure is found in §U where it
is applied to data from some of the pulsars in the present study.
The remainder of this Chapter is dedicated to a discussion of
the results of two programs which have yielded detailed timing
information on several dozen pulsars over the past six years. Figure
VI. 1 presents a sample of this data in the standard timing analysis
format. The plotted points represent, as a function of time, the
pulse arrival phase residuals; i.e., the difference between the
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Figure VI. 1: Pulqp ^-r-ri^r^i -^-u^ se arrival phase residuals as a function of time
for five pulsars. The Crab residuals result from a
cubic (V, V, V) fit to five years of optical timing
data collected at Princeton (Groth 19T5a and refer-
ences therein). The plots for the remaining sources
result from quadratic (v, v) fits to data from the
NRAO (Manchester and Peters 1972) and the FCRAO
(current work). The quasi-sinusoidal structure which
dominates the measurement errors for several of the
sources is the signature of the pulsar's noise
process. Note that the cubic fit for the Crab data
results in a quartic-like residual curve with four
"roots", whereas for the quadratic fits to the data
from the older pulsars, the cubic component of the
noise process predominates. The amplitude of the
systematic fluctuations are a crude measure of the
strength of the noise process in the various sources
(see §h) (Manchester and Taylor 1977).
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actual, observed arrival nhac;^i^ x pn se and the phase predicted by the
parameters derived from a n-t +u ^ ^a i fi to the data using Equation (IV. l).
For a source such as PRR iqtq+oi +V,n b 1919+21, the residuals scatter randomly
about the zero line (i e tvi^ ^-w^ j^ U.e., the observed arrival phases agree with the
predicted phases to vithin the measurement uncertainty). For the
other sources, however, the varying degrees of systematic fluctuations
about the predicted phases reveal the signature of the timing noise
phenomenon. Following presentation of the data in §2, we examine
several aspects of the effects of the noise process on the position
and slow-down polynomial parameters derived from the arrival phases,
including the absence of glitches in old pulsars (despite published
reports to the contrary), the observation of a negative pulsar period
derivative (i.e., a spin-up), and the limitation that timing noise
places on the detection of period second derivatives in old sources
(§3). The fourth section of the Chapter deals with determination of
the character and strength of the noise process in a large sample of
sources, while the concluding section presents a discussion of the
correlation of these strength estimates with other pulsar parameters.
§2. The Data
The observations of pulse arrival times reported here occurred
as part of three basic observing programs. The first extended from
early 1970 until mid-19T3 and was conducted by R. N. Manchester at
the NRAO (Manchester and Peters 1972). The use of this resource
material has proven invaluable, as it allows an extension of the
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baseline of observation by a factor of tvo or three when added tc
the data from the other tvo programs. The second data set derives
from the long-term pulsar program at the FCRAO discussed above. It
has provided closely sampled, continuous data .for eight sources from
mid-19T3 to the present (although only data through November 1, 1976,
is included in the following discussion), and is found to be exceed-
ingly useful for astrometric studies (see Chapter IV) as well as for
the work reported below. The third program lasted from October 1975
to February 1977, including over twenty-five sources observed every
few months at 610 MHz and klO MHz at the NRAO. This data, when
combined with the earlier NRAO work, has provided the large sample
of sources with well-defined timing noise characteristics necessary
for the discussion of the statistical properties of this phenomenon
found in §5.
An outline of the data collection and basic analysis is found
in Chapters II and IV for the data from the FCRAO program; essentially
the same procedures obtain for the NRAO data. Table VI. 1 presents
a catalog of the time-of-arrival data available from the three
programs. The number of points (column two) indicates the number of
individual pulse arrival times available as input to the analysis
program. For the NRAO data, each daily observation at each of from
one to three frequencies is considered as one timing point and the
number of sessions (column three) indicates how many observing runs
separated by at least two weeks occurred during the interval spanned
(column four). For the pulsars monitored at the FCRAO, the daily
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measurements are averaged to vi^iH • •t;iag a y eld one timing point at each of the
two frequencies every fifteen days.
Column Six lists the rms deviation of a typical observing "session"
as an indication of the measurement error contribution to the source's
phase residual given in column seven. These errors in pulse arrival
time determination are usually of the order of one pulse milliperiod
(P/1000 sec), with variation about this value dependent on such factors
as the resolution employed (which is often limited by dispersion
smearing of the pulse within the observing bandwidth) and the signal-
to-noise ratio of the data. For the NRAO data, the "session" residual
is defined over the duration of a three to ten day observing run
(the timing noise effects over an interval of a few days are completely
dominated by the measurement errors). For the FCRAO arrival times,
this "session" residual was computed from fits to short sections of
data in which timing noise effects are absorbed into the slow-down
parameters and the resulting rms phase residual results primarily from
observational uncertainty.
It was determined from careful examination of the FCRAO daily
observations that the phase residual of a given point did not correlate
with the signal-to-noise ratio of the mean pulse profile from which it
was derived (if that ratio was above a certain definable cut-off
threshold) or with any other obvious ab initio measure of observation-
al uncertainty. Thus each daily point is given equal weight in the
fitting program. The NRAO data points have been assigned a weight of
1.0 while the FCRAO semi-monthly average points have weights ranging
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from
.2 to 3 depending on the number of actual days observed in the
period.
The inclusion of timing data taken with different observing
systems at different frequencies in a single fit requires the use of an
absolute system of time for defining the phase of our fiducial marker
on the rotating neutron star. Various time differences produced by the
instrumentation are usually measurable using pulsed calibration signals
to an accuracy sufficient to allov removal of their effects. An
attempt was made to compensate for the use of different standard pulse
profiles for different systems and/or frequencies by choosing one as a
reference and cross-correlating the other standard profiles with it to
determine any offsets caused by the dependence of mean profile shape
on frequency, system time constant, etc. The barycentric arrival times
are referenced to infinite frequency, requiring an accurate dispersion
measure determination for each source. Errors in the published
dispersion measure values of as little as one part in lo'* can cause
significant offsets in arrival times recorded at widely separated
frequencies; at the start of the second NRAO program, new dispersion
measure determinations were made for over a dozen sources whose pub-
lished values were only poorly known. In addition, dispersion smearing
within the receiver bandpass and mult ipath scattering of the pulsar
signal in the interstellar medium are frequency-dependent phenomena
affecting the observed mean profile shape and thus the arrival time
determination derived therefrom.
Despite efforts to account for all of these effects, it was
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apparent that a reslaual ti.e offset (or e^uivalentl., a phase offset)
was present In ™=h of the data when observations fro.
.ore than one
progra. were oomblned. Measurement of these offsets „as performed by
the inclusion of a parameter in the least-s.uares fit to the data which
allowed for a step function in pulse arrival phase at any specified
epoch; i.e,
W^^^ = *obs - (VI. 1)
where the corrected phase <J)^^^ at time t results from multiplying the
observed arrival phase 0^^^ by a scaled (a) Heavyside step function
with its transition from a value of zero to a value of one at a
specified time, t^. The size of the offset, a, was determined by the
fit. Of-sets were computed between the first NRAO program and the
FCRAO program (July 1973), once within the FCRAO data after a major
system change (August 197^), and between the first and second NRAO
sessions for those sources observed exclusively at the NRAO (October
1975). The size of the offsets was typically a few hundred micro-
seconds. For the well-sampled (FCRAO) sources, the offset had little
effect on the other fit parameters (P, P, a, 6, etc.), the primary
exception being the change in the proper motion determination of
PSR 1133+16 mentioned in Chapter IV. For these sources, the arrival
times were permanently altered to reflect the measured offset.
However, for the NRAO pulsars, where a gap of over two years was
present between the first and second observing programs, the computed
frequency derivative (and to some extent position and proper motion)
values Changed significantly when an offset was included. For these
sources, then, the offsets were redetermined with each fit so that
the formal errors on the fitted parameters would reflect the appro-
priate additional uncertainty. Column six of Table VI. 1 lists the
number of parameters included in the fits: l through 3 represent the
first three polynomial terms (^o, v, v,), U and 5 the position terms
(a, 6), 6 the offset parameter, and 7 and 8 the proper motion terms
(y^, y^). Those sources for which only proper motion upper limits
vere found were refit using only five or six parameters to obtain an
rms residual for the timing noise discussion.
§3. Timing Noise and the Derived Fit Parameters
i) General effects. As noted above, it is the random noise
process, not measurement errors, which limits the accuracy with which
the slow-down polynomial and astrometric parameters are determined.
The least-squares solutions to the arrival time data yield formal,
statistical errors for each parameter included in the fit. These
errors reflect the number of data points available, the length of the
data span used, and the rms phase residual remaining after the fit.
They do not, however, take account of the fact that the long-
wavelength components of the noise process (i.e., those components
with quasi-wavelengths the order of the data span) are partially
absorbed by the fit parameter coefficients. For example, a fit for
pulsar position over consecutive one-year data segments for a source
with no measurable proper motion will yield a set of positions which
vary by typically ten times the formal one-sigma errors due to
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contamination of the one-year sine vave, which represents the true
position error, by the similar wavelength component of the noise
process power spectrum. Since this noise process spectrum contains
most of its power at long wavelengths (i.e., those comparable to the
length of the data span), this problem is reduced for position fits
derived from long segments of data where the annual sine wave is a
relatively high-frequency term.
The problem remains, however, for the determination of the slow-
down polynomial parameters; the quadratic term representing the period
derivative has a quasi-wavelength of twice the length of the data span,
while the cubic and quartic terms which measure the higher order
derivatives have quasi-wavelengths of the data span length and two-
thirds that length, respectively. Thus, even though the solution for
a source's period second derivative may yield a result which is fifty
times the formal error, the true slow-down derivative may be far below
the detectability threshold — one has simply measured the noise
spectrum component corresponding to a cubic ' s quasi-wavelength. The
limits on the detection of period derivatives set by the noise process
are discussed more fully in subsections iii) and iv). These effects
are quantifiable if a single noise process model is adopted by employ-
ing the analysis method outlined by Groth (l9T5'b). While they are
significant for the Crab pulsar and other sources where the noise pro-
cess predominates, the effects are either small or not sufficiently
interesting for most sources to warrant the expenditure of the
computing time involved in their determination (i.e., knowing a
ar
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pulsar's period to eleven decimal places is Just as good as Wing
it to twelve decimal places for most conceivable purposes). Thus,
the errors quoted in Table IV. 1 are the formal errors calculated from
the least-squares solution and do not include timing noise effects.
The interesting aspects of these effects are discussed below.
ii) Pseudo-£litches. As noted in the introduction to Chapter IV,
there have been a number of reports of discontinuous changes in puis
rotation frequencies commonly referred to as glitches. Five of thes
have occurred in the two youngest pulsars (the Crab and Vela sources),
exhibiting the characteristic signature of an abrupt increase in both
frequency and frequency derivative followed by an exponential decay of
the derivative to its original value. The result long after the
glitch is a small permenant frequency offset from that which would
have obtained if the pre-glitch parameters had been maintained through-
out. Attempts have been made to describe other features of the Crab
timing history in terms of frequency discontinuities (Lohsen 1972;
Nelson et al
.
1970), but Groth (l975c) has argued that these "events",
which did not exhibit all of the characteristic features described
above, are more simply explained as manifestations of the noise
process. In addition, there have been several reports of 'glitches'
occurring in old pulsars (Manchester and Taylor 197U; Gullahorn et al.
1976; Gullahorn and Rankin 1976). It is argued below that these events
are artifacts of the analysis procedure employed, which fails to
account for the existence of the noise process in old sources.
Figure VI. 2 shows the timing residuals for PSR 0823+26 resulting
Ihi
Pulse arrival phase residuals vs. time for PSR O823+26.
The data were fit for frequency and frequency first
derivative (v, v) up to the date indicated.
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The fornal errors on the fit parameters indicate that it should be
possible to predict the future arrival phases with an error of less
than 50 milliperiods for approximately 2000 days. It is clear, how-
ever, that within only about 200 days, the error is up to about 50
milliperiods and is increasing rapidly. If the data after the
indicated date is fit with a second-order polynomial, new values for
V and V will be found which differ from the earlier determinations
by many times their combined formal errors. It is this sort of
analysis procedure which has led to the claims of
-glitch' detections
in old pulsars.
Several aspects of these events do not fit the "classical"
glitch format, however. In this instance, the arrival phases are
becoming more positive with time, indicating a sudden slow-down of
the star, not a frequency increase. For the case of PSR 1508+55
(Manchester and Taylor 197^+), the sign of the frequency derivative
change was opposite to that observed in the young source glitches,
and for PSR 1906+OO (Gullahorn et_ al . 1976), there did not appear
to be as sharp a kink in the residual curve as that characteristic
of the Crab discontinuities (see Chapter VII ). Taken alone, these
discrepancies do not exclude these features of the timing curves as
glitches (although one must respect the theorist's right to place
certain restrictions on the class of phenomena he is trying to
explain). However, one criterion must be met to establish any
feature as a glitch which demands an explanation in terms of a
Ihh
discrete event in the rotation history of the neutron star: the
time of occurrence
.ust he uniquely deter.inahle - it cannot depend
on the way in which the data are analyzed. It is this requirement
that each of these old pulsar 'glitches' fails to meet.
Figure VI. 3 presents the residuals calculated from the same
timing data shown in Figure VI
. 2 , only with the fit extending through
the end of the data string. The date at which the 'glitch' appeared
in the previous fit is marked with an arrow. There is absolutely no
indication of any peculiar, non-continuous behavior at this, or any
other, point. The form of the residuals closely resembles that
described by Boynton et al
. (1972) for the Crab residuals (§l):
quasi-sinusoidal structure with a dominant wavelength the order of
the data span length. Clearly, this data could be divided at any
place within ±200 days of the arrow and fit with two second-order
polynomials of differing coefficients, greatly reducing the phase
residuals. There appears, however, to be no physical justification
for this procedure. In addition, Boynton al. (1972) have
explicitly shown that the random superposition of many small steps
can lead to apparent, large slope discontinuities such as that
shown in Figure VI. 2. The explanation of this residual pattern in
terms of such a random walk process is pursued in §i+.
iii) Second derivative determinations
. An alternative method
for reducing the residuals for the total fit to PSR 0823+26
(Figure VI. 3) would be to add a cubic term to the slow-down poly-
nomial fit. This term, proportional to t^, represents the frequency
Ih5
.3: Pulse arrival phase residuals vs. time for PSR 0823+26.
The data were fit for frequency and frequency first
derivative (v, v) over the entire span available. Note
the strong cubic component which remains in the
residuals and the lack of any discontinuous behavior
at the point of the apparent 'glitch' in Figure VI.
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second derivative, v, for the source. A determination of this ter™ Is
Of cruolal Importance to an understanding of a pulsars energy loss as
evidenced hy its spin-down. This decrease in rotational kinetic energy,
E, can te written
vhere I is the star's moment of inertia. This implies that v is of the
form
^ =
^^"^
(VI. 3)
vhere K is a constant and n is a parameter known as the hraking index.
Differentiating Equation (VI.3) and rearranging terms yields
n = vv/(v)2
.
Various proposed energy-loss mechanisms predict different values for n:
electromagnetic dipole radiation requires n = 3, while a gravitational
quadrupole radiation loss mechanism would imply n = 5. At present, a
frequency second derivative has heen determined only for the Crab
pulsar; it implies a braking index of n = 2.5 (Groth 1975c).
Upon presenting the results of two years of pulsar timing obser-
vations at the National Astronomy and Ionosphere Center (NAIC),
Richards (1972) concluded that between five and ten years of data
would be sufficient to determine v for several more pulsars. Unfortun-
ately, this estimate was made before the presence of the noise
component had been noted. The results of a fit to the same data from
PSR 0823+26 used above are presented in Figure Vl.h. The residuals
11*8
Figure VI. li: Pulse arrival phase residuals vs. time for PSR O823+26.
The data were fit for frequency and first and second
frequency derivatives (v, v, v) over the entire span
available. Note the quart ic structure which now domin-
ates the residual curve. The reduced amplitude of the
rms phase residuals results from the extraction of the
low-frequency power of the noise process by the cubic
term in the fit. There is, again, no evidence for a
discrete event at the point of the purported glitch
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have been reduced considerably (Ac}) • ^ r.aa W + ^v.
^ ^rms-v ^ %ms«v^' value
derived for v implies an absurd braking index of nearly lo'^ - in
effect, ve have simply measured the particular component of the timing
noise power spectrum with a quasi-wavelength of .3 years. Note that
the dominant feature of the residual curve is now a fourth-order term
fitting a quartic polynomial to the data would simply reduce the
residuals further and determine another spectral component of the
noise process. (Also note that the data around the time of the pur-
ported glitch is again featureless.) Similar results (with n -lo'*)
have been obtained for most of the old pulsars where v fits were
attempted.
The best candidate for a source which might have a measurable v
would clearly be one for which v is large (see Equation (VI.li)). In
the current source list, the largest v is found for PSR 06ll+22
(V - - 5.3 X 10 Hz/sec as compared to a median value of ~1 x lO"-''*
Hz/sec). Fitting data for this source from the first and second NRAO
programs separately yielded small values for Ad) , suggesting that
rms ^
its noise component might be weak, and thus raising expectations that
a second derivative might be determinable. The acquisition of data
from the NAIC timing program (Gullahorn 1911) allowed us to bridge
the gap between the two NRAO data sets and determine a value for V.
The results are shown in Figure VI. 5; again, the noise component has
swamped the true slow-down parameter, with an implied value for the
braking index of n = 350. Only three sources, other than the Crab
and Vela, with measured frequency derivatives (PSR 0153+61,
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.5: Pulse arrival phase residuals vs. time for PSR 0611+22.
The data were fit for frequency and frequency first
derivative. Note the similarity of the residual curve
structure with that for PSR 0823+26 (Figure VI
. 3 ) . A
fit for frequency second derivative yielded an implied
"braking index of n ~ 350.
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PSR 1T2T-UT, and PSR 1930+22) will have 1arger second derivatives
than PSR 0611+22, and little, if any, tiding data has heen accumulated
for them so far. It thus appears that no new frequency second deri-
vatives (vith the possible exception of Vela) will he measurable for
many years to come. The positive correlation of the strength of the
noise process with the magnitude of the frequency first derivative
discussed in §5 is further evidence in support of this pessimistic
conclusion
.
A positive frequency derivative
. At present, nearly ninety
pulsars have measured frequency derivatives, and all of them are
spinning down. The smallest of these derivatives has been reported
for PSR 1952+29 by (Gullahorn et al . 1976) (v = - 1.1 x 10~^' Hz/sec
as compared to a median value for the entire sample of ~1 x lO"^**
Hz/sec). A substantial amount of speculation has resulted from this
observation ( Physics Today 1975; Mansfield 1976; Canuto and Lodenquai
1977; Mansfield and Rankin 1977), ranging from the limit it places on
the time rate of change of the gravitational constant, G, to the
possibility that the source is a member of a long-period binary
system. Indeed, as a result of the Shklovskii effect discussed in
Chapter IV, §U, a proper motion for the pulsar of only ~100 km sec ^
would imply an actual spin up of the source in its rest frame
(Mansfield and Rankin 1977). The most imaginative explanation yet
proposed for the extremely small frequency derivatives of PSR 1952+29
and a few other pulsars which happen to be located nearby, suggests
that the sun is a member of a wide binary system, and that the
15k
resultant acceleration of the solar syste. barycenter artificially
reduces the observed derivatives of sources which lie in the direction
of its motion (a . 19^, 6 . + 10°) (Harrison 1977).
A large fraction of the known pulsar frequency derivatives were
obtained at Jodrell Bank Observatory (Lyne, Ritchings
, and SMth 1975)
in a prograin which measured accurate pulsar frequencies at three epochs
separated by exactly one year. This procedure did not include a
timing solution for the data in the sense discussed above (i.e., no
attempt was made to count the nmnber of pulses which occurred between
observations and thus determine the actual pulse arrival phases).
Instead, a straight line was simply fit to the three frequency deter-
minations, with the slope of the line indicating the desired derivative,
The yearly spacing was required in order to eliminate the effect of
any position error in the observed frequencies. All of the measure-
ments collected in this program were consistent with a negative
frequency derivative for each source (i.e., a slow-down). However,
the relatively large errors inherent in this procedure left six
sources for which a positive derivative was admitted by the
observations
.
One of these sources, PSR 2106+Ui+, was included in the observing
list for the second NRA.0 program (the remaining five sources being
either too weak to observe as part of the program or at southern
declinations inaccessible to the telescope). Arrival times were
obtained at four separate sessions spanning nearly 500 days (October
1975, September and November 1976, and February 1977). Unfortunately,
the data in the November 1976 session was recorded at hlO MHz (as
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opposed to 610 MHz which vas used during all of the other sessions)
and, due to the source's poorly knovn dispersion measure,
.ay have an
indeterminate offset with respect to the higher frequency data. These
points have been used, then, only to confirm the fact that the arrival
phases have indeed heen tracked throughout the period of the fit (i.e.,
we have not lost count of the number of pulses between sessions). The
parameters resulting from a frequency and frequency first derivative
fit to the remaining data have been given in Table IV. 1 — the
frequency derivative is v = + 7-9 x lO"^^ ± I.5 x 10~^' Hz/sec (one-
sigma formal errors).
Two effects which have remained outside of this analysis caution
against an unambiguous claim of a confirmed pulsar spin-up: position
errors and the noise component. While neither is quantifiable with
the small amount of data currently available, position error alone
seems insufficient to explain the above result. While further obser-
vations will probably decide on which side of zero the true derivative
falls, it seems reasonably certain that the frequency derivative for
this source is very small, and its position at some distance from the
other small derivative sources mentioned above casts some doubt on the
solar companion explanation for these measurements. It may also
suggest that a continuum of pulsar frequency derivative values exists
down to nearly zero; i.e., there may be nothing at all remarkable
about these small derivative sources — they may simply represent the
low end of the pulsar field strength distribution.
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^h. The Character and Strength of the Noise Process
i) Introduction. The abject failure of all attempts to find an
analytic function which would correctly describe the observed Crab
pulsar phase residuals led to postulation of the existence of a random
component to the pulsar's rotation history. The discovery that this
'noisy' behavior was present in sources other than the Crab (Manchester
and Taylor 197^; present work) marks it as a general feature of'
pulsars ~ a feature that may eventually lead to a better understanding
of the structure and evolution of the neutron star. Two obvious
questions arise once one accepts the existence of a random component
in the timing equation: what is the character of this statistical
phenomenon, and how does the process differ in different pulsars? The
answer to the first question might lead to a physical interpret? tion
of the nature of the noise process, while examination of the second
could lead to important conclusions about the initial distribution
and subsequent evolution of neutron star parameters.
ii) The character of the noise process
. As was discussed in the
introduction to this Chapter, Groth (l975t) has devised a method of
analyzing pulse arrival time data which results in a description of
the character of the noise process in the form of the specification
of which, among a set of model autocorrelation functions for the
noise process, are consistent with the data. The method provides
for a separation of the polynomial which describes the smooth pulsar
spin-down and the noise process superimposed thereon. It requires
the input of a specific model for the noise process; the result of
the calculation is a consistency check ^ n .oucuL^ riecK as to the model's validity,
as veil as an estimate of the strength of the noise component. In
addition, an estimate of the amount of contamination of the slow-
down polynomial coefficients by the noise process is produced (see §3)
As noted above, three simple models for the noise were considered in
the analysis of the Crab pulsar data for which the method was devised:
specifically, random walks in the pulsar's pulse phase, pulse fre-
quency, and slow-down rate. The result for the Crab was confirmation
of conclusions drawn from an earlier analysis, which was based on the
way in which the magnitude of the rms phase residual scaled with the
length of the data span employed — the noise process in this source
is well-described by a random walk in the neutron star rotation
frequency (Groth 1975c).
A prime consideration in checking the consistency of the input
noise model with the calculation's results concerns the estimate of
the strength parameter for the noise process (k) as a function of the
length of the data span (T) used in the analysis. If two sets of
data of the same length are used for a determination of K, the same
spectral components of the noise process are determining the estimate,
and a rough equivalence for the two derived values of K is expected,
even if the input model is not an accurate description of the data.
However, if data sets of differing lengths are employed, similar
estimates of the strength parameter will be obtained only if the
input model has a power spectrim which matches that of the true noise
process. For the Crab pulsar, strength estimates based on a
frequency-noise model show a spread of less than a factor of 7 when
158
data set lengths varying h, a factor of IT are used (fro. 9^ days to
1628 days
-
see TaMe VI.2),
.hereas
, strength parameters
.ased on
phase- and slov-dovn noise models range over a factor of > 500 for
the same sets of data (Groth 19T5c). m addition, there is no
correlation between the strength parameter estimates and the data span
length in the frequency-noise model; a strong correlation, indicating
a poor match with the true spectral character of the data, is present
for both of the other models.
This test of model consistency to determine the character of the
noise process was carried out for several sources from the FCRAO
program. The results are presented in Table VI.2 (cf. Table I
Groth 19T5c). The length of the data span used is found in column
two, followed by the strength estimates derived from each of the three
simple models (columns three through five). The ratio of maximum to
minimum span lengths and strength parameter estimates are indicated
for each source. The lower limit to the span length used is set by
the measurement uncertainty (typically a factor of five larger for the
radio data than for the optical data) which dominates the contribution
to the phase residuals from the noise process on short timescales.
(For example, clearly, the phase residual difference between two timing
points taken only an hour apart is completely due to measurement un-
certainty — a frequency step of Av > 10~^ Hz would be required to
explain the typical discrepancy of one milliperiod between the two
such points
.
)
The results of this test are striking. For PSR 0329+5^4 and
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Ta.le VI.2. A^nolse^„o.el test: Strength parameter value
.3. aata
PSR
(1)
Length
V Clays j
(2)
R<6({)^>xl0'i
(s ' )
(3)
R<6v2>xl022
(Hz^s'M
ih)
R<6v^>xl0
(5)
0531+21 95 0.93 0.50 2i+T.Ii
189 15.3 1.59 353.1
572 30.6 0.63 9.67
883 1U9. 0.1+2 1.99
1628 U17. 0.58 I.2I1
RATIO: 17:1 670 7
0329+5^ xlO^ xlO^ xlO
7.1 53.
360 2.8 k6. 190
370 2.0 22. 310.
550 2.k 16. 48.
550 k.Q 510. 8000.
IIUU 1 . 0 U.6 7.2
1100 1.0 3.6 7.7
21+50 2.5 0.8 0.3
RATIO: 10:1 7 620 2x10'*
1508+55 250 11.0 130. 750.
360 1.5 11. 110.
370 3.8 56. 1+60.
PSR
(1)
1508+55
( cont . )
RATIO:
2217+1+7
Span
Length
(days
)
(2)
550
550
1100
1100
21+50
10:1
250
360
370
550
550
1100
1100
2I15O
R<6({)2>xl0^^
(s-M
(3)
5.0
5.5
7.6
0.9
21.
12.5
l.k
1.5
1.0
1.1
0.9
1.5
0.9
1.5
R<6v^>xlo22
(Hz^s-i)
ih)
22.
50.
28.
1.9
2.8
16.
20.
10.
13.
h.5
3.0
2.9
0.3
R<6v^>xlO^
(Hz^s-^)
(5)
220.
61.
0.6
1200
113.
109.
69.
58.
18.
3.6
k.l
0.7
RATIO; 10:1 1.7 36 160
PSR 2217^7, over a data span range of uore than 10 to 1, the
strength parameter estimates for Dha=,el £ s noise are remarkably constant,
whereas, the estimates for freauennv or,H „ii q cy and slow-down noise indicate
that these models are wholly Inconsistent with the data. For
PSR 1508.55, the phase noise model yields the best agreement with the
data (i.e., the lowest miximum/minimum ratio as well as the least
correlation of k with T), although the range of frequency noise
estimates is only greater by a factor of five. For the Crab, Groth
found that an admixture of a small pmr^7ir,+ ..-p -uamount of phase noise vith the
dominant frequency noise component yielded the best fits of all; a
similar combination may be appropriate here.
The mathematical and computational complexities of this
analysis procedure are somevhat of a disadvantage in attempting to
apply it to a large source sample. In addition, measurement un-
certainty and data span length limitations for many of the sources
tend to reduce the utility of the procedure in discriminating among
the various noise models. As noted in the introduction, however,
the relatively simple determination of the scaling of the rms phase
residual with data span length provides an alternative (albeit,
somewhat less elegant and mathematically exact) method for deter-
mining the noise component character and strength. Table VI.
3
presents the results of this alternate procedure for several
of the sources from our sample, including all of those to which
the complete analysis was applied. Column two again lists the
length of the data span from which Acf) (coliimn three) was derived.
rms
Table VI. 3. A noise model test: Scalin
span length. g
factor for A(})^^^ with data
PSR
(1)
0531+21
0329+5^
1508+55
221T+i+T
0611+22
Span
Length
(days
)
(2)
100
365
100
2280
hOO
2^25
1000
2520
1000
2I+25
225
520
225
I5IT
0823+26 365
lUOO
A(j)
rms
(msec
)
(3)
.0T±.02
.30±.05
.07±.02
10.2
O.Ul.l
1.33
0.i+±.2
3.9
O.h
0.6
0.7
3.0
0.7
110.
0.1i±.l6
h.i
3.3
9.7
1.5
h.3
lk6,
22.
.1/2 ^3/2
(5) (6)
Ratio T^'^ T^/^ T^/^
1.9 6.9
139. k.Q 109
2.5 15.
1.6 k.O
1.6 3.'
1.5 3.5
2.6 18.
2.0 7.5
(7)
26,
2i+90
90,
10,
9.2
121.
29.
2020+28 Uoo
1225
1700
.23
.26
2.0 1.2 1.6 2.3
Where errors are quoted on A^^^^
,
they refer to the standard
deviation of a group of A^^^^ values computed fro. data segments of
the same length; in essence, they represent the range of the
estimates of Acj)^^^ for a fixed T, which can he translated to a range
of ratios between different span lengths that will be consistent with
the data. Columns five through seven give the expected ratios of
phase residuals for T"'"^^ rn3/2 m5/2 . .
' ^
'
and T scaling (expected for phase,
frequency, and slow-down noise), respectively. These are to he
compared with the actual ratios found in column four.
The results, shown in Table VI. 3, generally confirm the equiva-
lence of the two procedures for the establishment of the timing noise
character. At the same time, however, they suggest that yet a third
model, slow-down noise, is consistent with the noise process in some
pulsars, casting some doubt on the whole description of pulsar timing
noise presented thus far. For each of the four sources for which the
full analysis was accomplished, we find agreement between the two
methods: for the Crab, frequency noise; for PSR 0329+5I+ and
PSR 221T+i+T, phase noise; and for PSR 1508+55, a somewhat ambiguous
situation. For PSR 06ll+22 and, particularly, PSR 0823+26, both of
which have very large noise components in their residuals, a clear
5 /2
scaling with T (slow-down noise) is established. For the "quiet"
sources, where the noise contribution to the residuals is dominated
by measurement uncertainty nearly out to the full extent of the
baselines available (e.g., PSR 2020+28), little can be said about the
character of the noise process at all.
one is left with the rather inelegant situation of having
proposed three different
.odels to account for a phenomenon vhich is,
qualitatively, very similar over a vide source sample; performed
tests to distinguish vhich among them best describes the data; and
found that each of the three seems to apply for various subsets of the
sample. While the nature of this result may not appear to varrant
further discussion, the effort expended in obtaining it can at least
be used to excuse a modicum of rampant speculation at this juncture.
Ignoring for the moment the tvo sources vhich appear to exhibit
the signature of slov-dovn noise, ve are left vith the youngest
pulsar, the Crab, undergoing a random valk in rotation frequency vith
a hint of phase noise accompanying it, and several older pulsars
vhich closely fit a random valk in phase model. The phase noise in
the Crab has a characteristic timescale of ~3 days (Groth 1975c) —
roughly the same length of time it takes for one of the Crab glitches
to decay. In the tvo-component model of neutron star structure
(Ruderman I969; Bayra e;^ al
.
I969), this decay occurs as the charged,
solid crust of the star, vhich received the initial impulse that
altered the observed rotation frequency, transfers part of its in-
creased angular momentum to the superfluid core. This timescale,
then, represents a fundamental interaction time for the tvo regimes
in the star.
After the decay has occurred, ve are left vith a small residual
frequency offset 6v, and
, a phase offset, 60, due to the integrated
effects of the decaying event. Thus, the total contribution of a
-S
can
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glitch to the pulse arrival phase is given hy
Ac^(t) = Av[QT(l - e-^/^) Ml - Q) t] (VI. 5)
Where Av is the size of the frequency step, t .is the ti.e after the
step, T is the glitch decay time, and Q is the fraction of the moment
of inertia of the star resident in the superfluid component. Thi
implies that, at a time long after the glitch (t » t), the event
he approximated by both a frequency step and a phase step of
relative magnitudes
H = Q-T-Av (VI. 6)
and
6v = (1 - Q) Av . (VI. 7)
Since Q is primarily a function of the neutron star's mass (and is
thus presumably t ime- invariant ), Equations (VI.6) and (VI.T) shov
that for a given frequency step size, the relative importance of the
post-decay remnant step in phase will grow if t increases with
changes in the crust-core interaction as the star ages (i.e., cools,
rotates more slowly, etc.). For the Vela pulsar, a source approx-
imately ten times the age of the Crab, glitch decay takes several
months rather than a few days, suggesting just such an increase of T
with time. One might propose, then, that the phase noise, which was
found to predominate in the residuals of the older pulsars, is
produced by the combination of a Crab-like random walk in frequency
and a lengthened crust-core interaction time. One does not want T
to become the order of or i^y^a-^-^i, larger than, the lengths of the data spans
used, hovever, since Equations (VI.6) and (VI.T) are only valid for
times long compared vith t. Thus, if one supposes that the larger
value Of T in Vela is the result of evolution from an initial value
more similar to that for the Crab, one must require that no further
evolution of this parameter occur between a Vela-aged source (lo'* yrs)
and an older pulsar (> 10^ yrs). Were this requirement founded- on a
firmer base, it could offer some insight into the nature of the crust-
core interaction mechanisms and evolution.
In conclusion, the question of the character of the noise
process present in the pulsar arrival time data remains an open one.
An ansver may be forthcoming through the application of the full
analysis procedure to more sources and better-sampled, longer-base-
line data sets. However, it may require a fresh approach to the
problem — one which can present a more unified description of the
phenomenon which is so qualitatively similar, yet so quantitatively
different, from source to source. One can only hope that the
resolution of this question will provide a sufficiently detailed
picture of the noise process to allow construction of models for
the physical mechanisms which underlie it, and, thus, take another
step toward a deeper understanding of neutron star structure.
iii) The strength of the noise process
.
Having failed to find
a completely satisfactory picture of the noise process from the
qualitative similarity of its nature in a wide variety of pulsars,
we turn to an investigation into the differences in the process from
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source to source. As is evident Tro. Figures VI.l through VI.5 the
degree to vhich the noise component dominates the ti.ing residuals
varies
.i.el,. Pea.-to-pea. residual fluctuations range fro. nearl.
500 billiseconds for PSR 0611.22 do.^ to less than 500 microseconds
(where they are the result of measurement uncertainty, not the noise
process) for PSR 1919.2I. Other estimates of the noise strength (such
as the direct strength parameter determination from Groth's models -
Table VI. 2, and the rms phase residual - Table VI.l) show a
similarity wide range. The remainder of this Chapter is concerned with
the comparison of these quantitative differences in the noise com-
ponent with the distributions of other pulsar parameters.
To effect such a comparison, one needs a concise, consistent
description for the relative strength of the noise component across
the sample. The rms phase residuals listed in Table VI.l, when
appropriately corrected for measurement biases, seem an appropriate
choice for this task. To isolate the contribution to Acj) from the
rms
noise process, we first remove the fraction of the calculated value
for A(})^^^ due to measurement uncertainty. To this end, the "session"
measurement error residuals quoted above (column 5, Table VI.l) have
been subtracted quadratically from the measured values of Ad) i e
rms * '
Ac|) (corrected) = [(A({) )^ - (A(|)
. The otherrms ^rms - session error ^ un
observational bias in this set of numbers derives from the different
lengths of data spans available for the different sources. Although
a single model (and, thus, a single scaling factor for Ad) with T)
rms
was not found, it is clear, both empirically and theoretically, that
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the residuals resulting fro. the random walk-like process
.ust
increase with increasing span lengths. Most of the sources investi-
gated exhibited either phase or frequency noise characteristics;
i.e., A^^^^ scaled like T^/^ ^3/2^
^^^^^^^ purposes, then,
ve will adopt a simple, linear scaling for Ac})^^^
, with a normalization
length of five years (l825 days). Since the span lengths for all hut
four of the sources are within a factor of 1.1| of this value, this
assumption will have little effect on the value of Acf,^^^ (corrected)
for most sources, and will at most lead to errors on the order of a
factor of 3 for this parameter, which has an extreme range of three
orders of magnitude across the sample.
These values for Acf)^^^ (corrected for measurement uncertainty
and span length) appear as column two in Table VI. U. The remainder
of the Table lists other pulsar parameters for which a relationship
with Acj)^^^ has been sought. These include pulse period, P; period
derivative, P; surface magnetic energy density and stellar moment of
inertia as represented by the quantity PP; initial field energy,
^o^o
^^^^ Equation (V.l|)); characteristic age T = h P/P; chronological
age, t, as defined in Chapter V (see Equation (V.3)); distance from
the galactic plane |z|; and luminosity, L, as defined by Manchester
and Taylor (1975). The median values for the parameters are included
at the foot of each column. A discussion of the results of a
correlation analysis performed on these data is presented in the
following section.
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§5. The Relationship of Timing Noise to Other Pulsar Properties.
Various physical mechanisms which might he responsible for the
random process have been reviewed by Shaham, Pines, and Ruderman
(1973). These include planetary perturbations, accretion, relaxation
Of either centrifugal or magnetic strains in the crust through micro-
quakes, magnetospheric instabilities, hydrod.ynamic instabilities in
the superfluid core, and Tsachenko
.odes in the core. These were all
suggested With only the Crab data available; now that the noise process
has been established as a general feature of pulsar behavior, some
(such as the companion planet hypothesis) may be no longer applicable,
while other suggestions may remain which have yet to be put forth.
Despite the failure to establish a general characterization of the
noise process, it is hoped that the correlation of the noise component
strength (as expressed in terms of A^^^J with other pulsar properties
will provide a first step toward a physical understanding of the problem.
Period and period derivative. Correlations of Ad) with
rms
both pulsar period and period first derivative were performed for
thirty-six sources. Thirty-five were taken from Table VI. ii, excluding
PSR 0611+22, which would tend to distort the statistics since its
^"^rms
""^^"^^ "than an order of magnitude larger that the next
value, and including the additional source PSR 1952+29 (Mansfield and
Rankin 1977) for which a A(J>^^^ value of 0.25 msec has been determined;
this is the list used throughout unless otherwise noted. Also, all
correlations were performed using logio of the quantities involved.
The cross-correlation coefficient for Ad) and P, n = -0 09
^rms ' ^P
indicates essentially no correlation. A relationship between these
WO quantities
.Ight have been expected based on several of the .odels
mentioned above. 1„ particular. If the rando. behavior resulted fro.
»icro,ua.es in the crust generated as the profile of the star relaxed
tovard a »ore spherical shape, a relationship between A* and P is
^rms
suggested. In a young star which is spinning (and slowing down)
rapidly, the centrifugal force leading to an equatorial bulge is
changing constantly and frequent crustal readjustment might lead to a
"noisy" rotation rate. As the rotation rate slows, the centrifugal
force supporting the bulge decreases and frequent release of the
strains built up in the crust are no longer required, implying a
quieter timing history. This scenario would lead to an inverse
correlation of A0^^^ and P, and none is observed. Since the pulsar
lighx cylinder radius and thus, presumably, its magnetospheric
structure, depends directly on the star's rotation rate, one might
also expect some correlation from a model which invoked magneto-
spheric processes to explain the noise.
The correlation of noise strength with period derivative proved
more interesting: = + 0.1+5 (Figure VI. 6). If the power radiated
by a pulsar is derived from its rotational energy, that power is
proportional to v (see Equation (VI.3)). Large fluctuations in the
power radiated at radio frequencies have been observed on timescales
of hours to days (Chapter III). Such flux variations might be the
natural result of a white-noise process present in v which translates
to a random-walk in pulse frequency such as that observed in the
Crab. Magnetospheric instabilities which produce a white-noise
A scatter plot comparing the noise strength parameter
^^rms
^^^^ period derivative. The linear cross-
correlation coefficient p* = +0.h6.
^^rms (milliseconds)
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component in the torque acting on the star have heen suggested as the
source of these variations (Groth 19T5c). A constant fractional
magnitude for these fluctuations in v would naturally lead to noisier
timing residuals from stars vith large period derivatives; i.e., a
positive correlation between Ac{)^^^ and P such as that observed.
Alternatively, the more rapidly the forces supporting magnetic and
centrifugal bulges change, the greater the need for strain-relieving
microquakes in the crust. Small frequency steps would result as
these quakes produced small changes in the star's moment of inertia.
Yet a third possible explanation for this positive correlation is
possible within the context of the models listed above: rapid crust
deceleration may lead to greater differential rotation between the
crust and the core; any core instabilities or crust-core friction
fluctuations would then result in a larger effect on the crustal
rotation rate. In any event, one fact is clear from the correlation:
the determination of any more pulsar frequency second derivatives may
be difficult — those sources with large v's (and therefore large
expected v's) are likely to have large enough noise components in
their timing residuals to swamp the v term in the slow-down polynomial
(§3).
11 j PP and PqPq- The relationship of a pulsar's surface magnetic
field strength and moment of inertia to the quantity PP is given by
Equation (V.l). The value of this parameter at the time of the
pulsar's birth, P^P^? derives from Equation iv.h) assuming a field
decay time constant, = 5 x 10^ yrs (Chapter V). Both of these
quantities appear to be completely uncorrelated vlth the noise
'
process
strength: p^- = .0.05 and p^^.^ = .o.02. If „icro,uaRes produced b,
the relaxation of a magnetic Llge vere responsible for the ttalng
noise, one would clearly expect some correlation of noise strength
and field strength (especially initial field strength, since the
deformity of the star due to the field is frozen in early in the star-,
lifetime as the crust solidifies). Also, one might expect some
correlation of noise and field strength if magnetospheric phenomena
were important
.
The star's total moment of inertia is related to the distribution
of mass between the rigid, charged, low-density crust and the high-
density neutron superfluid (perhaps partially solid?) core. The
vastly different magnitudes (a factor of 10^) of glitches in the Crab
and Vela pulsars has led to speculation tnat the masses and internal
density profiles of these two neutron stars are very different. How-
ever, the observed mass spectrum of neutron stars (as derived from six
binary X-ray sources and the binary pulsar (Joss and Rappaport 19T6))
shows a very narrow range. In addition, the values of PP and P P
o o
for the Crab and Vela pulsars are nearly identical. Thus, the lack of
a relationship between PP and A({)^^^ apparently cannot be used as
evidence against a noise process which relies on the activity of the
superfluid or some other aspect of stellar structure related to the
moment of inertia.
iii) Age
. The characteristic age of a pulsar is given by its
spin-down time, T = ^ P/P. Several arguments have been advanced (Lyne,
178
Bitchlngs, and Smith 1975; Taylor and Manchester 1977; Chapter V)
indicating that this age does not represent a good estimate for the
actual Chronological age of a source. Equation (V.3) leads to an
estimate of the true pulsar age, t, hased on the exponential decay of
the quantity PP vith t = 5 x 10^ vrq T^r.+ v, +v
^
X y s. Both of these age estimates have
been correlated vith A(^^^^
; the results are =
-O.05 and =
-O.I8.
A negative correlation vould imply a tendency for the noise strength
to diminish as the pulsar ages. While hoth p^ and p^ are negative,
neither is sufficiently different from zero to provide a strong test
of any of the suggested noise mechanisms (although the larger magnitude
of could he interpreted as additional support for the corrected age
estimates). The arguments applied above to an inverse correlation of
P with A4)^^^ expected from various models are equally relevant here.
iv) Luminosity. A crude estimate of pulsar luminosities has heen
compiled by Manchester and Taylor (1975) from the expression
L = 7T^ d^ P"2 Ekoo Av (erg sec~M (VI.8)
where d is the source distance, ¥^ is the pulse profile width, P is
the rotation period (it is assumed that the emitted beam is conical
with an angular diameter of 27tW^/P), Ei^oo is the energy emitted at
hOO MHz, and Av is the bandwidth of the radio emission (assumed, rather
arbitrarily, to be ~U00 MHz). While this estimate is only a lower
limit to the true source luminosity (because our line of sight does
not pass through the center of the emission beam for many sources;
because the actual beam shape is likely to be greater than the conical
beam as defined above; etc.), it does offer a quantity related to the
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star's energy output „lth vhlch to compare the nol.e process strength.
The resulting correlation coefficient,
p^^
= +0.21. vaile the
statistical Significance of this result is far from overvhelming,
especially in vie. of the rather large uncertainty in our estimate for
L, such a positive correlation is consistent „ith the correlation founS
between P and the noise strength if a vhite-noise component to the spin-
dovn torque is involved. If the timescale for fluctuations in the
torque, and therefore the flux, is hours to days, one might expect a
correlation of the degree of flux modulation present in a source vith
the size of its noise component. Unfortunately, the appropriate flux
data (Chapter III) is available for too few sources for a meaningful
statistical comparison to be made.
v) Dynamical properties. Stimulated by the two-class description
of the pulsar population outlined in Chapter V, relationships were
sought between the noise strength and the dynainical characteristics of
the sources studied. A correlation was performed between Ad) and
rms
the sources' distances from the galactic plane (not logio ( | z | ) ) ; the re-
s-ult is the largest positive correlation obtained for any parameter ex-
cept P: pi
1
= +0.23. VJhile Class B (large P P ) sources have an
I I o o
average z-height much greater than that for the low velocity Class A pul-
sars, several factors militate against a high cross-correlation coeffi-
cient for Acj)^^^ and |z| even if a true class difference in noise process
strength exists. Very young pulsars are all at small distances from
the plane regardless of their velocities. The five sources in this
sample with t < 5 x 10^ yrs have a mean Ad) of ~3.^ msec (nearly
rms
l8o
three tl.es the sample median) clearly providing a large negative
contribution to the correlation coefflolent (the only Class A source
m this group, however, has A<t^___^ = 0.68 msec). In addition, the
fact that nany of the high velocity sources are moving parallel to the
plane due to observational selection effects (Chapter V, §2) explains
why several other (noisy) Class B sources vill be found with low z
values. Direct comparison of the noise strength parameter for the two
dynamical classes (defined, as in Chapter V, as (P P ) < 2 x 10"' =
o o A
sec/sec and (P^Pj^ > 2 x lO"^^ sec/sec) yields further support for
a class-related difference: the mean value of A(|)^^^ for the nine
Class A sources, <Ad) >„ = 0.73 msec vhilp <Arfi > - o o ( ^^
^rms A '-^ , wn ie ^^$^^g>-g - 2.2 msec (the
whole-sample median value is 1.3 msec). The only Class A source for
which A(f)^^^ is greater than 2 msec is PSR 19^U+1T, one of the sources
for which only U50 days of data were available and, therefore, for
which the extrapolation to a five-year baseline leads to the greatest
error. If this source is excluded, <Ac{)^^^>^ drops to 0.5^ msec, more
than a factor of four below the Class B value.
There are eleven sources for which both proper motion velocities
and timing noise strength estimates exist. The list includes those
found in Table V.l excluding PSR 0833-^5 and PSR 1237+25 (both of
which have high velocities and reasonably strong noise components)
and adding PSR 1952+29 (for which we adopt the velocity measured by
Mansfield and Rankin (l977) as an upper limit). Direct correlation
of A(J) with measured transverse velocity yields p,, = +O.U1. Anrms
t
even more dramatic class distinction appears if the mean values for
velocities and noise strengths are compared by Class:
I8l
Class A jh sources
)_ Class B (T sources!
%> <68 km/sec 268 km/sec
"^^^rms^-
"isec 3. 01 msec
These results strongly indicate that, in addition to the relat:
ship between P^P^ and dynamical parameters on vhich the tvo-class model
is predicated, there exists a relationship between the strength of the
noise process and velocity class. One might argue for a such positive
correlation between velocity and noise strength based on a model vhich
produced timing noise through accretion — the high velocity sources
have a larger cross-section per unit time of acquiring angular momentum
impulses from infalling interstellar debris. The deficiencies of this
model have been convincingly summarized by Shaham, Pines, and Ruderman
(1973); in addition, the suggested positive correlation of noise
strength with |z| argues against such a model — there is simply less
material to accrete at larger distances from the plane and the
timing noise strength should decrease with increasing [zj.
In the absence of any other a_ priori reason to expect a correla-
tion of velocity and noise strength, then, one can interpret this
result within the framework of the two-class model (Chapter V). The
Class A source is presumed to spend its first several million years
in a binary system, accreting a large amount of matter from its
companion and being spun down and then up via various braking
mechanisms and accretion torques. The crust of such a star would
most probably have relieved any magnetic or centrifugal stresses.
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present at its solidification, during this binary phase. Thus, a
much lover level of seismic activity might be expected for this
source over a source formed vith no companion. Alternatively, the
mass spectrum of sources formed in tight binaries may differ system-
atically from that of single sources (the only measured neutron star
masses are for those in binary systems). A significant discrepancy in
the mean mass of the two classes could imply a difference in the
density profiles of the two types of neutron stars, leading to a
different magnitude for the effects of superfluid oscillations and
instabilities. If the future work outlined in §8 of Chapter V tends
to confirm the proposals of the two-class model, this additional clue
of a correlation of noise strength with dynamical class will prove
most useful in the pursuit of an understanding of galactic neutron
star evolution.
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CHAPTER VII
THE CRAB NEBULA PULSAR
§1. Introduct ion
It vas once said that astronomy seemed to consist of two areas of
endeavor: the study of the Crab Nehula, and everything else. This
same statement is applicable in the field of pulsar astronomy, and
while the Crab Nebula pulsar is clearly a fascinating object deserving
of the attention that has been paid to it by astronomers working in all
regions of the electromagnetic spectrum, an imbalance has developed in
the amount of theoretical effort expended in attempts to understand
the Crab vis-a-vis the rest of the pulsar population. Through the
observations presented in the preceding chapters, we have, in part,
sought to redress this imbalance in the data available for the
theorist to ponder, noting the similarities (velocity, timing noise)
and differences (glitches, local environment) between the Crab and
the older pulsars. In this Chapter, data from the FCRAO pulsar
program is combined with optical timing data from the Princeton group
(Groth 19T5a) to present a continuous history of the Crab pulsar's
behavior over the past eight years. The timing residual curve is
presented in §2 along with the results of an attempt to determine v
for this source. In §3, observations of the large glitch in
February 1975 (Lohsen 1975) are presented, while discusses changes
in the dispersion measure and scattering parameters observed for the
source, with particular emphasis on the large scattering event of 197^^
(Lyne and Thorne 1975).
§2. The Timing Data
The Crab Nehula pulsar, PSR 0531.21, has been observed as part of
the re^lar pulsar program at the FCRAO since 1972, with arrival time
data being recorded since July 1973. The observing procedure is the
same as that employed for the other sources in the schedule (see
Chapter II), with mean pulse profiles (containing
.250,000 pulses)
recorded several times a veek at 156 MHz and 390 MHz. However, the
short period (P = 0.033 sec), large duty cycle, and high dispersion
measure of this source require some modifications to the data process-
ing procedures. Due to the large number of pulses recorded in a
typical two-hour observing session, a highly accurate period must be
input to the Doppler calculations to hold the arrival phase constant
throughout the integration. A period of insufficient precision was
used prior to February 197^+, and the resulting daily profiles were
consequently smeared over a large fraction of a period. This data
was recovered by determining the period error a posteriori and re-
averaging the five-minute profiles with the corrected period value
(Gidwani 1976). In addition, special baseline-subtraction and
interference-editing features were required in the main reduction
program to produce clean daily profiles and arrival times (Gidwani
1976). The dispersion smearing within the receivers' filter band-
widths is such that post detection time constants of 5 msec and 1
msec are required at I56 MHz and 390 MHz, respectively, reducing
the effective resolution for arrival-time determinations to approxi-
mately 10 milliperiods at best (as compared with < 1 milliperiod
185
allow
le source
for the other sources). This Is stUl sufficient, however, to
for study of the many Interesting features exhibited by th
and its surrounding nebula.
The arrival time data for the Crab is presented in Figure VII. 1.
The residuals shown result from a fit to seven and one-half years of
data (March I969 to November 1976) including the optical data shown in
Figure VI. 1 (Groth 19T5a) and the two-frequency radio data from the
FCRAO. The two sets of observations overlap for a few months in late
1973 and early 197^ an arbitrary offset was added to each radio
frequency to align these points with the optical data over this period
The slow-down polynomial used for this fit included ^0, V, v, v, and v
(i.e., through terms of order t'*). The large, systematic residuals
remaining are due to the noise process discussed in the preceding
chapter. Such a fourth-order fit should leave a fifth-order noise
component as the dominant feature in the residual curve. This is
indeed the case here, as the optical data prior to 1973.5 (not shown
in Figure VII. l) crosses the zero-residual line twice, and the data
plotted in the Figure shows the three additional roots.
The large noise component in this source leads to a residual
curve with a peak amplitude of several pulse periods. This can lead
to ambiguities in the integer portion of the pulse phase across large
gaps in the data (e.g., near 1975.6). The determination of pulse
number after such a gap was accomplished simply by trial and error;
the correct value was assumed to be that which led to the smoothest
residual curve. In most cases, little doubt remains that the correct
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Figure VII. 1: Pulse arrival phase residuals vs. time for
PSR 0531+21 (the Crah Nehula pulsar). These data,
plus four years of optical timing data preceding
1973.5, were fit with a fourth-order slow-down poly-
nomial to produce this residual curve. The two sets
of points correspond to the two observing frequencies
The dates of the large glitch of February 1975 and
two large scattering enhancements are noted (see
text for discussion).
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integer value has been chosen. However, near 19TU.6, during the
large scattering event (see Lyne and Thorne 1975; §U), it is possible
that an error of
-1.0 periods exists. A more detailed examination of
the daily pulse profiles during this interval may help resolve this
remaining ambiguity.
The determination of v is important in understanding the pulsar's
slow-down process, as it provides a fundamental test of the validity
of the slow-down law as expressed in Equation (VI.1|). Differentiating
Equation (VI.3) twice and substituting from Equation {Yl.h) yields the
predicted value of 'v:
V = n(2n - 1) vVv^ (VII.l)
where n is, again, the braking index. The implied value for the Crab
is V = -6.3U±.03 X 10 Hz sec ^ ; recent determinations seem to be
converging toward this value. The result of a fourth-order fit to
just the optical data is v - -20. x 10~^^ Hz sec~^. A fit to the
seven and one-half years currently available yields "v - -9. x 10~^^
Hz sec ^. Using his method which allows for an estimate of the effect
of the noise process on the derived slow-down parameters, Groth
(1975c) finds a value of v = -h±13 x 10~^^ Hz sec~^, and predicts
that a total of twelve years of data will be required for a signifi-
cant detection. The occurrence of large period discontinuities like
the glitch of February 1975 which are not included in the noise
process error estimates may further lengthen the already somewhat
depressing time span needed.
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The most interesting results from the program of Crab pulsar
observations have concerned the large glitch in February 1975 (Lohsen
1975) and the scattering and dispersion measure changes observed through-
out the period. The location of the glitch in the timing curve is
noted in Figure VII. 1. Over this long fit, vhere the long-vavelength
components of the noise process are so prominent, it is barely notic-
able as a discrete event. However, closer examination in §3 proves it
to have the classic signature of a true glitch discussed in Chapter VI.
Two distinct, large-amplitude scattering enhancements occurred during
these observations at the times indicated in Figure VII. 1, and their
effects on the timing residuals are clear. In addition, the slow
alternating convergence and divergence of the lines representing the
two frequencies belies the existence of changes in the pulsar's
dispersion measure; all of these propagation effects are discussed
more fully in §U.
§3. The February 1975 Glitch
As discussed in Chapters IV and VI, the two youngest pulsars
(those sources associated with the Crab and Vela supernova remnants)
have undergone several discontinuous frequency jumps since timing
observations began in I968. In the Vela pulsar, these glitches have
had fractional amplitudes of Av/v ~ 10 ^ and have taken several
months to decay. For the Crab, only one unambiguous glitch had been
reported (Boynton et_ al . 19^9; Richards et al . I969). It occurred on
or about September 29, 19^9, with a fractional amplitude of
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Av/v
. 8 X 10-^ and a decay time x . 5 days On F.y.J u . u ebruary U
,
I975 a
second Crab glitch occurred
- the data frnn. fv.^n a om the time around this
points, Lohsen (1975) has determined the par^ete.s of the elUoh
using the tvo-eomponent starquake nodel glitch function {Bay. et al.
1969) (see Equation (yi.5)): Av/v = 3.7 x lO"' and x . 15 days.
The data plotted as ^'s and x's in the Figure represent the
FCRAO radio-frequency observations from this period. The data at
different frequencies (390 MHz,, 156 MHz, and optical) have been offset
from each other by 0.25 iDerindc; p^-y +v,^y .^P per o s for the reference interval of January
1975. The post-glitch phase residuals for the optical points were
determined using a frequency and frequency derivative derived from a
fit to the data from January 8, 1975, to February 2, 1975; for the
radio data, this pre-glitch fit vas performed on the 390 MHz data only
from December 15, 19Tli, through February 3, 1975. Any divergence of
the optical and radio data can be explained by the choice of these
slightly different assumed values for v and v at the time of the glitch,
Several interesting points arise as a result of careful examina-
tion of the radio observations. The most obvious, perhaps, is the
very close resemblance of the event at optical and radio frequencies.
This is, of course, to be expected if the observed frequency change
affects the pulsar clock (i.e., the neutron star rotation rate); this
first detailed comparison of optical and radio glitch observations
confirms this expectation. The behavior of the residuals several
months after the glitch, however, appears slightly more puzzling. The
upturn in the residual curve after day number 100 actually continues
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Figure VII. 2: Pulse arrival phase residuals vs. time for
PSR 0531+21 around the time of the February 1975
period discontinuity. The optical data are from
Lohsen (l9T5) and the tvo-frequency radio data is
from the FCRAO pulsar program. See text for
details
.
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for over a year, at vhich ti.e the arrival phases are several periods
behind the predicted values (i.e.*
_rf, • ... n
'
^obs ^computed Positive). It
appears, then, that the decay of the initial frequency step vhich led
to the negative residuals irmnediately following the glitch has con-
tinued, until the true rotation frequency is less than it vould have
been if extrapolated from pre-glitch values (in contrast to the usual
glitch scenario in which a small positive frequency offset remains
after the decay is complete). This situation is not physically
admissable in the two-component model, and might well prove difficult
to explain by any glitch mechanism proposed thus far.
As Greenstein (l97T) has pointed out, however, the timing noise
component is always present in the data, and it can have a significant
effect on the phase residuals at any time, including just after a
glitch. While the large frequency change at the time of the glitch
dominates the residuals' behavior for a short time after the event,
it is only one discrete step, whereas the effects of the random walk
process always grow with time. In particular, if the random walk was
tending to drive the residuals toward more positive values at some
time after the glitch, it might distort the post-glitch arrival phases
in just the manner observed. The critical question, then, is whether
or not the strong tendency toward positive residuals at this parti-
cular epoch (i.e., the tendency for the frequency to be lower after
the glitch than before) is significantly larger than that which might
be expected at any other time simply due to the random process.
To answer this question, a determination of the fractional
change in frequency and frequency derivative a few months after the
19k
glitch was made via a fit to the data fro™ 250 to 500 days after
February U, 19T5. The result was a Av/v =
-3.3 x lO"' and
aVv
.
-1.8 X 10-; I.e., there v,as an apparent frequency decrease a
fev months after the glitch had occurred, vith a magnitude si.Uar to
the frequency change that took place Instantaneously at the time of
the gUtch Itself. To test for the significance of this decrease, ten
other 250-day intervals were chosen from throughout the seven-year data
span and fitted for v and v using initial-guess values derived from a
single fit to all of the data. The mean absolute value of the
fractional frequency changes was <|Av/M|>g^g^ =: h x lO"' (six were
positive and four were negative) with corresponding derivative changes
Of <|Av/v|>2^Q^
= 8 X 10 M six were negative and four were positive).
These results argue convincingly that the residuals several weeks
after the 1975 glitch were dominated by the noise process, and that no
anomalous spin-down occurred. They suggest that the longer decay time
derived for this event may have resulted from contamination of the
post-glitch residuals by the noise (Lohsen notes that the decay time
is a strong function of how much data after the glitch are used in
fitting the glitch function values). The similarity of the post-
glitch values for <|Av/v|> and <|Av/v|> to the mean values for these
parameters derived for any similar length data set does not support
the oft-quoted contention that the pulsar is "noisier" after a glitch;
in fact, the noise process appears to he completely unaffected by the
event. Further comment on the possible relationship between glitches
and timing noise must most likely wait for a much larger statistical
sample of glitch and noise process properties.
^h. Scattering and Dispersion Measure Variations
i) Introducti^ Due to its location at the center of the
recant of the event
.hich created it, the Crah Nehula pulsar offers
unique opportunity for exploration of a supernova recant through its
effects on the emergent pulsar signal. The number of free electrons
in the line of sight to the pulsar is directly measurable as the
signal dispersion
- the time difference between pulses arriving at
different frequencies. In addition, the density distribution of thes
electrons (their dumpiness) can be determined via the effects of
multipath scattering on the pulsar radiation. As the signal propa-
gates through the irregularities in the medium, it is scattered off
the denser regions; the resultant ray path from source to observer
is longer than that of a signal which propagates on a straight tra-
jectory. The result is a distribution in arrival times for various
portions of the emitted wavefront, with scattered radiation arriving
at later times and producing a smeared pulse profile.
No significant changes in either dispersion measure or scatter-
ing have been reported for any pulsar other than the Crab. This
result simply indicates that at the current level of detectability
(about 1 part in 10** for dispersion measure and 1 part in 10^ for
scattering), the interstellar medium is statistically smooth. For
the Crab, however, two components contribute to the signal dispersion
and scattering — the general interstellar medium, and the Crab
Nebula itself. Fluctuations in both the dispersion measure (Rankin
and Counselman 1973; Isaacman and Rankin 1977; present work) and the
scattering parameters (Lyne and Thornp iQ7q. tJ' a in e 1975 ; Isaacman and Rankin 1977;
present work) have been observed for the Crab, and most authors have
'
argued convincingly that the location of the source of the variable
component is within the Nebula. The following subsections discuss
some of the recently observed variations.
Di^P^^sion measure variations
. Isaacman and Rankin (1977)
have recently presented a history of the Crab dispersion measure
fluctuations from I969 to 19lh from observations made at the NAIC.
They find a peak-to-peak variation of approximately one part in 10\
vith the dominant feature of the period a nearly linear increase
commencing in mid-19T2 and continuing through the end of their data
in March 197^. In Figure VII. 3, we present the Crab arrival phase
differences between the two FCRAO observing frequencies from mid-1973
through November 1976. These pnase differences are dependent on the
effects of scattering as well as on changes in the dispersion
measure; the resolution and signal-to-noise ratio of these observa-
tions do not permit the separation of the two effects in the manner
employed by Isaacman and Rankin (1977 ). Thus, at the onset of the
huge scattering change first reported by Lyne and Thorne (1975), the
daily phase difference determinations scatter widely, as the
variable pulse smearing makes arrival time determinations more
difficult. Despite this limitation, several important aspects of
the pulsar's dispersion history emerge.
Up until the scattering onset in late March 197^ , the phase
differences mimic the NAIC dispersion measure determination quite well
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Figure VII. 3: The difference ir> pulse arrival phase hetveen I56 MHz
and 390 MHz plotted in 50-day intervals for
PSR 0531+21. The crosses represent data from
Isaacman and Rankin (l97T); the points are from the
FCRAO program. The hars on the crosses indicate
measurement uncertainty (one sigma). The hars on the
points indicate the rms deviation of the daily points
that made up the 50-day averages. The huge increase
in the rms values after the "scattering onset"
reflects the drastic effects of the scattering increase
on the mean pulse profiles from which the arrival
phases vere calculated. The size of a change in
arrival-phase difference produced "by a dispersion
measure change of 1 part in 10** is indicated.
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(the two data sets vere aligned arbitrarily at UT date 1973.8).
During the scattering enhancement (f.o. March 197^ to February 1975),
the FCRAO points are dominated by scattering effects and reliable
dispersion measure information is difficult to extract from the data.
The NAIC points during this period vere also rather crudely determined;
however, both data sets indicate a continued, and possibly accelerated,
increase in the dispersion measure at least through mid-197li. '
By February 1975, the scattering had returned nearly to normal
(see Figure VII. 7) and the average phase differences are again a good
indicator of pulsar dispersion measure. (The scatter in these measure-
ments is clearly higher than before the scattering event, however,
indicating possible residual scattering fluctuations.) It is clear
that at the time of the large glitch discussed above (February h, 1975)
and for at least I50 days thereafter there is no significant dispersion
measure variation. A strong upper limit of no variation greater than
2 parts in 10 implies that the column density of electrons changed
by less than 3 x 10^^ electrons/cm^ over this entire period. Any
glitch model in which plasma is dumped from the magnetosphere of the
pulsar must comply with this constraint.
The magnitude of the phase difference at the time of the glitch
appears to indicate that the dispersion measure continued to rise
until sometime during the scattering event, at which point it levelled
off, assuming a value nearly 2 parts in 10^ higher than three years
earlier. From mid-1975 on, a general decline in the dispersion measure
is apparent. The slope is very similar to that extant during the
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monotonic rise of 1972 to 197U - about 3 parts in 10^ per year.
This gradual rise and fall with the ti.escale of a year or more is
apparently a characteristic feature of the Crab's dispersion measure
history. The more sudden rise in mid-197l| vas- probably associated
vith the scattering event, although the correlation between smaller
scattering fluctuations and dispersion measure changes in the past has
been poor (isaacman and Rankin 1977). A nev large scattering enhance-
ment which began in November of 1976 may provide the next opportunity
to observe correlated dispersion and scattering behavior.
Scattering variations
. Prior to 197^+, mean pulse profile
smearing due to multipath scattering occurred for the Crab only at
frequencies below 300 MHz (Rankin et al . 1970; Sutton et al . 197I;
Rankin and Counselman 1973). Small fluctuations in the scattering
strength had been observed (isaacman and Rankin 1977) and had been
attributed to modest changes of the turbulent plasma in our line of
sight through the nebula. In August of 197^, observations at Jodrell
Bank (Lyne and Thorne 1975) revealed a hundred-fold increase in
scattering that strongly affected mean profile shapes at frequencies
as high as 61O MHz. We present here simultaneous, dual-frequency
observations throughout this scattering enhancement which offer a
more detailed account of the event than has heretofore been
available
.
Figures VII. U through VII. 7 present a pictorial history of the
scattering event as revealed in mean pulse profile shape variations.
The March 25, 197^N profiles are shown as references, typical of the
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Figure VII. 1;: Mean pulse profiles for PSR 0531+21 recorded at
156 MHz and 390 MHz on March 25, 19lk and April 7,
197^+. One complete pulse period is shown. The
full vidth at half-power of the main pulse in
milliseconds is indicated.
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Figure VII. 5: Mean pulse profiles for PSR 0531+21 recorded at
156 MHz and 390 MHz on April 25, 197^ and April 28,
197^+. One complete pulse period is shown. The
full width at half-power of the main pulse in
milliseconds is indicated.
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Figure VII. 6: Mean pulse profiles for PSR 0531+21 recorded at
156 mz and 390 MHz on July 2?, 197^+ and August 12,
197^. One complete pulse period is shown. The
full width at half-power of the main pulse in
milliseconds is indicated.
206
207
Figure VII. 7: Mean pulse profiles for PSR 0531+21 recorded at
156 MHz and 390 mz on November 11, 197^+ and February
17, 1975. One complete pulse period is shown. The
full width at half-power of the main pulse in
milliseconds is indicated.
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profile shapes at the two frequencies prior to this time. By April T,
the low-frequency profile is already shoving evidence of increased
scattering, with some of the energy from the main pulse heing smeared
out toward the interpulse. By the end of April (Figure VII. 5), the
156 mi7. profiles are showing more and more smearing, whereas the high-
frequency profiles are still unaffected. Toward the end of July
(Figure VII. 6), the 390 MHz profiles suddenly (within a week) become
highly scattered. By mid-August (the time of the first Jodrell obser-
vations), the low-frequency profile's main pulse has been shifted by
more than half a period and the interpulse of the high-frequency
profile now contains most of the pulse energy. In November (Figure
VII. T), the 390 r4Hz profile is beginning to recover, and by February
1975, both profiles are nearly back to the reference shapes of a
year earlier.
The effects of this scattering event are also evident in the
arrival time plot (Figure VII. l) and the phase difference plot
(Figure VII. 3). The I56 rfflz arrival times show a sudden jump toward
later times in April 197^ as the scattering begins to affect the
shape of the main pulse in the mean profile. The increased scatter
in the arrival times is evident throughout the time of the large
enhancement, a result of continually changing profile shapes. As the
scattering diminishes toward the end of 197'-*, the arrival times at the
low frequency gradually converge toward the 390 MIIz arrival times as
the main pulse smearing lessens. In the phase difference plot, the
scattering event is evident in the greatly increased spread among the
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daily determinations and is accompanied an increase in the
dispersion measure for the source of 1 part in 10^
Ly.e and Thorne (l9T5) have outlined three possible models for
the scattering event: l) an increase in the number of electrons in
our line of sight through the Nebula, owing to ionization of existing
material or injection of new plasma from some source (e.g., the pulsar);
2) the transverse motion of a dense irregular cloud of plasma across
our line of sight; or, 3) an increase in the turbulence of the
existing plasma. The first two explanations require an increase in the
dispersion measure of at least 3 parts in lo'* (and probably several
times this if a substantial steady component accompanies the clumpy
electrons). Since Lyne and Thorne had no evidence for such an increase,
they tentatively accepted the third alternative. Hovever, Figure VII. 3
provides strong evidence for a change in the dispersion measure of
just this magnitude (~ 1 x lO"^) between the scattering onset and the
end of the event about ten months later. The rapid onset of the
intense scattering (the scattering strength increased by nearly two
orders of magnitude in less than a week or < 5 x 10^ sec), and signi-
ficant profile changes reflecting the large scattering fluctuations
which occurred throughout the period on the timescale of a few days,
make this hypothesis somewhat less attractive. A fluctuating density
component with an rms column density of 10^'' cm ^ is required to
explain the event (Lyne and Thorne 1975)- A disturbance to produce
this increased turbulence would have to propagate through the Nebula
(n^ ~ 10 cm~^) with v > c to affect sufficient material (10^^ cm of
path length) in a week's time. If the turhulence were confined to
the high-density visps (n^ . 10^ e.- Shklovskii I968), the
disturbance velocity would still have to he
.0.02c. Any model which
required ionization of existing material would have to contend with
similar problems regarding the velocity of the ionization front.
A plasma injection model also encounters difficulties in terms of
the timescales involved. At least 10^^ electrons along the line of
sight are required. The rapid onset of the scattering requires an
injection time short compared with the duration of the event. If an
expanding cloud of electrons were injected from the pulsar, their
contribution to the column density along the line of sight would
monotonically decrease as the cloud expanded:
An^ ~ -2An^ r/r (VII.2)
where An^ and An^ are, respectively, the total number of injected
electrons along the line of sight and the rate of change of this
quantity, r is the distance of the cloud from the source, and r is
the expansion velocity (isaacman 1977). After several months, the
increase in dispersion measure caused by the injection would have
completely disappeared — Figure VII. 3 indicates that this clearly is
not the case. In addition, the ejection of such a large amount of
plasma from the pulsar magnetosphere might be expected to cause a
significant change in the star's moment of inertia and, thus, in its
rotation rate. No peculiar timing behavior was noted during this
period.
across the line of sight. The current observations are consistent
With such a model for a cloud containing a dense, small, turbulent
core surrounded by a large, lo.-density halo. If the number of
irregularities producing the scattering is small, one can deduce a
scale size for the scattering region of .10^^ cm (Lyne and Thorne 1975).
The scattering onset time of 5 x 10^ sec then requires a transverse
velocity for the cloud of a fev tens of kilometers per second - a
reasonable value given the pulsar's velocity through the Nebula of
~100 km sec-^ The whole turbulent core, then, would have a scale
size of
-.5 X 10^3 produce scattering over a period of several
months) while the outer envelope would be .10 cm in diajneter, and
would account for the slow rise and fall of the dispersion measure
between 1972.5 and 1977-0. The onset of a new, massive scattering
enhancement at the end of the presently available data suggests that
another dense region of the cloud may have been encountered. The
study of several of these large events, in conjunction with dispersion
measure, flux, and timing measurements may provide us with some
fundamental insights into the fine structure of the supernova remnant
and the pulsar's interaction with it.
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CHAPTER VIII
CONCLUSIONS AND PROSPECTS
As ve approach the tenth anniversary of the discovery announce-
ment, our disappointment in learning that ve had not contacted Little
Green Men has heen greatly assuaged by the fascinating physics and
astronomy that have come out of our continued pursuit of the
"pulsating radio source(s)" (Hewish et al . 1968). Each of the areas
of pulsar integrated properties discussed in this dissertation has
suggested nev areas for observational work, and has led to new
questions for the theorist to ponder.
The definition of pulsar flux variations on timescales of an
hour to several years is a fundamental input to models of pulsar
emission mechanisms. The data presented here are consistent with a
model in which a memory mechanism containing both spectral and total
flux information controls the star's radio energy output; in
addition, a frequency-dependent modulation of the flux may be imposed
by emission and/or propagation processes. The stringent limits set
on neutron star precession by these measurements suggest several
avenues of research. Complete theoretical descriptions of free and
forced precession for various neutron star models should be con-
structed, along with a thorough investigation of the various driving
and damping forces which are likely to play a role. Further obser-
vations of more sources on the shorter timescales (tens of minutes
to tens of hours) may yield an unambiguous precessional motion which
2llt
oould be Of i^ense Importance In estabUshlnn neutron star masses
and internal structure.
The determination of pulsar proper motions and the subsequent
interpretation of the implied velocities in terms of a d^amical,
tvo-class evolutionary scheme represents one of the major contributions
of this work. The new observational manifestations of galactic
neutron stars represented by the pulsating X-ray binaries and the
runaway OB stars with invisible companions, along with the significant
extension of the known pulsar sample through several current high-
sensitivity searches, offer new challenges in our attempts to under-
stand the distribution and evolution of this component of the Galaxy.
The success of the model in linking these neutron stars found in such
different environments, along with its explanation of a diverse array
of observational data such as high-latitude supernova remnants,
runaway OB stars, the relative numbers of Class A sources, OB binary
stars and X-ray sources, and the different distributions of young
Class A and Class B sources suggest it as a good basis for further
work in both the theoretical (binary evolution, acceleration
mechanisms, neutron star formation) and observational (high-latitude
pulsar searches, pulsar proper motions. X-ray binary searches)
spheres.
A better understanding of neutron star physics is the goal of
the timing noise investigations undertaken here. The establishment
of the noise process as a common feature of pulsar behavior (as
opposed to the aberrant glitches found only in the Crab and Vela
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sources) suggests it is of funda^nental importance in this regard.
The ambiguous situation resulting from an extensive analysis of the
character of the noise process a^ply points up the need for further
work in this area. While substantial data exist regarding the
strength of the noise process in different sources, many more closely-
sampled, long-baseline data sets are needed if the problem of the
physical mechanism underlying the noise is to be attacked. The close
correlation of the noise strength vith dynamical properties offers
further support for the tvo-class evolutionary scheme.
The Crab pulsar and the Nebula which surrounds it remain tvo of
the most fascinating objects in astronomy. The relationship (or
lack thereof) between glitches and the timing noise process needs to
be established if progress is to be made in understanding either
phenomenon. The effects of the Nebula on the pulsar's radiation
offer a unique opportunity to study the dynamics of a supernova
remnant. The correlated scattering and dispersion measure changes
reported here must be augmented by future observations to provide a
reasonable input for theoretical considerations which may distinguish
among the various proposed models for the scattering enhancements.
The second decade of pulsar research, while proceeding, perhaps,
at a more studied pace, promises continuing advances in the areas of
pulse emission mechanisms, neutron matter physics, and galactic
neutron star evolution. It is hoped that the data base presented
here will be expanded upon, leading to a fresh impetus in theoretical
circles to attack the outstanding problems in these fields. The
reach their dotage.
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