Abstract. The canonical coding partition of a set of words is the finest partition such that the words contained in at least two factorizations of a same sequence belong to a same class. In the case the set is not uniquely decipherable, it partitions the set into one unambiguous class and other parts that localize the ambiguities in the factorizations of finite sequences. We firstly prove that the canonical coding partition of a regular set contains a finite number of regular classes. We give an algorithm for computing this partition. We then investigate maximality conditions in a coding partition and we prove, in the regular case, the equivalence between two different notions of maximality. As an application, we finally derive some new properties of maximal U D codes.
Introduction
In this paper, we call code a set of finite words. An important class of codes is the class of uniquely decipherable codes. This property allows the decoding of a sequence of concatenated codewords. Nevertheless, some classes of codes are used in information theory although they are not uniquely decipherable (see for instance [7] , [9] and [10] ). The condition of unique decipherability can also be weakened by considering that it applies only to codes with constraints (see [1] ) or to codes with a constraint source (see [4] , [6] ). In [6] , the classification of ambiguities of codes is investigated in the study of natural languages. From a combinatorial point of view, the study of ambiguities helps to understand the structure of a code.
To this purpose, the notions of coding partition and canonical coding partition of a code were introduced in [3] to study some decipherability conditions for codes weaker than the unique decipherability. The notion of coding partition generalizes that of U D code: indeed U D codes correspond to the extremal case in which each class contains exactly one element. In general, for codes that are not U D, the notion of coding partition allows to recover "unique decipherability" at the level of classes of the partition. In other words, such notion gives a tool to localize the ambiguities for a code that is not U D: indeed the ambiguities are bordered inside the individual classes of the partition and a sort of mutual unambiguity holds between the different classes.
By taking into account the natural ordering between the partitions of a set X, where finer is higher, we have that the coding partitions form a complete lattice. As a consequence, given a code X, we can define the finest coding partition P of X. It is called the characteristic partition of X and it is denoted by P (X).
The structure of P (X) gives useful information about coding properties of X. In particular, an extremal case (each class of P (X) contains only one element) corresponds to U D codes. The opposite extremal case (P (X) contains only one class) gives rise to the definition of globally ambiguous (GA) code. Such considerations lead to define a canonical decomposition of a code in at most one unambiguous component and in a set (possibly empty) of GA components.
Remark that the notion of coding partition is closely related to some special cases of the notion of F-factorization, introduced in [8] .
In [3] is given a Sardinas-Patterson like algorithm for computing the canonical coding partition of a finite code. In this paper, we firstly prove that the canonical coding partition of a regular code has a finite number of classes, each one being regular. This result was conjectured in [3] . We give an exponential time algorithm for computing all classes of the partition which is based on automata constructions. We then introduce the notion of maximality of coding partition with respect to a component, and we prove, in the regular case, that if a coding partition is maximal with respect to one component then it is maximal with respect to all the components. As a application, we prove, in the last section, that, if a regular U D code X is maximal, then any code containing strictly X is GA.
Partitions of a code
Let A be a finite alphabet. We denote by A * the set of finite words over the alphabet A, and by A + the set of nonempty finite words. A code X is here a subset of A + . Its elements are called code words, the elements of X * messages . Let X be a code and let P = {X 1 , X 2 , . . . }, be a partition of X i.e. : i≥1 X i = X and X i ∩ X j = ∅, for i = j. A P -f actorization of an element w ∈ X + is a factorization w = z 1 z 2 · · · z t , where
The partition P is called a coding partition if any element w ∈ X + has a unique P -f actorization, i.e. if
where z 1 z 2 · · · z s , u 1 u 2 · · · u t are P -f actorizations of w, then s = t and z i = u i for i = 1, . . . , s.
We say that a partition P is concatenatively independent if, for i = j,
Then a necessary condition for a partition P to be a coding partition, is that P is concatenatively independent.
Let X be a code and let x 1 x 2 · · · x s = y 1 y 2 · · · y t be two factorizations into code words of a message w ∈ X + . We say that the relation x 1 x 2 · · · x s = y 1 y 2 · · · y t is prime if for all i < s and for all j < t one has
In [3] is proved that P is a coding partition of a code X iff for every prime relation x 1 x 2 · · · x s = y 1 y 2 · · · y t these code words belong to the same component of the partition.
Recall that there is a natural order between the partitions of a set X: if P 1 and P 2 are two partitions of X, P 1 ≤ P 2 if the elements of P 1 are unions of elements of P 2 . In [3] is proved the next theorem. Theorem 1. The set of the coding partitions of a code X is a complete lattice.
As a consequence of previous theorem we can give the next definition. Given a code X, the finest coding partition P of X is called the characteristic partition of X and it is denoted by P (X). A code X is called ambiguous if it is not U D. It is called globally ambiguous (GA) if |X| > 1 and P (X) is the trivial partition. So U D codes and GA codes correspond to the two extremal cases: a code is U D if |P (X)| = |X| and a code is GA if |P (X)| = 1.
Let X be a code and let P (X) be the characteristic partition of X. Let X 0 be the union of all classes of P (X) having only one element, i.e. of all classes Z ∈ P (X) such that |Z| = 1. The code X 0 is a U D code and is called the unambiguous component of X. From P (X) one then derives another partition of X
where |X i | > 1, for i ≥ 1. The sets X i , with i ≥ 1, are (see [3] ) GA. They are called the GA components of X. The partition P C (X) is called the canonical partition of X: it defines a canonical decomposition of a code X in at most one unambiguous component and a (possibly empty) set of GA components. Roughly speaking, if a code X is not U D, then its canonical decomposition, on one hand separates the unambiguous component of the code (if any), and, on the other, localizes the ambiguities inside the GA components of the code. If, on the contrary, X is U D, then its canonical decomposition contains only the unambiguous component X 0 . Moreover if X is U D then every partition of X is a coding partition.
In [3] is given a Sardinas-Patterson like algorithm for computing the canonical coding partition of a finite code X and is also proved the next result.
Theorem 2. Given a partition P = {X 1 , X 2 , . . . , X n } such that X i , for i = 1, 2, . . . , n, is a regular set, then it is decidable whether P is a coding partition.
In the same paper it was also formulated the following conjecture.
CONJECTURE : If X is regular, the number of classes of P C (X) is finite and each class of P C (X) is a regular set.
The conjecture will be proved in the next section so the restrictive conditions considered in the last theorem are not actually a restriction for regular codes.
Coding partition of a regular code
In this section, we consider a regular code X.
We say that a coding partition of a code is finite if is has a finite number of components. We say that a coding partition of a code is regular if all the components of the partitions are regular. The following theorem gives a positive answer to previous conjecture. Remark 1. Given a coding partition P = {X 1 , X 2 , . . . } of a code X ⊆ A + , the condition that every word w ∈ X + admits a unique P -factorization has the following algebraic interpretation: the submonoid X * is isomorphic to the free product of the submonoids X * i . We say that a submonoid M ⊆ A * is indecomposable if M is not factorizable in the free product of others submonoids. Then the previous theorem can be restated in the following algebraic setting. Theorem 4. Any regular monoid admits a canonical decomposition into a free product of at most one regular free monoid and a finite number (possibly zero) of regular indecomposable monoids.
In order to prove Theorem 3, we give an algorithm for computing the finite automata accepting the components of the partition from a finite automaton accepting the code X.
A finite automaton A = (Q, I, E, T ) is made of a finite set of states Q, a set of edges E labelled on an alphabet A, a set of initial states I and a set of final states T . We shall also consider automata labelled in A * . A successful path is a path going from a state of I to a state of T . The set of labels of successful paths is the language accepted by the automaton.
An automaton is unambiguous if for any word z, any states p, q, there is at most one path going from p to q and labelled by z.
Let A = (Q, I, E, T ) be a finite automaton. We define the automaton A×A = (Q , I , E , T ) called the square of A, where
The set of initial states I and the set of final states T will be specified later. A state (p, q) will be also denoted by p q .
Proof (Proof of Theorem 3)
. Let A = (Q, I, E, T ) be a finite unambiguous automaton accepting the code X such that I = {i}, T = {t}, and which has no edge coming in i and no edge going out of t. Such an automaton, called a normalized automaton, can be obtained by standard constructions (see for instance [2] ). By merging i and t into a single state denoted by 0, we get an automaton B = (Q, 0, E, 0) accepting the set X * . Note that B is no more unambiguous unless X is UD.
We build the square automaton B × B and replace the state We define the regular sets
where the symbol + is the union symbol and the dot symbol is the concatenation symbol.
Let p i , q i , p j , q j , p k , q k be states in Q with q i , q j , p j , p k distinct from 0. Let e, f, g be the edges
We define the regular set
We define similar sets S ef and S ef g when e, g are edges from a lower-zero state to an upper-zero state and f is an edge from an upper-zero state to a lower-zero state, by exchanging the roles played by the upper and lower states.
We get a finite number of regular subsets of X. Some of these states may have a nonempty intersection. We replace two parts having a non-empty intersection by their union. After a finite number of steps we get a finite number of regular subsets of X whose two by two intersections are empty. We denote these sets by X 1 , X 2 , . . . , X r . We define the set X 0 = X − r i=1 X i . We claim that (X i ) 0≤i≤r is the canonical coding partition of X, which proves the proposition.
To prove our claim, we show that any two code words which belong to a same prime relation belong to a same component X i . Let z = x 1 x 2 . . . x n = y 1 y 2 . . . y m be a prime relation where x i , y j are codewords. The existence of such a factorization is equivalent to the existence of a path in C:
In this path, we denote by e i the edges going from an upper-zero state to a lower-zero one or the converse. Note that this path encodes two paths in the automaton A. One is read on the upper track, the other one on the lower track. The label of any path read on the upper (or lower track) going from 0 to 0 without going through 0 in between belongs to X. Hence
By renumbering the lower coefficients p ij of the upper-zero states of this path p 1 to p n , and the upper coefficients q ij of the lower-zero states of this path q 1 to q m , the label of each part of this path going from a state
By the definition of the sets S eiei+1 and the sets S eiei+1ei+2 , we get that all x i and all y j belong to a same part of the canonical coding partition.
Conversely, we prove that if two words x and y belong to a same component of the partition, then there is a finite chain of words x = w 0 , w 1 , . . . , w n = y such that w i and w i+1 belong to a same prime relation for 0 ≤ i < n.
Let q 1 , q 2 be two non null states in Q. We first show that if two words y, y ∈ S q1 0 q2 0 , then there is a finite chain of words y = w 0 , w 1 , . . . , w n = y such that w i and w i+1 belong to a same prime relation for 0 ≤ i < n.
Since y, y ∈ S q1 0 q2 0 , there are in C two paths labelled xyz and x y z , with x, x , z, ∈ A * , containing respectively an edge labelled by y and an edge labelled by y , with the following form: Let us consider the first case in the definition of S ef . For instance, one can assume that
It follows that there is in C a path labelled by x containing an edge labelled by y ∈ S q1 0 q2 0 which has the following form: This defines a prime relation containing the words x and y . Furthermore, we know that there is a word w such that y and w belong to a same prime relation, and y and w belong to a same prime relation. We consider similarly all cases in the definitions of S ef and S ef g to conclude that for any two words x and y in a such a set, there is a finite chain of words w 0 = x, w 1 , . . . , w n = y such that w i and w i+1 belong to a same prime relation for 0 ≤ i < n.
Note that, since the definition of the part X 0 is X 0 = X − r i=1 X i , the computation of the canonical coding partition cannot be achieved in a polynomial time. The computation of the sets S ef and S ef g can be performed in polynomial time. Since it is necessary to compute some intersections to get the automata accepting X i , the computation of the components X i for i = 0 also is exponential.
When the code X is not regular, even when context-free, the canonical coding partition may have an infinite number of classes, as shows the following example. Example 1. Let X = ∪ n≥1 (a n b + a n bc n + c n a n b).
The code X is context free and its canonical coding partition is (X i ) i≥1 with
It is also possible to get a finite canonical coding partition with non regular classes.
Example 2. Let X be a code, for instance a uniquely decipherable code. Let Y be the code
where a, b are two symbols which do not appear in the words of X. The canonical coding partition of Y is made of a unique class since axb = ax · b = a · xb. Such code is GA.
Maximality
In this section we introduce the notion of maximality of a coding partition. Actually two different notions of maximality can be introduced: maximality with respect to one component (Definition1) and maximality with respect to all the components (Definition2). The main result of this section states that the two notions coincide for regular codes.
Definition 1. Let P = {X 1 , X 2 , . . . } be a non-trivial coding partition of a code X ∈ A + . We say that P is maximal with respect to the component X i if ∀ w ∈ A + , the partition P = {X 1 , . . . , X i ∪ {w}, . . . } is a coding partition of X ∪ {w} iff w ∈ X + i .
Definition 2.
A non-trivial coding partition P is said to be maximal if it is maximal with respect to every component of P .
Remark 2. It is straightforward that if P is a maximal coding partition of a code X and P > P then also P is a maximal coding partition of X.
Theorem 5. Let X be a code and let P = {X 1 , X 2 , . . . } be a non-trivial coding partition of X. If P is maximal with respect to at least one component, then X is complete.
Proof. Let X be a code over the alphabet A, with card(A) ≥ 2 (the case card(A) < 2 is trivial). We will first prove that, if X is not complete, then there exists a word w ∈ A * \ X such that the partition P 1 = {{w}, X 1 , X 2 , . . . } is a coding partition of X ∪ {w}. Indeed, if X is not complete, there exists a word v ∈ A * such that v does not belong to F (X * ). Let a be the first letter of v and let b ∈ A {a}. Consider the word w = vb |v|−1 . By construction, w is unbordered, i.e. no proper prefix of w is a suffix of w. Since v does not belong to F (X * ), we have that also w does not belong to F (X * ).
Let us first remark that X + ∩ {w} + = ∅. We now prove that every word t ∈ (X ∪ {w})
* admits a unique P 1 -factorization. Indeed, since w is unbordered, we can uniquely distinguish all occurrences of w in t, i.e. t has a unique factorization of the form t = u 1 wu 2 w · · · wu n , with n ≥ 1 and u i ∈ X * , for i = 1, . . . , n. From this factorization, since P is a coding partition, we obtain a unique P 1 -factorization of t and therefore, by definition, P 1 is a coding partition. From this is trivial that ∀ i P = {X 1 , . . . , X i ∪ {w}, . . . } is still a coding partition and so X i is not maximal. This concludes the proof.
The next lemma and its proof is just a little variation of a lemma due to Schutzenberger (see Theorem 7.4 in [5] ). Lemma 1. Let X ⊆ A + be a regular and complete code and let x 1 , x 2 ∈ X * . Then, there exist a word v 1 ∈ X + and a positive integer m such that for any word w ∈ A * , (vwv)
Proof. Since X is a regular set, X + is a regular set too. Let
be a finite state automaton recognizing X + . For any set of states S ⊆ Q and for any word u ∈ A + , denote by Su the set {δ(q, u); q ∈ S} of states reached by paths having label u and starting at any state of S. Let n = min{card(Qu)} with u ranging over A + , and choose u such that n = card(Qu). Since X is complete, we have xuy ∈ X + for some x, y, ∈ A * and so v := x 1 xuyx 2 ∈ X + . Since card(Qx 1 xuyx 2 ) ≤ card(Qx 1 xu) and Qx 1 xu ⊆ Qu, it follows that card(Qv ) ≤ card(Qu). Thus, by minimality, card(Qv ) = n. Let P = Qv . Since P v = Qv v ⊆ Qv = P , it follows from the minimality of n that Qv v = Qv and P v = P ; thus v defines a permutation of P . Thus, put v a suitable power of v and wrote v = x 1 v 1 x 2 for a certain v 1 ∈ X + , we may assume that pv = p for all p ∈ P and Qv = Qv = P . Consider now a word w ∈ A * and let z = vwv. Again we have P z = Qvvwv ⊆ Qv = P and thus P z = P . Then for m = n! we have pz m = p for all p ∈ P . To prove that
it suffices to show that qz m = qv for all q ∈ Q. Since Qv = P and pv = p for all p ∈ P , then qvv = qv. It follows that qz = qvwv = qvvwv = qvz and therefore that qz m = qvz m . Since pz m = p for all p ∈ P , we have that qvz m = qv. Thus qz m = qv as required. This completes the proof.
Theorem 6. Let X be a regular code and let P = {X 1 , X 2 , . . . } be a non-trivial coding partition of X. If X is complete then P is maximal.
Proof. Let w ∈ A + and i ≥ 1 such that P = {X 1 , . . . , X i ∪ {w}, . . . } is a coding partition of X = X ∪ {w}. Since P is non-trivial, ∃ x ∈ X j = X i . By previous lemma there exist v 1 ∈ X + and a positive integer m such that z = (xv 1 xwxv 1 x) m ∈ X + . Since x / ∈ X i the P factorization of z is of the form:
where z h , 1 ≤ h ≤ t are the blocks of the factorization. But z ∈ X + so there exists a factorization without w that is again a P factorization. By the uniqueness of the P factorization the block corresponding to w must be the same and so ∃ y 1 , y 2 , . . . , y k ∈ X i s.t. w = y 1 y 2 · · · y k . This shows that P is maximal.
From Theorem 5 and Theorem 6 we get the following corollary. Corollary 1. Let P = {X 1 , X 2 , . . . } be a non-trivial coding partition of a regular code X. If P is maximal with respect to a component X i , then P is maximal.
U D codes versus GA codes
In this section we consider an application of previous results to maximal U D codes. By definition, a U D code X is maximal if any code Y containing strictly X is ambiguous. We here prove that, if a regular U D code X is maximal, then any code Y containing strictly X is globally ambiguous. Moreover, if X is a finite maximal U D code, we prove that for a given word v ∈ A + , there exists a prime relation involving all the elements of X ∪ {v}. A generalization of this result to the case of non-U D codes, is given at the end of the paper.
The proof is an immediate consequence of the following proposition that has an independent interest. Proposition 1. Let X ⊆ A + be a regular code and let P = {X 1 , X 2 , . . . } be a non-trivial coding partition of X. If P is maximal then, for all v ∈ A + such that v / ∈ X + , X ∪ {v} is GA.
Proof. Let, by contradiction, X := X ∪ {v} be non-GA, let P = {X 1 , X 2 , . . . } be a non-trivial coding partition of X and suppose, without loss of generality, v ∈ X 1 . We claim that |X 1 | > 1. Indeed if X 1 = {v} then v is in the unambiguous component of X and so there are not relations between v and the others words of X. Then ∀i ≥ 1 {X 1 , . . . , X i ∪{v}, . . . } is a coding partition of X ∪{v} against the hypothesis that P is maximal. Then P = {X 1 {v}, X 2 , . . . } is a coding partition of X. From Theorem 5 and Theorem 6 one derives that if a coding partition of a code is maximal then any other non-trivial coding partition of that code is maximal too. Then P is maximal so v ∈ (X 1 {v}) + and we have a contradiction.
In the case the code X is finite we can derive stronger results. Recall that a code X is called a base if X is a minimal set of generators of X * .
Theorem 8. Let C ⊆ A + be a finite maximal prefix UD code. If C = A then there exists a word v ∈ A + such that C := C ∪ {v} has the following properties:
-C is a base -C is GA -there exists a prime relation involving all the elements of C , i.e. a relation
Proof. Let C = {c 1 , c 2 , . . . , c n } and let u := c 1 c 2 · · · c n . By hypothesis there is c i0 ∈ C with |c i0 | > 1, and let w be a prefix of c i0 s.t. |w| = |c i0 | − 1. Let us put v := uw and C := C ∪ {v}. We claim that C is a base. Indeed since |v| > |c i |, 1 ≤ i ≤ n, it is sufficient to show that v / ∈ C + . If, by contradiction, v ∈ C + , being C + right unitary (see [2] ), we have w ∈ C + with w prefix of c i0 , and this is a contradiction because C is a prefix code. Finally since C is maximal C is not U D so there is a prime relation involving v. This relation by definition of v, being C a prefix code, must have the form
The previous result ca be extended to any finite maximal U D code.
Theorem 9. Let C ⊆ A + be a finite maximal U D code. If C = A then there exists a word v ∈ A + such that C := C ∪ {v} has the following properties:
-C is a base -C is GA -there exists a prime relation involving all the elements of C , i.e. a relation x 1 x 2 · · · x s = x s+1 x s+2 · · · x t such that {x 1 , x 2 , . . . , x t } = C .
Proof. If C = {c 1 , c 2 , . . . , c n } is a prefix set then the thesis holds because of previous theorem. If C is not a prefix set then C is not right complete and let w ∈ A + s.t. w is not right completable. Of course also w m is not right completable and we can choose m ≥ 2 in such a way that |w m | > |c i | + |w| ∀c i ∈ C. Now we put w 1 := w m w with w ∈ A * s.t. w 1 is unbordered. Since C is maximal then put C := C ∪ {w 1 } there exists a prime relation x 1 x 2 · · · x s w 1 x s+1 · · · x l = y 1 · · · y k , x i , y i ∈ C , s ≥ 1, l ≥ s, k ≥ 2. Let p ≥ 1 the first index s.t. |y 1 · · · y p | > |x 1 · · · x s w|: by choice of m and w 1 , |y 1 · · · y p | < |x 1 · · · x s w m | so y 1 · · · y p = x 1 · · · x s w q u, with 1 ≤ q < m and, since w is not right completable, u ∈ A + . Now we put v := w q uc 1 · · · c n zw m−q−1 w with z = u −1 w. We have the relation x 1 x 2 · · · x s vx s+1 · · · x l = y 1 · · · y p c 1 · · · c n y p+1 · · · y k that is clearly prime. Finally, by definition, v / ∈ C + and, by a length argument, one has that C ∪ {v} is a base and the proof is complete.
Remark 3. We observe as consequence of Theorem 7 that, if X is a base and it is not GA, then any regular set Y X is not a maximal U D code.
Theorem 10. Let X ⊆ A + be a non-GA finite code that is a base. If X is complete then there exists a word v ∈ A + such that X := X ∪ {v} has the following properties:
-X is a base -X is GA -there exists a prime relation involving all the elements of X , i.e. a relation x 1 x 2 · · · x s = x s+1 x s+2 · · · x t such that {x 1 , x 2 , . . . , x t } = X .
Proof. We recall that a code Y ⊆ A + is right complete iff Y Y A + is a maximal prefix U D code (see [2] ). Let P be a non-trivial coding partition of X then, by Theorem 6, P is maximal. Because of Theorem 8 we can suppose that X is not a prefix U D code and then ∅ = X XA + X. Moreover, because of previous remark, X XA + is not a maximal prefix U D code and so X is not right complete. Then there exists w ∈ A + s.t. w is not right completable and we can proceed like in the previous theorem.
