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Moreover, satisfies as x ª "ϱ for some positive constant c "
where g x ; h x as x ª a means that g x rh x ª const. / 0 as w x x ª a. Refer to 1, 5 . In the initial-boundary value problem, for any
Hence, the solution u to 1.1 is expected to be pushed backward to Ž Ž .. compensate the ''boundary-gap'', that is, to tend to x q d t with Ž .
2 w x d t ª ϱ as t ª ϱ. In fact, when f s u r2, Liu and Yu 4 have shown that
Ž . Ž . by using the Hopf᎐Cole transformation. In the case f u ) f u s 0 or y q Ž . s ) 0, the viscous shock wave x y st q d goes away from the bound-0 ary. Hence the boundary gap automatically vanishes as t tends to infinity, and the effect of boundary is rather small. In this sense the case s s 0 is more interesting. On the other hand, when s ) 0, that is, the wave goes Ž . into the boundary, there is a unique stationary solution x satisfying Ž . Ž . w x yϱ s u , 0 s u , which is shown to be stable. See 3 .
y q Ž . Our aim in this paper is that the large-time behavior 1.6 also holds for Ž . Ž . the general flux function f satisfying 1.2 and 1.3 provided that the shock is non-degenerate, i.e., 
Then satisfies
Ž . Ž Ž .. and hence the perturbation u x, t y x q d t does
To determine the shift d t , integrate 1.10 over yϱ, 0 to have
Ž . We define d t by 
Here and hereafter, denote several generic constants by c, C, and c ,
the following lemma.
Ž . Therefore, if¨0, t is small and decays faster that t , then d t is Ž . expected to behave as 2.5 . Hence, for a given small constant ␦ ) 0, we a priori assume
and, in particular,
Ž .
Ž . if d is sufficiently large. Hence, we take d 4 1 such that 2.8 holds.
Ž . it holds that
Ž . Ž . 0 Ž . These estimates imply that we can obtain the desired solution¨, d provided that the initial shift d is large and that the initial disturbance 0 Ž .
x is sufficiently small. ac y < x < , a ) 0, define the function space
T , we use the notation
which is well-defined. Thus, our theorem is stated as follows.
and both¨,¨g L and¨,¨g L are sufficiently small,
Ž . 
The proof of Theorem 1 is done by the combination of the local Ž . Ž . ; a 1 y a y ) 0 as ª "ϱ, 3.10
for a small constant ) 0, and
Hence, for a large D 0 1 0
w ¨dx q c y ␦¨q¨dx
3.14 Ž . Ž . Ž .
Ž . Ž . Ž .
where
3.17
Ž . . Ž . Ž .
Ž . Ž . which is similar to 3.12 . The second to last term in 3.18 has no Ž . difficulty, different from 3.12 . Here we must evaluate the terms from the boundary, which are bounded by
w ¨dx q c y ␦¨q¨dx 
Ž . First, we see the relation of boundary values. Since u s q¨satis-
Here, we adopt the additional weight function ª "ϱ, we have, with a s 1 y 3␦ ,
Ž . Adding 3.15 , 3.21 , 3 .29 , and 3.35 we obtain 3.3 , which proves Proposition 3.1.
