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SINGULARITY FORMATION AND GLOBAL WELL-POSEDNESS FOR THE
GENERALIZED CONSTANTIN-LAX-MAJDA EQUATION WITH
DISSIPATION
JIAJIE CHEN
Abstract. We study a generalization due to De Gregorio andWunsch et.al. of the Constantin-
Lax-Majda equation (gCLM) on the real line
ωt + auωx = uxω − νΛ
γω, ux = Hω,
where H is the Hilbert transform and Λ = (−∂xx)1/2. We use the method in [5] to prove
finite time self-similar blowup for a close to 1
2
and γ = 2 by establishing nonlinear stability of
an approximate self-similar profile. For a > −1, we discuss several classes of initial data and
establish global well-posedness and an one-point blowup criterion for different initial data. For
a ≤ −1, we prove global well-posedness for gCLM with critical and supercritical dissipation.
1. Introduction
Constantin, Lax and Majda [6] introduced an one-dimensional equation (CLM) that models
the effect of vortex stretching in a three-dimensional incompressible fluid. They established finite
time singularity formation in their model. In the CLM equation, the convection term is missing,
which we now know has stabilizing effect in 3D incompressible flow [20, 21]. Inspired by their
work, De Gregorio [11,12] proposed to include a convection term to the CLM equation to model
the effects of both convection and the vortex stretching. Okamoto, Sakajo, and Wunsch [30]
introduced an one-parameter family of models by modeling the strength of the convection term
to study the interplay of convection and vortex stretching. Wunsch [34] further studied this
one-parameter family of models with dissipation. The full model then becomes
(1.1)
ωt + auωx = uxω − νLω
ux = Hω,
where a is a real parameter, H is the Hilbert transform and L is typically some dissipative
operator, such as a full or fractional Laplacian Λγ , γ ∈ [0, 2]. If a = 0, ν = 0, (1.1) reduces
to the CLM equation. If a = 1, ν = 0, it is the De Gregorio equation and ν 6= 0 corresponds
to the viscous version. If a = −1, this is the equation (up to a differentiation) considered by
Cordoba, Cordoba and Fontelos [9] for the surface quasi-geostrophic (SQG) equation. There
are various 1D models proposed in the literature. We refer to [14, 22, 33] for excellent surveys
of other 1D models for the 3D Euler equations, surface quasi-geostrophic equation and other
equations. Throughout this paper, we call (1.1) the generalized Constantin-Lax-Majda equation
(gCLM).
In this paper, we study the singularity formation of (1.1) (gCLM) for a range of a and
establish several results about the global well-posedness for entire range of a on the real line.
1.1. Previous works. The local well-posedness and the BKM type blowup criterion for (1.1)
on the circle have been established in [30, 34]. Similar results on the real line can be obtained
using a standard method.
For singularity formation or global well-posedness of (1.1), we first review some results of the
inviscid case ν = 0. One important feature of the De Gregorio model and its full generalization
is that it captures the competition between the convection term and the vortex stretching term.
It is not hard to see that when a < 0, the convection effect would work together with the
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stretching effect to produce a singularity. Indeed, Castro and Cordoba [4] proved the finite time
blow-up for all a < 0 based on a Lyapunov functional argument. See also [5] for a simple proof
on the circle. For the special case a = −1, finite time blowup was established earlier by Cordoba
et.al. [9]. For a = 0, finite time singularity was established in [6]. For a > 0, there are competing
nonlocal stabilizing effect due to the convection and the destabilizing effect due to the vortex
stretching, which are of the same order in terms of scaling. Due to this competition, the same
Lyapunov functional argument in [4] would fail to prove a finite time singularity. We remark
that the stabilizing effect of convection has been studied by Hou et.al. [20, 21].
In [14], Elgindi and Jeong constructed smooth self-similar profile for small a and Cα self-
similar profile for general a. Recently, the author, Hou and Huang [5] established the finite time
blowup of the De Gregorio equation, i.e. (1.1) with a = 1, ν = 0, with C∞c initial data on the
real line by proving that an approximate steady state is nonlinearly stable. Self-similar blowup
for (1.1) with ν = 0 and the entire range of parameter a on the real line or the circle for Ho¨lder
continuous initial data with compact support were also established in the same paper [5]. See
also [16] for similar results. The global well-posedness of the De Gregorio equation on the circle
with smooth initial data is still open. We remark that Sverak et. al. [33] and [25] proved that
the equilibrium A sin(2(x− x0)) of the De Gregorio equation on the circle is nonlinearly stable.
For (1.1) with dissipation, singularity formation or global well-posedness is only known for
some special a. When a = 0, ν > 0, Schochet [31] established finite time singularity for the
viscous CLM equation with Lω = −ωxx. In this case, an explicit solution of (1.1) can be
obtained. When a = −1, (1.1) becomes the Cordoba-Cordoba-Fontelos (CCF) equation, which
has been studied extensively. Finite time blowup with supercritical dissipation L = Λγ , γ < 12
was established in [21,32] and the global well-posedness with subcritical and critical dissipation
were established in [9, 13]. For some global solution to the supercritical CCF, see [17]. When
a ≤ −2 is even and L = Λ, the global well-posedness for small initial data was established
in [34].
1.2. Scaling and the critical dissipation. Suppose that L = Λγ in (1.1) for some γ ∈ [0, 2].
Then the solution of (1.1) enjoys the following scaling property: if ω(x, t) is a solution of (1.1),
then for any λ > 0,
ωλ(x, t) , λ
γω(λx, λγ t)
is also a solution of (1.1).
For (1.1) with a > −1, there is no coercive conserved quantity or a-priori estimate for general
initial data, which makes it very difficult to prove global well-posedness. We will show that for
several classes of initial data, ||ω||L1 is conserved. In these cases, a simple scaling analysis shows
that L = Λ corresponds to the critical dissipation.
For (1.1) with a ≤ −1, we will show that the equation possesses a-priori L|a| estimate, i.e.
||ω(t, ·)||L|a| ≤ ||ω0||L|a| , which makes Λ
γ with γ = |a|−1 the critical dissipation with respect to
the natural scaling of the equation.
1.3. Assumption on L when a > −1. We consider L which is slightly subcritical (compared
to Λ) and define it below
(1.2) Lω(x) , P.V.
∫
ω(x)− ω(x− y)
m(|y|)|y|2
dy,
where m : [0,+∞)→ [0,+∞) satisfies the following assumptions
(a) m is a non-decreasing function.
(b) Slightly subcritical dissipation:
(1.3) lim
r→0+
rm(r)1/2
∫ 1
r
1
s2m(s)
ds = +∞, lim
r→0+
m(r) = 0.
For example, for the fractional Laplacian Λα, α ∈ (1, 2), m is m(r) = rα−1. The dissipative
operator with condition (1.3) can be weaker than any fractional Laplacian Λα, α > 1 and
approaches the critical dissipation Λ up to a logarithm term. In fact, m(r) can behave like
| ln r|−e for all sufficiently small r and ε > 0.
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1.4. Main results. The main results of this paper are the following.
Theorem 1.1 (Finite time blow-up for a close to 12 ). Consider (1.1) with Lω = −∂xxω. There
exists δ > 0 such that for a ∈ (12 − δ,
1
2 + δ), 0 ≤ ν ≤ 1, (2.1) develops a self-similar singularity
in finite time for some C∞c initial data.
Remark 1.2. ν = 0 corresponds to the inviscid case. If the dissipative operator is replaced
by fractional Laplacian Λγ with γ ∈ [0, 2], one can apply similar analysis to obtain finite time
blowup. We focus on the full Laplacian for simplicity. In [5], the inviscid self-similar profile of
(1.1) with a = 0 was proved to be nonlinearly stable. Using an argument similar to that in the
proof of Theorem 1.1, one can also prove finite time blowup of (1.1)with L = Λγ , γ ∈ [0, 1) when
a is sufficiently close to 0
For 1.1 with a > −1, there is no coercive conserved quantity for general initial data. We
restrict to the following initial data with odd symmetry or satisfying some sign property.
Class 1. ω0 has a fixed sign for all x ∈ R,
Class 2. ω0 is odd and ω ≥ 0 for x > 0,
Class 3. ω0 is odd and ω ≤ 0 for x > 0.
It is not difficult to verify that the above symmetry and sign property in each class are
preserved by (1.1) during the evolution. Note that any initial data that have odd or even
symmetry and a fixed sign for x > 0 belong to one of the above classes. Our second main result
is the following global well-posedness and one-point blowup criterion.
Theorem 1.3 (Global well-posedness and blowup criterion for slightly subcritical gCLM).
Consider the dissipative operator L defined in (1.2) satisfying assumption (1.3). Suppose that
a > −1, ν > 0 in (1.1), ω0 ∈ L
1 ∩H1. For ω0 in class 1 and 2, there exists a unique solution
of (1.1) globally in time. For ω0 in class 3, the unique local in time solution cannot be extended
beyond T > 0 if and only if
(1.4)
∫ T
0
ux(0, t)dt = +∞.
Remark 1.4. The initial data constructed in [5] that lead to finite time blowup of the inviscid
gCLM (1.1) all fall in class 3. For ω0 in class 3, it is easy to verify that ux(t, 0) ≥ 0. The blowup
criterion (1.4) is an analogue of the celebrated Caffarelli-Kohn-Nirenberg partial regularity the-
orem [3] for the 3D axisymmetric Navier-Stokes equations in the sense that singularity must
occur on the symmetry axis, if it exists. (1.4) is sharp due to the blowup result in Theorem
1.1. For the De Gregorio equation, i.e. a = 1, ν = 0 in (1.1), Lei et.al. [25] proved the GWP for
initial data ω0 in the class 1 with |ω0|
1/2 ∈ H1. It is not clear if similar result holds for a 6= 1
with initial data in this class.
For a ≤ −1, there is a-priori L|a| estimate for (1.1). We prove the global well-posedness of
(1.1) in the whole range a ≤ −1 with critical or supercritical dissipation.
Theorem 1.5 (Global well-posedness for critical or supercritical gCLM). Suppose that L =
Λγ , a ≤ −1, ν > 0 in (1.1) and the initial data ω0 ∈ L
|a|∩H1. If γ ∈ [|a|−1, 2], (4.1) has a unique
global solution. Moreover, for a < −1, there exists γ1 = γ1(||ω0||L|a| , ||ω||H1 , a) ∈ (0, |a|
−1), such
that for each γ ∈ [γ1, |a|
−1], (4.1) has a unique global solution.
Remark 1.6. For a < −1, Λγ with γ1 ≤ γ < |a|
−1 corresponds to the supercritical dissipation.
When a = −1, the global well-posedness with critical dissipation was first proved in [13] using
modulus of continuity. The novelty of our approach is to establish a-priori L|a|+ε estimate for
sufficiently small ε > 0 depending on the norm of the initial data.
Remark 1.7. In the presence of dissipation, Theorem 1.5 shows that for (1.1) with a fix dissipative
operator L = Λγ , γ > 0, ν > 0 and a ≤ −1, as |a| becomes larger and satisfies |a|γ ≥ 1, the
equation becomes globally well-posed. This confirms the stabilizing effect of the convection term
studied in e.g. [19–21].
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1.5. Organization of the paper. In Section 2, we construct the self-similar profile for the in-
viscid gCLM (1.1) with a = 12 and prove Theorem 1.1 by showing that such profile is nonlinearly
stable. In Section 3, we first perform the L1 estimate for several classes of initial data and then
prove Theorem 1.3 using the nonlinear maximal principle [8]. In Section 3, we prove Theorem
1.5 by establishing a-priori L|a|+ε estimate of the solution. In the Appendix, we prove several
Lemmas about the Hilbert transform and the fractional Laplacian and some useful estimates.
Notations. We use 〈·, ·〉 to denote the inner product on R, i.e.
〈f, g〉 ,
∫
R
fgdx.
Without specification, the domain of the integral is the whole real line, i.e.
∫
f =
∫
R
f(x)dx,∫∫
f =
∫∫
R×R
f(x, y)dxdy. We use C to denote absolute constant and C(A,B, .., Z) to denote
constant depending on A,B, .., Z. These constants may vary from line to line. We use Ci to
denote constant which does not vary. We use the notation A . B if there is some absolute
constant C > 0 with A ≤ CB. The upper bar notation is reserved for the approximate profile,
e.g. ω¯.
2. Finite time blowup for a close to 1/2
In this Section, we prove Theorem 1.1. Consider (1.1) with dissipation equal to L = −∂xx
(2.1) ωt + auωx = uxω + νωxx, ux = Hω.
Firstly, we study the inviscid problem, i.e. ν = 0. Consider an ansatz of self-similar solution
ω = (T − t)cωΩ( x(T−t)cl ). For a = 1/2, Plugging this ansatz in (2.1) with ν = 0 yields
(clx+
1
2
U)Ωx = (cω + Ux)Ω,
where Ux = HΩ. Surprisingly, it has the following analytic self-similar solution
(2.2) Ω =
−2bx
(x2 + b2)2
, Ux =
b2 − x2
(b2 + x2)2
, U =
x
b2 + x2
, cl =
1
3
, cω = −1,
where b =
√
3/8. To verify that (Ω, cl) solves the self-similar equation, we compute
(clx+
1
2
U)Ωx ·
1
Ω
+ cω − Ux = (
x
3
+
1
2
x
b2 + x2
)
(
−2b
(b2 + x2)2
+
2bx · 4x
(b2 + x2)3
)
(b2 + x2)2
−2bx
+ 1−
b2 − x2
(b2 + x2)2
= (
1
3
+
1
2
1
b2 + x2
)
(
1−
4x2
x2 + b2
)
+ 1−
b2 − x2
(b2 + x2)2
=
4
3
+
1
x2 + b2
(
1
2
−
4
3
x2)−
b2 + x2
(x2 + b2)2
=
4
3
b2
x2 + b2
−
1
2
1
x2 + b2
= 0,
where we have used b2 = 38 to obtain the last identity. Hence, plugging the self-similar solution
into (2.1) implies finite time self-similar blowup for a = 1/2 and ν = 0. In this self-similar
blowup, the spatial blowup scaling is cl = 1/3, if we add the diffusion term, such term is
asymptotically small compared to the nonlinear term in the equation of the self-similar variables.
In our later analysis, we will treat the diffusion term as a small perturbation to the nonlinear
part, especially the vortex stretch term uxω.
2.1. Dynamic rescaling formulation.
To prove finite time self-similar blowup, we use the strategy developed in [5]. We reformulate
the problem of proving finite time self-similar singularity into the problem of establishing the
nonlinear stability of an approximate self-similar profile using the dynamic rescaling equation.
Let ω(x, t), u(x, t) be the solutions of the original equation (2.1). It is easy to show that
(2.3) ω˜(x, τ) = Cω(τ)ω(Cl(τ)x, t(τ)), u˜(x, τ) = Cω(τ)Cl(τ)
−1u(Cl(τ)x, t(τ))
are the solutions to the dynamic rescaling equations
(2.4) ω˜τ (x, τ) + (cl(τ)x + au˜)ω˜x(x, τ) = cω(τ)ω˜ + u˜xω˜ + ν(τ)ω˜xx, u˜x = Hω˜,
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where ν(τ) = Cl(τ)
−2Cω(τ), t(τ) =
∫ τ
0
Cω(τ)dτ ,
(2.5) Cω(τ) = exp
(∫ τ
0
cω(s)dτ
)
Cω(0), Cl(τ) = exp
(∫ τ
0
−cl(s)ds
)
Cl(0).
We have the freedom to choose the initial rescaling factors Cω(0), Cl(0) and the time-dependent
scaling parameters cl(τ) and cω(τ) according to some normalization conditions. After we de-
termine Cω(0), Cl(0) and the normalization conditions for cl(τ) and cω(τ), (2.4) is completely
determined and the solution of (2.4) is equivalent to that of the original equation using the
scaling relationship described in (2.3)-(2.5), as long as cl(τ) and cω(τ) remain finite.
We remark that a similar dynamic rescaling formulation was employed in [24, 27] to study
the nonlinear Schro¨dinger (and related) equation. In some literature, this formulation is called
the modulation technique. It has been very efficient to describe the formation of singularities
for many problems like the nonlinear wave equation [29], the nonlinear heat equation [28], the
generalized KdV equation [26], and other dispersive problems. It has recently been applied to
prove singularity formation in fluid dynamics [15].
If there exists C > 0 such that for any τ > 0, cω(τ) ≤ −C < 0 and the solution ω˜ is nontrivial,
e.g. ||ω˜(τ, ·)||L∞ ≥ c > 0 for all τ > 0, we then have
Cω(τ) ≤ e
−Cτ , t(∞) ≤
∫ ∞
0
e−Cτdτ = C−1 < +∞ ,
and that |ω(Cl(τ)x, t(τ))| = Cω(τ)
−1|ω˜(x, τ)| ≥ eCτ |ω˜(x, τ)| blows up at finite time T = t(∞).
If (ω˜τ , cl(τ), cω(τ)) converges to a steady state (ω∞, cl,∞, cω,∞) of (2.4) as τ → ∞, one can
verify that
ω(x, t) =
1
1− t
ω∞
(
x
(1− t)−cl,∞/cω,∞
)
is a self-similar solution of (2.1).
To simplify our presentation, we still use t to denote the rescaled time in the rest of the paper
and drop ·˜ in (2.4), which leads to
(2.6) ωt + (clx+ au)ωx = (cω + ux)ω + ν(t)ωxx, ux = Hω,
where
(2.7) ν(t) = Cl(t)
−2Cω(t)ν = exp
(∫ t
0
(cω(s) + 2cl(s))ds
)
Cl(0)
−2Cω(0)ν.
2.2. Approximate steady state and normalization condition.
For given a close to 12 , we use the profile (2.2) to construct the approximate steady state
(2.8)
ω¯ =
−2bx
(x2 + b2)2
, u¯x = Hω¯ =
b2 − x2
(b2 + x2)2
, u¯ =
x
x2 + b2
,
c¯l =
1
3
− (a−
1
2
)u¯x(0), c¯ω(t) = −1−
ν(t)ω¯xxx(0)
ω¯x(0)
, b =
√
3
8
.
We remark that c¯ω(t) is time-dependent and ω¯ is odd. We consider the equation of any pertur-
bation (ω, ux, cl, cω) with ω(0, ·) being odd around the above approximate steady state. Clearly,
the equation preserves the property that ω(t, ·) is odd during the evolution. The equation for
the perturbation reads
(2.9)
ωt = −(c¯lx+ au¯)ωx + (c¯ω + u¯x)ω + (ux + cω)ω¯ − (clx+ au)ω¯x + ν(t)ωxx +N(ω) + F (ω¯, t)
, L(ω, ν(t)) +N(ω) + F (ω¯, t),
where the nonlinear and error terms are given by
(2.10)
N(ω) = −(clx+ au)ωx + (cω + ux)ω,
F (ω¯, t) = −(a−
1
2
)(u¯ − u¯x(0)x)ω¯x + ν(t)ω¯xx.
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We choose the following normalization condition for the perturbation
(2.11) cl(t) = −aux(0), cω(t) = −ux(0)− ν(t)
ωxxx(t, 0)
ω¯x(0)
.
If the initial perturbation satisfies ωx(0, 0) = 0, ωx(t, 0) remains 0. In fact, if ωx(t, 0) = 0,
plugging (2.8) and (2.11) into (2.6), we get
d
dt
ωx(t, 0) =
d
dt
(ωx(t, 0) + ω¯x(0)) = (cω(t) + c¯ω + ux(0) + u¯x(0))(ωx(t, 0) + ω¯x(0))
− (cl(t) + c¯l + a(ux(0) + u¯x(0)))(ωx(t, 0) + ω¯x(0)) + ν(t)(ωxxx(t, 0) + ω¯xxx(0))
= ω¯x(0)
(
−1 + u¯x(0)− ν(t)
ωxxx(t, 0) + ω¯xxx(0)
ω¯x(0)
−
(
1
3
+
1
2
u¯x(0)
))
+ ν(t)(ωxxx(t, 0) + ω¯xxx(0)) = 0,
where we have used u¯x(0) =
8
3 . Hence, ωx(t, 0) = 0 is preserved.
We choose the following weights
(2.12) ϕ =
(x2 + b2)3
2bx4
= −
1
ω¯
x2 + b2
x3
, ψ =
(x2 + b2)3
2b
= −
x(x2 + b2)
ω¯
,
and will perform weighted L2 and weighted H4 estimates to establish the nonlinear stability.
Since ω vanishes at least quadratically near x = 0 for smooth ω, 〈ω2, ϕ〉 is well-defined. The H4
estimate is to control ωxxx(t, 0) appeared in cω(t, 0).
In the following discussion, we assume ω ∈ L2(ϕ) ∩H4(ψ).
2.3. Linear estimate. We perform the weighted L2 estimate as follows
(2.13)
1
2
d
dt
〈ω2, ϕ〉 = 〈−(c¯lx+ au¯)ωx + (c¯ω + u¯x)ω, ωϕ〉+ 〈(ux + cω)ω¯, ωϕ〉 − 〈(au + clx)ω¯x, ωϕ〉
+ 〈ν(t)ωxx, ωϕ〉+ 〈N(ω), ωϕ〉+ 〈F (ω¯), ωϕ〉 , I + II + III +D +N + F.
For I, we use integration by parts to get
(2.14) I =
〈 1
2ϕ
((c¯lx+ au¯)ϕ)x + (c¯ω + u¯x), ω
2ϕ
〉
.
Denote
(2.15) u˜(x) = u(x)− ux(0)x, u˜x(x) , ux(x)− ux(0).
Recall the definition of ϕ in (2.12). A direct calculation yields
II = 〈(ux + cω)ω¯, ωϕ〉 = −
〈(
u˜x − ν(t)
ωxxx(t, 0)
ω¯x(0)
)
, ω
x2 + b2
x3
〉
= −
〈
u˜xω,
1
x
+
b2
x3
〉
+ ν(t)
ωxxx(t, 0)
ω¯x(0)
〈
ω,
x2 + b2
x3
〉
.
Using the cancellation (A.3) and (A.4), we get
II = −
π
2
u2x(0) + ν(t)
ωxxx(t, 0)
ω¯x(0)
〈
ω,
x2 + b2
x3
〉
≤ ν(t)
ωxxx(t, 0)
ω¯x(0)
〈
ω,
x2 + b2
x3
〉
.
Note that
ux(0) = −
1
π
∫
R
ω
y
dy, uxxx(0) = −
1
π
∫
R
ωxx
x
dx = −
2
π
∫
R
ω
x3
dx,
where we can use integration by parts twice for the second integral since ωx(0) = 0 by normal-
ization condition and ωxx(0) = 0 by odd-even symmetry. Hence
(2.16) II ≤ −ν(t)
ωxxx(t, 0)
ω¯x(0)
π
2
(
2ux(0) + b
2uxxx(0)
)
.
For III, we first use (2.11) and (2.15) to rewrite clx+ au
clx+ au = au− aux(0)x = au˜.
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Using the elementary inequality |xy| ≤ x2 + y
2
4 yields
|III| = |〈(au+ clx)ω¯x, ωϕ〉| = a|〈u˜ω¯x, ωϕ〉| ≤
〈
u˜2,
b
x4
〉
+
a2
4b
〈
ω2, (ω¯xϕ)
2x4
〉
,
where b =
√
3
8 is the same constant used in (2.8). We can use the Hardy inequality (A.6) with
p = 2 to control the velocity
(2.17) |III| ≤
〈
ω2,
4b
9
1
x2
〉
+
a2
4b
〈
ω2, (ω¯xϕ)
2x4
〉
=
〈
ω2,
4b
9
1
x2
+
a2
4b
(ω¯xϕ)
2x4
〉
.
For D, we separate the singular and less singular part of the weight ϕ defined in (2.12)
D = ν(t)
〈
ωxx, ω
(x2 + b2)3
2bx4
〉
= ν(t)
〈
ωxx, ω
(x2 + b2)3 − b6
2bx4
〉
+ ν(t)b6〈ωxx, ωx
−4〉 , P1 + P2.
Note that ω(0) = ωx(0) = ωxx(0) = 0. Near the origin, we have
ω = O(|x|3), ωx = O(|x|
2).
Thus we can use integration by parts to estimate P1
P1 = −ν(t)
〈
ω2x,
(x2 + b2)3 − b6
2bx4
〉
− ν(t)
〈
ωx, ω
(
(x2 + b2)3 − b6
2bx4
)
x
〉
≤ −ν(t)
〈
ωx, ω
(
(x2 + b2)3 − b6
2bx4
)
x
〉
=
ν(t)
2
〈
ω2,
(
(x2 + b2)3 − b6
2bx4
)
xx
〉
.
ν(t)
2
〈ω2, ϕ〉,
where we have used the following estimate to get the last inequality∣∣∣ ( (x2 + b2)3 − b6
2bx4
)
xx
∣∣∣ . 1 + x−4 . ϕ.
For P2, since ω(0) = ωx(0) = ωxx(0) = 0, we can use Hardy inequality to get
〈ω2, x−6〉 . 〈ω2x, x
−4〉 . 〈ω2xx, x
−2〉 . ||ωxxx||
2
2.
Using the Cauchy-Schwartz inequality and the above estimate, we get
P2 ≤ ν(t)〈ω
2
xx, x
−2〉1/2〈ω2, x−6〉1/2 . ν(t)||ωxxx||
2
2.
Combining the estimate of P1, P2, we yield
(2.18) D = P1 + P2 . ν(t)(〈ω
2, ϕ〉+ ||ωxxx||
2
2).
Collecting the estimate (2.14), (2.16) and (2.17) and (2.18), we derive
(2.19)
1
2
d
dt
〈ω2, ϕ〉 ≤
〈 1
2ϕ
((c¯lx+ au¯)ϕ)x + (c¯ω + u¯x), ω
2ϕ
〉
+
〈
ω2,
4b
9
1
x2
+
a2
4b
(ω¯xϕ)
2x4
〉
−
π
2
ν(t)
ωxxx(t, 0)
ω¯x(0)
(
2ux(0) + b
2uxxx(0)
)
+ Cν(t)(〈ω2, ϕ〉+ ||ωxxx||
2
2) + 〈N(ω), ωϕ〉+ 〈F (ω¯, t), ωϕ〉.
We remark that the second and the third line in (2.19) can be arbitrary small by choosing ν(0)
and a− 12 to be small. Notice that we have analytic formulas (2.8) and (2.12) for u¯x, c¯l, u¯, c¯ω, ω¯, ϕ
in the first line of (2.19). Using the pointwise estimate (A.10) in Lemma A.4 whose proof is
elementary, we can further estimate the quantities in the first line on the right hand side of
(2.19) and yield
(2.20)
1
2
d
dt
〈ω2, ϕ〉 ≤ −(
1
2
− C(|a−
1
2
|+ ν(t)))〈ω2, ϕ〉 −
π
2
ν(t)
ωxxx(t, 0)
ω¯x(0)
(
2ux(0) + b
2uxxx(0)
)
+ Cν(t)(〈ω2, ϕ〉+ ||ωxxx||
2
2) + 〈N(ω), ωϕ〉+ 〈F (ω¯, t), ωϕ〉.
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2.4. Weighted H4 estimate. Taking the x derivative on both sides of (2.9) four times and
then multiplying ∂4xωψ give
(2.21)
1
2
d
dt
〈(∂4xω)
2, ψ〉 = 〈−∂4x((c¯lx+ au¯)ωx) + ∂
4
x((c¯ω + u¯x)ω), ∂
4
xωψ〉+ 〈∂
4
x((ux + cω)ω¯), ∂
4
xωψ〉
− 〈∂4x((clx+ au)ω¯x), ∂
4
xωψ〉+ ν(t)〈∂
6
xω, ∂
4
xωψ〉
+ 〈∂4xN(ω), ∂
4
xωψ〉+ 〈∂
4
xF (ω¯, t), ∂
4
xωψ〉 , I + II + III +D2 +N2 + F2.
Denote f (k) = ∂kxf . For the terms in each inner product, we only keep track the perturbation
term with the same or higher order than ω(4), i.e. ω(4), ω(5), ω(6), u(5). We use the terminology
l.o.t to denote the lower order term. For I, we have
I = 〈−(c¯lx+ au¯)ω
(5) − 4(c¯l + au¯x)ω
(4) + (c¯ω + u¯x)ω
(4), ω(4)ψ〉+ 〈l.o.t, ω(4)ψ〉.
Using integration by parts, we get
(2.22) I =
〈 1
2ψ
((c¯lx+ au¯)ψ)x − (4c¯l + 4au¯x − c¯ω − u¯x), (ω
(4))2ψ
〉
+ 〈l.o.t, (ω(4))2ψ〉.
Notice that we have analytic formulas (2.8) and (2.12) for u¯x, c¯l, u¯, c¯ω, ψ. Using the pointwise
estimate (A.11) in Lemma A.4, we get
(2.23) I ≤
〈
−
1
3
+ C(|a−
1
2
|+ ν(t)), (ω(4))2ψ
〉
+ 〈l.o.t., ω(4)ψ〉
for some universal constant C.
For II, we have
(2.24)
II = 〈∂4x((ux + cω)ω¯), ∂
4
xωψ〉 = 〈u
(5)ω¯, ω(4)ψ〉+ 〈l.o.t., ω(4)ψ〉
= −〈u(5)ω(4), x(x2 + b2)〉+ 〈l.o.t., ω(4)ψ〉.
Next, we show that the first term vanishes. Applying the cancellation (A.5) with (uxx, ωx)
replaced by (u(5), ω(4)), we get
(2.25) − b2〈u(5)ω(4), x〉 = 0.
Using integration by parts yields
H(ω(4)x)(0) = −
1
π
∫
R
ω(4)dx = 0, H(ω(4)x2)(0) = −
1
π
∫
R
ω(4)xdx =
1
π
∫
R
ω(3)dx = 0.
Note that H(ω(4))(x) = u(5). Applying Lemma A.2, we obtain
H(ω(4)x) = x(Hω(4)) = xu(5)(x), H(ω(4)x2) = xH(ω(4)x) = x2(Hω(4)) = x2u(5)(x),
Moreover, we have (x2u(5))(0) = (x2ω(4))(0) = 0. Therefore, applying Lemma A.1 with ω =
x2ω(4), we yield
(2.26)
−〈u(5)(x)ω(4), x3〉 = −〈H(x2ω(4)) · (x2ω(4)), x−1〉 = πH(H(x2ω(4)) · (x2ω(4)))(0)
=
π
2
(
H(x2ω(4))(0)2 − (x2ω(4))(0)2
)
= 0.
Combining (2.24), (2.25) and (2.26), we can derive
(2.27) II = 〈l.o.t., ω(4)ψ〉.
For III, it only involves u(i) for i = 0, 1, 2, 3, 4. Hence
(2.28) III = 〈l.o.t, ω(4)ψ〉.
Recall the definition of ψ in (2.12). For D2, we use integration by parts to get
(2.29)
D2 = ν(t)〈∂xxω
(4), ω(4)ψ〉 = −ν(t)〈ω(5), ω(5)ψ〉 − ν(t)〈ω(5), ω(4)ψx〉
= −ν(t)〈ω(5), ω(5)ψ〉+
ν(t)
2
〈ω(4), ω(4)ψxx〉 ≤
ν(t)
2
〈ω(4), ω(4)ψxx〉 . ν(t)〈(ω
(4))2, ψ〉,
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where we have used the following estimate to derive the last inequality
|ψxx| =
∣∣∣ ( (x2 + b2)3
2b
)
xx
∣∣∣ . 1 + x4 . ψ.
For all the lower order terms in I, II, III, we can use interpolation between 〈ω2, ϕ〉 and
〈ω(4), ψ〉 to control them. Since ω¯ is not singular and decays very fast x−3 for large x, all the
coefficients, i.e. ω¯, u¯, ψ, in the interaction 〈l.o.t., ω(4)ψ〉 are bounded by some absolute constant.
We estimate a representative term. For 〈∂4x(clx + au)ω¯x, ω
(4)ψ〉 in III, we can estimate it as
follows
|〈∂4x(clx+ au)ω¯x, ω
(4)ψ〉| = a|〈u(4)ω¯x, ω
(4)ψ〉| . ||u(4)||2||ω¯xψ
1/2||∞〈(ω
(4))2, ψ〉1/2.
Using (2.8) and (2.12), we have
|ω¯xψ
1/2| .
1
1 + x4
(1 + x2)3/2 . 1.
It follows
〈∂4x(clx+ au)ω¯x, ω
(4)ψ〉 . ||u(4)||2||〈(ω
(4))2, ψ〉1/2 . ||ω(3)‖2〈(ω
(4))2, ψ〉1/2
. ||ω||1/42 ||ω
(4)||
3/4
2 〈(ω
(4))2, ψ〉1/2 . 〈ω2, ϕ〉1/8〈(ω(4))2, ψ〉7/8.
Using ε-Young’s inequality, we further obtain
〈∂4x(clx+ au)ω¯x, ω
(4)ψ〉 ≤ ε〈(ω(4))2, ψ〉+ C(ε)〈ω2, ϕ〉.
for some constant C(ε) depending on ε. Similarly, for all terms in 〈l.o.t., ω(4)ψ〉, we have
(2.30) |〈l.o.t., ω(4)ψ〉| ≤ ε〈(ω(4))2, ψ〉+ C(ε)〈ω2, ϕ〉.
Finally, collecting all the estimates (2.23), (2.27), (2.28), (2.29) and (2.30), we obtain the
weighted H4 estimate up to the nonlinear term and the error
1
2
d
dt
〈(ω(4))2, ψ〉 ≤
〈
−
1
3
+ C(|a− 1/2|+ ν(t)), (ω(4))2ψ
〉
+ ε〈(ω(4))2, ψ〉
+ C(ε)〈ω2, ϕ〉+ ν(t)〈(ω(4))2, ψ〉+ 〈∂4xN(ω), ω
(4)ψ〉+ 〈∂4xF (ω¯, t), ω
(4)ψ〉,
where C(ε) is some constant depending on ε. We choose ε = 112 so that C(ε) = C(
1
12 ) is a
universal constant. The above inequality can be simplified as follows
(2.31)
1
2
d
dt
〈(ω(4))2, ψ〉 ≤
〈
−
1
4
+ C1|a−
1
2
|+ ν(t)), (ω(4))2ψ
〉
+ C1〈ω
2, ϕ〉
+ 〈∂4xN(ω), ω
(4)ψ〉+ 〈∂4xF (ω¯, t), ω
(4)ψ〉,
for some universal constant C1 > 0.
2.5. Nonlinear stability. Now we construct the main energy
(2.32) E2(t) = 〈ω2, ϕ〉+ µ〈(ω(4))2, ψ〉, µ =
1
8C1
,
where C1 is chosen in (2.31). With this fix energy, we can control the L
∞ norm of many terms
e.g.
||∂kxω||∞ . ||ω||2 + ||ω
(4)||2 . E(t), ||∂
k
xux||∞ . E(t),
for k = 0, 1, 2, 3. We remark that ωxxx(0) appears in cω(t).
Recall the nonlinear term N(ω) defined in (2.10). Next, we control the nonlinear parts N,N2
in the L2, H4 estimates (2.13), (2.21)
N = 〈N(ω), ωϕ〉, N2 = 〈∂
4
xN(ω), ∂
4
xωψ〉.
Consider a representative term
P = 〈au∂4xωx, ∂
4
xωψ〉
in the nonlinear part of the H4 estimate. Using integration by parts yields
|P | =
|a|
2
〈 1
ψ
(uψ)x, (∂
4
xω)
2ψ
〉
.
〈
|ux|+
|u|
x
|xψx|
ψ
, (∂4xω)
2ψ
〉
. ||ux||∞〈(∂
4
xω)
2, ψ〉 . E3(t),
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where we have used the calculation in (A.13) to yield |xψx|ψ . 1 in the second inequality. We
can estimate other terms in the nonlinear part N,N2 similarly. Hence, we prove
(2.33) |〈N(ω), ωϕ〉| . (1 + ν(t))E3(t), |〈∂4xN(ω), ω
(4)ψ〉| . (1 + ν(t))E3(t).
Recall the error term in the weighted L2 and weighted H4 estimate
(2.34) 〈F (ω¯, t), ωϕ〉, 〈∂4xF (ω¯, t), ∂
4
xωψ〉,
where F (ω¯, t) is defined ((2.10)). Using the formulas of ω¯, u¯ in (2.8), one can easily verify that
|F (ω¯, t)| . (|a−
1
2
|+ ν(t))min(|x|, |x|−3).
We use the Cauchy-Schwartz and the Hardy inequality 〈ω2, x−6〉 . ||ω(3)||22 to get
(2.35)
〈F (ω¯, t), ωϕ〉 =
〈
F (ω¯, t), ω
(x2 + b2)3
2bx4
〉
.
〈
|F (ω¯, t)ω|, x2 +
1
x4
〉
.〈F (ω¯, t)2, x4〉1/2〈ω2, 1〉1/2 + 〈F (ω¯, t)2, x−2〉1/2〈ω2, x−6〉1/2
.(|a−
1
2
|+ ν(t))
(
||ω||L2 + ||ω
(3)||L2
)
. (|a−
1
2
|+ ν(t))E(t),
where in the last inequality we have used the interpolation between 〈ω2, ϕ〉 and 〈ω(4), ψ〉 to
control ||ω(3)||L2 . For the second error term in (2.34), the weight ψ is not singular and the error
∂4xF (ω¯, t) decays sufficiently fast. Hence, we obtain
(2.36) 〈∂4xF (ω¯, t), ω
(4)ψ〉 . 〈(∂4xF (ω¯, t))
2, ψ〉
1
2 〈(ω(4))2, ψ〉
1
2 . (|a−
1
2
|+ ν(t))E(t).
For the remaining terms
−
π
2
ν(t)
ωxxx(t, 0)
ω¯x(0)
(
2ux(0) + b
2uxxx(0)
)
+ ν(t)||ωxxx||
2
2
in the weighted L2 estimate (2.20), each term ωxxx(t, 0), ux(0), uxxx(0), ||ωxxx||2 can be bounded
by an interpolation between 〈ω2, ϕ〉 and 〈ω(4), ψ〉. Hence, we have
(2.37) −
π
2
ν(t)
ωxxx(t, 0)
ω¯x(0)
(
2ux(0) + b
2uxxx(0)
)
+ ν(t)||ωxxx||
2
2 . ν(t)E
2(t).
Combining (2.20), (2.31), (2.33), (2.35),(2.36) and (2.37), we prove
(2.38)
1
2
d
dt
E2(t) =
1
2
d
dt
〈ω2, ϕ〉+ µ〈(ω(4))2 ≤ −
(
1
2
− C(|a− 1/2|+ ν(t))
)
〈ω2, ϕ〉+ Cν(t)E2(t)
+ µ
(〈
−
1
4
+ C1(|a− 1/2|+ ν(t)), (ω
(4))2ψ
〉
+ C1〈ω
2, ϕ〉
)
+ C(1 + ν(t))E3(t) + C(|a−
1
2
|+ ν(t))E(t)
for some universal constant C. Recall µ = 18C1 . We have
−
1
2
+ C(|a−
1
2
|+ ν(t)) + µC4 ≤ −
1
4
+ C(|a−
1
2
|+ ν(t)).
Therefore, we can simplify (2.38) as
(2.39)
1
2
d
dt
E2(t) ≤
(
−
1
4
+ C2(|a− 1/2|+ ν(t))
)
(〈ω2, ϕ〉+ µ〈(ω(4))2, ψ〉)+
+ C2(1 + ν(t))E
3(t) + C2(|a−
1
2
|+ ν(t))E(t),
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where C2 > 0 is some absolute constant. From the definition of cl, cω in (2.8), (2.11), we obtain
(2.40)
∣∣∣cl(t) + c¯l − 1
3
∣∣∣ ≤ C3(|a− 1/2|+ E(t)),∣∣∣cω(t) + c¯ω + 1∣∣∣ ≤ C3(|a− 1/2|+ ν(t) + (1 + ν(t))E(t)),
2(cl(t) + c¯l) + cω(t) + c¯ω ≤ −
1
3
+ C3(|a− 1/2|+ ν(t) + E(t)),
for some universal constant C3. Recall the definition of ν(t)
ν(t) = exp
(∫ t
0
2(cl(t) + c¯l) + cω(t) + c¯ω
)
Cl(0)
−2Cω(0)ν.
From (2.40), we see that the integrand in the exponent is bounded above by −1/3 and a small
term. Since ν ≤ 1, if we choose Cω(0) = 1 and Cl(0) to be sufficiently large, then ν(t) remains
small. We choose δ, ν0 > 0 such that
(2.41) (1 + C2 + C3 + C2C3 + C
2
2 )(δ + ν0) <
1
1000
.
For any diffusion coefficient 0 ≤ ν ≤ 1, we choose Cω(0) = 1, Cl(0) large enough such that
ν(0) ≤ Cl(0)
−2 ≤ ν0. For any ν ≤ 1, |a − 1/2| ≤ δ, it is easy to check that the bootstrap
assumption
(2.42)
E(t) ≤ 8C2(|a− 1/2|+ ν(0)) , E0,
ν(t) ≤ ν(0) ≤ ν0,
can be continued provided that E(0) ≤ E0. In fact, if (2.42) holds for t ∈ [0, T ), (2.40) and
(2.41) give
2(cl(t) + c¯l) + cω(t) + c¯ω < −
1
3
+
1
20
< −
1
4
,
which implies
(2.43) ν(t) ≤ exp
(
−
∫ t
0
1
4
dt
)
ν(0) ≤ exp(−
t
4
)ν(0) ≤ ν(0).
When E(t) = E0, the right hand side of (2.39) is negative. Hence (2.42) holds for all t. As a
result, (2.40), (2.41) and the bootstrap result (2.42) imply
cl(t) + c¯l >
1
3
−
1
20
> 0, cω(t) + c¯ω < −1 +
1
20
< 0.
Therefore, for small odd perturbation ω with E(0) < E0 (we fix Cω(0) = 1 and choose Cl(0)
large), the bootstrap result and cω(t)+ c¯ω < −
1
2 imply finite time blowup in the original physical
space after rescaling the time variable. We remark that E(0) < +∞ implies ωx(0, 0) = 0 due to
the singular weight ϕ.
Remark 2.1. (2.43) implies that the diffusion term in (2.6) vanishes as t→ +∞.
2.6. Convergence to the self-similar solution. We use an argument similar to that in [5]
to establish convergence. Instead of rewriting the estimates, we only sketch some steps.
We choose odd perturbation ω0 with E(0) < E0. According to the nonlinear stability analysis
and (2.42) in the previous Section, we have a-priori estimate E(t) < E0 for all t, where E(t) is
defined in (2.32).
We choose weight ϕ defined in (2.12) for the L2 estimate and
ρ , −
x
ω¯
=
(x2 + b2)2
2b
for the H3 estimate. Taking time derivative on the both sides of (2.9) yields
(2.44) ωtt = L(ωt, ν(t)) + L(ω, ν(t)t) + ∂tN(ω) + ∂tF (ω¯, t).
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A key observation is that the right hand side is linear in ωt. F (ω¯, t) is time-dependent and we
have
(2.45) ∂tF (ω¯, t) = ν˙(t)ω¯xx.
From (2.43), we know that ν(t) decays exponentially fast, so does ∂tF (ω¯, t).
In (2.44), we have some terms related to ν˙(t) , ddtν(t). From (2.7), we have
ν˙(t) = (2(cl(t) + c¯l) + cω(t) + c¯ω)ν(t).
Using (2.40), the bootstrap result (2.42) and the smallness of |a− 1/2|, ν(0), E(t), we obtain
(2.46) |ν˙(t)| . ν(t).
Using an argument similar to that in the L2, H4 estimates of ω and the a-priori estimate
(2.42), one can perform the weighted L2 and H3 estimates for ωt and obtain an estimate similar
to that in (2.39)
1
2
d
dt
G2(t) ≤ −
(
1
4
− C4(|a− 1/2|+ ν(t))
)
G2(t) + C4(1 + ν(t))E(t)G(t)
2
+ C4ν(t)(E(t)G(t) + E
2(t)) + C4ν(t)G(t) = I + II + III + IV,
where C4 > 0 is absolute and G(t) is the energy for ωt
G2(t) , 〈ω2t , ϕ〉+ λ〈(ω
(3)
t )
2, ρ〉.
I comes from the estimate of linear term L(ωt, ν(t)), II corresponds to the estimate of nonlinear
term, III comes from the terms related to ddtν(t) and we have used (2.46) to control ν˙(t) and
IV comes from the error term ∂tF (ω¯, t) (see (2.45)).
By choosing |a − 1/2| < δ, ν(0) ≤ ν0 sufficiently small (see the discussion in the paragraph
after (2.41)), then using a-priori estimate (2.42) and the smallness of E(t), we further obtain
(2.47)
1
2
d
dt
G2(t) ≤ −
1
5
G2(t) + C4ν(t)(G(t) + 1) ≤ −
1
6
G2(t) + C5ν(t)
for some universal constant C5.
Remark 2.2. Compared to the differential inequality obtained in [5], (2.47) contains an extra
term C5ν(t) because the error term F (ω¯, t) is time-dependent (see (2.45)).
Using ν(t) ≤ ν(0) exp(− t4 ) in (2.43) and then solving the above ODE inequality obtain
exp( t3 )G
2(t) ≤ C(ν(0), G(0)) exp( t12 ), or equivalently,
G2(t) ≤ C(G(0), ν(0)) exp(−
t
4
).
The remaining steps are standard. Hence, we have exponential convergence to the self-similar
profile in the dynamic rescaling equation provided that |a− 1/2|, ν(0) are small enough. Since
ν(t) converges to 0, such profile is the same as the inviscid profile associated with a. This
concludes the proof of Theorem 1.1.
3. Global Well-Posedness and a Blowup Criterion for a > −1
In this Section, we consider (1.1) with a > −1, ν > 0 and prove Theorem 1.3. Without loss
of generality, we assume ν = 1. Then (1.1) becomes
(3.1) ωt + auωx = uxω − Lω, ux = Hω.
Recall the dissipative operator Lω defined in Section 1.3
(3.2) Lω(x) , P.V.
∫
ω(x)− ω(x− y)
m(|y|)|y|2
dy,
where m : [0,+∞)→ [0,+∞) satisfies the following assumption
(a) m is a non-decreasing function.
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(b) Slightly subcritical dissipation:
(3.3) lim
r→0+
rm(r)1/2
∫ 1
r
1
s2m(s)
ds = +∞, lim
r→0+
m(r) = 0.
Recall three classes of initial data with odd symmetry or satisfying some sign property.
Class 1. ω0 has a fixed sign for all x ∈ R,
Class 2. ω0 is odd and ω ≥ 0 for x > 0,
Class 3. ω0 is odd and ω ≤ 0 for x > 0.
It is not difficult to verify that the above symmetry and the sign property in each class are
preserved by (3.1) during the evolution.
Lemma 3.1. (a) For ω0 in class 1 and 2, ω(t, ·) satisfies
(3.4) ||ω(t)||L1 ≤ ||ω0||L1 .
(b) For ω0 in class 3, ω(t, ·) satisfies
(3.5) ||ω(t)||L1 . exp
(
(1 + a)
∫ t
0
ux(s, 0)ds
)
· ||ω0||L1 .
Proof. For ω0 in class 1, integrating (3.1) on R and then using integration by parts yield
d
dt
∫
R
ωdx = (1 + a)
∫
R
uxω −
∫
R
L(ω)dx = 0,
where the last equality can be easily verified by symmetrizing the integral in the Hilbert trans-
form and the dissipative operator L (3.2). Since ω(t, ·) has a fixed sign, ||ω||L1 is conserved.
For ω0 in class 2 and 3, integrating (3.1) from 0 to ∞ and then using integration by parts
give
(3.6)
d
dt
∫ ∞
0
ωdy =
∫ ∞
0
(1 + a)uxωdy −
∫ ∞
0
L(ω)dx , I + II.
For I, since (x− y)−1 is antisymmetric, we have
I =
1 + a
π
∫ ∞
0
∫ ∞
0
(
1
x− y
−
1
x+ y
)
ω(y)ω(x)dxdy
= −
1 + a
π
∫ ∞
0
∫ ∞
0
ω(x)ω(y)
x+ y
dxdy = −
2(1 + a)
π
∫ ∞
0
ω(x)
∫ ∞
x
ω(y)
x+ y
dy.
For II, symmetrizing the integral, we get
II = −
∫ ∞
0
∫ ∞
0
ω(x)− ω(y)
m(|x− y|)|x− y|2
+
ω(x) + ω(y)
m(|x+ y|)|x+ y|2
dxdy = −
∫ ∞
0
∫ ∞
0
ω(x) + ω(y)
m(|x+ y|)|x+ y|2
dxdy.
For ω0 in class 2, we have ω(x), ω(y) ≥ 0 for x, y ≥ 0 and then both I and II are non-positive.
Hence, the time derivative in (3.6) is non-positive and we prove
0 ≤
∫ ∞
0
ω(y)dy ≤
∫ ∞
0
ω0dy,
which implies (3.4).
For ω0 in class 3, we have ω(x), ω(y) ≤ 0 for x, y ≥ 0. It follows II ≥ 0 and
−
2
π
∫ ∞
x
ω(t, y)
x+ y
dy ≤ −
2
π
∫ ∞
0
ω(t, y)
y
dy = ux(t, 0).
Plugging the above estimates in (3.6) and using ω(x) ≤ 0 for x ≥ 0, we prove
d
dt
∫ ∞
0
ωdy ≥ I = −
2(1 + a)
π
∫ ∞
0
ω(x)
∫ ∞
x
ω(y)
x+ y
dy ≥ (1 + a)ux(0)
∫ ∞
0
ω(x)dx.
Using the Gronwall inequality yields
0 ≤
∫ ∞
0
(−ω(t, y))dy ≤ exp
(
(1 + a)
∫ ∞
0
ux(s, 0)ds
)∫ ∞
0
(−ω0(y))dy.
Note that ||ω||L1 = −2
∫∞
0
ω(y)dy. We conclude (3.5). 
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For the subcritical case, e.g. L = Λα, α > 1, the proof of Theorem 1.3 follows from the
standard energy estimate. For the case where L is slightly stronger than Λ, we use the nonlinear
maximum principles [8].
Proof of Theorem 1.3. According to Lemma 3.1, it suffices to prove that the solution exists as
long as ||ω||L1 remains bounded. Based on the BKM type blowup criterion, see for instance
[2], ||ux||∞ can be bounded by ||ω||∞ and a Sobolev extrapolation inequality with logarithmic
correction. Hence, it suffices to control ||ω||∞ assuming that ||ω||L1 remains bounded. Other
steps are standard and hence omitted.
From the definition of the dissipative operator L, we have
ω(x)Lω(x) =
∫
(ω(x) − ω(y))ω(x)
|x − y|2m(|x− y|)
dy =
1
2
∫
(ω(x) − ω(y))2
|x− y|2m(|x − y|)
dy
+
1
2
∫
ω2(x)− ω2(y)
|x− y|2m(|x− y|)
dy ,
1
2
D(ω) +
1
2
L(ω2),
where
D(ω) =
∫
(ω(x) − ω(y))2
|x− y|2m(|x− y|)
dy.
Multiplying ω(x) on both sides of (3.1) gives
(3.7)
1
2
(∂t + au∂x + L)ω
2 +
1
2
D(ω) = ux(x)ω
2(x).
For some δ > 0 to be determined, we have
(3.8)
ux(x)ω
2(x) =
ω2(x)
π
∫
ω(y)
x− y
dy
=
ω2(x)
π
∫
|x−y|<δ
ω(y)− ω(x)
(x− y)
dy +
ω2(x)
π
∫
|x−y|>δ
ω(y)
x− y
dy
≤ω2(x)
(∫
|x−y|<δ
(
ω(y)− ω(x)
(x− y)m(||x− y)1/2
)2
dy
)1/2(∫
|y|≤δ
m(|y|)dy
)1/2
+
ω2(x)
δ
||ω||L1
≤ω2(x)(D(ω))1/2(δm(δ))1/2 +
ω2(x)
δ
||ω||L1 . ≤
D(ω)
4
+ δm(δ)ω4(x) +
ω2(x)
δ
||ω||L1 .
We choose δ(x) as follows
(3.9) δ2m(δ) =
||ω||L1
1 + ω2(x)
, or equivalently
1
δ
=
m(δ)1/2(ω(x)2 + 1)1/2
||ω||
1/2
L1
.
Since m(r) is increasing, there exists a unique δ. Then (3.8) can be reduced to
(3.10)
ux(x)ω
2(x) ≤
D(ω)
4
+m(δ)1/2ω4(x)
||ω||
1/2
L1
(ω2(x) + 1)1/2
+
m(δ)1/2(ω(x)2 + 1)1/2
||ω||
1/2
L1
||ω||L1ω
2(x)
≤
D(ω)
4
+ 2m(δ)1/2||ω||L1(ω
2(x) + 1)3/2.
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Next, we estimate a lower bound for D(ω). We split the integral in D(ω) into two parts
(3.11)
D(ω) ≥
∫
δ≤|x−y|≤1
(ω(x)− ω(y))2
|x− y|2m(|x− y|)
dy
≥
∫
δ≤|x−y|≤1
ω(x)2
|x− y|2m(|x− y|)
dy − 2ω(x)
∫
|x−y|≥δ
ω(y)
|x− y|2m(|x− y|
dy
≥ 2ω(x)2
∫
δ≤r≤1
1
r2m(r)
dr −
2|ω(x)|
δ2m(δ)
||ω||L1
= 2ω(x)2
1
δm(δ)1/2
τ(δ)−
2|ω(x)|
δ2m(δ)
||ω||L1 ,
where τ(r) is defined below
τ(r) , rm(r)1/2
∫ 1
r
1
s2m(s)
ds.
Using the definition of δ in (3.9), we yield
(3.12) D(ω) ≥ 2τ(δ)ω(x)2
(1 + ω2(x))1/2
||ω||
1/2
L1
−2|ω(x)|(1+ω(x)2) ≥ 2τ(δ)
|ω(x)|3
||ω||
1/2
L1
−2(1+ω(x)2)3/2.
Combining all the estimate (3.7), (3.10) and (3.12), we derive
1
2
(∂t + au∂x + L)ω
2 +
D(ω)
8
≤ 2m(δ)1/2||ω||L1(ω
2(x) + 1)3/2 −
D(ω)
8
≤
(
2m(δ)1/2||ω||L1 +
1
4
)
(ω2(x) + 1)3/2 −
1
4
τ(δ)
|ω(x)|3
||ω||L1
.
At the maximal point x0 = argmax |ω|, we get
(3.13)
1
2
∂tω
2 ≤
(
2m(δ)1/2||ω||L1 +
1
4
)
(ω2(x) + 1)3/2 −
1
4
τ(δ)
|ω(x)|3
||ω||L1
.
Let
A(t) , max
(
exp
(
(1 + a)
∫ t
0
ux(0)dt
)
, 1
)
.
From Lemma 3.1, we have ||ω||L1 ≤ A(t)||ω0||L1 . From (3.9), we have
δ2m(δ) =
||ω||L1
ω2(x) + 1
≤
A(t)||ω0||L1
ω2(x) + 1
.
Therefore, if max |ω(x)| → +∞ , we get δ → 0. According to the assumption (3.3),
m(δ)1/2 → 0, τ(δ)→ +∞.
Therefore, the right hand side of (3.13) is negative for sufficiently large ω(x)
|ω(t, x)| > C(||ω0||L1 ,m, a,
∫ t
0
ux(s, 0)ds).
It follows that sup0≤s<t ||ω(s, ·)||L∞ is bounded if sup0≤s<t ||ω||L1 < +∞.
Using arguments similar to [10] or symmetrizing the integral (see the proof of Proposition
4.1), we can obtain that L is positive on Lp estimates. In particular, it is positive in the L2
estimate of ωx. Therefore, passing from the L
∞ estimate of ω(t, ·) to the H1 estimate follows
from the standard argument, which can yield the well-posedness result. We omit it. 
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4. Global Well-Posedness for a ≤ −1
In this Section, we prove Theorem 1.5. We consider
(4.1) ωt + auωx = uxω − Λ
γω, ux = Hω,
with a ≤ −1, where γ ∈ (0, 2].
Denote p = |a| ≥ 1. Performing the Lp estimate of (4.1) and using integration by parts yield
(4.2)
1
p
d
dt
||ω||pLp =
∫
R
ux|ω|
p −
a
p
u(|ω|p)xdx −
∫
R
ω|ω|p−2Λγωdx
=
∫
R
(1 +
a
p
)ux|ω|
pdx−
∫
R
ω|ω|p−2Λγωdx ≤ 0,
where we have used 1 + ap = 0 and Proposition 4.1 below about the fractional Laplacian.
We mainly focus on the proof of the global well-posedness with critical or supercritical dis-
sipation. The global well-posedness in the subcritical case, i.e. γ > |a|−1 follows from the
standard Sobolev energy estimates.
For a < −1, it seems difficult to apply the method of modulus of continuity [23] or the
nonlinear maximal principle [8] to establish the global well-posedness due to the vortex stretch
term in (4.1).
Our proof of the global well-posedness is based on a-priori L|a|+ε estimate for sufficiently
small ε > 0 by exploiting the cancellation between the transport term and the vortex stretching
term. Firstly, we need a positivity estimate about the fractional Laplacian, which has been used
to derive (4.2).
Proposition 4.1. For γ ∈ [0, 2], p ≥ 1, we have∫
R
ω|ω|p−2Λγωdx ≥ Cmin(p− 1,
1
p
)||Λγ/2|ω|p/2||2L2 .
Similar results on the torus T d when p ≥ 2 is even have been established in e.g. [7], [10]. We
defer the proof to Appendix A.3.
We separate the proof of Theorem 1.5 for a = −1 and a < −1.
4.1. Global Well-Posedness for a < −1.
Proof. Denote p = |a| < 1. From (4.2), we know a-priori that ω(t, ·) is Lp bounded.
Let 0 < ε ≤ 1, (2p)−1 ≤ γ1 < p
−1 to be determined and q = p+ ε. We consider γ ∈ [γ1, p
−1].
Multiplying ω|ω|q−2 on both sides of (4.1) and then performing Lq estimate yield
1
q
d
dt
||ω||qLq = 〈ux, |ω|
q〉 −
a
q
〈u, (|ω|q)x〉 − 〈ω|ω|
q−2,Λγω〉
=
ε
q
〈ux, |ω|
q〉 − 〈ω|ω|q−2,Λγω〉 , I − II,
where we have used integration by parts and 1+ aq =
q+a
q =
ε
q to obtain the second equality. The
small parameter ε is from the cancellation between the transport term and the vortex stretch
term. Applying Proposition 4.1 yields
II ≥ Cmin(q − 1, q−1)||Λγ/2|ω|q/2||2L2 ≥ Cmin(p− 1, p
−1)||Λγ/2|ω|q/2||2L2 ,
where we have used q = p+ ε ∈ [p, p+ 1]. Applying the Sobolev embedding H˙γ/2 →֒ L
2
1−γ , we
obtain
II ≥ cp|||ω|
q/2||2
H˙γ/2
≥ cp|||ω|
q/2||2
L
2
1−γ
= cp|| |ω|
q||
L
1
1−γ
,
where we have used (2p)−1 ≤ γ1 ≤ γ ≤ p
−1 so that the constant in the Sobolev embedding
(the second inequality) only depends on p. Using the Ho¨lder inequality, L
1
γ boundedness of the
Hilbert transform and γ−1 ∈ [p, 2p], we yield
I ≤
ε
q
||ux||
L
1
γ
|| |ω|q||
L
1
1−γ
≤ εCp||ω||
L
1
γ
|| |ω|q||
L
1
1−γ
,
where we have used q−1 ≤ Cp.
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Combining the above estimates, we prove
(4.3)
1
q
d
dt
||ω||qLq ≤ (εCp||ω||L
1
γ
− cp)|| |ω|
q||
L
1
1−γ
.
Next, we determine the parameter γ1 and ε. Notice that for any m ∈ [p,∞], the Ho¨lder
inequality and the simple bound ||ω||L∞ ≤ ||ω||H1 imply
(4.4) ||ω||Lm ≤ ||ω||Lp + ||ω||L∞ ≤ ||ω||L2 + ||ω||H1 .
For any initial data ω0 ∈ L
p ∩H1, we choose ε, γ1 as follows
ε = min(1,
cp
4Cp(1 + ||ω0||Lp + ||ω0||H1 )
), γ1 = max((2p)
−1,
1
p+ ε2
).
Clearly, we have ε ∈ (0, 1], γ1 ∈ [(2p)
−1, p−1). For this γ1 and any γ in [γ1, p
−1], we show that
(4.1) with initial data ω0 is globally well-posed. Firstly, we have
(4.5) p ≤ γ−1 ≤ γ−11 ≤ p+
ε
2
< q.
Consider the bootstrap assumption ||ω(t, ·)||Lq ≤ ||ω0||Lq . Under the bootstrap assumption,
using a-priori Lp boundedness of ||ω||Lp , a simple interpolation, (4.4) and the definition of ε, we
have
εCp||ω||
L
1
γ
≤ εCp(||ω||Lp + ||ω||Lq ) ≤ εCp(||ω0||Lp + ||ω0||Lq )
≤ 2εCp(||ω0||Lp + ||ω0||H1 ) ≤
cp
2
.
Combining (4.3), we know that the bootstrap assumption can be continued. Hence, we obtain
a-priori Lq boundedness of ω(t, ·).
From (4.5), we have qγ > 1. Therefore, this a-priori Lq estimate is subcritical. The proof of
the global well-posedness follows from the standard Sobolev energy estimates. We omit it. 
4.2. Global Well-Posedness for a = −1. We focus on the critical case of (4.1), i.e. γ = 1.
The proof is based on establishing L1+ε a-priori estimate.
Proof. Let 0 < ε ≤ 1/4 to be determined and q = 1+ε. From (4.2), we have a-priori L1 estimate
of ω(t, ·). Multiplying ω|ω|q−2 on both sides of (4.1) (a = −1, γ = 1) and then performing Lq
estimates, we yield
(4.6)
1
q
d
dt
||ω||qLq = 〈ux, |ω|
q〉+
1
q
〈u, (|ω|q)x〉 − 〈ω|ω|
q−2,Λγω〉
=
ε
q
〈ux, |ω|
q〉 − 〈ω|ω|q−2,Λω〉 , I −D.
For I, we cannot simply apply the Ho¨lder inequality since when we bound ||ux||Lm by ||ω||Lm
with m sufficiently close to 1, we will have a large constant, which compensates the small
parameter ε. We exploit the cancellation between ux and |ω|
q for q sufficiently close to 1.
Symmetrizing the integral, we get
〈ux, |ω|
q〉 =
1
π
P.V.
∫∫
ω(y)
x− y
|ω(x)|qdydx =
1
2π
∫∫
ω(x)ω(y)
ω(x)|ω|q−2 − ω(y)|ω|q−2
x− y
dxdy,
D = 〈ω|ω|q−2,Λω〉 = C · P.V.
∫∫
ω(x) − ω(y)
|x− y|2
ω(x)|ω(x)|q−2dydx
= C
∫∫
ω(x)− ω(y)
|x− y|2
(ω(x)|ω(x)|q−2 − ω(y)|ω(y)|q−2)dydx,
where C > 0 is absolute. Next, we show that for any X,Y
(4.7) (X − Y )(X |X |q−2 − Y |Y |q−2) ≥ (X |X |q−2 − Y |Y |q−2)2|XY |
2−q
2 .
Without loss of generality, we assume that |X | ≥ |Y | and X ≥ 0. Then we have X |X |q−2 −
Y |Y |q−2 ≥ 0 and it suffices to verify
S , (X − Y )− (X |X |q−2 − Y |Y |q−2)|XY |
2−q
2 ≥ 0.
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It follows from the following identity
S = (|X |1−q/2 − |Y |1−q/2)(X |X |q/2−1 + Y |Y |q/2−1) ≥ 0,
where we have used |X | ≥ |Y |, X ≥ 0 and that both terms are non-negative.
Applying (4.7) with X = ω(x), Y = ω(y), we yield
D ≥ C
∫∫
(ω(x)|ω(x)|q−2 − ω(y)|ω(y)|q−2)2
|x− y|2
|ω(x)ω(y)|
2−q
2 dxdy.
Hence, using the Cauchy-Schwartz inequality, we prove
|〈ux, |ω|
q〉| . D1/2
(∫∫
|ω(x)ω(y)|2−
2−q
2 dxdy
)1/2
. D1/2||ω||
2+q
2
L
2+q
2
.
Applying Proposition 4.1 with p = q = 1 + ε, we have
|| |ω|q/2||2
H˙1/2
. ε−1D.
Using the interpolation in Lemma A.6, we obtain
||ω||
2+q
2
L
2+q
2
. ||ω||L1 || |ω|
q/2||H˙1/2 .
Combining the above estimates, we derive
|〈ux, |ω|
q〉| ≤ C6||ω||L1D
1/2(ε−1D)1/2 = C6ε
−1/2D||ω||L1 ,
where C6 > 0 is absolute. Substituting the above estimate in (4.6), we prove
1
q
d
dt
||ω||qLq ≤ (
ε
q
C6ε
−1/2||ω||L1 − 1)D ≤ (C6ε
1/2||ω0||L1 − 1)D,
where we have used q ≥ 1 and a-priori L1 estimate ||ω(t, ·)||L1 ≤ ||ω0||L1 . Choosing ε sufficiently
small, we obtain that ||ω(t, ·)||Lq , q = 1 + ε is decreasing.
With this a-priori Lq estimate, the dissipation Λ is subcritical. The proof of the global
well-posedness follows from the standard Sobolev energy estimates. We omit the details. 
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Appendix A.
A.1. Properties of the Hilbert transform. Throughout this section, we assume that ω is
smooth and decays sufficiently fast. The general case can be obtained easily by approximation.
We list several properties of the Hilbert transform and we refer the reader to [5] for the proof.
Lemma A.1 (The Tricomi identity). We have
(A.1) H(ωHω) =
1
2
((Hω)2 − ω2).
Lemma A.2. Suppose that ux = Hω and
ω
x is well-defined. Then
(A.2) (Hω)(x) = (Hω)(0) + xH
(ω
x
)
.
The following cancellation results and estimates are crucial to establish the linear stability in
Section 2.
Lemma A.3. Suppose ux = Hω. (a) We have∫
(ux − ux(0))ω
x
=
π
2
(u2x(0) + ω
2(0)) ≥ 0.(A.3)
Furthermore, if ω is odd (so does uxx due to the symmetry of Hilbert transform), then∫
(ux − ux(0))ω
x3
=
π
2
(ω2x(0)− u
2
xx(0)) =
π
2
ω2x(0) ≥ 0.(A.4)
GENERALIZED CONSTANTIN-LAX-MAJDA EQUATION WITH DISSIPATION 19
In particular, (A.3) vanishes if ux(0) = ω(x) = 0; (A.4) vanishes if ωx(0) = 0 .
(b) We have
(A.5)
∫
uxxωxx = 0.
(c) Hardy inequality: Suppose that ω is odd and ωx(0) = 0. For p = 2, 4,
(A.6)
∫
(u− ux(0)x)
2
|x|p+2
≤
(
2
p+ 1
)2 ∫
(ux − ux(0))
2
|x|p
=
(
2
p+ 1
)2 ∫
ω2
|x|p
.
The first inequality in (A.6) is the standard Hardy inequality [18].
A.2. Estimates of the linearized operator. We introduce S,R defined below to simplify the
quantities in (2.19) and (2.22)
(A.7)
S(c¯l, c¯ω, a, x) ,
1
2ϕ
((c¯lx+ au¯)ϕ)x + (c¯ω + u¯x) +
1
ϕ
(
4b
9
1
x2
+
a2
4b
(ω¯xϕ)
2x4
)
,
R(c¯l, c¯ω, a, x) ,
1
2ψ
((c¯lx+ au¯)ψ)x − (4c¯l + 4au¯x − c¯ω − u¯x),
where b =
√
3
8 , c¯l, c¯ω, ω¯, u¯x are given in (2.8) and ϕ, ψ is given in (2.12).
Lemma A.4. (a) S satisfies the following pointwise estimate
(A.8) S
(
1
3
,−1,
1
2
, x
)
=
1
2ϕ
(
(
x
3
+
u¯
2
)ϕ
)
x
+ (−1 + u¯x) +
1
ϕ
(
4b
9
1
x2
+
(ω¯xϕ)
2x4
16b
)
≤ −
1
2
.
(b) For any x, we have
(A.9)
∣∣∣∣∣∣ (xϕ)x
2ϕ
∣∣∣∣∣∣
∞
. 1,
∣∣∣∣∣∣ (u¯ϕ)x
2ϕ
∣∣∣∣∣∣
∞
. 1,
∣∣∣∣∣∣ 1
ϕ
(ω¯xϕ)
2x4
∣∣∣∣∣∣
∞
= ||ω¯2xϕx
4||L∞ . 1.
In particular, for a close to 12 and some universal constant C > 0, we have
(A.10) S(c¯l, c¯ω, a, x) ≤ −1/2 + C(|a− 1/2|+ ν(t)).
(c) For a close to 12 and some universal constant C > 0, we have
(A.11) R(c¯l, c¯ω, a, x) ≤ −
1
3
+ C(|a− 1/2|+ ν(t)).
Proof of (A.8). Denote
(A.12) S1(x) =
1
2ϕ
((
x
3
+
u¯
2
)ϕ)x + (−1 + u¯x) +
1
2
, S2(x) =
1
ϕ
(
4b
9
1
x2
+
(ω¯xϕ)
2x4
16b
)
.
Recall the definition of ϕ, u¯, ω¯ in (2.12) and (2.8). A direct calculation yields
(xϕ)x
ϕ
=
x4
(x2 + b2)3
(
(x2 + b2)3
x3
)
x
=
x4
(x2 + b2)3
(
6x(x2 + b2)2
x3
−
3x(x2 + b2)3
x4
)
=
6x2
x2 + b2
− 3 =
3x2 − 3b2
x2 + b2
,
(u¯ϕ)x
ϕ
=
x4
(x2 + b2)3
(
(x2 + b2)2
x3
)
x
=
x4
(x2 + b2)3
(
4x(x2 + b2)
x3
−
3(x2 + b2)2
x4
)
=
4x2
(x2 + b2)2
−
3
x2 + b2
=
x2 − 3b2
(x2 + b2)2
,
ω¯2xϕx
4 =
((
−2bx
(b2 + x2)2
)
x
)2
(x2 + b2)3
2b
=
(
−2b
(x2 + b2)2
+
2bx · 4x
(b2 + x2)3
)2
(x2 + b2)3
2b
=
(
2b(3x2 − b2)
(x2 + b2)3
)2
(x2 + b2)3
2b
=
2b(3x2 − b2)2
(x2 + b2)3
,
where b =
√
3
8 . Using the above calculations and a simple estimate yields (A.9).
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Plugging the above computations and the formula of u¯x given in (2.8) in S1(x), we get
S1(x) =
1
6
3x2 − 3b2
x2 + b2
+
1
4
x2 − 3b2
(x2 + b2)2
+
b2 − x2
(x2 + b2)2
−
1
2
=
−2b2
2(x2 + b2)
+
b2 − 3x2
4(x2 + b2)2
=
−4b2(x2 + b2) + b2 − 3x2
4(x2 + b2)2
=
− 32 (x
2 + b2) + b2 − 3x2
4(x2 + b2)2
=
− 12b
2 − 92x
2
4(x2 + b2)2
,
where we have used b2 = 38 . Using the calculations about ω¯
2
xϕx
4, we derive
S2(x) =
2bx4
(x2 + b2)3
4b
9x2
+
1
16b
2b(3x2 − b2)2
(x2 + b2)3
=
64b2x2 + 9(3x2 − b2)2
72(x2 + b2)3
=
9b4 + 81x4 + 10b2x2
72(x2 + b2)3
.
From (A.8) and (A.12), we have S(13 ,−1,
1
2 , x) +
1
2 = S1(x) + S2(x). To prove (A.8), it suffices
to verify that S1(x) + S2(x) ≤ 0, which is equivalent to
(−
1
2
b2 −
9
2
x2) · 18(x2 + b2) + 9b4 + 81x4 + 10b2x2 = (10− 9− 81)b2x2 ≤ 0.
Hence, we yield (A.8).
Recall the definition of c¯ω, c¯l, S in (2.8), (A.7). Clearly, we have
S(c¯l, c¯ω, a, x)− S(
1
3
,−1,
1
2
, x) = (c¯l −
1
3
)
(xϕ)x
2ϕ
+ (a−
1
2
)
(u¯ϕ)x
2ϕ
+ (c¯ω + 1) + (a
2 −
1
4
)
1
4b
ω¯2xϕx
4
= −(a−
1
2
)u¯x(0)
(xϕ)x
2ϕ
+ (a−
1
2
)
(u¯ϕ)x
2ϕ
−
ν(t)ω¯xxx(0)
ω¯x(0)
+ (a2 −
1
4
)
1
4b
ω¯2xϕx
4.
Note that u¯x(0), ω¯xxx, ω¯x(0) 6= 0 are some absolute constants. Plugging the estimates (A.8) and
(A.9) into the above calculation yields (A.10).
The proof of (A.11) is similar. Recall the definition of u¯, u¯x, ψ =
(x2+b2)3
2b in (2.8) and (2.12).
A direct calculation yields
(A.13)
xψx
ψ
=
x · 6x
x2 + b2
,
(xψ)x
ψ
= 1 +
xψx
ψ
= 1 +
6x2
x2 + b2
,
(u¯ψ)x
ψ
= u¯x +
u¯
x
xψx
ψ
=
b2 − x2
(x2 + b2)2
+
1
x2 + b2
6x2
(x2 + b2)
=
b2 + 5x2
(b2 + x2)2
.
Taking c¯l =
1
3 , c¯ω = −1, a =
1
2 in (A.7), we get
R(
1
3
,−1,
1
2
, x) =
1
2ψ
((
1
3
x+
1
2
u¯)ψ)x − (
4
3
+ 2u¯x + 1− u¯x) =
1
6
(1 +
6x2
x2 + b2
) +
1
4
b2 + 5x2
(b2 + x2)2
−
7
3
− u¯x
= −
13
6
+
x2
x2 + b2
+
b2 + 5x2
4(x2 + b2)2
−
b2 − x2
(x2 + b2)2
= −
13
6
+
x2
(x2 + b2)
+
9x2 − 3b2
4(b2 + x2)2
.
Next, we show that R(13 ,−1,
1
2 , x) ≤ −
1
3 , which is equivalent to
0 ≥ −
11
6
·4(x2+b2)2+4x2(x2+b2)+9x2−3b2 = −(
22
3
−4)x4+(9+4b2−
22
3
·2b2)x2−(
22
3
b4+3b2) , I.
Using b2 = 38 , we can rewrite the above inequality as
I = −
10
3
x4 + (9 + 4 ·
3
8
−
44
3
·
3
8
)x2 −
3
8
(
22
3
·
3
8
+ 3) = −
10
3
x4 + 5x2 −
3
8
·
23
4
.
Since 4× 103 ×
3
8 ×
23
4 − 5
2 = 2308 − 25 > 0, we get I ≥ 0 and therefore
R(
1
3
,−1,
1
2
, x) ≤ −
1
3
.
Using this estimate and an argument similar to that in the proof of (A.10) implies (A.11). 
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A.3. Inequalities about the Fractional Laplacian. In this Section, we prove Proposition
4.1 and establish an interpolation Lemma A.6. Firstly, we need an elementary Lemma.
Lemma A.5. For any x, y ≥ 0 and n ≥ 1, we have
(x
n+1
2 − y
n+1
2 )2 ≤ Cn(xn − yn)(x − y).
Proof. The inequality is trivial if x = 0, y = 0 or x = y. For other cases, without loss of
generality, we assume x > y > 0 . Denote λ = xy > 1. Then the inequality is equivalent to
(λ
n+1
2 − 1)2 . n(λn − 1)(λ− 1).
For any m ≥ 1, there exists k ∈ Z+ such that k ≤ m < k + 1. For λ > 1, we have
λm−1 + λm−2 + ...+ λm−k ≤
λm − 1
λ− 1
≤ λm−1 + λm−2 + ...+ λm−k + 1.
The lower bound and the upper bound are comparable. Suppose that k ≤ n+12 < k + 1. We
have 2k − 1 ≤ n < 2k + 1. Applying the above inequality with m = n, n+12 , we get
(λn − 1)(λ− 1)
(λ(n+1)/2 − 1)2
≥ C
λn−1 + λn−2 + ...+ λn−2k+1 + 1
(λ(n+1)/2−1 + λ(n+1)/2−2 + ...+ λ(n+1)/2−k)2
.
Using the Cauchy-Schwartz inequality, we prove
(λn−1 + λn−2 + ...+ λn−2k+1 + 1)n ≥ (λ(n+1)/2−1 + λ(n+1)/2−2 + ...+ λ(n+1)/2−k)2.
Combining the above two estimates completes the proof. 
Proof of Proposition 4.1. Fro γ = 0, 2, the results follow from integration by parts. Recall the
definition of the fractional Laplacian Λγ with γ ∈ (0, 2) (see e.g. [10] and the references therein)
Λγω(x) = CγP.V.
∫
R
ω(x)− ω(y)
|x− y|1+γ
dy.
Symmetrizing the integral, we have
(A.14)
I ,
∫
R
ω|ω|p−2Λγωdx = CγP.V.
∫
R
ω(x)|ω(x)|p−2
ω(x)− ω(y)
|x− y|1+γ
dy
=
Cγ
2
∫
R
∫
R
(ω(x)|ω(x)|p−2 − ω(y)|ω(y)|p−2)
ω(x) − ω(y)
|x− y|1+γ
dy.
Next, we show that
(A.15)
II(x, y) , (ω(x)|ω(x)|p−2 − ω(y)|ω(y)|p−2)(ω(x)− ω(y))
≥ Cmin(p− 1, p−1)(|ω(x)p/2 − |ω(y)|p/2)2.
If ω(x) = 0 or ω(y) = 0, the above inequality is trivial. For p = 1, the inequality is verified
by discussing the sign of ω(x), ω(y). For p > 1, if sgn(x) 6= sgn(y), using the Cauchy-Schwartz
inequality, we have
II(x, y) = (|ω(x)|p−1 + |ω(y)|p−1)(|ω(x)| + |ω(y)|) ≥ (|ω(x)|p/2 + |ω(y)|p/2)2,
which implies (A.15). If sgn(x) = sgn(y), we get
II(x, y) = (|ω(x)|p−1 − |ω(y)|p−1)(|ω(x)| − |ω(y)|) = (Xn − Y n)(X − Y ),
where n,X, Y are defined as follows:
X = |ω(x)|α, Y = |ω(y)|α, α = min(p− 1, 1), n = max(p− 1, 1) · α−1.
Clearly, n ≥ 1, (n+ 1)α = max(p− 1, 1) + min(p− 1, 1) = p. Applying Lemma A.5, we yield
II(x, y) ≥ Cn−1(X(n+1)/2 − Y (n+1)/2)2.
Since
n−1 =
min(p− 1, 1)
max(p− 1, 1)
≥ Cmin(p− 1, p−1),
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we prove (A.15) when sgn(x) = sgn(y) 6= 0. Combining different cases, we prove (A.15).
Plugging the estimate (A.15) in (A.14) conclude
I ≥ CCγ min(p− 1, p
−1)
∫∫
(|ω(x)|p/2 − |ω(y)|p/2)2
|x− y|1+γ
dxdy = Cmin(p− 1, p−1)||Λγ/2|ω|p/2||2L2 ,
where C > 0 is some absolute constant. 
We have used the following Lemma in Section 4.2 to prove the global well-posedness.
Lemma A.6. Suppose that q ∈ [1, 5/4] and ω ∈ L1, |ω|q/2 ∈ H˙1. We have
||ω||
2+q
2
L
2+q
2
. ||ω||L1 || |ω|
q/2||H˙1/2 .
Remark A.7. We will only apply this result for q close to 1. It seems that the above Gagliardo-
Nirenberg type interpolation is hard to find in the literature. We provide a proof.
Proof. Denote f = |ω|q/2. The inequality is equivalent to
||f ||
1+2/q
L1+2/q
. ||f ||2/q
L2/q
||f ||H˙1/2 .
Let χ : R→ [0, 1] be an even smooth cutoff function such that χ(x) = 1 for |x| ≤ 1 and χ(x) = 0
for |x| ≥ 2. Denote h = F−1χ, where F is the Fourier transform. Let λ > 0 to be determined.
We decompose f into low and high frequency parts f = fl + fh as follows
fl = F
−1(fˆ(ξ)χ(λ−1ξ)), fh =
∑
k≥1
fk ,
∑
k≥1
F−1(fˆ(ξ)(χ2kλ(ξ) − χ2k−1λ(ξ)),
where gˆ denotes the Fourier transform of g and χλ(ξ) , χ(λ−1ξ). The frequency of fl supports
in |ξ| ≤ 2λ and fk supports in the annulus |ξ| ∈ [2
k−1λ, 2k+1λ].
Applying the Bernstein inequality (see e.g. [1]) and then the Young’s inequality for convolu-
tion, we obtain
||fl||L1+2/q . λ
q
2−
1
1+2/q ||fl||L2/q . λ
q
2−
q
q+2 ||f ||L2/q = λ
q2
2(q+2) ||f ||L2/q ,
||fk||L1+2/q . (2
kλ)−
1
2+
1
2−
1
1+2/q ||Λfk||L2 . (2
kλ)−
q
q+2 ||f ||H˙1/2 ,
where the constants are absolute since q ∈ [1, 54 ]. Applying the triangle inequality yields
||f ||L1+2/q . ||fl||L1+2/q +
∑
k≥1
||fk||L1+2/q . λ
q2
2(q+2) ||f ||L2/q + λ
− qq+2 ||f ||H˙1/2 .
Optimizing λ (balancing two terms in the upper bound) as follows
λ = ||f ||
−2/q
L2/q
||f ||
2/q
H˙1/2
completes the proof. 
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