Two methods for co nstructing solutions to t he problem of minimizing an integral in a certain class of arcs joining a pair of fixed points are proposed. One of t hese procedures is a generalization of Newton's method, while the other is a "gradient" method. Co ndition s for convergence to a strong r elat iv e mi nimum are given in both cases.
Introduction
In this paper we consider methods for effectively constructing solutions to the problem of minimizing an integral r~ J (Y) = .J a f(x,y,y')dx (1) in a certain class of arcs Yt(x), (a~x~b; i=I,2, . . . , n) joining th e two fixed points (x= a, y(a)= p) (x= b, y(b) =rT). As is well known, the minimum must necessarily satisfy the Euler equations (i= 1,2, ... ,n).
Thus in any particular ca e the solution of these equa tions becomes of prime importance. The two methods to be proposed below enable us to compute arcs that atisfy the Euler equations subj ect to boundary conditions at two distinct points. For both methods an initial estimate of the solution is made. From this estimate a new estimate is obtained in a definite way, and so for th. These procedures have th e advantage of giving estimates that satisfy the boundary con ditions at each step, and their iterative nature makes them adaptable to automatic computation.
The first method of obtaining new estimates that will be discussed is a generalization of Newton's method for functions of a single real variable. This method is described in section 2 where it is actually applied to a more general class of systems of differential equations than t he Euler equations, namely those systcms of the form (fx 9 tCx,!y , y') = htCx ,!y ,iy') (i= l,j2,! ... ,n).
To construct the convergence proof, we make the class of functions under consideration into a Banach pace and regard the system of differential equations 1 The preparation lof this paper was sponsored (in part) :by the Office of Naval Research.
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as an operator T on the space into itself. The necessary Banach space tools are developed in sections 3, 4, and 5. Sections 6, 7, and 8 are devoted to an analysis of the properties of T and of its first variation. The results obtained in these sections are used in section 9 to show that under simple conditions on the initial estimate the sequ ence of estimates derived from the first method will converge quadratically to an admissible function that satisfies the system of differential equations and the two-point boundary conditions. In fact, it is demonstrated in section \} that convergence will occur if the initial estimate has nonconjugate end points (see definition 5) and is contained in some neighborhood on which the norm of T is bounded by a suitable constant. These conditions f),re shown to be satisfied if a solution exists and has nonconjugate end points. In this case there will e)..'ist a neighborhood of the solu tion such th at the seq uence of estimates will converge for any initial estimate chosen from this neighborhood. In the special case of the Euler equations, considered in section 11, it is shown that the limit function not only satisfies the differential equation bu t under the proper conditions also affords a strong relative minimum to I (y).
eetion 10 concerns itself with an interesting lemma about conjugate points, that proves useful in section 11 .
While not having as large a range of applicability as the first method, the second of th e two methods of choosing new estimates that will be discussed has the advantage of being simpler to handle at each iteration. This method is described in section 12, \'{here it is shown to be particularly useful for the solutioll of the Euler equations arising from an integral whose integrand is quadratic in y and y' . In this case the integral itself, instead of the differential equations, is considered ; and it is shown that under suitable h ypothesis th e sequence of estimates converges to an arc that affords a strong relative minimum to I (y ). In fact , convergence will occur if I has a lower bound on the class of admissible functions and the second variation is positive.
N either of the methods to be described below is presented as a quick computational procedure for a desk computer. However, they are processes tha t might well be carried out on automatic computing machinery. K umerical examples are to be founel in section 13.
. An Iterative Method for Solving Certain the functions Systems of Second Order Differential Equations og t(x, y; 1/) == gill/X ,y, y'h j+ gil/leX , y , y'h:
In the following pages we shall be concerned with constructing solutions for systems of the form
dd x (g t(x , y , y')) = h j(x, y, y')
(i = I,2, . . . ,n)
Yi(a)=p;, Yi(b)= CT j.
Here y == (Yl,Y2,. . . ,Yn) denotes an arc defined on the interval a5,x5,b and p, u denote arbitrary constant vectors. By formal integration of (2 ) it is found that an arc y that satisfies these equations must also satisfy
x -a (b[ J't ] -b-aJ a gt(t,y,y' )-a hi(s,y , Y' )ds dt = O (3) Yi(a)= Pi, y, (b)= CTi
(i = I,2, ... ,n) .
Conversely, any arc without corners that satisfies (3) must also satisfy (2). For reasons that will be clarified below, we prefer to make use of the differential eq (2) in their integral form (3). Accordingly, let us examine some of the properties of the function
T i(X;Y )· That

T ,(a; y )= T ,(bi y )= O (i = I,2" . . ,n) (4)
independent of the arc y is immediately apparent.
One recalls that a function of one or more variables is said to be of class on, n~O, in its arguments on its domain of definition if it is continuous on that domain together with all of its (partial) derivatives up to and including those of order n.
An arc Y == (Yl,Y2, . . ·,Yn) is of class On if all of its components, Yi, have this property. From further inspection of the definition of T ;(x;y) it is evident that if
g and h are of class On -l and Y is of class Ok for some k on 05, k 5, n , then T i(x;y), considered as a function of x, is also of class Ok that is, T(x ;y) belongs to the same class of arcs as y, provided 9 and h have proper differentiability properties. Let a primed variable signify differentiation of that variable with respect to x. Then it will be noted that the arc TI/(x;y) , which when set equal to zero merely presents the differential eq (2) in their usual form, does not possess the property of belonging to the same class to which y belongs. In fact, even if Y is of class (J3, TI/ (x;y) may only belong to class a'.
Before describing an iterative procedure for constructingarc that satisfy (3), one must first introduce (5) and oT,(x,y; 1/) == llOg i(t , y; 1/ )-l t ohi(s , y; 1/)dsJ dt (i = 1, 2, . .. ,n). (6) In (5 ), (6) , and elsewhere in this paper, unless otherwise noted, the tensor convention of summing on repeated indices is utilized. The arc ' I' } is taken to be such that it vanishes at the end points of a5,x5,b.
The function o T i(x,y;'I'} ) can be obtained from T ;(x;y) as and is often referred to as the " variation" of Ti• It has properties similar to those of T i . For example, oTt, considered as a function of x belongs to the same class as the function 'I'}, provided that g, h, and Y have sufficient difierentiability. This fact follows from a small bit of reflection on (6) as does the fact that (i = I,2, . . . ,n), (7) regardless of the choioe of y and 'I'}. It is seen that these properties do not hold for the variation of the differential equations (2) taken in their usual form .
In the iteration process to be discussed here, it is assumed that the i th estimate y (i) of an arc satisfying (3) has been obtained. An "improved estimate" y (Hl) is then found as follows. Determine a " variation" ' I' } by solving the system
The function y (Hl ) is then chosen to be (9) y (i) is replaced by y (Hl ), and the steps just described are repeated. This method may be justified heuristically by observing that upon expanding T t (x;y + ' I' } ) by
Taylor's theorem one gets
Thus it is reasonable to as ume that a good approxi-J(x,y + 17,Y' + TJ' ) =J (x ,y,y')+ JYl(x ,y,y'ht+ Jy;(x,y,y'h: mation to a solution of
for a known function y might be obtained by solving (i= I,2, . . . ,n) (10) for TJ . The analogy between this procedure and J ewton's method for a function of a single real variable is clear. Consequently, it will henceforth be r eferred to as Newton's method.
As one sees by setting g/(x, y ,y' ) = y; (i = 1,2, ... ,n ), -the differential equations (2 ) contain the important cla s of equations
as a special case. By setting gi(X,y,y' ) =J y [ (x,y,y' ) hi(x,y,y' ) =J y,(x,y,y' )
(2) can also be made to as ume the form
(12)
The e are the Eule!' equations a ociated with the integral (1), and their solution is the chicf application of Newton's method which we wish to make in this paper . The fun ctions T i and OTi associated with (13) are, respectively, This last system of differential equations is formally equivalent to (10). Thus ewton's method consi t s of repeatedly replacing J(x,y,y') with an integrand that is quadratic and minimizing the new integral so obtained. Consequently, if the original integrand is quadratic, N ewton's method should yield a solution in a single step independently of the choice of the initial estimate. That this actually occur i readily verifiable.
Finally, we note that although the Euler equations often have an equivalent formulation a a system of type (11 ), Newton's method may not neces arily be the same for both form of the problem. This is due to the fact that in general fiT i not invariant tmder a tran formation of T to an equivalent form . For example, the two differential equation 
It is seen that the two variations are not the same.
Since the convergence theory to be developed below will be' general enough to include either (11) or (13), one will be free to use whichever system of differential equations seems to be simpler in any given problem .
. Preliminaries
There are several definitions and known results of ' general analysis to which there will be frequent occasion to refer. It will be convenient to have these collected in one section. Accordingly, t he next few pages are devoted to this end. The reader who wishes more detail about what is to follow in this section is advised to consult a paper of Graves and Hildebrandt [1) .2 The treatment he will find there is more general and couched in somewhat different terminology.
Functions defined on a linear subspace U of a Banach space Y into itself are dealt with here, These functions may depend, in addition, upon a parameter chosen from Y or a region of Y. When the arguments are indicated, the parameter will always appear first and be denoted by a lower case y perhaps bearing a superscript, I t will be set off from the independent variables, which will be denoted 7] in U. The conclusion of this lemma follow from an application of (2) and (3) of definition 4 to eq (15 
. A Convergence Th eorem
In section 2 an iterative method for constructing solutions of the Euler equa tions was described. However , no mention was made of conditions of convergence. In this section we will describe and give conditions for the convergence of a similar procedure that can be applied to a large class of functions . Later the process of section 2 will be considered as a special case of that to be given here, and it will be shown that under simple assumptions the special process satisfies the hypothesis of the <lonvergence theorem of this section.
constants H , L , and N appear. These are taken to be such that they satisfy and th e function y (t+l) is chosen to be (18) The process is then r epeated.
In order to simplify the statement of the convergence theorem, several conditions will now be introduced on the function S(y ) and on K -I (Y;1] (20) , for all y in (y CO»)-y and all 1] in U. From (19) it is clear that K -I is continuous in y at y CO). Th erefore by lemma lon e sees that in order for (20) to hold on some neighborhood of y eo), which is also a subneighborhood of (y(O»)-y, it is sufficient to a sume that K -I(y;TJ ) is bounded at y eo). The remaining part of (I ) is, of cour e, undi turbed on a subneighborhood of (y(O»)-Y'
In the next two conditions certain non-negative i>1.
- (25) In order to construct the proof by induction consider the inequality This establishes the first assertion of (25) for i = m. The rest of the proof of (25) follows from the inequality It follows from (26) and (27) , that y must belong to
(y(O»)'Y'
Upon passing to the limit in the expression
and recalling the fact that K -l and S are continuous, one obtains
K -l(Y ;S(Y))=8.
This implies S(y) = 8.
To see that y is the unique solution of (16) It is possible to modify the method of obtaining iterated estimates by always holding y in K(y; 1] ) fixed at the initial estimate y(O). This is equivalent to originally introducing an operator K (1]), which depends only on functions from U. In this case, of course, the convergence theorem may be simplified. Condition (I) clearly no longer applies, and condition (III) may be modified so that (24 ) Thus when K is independent of y, only an initial approximation to the solution at one point and an approximate differential of S are required to insure convergence. Consequently, this last theorem is seen to be just the classical implicit function theorem in general analysis. One notes that in this case the ' continuity of S is not required.
This section will be completed by establishing I conditions under which the sequence of estimates will converge quadratically.
(
IV). Let y (O) be an element of Yand let 'Y and L' be constants such that
II K (y(l ); y (l) _ y(2») -S(y (l») + S(y(2») II ~ L' ll y(!) _ y (2) 112 (28)
for all y (!) , y (2) in (Y(O»)'Y'
We may now state the following theorem. To see
for all y (l), y (2) in (y(O») a. As (I) and (III) are undisturbed on the smaller neighborhood, all conclusions but that of quadratic convergence follow at once I from theorem 1. The quadratic nature of the convergence can be established by the following calculations. From (17) and (18) it follows that
y (I)_ y(H)= K -l(y(H);_ S (y (H»). (29)
Therefore, Thus by (28)
Making use of this last result in (29) one obtains
This establishes theorem 3.
Some Properties of 0 T (x, y; 1})
In this section some properties of th e function aT, which was defined in section 2, are developed with an eye toward applying the considerations of ection 4 to Newton' method. First, however, the pace Y to which the arcs y belong must be more precisely defined. The space Y is chosen to be the collection (Yt(:r» of all n-tuples of real valued functions that are of class 0' on the interval a < x < b. 
Addition of elements in
i= l i=l
In addition to deftning the space of functions under consideration, it is de irable at this point to tate some assumptions that will hold throughout the remainder of the paper. Unless otherwise noted, it is assumed that the functions g(x, y,y' ) and h(x,y, y' ) are of class 0 2 in a region R of Euclidean 2n+ I -space. Any arc of Y, all of whose element (x ,y (x),y' (x» are in R ,will be t ermed admissible. At least one admissible arc is required to exist. This implies the existence of a subregion Y o, all of whose element are admissible. It is al 0 assumed that the determinant IgiV, (X, y,y' )1 never vani hes in R . In the case of the Euier equations, that i , when g and 11, are given by (12), the above assumptions imply that the derivatives fy, and fvt of the integrand f(x, y ,y' ) must be of class O2 in R .
In eq (6) , which defines the function 8 Ti(x,y;' T/ ) , let the parameter y range over Y o and the variable ' T/ range over U. The following result is then valid.
LEMMA 5.
For each y belonging to Yo the transformation 8T(x,y;'T/)= (o T i' .. . , 8Tn) is on Y oU to U and is linear in ' T/ and bounded at y.
The fact that 8 T is an element of U folloviT s from the considerations of section 2. The linearity in 1] i a con equence of the corresponding property of eq (5) and of the operation of integrat ion.
To simplify the proof of the boundedness we introduce a lemma that will be found useful in what follows. The second statement follows from the first by means of the inequality . A similar result follows for loT; I. Thus the concluion follows from lemma 4.
. An Existence Lemma
In section 7 the existence of an arc 1) 
for an arbitrary function lex) in U will be discussed .
To facilitate this discussion it is convenient to havr available th e following lemma. An alternate form for (35) to which known methods of proof used in constructing standard e)"'lstence theorems can be directly applied will be introduced. Let B ecause by hypothesis the determinant l l! i1I~1 is , '
never zero , eq (36) can be solved for 1); . The solution is
whcre 7r i is a linear and homogeneous function of 1) t and \ ;. By use of (37) 5h; may be expressed as a linear and homogeneous function in 1) ; and \ j . Ther efore, any pail' 1) , 1)' satisfying (35) are transform ed by (36) into a pair 1), \ satisfying
The last n equations of (38) the lemma is proved .
Existence of an Inverse of oT(x,y,'rJ)
In this section th e existence of a linear bounded inverse in 17 for the function 5T(x,y;1J ) is discussed.
An idea that plays a leading role in this discussion i that of conjugate points. D EFINITION 5. A point P3 is said to be conjugate to the point P I on an arc joining P I and P2 if there exists a olution of
along this arc, which vanishes at PI and P3 but i not identically zero between P I and Po.
A consequence of definition 5 that will be apropos to OUT present purpose is stat ed in the following lemma.
L
Then x= b is conjugate to x= a if, and only if, the determinant l7Ji(i) (b) I is zero.
By lemma 7 the 7}i(i) (x) described in the h ypothesis <lxist and are of class 0 ' . In addition to satisfying (41), the 7Ji iJ are n linearly independent solutions of (40). Thus the n-parameter family of olutions of (40) which. vanish at x = a is given by
etting 7Jt(b)= O in (42), one obtains th e sys tem of linear algebraic equations 
is a solu tion of
n).
(i = I, 2, . .. , n ) (44 ) (i = 1, 2, ... ,n) (45) which vanishes at x= a and x= b. That 7J (x) is of class 0' is apparent. That 7J (x) is unique follows from the condition of nonconjugate end points. For if 7} (I ) and 7J (2) both satisfy (45 ) and Lhe boundary conditions, their difference must satisfy (40) and vanish at both end points of a5,x5,b, that is, their difference must be identically zero .
By integration of (45 ) 
Therefore,
Oi= b 1 a,fCOgi-it ohids] dt
Oonsequently, 7J(x) satisfies (34).
(i = l , Z, ... , n).
We conclude with a lemma that s tates the result we ~ave been pointing at in this and the preceding sectlOn. The inverse of a linear transformation is linear.
. Differentiability Properties of oT(x, Y; 11)
In this section two lemmas that will b e useful in e tablisbing the fact that 0 T is one of the cla of operators that was denoted by K (y;7J ) in section 4 are proved . The first lemma will help to show that o T satisfies condition (1) of ection 4, whereas the second relates to conditions (II) and (IV) of the same section . First, however, we pre ent a lemma that will considerably simplify the statement of the proofs of our two principal ones. (i,j= I, .
•. ,n), Statements (49) and (50) follow from a simple extension of lemma 6. In order to establish the remaining part of the lemma, let
Then q; is a continuous function on the closed and bounded set S:a~x~b , y ell , y (2) in the closure of (y (O»)., 11 7] By reasoning similar to that used in considering oT it follows that 8 2 T is on Y oUU to U. 
Examination of (5 1 
The function giVjYk' Y/ 1(YP) _ y,;2»
, that is typical of th e functions to which the ~ operation is applied in (57), is of the type considered in lemma 1l. Thus it r eadily follows from that lemma that, for all y(l ), y (2) in (y (O»a sueh that Il y (l)-y (2)11 ~d . A similar r esult hold if 0 T , and 0 2 T t are r placed by their derivatives. Therefore, by lemma 4 it is true that (58) for all y (l) , y (2) in (y (O»a tha t are close enough together. Statement (3) follows at once from (58).
By choosing the o's of (1) and (3) to be equal to each oth.er and less .tha~ the 0 mentioned in (2 ), one obtams a 0 that IS smtable to be used in lemm a 12.
L E MMA 13.
For any admissable y eo) in Y there exist constants a> O, L' ;::: O such that Il oT(x, y (l) ;y (l)_ y (2» -T (x; y (l» + T (X; y (2» II
~ L' Il y (l) _ y (2) 112
Consider
T i(X; y (2»_ T t(x ;y (l»
By the law of the mean
L'.gi(2, 1) = gtVj (x ,y(3) ,y(3)') (y?) -y j1» + where g,v;' (X, y (3) ,y(3)') (y f2) , -y j1) ')
As a similar r esult holds for L'.h" we may write
Of course, the 3 appearing in the arguments of L'.gt and ~h t does not always refer to the sam e value of fJ. .
Application of the law of the m ean to a typical term of Zyields sup 10 Ti(x, y (l) ; ' Y/ )-oT,(X, y (2) ; ' Y/ )-02T ,(x,y (l); ' Y/ ,y (l)_ x
~g ,(13 )= g" (x y (4) y (4)'\(y P)'_ y~2)')(y (1)_ y (2» "
where 
. Convergence of the Sequence of Estimates Derived by Newton's Method
The main theorem on the convergence of the sequence of estimates derived from Newton's method is the following.
THEOREM 4. Let y(O ) be an admissible element of Y having nonconjugate end points. Then if there exists a sufficiently small constant D > O such that II T(x ,y(O»11 <D, the sequence of estimates derived from N ewton' s method will converge Quadratically to a unique arc y of class 0 3 which lies within a predetermined neighborhood of y (O ) and satisfies T(x;y ) = 8,y(a) = y (O) (a),y(b ) = y(O ) (b).
By 
Y (b) = y (O) (b)
follows at once from the fact that all the variations 
Gi(X, v) == gb, y(x), v)-l x ht(t , y et), y'(l» dtb ~alTg b, y(x), y'( x»-.fhi(S, y (S), y'(s» ds]dt = O (i= 1,2, .. . ,n). (60)
By what has just been proved the point (x, y'(x» is a particular solution of (60 ) The following theorem gives further conditions under which the conclusions of theorem 4 will be valid. THEOREM 
Let y* be an admissible arc with nonconjugate end points such that T(x;y* )= 8. Then there exists a constant a> O such that jar any initial estimate y (O ) taken jrom (y*)" the conclusions oj theorem 4 are valid.
By reasoning similar to that employed in the proof of theorem 4 there exists (3) 0 such that conditions (I) and (II) and (IV) are sati fied on (y*)~. By continuity (3 may b e made to have the additional property that II T(y) I I :::;N for all y in (y*)~. Let a b e such that 0< a< (3/2. Then for any y eo) belonging to (y *)" it follows that (y (0»~/2 is contained in (y*)~. If one wishes, h e may hold y eo) fixed in oT(x,y;1/) throughout the entire process. Theorem 2 is applicable in this simplified case, and with its h elp all of the previous results can be shown to be true for the simplified Newton's m ethod ..
Thus (I ), (II), (IV), and the inequality II T(y)
II
A Lemma Concerning Conjugate Points
It is easily seen that th e equation
( 6 1) and eq (40) of d efmition 5 ar e equivalent. Thus in the considerations of this section it will b e assumed that (40 ) has been replaced by (61) in th e definition of conj ugate points.
If y i an ar c such that OT-l(X,y;1/ ), t h e inverse with respect to 1/ of oT(x,y;T/ ),exists for all 1/ in U, th en y has nonconjugate end points, because the unique elem en t of U which oT(x,y ;T/) maps into e is e itself. In lemma 9 it was shown that if y has nonconj ugate end points, OT-I(X,y;'Y}) exists. Thus a necessary and sufficient condi tion for OT-I(X, y;T/) to exi t for all 1/ in U is that y h ave nonconjugate end points. However, by lemma 3, if OT-I exists at y eo) it must exist in som e n eighborhood of y eo). Therefore, the following lemma may be looked upon as a corollary of lemma 3. LEMMA 
L et y eo) be an admissible element oj Y having nonconjugate end points. Then there exists 0> 0 such that no elements oj (y(O»s have conjugate end points.
In this section we wish to give an alternate proof of lemma 14, which depends directly on the properties of functions with L ebesgue square integrable derivatives r ather than on the Banach space theory of section 3.
T o con truct a proof of lemma 14 by contradiction, a sume t ha t there exists no neighborhood of y eo) in which all elem ents have nonconjugate end points. Then in every neighborhood of y eo) there exists at least one function y u ch that (6 1) has a nontrivial solution along y which vanishes at x=a and x = b. Consequently, from consideration of the l /q-neighborhoods of y (0) for q= 1,2, ... one obtains the sequen ces {y (Q)}, h (a)}, which are such that 
Equations (64) It is also true that Consequently, one may conclude from (67 ) that the third term goes uniformly to zero on a<x<b.
orify the fomth term remains to be discussed. Let j be temporarily held fixed. As is well known there exists for each arbitrary E> O a polynomial P (x) such that !a b (B \o J( x) -P(X))2dx::; ;~.
By (64) , (66) , and the Minkowski inequality it is • true that (i = I ,2, .. . ,n) Therefore, it follows from the uniform convergence of (." ;0) -." ;0)) to zero that i l
for q sufficiently large. Formulas (71) and (72) imply that
This completes the proof of the first statement of (68),
I
Let l be any elem en t of D and c::msider
to be the sequences which r esult from cont radi cting lemma 14, the hypo theses of lemma 15 will b e fulfilled b ecause of (62) an d (65 ), and corollary 1 will then imply
< max Il l { { b IA \Q )7] \Q)-A \O )7] \O)l d x +
-I ' Ja 1.1 1
J
By a r epetition of the arguments already given above th e terms multiplied b y max III go to zero. The factor l may be lumped with m~) without changing the reasoning used in analyzing term four. Thus the second statement of (68) is seen t o be t rue.
The following corolla ry is a direc t result of lemma 15 .
COROLLAR Y 1. L et the hypothesis of l emma 15
weakly in L2
In view of (63), formulas (76) an d (77 ) yield t h e result ( 0)
The limi t func tion 7] (O )(x) is clearly a continLloLls fun ction on a~x~b sa tisfying V ;q) -7 V \0) uniforml yon a~x~b (i = I ,2, ... ,n)
n ).
Then U and v ar e elemen ts of U sat isfying
Since s: 0 (8 4) '/.
1. '/.
t. '/.
1.
•
tj---"co a
Although we have no t previoLlsly defined all the notations in (84) their meanings are obvious. By (82) and (83) the t erms involving V; may be disr egarded. By lemma 15
Multiplying out, one obtains after dropping the superscript (q) from the derivatives of gj.
lim ( b ogiog tdx
since all terms involving 7] ca) go to zero.
Let (Aif) denote the transpose of the matrix
Hence Gi~) is '3. real, symmetric, positive definite matrix for each q= I ,2, . ... Therefore, it follows that
However, (63) implies that this last limit is identically zero. Consequently, our assumption leads to a contradiction. Therefore there must exist at least one neighborhood of y CO) in which all elements have nonconiugate end points.
II. A Solution of the Fixed End Point Problem
To conclude the discussion of Newton's method, we wish to point out that with certain additional hypoth esis we can make use of our previous results to obtain a solution of the fixed end point problem of the Calculus of Variations.
Let j (x,y,y') be the integrand of the integral (1). A strengthened Legendre condition is said to hold in the region R if (85) for all (x,y,y') in R rand all (71") ~O . This implies that the determinantljviy/I ~O in R and is thus stronger than our previous condition that the ~ determinant IgiV,1 never vanishes in R.
,
The following terminology is well known and will be helpful. An arc y is said to satisfy a strengthened :; Jacobi condition if it has nonconjugate end points and has no sub arc defined on a~x~ t<b which has conjugate end points.
Let (2) be replaced by the Euler equation (13). Let the region R be convex in y' and let the strengthened Legendre condition hold everywhere in R. The following theorem is then true. points . This follows from lemma 14, which implies "-that the constant a g mentioned in the proof of theorem 4 can be chosen to have the additional property that no element of (y C O)) ag has conjugate end points. Since by hypothesis no sub arc of y with initial point at x=a has conjugate end points, a strengthened Jacobi condition is satisfied along y.
As it has also been assumed that a strengthened Legendre condition holds throughout R and that R is convex in y' , we may conclude ( Upon recalling that a necessary condition for y* to be a minimum is T(x;y*) =8, one proceeds with the proof just as in theorem 5.
A Second Method for the Effective Solution of the Fixed End Point Problem
In section 2 it was remarked that in the application of Newton's method, one must solve the Euler equations of each term of a sequence of integrals whose integrands are quadratic in y and y' . Thus it is not inappropriate to introduce at this point a second method for solving fixed end point problems which will prove to be particularly applicable to the case of a quadratic integrand. In an actual computation a combination of Newton's method, and the method to be presented below, migh t prove to be advantageous.
Henceforth the symbol Y will denote the class of n -tuples of real valued functions on a ~x ~ b which have L ebesgue square integrable derivatives. Use was made of this class of functions in section 10. The symbol U will again denote the subclass of elements of Y, which vanish at th e end points of a ~ x ~ b. Throughou t the remainder of the paper we a sume that all fUTlctions of Yare admissible and that the underlying region R is convex in y and y' .
Our previous ass ump tions as to the nature of t he integrand j(x,y,y') are retained. Moreover, we assume that j and its derivatives are integrable along arcs in Y.
Assume that after starting from some initial estimate y C O ) in Y one has obtained an " improved" estimate of a solution to the Euler equations y CO also in Y. He then chooses the i+ 1st estimate to be (no sum on i) , where 'r/ co is an element of U determined b equation . Here · T is formed for the Euler equations as illustrated in section 2, and ai is a real number.
A procedure similar to that just described has been announced by L . V. Kaotorovitch [5] for the case of an integral whose integrand is quadratic in y and y'. However, his paper presents 110 proofs. Curry [6] has described an analogous process tha t can be used to minimize a function of n real variable . Other references may be found in the last paper cited.
In order to consider the convergence of the eql1 ence defined by ( 6) it i helpful to examine the expression I (y) -I (y -a'r/). We may state the following lemma.
LEMMA 16. Let y be an element oj Y and let 'r/ be given by (87 
That ex may be chosen as specified in the hypothesis is a consequence of the fact that K is finite. As a result of such a choice of a, one obtains the inequality is constructed. Due to the hypothesis that I (y ) is bounded below the sequence of definite integrals converges.
By (90) and the way {ai} is chosen (93) ;:::
where here and in similar e)q)I'essions that occur below there is no sum on the index that denotes which step of the iteration process we are considering.
As the left-hand side of (93) can be made as small as desired by choosing i sufficiently large, we may conclude that (94) Conclusion (92) follows at once from (94). Since (91) is a consequence of (92), the theorem is proved. The problem of determining general conditions under which an assumption of the type made in lemma 17 is valid seems to be a difficult one. However, special cases may be considered in which K is independent of v and a* is arbitrary. A rather trivial example of this occurs when the integrand is given by f is a polynomial of degree two in y;.
An Example of Numerical Computation
Oonsider th e problem of minimizing the integral 
B= -, y
The general solution of (105 ) is given by
Given two points (XI, YI) and (X2' Y 2) three~:cas es can occur.
(1) Two catenaries (106) join the given points. In this case one will be minimizing and the other will not.
(2) One catenary (106) joins the given points. This catenary is not minimizing. It follows from the theory of conjugate points that y will b e a minimizing arc if for Ci sufficiently small V i does not vanish more than once. If Vi vanishes twice, y is not minimizing.
--I It is of interest to note that convergence to a solution of the Euler equations that was not a minimum was obtained . This shows the necessity of making additional assumptions (as was done in section 11) 1 in order to insure convergence to a minimum. The first arc is mmlmlzmg and the second is not. It will be noticed that although the two solutions are quite close to each other convergence to each one was obtained.
The points (XI,YI) and (X2,Y2) are, r espectively, (0,2), (5,3) . In this case there is no solution. After an initial estimate consisting of the line joining (0,2) ~ and (5,3), the second iteration resulted in points (x, y ) lying outside of the domain in which y > O.
The material in this section was supplied to the author by M . R. Hestenes, under whose 'auspices the computations were carried out. ------------------- 
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