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Abstract
We consider two competing first passage percolation processes started from uniformly chosen
subsets of a random regular graph on N vertices. The processes are allowed to spread with
different rates, start from vertex subsets of different sizes or at different times. We obtain tight
results regarding the sizes of the vertex sets occupied by each process, showing that in the
generic situation one process will occupy Θ(1)Nα vertices, for some 0 < α < 1. The value of
α is calculated in terms of the relative rates of the processes, as well as the sizes of the initial
vertex sets and the possible time advantage of one process.
The motivation for this work comes from the study of viral marketing on social networks. The
described processes can be viewed as two competing products spreading through a social network
(random regular graph). Considering the processes which grow at different rates (corresponding
to different attraction levels of the two products) or starting at different times (the first to market
advantage) allows to model aspects of real competition. The results obtained can be interpreted
as one of the two products taking the lion share of the market. We compare these results to the
same process run on d dimensional grids where we show that in the generic situation the two
products will have a linear fraction of the market each.
1 Introduction
First passage percolation is one of the most studied discrete models in probability theory. It can
be realized as a random graph metric when edges have independent identically distributed weights.
Often the distribution is assumed to be exponential and then the ball of a radius t (from a fixed
vertex) is a Markov set process R, in which new vertices are occupied at a rate proportional to
the number of their neighbors already in R(t). Apart from the classical shape problem on infinite
transitive graphs (see [14]), recently there was substantial interest in estimating diameter, typical
distance, flooding times and related quantities for the process on large finite (and possibly random)
graphs [33, 44, 4, 6, 7, 5].
In a related two type Richardson model, introduced in [28], one considers two first passage
percolation processes, a blue and a red one, with possibly different rates, spreading through the
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graph and capturing non-colored vertices. Each non-colored vertex becomes colored with color
c at the rate proportional to the number of c colored neighbors (this can also be viewed as the
Voronoi tessellation with respect to two independent first passage percolation metric). A significant
amount of work on this model has been devoted to identifying the cases in which both colors grow
indefinitely [29, 16, 15, 17, 23, 30, 31]. In the current paper we are studying a version of this
model on large random regular graphs (which are objects of independent interest [10, 35]). We are
interested in the sizes of each colored component, while allowing the processes to start at different
times, from sets of different sizes and spread with different rates.
From an applied point of view, this model can be viewed to simulate spreading of two products
(or viruses) through a social network. In recent years, diffusion processes on social networks have
been the focus of intense study in a variety of areas. Traditionally these processes have been of
major interest in epidemiology where they model the spread of diseases and immunization [41, 39,
40, 20, 3, 21]. Much of the recent interest has resulted from applications in sociology, economics,
and engineering [12, 2, 26, 25, 18, 43, 36, 37].
The interpretations of the diffusion process in terms of product marketing and in terms of virus
spread lead to some natural questions we address in this paper. What is the advantage that the
first product (the first virus) has in terms of the initial time it can spread with no competition?
What is the effect of one of them starting with larger initial size (initial seed sets) than the other
one or having a larger rate (higher quality of a product)? What is the effect of the structure of the
social network on the outcome of the competition between the two products? To answer the last
question we compare the results for the model on large random regular graphs to the same model
on large d dimensional tori. The first family of graphs model some (but not all) features of current
social networks (small diameter, expansion etc.) while the second family models traditional spatial
graph processes that are traditionally studies in epidemiology, ecology and statistical physics. We
proceed with a formal definition of the process and a statement of our main results.
1.1 Description of the process and the results
Let G = (V,E) be a graph with |V | vertices and |E| edges, and let B0 and R0 be disjoint sets of
vertices (we think of B0 as a set of blue vertices and of R0 as a set of red vertices). Denote by N(v)
the set of neighbors of v. Competing first passage percolation (CFPP) considered in this paper is
a Markov process, whose state space is the family of subsets of V , which evolves by coloring an
uncolored vertex blue (red) at the rate equal to β (ρ) times the number of neighbors of v which
are already blue (red). That is, at any time t, each vertex v /∈ Bt ∪ Rt becomes an element of Bt
at the rate equal to β|N(v) ∩ Bt|, and an element of Rt at the rate equal to ρ|N(v) ∩ Bt|. Here β
and ρ are parameters fixed throughout, called rates of B and R respectively. Sets Bt and Rt are
increasing in t, that is once a vertex gets colored with a certain color it does not change its state
again.
The discretized version (B˜n, R˜n) of this process, which records its state only at times when a
change happens, has very simple jump rules. At each integer n, choose an edge connecting a vertex
u in B˜n ∪ R˜n to a vertex v in the complement
(B˜n ∪ R˜n)c. The edges incident to a vertex in B˜n
are chosen with probability proportional to β and those incident to a vertex in R˜n with probability
proportional to ρ. If u ∈ B˜n then set B˜n+1 = B˜n ∪ {v} and R˜n+1 = R˜n. If u ∈ R˜n then set
R˜n+1 = R˜n ∪ {v} and B˜n+1 = B˜n.
By Bfin and Rfin denote the final set of blue and red vertices when the whole graph is exhausted,
and their sizes by Bfin and Rfin respectively. We are interested in the asymptotic behavior of Bfin
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and Rfin as the size of the graph tends to infinity, and how it depends on the choice of initial sets
B0 and R0 and rates β and ρ. Observe that time parametrization is irrelevant for the sets Bfin and
Rfin. In particular, we will be mainly studying the process through its discretized version (B˜n, R˜n),
which will be denoted by (Bn,Rn) (as opposed to (Bt,Rt) for the continuous process).
Consider the (finite) set of all simple d-regular vertex-labeled graphs with the vertex set
{1, . . . , N}. The random d-regular graph on N vertices is a random graph chosen uniformly from
this set (here we assume that dN is even, as otherwise such graphs do not exist). We will study
the above process on the random d-regular graphs. Sets B0 and R0 will be chosen random as well.
This all means that we will first choose a d-regular graph graph on N vertices from the uniform
distribution, conditioned on its realization we will sample sets B0 and R0 using a certain rule, and
conditioned on the realization of this coupling we will run the competing first passage percolation
process (CFPP) described above. Note that we will always assume that d ≥ 3. The reason for this
assumption is that 2-regular graphs are just disjoint unions of cycles. As these graphs (except in
the case of one cycle) are not connected, the process can not spread throughout the whole graph.
Here we state one of our results which is just a special case of Theorem 2.4, but which nicely
describes the type of results we obtain. It refers to the case when the sets B0 and R0 are chosen
uniformly of large prescribed size (in Section 2 we will allow more general rules for choosing the
initial sets to model certain aspects of competitive behavior in real-world networks).
As our theorems give the asymptotics of Bfin and Rfin as the graph sizes N →∞, values such as
B0, R0, Bfin and Rfin will in general depend on N . However, to keep the formulas more readable,
we will not always emphasize this dependence explicitly.
Theorem 1.1. For d ≥ 3 and a random d-regular graph on N vertices, assume that the sets
B0 = B0(N) and R0 = R0(N) are chosen uniformly at random among all disjoint vertex subsets of
sizes B0 = B0(N) and R0 = R0(N) respectively. Assume that there are constants c1, C1 such that
c1N
αb ≤ B0 ≤ C1Nαb and c1Nαr ≤ R0 ≤ C1Nαr . Then there exist constants c2, C2 such that with
probability converging to 1 as N →∞
i) c2N
αb+(1−αr)β/ρ ≤ Bfin ≤ C2Nαb+(1−αr)β/ρ, in the case (1− αr)/ρ ≤ (1− αb)/β,
i) c2N
αr+(1−αb)ρ/β ≤ Rfin ≤ C2Nαr+(1−αb)ρ/β , in the case (1− αb)/β ≤ (1− αr)/ρ.
This result shows that typically one process occupies only o(N) vertices, and the other one
everything else. From the applied perspective, the results of this type can be interpreted as one
of the two products taking the lion share of the market. This result stands in striking contrast
with the ones that we obtained in the case when the underlying graph is a large torus. Our results
(see Theorem 2.8) show that even if we start one of the processes earlier than the other and we
give it a much higher rate, the other process will still occupy a linear fraction of vertices with high
probability.
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2 Statements of results
Recall that we want from our model to handle situations which arise in cases when one of the
processes starts earlier than the other. Therefore we start by discussing how we choose the initial
random sets B0 and R0.
Definition 2.1. For a graph G = (V,E) we say that the pair (B0,R0) of subsets of V , is uniform
of size (B0, R0) if it is chosen uniformly at random among all pairs of disjoint subsets of V of the
sizes B0 and R0 respectively.
For the case when one process (say B) starts earlier than the other, the idea is to let B evolve
from a uniformly chosen subset of some size, until it reaches a certain prescribed size. Then we
define B0 to be the occupied set and take R0 to be a uniform subset of Bc0. The first phase in which
only B grows is simply the CFPP process in which R starts from the empty set of vertices. This
leads to the following definition.
Definition 2.2. For a graph G = (V,E) we say that the random pair (B0,R0) of disjoint subsets
of V , is uniform of size (B0, R0) with B0 center of size k0 if
i) B00 is a uniformly chosen subset of V of the size k0,
ii) B0 = B0T , where (B0,R0) is the CFPP process ran from (B00, ∅), and T is the first time k that
|B0k| = B0,
iii) R0 is the uniformly chosen subset of Bc0 of size R0.
For a sequence of graphs GN = (VN , EN ) we say for a sequence (B0(N),R0(N)) of disjoint pairs
of random subsets of VN , that B0 has a small center if
i) for every N , (B0(N),R0(N)) is uniform of some size (B0(N), R0(N)) with B0(N) center of
size k0(N),
ii) limN→∞ k0(N)/B0(N) = 0.
For our results we need to either choose the pair of initial sets uniformly of prescribed size, or
always allow one of the processes to have a significant advantage. This is captured by the following
definition.
Definition 2.3. For a sequence of graphs GN = (VN , EN ) we say that a sequence (B0(N),R0(N))
of disjoint pairs of random subsets of VN is admissible of size (B0(N), R0(N)) if
i) |B0(N)| = B0(N) and |R0(N)| = R0(N),
ii) either B0 or R0 has a small center, or for every N the pair (B0(N),R0(N)) is uniform of size
(B0(N), R0(N)).
We now state our main results. Recall that Beta distribution Beta(ρ1, ρ2) is a distribution
supported on [0, 1] with the density proportional to tρ1−1(1− t)ρ2−1, and that Gamma distribution
Γ(α, β) is supported on R+ with the density proportional to tα−1e−βt. An elementary property of
Gamma distribution that we will use to simplify the formulas in the statements is that if Q has
Γ(α, 1) distribution, then βQ has Γ(α, 1/β) distribution.
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It is useful at this point to introduce some notation that will repeatedly appear in the statements
of the main theorem. First define
(δB , δR) =


(1, 1), if (B0,R0) are chosen uniformly,
(1− 2/d, 1), if B0 has a small center,
(1, 1 − 2/d), if R0 has a small center.
(2.1)
Next define
σB =
δBβ
δ
β/ρ
R ρ
∫ 1
0
(t1/d − t1−1/d)β/ρ−1 dt, (2.2)
σR =
δRρ
δ
ρ/β
B β
∫ 1
0
(t1/d − t1−1/d)ρ/β−1 dt,
which will appear as multiplicative constants in the limiting distribution for the component sizes,
and
σ′B = d
δB(β + ρ)
δ
β/ρ
R ρ
∫ 1
0
(t− td−1)β/ρ dt, (2.3)
σ′R = d
δR(β + ρ)
δ
ρ/β
B β
∫ 1
0
(t− td−1)ρ/β dt,
which will appear as multiplicative constants in the limiting distribution for the boundary.
In the statements of Theorems 2.4 to 2.7 we assume that G is a random d-regular graph on
N vertices, and (B,R) a competing first passage percolation process on G with fixed parameters
(β, ρ).
The first theorem covers the case when both processes start from a large size, and shows that
the properly rescaled final sizes of colored components converge in probability.
Theorem 2.4. Assume that sequences B0 = B0(N) and R0 = R0(N) satisfy limN B0 = limN R0 =
∞ and limN (B0 + R0)/N = 0. If (B,R) are started from admissible pairs of sizes (B0, R0) then
there exists deterministic sequences B = B(N) and R = R(N), such that for every ε > 0 the final
sizes Bfin = Bfin(N) and Rfin = Rfin(N) satisfy
lim
N→∞
P(|Bfin −B| > εB) = lim
N→∞
P(|Rfin −R| > εR) = 0.
Moreover, there are positive constants c and C depending only on ρ/β and d such that
cmin
(
R0(N/B0)
ρ/β , N
)
≤ R ≤ min
(
CR0(N/B0)
ρ/β , N
)
,
and
cmin
(
B0(N/R0)
β/ρ, N
)
≤ B ≤ min
(
CB0(N/R0)
β/ρ, N
)
.
For β = ρ we have
B =
δBB0
δBB0 + δRR0
N and R =
δRR0
δBB0 + δRR0
N, if β = ρ,
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and for β 6= ρ
R = σRR0(N/B0)
ρ/β , if lim
N→∞
R0(N/B0)
ρ/β
N
= 0,
B = σBB0(N/R0)
β/ρ, if lim
N→∞
B0(N/R0)
β/ρ
N
= 0
(
⇔ lim
N→∞
R0(N/B0)
ρ/β
N
=∞
)
.
The following theorem covers the case when both processes start from fixed sizes, that is both
sequences B0 = B0(N) and R0 = R0(N) are constant. Here of course, we don’t need to worry
about the possibility of one process starting earlier - such a version wouldn’t be admissible.
Theorem 2.5. Assume that B0, R0 and d ≥ 3 are fixed positive integers, and β > 0, ρ > 0 fixed
rates. If β = ρ then Rfin/N and Bfin/N converge in distribution, as N →∞ to
Rfin
N
→W, Bfin
N
→ 1−W,
where W is distributed as Beta(dR0d−2 ,
dB0
d−2). If β 6= ρ then we have the following convergence in
distribution
Rfin
Nρ/β
→ σR U
V ρ/β
if ρ < β,
Bfin
Nβ/ρ
→ σB V
Uβ/ρ
if β < ρ,
where U and V are independent random variables with Gamma distributions Γ( dd−2B0,
d
d−2 ) and
Γ( dd−2R0,
d
d−2 ), respectively.
The next theorem covers the last case, when the initial set of one process is small and the initial
set for the other one is large.
Theorem 2.6. Let B0 be fixed, limN→∞R0 =∞ and limN→∞R0/N = 0. If either β ≤ ρ or both
β > ρ and limN
(N/R0)β/ρ
N = 0 hold then we have the convergence in distribution
Bfin
(N/R0)β/ρ
→ σBΓ
( dB0
d− 2 ,
d
d− 2
)
.
If both β > ρ and limN
R0Nρ/β
N = 0
(⇔ limN (N/R0)β/ρN =∞) hold then we have the convergence in
distribution
Rfin
R0Nρ/β
→ σRΓ
( dB0
d− 2 ,
d
d− 2
)−ρ/β
.
Note that, for β 6= ρ in Theorems 2.4 to 2.6 the precise asymptotics is always given for the
process which occupies o(N) vertices. In other words, if one process “looses the game” (that is
occupies only o(N) vertices) we can give a very precise estimate on the distribution of the number
of vertices it has occupied.
Finally, we describe the size of the boundary between the colored components. Since random
regular graphs are expanders with high probability the above results on component sizes give us
information on the size of the boundary up to the multiplicative factor. The following theorem
however, provides information about the multiplicative constant as well.
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Theorem 2.7. Let Dfin denote the number of edges connecting the sets Bfin and Rfin. Then
i) If B0 = B0(N) and R0 = R0(N) satisfy limN B0 = limN R0 =∞ and limN (B0 +R0)/N = 0
then then there is a sequence D such that for any ε > 0 we have limN→∞ P(|Dfin − D| >
εD) = 0. Moreover
D =
δBδRB0R0
(δBB0 + δRR0)2
(d− 2)N, if β = ρ,
D = σ′RR0(N/B0)
ρ/β , if β 6= ρ, and lim
N→∞
R0(N/B0)
ρ/β
N
= 0,
D = σ′BB0(N/R0)
β/ρ, if β 6= ρ, and lim
N→∞
B0(N/R0)
β/ρ
N
= 0
(
⇔ lim
N→∞
R0(N/B0)
ρ/β
N
=∞
)
.
ii) Assume that B0 = B0(N) and R0 = R0(N) are constant. If β = ρ then Dfin/N converges in
distribution as N →∞
Dfin
N
→ (d− 2)W (1 −W )
where W is distributed as Beta(dR0d−2 ,
dB0
d−2 ). If β 6= ρ then we have the following convergence
in distribution
Dfin
Nρ/β
→ σ′R
U
V ρ/β
, if ρ < β
Dfin
Nβ/ρ
→ σ′B
V
Uβ/ρ
, if β < ρ,
where U and V are independent and distributed as Γ
(
dR0
d−2 ,
d
d−2
)
and Γ
(
dB0
d−2 ,
d
d−2
)
respectively.
iii) Let B0 be fixed and limN→∞R0 = ∞ and limN→∞R0/N = 0. If either β ≤ ρ or both β > ρ
and limN
(N/R0)β/ρ
N = 0 hold then we have the convergence in distribution
Dfin
(N/R0)β/ρ
→ σ′BΓ
( dB0
d− 2 ,
d
d− 2
)
.
If both β > ρ and limN
R0Nρ/β
N = 0
( ⇔ limN (N/R0)β/ρN = ∞) hold then we have the conver-
gence in distribution
Dfin
R0Nρ/β
→ σ′RΓ
( dB0
d− 2 ,
d
d− 2
)−ρ/β
.
The following theorem about the behavior of the processes on the torus stands in contrast with
the results on the component sizes in the case of random regular graph. Here we assume that
G = T(N, d) is a d-dimensional torus with N vertices, and (B,R) a CFPP process on T(N, d) with
parameters (β, ρ).
Theorem 2.8. Let T(N, d) =
(
Z/nZ
)d
for n such that N = nd, be the d-dimensional torus with
N vertices, and fix the rates β > 0, ρ > 0. Then for any ε > 0 there exists δ > 0 such that
lim inf
n→∞
P(Bfin > δN,Rfin > δN) > 1− ε,
if either of the following two conditions hold
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i) B0 and R0 are fixed positive integers, and (B0,R0) are chosen uniformly of size (B0, R0),
ii) R0 and k0 are fixed positive integers, sequence B0 converges to∞ and it satisfies limN B0/N =
0 and (B0,R0) are chosen uniformly of size (B0, R0), with B0 center of size k0.
2.1 Remarks and follow up work
We note that the results of all the theorems above cannot hold if the sets B0 and R0 are arbitrary.
Consider for example the case where B0 is the ball of radius r in the graph around a vertex v and
R0 consists of all vertices at distance exactly r + 1 from v. While the set R0 is not much bigger
than B0 - clearly the remaining vertices will all become red.
The fact that the results do not hold for arbitrary sets raise various game theoretic questions.
For example, consider a game where player B has to choose the set B0 and player R has to choose
the set R0. Suppose player B can choose up to Nα1 initial vertices and player R can choose up
to Nα2 initial vertices. What are the Nash Equilibrea of this game? Are the payoffs in the Nash
Equilibrea close to the payoffs obtained if the two players place the initial sets at random? Similar
game theoretic questions may be asked if players alternate in placing the elements of B0 and R0.
As far as we know this game was first defined by Bharathi, Kempe and Salek in [8]. Their
paper provides an approximation algorithm for the best response and shows that the social price
of competition is at most 2 but does not analyze the utilities of each of the players in a Nash
Equilibrea. A different direction of future study is extending the result in the current work to more
realistic models of social networks and marketing. In particular it would be interesting to study the
same question on preferential attachment random graphs and other more realistic models of social
networks. We expect that for such graphs, game theoretic consideration can play an important role
due to the different degrees and connectivity of different vertices.
2.2 Related work
As mentioned earlier, diffusion and growth processes have been studied intensely in the past few
years in relation to many areas such as sociology, economics and engineering. Among the models
studied are stochastic cellular automata (see, for example [46], [26], [25]), the voter model which was
first introduced by Clifford and Sudbury in [13] and has been much studied since in, for example,
[32], [19], the contact process (see, for example, [27]), the stochastic Ising model (see [24], [11]), and
the influence model (see [2]).
Recently, a strong motivation for analyzing diffusion processes has emanated from the study
of viral marketing strategies in data mining (see, for example, [18], [43], [36], [37]). In this model
one takes into account the “network value” of potential customers, that is, it seeks to target a set
of individuals whose influence on the social network through word-of-mouth effects is high. For a
given diffusion process, we define the influence maximization problem. For each initial set of active
nodes S, we define σ(S) to be the expected size of the set of active nodes at the end of the process.
In the influence maximization problem, we aim to find a set S of fixed size that maximizes σ(S).
In attempts to find a set of influential individuals, heuristic approaches such as picking individuals
of high degree or picking individuals with short average distance to the rest of the network have
been commonly used, typically with no theoretic guarantees (see [45]). In [36] it was shown that
the influence maximization problem is NP-hard to approximate within a factor of 1 − e−1 + ε for
all ε > 0. On the other hand, in [37] it was shown that under the assumption that the function
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σ is submodular, for every ε > 0 it is possible to find a set S of fixed size that is a (1 − e−1 − ε)-
approximation of the maximum in random polynomial time. In [42] it was proven that the function
σ is indeed submodular.
As mentioned earlier the paper [8] defines the competitive influence maximization problem on
general graphs. We believe that an interesting research direction is to show that for random d-
regular graphs, the payoffs of the two players at each Nash Equilibrea are essentially the same as
the payoff obtained by playing according to random strategies.
3 Coupling with the configuration model
The configuration model (CM), introduced by Bolloba´s in [9], is a randomized algorithm used to
construct a uniform random d-regular labeled graph on N vertices (we always assume that dN is
even, as otherwise there is no such graph). In this model we view each vertex i ∈ [N ] = {1, 2, . . . , N}
of the graph as a set H(i) of d half-edges. We pick a uniform perfect matching on the set ∪i∈[N ]H(i)
of all dN half-edges (recall that dN is even), and contract each d-tuple of half-edges H(i) back to
a single vertex. This yields a d-regular graph with the vertex set [N ], and in which every coupled
pair of a half-edge in H(i) and H(j) gives an edge connecting the vertices i and j. It is shown in [9]
that with probability that tends to e
1−d2
4 as N → ∞, this is a simple d-regular graph. Moreover,
conditioning on the event that the graph is simple, it is uniformly distributed among all simple
d-regular labeled graphs on N vertices.
We will couple the configuration model (CM) and the competing process (CFPP), and will
prove the statements in Theorems 2.4 to 2.7 for the coupled process. This will be sufficient, as
these statements hold asymptotically almost surely and the probability of generating a simple
d-regular graph is bounded from below.
To make the coupling easier we will slightly modify the competing first passage percolation
model we study, by also coloring the edges. In the modified process (MCFPP) we start like before
with two disjoint subsets B0 and R0 of the vertex set colored blue and red respectively, and initially
we set all the edges uncolored. At the n-th step we choose a pair (u, e) of a vertex u in Bn∪Rn and
an incident uncolored edge e, using the same probabilities as before: every pair for which u ∈ Bn is
chosen with the probability proportional to β and every pair for which u ∈ Rn is chosen with the
probability proportional to ρ. Then we color the edge e in the color of u. If the other end of e is
uncolored, we also color it into the color of u. In this modification we can have steps that do not
yield to coloring of new vertices, but it is easy to see that conditioned that the set Bn ∪ Rn does
increase, the transition probabilities are the same as in the original model. Thus the distribution
of (Bfin,Rfin) is unchanged.
We now describe the coupling of CM and MCFPP which will be refer to as CP. We first focus
on the case when (B0,R0) is chosen uniformly of size (B0, R0), but will allow for one of B0 or R0
to be empty, (this is important as it will correspond to the evolution of the process when one set
is given an advantage). In the coupling Xn, Yn, Zn and Wn will denote the set of active blue,
active red, uncolored and explored half-edges, and these four sets will be disjoint for every n. The
coupling CP goes as follows.
i) Start with the random pair of subsets (B0,R0) which is chosen uniformly at random from
all disjoint pairs of subsets of [N ] of sizes (B0, R0). Denote by X0 and Y0 the half-edges
corresponding to vertices in B0 and R0 respectively, that is X0 = ∪i∈B0H(i) and Y0 =
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∪i∈R0H(i). Set the uncolored and explored half-edges initially as Z0 =
(X0 ∪ Y0)c and
W0 = ∅.
ii) At every time step n ≥ 0 choose a half edge x in Xn ∪ Yn, the ones in Xn with probability
proportional to β, and the ones in Yn with probability proportional to ρ. Match the chosen
half edge to a uniformly chosen half edge y in Xn ∪ Yn ∪ Zn\{x}. Make x and y explored.
Let i, j ∈ [N ] be such that x ∈ H(i) and y ∈ H(j). If y ∈ Zn then color all the half-edges in
H(j) with the color of x. More precisely, if x ∈ Xn set
Xn+1 = Xn ∪H(j)\{x, y}, Yn+1 = Yn, Zn+1 = Zn\H(j), if y ∈ Zn,
Xn+1 = Xn\{x, y}, Yn+1 = Yn, Zn+1 = Zn, if y ∈ Xn,
Xn+1 = Xn\{x}, Yn+1 = Yn\{y}, Zn+1 = Zn, if y ∈ Yn,
andWn+1 =Wn∪{x, y} in every case. If x ∈ Yn proceed analogously. Connect vertices i and
j with an edge and color this edge in the color of i (same as the color of x). If j is uncolored,
color it into the color of i as well. More precisely set
Bn+1 = Bn, Rn+1 = Rn, if j ∈ Bn ∪Rn (⇔ y ∈ Xn ∪ Yn),
Bn+1 = Bn ∪ {j}, Rn+1 = Rn, if j /∈ Bn ∪Rn (⇔ y /∈ Xn ∪ Yn), and i ∈ Bn (⇔ x ∈ Xn),
Bn+1 = Bn, Rn+1 = Rn ∪ {j}, if j /∈ Bn ∪Rn (⇔ y /∈ Xn ∪ Yn), and i ∈ Rn (⇔ x ∈ Yn).
iii) Stop the algorithm when Xn = Yn = ∅.
Note the algorithm can fail to color the whole graph only if, for some n, we have Xn = Yn = ∅ and
Zn 6= ∅. This is consistent with the fact that random d-regular graph may fail to be connected,
and if all the initial colored vertices are in a single connected component, the CFPP process will
not color all the vertices. However, for any d ≥ 3 the probability of this event converges to 0, as
N →∞, see [10, 35]. As all our results hold asymptotically as N →∞ this will not be an issue.
By Xn, Yn and Zn denote the sizes of Xn, Yn and Zn respectively. Denoting M = X0+Y0+Z0,
and observing that at each time two half-edges become inactive we have either Xn + Yn + Zn =
M − 2n or Xn + Yn = 0. The process (Xn, Yn, Zn) is a Markov chain with the following transition
probabilities (given Xn + Yn > 0)
P(Xn+1 = Xn + d− 2, Yn+1 = Yn, Zn+1 = Zn − d) = βXn
βXn + ρYn
Zn
Xn + Yn + Zn − 1
P(Xn+1 = Xn, Yn+1 = Yn + d− 2, Zn+1 = Zn − d) = ρYn
βXn + ρYn
Zn
Xn + Yn + Zn − 1
P(Xn+1 = Xn − 2, Yn+1 = Yn, Zn+1 = Zn) = βXn
βXn + ρYn
Xn − 1
Xn + Yn + Zn − 1
P(Xn+1 = Xn, Yn+1 = Yn − 2, Zn+1 = Zn) = ρYn
βXn + ρYn
Yn − 1
Xn + Yn + Zn − 1
P(Xn+1 = Xn − 1, Yn+1 = Yn − 1, Zn+1 = Zn) = (ρ+ β)XnYn
(βXn + ρYn)(Xn + Yn + Zn − 1) .
If at some point Xn0 + Yn0 = 0 and Zn0 > 0 set Xn = Xn0 , Yn = Yn0 and Zn = Zn0 for all n ≥ n0.
The advantage of this coupling is that the process (Bn, Rn) can be studied through the process
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(Xn, Yn, Zn). This process in turn, is completely described by the above transition probabilities.
Indeed, most of the technical work in this chapter is devoted to establishing maximal inequalities
for the process (Xn, Yn, Zn).
Next we justify the coupling, that is explain why the CP process produces the graph with the set
of blue and red vertices, which is equal in distribution to (G,Bfin,Rfin) produced by first generating
a random regular graph G and then running MCFPP on it (denote this by CM×MCFPP). Denote
by An the cluster formed by the colored edges and colored vertices at time n in CM×MCFPP and
by A′n the cluster formed by the colored edges and colored vertices at time n in CP (both An and
A′n contain the information about the color of each edge and vertex). It suffices to show that An
and A′n have the same distribution for every n. We show this inductively. For n = 0 the claim is
obvious, as both A0 and A
′
0 consist of uniform disjoint subsets of [N ] of prescribed size colored
blue and red respectively, and all the edges are uncolored. Condition on some realization A′n = A.
Observe that the probability that A′n+1 is formed by connecting a vertex i ∈ A to an uncolored
vertex is given by
τEn(i)
βXn + ρYn
d
M − 2n− 1 ,
where τ = β if i is blue and τ = ρ if i red, and En(i) is the number half-edges incident to i and not
present in A (that is |(Xn ∪ Yn) ∩H(i)|).
To study the same conditional probability for CM×MCFPP observe that the event {An = A}
happens if and only if the graph generated by CM supports the cluster A, and MCFPP on this
graph generates A in the n-th step. The event that An+1 is formed by joining a vertex i ∈ A with
an uncolored vertex j happens if and only if CM produces a graph in which there is N ≥ 1 edges
connecting i and j (as j is uncolored, such edges can not be a part of the cluster A), and in the
next step MCFPP spreads along one of these edges. For any of the En(i) half-edges, conditioned
on {An = A}, the probability it gets matched to a half-edge in H(j) is simply d/(M −n−1). Thus
E(N |An = A) = dEn(i)/(M − 2n− 1). On the other hand, since Xn and Yn are simply numbers of
active half-edges emanating from blue and red colored vertices in A respectively, given N = k the
conditional probability that MCFPP spreads along one of these edges is simply τk/(βXn + ρYn).
Thus the probability of the observed event in CM×MCFPP is
En(i)∑
k=1
τkP(N = k)
βXn + ρYn
=
τE(N)
βXn + ρYn
=
τEn(i)
βXn + ρYn
d
M − 2n− 1 .
Similar calculations show that the conditional probabilities agree for the events that j is already
chosen red or blue.
The situation when one process starts earlier than the other is handled in almost exactly the
same way. The initial dynamics, when only one process grows, can be described throught stage 0
of the CP process defined below. In this stage all the variables will be denoted with the superscript
0. First observe that the above coupling makes sense even if R0 = ∅. To generate random subsets
(B0,R0) as in Definition 2.2 simply run CP with B00 as a uniformly chosen subset of [N ] of size k0,
R00 = ∅ until B0k grows to the prescribed size B0. More precisely, we define the stage 0 of CP as
follows.
i) Take B00 as a uniformly chosen subset of [N ] of size k0, R00 = ∅, X 00 = ∪i∈B00H(i), Y00 = ∅,
Z00 = (X 00 )c, W00 = ∅.
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ii) Run CP with the above initial conditions.
iii) Stop CP at T when |B0T | = B0. Set B0 = B0T , X0 = X 0T , W0 =W0T .
By the strong Markov property, CP for the initial conditions when (B0,R0) is chosen as a uniform
subset of size (B0, R0), with B0 center of size k0 goes as follows
i) Run stage 0 of CP.
ii) Take B0, X0 and W0 as produced in stage 0, R0 as a uniform subset of Bc0 of size R0,
Y0 = ∪i∈R0H(i) and Z0 =
(X0 ∪ Y0 ∪W0)c.
iii) Run CP with the initial conditions from ii).
As in the usual CP we denote the sizes of corresponding sets by the same letter in the normal font
and set M = X0 + Y0 + Z0 = dN −W0.
The following result shows how one can estimate the final sizes simply from X0 = |X0| and
Y0 = |Y0|. From this theorem we will derive all our results about the competing process on the
random regular graph. Note that the notation x = (1± ε)y means that (1− ε)y ≤ x ≤ (1+ ε)y. As
usual a property holds asymptotically almost surely if it’s probability converges to 1 as N → ∞.
A more careful of the analysis of the proofs of the following two theorems shows that the rate at
which the probabilities converge to zero does not depend on the initial values of X0, Y0, except
through the sequence LM .
Theorem 3.1. Let (LN ) be a sequence converging to ∞. Assume that in a CP process, with
the admissible initial conditions, sequences X0 = X0(N), Y0 = Y0(N) and Z0 = Z0(N) satisfy
min(X0, Y0) ≥ LN and (X0 + Y0)/M → 0. When β = ρ, for any ε > 0 with probability converging
to 1 (as N →∞) we have
Rfin −R0 = (1± ε) Y0M
d(X0 + Y0)
. (3.1)
When β 6= ρ, for any ε > 0 with probability converging to 1 (as N →∞) we have
Rfin −R0 = (1± ε)M
d
∫ 1
0
φ−1β,ρ
(
MX
ρ
β−ρ
0 Y
β
ρ−β
0
(
t1/d − t1−1/d
))
dt. (3.2)
Here φ−1β,ρ : R
+ → (0, 1) is an inverse of a one-to-one function defined as
φβ,ρ(s) =
( βs
ρ(1− s)
) ρ
ρ−β
+
(ρ(1− s)
βs
) β
β−ρ
. (3.3)
Under the same assumptions we have the analogous result for the boundary. Note that D0
denotes the size of the boundary in possibly partially constructed initial graph.
Theorem 3.2. Let the assumptions in Theorem 3.1 hold. For β = ρ and every ε > 0 with
probability converging to 1 (as N →∞) we have
Dfin −D0 = (1± ε)M (d− 2)X0Y0
d(X0 + Y0)2
(3.4)
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For β 6= ρ and every ε > 0 with probability converging to 1 (as N →∞) we have
Dfin −D0 = (1± ε)M
2
∫ 1
0
(
1− td/2−1
)
κβ,ρ ◦ φ−1β,ρ
(
MX
ρ
β−ρ
0 Y
β
ρ−β
0
(
t1/2 − t(d−1)/2
))
dt, (3.5)
where κβ,ρ(t) =
(β+ρ)t(1−t)
βt+ρ(1−t) and φβ,ρ is as in (3.3).
It doesn’t seem to be possible to simplify the expressions in (3.2) and (3.5). Of course, one
could replace the expressions under the inverse function φβ,ρ and redefine φβ,ρ to obtain equivalent
formulas. However, this formulation seems to be very convenient as the expressionX
ρ/(β−ρ)
0 Y
β/(ρ−β)
0
remains unchanged if we switch the roles of the processes (B,R) and change the parameters (β, ρ) to
(ρ, β). On the other hand, just as one expects φβ,ρ(s) = φρ,β(1−s) which gives φ−1β,ρ(t) = 1−φ−1ρ,β(t)
and κβ,ρ(t) = κρ,β(1− t).
To prove the main theorems from Theorem 3.1 one needs to relate X0 and Y0 to B0 and R0.
In the setting of Theorem 2.4 when (B0,R0) are chosen uniformly, this is trivial as X0 = dB0 and
Y0 = dR0. However, when the (1 + o(1)) concentration fails this can become more complicated.
This is the content of the following section which, deduces Theorems 2.4 to 2.7 from Theorems 3.1
and 3.2. Having done enough preparation these proofs will be very short. Note, that the proofs of
parts of Theorem 2.7 follow verbatim the short proofs of the corresponding statements of boundary
sizes, so they will be omitted.
4 Deducing the main theorems
First we start with simple technical remarks that will be of use in our estimates.
Remark 4.1. Let (Pn)n≥0 be a Markov process adapted to the filtration (Fn), such that P0 = 0,
Pn+1 − Pn ∈ {0, 1}, and let τ be a stopping time adapted to the same filtration. Let σ be the first
index k such that Pk−Pk−1 = 0. If on the event {τ > k}∩{σ > k} we have P(Pk+1−Pk = 1|Fk) ≥
1− δk, then a simple induction in n shows that
P(Pn = n) ≥
n∏
k=1
(1− δk)− P(τ ≤ n) ≥ 1−
n∑
k=1
δk − P(τ ≤ n). (4.1)
If on the other hand, on the event {τ > k} we have P(Pk+1 − Pk = 1|Fk) = (1 ± ε)pk, then
Pn can be stochastically dominated from below by (Y1 + · · · + Yn)1{τ>n}, and from above by
Z1 + · · · + Zn + n1{τ≤n}, where Yk are iid Bernoulli with parameters (1 − ε)pk, and Zk are iid
Bernoulli with parameters (1 + ε)pk, both independent of τ . In particular, by Chebyshev bound
P(Pn = (1± 2ε)
n∑
k=1
pk) ≥ 1− 1 + ε
ε2(1− ε)∑nk=1 pk − P(τ ≤ n). (4.2)
Finally observe E(Pτ∧n) ≤ (1 + ε)
∑n
k=1 pk.
The probability that the process (Xn, Yn, Zn) gets “stuck” at some point due to running out
of active half-edges has probability converging to zero, as N → ∞. This is due to the fact that
the random graph generated by the configuration model is connected with probability converging
to 1 (see also Theorem 4.6). Since the convergence in our results is either in distribution or in
probability, we can assume in the proofs that the process does not get stuck. This is justified by
the above remark, because the time when the active half-edges run out is a stopping time.
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Remark 4.2. As mentioned, conditioned on the event that the random graph generated by the con-
figuration model is simple, it’s law is exactly that of a random regular graph. Since the probability
that the generated graph is simple converges to e(1−d
2)/4, we don’t worry about this conditioning
in the proofs of claims which hold with probability converging to 1 (as N →∞). However, we have
to be somewhat more careful when proving convergence in distribution (as in Theorems 2.5 to 2.7).
To prove these results we will run the process up to the (possibly random) time T which is large
compared to the sizes of initial components X0 and Y0, but still small compared to the total size of
the graph M , that is, as M →∞ we have XT , YT →∞, (X0+Y0)/T → 0 and T/M → 0, where all
convergences are uniform. Then we prove that at this time T , the coefficient MX
ρ/(β−ρ)
T Y
β/(ρ−β)
T
appearing in (3.2) and (3.5) converges in distribution. To finish the proof, we will invoke the con-
centration results from Theorems 3.1 and 3.2. Indeed it is a simple observation that this implies
the convergence in distribution for the random graph generated by the configuration model. The
fact that conditioning on the event that this random graph is simple does not change the limiting
distribution, follows from the following two facts: with probability converging to 1 there are no
loops or double edges generated up to time T ; conditioned on the realization of the configuration
model at time T , the probability of generating a simple graph converges to e(1−d
2)/4. The first
claim is straightforward from the fact that at each step the probability of creating a loop or a
double edge is bounded from above by C/M (where the constant C depends only on d) and that
T/M → 0. To justify the second claim, observe that at time T we have (1−o(1))N of vertices with
all d half-edges unmatched, and o(1)N vertices which have at least one (and no more than d− 1)
half-edges unmatched. Then, we only need to argue that a probability that a configuration model
which starts with (1−o(1))N vertices of degree d and o(1)N vertices of degree less than d, generates
a simple graph with probability converging to e(1−d
2)/4. Indeed, under rather general assumptions
the probability that a uniformly sampled multigraph with n vertices and vertex degrees (di)1≤i≤n
is asymptotically equal to
exp
(
1
4
− 1
4
(∑n
i=1 d
2
i∑n
i=1 di
)2)
,
see Theorem II.16 in [10], which implies the second claim.
If one of the initial sets, say B0, is assumed to have a small center then we still have Y0 = dR0.
However, to estimate X0 one needs to understand the evolution of the number of active edges,
in the stage 0 of CP when only the blue set evolves. The small center assumption yields X0 =
(1 + o(1))(d − 2)B0 with high probability, see Lemma 4.7 below.
First we introduce the notion of an urn model that will be used throughout the chapter.
Definition 4.3. We say that a process (Sn, Zn)n adapted to a filtration (Fn) is a Po´lya urn process
with a replacement matrix A =
(
a11 a12
a21 a22
)
if conditioned on Fn and on the event {Sn ≥ 0, Zn ≥
0, Sn + Zn > 0}, with probability Sn/(Sn + Zn) we have (Sn+1, Zn+1) = (Sn, Zn) + (a11, a12) and
otherwise (Sn+1, Zn+1) = (Sn, Zn) + (a21, a22).
Remark 4.4. The process (Xn, Yn) such that (Xn+1, Yn+1) = (Xn + a1, Yn), with the probability
α1Xn/(α1Xn + α2Yn) and (Xn+1, Yn+1) = (Xn, Yn + a2) otherwise, can be thought of as an urn
process in which we draw balls with different weights. It is easy to observe that the process
(Sn, Zn) = (α1Xn, α2Yn) is indeed an urn process with S0 = α1X0, Z0 = α2Y0 and the replacement
matrix
(
α1a1 0
0 α2a2
)
.
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From the jump probabilities of (Xn, Yn, Zn) we immediately obtain the following lemma, which
is true even in the stage 0 of CP, that is for Y0 = 0.
Lemma 4.5. The process (Zn,Xn + Yn − 1) is an urn model with the replacement matrix
A =
( −d d− 2
0 −2
)
.
The following result will be used extensively throughout the paper. Having in mind Lemma
4.5, and the fact that Xn, Yn, Zn pertain their values after the process is stopped due Xn+Yn = 0,
it follows directly from Theorems 1.1 and 1.4 in [1].
Theorem 4.6. For any ε > 0 and any sequence (LM ) converging to ∞ there exists a sequence δM
(which doesn’t depend on X0 and Y0), such that in the CP model started with X0 blue and Y0 red
half-edges and Z0 =M −X0 − Y0 uncolored half-edges, for any ε > 0 the events{
Zn = (1± ε)Z0(1− 2n/M)d/2, for all 0 ≤ n ≤ M
2
(
1− LM
Z
2/d
0
)}
,
{
Zn = 0, for all n ≥ M
2
(
1− 1
Z
2/d
0 LM
)}
,
and {
Xn + Yn = (1± ε)
(
(M − 2n)− Z0(1− 2n/M)d/2
)
, for all 0 ≤ n < M/2
}
have probabilities at least 1− δM .
The following lemma relates the number of final number number of colored half-edges and
colored vertices in the stage 0 of CP. This is relevant since the natural initial parameter B0 appearing
in the statements of main theorems, has to be replaced by X0 for the application of theorems 3.1
and 3.2. The lemma is a trivial consequence that in stage 0 of CP, in most steps we are coloring
new vertices and thus increase the value of X0n by d− 2 and the value of B0n by 1.
Lemma 4.7. Assume that (B0,R0) = (B0(N),R0(N)) is a sequence of uniform subsets of size
(B0, R0) with B0 of small center (as in Definition 2.2) and limN B0/N = 0. Then, for any ε > 0
the probability that the stage 0 of CP that generates B0 ends with
X0 = (1± ε)(d − 2)B0,
converges to 1, as N →∞.
Proof. Recall the notation from the definition of stage 0 of CP. If at the n-th step of stage 0 CP
we spread to a new vertex then we have B0n+1 = B
0
n + 1 and X
0
n+1 = X
0
n + d − 2. Otherwise,
B0n+1 = B
0
n and X
0
n+1 = X
0
n − 2. This leads to a simple deterministic relation
X0n −X00 = d(B0n −B00)− 2n. (4.3)
By the definition of stage 0 of CP we have B0/X
0
0 → ∞. Next we will show that for every ε > 0
there exists δ > 0 such that for any sequence LN →∞
X0n −X00 = (1± ε)(d − 2)n, for all X00LN ≤ n ≤ δN, (4.4)
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has probability which converges to 1, as N →∞. Actually we don’t need the lower bound X00LN
on n here, (see the proof of Theorem 2.5) but this will suffice for our needs in this lemma. By (4.3)
the event in (4.4) implies
B0n −B00 = (1± ε)n, for all X00LN ≤ n ≤ δN. (4.5)
The lower bound above can reach the value of (1 − ε)δN and since limN B0/N = 0, for N large
enough we have B0 < (1 − ε)δN . Also taking Ln so that X00LN/B0 → 0, the inequality in (4.5) is
also true for n = T and since B0 = B
0
T
lim
N→∞
P
(
B0 −B00
1 + ε
≤ T ≤ B0 −B
0
0
1− ε
)
= 1.
Then n = T in (4.3) gives that with the probability converging to 1
(B0 −B00)
(
d− 2
1− ε
)
≤ X0 −X00 ≤ (B0 −B00)
(
d− 2
1 + ε
)
.
Since ε > 0 is arbitrary, X00 = dB
0
0 and B
0
0/B0 → 0 the claim follows.
Thus we are left to prove the claim in (4.4). Since Y 00 = 0, we have Y
0
n = 0 for all n, and
Theorem 4.6 implies that for every ε > 0
X0n = (1± ε)
(
(M0 − 2n)− Z00 (1− 2n/M0)d/2
)
, for all 0 ≤ n < M0/2,
with the probability converging to 1. Recalling that Z00 = M
0 − X00 the above event yields that
X0n −X00 is at least
(1− ε)(M0 − 2n)
(
1−
(
1− 2n
M0
)d/2−1)−X00
(
1−
(
1− 2n
M0
)d/2)− εX00 ,
and at most
(1 + ε)(M0 − 2n)
(
1−
(
1− 2n
M0
)d/2−1)
+ εX00 .
As M0/N → d, we can choose δ small enough so that for all 0 ≤ n ≤ δN we have
(1− ε/2) λn
M0
≤ 1−
(
1− 2n
M0
)λ/2 ≤ (1 + ε/2) λn
M0
,
for λ = d − 2 and λ = d. Using these inequalities, recalling X00 is constant and reducing δ if
necessary yields (4.4).
To deduce Theorems 2.4 to 2.7 we also need the following estimates on the function φ−1β,ρ.
Lemma 4.8. Let β 6= ρ and the function φβ,ρ : (0, 1) → R+ as in (3.3). Then φβ,ρ is one-to-one
and onto and there are constants c1 < c2 such that the inverse function φ
−1
β,ρ : R
+ → (0, 1) satisfies
c1
(
s(ρ−β)/β ∧ 1
)
≤ φ−1β,ρ(s) ≤
(
c2s
(ρ−β)/β
)
∧ 1.
Moreover,
φ−1β,ρ(s)
s(ρ−β)/β
→ ρ
β
,
{
as s→∞, for β > ρ,
as s→ 0, for ρ > β.
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Proof. For β > ρ the function φβ,ρ is decreasing and φβ,ρ(1) = 0 and limt↓0
φβ,ρ(t)
tβ/(ρ−β)
= (ρ/β)β/(β−ρ).
Therefore φ−1β,ρ is decreasing with φ
−1
β,ρ(0) = 1 and lims→∞
φ−1β,ρ(s)
s(ρ−β)/β
= ρβ . This proves the claim for
β > ρ. For β < ρ the function φβ,ρ is increasing with φβ,ρ(0) = 0, limt↓0
φβ,ρ(t)
tβ/(ρ−β)
= (ρ/β)β/(β−ρ) and
limt↑1 φβ,ρ(t) = ∞. This implies that φ−1β,ρ is also increasing and φ−1β,ρ(0) = 0, lims↓0
φ−1β,ρ(s)
s(ρ−β)/β
= ρβ
and lims→∞ φ
−1
β,ρ(s) = 1, which is enough to deduce the claim in the case β < ρ.
Lemma 4.9. For any ε > 0 there exist a δ > 0 such that t = (1± δ)s implies both
φ−1β,ρ(t) = (1± ǫ)φ−1β,ρ(s) and 1− φ−1β,ρ(t) = (1± ǫ)(1− φ−1β,ρ(s)).
In other words, log φ−1β,ρ and log(1− φ−1β,ρ) are both uniformly continuous on R+.
Proof. For the first inequality we need to show that for any ε > 0 there is a δ > 0 such that
x/y > 1 + δ implies that φβ,ρ(x)/φβ,ρ(y) is either larger than 1 + ε or smaller than 1 − ε. This
holds since this is true when φβ,ρ is replaced by either of the two summands on the right hand side
of (3.3). For the second claim use the symmetry φ−1ρ,β(t) = 1− φ−1β,ρ(t).
The following corollary clarifies the asymptotic behavior of Rfin−R0. Note that s∧t = min(s, t).
Corollary 4.10. Let the assumptions in Theorem 3.1 hold. Then there are constants c and C such
that with probability converging to 1 (as N →∞)
c
Y0/M
(X0/M)ρ/β
∧ c ≤ Rfin −R0
M/d
≤ C Y0/M
(X0/M)ρ/β
∧ 1. (4.6)
Moreover, if β 6= ρ and (Y0/M)β(X0/M)ρ converges to zero, then with probability converging to 1
Rfin −R0
M/d
= (1± ε) ρY0/M
β(X0/M)ρ/β
∫ 1
0
(
t1/d − t(d−1)/d
)ρ/β−1
dt. (4.7)
Proof. First we prove (4.6). For β = ρ the inequalities in (4.6) with C = 1 and c = 1/2 are easy to
check from (3.1), so we focus on the case β 6= ρ. By (3.2) and Lemma 4.8 we have
c1
∫ 1
0
Mρ/β−1Y0
X
ρ/β
0
(
t1/d − t(d−1)/d
)ρ/β−1 ∧ 1 dt ≤ Rfin −R0
M/d
≤
∫ 1
0
c2
Mρ/β−1Y0
X
ρ/β
0
(
t1/d − t(d−1)/d
)ρ/β−1 ∧ 1 dt.
The trivial inequality Rfin − R0 ≤ M/d yields 1 for the upper bound in (4.6), and the constant
lower bound in (4.6) is obvious. For other bounds in (4.6), it suffices to show that∫ 1
0
(
t1/d − t(d−1)/d
)ρ/β−1
dt (4.8)
is bounded from above and below by strictly positive constants depending on ρ/β and d only. This
follows from the fact that the function under the integral is integrable on (0, 1) and bounded away
from zero on the interval [1/2, 3/4].
To prove (4.7) observe that the condition implies that MX
ρ/(β−ρ)
0 Y
β/(ρ−β)
0 →∞, for β > ρ and
MX
ρ/(β−ρ)
0 Y
β/(ρ−β)
0 → 0, for β < ρ, and apply Lemma 4.8 and dominated convergence theorem.
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In the same way we get the analogous estimates on the boundary. Bounds for the size of the
boundary analogous to those in (4.6) are straightforward from (4.6), as random regular graphs are
expanders asymptotically almost surely, so we present the analogues of (4.7).
Corollary 4.11. Let the assumptions in Theorem 3.1 hold. Then with probability converging to 1
Dfin = (1± ε)β + ρ
β
Y0
(X0/M)ρ/β
∫ 1
0
(
t− td−1
)ρ/β
dt. (4.9)
when β 6= ρ and (Y0/M)β(X0/M)ρ converges to zero.
Proof. Applying Dominated convergence theorem as in the proof of the second part of Corollary
4.10 and the fact that limt→0 κβ,ρ(t)/t = (β + ρ)/ρ we get
Dfin = (1± ε)β + ρ
2β
Y0
(X0/M)ρ/β
∫ 1
0
(
1− td/2−1
)(
t1/2 − t(d−1)/2
)ρ/β−1
dt.
Formula (4.9) is obtained by substituting the integration variable with t1/2.
Now we are ready to prove Theorem 2.4. Proof of Theorem 2.7 part i) is identical and will be
omitted.
Proof of Theorem 2.4. In the setting of Theorem 2.4 we have (X0, Y0) = (dδBB0, dδRR0), M/N →
d and Z0/M → 1. The existence of sequences (B,R) is straightforward from Theorem 3.1, and
their estimates from (4.6). The formulas for B and R in the case β = ρ follow from (3.1) and the
fact that (B0 +R0)/N → 0. The formulas in the case β 6= ρ follow from (4.7).
To prove Theorem 2.5 we compare the process (Xn, Yn) from the coupled process CP to an
urn model. For the case of equal rates β = ρ, recall that in the Po´lya urn process (Sn, Zn)
with the replacement matrix
(
α 0
0 α
)
random variable Sn/(αn) converges in distribution to
Beta(S0/α,Z0/α). If the rates are different, we use the following result by Svante Janson (part of
Theorem 1.4 in [34]).
Theorem 4.12 (Janson). Consider the Po´lya urn process (Sn, Zn) with the replacement matrix(
α 0
0 δ
)
, where α > 0, δ > 0, S0 > 0 and Z0 > 0. Let U ∼ Γ(S0/α, 1) and V ∼ Γ(Z0/δ, 1) be two
independent random variables with Gamma distribution and parameters S0/α and Z0/δ respectively.
If α < δ then in distribution
Sn
nα/δ
→ α U
V α/δ
.
Now we prove Theorem 2.5. Again the proof of Theorem 2.7 ii) is analogous and will be omitted.
Proof of Theorem 2.5. Consider the process (Xn,1, Yn,1) such that (X0,1, Y0,1) = (dB0, dR0) and
that (Xn+1,1, Yn+1,1) = (Xn,1 + d − 2, Yn,1) happens with probability βXn,1/(βXn,1 + ρYn,1), and
(Xn+1,1, Yn+1,1) = (Xn,1, Yn,1 + d − 2) otherwise. First we show that we can couple the pro-
cesses (Xn, Yn) and (Xn,1, Yn,1) so that with probability converging to 1, as M → ∞, we have
(Xn, Yn) = (Xn,1, Yn,1) for all 0 ≤ n ≤ M1/4. The construction of the coupling is simple: we set
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(Xn+1,1, Yn+1,1) = (Xn,1 + d− 2, Yn,1) if in the step ii) of CP process the first chosen half-edge was
blue (that is in Xn) and we set (Xn+1,1, Yn+1,1) = (Xn,1, Yn,1+d−2) otherwise. Then we have that
(Xn, Yn) = (Xn,1, Yn,1) if for all k ≤ n, in the step ii) of the k-th round of CP we colored a new
vertex, (in other words coupled a half-edge in Zn). The conditional probability that this does not
happen is
βXk(Xk − 1) + ρYk(Yk − 1) + (β + ρ)XkYk
(βXk + ρYk)(Xk + Yk + Zk − 1) ≤ 2
Xk + Yk
Xk + Yk + Zk − 1 ≤
4(d − 2)
M3/4
.
Here we used the fact that Xn + Yn can increase by at most d− 2 and the sum Xn + Yn + Zn can
decrease by at most 2. Now the probability that in each of the first M1/4 rounds of CP we color a
new vertex is bounded from below by
1−M1/4 4(d− 2)
M3/4
,
which converges to 1 as M →∞. Set n(M) to be the integer part of M1/4. In the case β = ρ, beta
convergence of equal rate Po´lya urns yields that in distribution
Yn(M)
Yn(M) +Xn(M)
→W.
Stopping the CP process at n(M), and starting it again with the initial Xn(M) and Yn(M), apply the
Markov property and Theorem 3.1 to get the claim. The proof for the different rates is analogous,
if one uses non-balanced urn result in Theorem 4.12 and Remark 4.4 to get that for ρ < β
ρYn(M)
(Xn(M)/(d− 2))ρ/β
→ ρ(d− 2) U
V ρ/β
.
In both the balanced (β = ρ) and the unbalanced case (β 6= ρ) the application of Theorem 3.1 is
justified, as with probability converging to 1, we have that both Xn(M) →∞ and Yn(M) →∞.
Theorem 4.12 can not be directly applied in the setting of Theorem 2.6. We will need the
following lemma, which holds for all values of β and ρ.
Lemma 4.13. Assume that X0 = X0(M) is constant and that Y0 = Y0(M) converges to ∞ as
M → ∞, so that Y0/M → 0. Then there exists a sequence LM → ∞ such that for the stopping
time τ defined as the first k for which Xk ≥ X0Lβ/ρM or Yk ≥ Y0LM , we have the convergence in
distribution
Xτ
(Yτ/Y0)β/ρ
→ Γ
( X0
d− 2 ,
1
d− 2
)
,
as M →∞.
First we show how to use the above lemma to prove Theorem 2.6. Yet again the proof of
Theorem 2.7 iii) is analogous and will be omitted.
Proof of Theorem 2.6. The proof proceeds along the same steps as the proofs of Theorems 2.4 and
2.5. In particular, we stop the process at the stopping time τ , restart and use strong Markov
property. Simply observe that by Lemma 4.13 that both β > ρ and R0N
ρ/β/N → 0 imply that
(Yτ/M)β
(Xτ/M)ρ
→ 0 and that either β ≤ ρ or both β > ρ and (N/R0)β/ρ/N → 0 imply that (Xτ/M)
ρ
(Yτ/M)β
→ 0.
In the former case use (4.7), and in the latter case use it’s analog for the blue process.
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To prove Lemma 4.13 we need the following corollary of Theorem 4.12. First say that a process
(Sn, Zn)n is a Po´lya urn process with a replacement matrix A and with respect to a filtration (Fn)
if the conditional probability of (Sn+1, Zn+1) given Fn agrees with that of a Po´lya urn process with
replacement matrix A.
Corollary 4.14. Consider a Po´lya urn process (Sn, Zn)n with the replacement matrix
(
α 0
0 δ
)
,
where α > 0, δ > 0 and with respect to a filtration (Fn). Let (LM ), (LM,S) and (LM,Z) be three
sequences converging to ∞ as M → ∞, let S0 = S0(M) > 0 be fixed and let Z0 = Z0(M) ≥ LM .
Let τ be a (almost surely finite) stopping time such that P(Sτ < S0LM,S, Zτ < Z0LM,Z) = 0. Then
Z
α/δ
0
Sτ
Z
α/δ
τ
→ Γ(S0/α, 1/α),
in distribution, as M →∞.
Proof. Define U and V as Γ(S0/α, 1) and Γ(Z0/δ, 1) distributed independent random variables.
Furthermore conditioned on Fτ take U ′ and V ′ to be Γ(Sτ/α, 1) and Γ(Zτ/δ, 1) distributed in-
dependent random variables. Recall that the Gamma distribution Γ(m, 1) has mean and variance
equal tom, which by Chebyshev inequality implies that for any ε the probability that a Γ(m, 1) ran-
dom variable is in the interval ((1−ε)m, (1+ε)m) converges to 1, as m→∞. Since Zτ ≥ Z0 ≥ LM ,
this concentration holds for both V and V ′ (m = Z0/δ and m = Zτ/δ, respectively), implying there
is a sequence ρM,ε (depending only on (LM )) such that limM→∞ ρM,ε = 0, and
P((1− ε/2)Z0/δ ≤ V ≤ (1 + ε/2)Z0/δ) ≥ 1− ρM,ε (4.10)
and
P((1− ε/2)Zτ/δ ≤ V ′ ≤ (1 + ε/2)Zτ /δ|Fτ ) ≥ 1− ρM,ε. (4.11)
Next we show that for any x > 0 and ε > 0 there is a sequence (λM,ε)M converging to 0 such
that
P
(
U ′
V ′α/δ
≤ (1 + ε) x/α
(Z0/δ)α/δ
∣∣∣∣Fτ
)
≥ 1− λM,ε, on the event
{
Sτ
Z
α/δ
τ
≤ x
Z
α/δ
0
}
(4.12)
and
P
(
U ′
V ′α/δ
≥ (1− ε) x/α
(Z0/δ)α/δ
∣∣∣∣Fτ
)
≥ 1− λM,ε, on the event
{
Sτ
Z
α/δ
τ
≥ x
Z
α/δ
0
}
. (4.13)
On the event Sτ ≥ (S0LM,S)∧Lα/(2δ)M,Z (4.12) and (4.13) follow from (4.11) and the analogous bound
for U ′. If Sτ < (S0LM,S)∧Lα/(2δ)M,Z then we have Zτ ≥ Z0LM,Z and, since SτZ−α/δτ ≤ Z−α/δ0 L−α/(2δ)M,Z ,
we only need to prove (4.12). This then follows from the fact that U
′
V ′α/δ
> (1 + ε) x/α
(Z0/δ)α/δ
implies
either
V ′ ≤ (1− ε)Zτ
δ
, or U ′ ≥ (1 + ε)x
α
((1− ε)LM,Z)α/δ .
The first event has probability bounded from above by ρM,ε and the second one, by Markov in-
equality, has probability at most
Sτ
(1 + ε)x((1 − ε)LM,Z)α/δ
≤ 1
(1 + ε)x((1 − ε)L1/2M,Z)α/δ
,
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which converges to zero as M →∞. This proves (4.12) and (4.13).
If α < δ then, by Theorem 4.12, conditionally on Fτ the random variable (n−τ)−α/δSn converges
in distribution to αU ′V ′−α/δ, as n→∞. In particular, by (4.12) we have
lim inf
n→∞
P
(
Sn
(n− τ)α/δ ≤ (1 + ε)
x
(Z0/δ)α/δ
∣∣∣∣Fτ
)
≥ 1− λM,ε, on the event
{
Sτ
Z
α/δ
τ
≤ x
Z
α/δ
0
}
.
Integrating over this event and using Fatou’s lemma one easily gets
P
(
Sτ
Z
α/δ
τ
≤ x
Z
α/δ
0
)
≤ (1− λM,ε)−1 lim inf
n→∞
P
(
Sn
(n− τ)α/δ ≤ (1 + ε)
x
(Z0/δ)α/δ
)
≤ (1− λM,ε)−1 lim inf
n→∞
P
(
Sn
nα/δ
≤ (1 + ε) x
(Z0/δ)α/δ
)
Again, by Theorem 4.12, the probability on the right hand side converges to
P
(
αUV −α/δ ≤ (1 + ε)x(Z0/δ)−α/δ) ≤ P(αU ≤ (1 + ε)(1 + ε/2)α/δx) + ρM,ε.
Taking M →∞ and then ε to zero
lim sup
M→∞
P
(
Z
α/δ
0
Sτ
Z
α/δ
τ
≤ x
)
≤ P(αU ≤ x),
Using (4.13) and the fact that τ is finite almost surely, we can obtain the upper bound on
P
(
Z
α/δ
0
Sτ
Z
α/δ
τ
≥ x
)
in the same way which proves the claim when α < δ.
By using the same arguments as in the previous case, for δ < α, conditionally on Fτ the random
variable n−δ/αZn converges in distribution to δV
′U ′−δ/α and thus for a fixedM and n large enough
we have
P
( Sτ
Z
α/δ
τ
≤ x
Z
α/δ
0
)
≤ (1− λM,ε)−1 lim inf
n→∞
P
(
n−δ/αZn ≥ Z0
((1 + ε)x/α)δ/α
)
.
The probability on the right hand side above converges to P
(
δV U−δ/α ≥ Z0((1 + ε)x/α)−δ/α
)
which in turn is bounded by P(αU ≤ (1 + ε)1+α/δx) + ρM,ε. Taking M →∞ and ε→ 0 proves one
bound in this case. As before the other bound is proven in the same way.
The case α = δ is handled in exactly the same way. First note that the proofs of the inequalities
(4.12) and (4.13) are valid in this case as well. Use the Beta convergence in this case, and for that
note that Sτ/Zτ ≤ x/Z0 and Sτ/Zτ ≥ x/Z0 are equivalent to Sτ/(Sτ + Zτ ) ≤ x/(x + Z0) and
Sτ/(Sτ + Zτ ) ≥ x/(x+ Z0) respectively, and that U/(U + V ) and U ′/(U ′ + V ′) are distributed as
Beta(S0/α,Z0/α) and Beta(Sτ/α,Zτ /α) respectively.
Now we prove Lemma 4.13.
Proof of Lemma 4.13. Denote by σ1 the first time k that Xk < Xk−1 and for ε > 0 by σ2,ε the first
k such that there are at least εY0/d indices ℓ < k for which either Xℓ+1 6= Xℓ or Yℓ+1 < Yℓ. In the
first step we claim that we can choose the sequence LM so that
lim
M→∞
P(σ1 ∧ σ2,ε ≤ τ) = 0, (4.14)
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holds for all ε > 0.
Denote by k0 the integer part of 2X0L
β/ρ
M + 2Y0LM . By Theorem 4.6 we have that P(τ < k0)
converge to zero. Thus the claim will be proven if we find a sequence (LM ) such that P(σ1 ≤ τ ∧k0)
and P(σ2,ε ≤ τ ∧ k0) both converge to zero for any ε > 0.
First we show that we choose LM to grow slow enough so that P(σ1 ≤ τ ∧k0) converges to zero.
Given k < τ ∧ k0 the conditional probability that Xk+1 < Xk is equal to
βXk(Xk − 1) + (ρ+ β)XkYk
(βXk + ρYk)(Xk + Yk + Zk − 1) ≤
(1 + β/ρ)Xk
Xk + Yk + Zk − 1 ≤ (1 + β/ρ)
X0L
β/ρ
M
M − 2k0 .
Therefore, the expected number of indices k < τ ∧ k0 such that Xk+1 < Xk is bounded from above
by
k0(1 + β/ρ)
X0L
β/ρ
M
M − 2k0 ,
(see Remark 4.1) and it is a simple observation that we can choose LM to grow slow enough so
that the above expression converges to 0.
Define σ3 to be the first time k such that Yk ≤ Y0/2 and observe that since until the time σ2.ε
there are at most εY0/d indices k < τ ∧ k0 such that Yk+1 < Yk, so for ε small enough this will
force σ3 > σ2,ε. Therefore, for ε small the event {σ2,ε ≤ τ ∧ k0} is the same as {σ2,ε ≤ τ ∧ k0 ∧ σ3}.
Given k < τ ∧ k0 ∧ σ3 the conditional probability that Xk+1 6= Xk or Yk+1 < Yk is
βXk
βXk + ρYk
+
ρYk
βXk + ρYk
Xk + Yk
Xk + Yk + Zk − 1 ≤
(β + ρ)Xk
βXk + ρYk
+
Yk
Xk + Yk + Zk − 1 .
The right hand side can then be bounded from above by
(1 + β/ρ)
X0L
β/ρ
M
Y0
+
Y0LM
M − 2k0 − 1 ,
and so the expected number of indices k with the above property is no more than
(1 + β/ρ)k0
X0L
β/ρ
M
Y0
+ k0
Y0LM
M − 2k0 − 1 .
By Markov inequality the probability that there are more than εY0/d of such indices is at most
(1 + β/ρ)
dX0(X0 + Y0)L
1+2β/ρ
M
εY 20
+
d(X0 + Y0)L
2+β/ρ
M
ε(M − 2LM (X0 + Y0)− 1) ,
which converges to zero for any ε > 0 if LM is chosen to grow slow enough. This proves that claim
that one can choose LM so that (4.14) holds.
Now fix ε > 0. Now consider two processes (Xn,1, Yn,1) and (Xn,2, Yn,2) such that (X0,1, Y0,1) =
(X0, Y0) and (X0,2, Y0,2) = (X0, (1 − ε)Y0), and (Xn+1,i, Yn+1,i) = (Xn,i + d − 2, Yn,i) with the
probability βXn,i/(βXn,i + ρYn,i) and (Xn+1,i, Yn+1,i) = (Xn,i, Yn,i + d− 2) otherwise, for i = 1, 2.
We will show that there is a coupling of (Xn,1, Yn,1) and (Xn, Yn) such that Xk,1 ≤ Xk and Yk ≤ Yk,1
for all k < σ1∧σ2,ε and a coupling of of (Xn,2, Yn,2) and (Xn, Yn) such that Xk ≤ Xk,2 and Yk,2 ≤ Yk
also for all k < σ1 ∧ σ2,ε.
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To prove the existence of the couplings we proceed inductively. Clearly at k = 0 the desired
inequalities are satisfied. We will show that if the inequalities Xk,1 ≤ Xk and Yk ≤ Yk,1 are satisfied
and if k + 1 < σ1 ∧ σ2,ε then we can couple the next step of the processes so that Xk+1,1 ≤ Xk+1
and Yk+1 ≤ Yk+1,1. Assuming the inequalities hold at time k we can surely couple the processes so
that Xk+1,1 = Xk,1+ d− 2 implies that a blue half-edge is chosen in the first step of the transition
from (Xk, Yk) to (Xk+1, Yk+1). Therefore, if Xk+1,1 = Xk,1 + d − 2 and k + 1 < σ1 we have both
Xk+1 = Xk + d − 2 and Yk+1 = Yk and the inequalities Xk+1,1 ≤ Xk+1 and Yk+1 ≤ Yk+1,1 are
obvious. Furthermore, if Xk+1,1 = Xk,1 the inequalities Xk+1,1 ≤ Xk+1 and Yk+1 ≤ Yk+1,1 hold
since for k + 1 < σ1 we have Xk+1 ≥ Xk.
For the other coupling observe that the value of Yk−Yk,2 can decrease by at most d, and that the
decrease happens only when either Xk+1 6= Xk or Yk+1 < Yk (because otherwise Yk+1 = Yk+d−2).
Since, the number of such k’s up to time σ1 ∧ σ2,ε is no more than εY0/d and Y0 − Y0,2 = εY0, any
coupling will satisfy Yk,2 ≤ Yk for all k ≤ σ1 ∧ σ2,ε. Thus it suffices to construct the coupling so
that Xk+1 = Xk + d − 2 implies Xk+1,2 = Xk,2 + d − 2. This is shown using the same inductive
argument as before.
To end the proof define τ1 to be τ if Yτ ≥ Y0L1/2M and otherwise the smallest index k ≥ τ such that
Xk,1 ≥ X0Lβ/(2ρ)M . In the former case we have Yτ1,1 ≥ Y0,1L1/2M and in the latter Xτ1,1 ≥ X0,1Lβ/(2ρ)M .
As τ1 is clearly a stopping time with respect to the filtration Fn, by Corollary 4.14 we have that
Xτ1,1
(Yτ1,1/Y0,1)
β/ρ converges to (d− 2)Γ(X0/(d − 2), 1). For a fixed t and M large enough the event,
{
Xτ
(Yτ/Y0)β/ρ
≤ t
}
implies that Yτ ≥ Y0
√
LM (otherwise we have Xτ ≥ X0Lβ/ρM and Xτ(Yτ/Y0)β/ρ ≥ X0L
β/(2ρ)
M ), and thus
τ1 = τ . Combined with the inequalities from the coupling the above and the estimate (4.14), we
have
P
( Xτ
(Yτ/Y0)β/ρ
≤ t
)
≤ P
( Xτ1,1
(Yτ1,1/Y0,1)
β/ρ
≤ t
)
+ ξM ,
where limM ξM = 0. This gives the upper bound on the probabilities
lim sup
M→∞
P
( Xτ
(Yτ/Y0)β/ρ
≤ t
)
≤ P
(
(d− 2)Γ(X0/(d− 2), 1) ≤ t
)
.
The lower bounds are obtained analogously, using the coupling with the process (Xn,2, Yn,2), defining
the stopping time τ2 to be τ if Xτ ≥ X0Lβ/(2ρ)M and otherwise the smallest k ≥ τ such that
Yk,2 ≥ Yk,0
√
LM and observing that ε > 0 is arbitrary.
5 Proof of the main estimates
This section contains the proofs of Theorems 3.1 and 3.2. As the proofs are quite technical, in
order simplify formulas we will assume that ρ = 1. This is always possible, as the both the law
of (Xn, Yn) and the formulas in these theorems are invariant under scaling of (β, ρ), so we simply
need to scale the rates from (β, ρ) to (β/ρ, 1). The assumption ρ = 1 will be used throughout the
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whole section. Assuming ρ = 1 formula (3.2) reduces to
Rfin −R0 = (1± ε)M
d
∫ 1
0
φ−1β
(
MX
1
β−1
0 Y
β
1−β
0
(
t1/d − t(d−1)/d
))
dt, (5.1)
and (3.5) to
Dfin = (1± ε)M
2
∫ 1
0
(
1− td/2−1
)
κβ ◦ φ−1β
(
MX
1
β−1
0 Y
β
1−β
0
(
t1/2 − t(d−1)/2
))
dt, for β 6= ρ, (5.2)
where functions reduce to κβ(t) =
(β+1)t(1−t)
βt+(1−t) and
φβ(s) =
(1− s
βs
) 1
β−1
+
(1− s
βs
) β
β−1
.
The proofs are based on a martingale method. In short we will identify two observables in our
model that will “behave like martingales”. More precisely, we will be able to effectively bound the
conditional first and second moments of the step sizes in each process.
First we present a general lemma bounding the conditional expectation and variance of the
differences in a general random process.
Lemma 5.1. Let (Kn)n≥0 be a positive process such that K0 is a constant, and pn and rn positive
real numbers defined for n ≥ 0, such that
|E(Kn+1 −Kn|Fn)| ≤ pnKn, and E((Kn+1 −Kn)2|Fn) ≤ rnKn.
Consider the process I0 = K0, In = Kn−
∑n−1
k=0 E(Kk+1−Kk|Fk). Then process In is a martingale
and for every positive integer n we have
|Kn − In| ≤
n−1∑
k=0
pkqk+1,n−1Ik, and E((In − I0)2) ≤ K0
n−1∑
k=0
rkq0,k−1,
where qℓ,k =
∏k
i=ℓ(1 + pi) for ℓ ≤ k and qk,k−1 = 1, for all k ≥ 0.
Proof. It is trivial to check that the process In is a martingale. Furthermore it can be shown by
induction that for every k ≤ n
qk,n − 1 =
n∑
ℓ=k
pℓqℓ+1,n =
n∑
ℓ=k
pℓqk,ℓ−1. (5.3)
Using the first inequality in the statement we have that
|Kn − In| ≤
n−1∑
k=0
pkKk. (5.4)
In particular we have
Kn − In ≤
n−1∑
k=0
pkKk =
n−1∑
k=0
pk(Kk − Ik) +
n−1∑
k=0
pkIk. (5.5)
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Using (5.5) inductively we can show that Kn−In ≤
∑n−1
k=0 an,kIk whenever the sequence (an,k)0≤k<n
satisfies an,n−1 = pn−1 and an,k =
∑n−1
ℓ=k+1 pℓaℓ,k + pk. Using (5.3) it is easy to check that an,k =
pkqk+1,n−1 satisfies these conditions. Thus we have
Kn ≤ In +
n−1∑
k=0
pkqk+1,n−1Ik. (5.6)
Plugging this back into (5.4) and using (5.3) we get
|Kn − In| ≤ pn−1In−1 +
n−2∑
k=0
pk
(
1 +
n−1∑
ℓ=k+1
pℓqk+1,ℓ−1
)
Ik =
n−1∑
k=0
pkqk+1,n−1Ik,
which proves the first claim.
Note that (5.6) and (5.3) imply that
E(Kn) ≤
(
1 +
n−1∑
k=0
pkqk+1,n−1
)
I0 = q0,n−1K0. (5.7)
Thus the condition in the statement implies that
E((Kn+1 −Kn)2) ≤ rnE(Kn) ≤ rnq0,n−1K0.
It is easy to check that E((In+1 − In)2|Fn) ≤ E((Kn+1 −Kn)2|Fn) which then yields
E((In − I0)2) =
n−1∑
k=0
E((Ik+1 − Ik)2) ≤ K0
n−1∑
k=0
rkq0,k−1.
This concludes the proof.
As we mentioned before, the key to the proof of Theorems 3.1 and 3.2 is to identify two processes
for which we can estimate the conditional first and second moments or their step sizes. Then mar-
tingale methods (including the above lemma) will enable us to bound the maximal displacements
of the processes throughout the whole relevant time regime. These processes are
Kn =
Xn
Y βn (1− 2n/M)(1−β)/2
. (5.8)
and
Ln =
Xn + Yn
(M − 2n)− Z0(1− 2n/M)d/2
,
Note that once we managed to bound the values of processes we can “solve for Xn and Yn” to
estimate their values. The processes Kn and Ln tell us how Xn + Yn and XnY
−β
n behave. It
is actually quite natural to study these processes. The process Xn + Yn corresponds to the pure
configuration model, that is to erasing the colors of half-edges, and is equivalent to an urn model (see
Lemma 4.5). The motivation for the considering the process XnY
−β
n can be given as follows. After
removing the interaction and self-interaction of the colored half-edges, the whole model reduces to
an (unbalanced) urn model with a diagonal replacement matrix. Consider the Poissonized version
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of that model and define continuous time processes Xt and Yt as the number of balls of each color.
Then the process XtY
−β
t is a continuous time martingale [34]. The factor (1− 2n/M)−(1−β)/2 thus
accounts for the interaction and self-interaction of colors. From this discussion it follows for β < 1,
that the value of the process XnY
−β
n is smaller in our model than in the model with interactions and
self-interactions removed. Thus, compared to the dynamics on disjoint d-regular trees, interactions
and self-interactions on the random d-regular graph give the process with a faster rate Xn an
additional “boost” relative to Yn.
Estimates for the process Ln are given in Theorem 4.6. Process Kn will be estimated in this
section. First we estimate its steps to be able to apply Lemma 5.1.
Lemma 5.2. For the process Kn as defined in (5.8), there exists a constant C = C(β, d) > 0, such
that for all integers n, on the event that Yn ≥ 2d we have both
|E(Kn+1 −Kn|Fn)| ≤ CKn
Yn(Xn + Yn)
, (5.9)
and
E((Kn+1 −Kn)2|Fn) ≤ CKn
Y 1+βn (1− 2n/M)(1−β)/2
. (5.10)
Proof. Throughout the proof we assume that M − 2n ≥ Yn ≥ 2d. To prove (5.9) we calculate
(
1− 2n+ 2
M
)(1−β)/2
(βXn + Yn)(M − 2n− 1)E(Kn+1|Fn) =
Xn + d− 2
Y βn
βXn(M − 2n−Xn − Yn) + Xn
(Yn + d− 2)β Yn(M − 2n−Xn − Yn)
+
Xn − 2
Y βn
βXn(Xn − 1) + Xn − 1
(Yn − 1)β (1 + β)XnYn +
Xn
(Yn − 2)β Yn(Yn − 1). (5.11)
It can be easily verified that
(
1− 2n+ 2
M
)(1−β)/2
(βXn + Yn)(M − 2n− 1)Kn
=
Xn
Y βn
(βXn + Yn)
(
1− 2
M − 2n
)(1−β)/2
(M − 2n− 1)
=
Xn
Y βn
(βXn + Yn)(M − 2n− 2 + β +O((M − 2n)−1)), (5.12)
where the absolute value of the termO((M−2n)−1) is bounded by a constant multiple of (M−2n)−1.
To prove (5.9) it is enough to show that the absolute value of the difference of the terms in (5.11)
and (5.12) is bounded by
CXn(M − 2n)
Y β+1n
(5.13)
for some constant C. First note that, since Xn + Yn ≤M − 2n, the expression
XnY
−β
n (βXn + Yn)(M − 2n)−1
is bounded by (5.13), for some C > 0. Thus we can disregard the term O((M − 2n)−1) in (5.12).
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By Taylor expansion we know that for any compact interval containing 1 there is a constant C1
such that for all t in this interval ∣∣∣1− βt− 1
(1 + t)β
∣∣∣ ≤ C1t2
(1 + t)β
(actually by a slightly more careful argument one can argue that C1 does not depend on the
interval). Now fix any k ≥ −2 and choose t = kY −1n and a constant C1 to obtain∣∣∣∣ 1
Y βn
(
1− kβ
Yn
)
− 1
(Yn + k)β
∣∣∣∣ ≤ C1k2(Yn + k)βY 2n .
For k = d− 2 this in particular implies that∣∣∣∣XnY 1−βn (M − 2n−Xn − Yn)(1− β(d− 2)Yn
)
− XnYn(M − 2n −Xn − Yn)
(Yn + d− 2)β
∣∣∣∣
is at most
C2Xn(M − 2n)
Y β+1n
,
for a constant C2 = (d−2)2C1. Therefore we can replace the term Xn(Yn+d−2)β Yn(M −2n−Xn−Yn)
on the right hand side of (5.11) by XnY
−β
n (M − 2n−Xn − Yn)(Yn − β(d− 2)). Arguing similarly
we see that we can replace the terms Xn−1
(Yn−1)β
(1+β)XnYn and
Xn
(Yn−2)β
Yn(Yn− 1) on the right hand
side of (5.11) by Xn−1
Y βn
(1 + β)Xn(Yn + β) and
Xn
Y βn
(Yn − 1)(Yn + 2β) respectively. Therefore it is
enough to prove
(M − 2n−Xn − Yn)
(Xn + d− 2
Y βn
βXn +
Xn
Y βn
(Yn − β(d− 2))− Xn
Y βn
(βXn + Yn)
)
+
Xn − 2
Y βn
βXn(Xn − 1) + Xn − 1
Y βn
(1 + β)Xn(Yn + β) +
Xn
Y βn
(Yn − 1)(Yn + 2β)
− Xn
Y βn
(βXn + Yn)(Xn + Yn − 2 + β) ≤ CXn(M − 2n)
Y β+1n
,
for a large enough constant C. Expanding the expressions in the left hand side above we see that
it is equal to β(β + 1)XnY
−β
n . This proves the claim.
Now we prove (5.10). First note that it is enough to prove that
E((Kn+1 −Kn)2|Fn) ≤ CK
2
n
XnYn
. (5.14)
Analyzing all the cases we see that the value of |Kn+1 −Kn| is∣∣∣∣∣ Xn + d− 2Y βn (1− 2n+2M )(1−β)/2 −
Xn
Y βn (1− 2n/M)(1−β)/2
∣∣∣∣∣ ≤ C1Kn
( 1
Xn
+
1
M − 2n
)
,
∣∣∣∣∣ Xn(Yn + d− 2)β(1 − 2n+2M )(1−β)/2 −
Xn
Y βn (1− 2n/M)(1−β)/2
∣∣∣∣∣ ≤ C2Kn
( 1
Yn
+
1
M − 2n
)
,
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∣∣∣∣∣ Xn − 2Y βn (1− 2n+2M )(1−β)/2 −
Xn
Y βn (1− 2n/M)(1−β)/2
∣∣∣∣∣ ≤ C3Kn
( 1
Xn
+
1
M − 2n
)
,
∣∣∣∣∣ Xn − 1(Yn − 1)β(1− 2n+2M )(1−β)/2 −
Xn
Y βn (1− 2n/M)(1−β)/2
∣∣∣∣∣ ≤ C4Kn
( 1
Xn
+
1
Yn
+
1
M − 2n
)
,
or ∣∣∣∣∣ Xn(Yn − 2)β(1− 2n+2M )(1−β)/2 −
Xn
Y βn (1− 2n/M)(1−β)/2
∣∣∣∣∣ ≤ C5Kn
( 1
Yn
+
1
M − 2n
)
,
with probabilities
βXn(M − 2n−Xn − Yn)
(βXn + Yn)(M − 2n− 1) ,
Yn(M − 2n−Xn − Yn)
(βXn + Yn)(M − 2n− 1) ,
βXn(Xn − 1)
(βXn + Yn)(M − 2n− 1) ,
(1 + β)XnYn
(βXn + Yn)(M − 2n− 1) ,
Yn(Yn − 1)
(βXn + Yn)(M − 2n− 1) ,
respectively. Here C1, C2, C3, C4 and C5 are constants depending only on β and d. Therefore for
a large constant C0 we have
E((Kn+1 −Kn)2|Fn) ≤ C0K2n
( 1
(M − 2n)2 +
1
X2n
Xn
βXn + Yn
+
1
Y 2n
Yn
βXn + Yn
)
≤ C0K2n
( 1
(M − 2n)2 +
Xn + Yn
XnYn(βXn + Yn)
)
,
which, together with the fact XnYn ≤ (M − 2n)2, yields (5.14) .
Unfortunately Lemma 5.1 will not allow us to directly estimate the process Kn. A reason for
this is that using bounds in Lemma 5.2 depend on the values of Xn and Yn themselves. Lemma
5.4 is a first attempt to fix this issue.
We introduce a function which will appear quite often in the analysis in this section. Define
f(t) = t1/2 − Z0
M
t(d−1)/2. (5.15)
Clearly f is a positive concave function on (0, 1). The following estimate will be used in the proof
of Lemma 5.4.
Lemma 5.3. Let n be such that M − 2n ≥ 1, and γ > 1. Then there is a constant C0 = C0(d, γ)
such that
n−1∑
k=0
1
(M − 2k)f(1− 2k/M)γ ≤ C0
(( M
M − 2n
)γ/2
+
( M
X0 + Y0
)γ−1)
.
Proof. It is easy to check that the summand corresponding to k = 0 is equal to Mγ−1(X0 + Y0)
−γ ,
and therefore we get neglect this term in the sum. Define
g(t) =
1
tf(t)γ
=
1
t1+γ/2
(
1− Z0M td/2−1
)γ .
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One can calculate
g′(x) = x−2−γ/2
(
1− Z0
M
xd/2−1
)−γ−1(Z0
M
xd/2−1
(
1 +
γ(d− 1)
2
)
− 1− γ
2
)
,
so g(x) is either decreasing on (0, 1) or decreasing on an interval (0, x0) and increasing on (x0, 1),
for some 0 < x0 < 1. Therefore, we can bound the sum by the integral
n−1∑
k=1
1
(M − 2k)f(1− 2k/M)γ =
1
2
n−1∑
k=1
2
M
g
(
1− 2k
M
)
≤ 1
2
∫ 1
1−2n/M
g(t) dt. (5.16)
We split the integral into two parts. First we consider∫ 1/2
(1−2n/M)∧1/2
g(t) dt =
∫ 1/2
(1−2n/M)∧1/2
1
t1+γ/2
(
1− Z0M td/2−1
)γ dt
≤ 1(
1− 21−d/2
) ∫ 1/2
(1−2n/M)∧1/2
t−1−γ/2 dt
≤ 2
γ
(
1− 21−d/2
)( M
M − 2n
)γ/2
,
To analyze the other part we use a simple inequality td/2−1 ≤ (t+1)/2, which holds for all 0 ≤ t ≤ 1
and d ≥ 3. We get ∫ 1
1/2
g(t) dt =
∫ 1
1/2
1
t1+γ/2
(
1− Z0M td/2−1
)γ dt
≤ 21+γ/2
∫ 1
1/2
1(
1− Z02M (1 + t)
)γ dt
≤ 2
2+γ/2M
Z0
∫ 1
1−Z0/M
s−γ ds
≤ 2
2+γ/2
γ − 1
M
Z0
(( M
M − Z0
)γ−1 − 1) .
Now we use the inequality ((1 − t)−α − 1)t−1 ≤ (1 ∨ α)(1 − t)−α, which holds for all 0 < t < 1
and all α > 0 (this inequality follows easily from the fact that (1 − t)α ≥ 1 − t for α ≤ 1 and
(1 − t)α ≥ 1 − αt for α > 1). We apply this inequality for t = Z0/M and α = γ − 1. The above
expression is then bounded by∫ 1
1/2
g(t) dt ≤ 2
2+γ/2(1 ∨ (γ − 1))
γ − 1
( M
M − Z0
)γ−1
=
22+γ/2(1 ∨ (γ − 1))
γ − 1
( M
X0 + Y0
)γ−1
Adding both parts to (5.16) yields the claim.
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Lemma 5.4. Let 0 < ε ≤ 1/2. For a positive real number c assume that the condition
Kk
M (1−β)/2
≤ c(M − 2k)(1−β)/2
(
1− Z0
M
(1− 2k/M)d/2−1
)1−β
(5.17)
is satisfied for k = 0 and define the stopping time τ as the smallest positive integer k for which
(5.17) is not satisfied. Then there exists a sequence (δM ) converging to 0 and depending only on β
and d, and a constant C = C(β, d, c) > 0, such that for any positive integer n
P(|Kk∧τ −K0| ≥ εK0, for some 0 ≤ k ≤ n) ≤ C
ε2
( M (1−β)/2
(M − 2n)(1+β)/2K0
+
1
X0
)
+ δM , (5.18)
whenever
ε ≥ C
( 1
M − 2n +
1
X0 + Y0
)
. (5.19)
Proof. We begin by showing that for any C0 > 0 we can choose C so that (5.19) implies(
1− 2k
M
)(
1− Z0
M
(
1− 2k
M
)d/2−1) ≥ C0
Mε
, (5.20)
for all 0 ≤ k ≤ n. Since the function φ(t) = t− td/2Z0/M is concave on [0, 1] the minimum of the
left hand side in (5.20) is either φ(1) = (M − Z0)/M = (X0 + Y0)/M or
φ(1 − 2n/M) ≥
(
1− 2n
M
−
(
1− 2n
M
)d/2 ∨ (1− 2n
M
)X0 + Y0
M
)
.
For C = C0, the value φ(1) is clearly bounded from below by the right hand side of (5.20). To
estimate the value of φ(1 − 2n/M) from below, use the first term on the right hand side when
1− 2n/M < 1/2, and otherwise use the second term.
Now define σ as the first time k that
Xk + Yk ≤ M − 2k
2
(
1− Z0
M
(1− 2k/M)d/2−1
)
or Yk ≤ 2d,
and define the process K ′k = Kk∧τ∧σ. Since σ and τ are stopping times with respect to the filtration
Fk, the process K ′k is adapted to this filtration.
Next we show that there is a positive constant c1 such that for all k < σ ∧ τ we have
Yk ≥ c1(M − 2k)
(
1− Z0
M
(1− 2k/M)d/2−1
)
. (5.21)
Assume, for the sake of contradiction, that for some k < σ ∧ τ we have
Yk < c1(M − 2k)
(
1− Z0
M
(1− 2k/M)d/2−1
)
.
Then since k < τ we have
Xk ≤ Y βk (M − 2k)(1−β)/2c(M − 2k)(1−β)/2
(
1− Z0
M
(1− 2k/M)d/2−1
)1−β
< ccβ1 (M − 2k)
(
1− Z0
M
(1− 2k/M)d/2−1
)
.
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Since k < σ we have Xk+Yk >
M−2k
2
(
1− Z0M (1−2k/M)d/2−1
)
which implies ccβ1 +c1 ≥ 1/2. When
c1 is small enough we obtain a contradiction and prove (5.21). Lemma 5.2 now implies that for all
0 ≤ k ≤ n
|E(K ′k+1 −K ′k|Fk)| ≤
C1K
′
k
(M − 2k)2
(
1− Z0M (1− 2k/M)d/2−1
)2 = C1K ′kM(M − 2k)f(1− 2k/M)2 , (5.22)
and
E((K ′k+1 −K ′k)2|Fk) ≤
C1M
(1−β)/2K ′k
(M − 2k)(3+β)/2
(
1− Z0M (1− 2k/M)d/2−1
)1+β
=
C1K
′
kM
−β
(M − 2k)f(1− 2k/M)1+β , (5.23)
for some constant C1 = C1(β, d, c). Define
pk =
C1
M(M − 2k)f(1− 2k/M) .
By Lemma 5.3 for γ = 2
n−1∑
k=0
pk =
n−1∑
k=0
C1
M(M − 2k)f(1− 2k/M)2 ≤ C0C1
(
1
M − 2n +
1
X0 + Y0
)
(5.24)
Combining this with (5.19) yields
∑n−1
k=0 pk ≤ ε/3, for a large enough constant C. Defining qk,l =∏ℓ
i=k(1 + pi) as in Lemma 5.1 we have for all 1 ≤ k ≤ ℓ ≤ n− 1
qk,ℓ ≤ e
∑n−1
k=0 pk ≤ eε/3 ≤ 32 . (5.25)
Define the martingale I0 = K
′
0, Ik = K
′
k −
∑k−1
ℓ=0 E(K
′
ℓ+1 − K ′ℓ|Fℓ) as in Lemma 5.1, which
together with (5.25) implies
|K ′k − Ik| ≤
3
2
k−1∑
ℓ=0
pℓIℓ. (5.26)
Next estimate the second moment of jumps. Define
rk =
C1M
−β
(M − 2k)f(1− 2k/M)1+β ,
so that by Lemma 5.3 for γ = 1 + β we have
n−1∑
k=0
rk ≤ C0C1M−β
(( M
M − 2n
)(1+β)/2
+
( M
X0 + Y0
)β)
.
Lemma 5.1 now yields
E((In − I0)2) ≤ 3C0C1I0
2Mβ
(( M
M − 2n
)(1+β)/2
+
( M
X0 + Y0
)β)
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Combined with Doob’s maximal inequality, this implies
P(|Ik − I0| ≥ ε
3
I0, for some 0 ≤ k ≤ n) ≤ 27C0C1Y
β
0
MβX0ε2
(( M
M − 2n
)(1+β)/2
+
( M
X0 + Y0
)β)
≤ C2
ε2
( M (1−β)/2
(M − 2n)(1+β)/2K0
+
1
X0
)
,
for some constant C2 = C2(β, d, c). If |Ik − I0| ≤ ε3I0, for all 0 ≤ k ≤ n, then (5.26) and the
inequality
∑n−1
k=0 pk ≤ ε/3 imply
|K ′k −K ′0| ≤ |K ′k − Ik|+ |Ik − I0| ≤
3
2
(
1 +
ε
3
)
I0
ε
3
+
ε
3
I0 ≤ εK0.
Thus we have
P(|K ′k −K ′0| ≥ εK0, for some 0 ≤ k ≤ n) ≤
C2
ε2
( M (1−β)/2
(M − 2n)(1+β)/2K0
+
1
X0
)
.
Define 1− δM to be the probability that
Xk + Yk ≥ 1
2
(
M − 2k − Z0(1− 2k/M)d/2
)
(5.27)
holds for all 0 ≤ k ≤ n. By Theorem 4.6 we have that limM→∞ δM = 0. Since K ′k = Kk∧τ for
k ≤ σ ∧ n it is enough to show that P(σ < τ ∧ n) ≤ δM . To this end simply observe that on the
event in (5.27), inequality (5.21), σ < τ ∧ n and the fact that Yσ ≤ 2d imply
c1(M − 2k)
(
1− Z0
M
(1− 2k/M)d/2−1
)
≤ Yk ≤ 2d+ 2,
for k = σ − 1. However, by (5.20) and the fact that ε ≤ 1/2, this is impossible for C large enough
in (5.19) (recall that the value of c1 depended only on c and β).
Remark 5.5. A more careful analysis of the process Kn would allow one to replace Doob’s maximal
inequality with Freedman’s inequality (see [22]), and obtain exponential bound in the statement
of Lemma 5.4. However the bound above suffices to our purposes and, to avoid even more tedious
analysis, we use Doob’s maximal inequality.
It is perhaps inconvenient to apply Lemma 5.4 as the assumption (5.17) already involves an
estimate on Kk one would have to check. Fortunately, the following easy corollary handles this
problem.
Corollary 5.6. Let 0 < ε ≤ 1/2. Assume that for a positive real number c and an integer n the
inequality
K0
M1−β
≤ cf
(
1− 2k
M
)1−β
is satisfied for 0 ≤ k ≤ n. Then there exists a sequence (δM ) converging to 0 and depending only
on β and d, and a constant C = C(β, d, c) > 0, such that
P(|Kk −K0| ≥ εK0, for some 0 ≤ k ≤ n) ≤ C
ε2
( M (1−β)/2
(M − 2n)(1+β)/2K0
+
1
X0
)
+ δM , (5.28)
whenever
ε ≥ C
( 1
M − 2n +
1
X0 + Y0
)
.
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Proof. The assumption in the statement simply reads
K0
M (1−β)/2
≤ c(M − 2k)(1−β)/2
(
1− Z0
M
(1− 2k/M)d/2−1
)1−β
.
Define stopping time τ as the smallest integer k such that
Kk
M (1−β)/2
> 2c(M − 2k)(1−β)/2
(
1− Z0
M
(1− 2k/M)d/2−1
)1−β
.
Applying Lemma 5.4 we conclude that the event
|Kk∧τ −K0| ≤ εK0, for all 0 ≤ k ≤ n, (5.29)
has probability of at least
1− C
ε2
( M (1−β)/2
(M − 2n)(1+β)/2K0
+
1
X0
)
− δM ,
for an appropriately chosen constant C. Since τ < n implies Kτ > 2K0, on the event in (5.29)
we have that τ ≥ n. Thus in the event in (5.29) we can replace Kk∧τ by Kk which completes the
proof.
As we said, the assumption in the previous corollary is more convenient than (5.17). However,
the problem is that it might fail to hold throughout the time regime. To overcome this problem, we
switch the roles of processes X and Y and the value of the parameter β to 1/β when this condition
fails to hold. This yields the following lemma.
Lemma 5.7. Let β be any positive real number. Let (LM ) and (L
′
M ) be two sequences of positive
numbers converging to ∞ and such that LM ≥ L′M and limM LMM−γ = 0, for any γ > 0. Assume
that min(X0, Y0) ≥ LM . Define n0 as the largest integer such that
M − 2n0 ≥ L′M
(M (1−β)/2
K0
∨ K0
M (1−β)/2
)2/(1+β)
. (5.30)
Then for any ε > 0 there is a sequence of numbers ηM converging to zero such that
P(|Kn −K0| ≤ εK0, for all 0 ≤ n ≤ n0) ≥ 1− ηM .
Remark 5.8. Note that the slower L′M grows compared to LM the stronger the result is. In fact
the sequence ηM will depend on L
′
M , β, d and ε (but not explicitly on X0 and Y0). We need this
flexibility in the applications of Lemma 5.7. Observe that X0 ≥ LM and Y0 ≥ LM imply that
LMM
−β ≤ K0 ≤ML−βM
and therefore
1− 2n0/M ≤ L′M
(
L
−2/(1+β)
M ∨ L−2β/(1+β)M
)
+ 2/M.
In particular, for any γ > 0 there is δ > 0 such that when L′ML
−δ
M converges to zero, L
′
M (1−2n0/M)γ
converges to 0 as well.
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First we prove a few technical details. We start by recalling Theorem 4.6 we know that for any
ε > 0 there is a sequence (δM ) converging to 0 such that with probability of at least 1 − δM we
have that for every 0 ≤ n ≤ M2 − 1
1− ε ≤ Xn + Yn
M − 2n− Z0(1− 2n/M)d/2
=
Xn + Yn
f(1− 2n/M)√M(M − 2n) ≤ 1 + ε . (5.31)
The following two simple claims will be helpful when switching the roles of the processes X and
Y .
Lemma 5.9. There exists a sequence δM depending only on ε, d and β and converging to zero
such that, with probability of at least 1 − δM , for any non-negative integers n and k such that
M − 2n− 2k > 1 we have
(1 − ε) ≤
1− ZnM−2n
(
1− 2k(M−2n)
)d/2−1
1− Z0M
(
1− 2(n+k)M
)d/2−1 ≤ (1 + ε) (5.32)
Proof. Using that Xn + Yn = M − 2n − Zn for all n (which holds with probability converging to
1), the inequalities (5.31) can be rewritten as
(1 + ε)
Z0
M
(
1− 2n
M
)d/2−1
− ε ≤ Zn
M − 2n ≤ ε+ (1− ε)
Z0
M
(
1− 2n
M
)d/2−1
.
It is not hard to check that this in turn implies (5.32).
Lemma 5.10. Suppose the assumptions of Lemma 5.7 hold. Assume that β 6= 1 and let c > 1.
Then there is a sequence δM , depending on β and d and converging to zero, and a positive constant
c′ depending on β, c and d such that with the probability of at least 1− δM , for all 0 ≤ k ≤ n0
1
c
f(1− 2k/M) ≤ K
1/(1−β)
k
M
≤ cf(1− 2k/M)⇒ Xk ∧ Yk ≥ c′L′M . (5.33)
Proof. We first show that if the assumptions hold then for a constant c′′ = c′′(β, c, d)
1
c
f(1− 2k/M) ≤ K
1/(1−β)
k
M
≤ cf(1− 2k/M)⇒ Xk ∧ Yk ≥ c′′(Xk + Yk).
If Xk < c
′′(Xk + Yk) then Yk > (1− c′′)(Xk + Yk) and
K
1/(1−β)
k
M
=
(
Xk
Y βk
)1/(1−β)
1√
M(M − 2k) ≶
c′′1/(1−β)
(1− c′′)β/(1−β)
Xk + Yk√
M(M − 2k) ,
where the inequality in ≶ is < for β < 1 and > for β > 1. Using (5.31) to bound the term
(Xk + Yk)(M(M − 2k))−1/2 we obtain a contradiction with the left hand side of (5.33) for c′′ such
that c′′(1 − c′′)−β ≤ (c/(1 − ε))−|1−β|, which yields Xk ≥ c′′(Xk + Yk). In the same way one can
show that Yk ≥ c′′(Xk + Yk) for an appropriately chosen c′′.
To finish the proof we show that or every 0 ≤ n ≤ n0
Xn + Yn ≥ L′M/3.
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To check this, by (5.31) it is enough to check that φ(t) ≥ 2L′M3M for 1 − 2n0/M ≤ t ≤ 1, where
φ(t) = t− td/2Z0/M . By the concavity of φ and the fact that M − 2n0 ≥ L′M it is enough to check
the lower bound for t = L′M/M and t = 1 for which the claim is obvious.
Lemma 5.11. If X0 ≤ Y0, then f(1) ≥ K1/(1−β)0 M−1 for β < 1 and f(1) ≤ 2K1/(1−β)0 M−1 for
β > 1.
Proof. To prove the statement for β < 1 simply observe that it is equivalent to X0Y
−β
0 ≤ (X0 +
Y0)
1−β and to
X0
X0 + Y0
≤
( Y0
X0 + Y0
)β
,
which, because of X0 ≤ Y0 surely holds for β < 1. The statement for β > 1 is similarly equivalent
to
2X0
X0 + Y0
≤
( 2Y0
X0 + Y0
)β
,
which again holds, since the left hand side is smaller than 1 and the right hand side is larger than
1.
Proof of Lemma 5.7. First observe that without loss of generality we can assume that X0 ≤ Y0.
Otherwise, we simply replace the roles of processes X and Y and setting X to have rate 1 and Y
to have the rate 1/β. This causes the process Kn to become K
−1/β
n while the value of n0 remains
unchanged.
Throughout the proof we assume that M is sufficiently large for the estimates to hold. We can
assume ε < 1/2 and ε ≥ C ′/L′M for any constant C ′ (at different stages in the proof we choose
convenient values for C ′). In particular, as M − 2n0 ≥ L′M and L′M ≤ LM this assumption implies
ε ≥ C
′
2
( 1
M − 2n0 +
1
X0 + Y0
)
, (5.34)
which will enable us to apply Corollary 5.6.
First we present the bound for the simplest case when β = 1. Because X0 ≤ Y0 we have K0 ≤ 1
and in this case n0 is the largest integer with the property that M − 2n0 ≥ L′M/K0. By Corollary
5.6 applied with C0 = 1 we have that with probability at least
1− C
ε2
( 1
(M − 2n0)K0 +
1
X0
)
− δM ≥ 1− 2C
ε2L′M
− δM ,
we have
|Kk −K0| ≤ εK0, for all 0 ≤ k ≤ n0,
which proves the claim when β = 1.
Next we analyze the case of β 6= 1. Fix numbers 0 < c2 < 1 and c1 > 2. Note that f from
(5.15) is a concave nonnegative function on [0, 1] and f(0) = 0. By Lemma 5.11 if β < 1 there
is a unique point 0 < t2 < 1 such that f(t2) = c2K
1/(1−β)
0 /M . If β > 1 then in the case when
max[0,1] f > c1K
1/(1−β)
0 /M denote by t2 the smallest element in f
−1(c2K
1/(1−β)
0 /M) and by t1 the
largest element in f−1(c1K
1/(1−β)
0 /M). Define n1 as the largest integer such that M − 2n1 ≥Mt1,
and n2 the largest integer such that M − 2n2 ≥ Mt2. Furthermore, define n1 = n1 ∧ n0 and
n2 = n2 ∧ n0.
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We also need the following inequality
c2K
1/(1−β)
0 /M ≤ f(1− 2ni/M) ≤ c1K1/(1−β)0 /M, (5.35)
whenever ni < n0, for i = 1, 2. When β < 1 the lower bound f(1 − 2n2/M) ≥ c2K1/(1−β)0 /M
follows from concavity of f , Lemma 5.11 and the fact that f(1− 2n2/M) ≥ f(t2)∧ f(1). For β > 1
the condition X0 ≤ Y0 implies that K1/(1−β)0 ≥ Y0. Since f ′(t) ≥ −(d − 1)/2 for any t we have
M(f(1−2ni/M)−f(ti)) is bounded from below, and since K1/(1−β)0 →∞ the lower bound follows.
For the upper bounds in (5.35) it suffices to prove that f ′(t) ≤ K1/(1−β)0 /2 whenever
t ≥ M − 2n0
M
, and c2
K
1/(1−β)
0
M
≤ f(t) ≤ c1K
1/(1−β)
0
M
.
To end this use a simple inequality f ′(t) ≤ (d−1)f(t)2t and then use it to show that for all t as above
we have t ≥ L′M/M and
f ′(t) ≤ c1(d− 1)K
1/(1−β)
0 /M
2L′M/M
=
c1(d− 1)
2L′M
K
1/(1−β)
0 .
This finishes the proof of (5.35).
We separate the analysis into three cases:
a) β > 1 and max[0,1] f ≤ c1K1/(1−β)0 /M ,
b) β > 1 and max[0,1] f > c1K
1/(1−β)
0 /M ,
c) β < 1.
To summarize, in case a) we have
f(1− 2k/M) ≤ c1K1/(1−β)0 /M, for 0 ≤ k ≤M/2− 1, (5.36)
in case b)
f(1− 2k/M)


≤ c1K1/(1−β)0 /M, for 0 ≤ k ≤ n1,
≥ c2K1/(1−β)0 /M, for n1 ≤ k ≤ n2, if n1 < n0,
≤ c1K1/(1−β)0 /M, for n2 ≤ k ≤M/2− 1, if n2 < n0,
(5.37)
and in the case c)
f(1− 2k/M)
{
≥ c2K1/(1−β)0 /M, for 0 ≤ k ≤ n2,
≤ c1K1/(1−β)0 /M, for n2 ≤ k ≤M/2− 1, if n2 < n0.
(5.38)
For the case a) note that (5.36) can be rewritten as
K0
M1−β
≤ cβ−11 f(1− 2k/M)1−β . (5.39)
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By (5.34) we can apply Corollary 5.6 to get that the event that |Kk −K0| ≤ εK0 for 0 ≤ k ≤ n0
has probability at least
1− C
ε2
( M (1−β)/2
(M − 2n0)(1+β)/2K0
+
1
X0
)
− δM ≥ 1− C
ε2
( 1
L
′(1+β)/2
M
+
1
LM
)
− δM .
The inequality above follows from the definition of n0. This suffices for the case a).
Next we assume that we are under the assumptions of case b). From the first inequality in
(5.37) we obtain that (5.39) holds for 0 ≤ k ≤ n1. Because M − 2n1 ≥ M − 2n0 we can apply
Corollary 5.6 like in the case a) and conclude that the event that |Kk −K0| ≤ ε3K0 holds for all
0 ≤ k ≤ n1, has probability of at least
1− 9C
ε2
( M (1−β)/2
(M − 2n1)(1+β)/2K0
+
1
X0
)
− δM ≥ 1− 9C
ε2
( 1
L
′(1+β)/2
M
+
1
L′M
)
− δM .
Now if n1 = n0 we are done with the analysis in the case b).
Otherwise assume that |Kk −K0| ≤ ε3K0 holds for all 0 ≤ k ≤ n1 indeed, and note that (5.35)
implies that
(1 + ε)1/(1−β)
c1
f(1− 2n1/M) ≤ K
1/(1−β)
n1
M
≤ (1− ε)
1/(1−β)
c2
f(1− 2n1/M), (5.40)
which then by (5.33) implies that both Xn1 and Yn1 are at least c
′L′M for some constant c
′.
Define M ′ =M − 2n1, X ′k = Xn1+k, Y ′k = Yn1+k, Z ′k = Zn1+k and
K ′k =
Y ′k
X
′1/β
k (1− 2k/M ′)(1−1/β)/2
.
It is easy to check that in fact
K ′k = K
−1/β
n1+k
(M ′
M
)(1−1/β)/2
. (5.41)
Similarly to (5.39), the second inequality in (5.37) implies that for n1 ≤ k ≤ n2
K0
M (1−β)/2
≥ cβ−12 (M − 2k)(1−β)/2
(
1− Z0
M
(1− 2k/M)d/2−1
)1−β
.
Combined with the inequality Kn1 ≥ (1− ε)K0,
Kn1 ≥ (1− ε)cβ−12 M (1−β)/2(M − 2(n1 + k))(1−β)/2
(
1− Z0
M
(1− 2(n1 + k)/M)d/2−1
)1−β
,
for 0 < k ≤ n2−n1. Raising the above inequality to the power of −1/β and using (5.32) and (5.41)
we obtain
K ′0
M ′(1−1/β)/2
≤ (1 + ε)
1−1/β
(1− ε)1/βc1−1/β2
(M ′ − 2k)(1−1/β)/2
(
1− Z
′
0
M ′
(1− 2k/M ′)d/2−1
)1−1/β
, (5.42)
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for all 0 ≤ k ≤ n2−n1. Since X ′0+Y ′0 > 2c′L′M and M ′− 2(n2−n1) ≥M − 2n0 and (5.34) we can
apply Corollary 5.6 to conclude that the event |K ′k −K ′0| ≤ ε2β+3K ′0, for all 0 ≤ k ≤ n2 − n1, is of
probability at least
1− 4
β+3C
ε2
( M ′(1−1/β)/2
(M ′ − 2(n2 − n1))(1+1/β)/2K ′0
+
1
Y ′0
)
− δM ′
≥ 1− 4
β+3C
ε2
( (1 + ε)1/βK1/β0 M (1−1/β)/2
(M − 2n2)
1+β
2β
+
1
Yn1
)
− δL′M
≥ 1− 4
β+3C
ε2
(
(1 + ε)1/βL
′− 1+β
2β
M + (c
′L′M )
−1
)
− δL′M , (5.43)
where we used the fact that n2 ≤ n0, the definition of n0 and the lower bound Yn1 ≥ c′L′M . Then
this event can be rewritten as∣∣∣∣(Kn1+kKn1
)−1/β
− 1
∣∣∣∣ ≤ ε2β+3 , for all 0 ≤ k ≤ n2 − n1,
which, using the fact that ε ≤ 1/2 easily implies that
|Kn1+k −Kn1 | ≤
ε
4
Kn1 , for all 0 ≤ k ≤ n2 − n1,
and
|Kk −K0| ≤ |Kk −Kn1 |+ |Kn1 −K0| ≤
ε
4
(
1+
ε
3
)
K0+
ε
3
K0 ≤ 2ε
3
K0, for all n1 ≤ k ≤ n2. (5.44)
If n2 = n0 we are done.
Otherwise, assume that the event in (5.44) holds and observe that (5.40) holds when n1 is
replaced by n2. Thus again we have that Xn2 ≥ c′L′M , and Yn2 ≥ c′L′M .
Define M ′′ =M − 2n2, X ′′k = Xn2+k, Y ′′k = Yn2+k, Z ′′k = Zn2+k and
K ′′k =
X ′′k
Y ′′βk (1− 2k/M ′′)(1−β)/2
= Kn2+k
(M ′′
M
)(1−β)/2
.
Following the argument that lead to (5.42), and using the third inequality in (5.37) we can deduce
that
K ′′0
M ′′(1−β)/2
≤ (1 + ε)(1 − ε)1−βcβ−11 (M ′′ − 2k)(1−β)/2
(
1− Z
′′
0
M ′′
(1− 2k/M ′′)d/2−1
)1−β
.
Since X ′′0 + Y
′′
0 > 2c
′L′M and M
′′− 2(n0− n2) =M − 2n0 and (5.34) we can apply Corollary 5.6 to
conclude that with probability at least
1− 16C
ε2
( M ′′(1−β)/2
(M ′′ − 2(n0 − n2))(1+β)/2K ′′0
+
1
X ′′0
)
− δM ′′
≥ 1− 16C
ε2
( M (1−β)/2
(1− 2ε/3)(M − 2n0)
1+β
2 K0
+
1
Xn1
)
− δLM
≥ 1− 16C
ε2
(
(1− 2ε/3)−1L′−(1+β)/2M + (c′L′M )−1
)
− δLM .
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the event
|K ′′k −K ′′0 | ≤
ε
4
K ′′0 , for all 0 ≤ k ≤ n0 − n2
occurs. After a glance at the definition of K ′′k we proceed as in the previous step and finish the
analysis in the case b).
The case c) is handled in the same way. The first inequality in (5.38), inequality (5.34) and
Corollary 5.6 imply that the event |Kk −K0| ≤ εK0/3, for 0 ≤ k ≤ n2, has probability at least
1− 9C
ε2
( M (1−β)/2
(M − 2n2)(1+β)/2K0
+
1
X0
)
− δM ≥ 1− 9C
ε2
( 1
L
′(1+β)/2
M
+
1
LM
)
− δM .
This finishes the proof if n2 = n0. Otherwise, observe that (5.40) holds and thus we have Yn2 ≥
c′L′M . Then define X
′
k = Xn2+k, Y
′
k = Yn2+k, Z
′
k = Zn2+k, M
′ =M − 2n2 and
K ′k =
Y ′k
X
′1/β
k (1− 2k/M ′)(1−1/β)/2
= K
−1/β
k
(M
M ′
) 1−β
2β
.
The second inequality in (5.38) and (5.31) now imply
K ′0
M ′(1−1/β)/2
≤ c
(1−β)/β
1 (1 + ε)
1−1/β
(1− ε)1/β (M
′ − 2k)(1−1/β)/2
(
1− Z
′
0
M ′
(1− 2k/M ′)d/2−1
)1−1/β
.
Now we can apply Corollary 5.6 and conclude that with probability at least
1− 4
β+1C
ε2
( M ′(1−1/β)/2
(M − 2n0)(1+1/β)/2K ′0
+
1
Y ′0
)
− δM ′
≥ 1− 4
β+1C
ε2
( (1 + ε)1/βK1/β0
(M − 2n0)
1+β
2β M
1−β
2β
+
1
c′L′M
)
− δL′M
≥ 1− 4
β+1C
ε2
((1 + ε)1/β
L
′ 1+β
2β
M
+
1
c′L′M
)
− δL′M ,
we have that |K ′k − K ′0| ≤ ε2−β−1K ′0 for all 0 ≤ k ≤ n0 − n2. Using the analysis similar to the
case b) we see that this event implies |Kn2+k −K0| ≤ εK0, for 0 ≤ k ≤ n0 − n2. This finishes the
proof.
The next lemma controls the size of processes for large times.
Lemma 5.12. Suppose the conditions of Lemma 5.7 hold. There is a δ > 0 such that when
L′ML
−δ
M → 0 the following holds: There is a sequence (ηM ) converging to zero such that with the
probability at least 1− ηM we have
(i) Xn+1 ≤ Xn ≤ 2L′
1+β
2
M for all n ≥ n0, in the case K0 ≤M (1−β)/2,
(ii) Yn+1 ≤ Yn ≤ 2L
′ 1+β
2β
M for all n ≥ n0, in the case K0 ≥M (1−β)/2.
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Proof. When K0 ≤M (1−β)/2, the inequality Yn0 ≤M − 2n0 implies
Kn0 ≥ Xn0M (1−β)/2(M − 2n0)−(1+β)/2,
which, by the definition of n0 and the fact that Kn0 ≤ (1 + ε)K0, yields Xn0 ≤ 2L′(1+β)/2M , for an
appropriate value of ε. When K0 ≥M (1−β)/2 then the inequality Xn0 ≤M − 2n0 implies
Kn0 ≤M (1−β)/2(M − 2n0)(1+β)/2Y −βn0 ,
which, by the definition of n0 and the fact that Kn0 ≥ (1 − ε)K0, yields Yn0 ≤ 2L
′ 1+β
2β
M , for
an appropriate value of ε. If K0 ≤ M (1−β)/2 denote by U the process X and τ = 1+β2 and if
K0 ≥M (1−β)/2 denote by U the process Y and τ = 1+β2β (if K0 =M (1−β)/2 do either). Furthermore
denote by n1 and n2 the largest integers such that
M − 2n1 ≥M
(L′M
Z0
)2/d
, and M − 2n2 ≥M
( 1
L′MZ0
)2/d
.
First denote the event U3 = {Uk+1 ≤ Uk : for all k ≥ n2}. As the value of U can grow only
if the value of Z decreases, the event U3 contains the event that {Zk = 0 : for all k ≥ n2}. By
Theorem 4.6 the probability of this event converges to 1. This handles the time regime k ≥ n2. In
particular, the claim is proved if n0 ≥ n2, so we assume n0 < n2.
To finish the proof denote the events
U1 = {Uk+1 ≤ Uk : for all n0 ≤ k ≤ n1},U2 = {Uk+1 ≤ Uk : for all n1 ≤ k ≤ n2},
in the case n0 ≤ n1, and just
U2 = {Uk+1 ≤ Uk : n0 ≤ k ≤ n2},
if n0 > n1.
By Theorem 4.6, with high probability the process Zk is bounded from above by a constant
multiple of Z0(1 − 2k/M)d/2, for all k ≤ n1, and Xk + Yk from below by a constant multiple of
M−2k−Z0(1−2k/M)d/2. Bounding the probability that this fails by δM , by (4.1), the probability
of the event U1 can be estimated as
P(U1) ≥ P(Un0 ≤ 2L′τM )
n1∏
k=n0
(
1− c2L
′τ
MZ0(1− 2k/M)d/2
(M − 2k − Z0(1− 2k/M)d/2)(M − 2k)
)
− δM
≥ 1− P(Un0 > 2L′τM )−
c2
1− 2−d/2+1
n1∑
k=n0
L′τMZ0(1− 2k/M)d/2
(M − 2k)2 − δM ,
for some constant c2, where we used that fact that Z0 ≤ M and M − 2k ≤ M/2, for k ≥ n0
and δ from the statement small enough (see Remark 5.8). It suffices to prove that the above sum
converges to 0. To estimate it calculate
L′τMZ0
M2
n1∑
k=n0
(
1− 2k
M
)d/2−2 ≤ L′τMZ0
M
∫ 1−2(n0−1)/M
1−2(n1+1)/M
td/2−2dt
≤ 2
d− 2L
′τ
M
(M − 2n0 + 2
M
)d/2−1
, (5.45)
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where the first inequality follows by monotonicity of the function t 7→ td/2−2. By Remark 5.8 the
right hand side converges to zero, for δ small enough.
Next we bound the probability of U2. Observe that
M − 2n2 ≥ M
Z
2/d
0 L
′2/d
M
≥ M
1−2/d
L
′2/d
M
, (5.46)
and that with probability converging to 1 we have Zn ≤ 2L′M , for n ≥ n1. Using (4.1) as in the
bounds for P(U1) it suffices to prove that the following sum converges to zero
n2∑
k=n1
c3L
′τ+1
M
(M − 2k)2 = c3L
τ+1
M
n2∑
k=n1
1
(M − 2k)2 ≤
2c3L
τ+1
M
M − 2n2 ≤
2c3L
τ+1+2/d
M
M1−2/d
.
The right hand side clearly converges to zero, which finishes the analysis of the event U2.
We are now ready to prove Theorem 3.1.
Proof of Theorem 3.1. To have notation more compatible with the previous results in this section
(which will be heavily used) we change the notation from LN in the statement to LM . Also recall
we scale the pair (β, ρ) so that ρ = 1. Throughout the proof we will assume that n0 is defined
through (5.30), for a sequence (L′M ) satisfying L
′
ML
−δ
M → 0, for δ > 0 small enough. In particular,
we will need the assumptions in Lemma 5.12 to be satisfied.
As in Lemma 5.12 define n1 as the largest integer such that M − 2n1 ≥ M(L′M/Z0)2/d, and
apply Theorem 4.6 to conclude that for any ε > 0 with probability converging to 1 (as M → ∞)
we have
Zn = (1± ε)Z0
(
1− 2n
M
)d/2
, for 0 ≤ n ≤ n1.
Also define m = n0∧n1. We will assume throughout that 1− 2m/M → 0, which can accomplished
by selecting δ > 0 above small enough.
First we will prove all the results with Rfin replaced by Rm. By Lemma 5.7 and Theorem 4.6
for any ε > 0 with probability converging to 1 we have
1− Yn/(Xn + Yn)(
Yn/(Xn + Yn)
)β = (1± ε) K0
M1−β(1− 2n/M)(1−β)/2
(
1− Z0M (1− 2n/M)d/2−1
)1−β
for 0 ≤ n ≤ n0. For β = 1 this yields that for any ε > 0 with probability converging to 1 we have
Yn
Xn + Yn
= (1± ε) 1
1 +K0
= (1± ε) Y0
X0 + Y0
, for 0 ≤ n ≤ n0.
For β 6= 1, define the function ϕβ : (0, 1)→ R by ϕβ(t) = (1−t)1/(β−1)t−β/(β−1). Since the derivative
of t 7→ (1− t)t−β is bounded away from zero on (0, 1), the derivative of the inverse of this function
is bounded from above, and so, for any ε > 0 with the probability converging to 1 we have
Yn
Xn + Yn
= (1± ε)ϕ−1β
(
MK
1/(β−1)
0
(
(1− 2n/M)1/2 − Z0
M
(1− 2n/M)(d−1)/2
))
, for 0 ≤ n ≤ n0.
(5.47)
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Define the function ξβ(s) =
βs
βs+(1−s) which has a derivative bounded away from zero on (0, 1).
Since
Yn
βXn + Yn
= ξ−1β
( Yn
Xn + Yn
)
,
and φβ = ϕβ ◦ ξβ we have with probability converging to 1 (as M →∞)
Yn
βXn + Yn
= (1± ε)φ−1β
(
MK
1/(β−1)
0
(
(1− 2n/M)1/2 − Z0
M
(1− 2n/M)(d−1)/2
))
.
With probability converging to 1 (as M →∞), for all n the conditional probability that in the
(n+ 1)-st step we add a new red vertex is equal to
Yn
βXn + Yn
Zn
M − 2n − 1 .
Then for β = 1, with probability converging to 1 (as M →∞)
Rm −R0 = (1± ε)
m∑
n=0
Y0
X0 + Y0
Z0
M
(1− 2n/M)d/2−1,
where we used (4.2) and the fact that the right hand side above converges to ∞ (which follows
easily from (X0 + Y0)/M → 0 and 1 − 2m/M → 0). By replacing the Riemann sum with the
integral
Rm −R0 = (1± ε) Y0
X0 + Y0
Z0
2
∫ 1
1−2m/M
td/2−1dt = (1± ε) Y0
X0 + Y0
Z0
d
(
1− (1− 2m/M)d/2
)
.
Since 1− 2m/M → 0 and Z0/M → 1, this proves (3.1) (with Rm instead of Rfin).
For β 6= 1 proceed analogously. With probability converging to 1 (as M →∞)
Rm −R0 = (1± ε)
m∑
n=0
φ−1β
(
MK
1/(β−1)
0
(
(1− 2nM )1/2 − Z0M (1− 2nM )(d−1)/2
))
Z0
M (1− 2nM )d/2−1
= (1± ε)Z0
d
m∑
n=0
φ−1β
(
MK
1/(β−1)
0
(
(1− 2nM )1/2 − Z0M (1− 2nM )(d−1)/2
))
d
M (1− 2nM )d/2−1,
where, like in the case β = 1, we used (4.2) and now the estimates in Lemma 4.8 as well (to justify
that the right hand side converges to ∞). The above sum on can be replaced as a Riemann sum of
the function
h1(t) = φ
−1
β
(
MK
1/(β−1)
0
(
t1/d − Z0
M
t(d−1)/d
))
,
over the interval [(1 − 2m/M)d/2, 1] with the subdivision at (1 − 2n/M)d/2, n = 0, 1, . . . ,m. To
justify this we only need to replace (1−2(n−1)/M)d/2− (1−2n/M)d/2 by dM−1(1−2n/M)d/2−1,
which is possible since the quotient of these two terms converges to 1 as M → ∞ uniformly for
all n = 0, 1, . . . ,m (this follows by Taylor expansion and M − 2m→∞). To justify replacing this
Riemann sum with the corresponding integral∫ 1
(1−2m/M)d/2
h1(t) dt =
∫ 1
(1−2m/M)d/2
φ−1β
(
MK
1/(β−1)
0
(
t1/d − Z0
M
t(d−1)/d
))
dt,
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we only need to show that the number of local extrema of h1(t) in [0, 1] is bounded uniformly in
M and that
max0≤t≤1 h1(t)
M
∫ 1
(1−2m/M)d/2 h1(t) dt
→ 0.
This is because one can bound the integral of h1(t) over each interval on which h1(t) is monotone
from above and below by adding or removing a term in the Riemann sum. The first condition
follows from the fact that t1/d − Z0M t(d−1)/d is concave on [0, 1] and φ−1β is monotone. To check
the second condition observe that since Z0/M → 1 the function t1/d − Z0M t(d−1)/d is uniformly
bounded away from zero on the interval [1/4, 3/4]. Since 1 − 2m/M → 0, Lemma 4.8 implies
that the integral
∫ 1
(1−2m/M)d/2 h1(t) dt is bounded form below by a constant (uniform in M) times
(M/K0)
1/βM−1 ∧ 1. Now the condition follows simply from max0≤t≤1 h1(t) ≤ 1.
So far we have shown that with probability converging to 1
Rm −R0 = (1± ε)Z0
d
∫ 1
(1−2m/M)d/2
φ−1β
(
MK
1/(β−1)
0
(
t1/d − Z0
M
t(d−1)/d
))
dt.
Now we change the lower bound in the integral to zero, to match the one in (5.1). By Lemma 4.8
it suffices to prove that
∫ (1−2m/M)d/2
0
M1/β−1
K
1/β
0
(
t1/d − Z0
M
t(d−1)/d
)1/β−1 ∧ 1 dt ≤ δM(M1/β−1
K
1/β
0
∧ 1
)
, (5.48)
for a sequence (δM ), converging to 0 and depending only on β, d and LM . When
M1/β−1
K
1/β
0
≥ 1 then
(5.48) holds as long as we take δM ≥ (1− 2m/M)d/2. When M1/β−1
K
1/β
0
< 1 then (5.48) holds for
δM ≥
∫ (1−2m/M)d/2
0
h2(s)
1/β−1ds,
where h2(s) = s
1/d, for β < 1 and h2(s) = s
1/d − s(d−1)/d, for β > 1 (in either case h2(s)1/β−1 is
integrable in the neighborhood of 0).
So far we have proved that when β 6= 1
Rm −R0 = (1± ε)Z0
d
∫ 1
0
φ−1β
(
MK
1/(β−1)
0 (t
1/d − Z0
M
t1−1/d)
)
dt,
with probability converging to 1, as M → ∞. We can immediately replace the factor Z0/d with
M/d. Removing the factor Z0/M inside φ
−1
β appearing in the integral requires checking that
sM/tM → 1 implies φ−1β (sM )/φ−1β (tM )→ 1, which is the content of Lemma 4.9.
It is now easy to check that for all values of β (using Lemma 4.8 for β 6= 1) we have that for
some constant c, with probability converging to 1
Rm −R0 ≥ c(M ∧M1/βK−1/β0 ). (5.49)
To conclude the proof we need to replace Rm by Rfin. For m = n0 and K0 ≥ M (1−β)/2 it
follows from Lemma 5.12 ii) that actually Rfin = Rm with probability converging to 1, so there is
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nothing to prove in this case. To handle other cases recall that the value of R can increase (always
by 1) only if a new uncolored half-edge is matched, that is the value of Z decreases (always by
d). Thus Rfin − Rm ≤ Zm. Thus it suffices to show that with probability converging to 1 we have
Zm/(Rm−R0) converges to zero in probability. For m = n0 and K0 ≤M (1−β)/2, by Zn0 ≤M−2n0
and by (5.49) it suffices to prove that (M − 2n0)/M and (M − 2n0)(K0/M)1/β both converge to
zero. Recalling the definition of n0 from (5.30) and replacing M − 2n0 by L′MM
1−β
1+βK
− 2
1+β
0 , the
above reduces to showing that
L′M (M
βK0)
− 2
1+β and L′M(K
β−1
0 M
1+β2)
− 1
β(1+β)
both converge to zero. For m = n1 by Theorem 4.6 we have Zn1 ≤ 2L′M , so by (5.49) it suffices to
show that
L′M/M and L
′
M (K0/M)
1/β
both converge to zero. All of this follows from the bounds LMM
−β ≤ K0 ≤ ML−βM for an appro-
priate exponent κ > 0.
Now we prove Theorem 3.2.
Proof. The proof will follow the proof of Theorem 3.1. However in this proof we do not use the
(1 ± o(1)) concentration result for Zn (just for Xn + Yn), so instead of m = n0 ∧ n1, we can work
with n0, where n0 is as in (5.30). Again we first prove the statement with Dfin replaced by Dn0 .
At the n-th step the conditional probability of connecting a blue to a red vertex is equal to
(1 + β)XnYn
(βXn + Yn)(M − 2n− 1) =
Xn + Yn
M − 2n− 1κβ
( Yn
Xn + Yn
)
,
where κβ(t) =
(1+β)t(1−t)
t+β(1−t) . With probability converging to 1 as M →∞ we have
Yn
Xn + Yn
= (1± ε) Y0
X0 + Y0
, for β = 1
and by (5.47)
Yn
Xn + Yn
= (1± ε)ϕ−1β
(
MK
1/(β−1)
0
(
(1− 2n/M)1/2 − Z0
M
(1− 2n/M)(d−1)/2
))
, for β 6= 1
for all 0 ≤ n ≤ n0, and
Xn + Yn = (1± ε)
(
M − 2n− Z0(1− 2n/M)d/2
)
as well. Observe that the derivative of κβ is bounded from above on [0, 1]. By Remark 4.1 for β = 1
we have
Dn0 −D0 = (1± ε)
2X0Y0
(X0 + Y0)2
n0∑
n=0
(
1− Z0
M
(1− 2n/M)d/2−1).
We can then replace the sum by
n0 − Z0
2
∫ 1
1−2n0/M
td/2−1dt = n0 − Z0
d
+
Z0
d
(
1− 2n0
M
)d/2
.
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Since 2n0/M → 1 and Z0/M → 1 this implies (3.4).
For the case β 6= 1, one can replace the sum approximating Dn0 by the corresponding integral
Dn0 −D0 = (1± ε)
∫ 1
1−2n0/M
(M
2
− Z0
2
td/2−1
)
κβ ◦ ϕ−1β
(
MK
1/(β−1)
0
(
t1/2 − Z0
M
t(d−1)/2
))
dt. (5.50)
This is justified by splitting the sum into two parts, one containing the factor M/2 and the other
containing the factor Z02 t
d/2−1, and for each of these two sums applying and argument, analogous
to the one in the proof of Theorem 3.1. As established in the proof of Theorem 3.1 φβ = ϕβ ◦ ξβ
and since κβ = κβ ◦ ξβ, we get κβ ◦ ϕ−1β = κβ ◦ φ−1β , so we can make this replacement in (5.50).
Furthermore, replacing Z0/2 with M/2 is trivial, while to replace Z0/M with 1, again use Lemma
4.9. To fix the lower bound 1− 2n0/M follow steps in the proof of (5.48).
We are only left to prove that Dn0 can be replaced by Dfin. For this observe that similarly as in
(5.49) we have Dn0 −D0 ≥ c(M ∧M1/βK−1/β0 ). On the other hand D can increase only when the
value of X and Y both decreases, so it suffices to show that either both Xn0/M and Xn0(K0/M)
1/β ,
or both Yn0/M and Yn0(K0/M)
1/β converge to zero in probability. This follows from Lemma 5.12
and again the bound K0 ≤ML−βM .
6 Dynamics on the torus
As mentioned in the introduction, the behavior of the competing infection process is extremely
different when the underlying graph is a d dimensional torus, and not a random d-regular graph.
The difference is stated in Theorem 2.8, which is proved in this section. The proof relies on the
following shape theorem from [14], due to Cox and Durrett.
In the following theorem we consider the continuous time, rate 1, first passage percolation
process on Z2 started from the origin. Let St be the set that the process occupies at time t,
thickened by 1/2, that is St is the union of closed hipercubes of side length 1 centered at the points
explored by the first passage percolation process at time t. The result was originally proven for
more general distributions for edge weights, and holds in higher dimensions as well.
Theorem 6.1 (Cox, Durrett). There exists a non-trivial, convex set A ⊂ R2 which is symmetric
around the origin, and such that for any δ > 0
lim
t→∞
P
(
(1− δ)tA ⊂ St ⊂ (1 + δ)tA
)→ 1.
This theorem was generalized for every d ≥ 3, see for example [38]. The theorem can be
understood in the following way. For x ∈ Rd, define d(x) = min{t|x ∈ tA}. Since A is convex and
symmetric, it is an easy exercise to show that x 7→ d(x) is a norm on Rd, and thus d(x, y) = d(y−x)
is a metric on Rd. Then Theorem 6.1 says that with probability converging to 1 as t → ∞, the
ball in the random first-passage percolation metric of radius t contains the d-metric ball of radius
(1− δ)t and is contained in the d-metric ball of radius (1+ δ)t. Furthermore, observe that changing
the rate of the first-passage percolation process to β simply corresponds to scaling of the set A by
a factor of β.
Assume that in Theorem 2.8 we start both processes simultaneously from two uniformly chosen
vertices B0 = {x} and R0 = {y} (that is B0 = R0 = 1). Then by Theorem 6.1 it is easy to see that
for any t0 > 0 and ε > 0, with probability converging to 1 as n→∞, every vertex v ∈ T(N, d) such
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that d(x, v) < (t− ε)βn and d(y, v) > (t+ ε)ρn, for some t > t0 satisfies v ∈ Bfin, and every vertex
v ∈ T(N, d) such that d(x, v) > (t+ ε)βn and d(y, v) < (t− ε)ρn, for some t > t0 satisfies v ∈ Rfin.
Also observe that for any δ > 0 we can find r > 0 such that the probability that d(x, y) < rn is
less than δ. It follows that by scaling the torus by the factor 1/n (to a unit torus), and sending
n → ∞, Theorem 6.1 and the discussion in the previous paragraph imply that the pair of sets
(Bfin/n,Rfin/n) converge in Hausdorff metric to the Voronoi partition of the continuous unit torus
in the metric d. More precisely, the limiting set for Bfin/n is a set of points v on the unit torus
R
d/[0, 1]d for which d(x, v)/β < d(y, v)/ρ, where x and y are two points chosen uniformly and
independently on the torus. This in particular yields Theorem 2.8 in this special case, and the
proof of the general case presented below is essentially the same.
Proof of Theorem 2.8. Fix ε > 0. Assume first that (B0,R0) are chosen uniformly at random of
size (B0, R0). Then there exists δ
′ > 0 such that, with probability at least 1 − ε/2, the Euclidean
distance between any pair of points in B0 ∪R0 is at least δ′n. For δ′′ > 0 and every x ∈ B0 define
the ball Bx = {v ∈ T(N, d) : d(x, v) < nβδ′′}, and for every y ∈ R0 define Ry = {v ∈ T(N, d) :
d(y, v) < nδ′′ρ}. It is not hard to see that one can choose δ′′ small enough so that all the sets Bx
for x ∈ B0 and Ry, for y ∈ R0 are disjoint with probability at least 1 − ε/2. Conditioned on this
event, Theorem 6.1 yields that for n large enough, with probability at least 1− ε/2 for t = 3δ′′n/4,
the set Bt contains all the balls 12Bx = {v ∈ T(N, d) : d(x, v) < nβδ′′/2}, x ∈ B0 and is contained
in ∪x∈B0Bx (and the analogous claim holds for Rt). As all sets Bx and Ry have size linear in N ,
the claim follows.
If on the other hand we select (B0,R0) uniformly of size (B0, R0) with B0 center of size k0, then
simply apply the above argument with sets Bx = {v ∈ T(N, d) : d(x, v) < nβδ′′} defined for x ∈ B00.
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