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Abstract 30 
There is growing evidence of coherent, global patterns of change in annual precipitation and 31 
runoff with high latitudes experiencing increases consistent with climate model projections. 32 
This paper describes a methodology for estimating detection times for changes in seasonal 33 
precipitation extremes. The approach is illustrated using changes in UK precipitation 34 
projected by the EU PRUDENCE climate model ensemble. We show that, because of high 35 
variability from year to year and confounding factors, detection of anthropogenic climate 36 
change at regional scales is not generally expected for decades to come. Overall, the earliest 37 
detection times were found for 10 day winter precipitation totals with 10 year return period in 38 
SW England. In this case, formal detection could be possible within a decade from now if the 39 
climate model projections are realised. The outlook for changes in summer flash flood risk is 40 
highly uncertain. Our analysis further demonstrates that existing precautionary allowances for 41 
climate change used for flood management may not be sufficiently robust in NE England and 42 
E Scotland. These findings imply that for certain types of flood mechanism, adaptation 43 
decisions might have to be taken in advance of formally detected changes in flood risk. This 44 
reinforces the case for long-term environmental monitoring and reporting of climate change 45 
indices at “sentinel” locations. 46 
 47 
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1. Introduction 57 
There is a widely held perception that flood risk has increased across Europe during the last 58 
decade [EEA, 2005]. Following the summer 2007 flooding, the UK Government announced 59 
increased annual budgets for flood risk management that will reach £800 million by 2010. 60 
Inevitably, higher spending on flood defence infrastructure prompts questions about when 61 
and where to prioritise the investment? Furthermore, the UK Government’s 2008 Climate 62 
Change Act places a statutory requirement upon competent authorities to undertake risk 63 
assessments as part of their duty to adapt to climate change. The Environment Agency [2007] 64 
is already calling on key utilities and public services to take responsibility for “climate 65 
proofing” critical infrastructure, facilities and services. 66 
 67 
Evidence of human influences on the hydrosphere has been accumulating steadily over the 68 
last two decades [Burke et al., 2006; Hegerl et al., 2007; Santer et al., 2007; Tett et al., 2007; 69 
Willett et al., 2007; Wu et al., 2005]. However, with the possible exception of rainfall 70 
reductions over southwest Australia [Timbal et al., 2005], attribution of rainfall trends to 71 
human influence is not yet possible below the scale of the global land area [Lambert et al., 72 
2004; Zhang et al., 2007]. Nonetheless, changes in moderately extreme precipitation events 73 
are, in theory, more robustly detectable than changes in mean precipitation [Frei and Schär, 74 
2001] because as precipitation increases (under the greater water holding capacity of a 75 
warmer atmosphere) a greater proportion is expected to fall as heavy and very heavy rainfall 76 
events [Kharin and Zwiers, 2000; Wehner, 2004; Hegerl et al., 2004; 2006; Katz, 1999; Pall 77 
et al., 2007; Trenberth et al., 2003]. Disproportionate increases in heavy rainfall have been 78 
widely reported for the observed climate record [Alexander et al., 2006; Groisman et al., 79 
2005] but rates of change and/or regional patterns of observed and simulated rainfall 80 
extremes showed little similarity in early studies [e.g., Kiktev et al., 2003]. This is partly due 81 
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to the inability of climate models to adequately resolve extreme precipitation at sub-grid box 82 
scales other than for winter [Fowler et al., 2007; Fowler and Ekström, 2009]; the scale 83 
mismatch between point observations and gridded climate model output; and the difficulty of 84 
defining statistically robust “extreme” indices [Hegerl et al., 2006].  85 
 86 
Even detection of hydrological change is far from straightforward because the choice of 87 
index, spatial and temporal scale of aggregation, statistical test (including significance 88 
testing), and confounding factors, all require careful consideration [Kundzewicz and Robson, 89 
2004; Radziejewski and Kundzewicz, 2004 ; Legates et al., 2005; Svensson et al., 2005; Wilby 90 
et al., 2008a]: 91 
• Chosen indicator: Whether monthly, seasonal, annual, rainfall/river flow, maxima, N-92 
day rainfall totals, proportional contributions, counts of peaks over threshold flows, point 93 
or area average data, individual records, pooled, or gridded data. 94 
• Period of record: When longer rainfall and river flow records are analysed, many trends 95 
found in shorter series cease to be significant. This can be due to the influence of outliers 96 
(at the start or the end of the record), or simply down to multi-decadal variability. 97 
• Power of statistical tests: Widely used methods include (logistic) linear regression, 98 
“change point” tests, and the non-parametric Spearman rank correlation and Mann-99 
Kendall tests. Detectability of trends in extreme events can be improved through regional 100 
pooling of data. 101 
• Confounding factors: Creeping or sudden changes in meteorological records can arise 102 
from changes in site, instrumentation, observing or recording practices, site 103 
characteristics, or sampling regime. Discharge records may be biased by many non-104 
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climatic influences including land cover and management, urbanization, river regulation, 105 
water abstraction and effluent returns, or flood-flows by-passing gauging structures. 106 
The number of years of rainfall or runoff record needed to detect a statistically significant 107 
trend depends on: the strength of the trend; the amount of variance about the trend; the 108 
probability of erroneous detection (Type I error); and the probability of missing a real trend 109 
(Type II error).  Preliminary estimates using data for river basins in the US and UK suggest 110 
that statistically robust, climate-driven trends in seasonal runoff are unlikely to be found until 111 
the second half of the 21st century [Ziegler et al., 2005; Wilby, 2006]. In Australian river 112 
basins an even greater change may be required for detection as the interannual variability of 113 
flows is twice that of Northern Hemisphere river basins [Chiew and McMahon, 1993].  114 
 115 
Detection time relationships can also be inverted to estimate the strength of trend required for 116 
detection by specified time horizons. For example, analysis of UK winter and annual 117 
precipitation totals suggests that changes of ~25 % would be needed for detection by the 118 
2020s in the most sensitive basins (such as the River Tyne). Although increases (or 119 
decreases) in seasonal totals could affect overall flood risk, it is suspected that more useful 120 
flood-risk information can be extracted from daily precipitation indices. Furthermore, as 121 
noted before, projected trends in indices of heavy precipitation may be detectable earlier than 122 
trends in seasonal means [Hegerl et al., 2004]. 123 
 124 
Although attribution of changes in precipitation or flood risk is not feasible for individual 125 
basins, techniques have emerged for estimating the time-horizons for formal detection at 126 
regional scales. This paper describes a methodology for estimating detection times for 127 
changes in seasonal precipitation extremes as projected by the EU PRUDENCE (Prediction 128 
of Regional scenarios and Uncertainties for Defining European Climate change risks and 129 
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Effects [Christensen et al., 2007]) Regional Climate Model (RCM) ensemble. Changes in UK 130 
precipitation extremes are used as the test case. Section 2 provides a description of the RCM 131 
outputs and meteorological observations used in the study, and Section 3 details the 132 
methodology for trend detection in selected indices of extreme precipitation. Section 4 133 
explores when and where changes in downscaled UK rainfall metrics are not likely to have 134 
been entirely the result of (model-estimated or observed) natural variability. We also examine 135 
the extent to which existing precautionary allowances used for flood risk assessment are 136 
exceeded by the projected climate changes. Section 5 then discusses how the results might 137 
inform protocols for monitoring and adapting to changing flood risk, as well as topics for 138 
further research. A few concluding remarks are made in Section 7. 139 
 140 
2. Observed and climate model precipitation indices 141 
The methodology for detecting changes to extreme precipitation metrics relies on a 142 
combination of regional frequency analysis (RFA) and pattern scaling. The estimation of the 143 
frequencies of extreme events is difficult as extreme events are, by definition, rare and 144 
observational records are often short. In RFA, data from the ‘region’ are assumed to share the 145 
same frequency distribution and only differ in their magnitude (mean or median values). 146 
Therefore, RFA trades ‘space for time’ and pools standardised data from several different 147 
sites within a ‘region’ to fit a single frequency distribution [Hosking and Wallis, 1997]. 148 
 149 
2.1 Model outputs and data 150 
We employed thirteen RCM integrations from the PRUDENCE ensemble. All experiments 151 
yield daily precipitation totals for control (1961-1990) and future (2071-2100) time periods 152 
[Christensen et al., 2007] under the IPCC SRES A2 emissions scenario [Nakienovi et al., 153 
2000] (Table 1). Nine of these RCM experiments were conducted by nesting within the 154 
atmosphere-only high-resolution General Circulation Model (GCM) HadAM3H of the UK 155 
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Hadley Centre. One RCM, HadRM3P, was nested within HadAM3P, a more recent version 156 
of the same atmosphere-only GCM; but HadRM3H and HadRM3P can be considered as 157 
essentially the same model for Europe [Moberg and Jones, 2004]. The variable resolution 158 
global atmospheric model, Arpége, is nested directly within HadCM3. Additionally, two 159 
RCM integrations, HIRHAM and RCAO, are driven by lateral boundary conditions from two 160 
separate integrations of the ECHAM4/OPYC3 coupled ocean-atmosphere GCM1. 161 
 162 
All the RCMs operate with grid spacing of ~0.5° longitude by ~0.5° latitude (~50 km spatial 163 
resolution) over a European domain and data were re-gridded to a regular 0.5° x 0.5° grid 164 
using an inverse distance weighted interpolation algorithm to allow direct comparison 165 
between models (Figure 1). More details of the experimental design of the PRUDENCE 166 
integrations can be found in Jacob et al. [2007]. 167 
 168 
An observational precipitation dataset at a comparable scale to the RCM outputs was 169 
produced by taking a daily average across the 5 km boxes contained within each 0.5° x 0.5° 170 
grid cell for each day of 1958-2002 for the UK Meteorological Office dataset [Perry and 171 
Hollis, 2005a, 2005b]. 172 
 173 
2.2 Extreme precipitation indices 174 
Seasonal maximum (SM) series of 1, 5 and 10 day (henceforth 1d, 5d and 10d) precipitation 175 
totals are extracted for each grid cell, for each RCM time-slice (the control period, 1961-176 
1990, and future period, 2071-2100), and for observations. These SM series were 177 
standardized by their median (Rmed - equivalent to the 2 year return value [after Fowler et 178 
al., 2005]) to remove grid cell-specific factors from the regional analysis and to allow the 179 
regional pooling of standardised data for each of the nine UK rainfall regions delineated by 180 
                                               
1
 See http://prudence.dmi.dk/public/DDC/extended_table.html 
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Wigley et al. [1984] (Figure 1). The homogeneity of these regions for extreme precipitation 181 
was previously confirmed by Fowler and Kilsby [2003a]. A Generalised Extreme Value 182 
(GEV) distribution was fitted to each pooled standardised SM sample using Maximum 183 
Likelihood Estimation (MLE) and return values of precipitation intensities with average 184 
recurrence of 10 and 50 years were estimated (henceforth 10y and 50y). The estimates were 185 
then rescaled using the regional average Rmed from the appropriate original SM dataset. Full 186 
mathematical details of the regional frequency analysis (RFA) are provided in the Appendix. 187 
 188 
A further step is needed to estimate transient changes in the return values of precipitation 189 
intensities for each RCM between the two time-slices, 1961-1990 and 2071-2100. We applied 190 
a conventional pattern scaling approach [Mitchell, 2003]. The technique assumes that 191 
regional changes in extreme precipitation (or any climate variable) will occur in proportion to 192 
the projected change in global mean temperature, in this case, from the two GCMs providing 193 
lateral boundary conditions for the 13 PRUDENCE RCMs (i.e., HadCM3 and ECHAM4). 194 
Pattern scaling was based on the change in global mean temperature predicted for 30-year 195 
time slices centred on the years 1975, 2025, 2055 and 2085. Therefore, designating the global 196 
mean temperature as Ty where y is the central year (1975, 2025, 2055 and 2085 respectively), 197 
the scale factor for each GCM time slice is given by:  198 
 199 
 
ConFut
Cony
y TT
TT
SF
−
−
=  (1) 200 
 201 
where TCon and TFut indicate the global mean temperature for the Control (1961-1990) and 202 
Future (2071-2100) time slices respectively. For intervening years the scale factors were 203 
linearly interpolated to provide transient scale factors. Therefore, for 1975 to 2085, SF varies 204 
from zero to one. The transient scale factors reflect the expected acceleration of global mean 205 
temperature changes over the next 100 years. An alternative to pattern scaling on global mean 206 
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temperature change would be to simply apply linear scaling between 1990 and 2100; this 207 
would imply earlier detection times. We use the more conservative non-linear pattern-scaling 208 
to estimate return values of precipitation intensities and the associated confidence intervals 209 
for each year between 1990 and 2100. 210 
 211 
3. Method for detecting change to extreme precipitation  212 
We define a detectible increase in extreme precipitation, xD , as the point (year) at which we 213 
would reject (at the 05.0=α  or 95% significance level) the null hypothesis that the return 214 
level estimated for the 1961-1990 period, cµ , and the return level estimated for a year x 215 
(where x > 1990), xµ , are equal in favour of the alternative hypothesis that xµ is not equal 216 
to cµ . This statistical test is based on the signal to noise ratio and provides a distribution that 217 
is approximately normally distributed with a mean of zero and a standard deviation of 1; 218 
N(0,1) (see Equation 1). We then use a two-tailed Student’s t-test (assuming that the trend 219 
can go down as well as up) to estimate the point at which the return levels are shown to be 220 
from a significantly different population at the 05.0=α  level, i.e. where 96.1≥xD : 221 
 222 
96.1
22
≥
+
−
=
cf
cx
xD
σσ
µµ
      (2) 223 
 224 
where xµ  is the pattern-scaled return level for year x, cµ  is the estimated return level for the 225 
control period (1961-1990), 2fσ  is the variance in the return level estimate for the RCM 226 
generated future period (2071-2100) and 2cσ is the variance in the return level estimate for 227 
RCM generated control period (1961-1990). Note that the observed variance, 22 oσ , for 1961-228 
1990 and 1958-2002 respectively, was substituted for the summed variance from the RCM 229 
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control and future integrations, 22 cf σσ + , in Equation 2 to establish the sensitivity of the test 230 
to assumed variance (where the delta confidence intervals on the return level estimates were 231 
also calculated using the same assumed variance estimate, either RCM generated or observed 232 
for 1961-1990 and 1958-2002 respectively, as previously stated):  233 
 234 
This test defines the ‘detection year’,
xD , as the first year at which 96.1≥xD  (the transient 235 
return level estimate for year x is significantly different to the return level estimate for the 236 
control period (1961-1990) at the 05.0=α  level).  237 
 238 
We apply the principle of equal weighting across different RCMs to produce probability 239 
distributions of estimated xD  for change to the return levels of seasonal extreme precipitation 240 
in the 9 UK rainfall regions. This is because extremes in winter are to a large extent 241 
determined by the boundary conditions imposed on the RCM. Since most RCMs in the 242 
PRUDENCE ensemble are driven by the same GCM (HadCM3), weighting model results 243 
based on observed extremes generally has a small impact [Fowler and Ekström, 2009; 244 
Manning et al., in revision]. However, we did examine the sensitivity of 
xD  to the assumed 245 
variance in extremes and to theα level used in the detection test. The analysis is truncated at 246 
2100 as we cannot assume that the pattern scaling relationship holds true after this time. 247 
Furthermore, although the analysis includes summer precipitation extremes, it should be 248 
noted that the present generation of RCMs do not adequately reproduce observed extremes 249 
during this season [Fowler and Ekström, 2009]. Throughout the study we define the point 250 
beyond which the probability of detection is more likely than not as when more than 50% of 251 
the RCMs detect a significant change in extreme precipitation.  252 
 253 
 254 
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4. Results 255 
4.1 Estimated changes to seasonal extreme precipitation by the 2020s, 2050s and 2080s 256 
Before estimating the detection times, it is useful to consider the changes in seasonal extreme 257 
precipitation projected by the RCM ensemble as larger changes, in general, imply earlier 258 
detection times.  259 
 260 
Box and whisker plots show the mean and uncertainty in changes to extreme precipitation by 261 
the 2020s, 2050s and 2080s for each region and season as projected by the RCM ensemble 262 
(Figures 2 and 3). Panels (a) and (b) in Figure 2 show projected changes in the 1d10y and 263 
10d10y totals in winter. Panels (a), (b) and (c) in Figure 3 show projected changes to the 264 
1d10y totals in spring, summer and autumn respectively2. The seasonal results for the 2080s 265 
are similar to those detailed in Fowler and Ekström [2009] for their equal weighting example. 266 
Additionally, Fowler et al. [2007] provide results for a subset of six of the 13 RCMs for 267 
percentage change to annual extreme precipitation by the 2080s. Notable increases in the 268 
magnitude of both short and long duration extreme precipitation events are projected for all 269 
seasons where climate model simulations adequately represent observed extreme 270 
precipitation (winter, spring and autumn [see Fowler and Ekström, 2009]). There is, however, 271 
uncertainty in the absolute magnitude as individual; RCM projections differ. 272 
 273 
Winter 1d totals are projected to increase in all regions (Figure 2a). At the 10y return level, 274 
RCM ensemble projections for all regions, except for SEE, are positive; changes upward of 275 
20% are projected for some regions by the most extreme RCMs by the 2050s (Figure 2a). 276 
There is more uncertainty at higher return levels with projected changes to the winter 50y 277 
return level showing a larger range of possible change; generally positive in the northern UK 278 
and negative in the southern UK (not shown). Winter 10d totals are also projected to increase 279 
                                               
2
 Supplementary material on other precipitation totals and return periods can be found at: XXXXX 
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in all regions at the 10y return level (Figure 2b), although the magnitude of these is overall 280 
smaller than for the 1d totals. Again, there is greater uncertainty in the projected changes to 281 
10d50y totals, although these span the zero change line only in ES and NEE (not shown). 282 
 283 
In spring, increases in magnitude are projected for both the 1d10y and 10d10y totals. 284 
Changes approaching 20% are projected for the 1d10y totals by the 2080s for all of the 285 
northern UK, except for NS (Figure 3a), but changes to the 10d10y totals are smaller than this 286 
(not shown). There is greater uncertainty in projections of change to the 50y return level, but 287 
the potential for very large increases (up to 50%) in the 1d50y totals during spring by the 288 
2080s (not shown). 289 
 290 
In summer, we have least confidence in climate model projections as reproduction of 291 
observed precipitation extremes by RCMs is poor [Fowler and Ekström, 2009]. This season 292 
has the largest uncertainty for all regions, return levels and daily aggregations (Figure 3b). 293 
Furthermore, the re-gridding of RCM output onto the coarser CRU grid (see section 2.1) 294 
would be expected to have most effect on the distribution of extremes in summer given the 295 
preponderance of more localized events during this season. 296 
 297 
In autumn, potentially very large percentage increases of up to 60% are projected for 1d50y 298 
totals by the 2080s (not shown), although uncertainties are large. For 1d10y totals, mean 299 
changes are all positive or the distribution is positively skewed with changes approaching 300 
20% possible by the 2050s (Figure 3c). Projected changes to the magnitude of 10d totals are 301 
not as large as those projected for 1d totals (not shown); however, they are in the main 302 
positive and large changes are projected for 10d totals for northern regions at the 50y return 303 
level (not shown). 304 
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4.2 Detection time estimates and sensitivity to variance and significance level estimates  305 
Empirical cumulative distribution functions (CDFs) of detection time by region and season 306 
were calculated for 1d and 10d precipitation totals and for 10y and 50y return levels. The 307 
detection time, xD , is sensitive to (i) the assumed variance used to calculate confidence 308 
intervals on the return level estimates (95% delta confidence intervals are calculated in all 309 
cases) and in the detection test, and (ii) the α  significance level used in testing ‘detectibility’ 310 
(note that the standard used is the 05.0=α  level). Figure 4 shows an example of the 311 
detection times for significant change (at the 05.0=α  level) to winter 1d10y and 10d10y 312 
totals. In these plots, the vertical black dotted line indicates the year 2050 and the horizontal 313 
red dashed line the point beyond which the probability of detection is more likely than not. 314 
Three individual cumulative frequency distributions are shown on each plot. The green CDF 315 
shows the detection time, xD , using RCM internal variability; the red CDF shows the same 316 
but for observed variability for 1961-1990; the black CDF shows the same but for the full 317 
record of observed variability from 1958-2002. Table 2 shows the year where the probability 318 
of detection is >0.5 for 1d and 10d winter precipitation totals, with 10y and 50y return levels 319 
and given the three different variance estimates for all regions. Although individual CDFs are 320 
not presented for the other seasons a summary of the earliest detection time and the season of 321 
earliest detectability for each region are given in Table 2 for completeness. 322 
 323 
Figure 5 shows the sensitivity of xD  to the α  significance level used in testing ‘detectability’ 324 
for all regions for a season where detectability is high (Figure 5(a): winter) and detectability 325 
is lower (Figure 5(b): spring). For each panel, the solid black line shows results for the 1d10y 326 
total; the dashed black line signifies the 1d50y total; the solid red line the 10d10y total; and 327 
the dashed red line the 10d50y total. The bold black vertical line in each panel shows the 328 
05.0=α  level used in this study. Figure 5 confirms that as the α  significance level increases 329 
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(from 0.5 to 0.001) more observations are needed to detect a significant difference between 330 
the two sample populations and so the detection time is later. 331 
 332 
The summary in Table 2 and example in Figure 4 show that there are no consistent patterns 333 
(across all regions) of earlier or later detection time for the different variance estimates. On 334 
average, the RCM-estimated internal variability and observed variability for 1961-1990 yield 335 
longer detection times. For example, for the winter 1d10y total the mean detection time is 336 
2045 for RCM-estimated variability, 2055 for observed variability based on 1961-1990, but 337 
2042 when based on 1958-2002 (see Table 2). With only 30 years data, albeit with regional 338 
pooling, the confidence intervals on the return level are wide due to the relatively large 339 
uncertainty (variability) in the estimate. In general, use of the full record of observed 340 
variability available from the UK Meteorological Office 5 km gridded dataset (for 1958-341 
2002) provides the shortest detection times for both 1d and 10d totals. Occasionally, the 342 
RCM-estimated internal variability or the 1961-1990 observed variability yield shorter 343 
detection times, see for example the winter 10d10y total mean detection times in Table 2. In 344 
these cases, low variance of seasonal maxima within the RCM integration (and/or outliers in 345 
the longer observed record) decreases (increases) the width of confidence intervals and thus 346 
produces shorter (longer) detection times. However, earlier records prior to the early 347 
nineteenth century are thought to be less representative of the present climate regime [see 348 
e.g., Marsh et al., 2007] and so were not used to characterise the variance statistic. 349 
 350 
Figure 4 and Table 2 show that, for many UK regions, significant changes to extreme 351 
precipitation in winter are likely to be detectible by the 2050s, particularly for 1d totals. 352 
Detection times are, on average, earlier for higher frequency extreme precipitation events, 353 
i.e., those with shorter return period. For western and northern parts of the UK, it is likely that 354 
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changes may be detectible even earlier – perhaps as soon as the 2020s. This is consistent with 355 
the large upward trends seen in observations of extreme precipitation in these regions since 356 
1990 [Fowler and Kilsby, 2003a; 2003b]. It is perhaps surprising that changes to winter 357 
extreme precipitation are not detectible in North Scotland until 2080, given the observed 358 
positive trend in extreme precipitation reported for this region [Fowler and Kilsby, 2003a]. 359 
However, this may be explained by the large natural variability in winter precipitation 360 
amounts and, therefore, much wider confidence intervals calculated for this region. In both 361 
North and East Scotland the earliest detection times, ~2030s, are found for the autumn season 362 
(Table 2). Detection times for 10d50y precipitation totals are generally longer than for 1d50y 363 
totals (based on observed variability). However, detectability for 10d10y totals is higher than 364 
for 1d10y totals in winter for regions such as SW, SE and CE England (compare Figure 4a 365 
and Figure 4b). Overall, the earliest detection time is for 10d10y totals in winter in SW 366 
England, based on the RCM variance estimate. In this case, detection could be as early as 367 
2016. Changes could also be detectible pre-2020 in 10d totals for SS. 368 
 369 
Detectability in other seasons is undoubtedly lower than in winter2. In particular, in summer it 370 
is unlikely that changes will be detectible by 2050; for many regions, changes are not 371 
detectible by the end of the 21st century. In spring, for 1d10y and 10d10y totals it is likely 372 
that changes will detectible in most regions by 2080 but for longer return period events, for 373 
many regions and indices, detection is not achieved by the end of the 21st century. 374 
Detectability is greater in autumn than in spring and soonest in Scotland, where changes may 375 
be detectible by 2030 to 2050 for both 1d and 10d totals. Overall, the earliest detection time 376 
in spring was for the 1d10y event in NI (2033), and in autumn for the 1d10y event in SWE 377 
(2023). 378 
 379 
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Figure 6 shows the minimum, mean and maximum year in which the probability of detection 380 
is more likely than not (i.e., more than 50% of the RCMs suggest that change is detectible by 381 
this year), for any season or detection index. It can be seen that detection is likely in all 382 
regions by 2060 to 2080 (the mean detection time using all statistics from all seasons). 383 
However, detection is likely earlier than this for individual seasons and return levels. Note 384 
also that for some individual RCMs the detection year is pre-2020. The earliest detection time 385 
from any season, rainfall aggregation and return level is pre-2020 for SWE, and pre-2030 for 386 
all regions other than NI and ES where it is pre-2040 (refer also to the summary of earliest 387 
detection times at the bottom of Table 2). 388 
 389 
4.3 Time taken to exceed precautionary allowance for extreme precipitation 390 
UK Planning Policy Statement 25 (PPS25) includes precautionary allowances for climate 391 
change for use in flood risk assessments [DCLG, 2006]. The DCLG and Defra guidance 392 
[DCLG, 2006; Defra, 2006] applies to changes in peak rainfall intensity (cited in look-up 393 
tables as mm hr-1 but with no accompanying return period) so the analysis of 1d totals here 394 
should be regarded only as indicative. The allowances were informed by Ekström et al. 395 
[2005] for changes to annual extreme precipitation and the +20% allowance (+30 % in 396 
Scotland) applies to the period 2055-2085, with smaller allowances for earlier periods of 397 
+5% (1990-2025) and +10% (2025-2055). 398 
 399 
The PRUDENCE RCM scenarios provide scope for reviewing existing guidance and helping 400 
to refresh the UK climate change allowances used in flood risk management [DCLG, 2006; 401 
Defra, 2006]. For example, design standards for protection against storms and flooding by 402 
sewerage systems do not take into account climate change, but there is an “industry standard” 403 
of protection against a 1 in 30 year event [IRB, 2007]. Others have questioned whether flood 404 
defences based on the historic 1 in 100 year flood level provide adequate standard of 405 
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protection in the face of climate change [GCC, 2007]. In some instances, conflicting policy 406 
goals are an impediment to coherent adaptation, for example the imperative to build more 407 
homes on brown field sites whilst at the same time avoiding high flood risk areas and catering 408 
for habitat migration.  There is an implicit assumption that people are becoming more at risk 409 
from all types of flooding because of climate change [EA, 2007: 15] and that as climate 410 
change makes extreme weather and flooding ever more likely, it is essential that public 411 
organisations and private companies act now to prevent major disruption and misery in the 412 
future [EA, 2007:48].  413 
 414 
We test when the +5% (1990-2025), +10% (2025-2055) and +20% (2055-2085) precipitation 415 
allowances in PPS25 could be exceeded, by estimating the minimum and mean year in which 416 
the probability of exceedance of the standard is more likely than not, for any season and 417 
detection index. The allowances are deemed to be insufficient if the year of exceedance falls 418 
before the last year in the look-up table given in PPS25 (e.g., before 2025, 2055 and 2085 in 419 
the cases of the 5%, 10% and 20% allowances respectively). Although individual RCMs 420 
project exceedances earlier than this – as early as 2040 for exceedance of the 20% allowance 421 
– failure of the allowance is taken to be when more than 50% of the ensemble members show 422 
this level of exceedance. 423 
 424 
Figure 7 suggests that the national allowances may not be sufficiently robust for some 425 
regions, particularly for the earlier periods 1990-2025 and 2025-2055. The minimum year of 426 
likely exceedance of the 5% allowance is pre-2025 for ES and NEE; in other regions this 427 
allowance is typically exceeded between 2025 and 2040. Likewise, the minimum year of 428 
likely exceedance of the 10% allowance is pre-2055 for ES, NEE and also NI; in other 429 
regions this allowance is exceeded between 2055 and 2070. For the 20% allowance the 430 
minimum year of likely exceedance is 2072 for ES and 2082 for NEE, so the allowance is not 431 
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sufficiently precautionary in these two regions. For other regions the allowance is exceeded 432 
in the 2090s or, in the case of SEE, not until after 2100.  433 
 434 
5. Discussion 435 
Historic changes in UK flood risk have been reviewed elsewhere [see Wilby et al., 2008b]. 436 
Several studies report increasing winter precipitation, larger multi-day rainfall totals, and 437 
higher contributions from intense daily events since the 1960s. Others suggest strong regional 438 
gradients with larger winter increases in the north and west of the UK, and at higher elevation 439 
sites. These patterns translate into increased winter mean runoff, especially in the upland 440 
areas of western England and Wales. One explanation is that the changes were forced by a 441 
strongly positive phase of the North Atlantic Oscillation (NAO) between the 1960s and 442 
1990s. This displaced storm tracks northwards and strengthened westerly moisture advection 443 
from the Atlantic over northwest Europe [Haylock and Goodess, 2004]. Whether or not 444 
recent variability in the NAO is itself a manifestation of anthropogenic forcing remains an 445 
open question [Hegerl et al., 2007]. However, extensive flooding in England during summer 446 
2007 prompted increases to budgets for flood risk management. So the question now arises as 447 
to when and where to prioritise future investment in flood defence assets? 448 
 449 
Although attribution of changes in precipitation or flood risk is not yet possible at regional 450 
scales, techniques are being developed for detection of trends in these indices at river basin 451 
scales, and for estimating the time taken for specified anthropogenic climate change signals 452 
to emerge from climate variability. This paper described a method for estimating detection 453 
times for changes in seasonal precipitation extremes projected by the EU PRUDENCE RCM 454 
ensemble. We showed that for selected UK regions and extreme precipitation indices, climate 455 
change signal(s) in the PRUDENCE projections could be detectable as early as the 2020s.  456 
 457 
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Previous studies suggest that coherent spatial patterns are rarely found for extreme 458 
precipitation in RCM ensembles due to the local scale of such events [Tebaldi et al., 2006; 459 
Frich et al., 2002]. This view is supported by our findings for precipitation changes in 460 
summer which, for 1d totals, are seldom detectable before the 2050s, in any region. By 461 
implication, consistent information about changes in the type of flash flooding witnessed in 462 
summer 2007, will not emerge for many decades unless marked improvements can be made 463 
to the modeling of such convective rainfall events by, for example, improved RCM resolution 464 
or improved parameterization of convective processes. For the foreseeable future, flood 465 
managers will have to make adaptation decisions about these types of extreme event in 466 
advance of formally detected changes in flood risk. However, the situation for long-duration, 467 
autumn and winter rainfall extremes, is much more promising. Changes in the 10d10y totals 468 
may well be detectable in most regions before the 2040s and even within the next decade or 469 
so in some “sentinel” regions such as SW England (Figure 8). This suggests that different 470 
precautionary allowances should be used for sub-daily, daily and multi-day rainfall events.  471 
 472 
We note that for detection times before the 2030s uncertainties due to the emissions scenario 473 
can be discounted, and the signal can be interpreted due to changes already locked into the 474 
climate system by past emissions. Unfortunately, the uncertainty due to the mix of models 475 
used in the PRUDENCE ensemble cannot be so readily dismissed. Given that the majority of 476 
RCM experiments were forced by HadCM3/HadAM3H, climate model uncertainty is 477 
underplayed, and so our probability distributions of detection time are almost certainly too 478 
narrow. This potentially translates into earlier detection times (because of greater model 479 
consensus) than might otherwise emerge from a much larger ensemble of host GCMs, 480 
although the two RCMs forced by ECHAM4 included within the PRUDENCE ensemble 481 
project much greater increases in extreme rainfall and thus earlier detection times than their 482 
HadCM3/HadAM3H forced counterparts. Furthermore, our method of regional pooling could 483 
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lead to lower variance estimates for natural variability, and hence earlier detection for a given 484 
climate change signal [Chandler, pers. comm.] although this is probably of second- or third-485 
order magnitude compared to other uncertainties. Both aspects merit further investigation. A 486 
natural extension to the work would be to apply the same detection method to the EU 487 
ENSEMBLES results which have been downscaled from a much larger selection of GCMs 488 
[Hewitt and Griggs, 2004]. 489 
 490 
In addition it should be noted that for detection times beyond the 2030s, uncertainties due to 491 
the emissions scenario are important. Here we use only the SRES A2 emissions scenario 492 
which is ‘medium-high’. However, there is evidence to suggest that all SRES emissions 493 
scenarios underestimate the amount of warming that is already being observed, both in 494 
western Europe (Oldenborgh et al., 2008) and globally (Rahmstorf et al., 2008). This is 495 
doubly important when we consider that climate models and satellite observations both 496 
indicate that the total amount of water in the atmosphere will increase at a rate of 7 % per °C 497 
of surface warming (the so called Clausius-Clapeyron constant). However, although global 498 
climate models suggest that precipitation will increase at only 1 to 3 % per °C of surface 499 
warming, satellite and gauge observations suggest that precipitation has increased at around 500 
the Clausius-Clapeyron rate over the last 20 years (Wentz et al., 2007). Climate models also 501 
suggest that extreme precipitation events will become more common in a warmer world. 502 
Satellite observations (Allan and Soden, 2008) and gauge observations (Lenderink and van 503 
Meijgaard, 2008) indicate that the observed increase in daily extreme precipitation is larger 504 
than that simulated by climate models, implying that projections of future changes in 505 
precipitation extremes in response to global warming may be underestimated. Furthermore, 506 
observed hourly extremes have increased by 14% – a rate twice that of Clausius–Clapeyron 507 
(Lenderink and van Meijgaard, 2008). Regional climate models are unable to adequately 508 
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reproduce this rate of change for temperatures above 20 °C. This is particularly relevant to 509 
summer months for which RCMs cannot adequately reproduce daily extreme precipitation 510 
events (Fowler and Ekström, 2009). For these reasons it is likely that absolute changes to 511 
extreme precipitation by the 2080s may well be underestimated by this study. However, over 512 
the next decade or so, an anticipated cool downturn across northwest Europe (Keenlyside et 513 
al., 2008), could favour a temporary reduction to precipitation extremes. 514 
 515 
By identifying potential “hotspots” of emerging flood risk, a more targeted approach to 516 
monitoring and investment planning might be feasible. A further priority is to broaden the 517 
analysis to include a larger suite of extreme indicators that can be linked to different types of 518 
flood generation mechanism [see e.g., Bárdossy and Filiz, 2005]. For example, long-term 519 
changes in extreme rainfall combined with snowmelt might not exhibit the smooth transitions 520 
inferred from the rainfall-only indices applied herein. Rising temperatures could bring 521 
forward the spring melt, and increase the fraction of liquid precipitation in upland areas, 522 
thereby increasing flood peaks in the short-term as has already been reported in North 523 
America [Zhang et al., 2001]. Over the medium- to longer-term, the net effect of more 524 
intense winter rainfall combined with less water storage in the snowpack could be lower 525 
levels of flood risk (see for example, Dankers and Feyen, 2008). All of these concerns 526 
underline the importance of long-term monitoring and reporting of environmental changes at 527 
sentinel locations. Furthermore, precautionary allowances for climate change should be 528 
routinely examined in the light of emerging trends and the latest climate model projections. 529 
 530 
6. Concluding remarks 531 
This paper described a methodology for estimating detection times for future changes in 532 
seasonal precipitation extremes. The approach was illustrated using the precipitation 533 
projections of the EU PRUDENCE ensemble for homogeneous rainfall regions in the UK. By 534 
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optimising the choice of detection index, season and region it was shown that the earliest 535 
detections could occur within a decade. The same ensemble warns that the climate change 536 
allowances currently used in flood defence design may not be sufficiently precautionary 537 
within their intended time horizons (for NE England and E Scotland). Therefore, one 538 
practical recommendation from this research is that a suite of national detection indices is 539 
established then used to monitor and report changes in pluvial flood risk. This would provide 540 
evidence for testing the provenance of climate model projections, and a means for targeting 541 
future investment in adaptation responses. 542 
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Appendix 557 
Regional frequency analysis (RFA) usually follows a two part index-flood procedure 558 
[Hosking and Wallis, 1997]. If data are available at N grid cells, with grid cell i having 559 
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sample size ni and observed data, Xij , j = 1,…,ni, then Xi(F), 0 < F < 1, forms the frequency 560 
distribution’s quantile function at grid cell i. The grid cells are assumed to form a 561 
homogeneous region, with identical frequency distributions at the N grid cells apart from the 562 
site-specific scaling factor, the index-flood [Hosking and Wallis, 1997].  For the UK, nine 563 
climatological regions delineated by Wigley et al. [1984] (Figure 1) have been checked for 564 
homogeneity of extreme precipitation by Fowler and Kilsby [2003a].  565 
 566 
The index-flood procedure may then be defined as (from Hosking and Wallis, 1997): 567 
),()( FxRmedFX ii =  Ni ,...,1=     (A1) 568 
 569 
 570 
where Rmedi  is the index-flood (here it is the median of the seasonal maxima frequency 571 
distribution for an individual grid cell, i), and  x(F) is the regional growth curve, a quantile 572 
function assumed identical at every grid cell within that region. 573 
 574 
For each RCM time-slice (the control period, 1961-1990, and future period, 2071-2100) and 575 
for observations, the same RFA procedure is then followed for each season and precipitation 576 
total in turn: 577 
1. Seasonal maximum (SM) series of 1, 5 and 10 day (henceforth 1d, 5d and 10d) 578 
precipitation totals are extracted for each grid cell..  579 
2. The SM series for each grid cell, i, is standardized by its median (Rmedi - equivalent 580 
to the 2 year return value [after Fowler et al., 2005]) to remove grid cell-specific 581 
factors from the regional analysis.  582 
3. The standardised SM data for the N grid cells within an individual region for each of 583 
the nine UK rainfall regions is ‘pooled’ 584 
4. The regional growth curve, x(F), 0 < F < 1 is then derived, using a pooled analysis of 585 
the dimensionless rescaled data, xij = Xij / Rmedi , j = 1,…,ni , I = 1,…,N. A 586 
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Generalised Extreme Value (GEV) distribution is fitted to the standardised SM 587 
dataset for each regional ‘pool’, xij, using Maximum Likelihood Estimation (MLE). 588 
This is used to estimate return values of precipitation intensities with average 589 
recurrence of 10 and 50 years (henceforth 10y and 50y).  590 
5. Return value estimates at grid cell i are obtained by combining the estimates of Rmedi 591 
and x(F) as Equation A1.  The average regional growth curve can be obtained by 592 
combining the estimates of x(F) and the regional average Rmed: NRmed
N
i
1
 593 
6. The associated error and 95% confidence intervals for the return value estimates is 594 
calculated using the delta method (Oehlert, 1992) for three estimates of variance to 595 
test sensitivity to: (i) RCM-estimated internal variability from pooled sample 596 
variance; (ii) observed variance, 1961-1990; (iii) observed variance, 1958-2002 (full 597 
length of record). Note that the variance based on the longer observation set gives a 598 
more conservative estimate of confidence intervals compared to the variance derived 599 
from the RCM pooled sample. 600 
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Table 1 The 11 Regional Climate Models and 13 integrations from the PRUDENCE 844 
ensemble used in this study. The acronyms explain the format of each model run. The first 845 
part refers to the RCM, and the second part to the GCM supplying the boundary conditions. 846 
Suffixes E and H denote RCMs driven by ECHAM4/OPYC3 and HadAM3H/P/HadCM3 847 
GCMs respectively.  848 
 849 
Acronym Institution/Model Origin and References RCM GCM 
ARPH French Meteorological Service; ARPEGE/IFS variable resolution global 
model. Model: Déqué et al. (1998). 
Arpège HadCM3  
HADH Hadley Centre, UK Meteorological Office, Exeter; Regional model at the 
Hadley Centre. Model: Jones et al. (2004a) 
HadRM3P HadAM3P  
HIRH 
 
Danish Meteorological Institute, Copenhagen; Dynamical core from 
HIRLAM, Parameterisations from ECHAM4. Model: Christensen et al. 
(1996, 1998). Physiographic datasets: Hagemann et al. (2001), Christensen et 
al. (2001). 
HIRHAM HadAM3H  
HIRE ECHAM4/OPYC  
RCAOH 
 
Swedish Meteorological and Hydrological Institute, Stockholm; Rossby 
Centre Atmosphere Ocean Model. Model: Jones et al. (2004b), Meier et al. 
(2003), Döscher et al. (2002), Räisänen et al. (2004). 
RCAO HadAM3H  
RCAOE ECHAM4/OPYC  
CHRMH 
 
Swiss Federal Institute of Technology (ETH), Zurich; Climate High-
Resolution Model. Model: Lüthi et al. (1996), Vidale et al. (2003). 
CHRM HadAM3H  
CLMH 
 
GKSS, Institute for Coastal Research, Geesthatcht, Germany; Climate 
version of “Lokalmodell” of German Weather Service. Model: Steppeler et 
al. (2003). 
CLM HadAM3H  
REMOH 
 
Max Planck Institute for Meteorology, Hamburg, Germany; Dynamical core 
from “Europamodell” of German Weather Service, Parameterisations from 
ECHAM4. Model: Jacob (2001), Roeckner et al. (1996). 
REMO HadAM3H  
PROMH 
 
Universidad Complutense de Madrid, Spain; Climate version of PROMES 
model. Model: Castro et al. (1993), Arribas et al. (2003). 
PROMES HadAM3H  
REGH The Abdus Salam International Centre for Theoretical Physics, Italy (ICTP); 
Dynamical core from MM5, Parameterisations from CCM3. Model: Giorgi et 
al. (1993a,b), Pal et al. (2000). 
RegCM HadAM3H 
RACH 
 
The Royal Netherlands Meteorological Institute (KNMI), Netherlands; 
Dynamical core from HIRLAM, Parameterisations from ECMWF physics. 
Model: Tiedtke (1989, 1993), Lenderink et al. (2003). 
RACMO2 HadAM3H  
METH Norwegian Meteorological Institute; Version of HIRHAM. Model: 
Christensen et al. (2001), Hanssen-Bauer et al. (2003). 
MetNo HadAM3H 
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Table 2 Years in which the probability of detection is >0.5 for winter 1- and 10-day 852 
precipitation totals, 10- and 50-year return levels and three different variance estimates for all 853 
regions. ND indicates that the probability of detection is <0.5 by 2100 (i.e., “not detected”). 854 
The earliest detection time and the season (Win=winter, Spr=spring and Aut=autumn) in 855 
which change is detected is also summarised. Note that for calculation of mean xD  the 856 
conservative assumption was made that ND = 2110. 857 
 858 
Precip-
itation 
Total 
Return 
Level 
Variance 
Estimate 
Region Mean 
xD  NS ES SS NWE NEE NI CEE SWE SEE 
Winter 
1 day 
10 year 
Observed 
(1958-02) 2090 2038 2039 2030 2023 2059 2027 2028 2046 2042 
Observed 
(1961-90) ND 2048 2041 2041 2039 2073 2040 2042 2058 2055 
RCM 
Estimated 2084 2042 2039 2032 2021 2069 2030 2037 2052 2045 
50 year 
Observed 
(1958-02) ND 2069 2059 2049 2046 2066 2030 2066 2061 2062 
Observed 
(1961-90) ND 2084 2058 2062 2067 2082 2044 2087 2081 2075 
RCM 
Estimated ND 2075 2063 2057 2042 2091 2054 2069 2066 2070 
Winter 
10 day 
10 year 
Observed 
(1958-02) 2064 2064 2033 2047 2045 2062 2026 2018 2027 2043 
Observed 
(1961-90) 2075 2072 2026 2066 2058 2069 2042 2026 2042 2053 
RCM 
Estimated 2053 2054 2019 2039 2038 2061 2021 2016 2025 2036 
50 year 
Observed 
(1958-02) 2086 2096 2052 2061 2076 2088 2048 2025 2050 2065 
Observed 
(1961-90) 2100 ND 2036 2098 ND 2089 2071 2040 2076 2081 
RCM 
Estimated 2075 2079 2028 2058 2076 2078 2045 2030 2048 2057 
Earliest detection time for all 
seasons, precipitation totals and 
variance estimates 
2030 
Aut 
2032 
Aut 
2019 
Win 
2030 
Win 
2021 
Win 
2033 
Spr 
2021 
Win 
2016 
Win 
2025 
Win 
2036 
Win 
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 863 
 864 
Figure 1 The RCM regular 0.5° by 0.5° grid and the nine coherent rainfall regions of the UK: 865 
North Scotland (NS), East Scotland (ES), South Scotland (SS), Northern Ireland (NI), 866 
Northwest England (NWE), Northeast England (NEE), Central and Eastern England (CEE), 867 
Southeast England (SEE) and Southwest England (SWE) (from Fowler et al., 2007). 868 
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 870 
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(a)  872 
(b)  873 
 874 
Figure 2 Box and whisker plots showing the mean and uncertainty in percentage changes to 875 
precipitation by the 2020s, 2050s and 2080s projected by the PRUDENCE RCMs for winter 876 
(a) 1d10y and (b) 10d10y totals. 877 
41 
 
(a)  878 
(b)  879 
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(c)  880 
 881 
Figure 3 As in Figure 2 but for 1d10y precipitation totals in (a) spring, (b) summer and (c) 882 
autumn. 883 
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 912 
Figure 4 Detection year for significant change ( 05.0=α  level) in the estimated (a) 1d10y 913 
total (upper panels), and (b) 10d10y total (lower panels) winter precipitation by region. Data 914 
used to estimate natural variability: black lines (observed 1958-2002); green lines (RCM 915 
1961-1990); red lines (observed 1961-1990).  916 
44 
 
(a) 917 
  918 
(b) 919 
 920 
Figure 5 The sensitivity of detection year, xD , to the α  significance level used in testing 921 
‘detectability’ for (a) winter, and (b) spring extremes: 1d10y (black solid line), 1d50y (black 922 
dashed line), 10d10y (red solid line), and 10d50y totals (red dashed line). 923 
 924 
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 925 
 926 
Figure 6 The minimum, mean and maximum year in which the probability of detection is 927 
more likely than not for any season, rainfall aggregation or return level, given 05.0=α  and 928 
natural variability based on observations (1958-2002). Note that for calculation of mean and 929 
maximum xD  the conservative assumption was made that ND = 2110. 930 
 931 
 932 
 933 
934 
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 935 
 936 
 937 
Figure 7 The minimum year (upper panel) and the mean year (lower panel) in which 938 
probability of exceedance of the 5%, 10% and 20% climate change allowances from PPS25 939 
used for flood risk management is >0.5 for all seasons, rainfall aggregations and return levels. 940 
Change is calculated at the 05.0=α  level using the observed (1958-2002) estimate of natural 941 
variability. 942 
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 945 
Figure 8 Changes in the annual and winter 10d10yr precipitation totals in SW England. 946 
Values were estimated by fitting a GEV distribution to observed precipitation data falling 947 
within 30-year moving windows that are advanced one year at a time from 1958 onwards. For 948 
example, the extreme value plotted for 1958 was estimated from annual maximum series for 949 
the period 1958-1987, that for 1959 from annual maxima from 1959-1988, and so on. The 950 
indices suggest ~20% increase in the precipitation accumulated during winter episodes 951 
typically marked by successive days of cyclonic systems (as during the widespread UK 952 
flooding of autumn/winter 2000/01). 953 
