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Re´sume´ – Le suivi multi-cible en ligne ne´cessite la re´solution de deux proble`mes : l’association de donne´es et l’e´valuation en
ligne des parame`tres du mode`le dynamique. Dans cet article, on propose une nouvelle me´thode d’association de donne´es, utilisant
une e´nergie a` minimiser, de´finie par des crite`res ge´ome´triques permettant de suivre plusieurs objets, de´formables ou non, avec
mouvements non line´aires et non constants. L’e´nergie qu’on propose ne ne´cessite aucun parame`tre ni connaissance a priori et
ses composantes sont extraites a` partir de repre´sentations ge´ome´triques (surface et distance) construites avec des mesures et
des pre´dictions. On montre que cette me´thode est robuste pour associer correctement une ou plusieurs mesures lorsqu’elles sont
e´quidistantes d’une cible et qu’elle ge`re les proble`mes de donne´es manquantes.
Abstract – Online multi-target tracking requires the resolution of two problems: data association and online evaluation of
the dynamic model parameters. In this paper, we propose a novel method of data association, using an energy to be minimized,
defined by a geometrical criteria to track several objects, deformable or not, with non linear and non constant movements.
The energy wich we propose does not require neither parameter nor prior knowledges and its components are extracted from
geometrical representations (surfaces and distances) built with measurements and predictions. We show that this method is
robust to associate correctly one or several measurements when they are equidistant from a target and that it manages the
problems of missing data.
1 Introduction
Le proble`me d’association de donne´es [1, 2] est fondamen-
tal en suivi temporel multi-cibles. Ge´ne´ralement, l’effica-
cite´ des me´thodes d’association de´pend des observations
disponibles et des informations a priori. Le manque de
donne´es est duˆ, d’une part, a` la me´connaissance a priori
du mode`le de mouvement des cibles, d’autre part, a` l’in-
tervalle de temps entre deux observations successives. On
rencontre des difficulte´s d’association lorsque l’on posse`de
peu d’informations sur le mode`le de mouvement, et que les
objets sont relativement similaires. Le proble`me se com-
plique si une mesure est e´quidistante de deux cibles. Les
me´thodes d’associations actuelles ne permettent pas de
faire face a` l’ensemble de ces contraintes. Pour y reme´-
dier, nous proposons dans cet article une nouvelle me´-
thode d’association qui utilise des crite`res ge´ome´triques
pour de´finir une e´nergie que l’on cherche ensuite a` mini-
miser. Les principaux avantages de notre approche sont
qu’elle n’exige ni parame`tres ni connaissances a priori, et
qu’elle est peu consommatrice en temps de calcul.
Cet article est organise´ comme suit. Dans la section 2,
on expose le mode`le mathe´matique et la pre´sentation ge´o-
me´trique des e´nergies utilise´es pour de´finir la probabilite´
d’association mesure-cible. Nous appliquons notre algo-
rithme sur un certain nombre de se´quence dans la section 3
pour montrer la robustesse de la me´thode propose´e. Fina-
lement, on donne une conclusion dans la section 4.
2 Mode´lisation de l’approche : mi-
nimisation d’e´nergie
Nous de´veloppons dans cette section un nouvel algorithme
d’association de donne´es utilisant uniquement des mesures
de positions : la seule information concernant les cibles
dont nous disposons correspondent aux pre´dictions de leurs
deux positions ante´rieures (t − 1 et t − 2). Nous par-
lons ici de pre´dictions car nous nous positionnons dans
un contexte de donne´es manquantes. Nous de´finissons une
e´nergie E suivant l’e´volution du mode`le dynamique de la
cible, de´crit en termes de de´placements dans l’espace. La
sce`ne dynamique est observe´e par un capteur qui peut
fournir exactement une observation a` l’instant t, conte-
nant au moins une mesure, pouvant eˆtre associe´e a` une
cible ou une fausse alarme. Notre but est d’associer une
mesure par cible. On appelle (y1, .., yM ) le vecteur d’ob-
servation contenant M mesures a` un instant particulier.
Chaque mesure est de´finie par une position dans le plan de
de´placement. Dans la suite, on de´signe par A la position
d’une cible k et par yj une mesure.
On distingue deux mode`les dynamiques :
(i) le mode`le dynamique initial Aˆ1(t+1) = f1(Aˆ(t))+B1, avec
B1 un bruit gaussien blanc, f1 une fonction quelconque et Aˆ(t)
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la pre´diction de la position de la cible A a` l’instant t ;
(ii) le mode`le dynamique mis a` jour Aˆ2(t + 1) = f2(yj) + B2,
avec B2 un bruit gaussien blanc et f2 une fonction quelconque
dont les parame`tres sont mis a` jour apre`s l’association de la
mesure yj a` la cible.
L’e´nergie globale entre la cible k et la mesure yj est de´finie
par :
E(k, yj) =
1
√
3
√√√√
3∑
l=1
α2l (E
l(k, yj))2 (1)
ou` αl =
1P
K
k=1 E
l(k,yj)
est un facteur de ponde´ration.
Si le mouvement d’une cible est limite´ a` une translation
dans une direction, le proble`me d’association se re´duit au
calcul de l’e´nergie E1. Cependant, pour des mouvements
complexes tels que des de´placements non affines, des mou-
vements oscillatoires et des vitesses non constantes, E1 est
insuffisante pour associer correctement les mesures. Pour y
reme´dier, nous incorporons une deuxie`me e´nergie E2 qui
indique le degre´ de similarite´ entre deux mode`les dyna-
miques. La ne´cessite´ d’une troisie`me e´nergie E3, e´nergie
d’e´volution de proximite´, sera montre´e et clarifie´e par des
descriptions ge´ome´triques, a` travers l’e´tude de quelques
cas pour lesquels les deux premie`res e´nergies ne suffisent
pas a` associer correctement les donne´es. Finalement, la
mesure yj est associe´e a` la cible k en minimisant l’e´nergie
globale :
Dyj→k =
{
argmin
k=1,...,K
E(k, yj)
}
(2)
=

argmink=1,...,K

 1√
3
√√√√
3∑
l=1
α2l (E
l(k, yj))2




avec 0 ≤ αl ≤ 1 et 0 ≤ E(k, yj) ≤ 1.
Pour pre´dire une position, on utilise souvent un mode`le
dynamique, dont les parame`tres sont ge´ne´ralement fixe´s
par apprentissage [3, 4], qui repre´sente ainsi des mouve-
ments re´guliers. Pour les mouvements complexes (vitesses
non constantes ou oscillations non pe´riodiques), le choix
des parame`tres est plus difficile, particulie`rement quand
on a des donne´es manquantes. Pour ces raisons, les pa-
rame`tres de notre mode`le dynamique sont ajuste´s d’une
manie`re adaptative a` chaque fois qu’une mesure est dispo-
nible [5]. L’e´nergie E(k, yj) est une combinaison line´aire
de trois e´nergies, {E1, E2, E3}, donne´es par :
1. L’e´nergie E1(k, yj), donne la distance de Mahalano-
bis entre une mesure yj disponible a` l’instant t et la
pre´diction de la position de la cible A a` t− 1. Cette
e´nergie est suffisante si les de´placements de la cible
sont rectilignes. Elle est de´finie par :
E1(k, yj) =
√
(yj − Aˆ(t− 1))TΣ
−1
k (yj − Aˆ(t− 1))
ou` Σk est la matrice de covariance de la pre´diction
de la cible k, de´signe´e par Aˆ dans l’e´quation. On
suppose que les positions sont inde´pendantes et on
fixe leurs variances. On suppose aussi que la matrice
de covariance est connue a priori.
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Fig. 1 – (a-b-e) Surfaces d’intersections {S1, S2, S} ; (c-d) Dif-
fe´rence entre les surfaces S1 et S2 extraites a` partir de deux mo-
de`les dynamiques diffe´rents ; (g) Surfaces d’intersections dans
le cas ou` deux pre´dictions sont e´quidistantes de yj .
2. Dans le cas de mouvements complexes, nous ajou-
tons l’e´nergie d’e´volution absolueE2(k, yj). Elle quan-
tifie l’exactitude ge´ome´trique entre les parame`tres de
deux mode`les dynamiques de pre´diction a` t+1 dont
l’e´volution est diffe´rente, donne´s par :
(i) le mode`le dynamique non mis a` jour (Aˆ1(t+ 1))
qui ne conside`re pas la pre´sence de la mesure yj ;
(ii) le mode`le dynamique mis a` jour (Aˆ2(t+1)), dont
les parame`tres sont recalcule´s en associant a` t la me-
sure yj a` la cible k.
E2(k, yj) permet d’e´valuer nume´riquement la proxi-
mite´ entre deux mode`les dynamiques. Notre ide´e re-
pose sur l’e´valuation des parame`tres du mode`le dy-
namique dans deux cas selon que la mesure yj est
produite par la cible ou non. Nous pre´disons tout
d’abord les e´tats, Aˆ1(t+1) et Aˆ2(t+1), a` t+1. En-
suite, nous de´terminons la surface S1 de´finie par l’in-
tersection des deux cercles circonscrits aux triangles
(Aˆ(t−2), Aˆ(t−1), Aˆ(t)) et (Aˆ(t−1), Aˆ(t), Aˆ1(t+1)),
et la surface d’intersection S2 entre les deux cercles
circonscrits aux triangles (Aˆ(t − 2), Aˆ(t − 1), yj) et
(Aˆ(t− 1), yj, Aˆ2(t+ 1)) (figures 1.(a-b)).
L’e´nergie E2(k, yj) = |S1 − S2| est minimale quand
les deux mode`les sont proches. Cependant, l’e´nergie
E2 est-elle capable de ge´rer tout les types de mou-
vement ? En regardant son expression, diffe´rence de
deux surfaces, on se rend compte qu’elle est fiable si
Aˆ(t) et yj se situent du meˆme coˆte´ de l’axe (Aˆt−2Aˆt−1)
(figure 1.c). Lorsque Aˆ(t) et yj sont diame´tralement
oppose´s ou lorsqu’ils se trouvent de part et d’autre
de l’axe (Aˆt−2, Aˆt−1), les surfaces S1 et S2 sont sem-
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blables (voir figure 1.d), ce qui implique que E2 est
nulle. Dans ces cas, cette e´nergie n’est pas une source
d’information suffisante pour l’association, et nous
proposons d’ajouter une troisie`me e´nergie E3.
3. L’e´nergie d’e´volution de proximite´, E3(k, yj) =
1
S
,
est l’inverse de la surface d’intersection des deux tri-
angles (Aˆ(t − 2), Aˆ(t − 1), yj) et (Aˆ(t − 2), Aˆ(t −
1), Aˆ(t)) (surface hache´e dans la figure 1.e). Cette
e´nergie e´value la similarite´ entre la pre´diction Aˆ(t)
et la mesure yj . L’accroissement de S signifie que la
pre´diction et la mesure a` l’instant t sont proches.
La raison pour laquelle nous travaillons sur une sur-
face d’intersection au lieu de calculer la distance
entre la mesure yj et la pre´diction de la position de
la cible a` l’instant t est illustre´e par la figure 1.f, sur
laquelle les deux pre´dictions a` l’instant t, Aˆ1 et Aˆ2,
sont e´quidistantes de la mesure yj. Si nous calculons
la distance pour mesurer l’e´nergie de proximite´, nous
obtenons que les deux mode`les ont le meˆme degre´ de
similarite´ avec le mode`le initial de´fini par le mode`le
dynamique des points (Aˆ(t− 2), Aˆ(t− 1), yj). Ce re´-
sultat me`ne a` une contradiction avec la re´alite´. Ce
proble`me peut eˆtre explique´ dans cet exemple par le
fait que si elles ont toutes les deux le meˆme degre´
de similarite´ avec le troisie`me mode`le dynamique,
nous pouvons conclure que leurs cibles correspon-
dantes ont la meˆme dynamique. Pour cette raison,
nous avons choisi e´galement d’e´valuer la similarite´
en extrayant la surface d’intersection entre les tri-
angles qui sont tre`s diffe´rentes (voir figure 1.f), ce
qui me`ne a` une association correcte.
Nous avons de´crit une approche par minimisation d’e´ner-
gie permettant d’associer les mesures d’une observation a`
des cibles. Les composantes de cette e´nergie sont extraites
a` partir des repre´sentations ge´ome´triques (surfaces et dis-
tances) construites avec des mesures et des pre´dictions.
Ce choix de repre´sentation ge´ome´trique pour de´finir ces
e´nergies est motive´ par les volonte´s de :
(i) montrer la continuite´ ge´ome´trique du syste`me entre les pre´-
dictions et les e´tats pre´ce´dents en utilisant deux mode`les dy-
namiques diffe´rents ;
(ii) mesurer la similarite´ entre les pre´dictions, a` un moment
particulier, en utilisant deux mode`les dynamiques diffe´rents,
qui logiquement doivent eˆtre quasiment semblables parce qu’ils
repre´sentent le meˆme syste`me.
3 Re´sultats expe´rimentaux
La figure 2 montre les acquisitions aux instants t− 2, t−
1 et t, respectivement, et contient deux cibles T1 et T2. Une
observation est disponible a` l’instant t, contenant deux
mesures M1 et M2 (positions dans l’espace (x, y)). Pour
associer ces deux mesures a` leur cible, nous calculons dans
un premier temps la distance de Mahalanobis et obtenons
{α1E
1(T1,M2) = 0.32} < {α1E
1(T2,M2) = 0.68}, signi-
fiant que la distance de M2 a` T1 est plus petite que celle
de M2 a` T2 (ce qui est une contradiction avec la re´alite´).
En calculant les autres e´nergies E2 et E3, on obtient :
E(T1,M1) =
1
√
3
√
(0.31)2 + (0.02)2 + (0.34)2 = 0.27
E(T1,M2) =
1
√
3
√
(0.32)2 + (0.72)2 + (0.86)2 = 0.68
E(T2,M1) =
1
√
3
√
(0.69)2 + (0.98)2 + (0.66)2 = 0.79
E(T2,M2) =
1
√
3
√
(0.68)2 + (0.28)2 + (0.14)2 = 0.43
D’apre´s la premie`re e´nergie de Mahalanobis, on a :
{
α1E
1(T1,M1) = 0.31
}
<
{
α1E
1(T2,M1) = 0.69
}
{
α1E
1(T1,M2) = 0.32
}
<
{
α1E
1(T2,M2) = 0.68
}
Ce qui de´signe que les deux mesures sont plus proche de
la cible T1 et dans ce cas les deux mesures seront associe´es
a` cette cible si on utilise la me´thode d’association par mi-
nimisation de distance. Ce re´sultat produit une contra-
diction avec la re´alite´. En utilisant notre approche, on
remarque que E(T1,M1) < E(T2,M1) et E(T2,M2) <
E(T1,M2), ce qui se traduit par M1 et M2 sont respecti-
vement associe´es a` T1 et a` T2. On rappelle qu’une mesure
Mj est associe´e a` la cible Ti lorsque l’amplitude de l’e´ner-
gie globale E(Ti,Mj) est minimale.
Fig. 2 – Acquisitions aux instants {t− 2, t− 1, t}.
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Fig. 3 – (a) Acquisitions a` {t − 2, t − 1, t et t + 1} (6 cibles)
et re´sultats d’association ; (b) Acquisitions a` {t− 2, t− 1, t} (2
cibles) ; (b) Estimation des trajectoires des fourmis.
La seconde se´quence teste´e montre des fourmis dont leur
de´placement est erratique avec une vitesse non constante
(figure 3.b) : elles changent de direction, acce´le`rent, ralen-
tissent, s’arreˆtent, font des rotations autour leur axe, etc.
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L’observation disponible a` l’instant t contient six mesures
(positions dans l’espace (x, y)). Du fait de la similarite´ des
cibles, seul leur mouvement peut aider a` les associer aux
mesures disponibles. La figure 3.a montre les acquisitions
obtenues aux instants {t− 2, t− 1, t, t+1} respectivement
et qui correspondent aux images {10, 25, 35, 45} de la se´-
quence. Les fourmis sont nume´rote´es pour montrer leurs
de´placements d’une acquisition a` une autre. Le tableau 1
donne les valeurs nume´riques des composantes d’e´nergie,

α1E
1(Ti,Mj)
α2E
2(Ti,Mj)
α3E
3(Ti,Mj)

, quand une mesure Mj est associe´e a`
une cible Ti. Si nous utilisions la me´thode d’association
base´e uniquement sur la minimisation de distance, on ob-
tient les re´sultats suivants :
α1E
1(T1,M1) = argmin
i=1,··· ,6
{
α1E
1(Ti,M1)
}
(3)
α1E
1(T4,M2) = argmin
i=1,··· ,6
{
α1E
1(Ti,M2)
}
(4)
α1E
1(T3,M3) = argmin
i=1,··· ,6
{
α1E
1(Ti,M3)
}
(5)
α1E
1(T2,M4) = argmin
i=1,··· ,6
{
α1E
1(Ti,M4)
}
(6)
α1E
1(T2,M5) = argmin
i=1,··· ,6
{
α1E
1(Ti,M5)
}
(7)
α1E
1(T6,M6) = argmin
i=1,··· ,6
{
α1E
1(Ti,M6)
}
(8)
On remarque que les mesures {M1,M3,M6} sont correc-
tement associe´es a` leur cible {T1, T3, T6}. Parcontre, les
mesures {M2,M4,M5} seraient respectivement associe´es
a` {T4, T2, T2} ce qui est faux (voir les e´quations (4,6 et
7)). Pour compenser ces re´sultats et pour mieux asso-
cier ces mesures, on calcul les deux autres e´nergies α2E
2
et α3E
3, on obtient α2E
2(T2,M2) < α2E
2(T4,M2) et
α3E
3(T2,M2) < α3E
3(T4,M2) ce qui compense l’erreur
donne´e par α1E
1(T2,M2). Finalement, l’amplitude de l’e´ner-
gie globale E(Ti,M2) est minimale quand M2 est asso-
cie´e a` T2. Cette se´quence nous montre la ne´cessite´ de
l’e´nergie E3 dans notre formulation. A titre d’example, si
l’e´nergie globale est compose´e seulement des deux e´nergies
α1E
1(Ti,Mj) et α2E
2(Ti,Mj) pour associer les mesures,
l’e´nergie globale dans ce cas est donne´e par :
E(Ti,Mj) =
1√
2
√
(α1E1(Ti,Mj))
2 + (α2E2(Ti,Mj))
2.
Si on se limite a` l’utilisation des deux e´nergies, on obtient :
E(T6,M5) = 9, 22 et E(T5,M5) = 8, 2. D’ou` E(T6,M5) <
E(T5,M5) et la mesureM5 serait associe´e a` la cible T6, ce
qui provoque une mauvaise association. Avec l’inte´gration
de la troisie`me e´nergie, on obtient E(T5,M5) < E(T6,M5)
ce qui compense les lacunes des autres e´nergies. Finale-
ment, dans le tableau 2, nous observons que chaque mesure
est correctement associe´e a` sa cible. Le temps de calcul de
toutes ces e´nergies est de 0.25 secondes sous Matlab.
4 Conclusion
Nous avons propose´ une nouvelle me´thode d’association
de donne´es base´e sur la minimisation d’une e´nergie glo-
bale mesurant le degre´ de similarite´ de deux mode`les dy-
namiques. L’approche de´veloppe´e est robuste aux mouve-
ments complexes et aux syste`mes non line´aires avec don-
ne´es manquantes. Son principal atout est qu’elle n’exige
aucun parame`tre. Comme perspectives, nous sugge´rons
d’inte´grer l’approche de minimisation d’e´nergie dans le
filtre particulaire pour le suivi multicible et d’ajouter des
composantes d’e´nergie permettant de traiter des observa-
tions multimodales. Cette phase est actuellement en cours
de de´veloppement.
M1 M2 M3 M4 M5 M6
T1
6.5
1.5
0.03
47.2
1.8
45.8
25.8
1.4
0.8
43.9
1.1
14.1
48.7
11.3
48.1
46.6
1.1
43.2
T2
22.5
3.1
6.8
5.8
1.2
0.01
21.4
3.1
24.6
6.5
9.6
0.2
2.5
54.5
14.6
12.1
1.6
13.6
T3
15.1
14.2
22.2
24.9
0.2
8.5
4.1
0.3
1.8
17.7
0.2
5.6
23.7
1.3
4.7
19.7
0.1
24.5
T4
21.4
6.6
38.8
1.7
2.2
14.8
21.6
2.7
27.8
9.4
0.3
0.7
5.4
24.1
17.8
10.2
4.4
12.1
T5
18.3
74.4
8.5
6.1
85.8
10.5
17.9
92.2
12.6
12.2
96.2
3.2
9.3
6.9
4.05
5.9
92.4
6.2
T6
16.1
0.3
23.7
13.5
0.25
20.1
9.3~i
0.2
32.4
10.9
1.1
76.3
10.3
1.9
10.8
5.5
0.4
0.35
Tab. 1 – Valeur nume´rique des diffe´rentes e´nergies quand une
mesure Mj est associe´e a` une cible Ti.
E(Ti,Mj)
T1 3.9 38.1 14.9 26.7 40.1 36.7
T2 13.7 3.4 18.9 6.7 32.6 10.5
T3 17.5 15.2 2.6 10.8 14 18.1
T4 25.9 8.7 20.4 5.4 17.6 9.5
T5 44.4 50.1 54.7 56.1 7.1 53.6
T6 16.6 13.9 19.4 44.5 8.7 3.2
Tab. 2 – L’amplitude des e´nergies globales quand une mesure
Mj est associe´e a` une cible Ti.
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