Abstract-Computational methods are a fundamental component of many image reconstruction and data processing techniques used in medical imaging. Given several possible approaches for accomplishing the same task, an understanding of the underlying mathematics for each method can allow one to make the best choice for a particular situation, resulting in a dramatic improvement in the efficiency and/or accuracy of a particular computation. In this study we consider the choice of numerical integration method used in an analytical photon distribution (APD) calculation for single photon emission computed tomography (SPECT).
I. INTRODUCTION
A CCURATE quantitative spatial modeling of scattered photons is an important problem in single photon emission computed tomography (SPECT). Due to the use of the standard 20% energy window, acquired SPECT projection data typically contains a significant number of counts from Compton scattered photons. These counts give false spatial information about the distribution of activity in the patient and thus degrade the quality of the reconstructed image. By accurately modeling Compton scatter, one can attempt to correct for the effect of scatter during the reconstruction process, producing a more quantitatively accurate image.
One important method that has been developed to address this problem is the Analytical Photon Distribution (APD) method [1] . APD calculates photon propagation and detection probabilities for acquired SPECT data, for primary, first-and second-order Compton scattered photons. The method takes into account patient-specific attenuation as well as camera geometry and energy considerations when performing this calculation. The fundamental principle behind the APD method is that the calculation of these probabilities can be separated into two parts: the component that depends on the physical distribution of activity and attenuating material in the patient, and the component which depends only on scan parameters such as camera geometry, matrix size and the chosen energy window. This second component is completely independent of the patient, and can be calculated in advance and stored in a lookup table. This calculation only needs to be done once for a given set of scan parameters, and thus the time needed to calculate photon distributions for multiple patients can be significantly reduced.
The calculation of the lookup tables is a lengthy process, however, taking several weeks (on a single processor) in the original implementation of APD. While this is not a serious obstacle if scan parameters remain constant, it does limit the type of study for which APD is practical. For instance, studies that consider a variety of nuclear medicine isotopes, or which use several different energy windows or collimators, would require calculating a separate set of lookup tables for each set of parameters.
The bulk of the computation time for APD lookup table calculation is spent on multidimensional numerical integration. The original implementation of APD uses Romberg integration [2] to evaluate the multidimensional integrals as iterated integrals. While Romberg integration is often very efficient, its convergence can be poor if the integrand is not smooth. Since the probability functions being integrated in APD are often not smooth, we hypothesized that the slow computation speed in calculating the APD lookup tables may have been due to this slow convergence. Hence, we considered using Gaussian quadrature [2] to evaluate the integrals in APD. While Gaussian quadrature is also best-suited for cases where the integrand is well-approximated by a polynomial (i.e. smooth), we expected that it could lead to faster computation time in APD without loss of accuracy.
In this paper we first review the relevant background information on both the APD method and numerical integration (Section II). We then discuss the implementation of Gaussian quadrature in APD for the primary, first-order and secondorder calculations (Section III), and finally compare the results of several full APD calculations using lookup tables calculated with the old and new integration schemes (Section IV).
II. BACKGROUND
A. The APD method APD takes as input discretized three-dimensional maps of patient activity and attenuating tissue. Based on this information, it calculates point spread functions (PSFs) of primary and scattered photons for those patient voxels which contain activity. The PSFs represent the expected counts for primary and scattered photons on a discretized SPECT detector surface.
The original implementation of APD explicitly calculates PSFs for every voxel containing activity, which requires significant computation time. A modified version of APD was later developed [3] , which calculates PSFs for a subset of the voxels containing activity, and then estimates the remaining PSFs using trilinear interpolation. It was found that using this APDI (APD with Interpolation) method reduced calculation times by a factor of 10 to 20, while the discrepancies introduced were small relative to the statistical uncertainty already inherent in SPECT data. Accelerating the APD calculation in this way also made it practical to use it in tandem with the Ordered Subset Expectation Maximization (OSEM) iterative reconstruction method, in order to correct for scatter [3] . In this work the distinction between APD and APDI is not important, since the lookup table calculation (which occurs prior to the calculation of PSFs) is identical in both methods.
As mentioned, APD calculates propagation and detection probabilities for primary and first-and second-order scattered photons. Each of these three calculations has associated with it a lookup table consisting of the patient-independent component of the calculation. We will now briefly describe these three calculations and the associated lookup tables. The primary distribution function (PDF) for a photon emitted from source voxel s and detected in the detector pixel centred at n c is given by
where Q is the activity at s, A c is the area of the detector pixel, F (ξ) is the probability that a photon arriving at the collimator surface at an angle ξ with respect to the normal will pass through the collimator and strike the detector crystal, P E (θ) is the probability that a photon that has Compton scattered through an angle θ will be detected in the energy window being used, r ns is the distance between the points n and s,
2 n is the solid angle of a sphere centred at s and subtended by the detector pixel element d 2 n, and μ(y) is the attenuation coefficient at position y along the path travelled by the photon. Information about how the functions F (ξ) and P E (θ) are modelled can be found in [1] .
In this formula we can clearly see how the calculation is split into patient-dependent and independent components. The area integral over A c depends only on the geometry of the camera system, while P E (θ) depends only on the initial energy of the emitted photons and the energy window being used. In contrast, the path integral of the attenuation from s to n depends on the attenuation map for a specific patient, and the activity level Q depends on the activity map for that patient. The patient-independent factor is precalculated in a primary lookup table.
The scatter distribution function (SDF) for first-order photons is given by:
where
and dσ dΩ (θ, α) is the Klein-Nishina scattering cross-section, ρ e ( t i ) is the electron density in scattering voxel t i , θ is the Compton scattering angle, μ(y, θ) is the attenuation at position y for a photon which has scattered through an angle θ, with μ(y) ≡ μ(y, 0) and α is the ratio of the initial photon energy to the rest mass energy of the electron. All other terms are as defined in (1) .
All patient-independent factors in this calculation are are collected into the term K stinc , given in (3). This term requires integrating over the area of the detector pixel n c as well as the volume of the scattering voxel t i , for a total of five dimensions. Since this term depends only on geometry (as well as the energy window, which is constant), symmetry allows APD to avoid having to calculate the factor K stinc for every combination of source, scattering and detector site. Instead, the first-order lookup table can be parameterized by five physical dimensions: four distances and one angle, as illustrated in Figure 1 . Finally, the SDF for second-order scattered photons is given by
The terms ρ w and μ w are the electron density and attenuation coefficient for water, respectively. All other terms are as defined previously. Note that in principle, the second-order calculation should require evaluating an eight-dimensional integral (three dimensions over each of the two scattering sites, plus two on the detector surface); however, in order to improve calculation time APD makes a number of approximations, and only a three-dimensional integration is required, in addition to the first-order lookup table elements (3) that have already been calculated. (See [1] for details).
B. Numerical integration
Numerical integration (or quadrature) is the science of numerically approximating the integral of a function on the interval [a, b], often by evaluating the function at some number of points n and weighting the evaluations appropriately. Simple numerical integration methods include the well-known composite trapezoid and Simpson's rules, which use equally spaced evaluation points at intervals of size h = 1 n (b − a). A more sophisticated quadrature algorithm is Romberg's method [2] , which combines the composite trapezoid rule with Richardson's extrapolation technique to improve accuracy. Romberg's method works by computing composite trapezoid rule approximations for successively smaller interval sizes h, and then extrapolating the approximations to an interval size of zero. Romberg's method, however, implicitly assumes that f has any desired number of continuous derivatives [4] , and as a result will often converge slowly if f has discontinuities in its derivatives .
A second integration method is Gaussian quadrature [2] , which removes the restriction that the function evaluation points must be equally spaced. Instead, the weights and evaluation points are chosen such that the formula gives the exact answer for the highest-degree polynomial possible. In the most straightforward type of Gaussian quadrature, the evaluation points are the roots of the well-known Legendre polynomials [2] . Using n points, one can then obtain the exact integral for any polynomial up to degree 2n + 1. Gaussian quadrature is therefore a very powerful method, because it can achieve high accuracy with relatively few function evaluations -provided that the integrand is well-approximated by a polynomial. As with Romberg's method, however, the performance of Gaussian quadrature will be significantly diminished if the integrand is not smooth.
Despite this fact, there are several reasons to believe that Gaussian quadrature would be preferable to Romberg's method in this application. The first is that Gaussian quadrature is much more computationally efficient. Romberg's method is typically implemented such that it refines the estimate repeatedly until a desired tolerance is reached. This is generally good practice as it allows one to assess the accuracy of the approximation. However, it also requires additional computational overhead to repeatedly compare the approximation against previous estimates, and then recursively calculate a more accurate approximation (if necessary). Since APD requires tens of billions of integration steps to calculate a full set of lookup tables, this overhead may be the cause of the excessive computation times. Furthermore, many refinements may be necessary since the integrands in APD are often not smooth functions, which will cause Romberg's method to converge slowly. Finally, in cases where the integrand is smooth, Gaussian quadrature is usually able to obtain comparable or better accuracy than Romberg's method with fewer function evaluations.
We therefore consider replacing the Romberg method used in APD (based heavily on the implementation presented in [2] ) with a Gaussian quadrature method. In this Gaussian quadrature method we will simply compute an approximation to the integral using a fixed number of points, without doing any refinement. This method has the drawback that it does not compute any error estimates since one computes a single approximation. As a result, we will need to experimentally determine a suitable number of points to use in the Gaussian quadrature scheme in order to achieve acceptable accuracy. We will do so by comparing against the results obtained using the original integration method, which have been validated experimentally ( [1] , [3] ) and found to be in good agreement with real SPECT data.
III. IMPLEMENTATION OF GAUSSIAN QUADRATURE
In this section we determine a Gaussian quadrature scheme for APD lookup calculation. We aim to obtain similar results to those obtained with Romberg's method, but with much faster computation time. Lookup tables using both methods were calculated for 99m Tc with an energy window of 130-150 keV. The activity and attenuation maps were 64 3 and the distribution functions were calculated on a 64 2 grid, with a pixel size of 9.328 mm. The collimator parameters were set to model a Philips VXGP collimator with thickness 4.2 cm and hole width 1.78 mm. All computations were done on a system with dual 3.6 GHz Pentium 4 processors and 2 GB of RAM.
A. Primary lookup table
APD calculates a primary lookup table, consisting of the 2D area integral in (1):
for all possible source voxel to detector pixel combinations. This table contains only a small number of entries, as a primary photon can only be detected in a small subset of detector pixels in front of the source, due to the limited acceptance angle of the collimator. As a result, the primary lookup table is small and inexpensive to compute, taking only a few seconds even in the original implementation of APD. Since the integral is quite simple, however, calculation of this table is a good starting point for the implementation of Gaussian quadrature. For the primary lookup table Romberg's method was implemented to iterate to with 1% error, to a maximum of 10 iterations.
We first calculated the lookup table using 16 Gaussian quadrature points for each dimension of integration. We then compared the nonzero values in the table entry-by-entry and calculated the relative error
where K R snc and K G snc represent the primary lookup table elements (6) evaluated using Romberg's method and Gaussian quadrature, respectively.
Using 16 points for each dimension produced good agreement between the K R snc and K G snc , generally. Only 3% of table entries had a value of ε greater than 2%. Furthermore, those entries that did differ by that much were all on the order of 10 −7 or smaller, which is about 100 times smaller than the median value of the table. Thus, these differences are unlikely to significantly affect the final calculated PSFs. However, since primary photons are the most significant contribution to SPECT data, accuracy is especially important for this table. Since the calculation time was still miniscule, we increased the number of Gaussian quadrature points per dimension to 32 to try to improve accuracy further. Doing so gave a table that was virtually identical to the one obtained with Romberg's method. The only entries differing by more than 2% were on the order of 10 −11 or smaller, i.e. essentially zero.
B. First-order lookup table
The first-order lookup table consists of the terms K stinc given in (3). Calculation of the first-order lookup table is significantly more time-consuming than calculation of the primary table, for two main reasons. Firstly, there are many more elements to calculate since the number of possible photon paths for scattered photons is much larger than for primary photons. Secondly, calculating each individual element is more expensive, since doing so requires integrating along five dimensions rather than two.
As a result of these two factors, one cannot use as many evaluation points for the integrals as in the primary case. Using 16 points for each of the five dimensions of integration, for instance, results in a calculation time of several days. Reducing the number of points to 8 per dimension results in an acceptable calculation time of several hours; however, the agreement between the tables was poor for cases where the scattering point was close to the detector surface. For instance, when the scatter-detector distance (parameter (a) in Figure 1 ) is roughly 7 cm, 60% of the table entries have ε values (analogous to those defined in (7)) of 5% or higher. It is difficult to accurately approximate the integral with a small number of points for small values of (a), since the integrand is nonzero only a small part of the detector surface. In cases where the scattering point was farther away from the detector surface, however, the agreement between the old and new lookup tables was fairly good. We will therefore proceed using the 8-point scheme as a starting point for the development of the method.
For values of (a) of about 10cm or more, there appears to be little advantage to be gained by using more than 8 points per dimension. For instance, when comparing against a table using 16 points per dimension, only slightly more than 1% of entries differed by more than 5% for this range of distances. It would therefore be computationally wasteful to try to improve accuracy for those values by using more points. Instead, we focus on the table entries for smaller values of (a). One possible solution would be to use 16 points for all dimensions for these entries, and then switch to 8 points per dimension for larger values of (a). Doubling the number of points for each dimension may also be wasteful, however. As mentioned, the first-order scatter factors (3) are evaluated with five-dimensional integration -first along the two dimensions on the detector surface, then in the three dimensions of the scattering voxel. Figure 2 shows a plot of the two-dimensional detection probability function that is integrated for a fixed source point s and scattering voxel t i . The function has several sharp edges which make it difficult to numerically evaluate. Meanwhile, in Figure 3 , we see how the integral of this function changes as we vary the location of the scattering point. The behaviour of the function at this stage of the integration is much smoother than when integrating over the two detector dimensions. Therefore, increasing the number of points used for these first two integration steps on the detector surface may be sufficient to appreciably increase the accuracy of the calculation. Using 16 points for the each of the first two integration steps, followed by 8 points for the three scatter voxel dimensions, does improve the accuracy for some cases where Fig. 3 . Plot of the behaviour of the 2D detector-level integral over one pixel, as a function of the scatter point location. In the left plot, the location of the scattering point is varied parallel to the detector plane. The bottom line shows the behaviour for a scatter point close to the detector, while the top line is the behaviour for a point farther away. In the right plot, the location of the scattering point is varied perpendicular to the detector surface (parameter (a)) from Figure 1 parameter (a) is less than 10 cm. In particular, for values of (a) down to about 4 cm, only about 1% of entries differ by more than 5% from the values calculated using 16 points for all five dimensions. For shorter distances the agreement is still poor; however, this is not of great concern since there is seldom any attenuating material that close to the detector. As a result, these entries in the table will hardly ever be used in the actual calculation of the first-order scatter distribution.
Calculation of the first order lookup table using this new scheme (16-16-8-8-8 for (a) values of 10 cm or less, 8-8-8-8-8 for all other values) requires only 6 hours -a significant improvement over the previous calculation time of nearly 10 days. As mentioned, the agreement with the table calculated using 16 Gaussian quadrature points for every dimension is very good, with only 1% of entries differing by more than 5% for values of (a) of 4 cm or more. Thus, there does not seem to be much to gain by using more quadrature points. The agreement with the original table calculated with Romberg's method, on the other hand, is not as good. For (a) values of 30 cm or more, about 5% of entries have ε values of more than 5%; for values between 10 and 30 cm, about 9-10% of entries differ by that much; and for distances less than 10 cm, the agreement is again quite poor. While this result may seem discouraging, it does not necessarily imply that the new scheme is inaccurate. The Romberg scheme for the first-order lookup table was set to run until a relative error of 1% was reached; however, it was also capped at 6 iterations to limit the calculation time. So, the values calculated in the original table are not actually guaranteed to be within 1% accuracy. Furthermore, comparing the tables entry-by-entry does not necessarily give an accurate measure of the effect that the change will have on the final distribution calculation, since it assigns equal weighting to every entry in the table. In reality, larger entries will have a much more significant effect on the final PSF calculation, and some entries will be used much more frequently than others in the calculation. In Section IV we will compare some representative distribution functions calculated with APD using the new and old lookup tables. The results show that the calculated distributions are very similar to one another, despite the imperfect agreement between the two first-order lookup tables.
C. Second-order lookup table
The process to construct the second-order lookup table consists of two steps. Numerical integration takes place in the first step, where the volume integral component of the K stinc term (5) diate table and the first-order lookup table, and then summing them according to the formula. Unfortunately, the second step of this process is the most time-consuming, so improving the speed of the first part will not dramatically improve the overall runtime. In particular, the first step requires only about 6 hours to compute with Romberg's method, while the summation takes over 60 hours.
There were, however, some other concerns about the second-order scatter calculation in APD, aside from the time needed to create lookup tables. Prior studies [3] have shown that APD calculates about half as much second-order scatter as the SimSET Monte Carlo program [5] . The cause of this discrepancy has not been conclusively determined. One possibility that we investigated in this work was that it was a result of inaccurate integration in the first step of the secondorder lookup table calculation. In particular, upon investigation it turned out that some of the integrals being approximated in the first step were returning negative values, which is clearly an error. While there were not many negative values, the magnitudes of some were quite large. These negative values appear to arise as a result of numerical error in the extrapolation step of Romberg's method, and might have been responsible for reducing the amount of second-order scatter being calculated. Since Gaussian quadrature would ensure non-negativity, we hoped that switching to a Gaussian quadrature scheme might improve the agreement between APD and SimSET for secondorder scatter calculation.
The second-order lookup table is parameterized in exactly the same way as the first-order table, with the scatter point t i corresponding to the second scattering location. The integration step requires evaluating a three-dimensional volume integral. As with the first-order table, we start by computing using only 8 Gaussian quadrature points for each dimension of integration. In this case, we also computed a table using 32 Gaussian quadrature points to compare against. This table gave a good benchmark of how well we could do with Gaussian quadrature given a reasonable calculation time of several hours.
Agreement between the 32-point and 8-point tables was fairly good, with about 4% of table entries differing by 5% or more, on average. Unlike in the first-order table, there did not seem to be any deterioration in agreement for smaller values of (a), so it is not necessary to use a different number of points for shorter scatter-detector differences. Since the integration using 8 points takes only about 20 minutes to calculate, we increased the number of points to 16 per dimension to try to improve the accuracy. In this case, we found that only about 1.5% of table entries differed by more than 5% from the 32-point table, and the average difference was less than 1%. So, there does not appear to be much advantage gained by going from 16 to 32 points (which would increase the calculation time for the integration step by a factor of 8). Therefore we simply used 16 points for all three dimensions in the final scheme. In the next section we will investigate whether this change appreciably increased the amount of second-order scatter calculated.
The calculation time for the first step (integration) using the new scheme is roughly two hours, which is about three times faster than the calculation time using Romberg's method. Unfortunately, the overall calculation time is dominated by the second (summation) step, so the overall computation speed has not been significantly improved.
IV. SIMULATIONS AND RESULTS
While the elementwise comparison of the previous section provided a good guideline for determining the number of Gaussian quadrature points to use, it does not provide an accurate assessment of how great an effect the change in integration method will have on the final calculation. In particular, the comparison ignores the fact that large relative discrepancies in small table entries, or entries that correspond to unlikely scattering scenarios, will not significantly affect the final calculation. To better assess the impact of the modifications to APD, in this section we compare some actual APD calculations using both the original (Romberg-calculated) lookup tables and the lookup tables calculated with the new Gaussian quadrature scheme.
A. Simulation setup
Photon distributions were calculated for two different objects. The first object is a simple point source (a single voxel containing activity) placed off-centre in an elliptical water cylinder, so that the amount of scatter will change depending on the projection angle. The second experiment uses the MCAT phantom [6] to model a realistic human torso with activity in the heart. Uniform activity of 4 μCi was placed in the left and right myocardia. Figure 4 shows several axial slices through the phantom. In both experiments, we calculate the distributions using both the old and new lookup tables. The activity and attenuation maps were also used to generate projection data in the SimSET [5] Monte Carlo simulator. In all cases the projections were acquired over 360
• at 3
• intervals, resulting in a total of 120 projections. Since both SimSET and APD allow us to separate the projection data into primary, first-order and second-order components, we were able to compare each of these components with one another to see how they differ. This allows us to assess how much of a difference is introduced into the actual calculated distributions by the change in integration method for the lookup tables, and how the APD distributions compare with simulated projections from SimSET, particularly with respect to how much second-order scatter is calculated. Figure 5 shows representative distributions for primary, firstorder and second-order scattered photons for the simulation using the MCAT phantom, calculated using both sets of lookup tables. Visually, the distributions are virtually indistinguishable. The only noticeable discrepancy is that the magnitude of the first-order scatter is slightly higher using the new lookup tables. This discrepancy is visible in Figure 6 , where profiles are drawn across the dashed lines in Figure 5 . Fig. 5 . Calculated distributions for the MCAT phantom simulation. Distributions in the left column were calculated using Gaussian quadrature, while the right column used Romberg's method. These PSFs represent the distribution of detected photons on a detector head on the right side of the phantom illustrated in Figure 4 The discrepancy was larger for the point source simulation. For some angles -particularly those where the source was close to the detector, with only a small amount of attenuating material between them -the amount of first-order scatter calculated in a given detector bin was up to 18% higher using the new tables. While this discrepancy is significant in magnitude, it is not cause for great concern, for a few reasons. First of all, in cases where the source is close to the detector and there is not much attenuating material between them, the amount of scatter will be quite small compared to the amount of primary photons detected, and so the contamination of the projection by scattered photons will be fairly insignficant. When the source was farther from the detector with more attenuating material between it and the detector (a situation in which accurately calculating scatter is more important), the differences were much smaller; the largest difference for a given point spread function was usually around 5%. Secondly, while the discrepancies were large in some cases for the point source simulation, for the more complicated (and clinically realistic) MCAT phantom used in the second experiment, they were much smaller, usually not differing by more than 3% at most. Finally, the scatter distributions calculated by APD are mainly used for scatter correction in iterative reconstruction. Differences of the order that were observed in this comparison should not have a noticeable effect when incorporated into the OSEM-APDI reconstruction algorithm as described in [3] . The other important result is that the amount of secondorder scatter calculated by APD is virtually identical despite the change in integration method. The amount of second-order scatter calculated by SimSET is still much higher. For instance, over all projections in the MCAT phantom simulation, the total ratios of primary, first-order and second-order scatter were 74.9% primary, 22.2% first-order scatter and 2.9% secondorder scatter using APD with the new lookup tables; 75.2% primary, 21.9% first-order scatter and 2.9% second-order scatter using APD with the old lookup tables; and 71.9% primary, 22.5% first-order scatter and 5.6% second-order scatter in SimSET. Thus, the difference in the amount of second-order scatter calculated by APD and SimSET is related to something other than the negative values that were observed during the second-order lookup table calculation in the original code.
B. Results and discussion

V. CONCLUSIONS
In this study, we have replaced the Romberg integration method that was being used to evaluate integrals in APD with a Gaussian quadrature method. The primary advantage of this method is that it is significantly faster than Romberg's method. The time to create the first-order lookup table has been reduced from about 10 days (240 hours) to 6 hours, an improvement by a factor of 40. The time to create the second-order lookup table has not been significantly improved, however, since the bulk of that calculation does not involve integration. Nonetheless, the time to calculate a full set of APD lookup tables has now been reduced from nearly two weeks to about three days. The impact of this change on the point spread functions calculated by APD is small. The only observable difference is a slight increase in the amount of first-order scatter calculated, but these differences are small enough that they should not have a noticeable effect when APD is incorporated into iterative reconstruction.
As a more general remark, we find that Gaussian quadrature (with a fixed number of points) has proven to be quite reliable and extremely computationally efficient for this application. In other applications where there is an extremely large number of integration operations required, Gaussian quadrature may be preferable to other methods which have significantly more computational overhead. One drawback of the method, however, is that it does not produce any error estimates. Thus, prior to adopting this kind of Gaussian quadrature method, one should do some experimentation to ensure how many points one should use to obtain sensible results.
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