Abstract. We consider the problem of characterizing the convex hull of the graph of a bilinear function f on the n-dimensional unit cube [0, 1] n . Extended formulations for this convex hull are obtained by taking subsets of the facets of the Boolean Quadric Polytope (BQP). Extending existing results, we propose a systematic study of properties of f that guarantee that certain classes of BQP facets are sufficient for an extended formulation. We use a modification of Zuckerberg's geometric method for proving convex hull characterizations [Geometric proofs for convex hull defining formulations, Operations Research Letters 44 (2016), 625-629] to prove some initial results in this direction. In particular, we provide small-sized extended formulations for bilinear functions whose corresponding graph is either a cycle with arbitrary edge weights or a clique or an almost clique with unit edge weights.
Introduction
An important technique in global optimization is the construction of convex envelopes for nonconvex functions, and there is a significant amount of literature on characterizing convex hulls of graphs of nonlinear functions, beginning with [Rik97; She97] ; see also the book [LS13] . Rikun studies the question when this convex hull is a polyhedron and gives a complete characterization for functions on polyhedral domains. Even if the convex hull is a polyhedron there might be a very large number of facets, and this is reminiscent of a situation which is quite common in combinatorial optimization: for a natural mixed integer programming (MIP) formulation the convex hull of the feasible set can be described explicitly, but it is a polytope whose number of facets is exponential in the instance size. One approach that has been successful in this area is the use of extended formulations [CCZ10] . The basic idea is to introduce more variables in order to reduce the number of constraints. A reformulation of the convex hull with a polynomial number of constraints and polynomially many additional variables is called a compact extended formulation, and this is a key ingredient in so-called lift-and-project methods, and other related MIP formulation techniques [BCC93; SA90] . In this paper, we use a similar technique: instead of describing the convex hull of a graph of a bilinear function in the original variable space, we seek to describe it in a lifted space with as few inequalities as possible.
A bilinear function is a function f : [0, 1] n → R of the form
with coefficients a ij ∈ R. The convex hull of the graph of f is the set
which is a polytope since X (f ) = conv{(x, z) ∈ {0, 1} n × R : z = f (x)} (1) which was proved in [Rik97; She97] . These functions arise in many problem areas; see [DG15; Gup+13; Gup+17] and the references therein. For bilinear functions, a natural setting for an extended formulation is to introduce additional variables y ij representing the product x i x j of two original variables for a ij = 0. The classical McCormick inequalities [McC76] for relaxing each bilinear term are y ij 0, y ij x i , y ij x j , x i + x j − y ij 1,
and they are exact at 0-1 points, that is, they imply y ij = x i x j when x i , x j ∈ {0, 1}. The McCormick relaxation is the polytope whose projection is typically a relaxation of X (f ). The cases where the projection of M is actually equal to X (f ) have been characterized in [MSF15] and independently in [Bol+17] , and there are also some results in this regard for multilinear functions [LNL12] . In general, the McCormick relaxation can be quite weak [Bol+17] , and the purpose of this paper is to investigate Introducing variables y ij to represent the products x i x j , we are interested in describing X (f ) in terms of the x-and y-variables.
To be more precise, we define a function π[f ] : R n × R n(n−1)/2 → R n+1 by 
Our aim is to find a polytope P such that X (f ) = π[f ](P ), so that this P is a compact extended formulation. Observe that There are constructive methods for deriving extended formulations of X (f ) with exponentially many variables and facet-defining inequalities, such as using the extreme point characterization in (1) or the nontrivial approach of using the Sherali-Adams hierarchy [SA90] which can also be applied to more general nonlinear functions [BM14] . We restrict our attention to finding extended formulations in the quadratic space of (x, y) variables.
Padberg [Pad89] introduced the Boolean Quadric Polytope (BQP), which is the convex hull of the binary vectors satisfying the McCormick inequalities (2), QP := conv (x, y) ∈ {0, 1} n(n+1)/2 : (2) for all 1 i < j n .
Since the McCormick inequalities are exact at 0-1 points, we have QP = conv (x, y) ∈ {0, 1} n(n+1)/2 : y ij = x i x j for all 1 i < j n .
It follows from (1) that QP is an extended formulation for X (f ): Padberg [Pad89] also extended the definition of BQP in the following sense:
QP (G) = conv (x, y) ∈ {0, 1} n+m : (2) for all ij ∈ E ,
where G = (V, E) is the edge weighted graph associated with the bilinear function f . This graph has the vertex set V = [n] = {1, . . . , n}, the edge set E = {{i, j} : a ij = 0}, and the edge weights are given by a ij . Note that this construction gives a one-to-one correspondence between bilinear functions and edge weighted graphs (without loops). Also, QP = QP (K n ) where K n is the complete graph, and QP (G) is the projection of QP obtained by projecting out y ij 's corresponding to a ij = 0. Henceforth, we express
where we use ij instead of {i, j} to denote an edge when there is no danger of ambiguity. We call an edge ij ∈ E positive if a ij > 0 and negative if a ij < 0. Abusing notation, we sometimes consider π[f ] as a function R n+m → R where the value of m is clear from the context (the number of edges in the graph corresponding to the considered function f ). This allows us to
The polytope QP , and in general QP (G), has an exponential number of facets, not all of which are known and some of the known facets are NP-hard to separate [BM86; DL97; LS14; Pad89]. Furthermore, there are many graphs for which QP (G) does not have a polynomialsized extended formulation [AT15] . If we do not assume any structure on f and allow f to be arbitrary, then a complete characterization of QP (G) seems necessary for convexifying f due to the following observation.
Our approach. The polytope QP(G) has a very rich combinatorial structure that is not known explicitly and is even hard to generate algorithmically. Also, since QP (G) is an extension of X (f ) and two polytopes can project onto the same polytope, it is natural to expect that for certain bilinear functions f , or equivalently weighted graphs G, fully characterizing QP(G) may be much more than what is actually necessary for convexifying f . These facts motivate us to search for graphs G for which we can identify polynomial-sized polytopes P ⊇ QP (G) such that π[f ](P ) = X (f ). We would also like such a P to be minimal in the following sense. An extended formulation P ⊇ QP (G) of X (f ) is said to be minimal if omitting any facet-defining inequality of P leads to a polytope P
. In other words, we want to identify minimal classes of valid inequalities for QP which still ensure that the polytope defined by these inequalities satisfies π[f ](P ) = X(f ), the motivation being that P ⊆ R n(n+1)/2 might have significantly fewer facets than X(f ) ⊆ R n+1 .
Contributions and Outline. We identify two graph families for which a polynomial number of commonly known valid inequalities for QP (G) are sufficient to convexify the corresponding f . These main results are stated in §2.2, following a short description of the valid inequalities considered by us. Another main contribution of this paper is to use a new technique for proving the tightness of our extended formulations. This technique is inspired by a recent work in the literature on geometric characterization of 0-1 polytopes, and is described in §3. We remove some of the technicalities of a result from the literature and apply our simplified result to state a description of the convex hulls of graphs of arbitrary nonlinear, and bilinear, functions over {0, 1} n . This is then used to prove our main results in §4. We hope that our successful use of this technique will inspire others to use it to prove more results on extended formulations for X (f ) or other combinatorial polytopes.
Background and Our Results
To state our main results, we first need to describe the families of valid inequalities and facets of BQP that we are interested in. Other classes of valid inequalities are also available in the literature, many of which are obtained by exploiting the linear bijection between BQP and the cut polytope [BM86; DL97; Sim90]. Separation questions related to some of these inequalities have also been addressed in [LS14] .
2.1. Padberg's inequalities for BQP. The inequalities derived by Padberg [Pad89] can be written down conveniently using the following notation, for S ⊆ V ,Ê ⊆ E:
The inequalities that are relevant for our results are the following.
Triangle inequalities: for any i, j, k ∈ V ,
Clique inequalities: for any S ⊆ V with |S| 3 and integer α, 1 α |S| − 2,
Cycle inequalities: for every cycle C ⊆ E and every subset D ⊆ C with odd cardinality,
where V 0 = {u ∈ V : e ∩ê = {u} for some e,ê ∈ D}, V 1 = {u ∈ V : e ∩ê = {u} for some e,ê ∈ C \ D}.
Using only subsets of the known facets of QP, one can define different relaxations, and there exist a number of results on conditions on G which guarantee that QP (G) is equal to certain relaxations. The LP relaxation of QP(G) is the polytope in [0, 1] n+|E| defined by the McCormick inequalities (2). Padberg showed this is equal to QP (G) if and only if G is acyclic. The cycle relaxation of QP(G), which is a strengthening of the McCormick relaxation by adding cycle inequalities (8) for each chordless cycle C ⊆ E and each subset D ⊆ C with |D| odd, is equal to QP (G) if and only if G is K 4 -minor-free (series-parallel graphs) [Pad89; Sim90] . More characterizations for the cycle relaxation were obtained recently by [Mic18] . Another set of known results about Padberg's inequalities is that the triangle inequalities give the Chvátal-Gomory closure of the LP relaxation of QP (K n ) [BCH92] , and this was recently generalized to the odd cycle inequalities giving the Chvátal-Gomory closure of the LP relaxation of QP(G) for arbitrary G [BGL18] .
All of these literature results are about characterizing QP (G), which, as we have explained in the introduction, might sometimes be more than what is required for convexifying f . One of our main results is that if G is a chordless cycle of length n, which is K 4 -minor-free and so the corresponding f is convexified by all the 2 n−1 cycle inequalities (8), then only two cycle inequalities are needed to get a polytope P with π[f ](P ) = X (f ). This extends to cactus graphs, that is, graphs in which every edge is contained in at most one cycle. The next section presents precise statements of our results. We clarify that none of these results implies anything about the description of QP(G).
2.2.
Main results. When f (x) = 1 i<j n x i x j , so that the corresponding graph is the complete graph K n with all edge weights equal to 1, then it is known that the McCormick inequalities y ij min{x i , x j } together with the clique inequalities (7) with S = V suffice to describe the convex hull of the graph of f . In fact, this implies that the only lower bounds on the y-variables come from inequalities which can be written in the form y(E) . . . sx(V ) − s+1 2 , so the convex envelope vex[f ] can be written in terms of the original variables x 1 , . . . , x n and z = y(E), and this is precisely the convex envelope characterization proved in [Rik97; She97] . We provide an alternative proof of this result in §3.2. As an extension, our first main result addresses the case of K − n , which is the graph obtained from K n by deleting the edge between n − 1 and n, with unit weights, for which the bilinear function is f (x) = 1 i<j n−1
n(n+1)/2 is described by y(E) 0, the McCormick inequalities y ij x i and y ij x j for 1 i < j n, together with the 3(n − 2) inequalities
Moreover, this polytope P is a minimal extension of X (f ).
Constraints (9) are sums of McCormick inequalities x i +x n−1 −y i,n−1 1 and x i +x n −y in 1. The other inequalities in the above theorem come from Padberg's clique inequalities: (10) are the averages of the clique inequalities for the two maximal cliques in G and (11) are the clique inequalities for K n . It should be of no surprise that the non-McCormick inequalities required to describe X (f ) all have negative coefficients on the y variables, because only vex[f ](x) is unknown since two of the McCormick inequalities for every y ij are known to describe cav[f ](x) when edge weights are non-negative ([LNL12; TRX12], see also Corollary 2 below). An interesting feature of this theorem is that the variable y n−1,n is used although it does not correspond to an edge in G. The point in Figure 1 illustrates that the clique inequalities for the cliques in the given graph are not sufficient in general. The point satisfies the clique inequalities for the seven 3-cliques, and for the two 4-cliques, as well as the cycle inequalities for all cycles in K 
The second main result is about chordless cycles. Let C n denote an n-cycle with edges {i, i+1} for i ∈ [n − 1], and the edge {1, n}. The vertex set and edge set are each in bijection with [n] and hence indexed by [n] . For ease of notation, all indices have to be read modulo n in the obvious way. In particular, n ≡ 0 and n + 1 ≡ 1. For i = 1, . . . , n, edge {i, i + 1} is referred to as edge i and a i,i+1 is written as a i . The index set [n] can be partitioned as [n] = E − ∪ E + based on the signs of the coefficients:
We define V − (resp. V + ) to be the set of vertices i ∈ [n] such that both of the edges incident with i correspond to negative (resp. positive) terms in f (x). More formally,
which, in general, may not partition [n].
2n is the polytope described by the McCormick inequalities (2) and
Moreover, inequality (12) (resp. (13)) can be omitted if and only if |E − | (resp. |E + |) is even, and then P is a minimal extension of X(f ).
The polytope P in Theorem 2 is parametrized by edge weights a and should be read as P a , since (12) and (13) are constructed using the sign pattern on the edge weights. Obviously, since P has only two cycle inequalities, it is a weak relaxation of QP(C n ), which we know is given by all the 2 n−1 odd-cycle inequalities due to C n being K 4 -minor-free. When E − is odd, inequality (12) is Padberg's cycle inequality (8) corresponding to the odd subset D = E − in the graph C n . This is because D = E − = E(C n ) \ E + and every vertex in C n having exactly two edges incident on it implies that V 0 = V − and V 1 = V + . If E − is even, we will show in the proof of Theorem 2 that inequality (12) is a linear combination of McCormick inequalities. Analogous arguments hold for E + and (13). Note that inequalities (12) and (13) do not use any non-edge variables y ij ; in contrast, Theorem 1 presents a minimal extension for the chordal graph K − n using a non-edge variable y n−1,n . Theorem 2 implies that if the bilinear function corresponds to an even cycle C n having both E + and E − even, then the McCormick inequalities are sufficient to convexify the function. This implication is a special case of the following characterization by Boland et al. [Bol+17, Theorem 4] : for any bilinear function f , the McCormick relaxation projects onto X (f ) if and only if every cycle in the graph G of f has both E + and E − even. This naturally raises the question of what can be said about bilinear functions with odd cycles. In general, we should not expect to convexify a bilinear function using extended formulation for each cycle in the function, since the function may have large extension complexity, whereas any cycle has a small extended formulation given in Theorem 2. However, we show that for cactus graphs, which are graphs whose cycles are edge-disjoint, or equivalently, any two cycles have at most one common vertex, the bilinear function is convexified by considering each cycle individually.
Theorem 3. If G is a cactus with k cycles, then for any edge weight vector a, X (f ) is described by the McCormick inequalities and at most 2k cycle inequalities.
This result is argued using the following consequence of the method described in Section 3: if f and g are two bilinear functions which share at most one variable, then X(f + g) can be easily described in terms of X(f ) and X(g) (see Corollary 3 for a precise statement).
We conclude this section by illustrating the reduction in the number of required inequalities for small examples. In Table 1 we compare the numbers of facets of X(f ) ⊆ R n+1 to the numbers of inequalities describing a polytope P ⊆ R n(n+1)/2 with π[f ](P ) = X(f ). The facet numbers for X(f ) are determined using polymake [Ass+17] , while the numbers in the columns for the polytopes P are determined as follows. For G = K n with unit coefficients, we can choose Table 1 . Numbers of facets for X(f ) and for our extended formulations. P ⊆ R n(n+1)/2 described by the following n(n + 2) inequalities:
• 2n variable bounds 0
• n(n − 1) McCormick upper bounds y ij x i and y ij x j for ij ∈ E, • n − 1 inequalities y(E) sx(V ) − s(s + 1)/2 for s ∈ [n − 1], and • one inequality y(E) 0. For G = K − n with unit coefficients, the following n 2 + 4n − 4 inequalities are sufficient:
• n(n − 1) McCormick inequalities y ij x i and y ij x j , • 3n − 6 inequalities (9), (10), (11),
• one inequality y(E) 0. For G = C n , with arbitrary coefficients, the following 6n + 2 inequalities are sufficient:
• 4n McCormick inequalities (2), and • two inequalities (12) and (13).
A Geometric Characterization of Combinatorial Polytopes
3.1. Zuckerberg's method. Zuckerberg [Zuc04; Zuc16] developed a technique to prove convex hull characterizations for subsets of {0, 1} n . In this section, we simplify one of the technical results from this work and extend it to the convex hulls of graphs of arbitrary functions ψ : {0, 1} n → R. We are interested in the convex hull of a set F ⊆ {0, 1}
n . Any such F can be represented as a finite combination of unions, intersections and complementations of the sets
and we fix such a representation F (A 1 , . . . , A n ). For instance, the set X (f ) for the function
is the convex hull of the set
which is given by the variable bounds 0 x 1 , x 2 , x 3 1 and the McCormick inequalities
In this case F can be represented as
where · indicates the complement in {0, 1} 3 . The main result in [Zuc16, Theorem 7] can be stated as follows. For every x ∈ [0, 1] n , we have x ∈ conv(F ) if and only if there exist
• a set U with a collection L of subsets which contains the empty set and is closed under taking complements and finite unions, and
and µ(F (X 1 , . . . , X n )) = 1 (where the complement has to be taken in U instead of {0, 1} n ).
To be precise, Zuckerberg states only one direction of this equivalence, but the other one is easy (see the proof of Theorem 4 below). 
For (x 1 , x 2 , x 3 ) ∈ conv(F ) we set
Then µ(X i ) = x i for all i ∈ {1, 2, 3}, and from
we get µ F (X 1 , X 2 , X 3 ) = 1, as required. This provides a proof that the McCormick inequalities indeed characterize the convex hull of the set {(x 1 , x 2 , x 1 x 2 ) :
The construction is illustrated in Figure 2 for x = (0.5, 0.4, 0.1). The sets X 1 , X 2 and X 3 do not 0 1 0.5
Figure 2. The sets X 1 , X 2 and X 3 for x 1 = 0.5, x 2 = 0.4 and x 3 = 0.1 with
only provide a certificate that x ∈ conv F , but they also encode a representation of x as a convex combination of the elements of F . To see this we associate with each t ∈ [0, 1) the vector x(t) = (x 1 (t), x 2 (t), x 3 (t)) with x i (t) = 1 if t ∈ X i and x i (t) = 0 if t ∈ X i . In our example
which corresponds to the convex representation
Our main simplification of Zuckerberg's result is that the statement remains true if U and L are fixed as in Example 1. As a consequence, the condition µ(F (X 1 , . . . , X n )) = 1 can be replaced by F (X 1 , . . . , X n ) = U , and in fact, the set theoretic representation of F can be avoided completely using the standard identification of the elements of {0, 1} n with subsets of [n]. More precisely, a vector ξ ∈ {0, 1} n is identified with the set {i ∈ [n] : ξ i = 1}, so that in particular the elements of F are identified with subsets of [n] . The following theorem is a reformulation of [Zuc16, Theorem 7] which is more convenient for our purpose. We provide a complete proof in our setting because the proof is short and it would be a bit cumbersome to explain in detail how our variant can be obtained from the arguments in [Zuc16] . Following the proof of the theorem we explain in detail how Zuckerberg's original statement can be obtained as a consequence of our theorem (see Remark 2).
n , and let L and µ be defined by (15) and (16). Then x ∈ conv(F ) if and only if there are sets X 1 , . . . , X n ∈ L such that µ(X i ) = x i for all i ∈ [n], and {i ∈ [n] : t ∈ X i } ∈ F for every t ∈ [0, 1).
Proof. Let us fix an ordering ξ 1 , . . . , ξ |F | of F (In Example 1, the ordering would be the one in which the elements of F appear in the convex combination (17)), and suppose x ∈ conv(F ), say
and, for every t ∈ [0, 1), there is a unique index k with t ∈ I k , and then
as required. Conversely, if X i are sets with the described properties, we can set
To see this note that by assumption, for every t ∈ [0, 1), there is a unique k ∈ [|F |] with ξ k = {i ∈ [n] : ξ k i = 1}, and then for every j ∈ [n], t ∈ X j if and only if ξ k j = 1. In other words,
and using this we can verify that
Remark 2. Theorem 4 implies Zuckerberg's criterion since for any subsets X 1 , . . . , X n ⊆ [0, 1),
This can be seen by induction on the structure of the formula F . The base case is F = A j for some j ∈ [n]. Then
as required. For the induction step we have either
. . , A n ), and in each case we can verify the statement.
for k ∈ {1, 2}, and then
Next we extend the statement of Theorem 4 so that it applies to the convex hull X(ψ) of the graph of an arbitrary function ψ : {0, 1} n → R. For sets X 1 , . . . , X n ∈ L we partition U into 2 n subsets R ξ (X 1 , . . . , X n ), ξ ∈ {0, 1} n , defined by
Let us define two functions
Theorem 5. For every function ψ : {0, 1} n → R,
Proof. First suppose (x, z) ∈ X(ψ), say
n is a fixed ordering of {0, 1} n . The sets X i ∈ L with µ(X i ) = x i are defined exactly as in the proof of Theorem 4: For the partition U = I 1 ∪ · · · ∪ I 2 n with I 1 = [0, λ 1 ) and
n }, we set
For the converse, suppose ψ − (x) z ψ + (x), and let (X 1 , . . . , X n ) and (X ′ 1 , . . . , X ′ n ) be optimizers for the problems defining ψ − (x) and ψ + (x), respectively. We write z = tψ − (x) + (1 − t)ψ + (x) for some t ∈ [0, 1], and set
n . This gives the required convex representation
For the particular case that the function ψ has the form ψ( 
In particular, for a polytope P ⊆ R n(n+1)/2 with P ⊆ X(f ), we have π[f ](P ) = X(f ) if and only if for every
Proof. We observe that
Example 2. We can use Corollary 1 to prove again that X(f ) for f (x 1 , x 2 ) = x 1 x 2 is given by the McCormick inequalities. From
min{x 1 , x 2 }, and with X 1 = [0, x 1 ), X 2 = [0, x 2 ) we see that this bound can be achieved for all x 1 , x 2 ∈ [0, 1], and therefore the concave envelope is given by x 3 x 1 and x 3 x 2 . Similarly, from
it follows that vex[f ](x) min{0, x 1 + x 2 − 1}, and with X 1 = [0, x 1 ), X 2 = [1 − x 2 , 1) we see that this bound can be achieved for all x 1 , x 2 ∈ [0, 1], and therefore the convex envelope is given by x 3 0 and x 3 x 1 + x 2 − 1.
This example illustrates the use of Corollary 1 to characterize X(f ) in the simplest possible case, the function f (x 1 , x 2 ) = x 1 x 2 . It contains the main idea of the proofs of our main results presented in the next section. The difference is, that for more complicated functions the choice of the sets X i is not obvious, and can depend on the particular vector x for which we want to find vex[f ](x). 
and extending this to the function value coordinate, we get The following result, which was proved in [LNL12] (see also [TRX12] ), is an immediate consequence of Corollary 1. 
Proof. With
On the other hand, for any feasible choice of the sets X i , we have, for all i, j ∈ [n],
With the assumption that a ij > 0 for all ij ∈ E, this implies
As another consequence, we can combine convex hull characterizations of graphs of two bilinear functions if they share at most one variable. 
so that f depends only on variables x 1 , . . . , x k , and g depends only on variables x k , . . . , x n . Let P, Q ⊆ [0, 1] n(n+1)/2 be polytopes with π[f ](P ) = X(f ) and π[g](Q) = X(g), such that P is described by inequalities involving only the variables x 1 , . . . , x k and y ij with 1 i < j k, and Q is described by inequalities involving only the variables x k , . . . , x n and y ij with k i < j k.
n . By assumption and Corollary 1, there are sets X 1 , . . . , X n ∈ L with µ(X i ) = x i for all i ∈ [k], and sets
Applying a measure preserving bijection [0, 1) → [0, 1) that maps L to L and X ′ k to X k , we can assume that X k = X ′ k , and then the sets X 1 , . . . ,
The same argument works for cav [ 
3.2. Alternative proof for cliques. In order to illustrate the utility of the geometric characterization of 0-1 polytopes in a simpler setting than what we have for our main results, we start with an alternative proof for the following result that was proved in [Rik97; She97]. n(n+1)/2 is the polytope described by the inequalities y ij x i and y ij x j for all ij ∈ E, together with
To be precise, the result from [Rik97; She97] is just one half of Theorem 6: in our notation it says that vex[f ](x) = max 0, max sx(V ) − s(s + 1)/2 : s = 1, 2, . . . , n − 1 .
The correspondence between this statement in the original space R n+1 and our version in the extended space R n(n+1)/2 comes from the fact that the only constraints enforcing lower bounds on the y-variables are (18), which put lower bounds on y(E) which is precisely the term corresponding to f (x) when the products x i x j are replaced by the variables y ij . The other half of Theorem 6 is an immediate consequence of Corollary 2: In order to describe cav[f ](x) it is sufficient to require y ij min{x i , x j } for all ij ∈ E. In view of Corollaries 1 and 2, Theorem 6 is a consequence of the following lemma.
where s = ⌊x 1 + · · · + x n ⌋.
Proof. Since vex[f ](x) LB
In order to show (19) using Corollary 1 we concatenate intervals of lengths x 1 , . . . , x n and obtain sets X i ⊆ [0, 1) by interpreting the result modulo Z. More formally, the sets X i are defined as follows: for i = 1, put X 1 = [0, x 1 ). Now let i 2, suppose X i−1 has been defined already, set b = sup X i−1 , and put Figure 4 where s = ⌊2.5⌋ = 2. Now [0, 1) = A ∪ B, where Figure 4 . Illustration of the construction of the sets X i in the proof of Lemma 1.
This construction is illustrated in
and this implies (19). If s < n − 1 then (20) is obvious: for s = 0 the right-hand side is zero, and for 1 s n − 1,
is one of the clique inequalities. Finally, if s = n then
Proofs of Main Results
In Sections 4.1 and 4.2 we will use Corollary 1 to prove Theorems 1 and 2.
4.1. Proof of Theorem 1. We will establish this result by proving vex[f ](x) LB P [f ](x). Without loss of generality we assume x n x n−1 and x 1 x 2 · · · x n−2 , and we proceed as follows. We start with X n = [0, x n ) and X n−1 = [0, x n−1 ) and construct the sets X 1 , . . . , X n−2 as described in Algorithm 1. Algorithm 1 Construction of the sets X i in the proof of Theorem 1
x = (0.9, 0.6, 0.2, 0.1, 0.6, 0.4) Our argument will be based on expressing ij∈E y ij in terms of the variables x i and then arguing the inequalities listed in Theorem 1 imply that this expression is a lower bound for LB P [f ](x). In other words, we need to verify ij∈E y ij ij∈E y ′ ij for every y ′ with (x, y ′ ) ∈ P . The following observations turn out to be useful.
• During the runtime of the algorithm the parameter b is never decreasing.
• After every step of Algorithm 1 there is an integer s such that
s + 2 for t < a, s + 1 for a t < b, s for b t < 1 if b < 1, and |{i ∈ [n] : t ∈ X i }| = s + 1 for t < a, s for a t < 1, if b = 1.
• If b = 1 at termination of the algorithm, and s is the integer with |{i ∈ [n] : t ∈ X i }| = s for t ∈ [a, 1) then a = x 1 + x 2 + · · · + x n − s. • If b < 1 at termination of the algorithm, and s is the integer with |{i ∈ [n] : t ∈ X i }| = s for t ∈ [b, 1) then a = x 1 + x 2 + · · · + x s + x n − s and b = x s+1 + x s+2 + · · · + x n−1 .
Case 1: b = 1. Then 1 s n − 1. As in the proof of Lemma 1,
For s n − 2, we use (11):
For s = n − 1, we combine (9) and (10):
as required. Case 2: b < 1. Then 0 s n − 2, and
Next we verify that this is a lower bound for LB P [f ](x). We start with the inequality
We use (9) and (10) to bound the second and the first part, respectively:
and as a consequence y ′ (E) y(E), as required.
The second part of the theorem (that P is a minimal extension of X(f )) is proved by identifying, for each inequality listed in Theorem 1, a point (x, y) which is contained in the polytope P ′ obtained from P by omitting the inequality, such that π[f ](x, y) ∈ X(f ). This is described in detail in Appendix A.
Proof of Theorem 2.
Throughout all indices are in [n] and have to be read modulo n in the obvious way. In particular, n ≡ 0 and n + 1 ≡ 1. The n-cycle corresponds to the function
where a is arbitrary with a i = 0 for all i ∈ [n]. Let P ⊆ [0, 1] 2n be the polytope described by the McCormick inequalities together with (12) and (13). We claim that π[f ](P ) = X(f ), and that (12) (resp. (13) 
, and we define sets X i ⊆ [0, 1) as follows. Let X 1 = [0, x 1 ) and
For i 3 we set E − i = {j : i j n, a j < 0} and define X i depending on the parity of |E − i | and the sign of a i−1 . Intuitively, we can think of filling a bucket of capacity x i from the reservoirs R 1 = X i−1 \ X 1 , R 2 = X i−1 ∩ X 1 , R 3 = [0, 1) \ (X 1 ∪ X i−1 ) and R 4 = X 1 \ X i−1 , and there are two objectives:
(1) If a i−1 > 0 we want to maximize µ(X i−1 ∩ X i ), so the reservoirs R 1 and R 2 are used before R 3 and R 4 . If a i−1 < 0 then we want to minimize µ(X i−1 ∩ X i ), so R 3 and R 4 are used before R 1 and R 2 . (2) If |E − i | is odd we want to minimize µ(X 1 ∩ X i ), so R 1 is used before R 2 and R 3 before R 4 . If |E − i | is even we want to maximize µ(X 1 ∩ X i ), so R 2 is used before R 1 and R 4 before R 3 .
Output: X ∈ L with µ(X) = x More formally,
where the function Bucket is described in Algorithm 2. Note that this corresponds to a solution with
x 1 = 0.6
x 2 = 0.5
x 4 = 0.5
x 5 = 0.4
x 6 = 0.6
x 7 = 0.5 Figure 6 . Constructing the sets X i , where the edge labels indicate the sign of the coefficient a i .
Example 5. The construction is illustrated in Figure 6 , and with |a i | = 1 for all i ∈ [8] the corresponding objective value is 2.3 and we conclude cav[f ](x) = UB P [f ](x) = 2.3 because (12) becomes
Next we define the defects
We have δ i 0 for all i ∈ [n] and
so in order to complete the proof of the claim cav[f ](x) = UB P [f ](x) it is sufficient to prove
If δ n = 0 then this follows immediately from the McCormick inequalities which imply
For δ n > 0 the claim is a consequence of the following lemma.
Using Lemma 2, we can prove inequality (23) by LP duality. If a n > 0 we define a solution for the dual problem (22) by α = a n and (using the assumption that |a n | |a i | for all i ∈ [n])
This is a feasible solution for (22) with objective value
Similarly, for a n < 0 we define a solution for the dual problem (22) by α = −a n and
with objective value
Before proving Lemma 2 we show that the sequence (δ i ) i=2,...,n is decreasing, and therefore in the proof of Lemma 2 we may assume
Lemma 3. For all i ∈ {3, . . . , n} we have δ i δ i−1 .
Proof. We check the following implications.
(1)
Proof of Lemma 2. If |E − | is even then δ 2 = 0, hence δ i = 0 for all i ∈ [2, n] by Lemma 3, and there is nothing to do. For odd |E − | we proceed by induction on n. Note that the construction of the sets X i , the definition of the numbers δ i , and the statement of the lemma depend only on sequences (x 1 , . . . , x n ) and (a 1 , . . . , a n ) (actually only on the signs of the a i ). Therefore we can use n = 2 as the base case. Then |E − | = 1, V + = V − = ∅, A = 0, and we have the following two cases.
Case 1: if a 2 < 0 < a 1 , then µ(X 1 ∩ X 2 ) = min{x 1 , x 2 } and
Case 2: if a 1 < 0 < a 2 , then µ(X 1 ∩ X 2 ) = max{0, x 1 + x 2 − 1} and
Now let n 3 and set
so that our aim becomes to show δ n = γ. Applying the induction hypothesis to the sets X 1 , . . . , X n−1 that are obtained by applying the construction for the sequences (x 1 , . . . , x n−1 ) and (a 1 , . . . , a n−2 , sign(a n−1 a n )) (the number of negative terms is still odd), we get
Now we discuss the four cases separately. The detailed case analysis can be found in Appendix B.
Case 1: n − 1, n ∈ E + . We may assume µ(X 1 ∩ X n−1 ) < x n < x 1 + x n−1 − µ(X 1 ∩ X n−1 ) since otherwise δ n = 0. Case 1.1: x n−1 x 1 . In this case δ n−1 = µ(X n−1 \ X 1 ). Case 1.2: x n−1 > x 1 . In this case δ n−1 = µ(X 1 \ X n−1 ). Case 2: n − 1, n ∈ E − . We may assume 1 − µ(X 1 ∪ X n−1 ) < x n < 1 − µ(X 1 ∩ X n−1 ) since otherwise δ n = 0. Case 2.1:
We may assume µ(X n−1 \ X 1 ) < x n < 1 − µ(X 1 \ X n−1 ) since otherwise δ n = 0. Case 3.1: x 1 + x n−1 1. In this case δ n−1 = µ(X 1 ∩ X n−1 ). Case 3.2: x 1 + x n−1 > 1. In this case δ n−1 = µ([0, 1) \ (X 1 ∪ X n−1 )). Case 4: n − 1 ∈ E − , n ∈ E + . We may assume µ(X n−1 \ X 1 ) < x n < 1 − µ(X n−1 \ X 1 ) since otherwise δ n = 0. Case 4.1: x 1 + x n−1 1. In this case δ n−1 = µ(X 1 ∩ X n−1 ). Case 4.2: x 1 + x n−1 > 1. In this case δ n−1 = µ([0, 1) \ (X 1 ∪ X n−1 )).
Finally, to complete our proof of Theorem 2, we need to verify necessity of the McCormick inequalities (2) and the inequalities (12) and (13). For each of these inequalities, we exhibit a point (x, y) ∈ P ′ , where P ′ is the polytope obtained by dropping an inequality from P , such
The inequality y i x i . Let x i+1 = 1 and x j = 0 for all j ∈ [n] \ {i + 1}, so that (x, z) ∈ X(f ) ⇐⇒ z = 0. Setting y i = 1 and y j = 0 for all j ∈ [n] \ {i}, we obtain a point (x, y) with π[f ](x, y) = (x, a i ) ∈ X(f ). If E − = {i + 1} and E + = {i + 1}, then (x, y) satisfies (12) and (13), so (x, y) ∈ P ′ , as required. But if E − = {i + 1} (resp. E + = {i + 1}) then (x, y) is cut off by (12) (resp. (13)). In these cases we use the point given by x i+1 = x i+2 = 1, x j = 0 for all j ∈ [n] \ {i + 1, i + 2}, y i = y i+1 = 1 and y j = 0 for all j ∈ [n] \ {i, i + 1} instead.
The inequality y i x i+1 can be treated similarly.
The inequality y i x i + x i+1 − 1. Let x i = x i+1 = 1 and x j = 0 for all j ∈ [n] \ {i, i + 1}, so that (x, z) ∈ X(f ) ⇐⇒ z = a i . Setting y = 0, we obtain a point (x, y) with π[f ](x, y) = (x, 0) ∈ X(f ). If E + = {i − 1, i, i + 1} and E − = {i − 1, i, i + 1} then (x, y) ∈ P ′ and we are done. Otherwise, we use the point given by x i = x i+1 = x i+2 = 1, x j = 0 for all j ∈ [n] \ {i, i + 1, i + 2}, y i+1 = 1 and y j = 0 for all j ∈ [n] \ {i + 1}.
The inequality (12). This is Padberg's cycle inequality corresponding to the subset D = E − , and hence is known to be implied by the McCormick inequalities when |E − | is even. Now let |E − | be odd, say |E − | = 2k + 1 for some non-negative integer k.
Then (x, y) ∈ P implies
and consequently, for every (x, z) ∈ X(f ),
Setting y i = 1/2 for all i ∈ E + and y i = 0 for all i ∈ E − , we obtain a point (x, y) ∈ P ′ with
The inequality (13). The arguments here are similar to those for (12).
4.3. Proof of Theorem 3. Let G = (V, E) be a cactus graph with k cycles and arbitrary edge weights. We want to show that for the corresponding function f , X (f ) = π[f ](P ) where P is described by the McCormick inequalities and at most 2k cycle inequalities. We prove this by induction on k, the number of cycles. For k = 0, G is a tree, and the McCormick inequalities are sufficient. For k = 1, we proceed by induction on the number of edges that are not contained in the cycle. If there are no such edges then G is a cycle, and the claim follows from Theorem 2. Otherwise, there are two graphs
and such that the cycle of G is contained in G 1 . Let f 1 and f 2 be the bilinear functions corresponding to the graphs G 1 and G 2 , respectively. Since G 2 is cycle-free, X(f 2 ) is described by the McCormick inequalities, and by induction, X(f 1 ) is described by the McCormick inequalities and at most two cycle inequalities. Now the result follows from Corollary 3. For k 2, there are two graphs
) is the number of cycles in graph G i . Again, let f 1 and f 2 be the bilinear functions corresponding to the graphs G 1 and G 2 , respectively. By induction, X(f 1 ) is described by the McCormick inequalities and at most 2k 1 cycle inequalities, and X(f 2 ) is described by the McCormick inequalities and at most 2k 2 cycle inequalities. The result follows from Corollary 3.
Conclusion and open problems
We have used an extension of Zuckerberg's geometric method for characterizing convex hulls of subsets of the discrete n-cube to find extended formulations for the convex hulls of graphs of bilinear functions corresponding to almost complete graphs with unit weights and cactus graphs with arbitrary weights. We think that this approach can be used in more general situations, but additional insights are needed to avoid the tedious case discussions as in the proof of Theorem 2.
A natural next test case for the method is the class of wheels. A wheel W n−1 is the graph with vertex set V = {1, . . . , n} for n 5, and edge set
That is, W n−1 is the cycle C n−1 with spokes from the center vertex n. Since W n−1 has a K 4 -minor, we know that QP (W n ) needs more than the cycle inequalities for its description. One extra facet-defining inequality for QP (W n−1 ) is
which can be argued by first principles. Another inequality comes from the cut polytope of a graph. Barahona and Mahjoub [BM86] introduced CUT(G) as the convex hull of incidence vectors of the cuts in G, and showed that for every odd bicycle wheel in G, there is a corresponding facet-defining inequality for CUT(G). An odd bicycle wheel is the graph W n−1 + {v} for odd n − 1, where G + {v} is the graph obtained from G by joining every vertex of G to a new vertex v. When G = W n−1 and n − 1 is odd, then G + {n + 1} is an odd bicycle wheel and we have exactly one odd bicycle wheel inequality for CUT(W n−1 + {n + 1}). Mapping this inequality to QP (W n−1 ) using the well-known linear bijection between QP(G) and CUT(G + {v}) [Sim90] leads to the inequality n 2 x n + 2
defining a facet of QP (W n−1 ) when n is odd. When n − 1 = 5, the inequalities (24) and (25) are sufficient to convexify f .
Observation (5-wheel). If G = W 5 and all edge weights are equal to 1, then X (f ) = π[f ](P ) where P is the polytope described by the McCormick inequalities (2) together with
which are are exactly inequalities (24) and (25) for n = 6.
We conjecture that this observation extends to any wheel W n−1 with n 6, n even. The open question on wheel graphs can be extended to a richer family of graphs called Halin graphs which was introduced by Halin [Hal71] . A Halin graph is a planar graph obtained from a tree without vertices of degree 2 by adding a cycle through all the leaves. Thus, a wheel is the simplest kind of a Halin graph. The insights gained from generalizing the above observation on wheel graphs might be useful to characterizing a polytope P that does not project onto QP (G) yet has X (f ) = π[f ](P ) and is a minimal such extension of X (f ), when G is a Halin graph.
Lemma 4. Let t be an integer with 1 t < (n − 1)/2, and consider the point (x, y) ∈ R n(n+1)/2
given by x n−1 = 1, x n = y n−1,n = 0,
Then (x, y) satisfies all the constraints describing P except (11) for s = t. Moreover,
Proof. All y-variables are non-negative so y(E) 0. For the inequalities y ij min{x i , x j }, we just need to check that
or equivalently, φ(t) 0 where φ is the quadratic function φ(t) = (t 2 − 1) − (t − 1/2)(n − 3). This follows from φ(1) = (3 − n)/2 < 0 and φ((n − 1)/2) = −(n − 3)(n − 5)/4 0.
For (9), we use the assumption 2t < n − 1:
For (10), we use
for all integers s. For (11), we we have
is a valid inequality for X(f ).
To conclude the proof, the next lemma shows that (11) cannot be omitted for any s (n−1)/2.
Lemma 5. Let t be an integer with (n − 1)/2 t n − 2, and consider the point (x, y) ∈ R n(n+1)/2 given by x n−1 = 1, x n = y n−1,n = 1/2,
and y i,n = 4t − n − 2 6(n − 2) for i n − 2,
Proof. All y-variables are non-negative so y(E) 0. For the inequalities y ij min{x i , x j }, we need to check that
The first inequality is equivalent to φ(t) 0 where φ(t) = 2t 2 − 8t + 2n + 1 − 2(n − 3)(t − 1), and this follows from
The second inequality follows from 4t − n − 2 − 3(t − 1) = t + 1 − n < 0. For (9), we have
Now (10) follows from
for all integers s. For (11), we have
and then
= − 1 2 (s − t) 2 − 1 2 0 for s = t, = 1/4 for s = t.
Finally, x, (2t 2 − 3)/4 ∈ X(f ) because tx(V ) − z − x n − t + 1 2 = t t + 1 2 − 2t 2 − 3 4 − t + 1 2 = 3 4 while tx(V ) − z − x n − t + 1 2 0 is a valid inequality for X(f ).
Appendix B. Detailed case analysis in the proof of Lemma 2
Case 1: n − 1, n ∈ E + . We may assume µ(X 1 ∩ X n−1 ) < x n < x 1 + x n−1 − µ(X 1 ∩ X n−1 ) since otherwise δ n = 0. Case 1.1: x n−1 x 1 . In this case δ n−1 = µ(X n−1 \ X 1 ).
If x n x n−1 then δ n = µ(X n \ X 1 ) = δ n−1 − (x n−1 − x n ) = γ − µ n−1 − µ n + x n + min{x n−1 , x 1 } − (x n−1 − x n ) = γ − x n − x n + x n + x n−1 − (x n−1 − x n ) = γ.
If x n−1 x n x 1 then δ n = µ(X n \ X 1 ) = δ n−1 = γ − µ n−1 − µ n + x n + min{x n−1 , x 1 } = γ − x n−1 − x n + x n + x n−1 = γ.
Finally, if x n x 1 then δ n = µ(X 1 \ X n ) = δ n−1 − (x n − x 1 ) = γ − µ n−1 − µ n + x n + min{x n−1 , x 1 } − (x n − x 1 ) = γ − x n−1 − x 1 + x n + x n−1 − (x n − x 1 ) = γ.
Case 1.2: x n−1 > x 1 . In this case δ n−1 = µ(X 1 \ X n−1 ). If x n x 1 then δ n = µ(X n \ X 1 ) = δ n−1 − (x 1 − x n ) = γ − µ n−1 − µ n + x n + min{x n−1 , x 1 } − (x 1 − x n ) = γ − x n − x n + x n + x 1 − (x 1 − x n ) = γ.
If x 1 x n x n−1 then δ n = µ(X 1 \ X n ) = δ n−1 = γ − µ n−1 − µ n + x n + min{x n−1 , x 1 } = γ − x n − x 1 + x n + x 1 = γ.
Finally, if x n x n−1 then δ n = µ(X 1 \ X n ) = δ n−1 − (x n − x n−1 ) = γ − µ n−1 − µ n + x n + min{x n−1 , x 1 } − (x n − x n−1 ) = γ − x n−1 − x 1 + x n + x 1 − (x n − x n−1 ) = γ.
Case 2: n − 1, n ∈ E − . We may assume 1 − µ(X 1 ∪ X n−1 ) < x n < 1 − µ(X 1 ∩ X n−1 ) since otherwise δ n = 0. Case 2.1: x n−1 x 1 . In this case δ n−1 = µ(X n−1 \ X 1 ) = µ(X 1 ∪ X n−1 ) − x 1 . If x n 1 − x 1 then δ n = µ(X n ∩ X 1 ) = x n − (1 − µ(X 1 ∪ X n−1 )) = δ n−1 − (1 − x 1 − x n ) = γ + η n−1 + η n − x n − x n−1 − x 1 + min{x n−1 , x 1 } + 1 − (1 − x 1 − x n ) = γ + 0 + 0 − x n − x n−1 − x 1 + x n−1 + 1 − (1 − x 1 − x n ) = γ.
If 1 − x 1 x n 1 − x n−1 then δ n = µ([0, 1] \ (X n ∪ X 1 )) = µ(X n−1 \ X 1 ) = δ n−1 = γ + η n−1 + η n − x n − x n−1 − x 1 + min{x n−1 , x 1 } + 1 = γ + 0 + (x n + x 1 − 1) − x n − x n−1 − x 1 + x n−1 + 1 = γ.
Finally, if x n 1 − x n−1 then δ n = µ([0, 1] \ (X n ∪ X 1 )) = δ n−1 − (x n + x n−1 − 1) = γ + η n−1 + η n − x n − x n−1 − x 1 + min{x n−1 , x 1 } + 1 − η n−1 = γ + η n−1 + (x n + x 1 − 1) − x n − x n−1 − x 1 + x n−1 + 1 − η n−1 = γ.
Case 2.2: x n−1 > x 1 . In this case δ n−1 = µ(X 1 \ X n−1 ) = µ(X 1 ∪ X n−1 ) − x n−1 . If x n 1 − x n−1 then δ n = µ(X n ∩ X 1 ) = x n − (1 − µ(X 1 ∪ X n−1 )) = δ n−1 − (1 − x n − x n−1 ) = γ + η n−1 + η n − x n − x n−1 − x 1 + min{x n−1 , x 1 } + 1 − (1 − x n − x n−1 ) = γ + 0 + 0 − x n − x n−1 − x 1 + x 1 + 1 − (1 − x n − x n−1 ) = γ.
If 1 − x n−1 x n 1 − x 1 then δ n = µ(X n ∩ X 1 ) = µ(X 1 \ X n−1 ) = δ n−1 = γ + η n−1 + η n − x n − x n−1 − x 1 + min{x n−1 , x 1 } + 1 = γ + (x n−1 + x n − 1) + 0 − x n − x n−1 − x 1 + x 1 + 1 = γ.
Finally, if x n 1 − x 1 then δ n = µ([0, 1] \ (X n ∪ X 1 )) = δ n−1 − (x n + x 1 − 1) = γ + η n−1 + η n − x n − x n−1 − x 1 + min{x n−1 , x 1 } + 1 − η n = γ + (x n−1 + x n − 1) + η n − x n − x n−1 − x 1 + x 1 + 1 − η n = γ.
Case 3: n − 1 ∈ E + , n ∈ E − . We may assume µ(X n−1 \ X 1 ) < x n < 1 − µ(X 1 \ X n−1 ) since otherwise δ n = 0. Case 3.1: x 1 + x n−1 1. In this case δ n−1 = µ(X 1 ∩ X n−1 ). If x n x n−1 then δ n = δ n−1 − (x n−1 − x n ) = γ − µ n−1 + η n + x n−1 − max{0, x n−1 + x 1 − 1} − (x n−1 − x n ) = γ − x n + 0 + x n−1 − 0 − (x n−1 − x n ) = γ.
If x n−1 x n 1 − x 1 then δ n = δ n−1 = γ − µ n−1 + η n + x n−1 − max{0, x n−1 + x 1 − 1} = γ − x n−1 + 0 + x n−1 − 0 = γ.
Finally, if x n 1 − x 1 then δ n = δ n−1 − (x 1 + x n − 1) = γ − µ n−1 + η n + x n−1 − max{0, x n−1 + x 1 − 1} − (x 1 + x n − 1) = γ − x n−1 + (x 1 + x n − 1) + x n−1 − 0 − (x 1 + x n − 1) = γ.
Case 3.2: x 1 + x n−1 > 1. In this case δ n−1 = µ([0, 1] \ (X 1 ∪ X n−1 )). If x n 1 − x 1 then δ n = δ n−1 − (1 − x 1 − x n ) = γ − µ n−1 + η n + x n−1 − max{0, x n−1 + x 1 − 1} − (1 − x 1 − x n ) = γ − x n + 0 + x n−1 − (x n−1 + x 1 − 1) − (1 − x 1 − x n ) = γ.
If 1 − x 1 x n x n−1 then δ n = δ n−1 = γ − µ n−1 + η n + x n−1 − max{0, x n−1 + x 1 − 1} = γ − x n + (x n + x 1 − 1) + x n−1 − (x n−1 + x 1 − 1) = γ.
Finally, if x n x n−1 then δ n = δ n−1 − (x n − x n−1 ) = γ − µ n−1 + η n + x n−1 − max{0, x n−1 + x 1 − 1} − (x n − x n−1 ) = γ − x n−1 + (x n + x 1 − 1) + x n−1 − (x n−1 + x 1 − 1) − (x n − x n−1 ) = γ.
Case 4: n − 1 ∈ E − , n ∈ E + . We may assume µ(X n−1 \ X 1 ) < x n < 1 − µ(X n−1 \ X 1 ) since otherwise δ n = 0. Case 4.1: x 1 + x n−1 1. In this case δ n−1 = µ(X 1 ∩ X n−1 ). If x n x 1 then δ n = δ n−1 − (x 1 − x n ) = γ + η n−1 − µ n + x 1 − max{0, x n−1 + x 1 − 1} − (x 1 − x n ) = γ + 0 − x n + x 1 − 0 − (x 1 − x n ) = γ.
If x 1 x n 1 − x n−1 then δ n = δ n−1 = γ + η n−1 − µ n + x 1 − max{0, x n−1 + x 1 − 1} = γ + 0 − x 1 + x 1 − 0 = γ.
Finally, if x n 1 − x n−1 then δ n = δ n−1 − (x n−1 + x n − 1) = γ + η n−1 − µ n + x 1 − max{0, x n−1 + x 1 − 1} − (x n−1 + x n − 1) = γ + (x n−1 + x n − 1) − x 1 + x 1 − 0 − (x n−1 + x n − 1) = γ.
Case 4.2: x 1 + x n−1 > 1. In this case δ n−1 = µ([0, 1] \ (X 1 ∪ X n−1 )). If x n 1 − x n−1 then δ n = δ n−1 − (1 − x n−1 − x n ) = γ + η n−1 − µ n + x 1 − max{0, x n−1 + x 1 − 1} − (1 − x n−1 − x n ) = γ + 0 − x n + x 1 − (x n−1 + x 1 − 1) − (1 − x n−1 − x n ) = γ.
If 1 − x n−1 x n x 1 then δ n = δ n−1 = γ + η n−1 − µ n + x 1 − max{0, x n−1 + x 1 − 1} = γ + (x n−1 + x n − 1) − x n + x 1 − (x n−1 + x 1 − 1) = γ.
Finally, if x n x 1 then δ n = δ n−1 − (x n − x 1 ) = γ + η n−1 − µ n + x 1 − max{0, x n−1 + x 1 − 1} − (x n − x 1 ) = γ + (x n−1 + x n − 1) − x 1 + x 1 − (x n−1 + x 1 − 1) − (x n − x 1 ) = γ.
