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A multi-method approach estimating summer waste heat emissions from anthropogenic activities (QF)
was applied for a major subtropical city (Phoenix, AZ). These included detailed, quality-controlled in-
ventories of city-wide population density and trafﬁc counts to estimate waste heat emissions from
population and vehicular sources respectively, and also included waste heat simulations derived from
urban electrical consumption generated by a coupled building energy e regional climate model (WRF-
BEM þ BEP). These component QF data were subsequently summed and mapped through Geographic
Information Systems techniques to enable analysis over local (i.e. census-tract) and regional (i.e.
metropolitan area) scales. Through this approach, local mean daily QF estimates compared reasonably
versus (1.) observed daily surface energy balance residuals from an eddy covariance tower sited within a
residential area and (2.) estimates from inventory methods employed in a prior study, with improved
sensitivity to temperature and precipitation variations. Regional analysis indicates substantial variations
in both mean and maximum daily QF, which varied with urban land use type. Average regional daily QF
was ~13 W m2 for the summer period. Temporal analyses also indicated notable differences using this
approach with previous estimates of QF in Phoenix over different land uses, with much larger peak ﬂuxes
averaging ~50 W m2 occurring in commercial or industrial areas during late summer afternoons. The
spatio-temporal analysis of QF also suggests that it may inﬂuence the form and intensity of the Phoenix
urban heat island, speciﬁcally through additional early evening heat input, and by modifying the urban
boundary layer structure through increased turbulence.
© 2014 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/3.0/).ow@asu.edu (W.T.L. Chow).
Ltd. This is an open access article u1. Introduction
A signiﬁcant aspect of the growth of cities is the urban meta-
bolism function, which is the sum of all materials and commodities
produced and/or utilized in order to sustain a city's inhabitants
(Wolman,1965). The generation of waste heat, water and pollutantsnder the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/3.0/).
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surface urban climates, especially over different spatial and tem-
poral scales (Oke, 2006). One prominent feature in urban meteo-
rological research is the input of anthropogenic heat and moisture
emissions associated with energy consumption from various
sources within cities. These can originate through consumption of
electricity and heating fuels originating from buildings or industrial
activities, combustion of fuel from vehicular trafﬁc, and activities
associated with human metabolism; these inputs are hereafter
referred to as QF (Sailor, 2011).
The inﬂuence of QF on local-scale urban climates can be
considerable. Within mid- or high-latitude cities during winter,
waste heat from urban metabolism can be signiﬁcant in urban heat
island (UHI) development (e.g. Magee et al., 1999; Fan and Sailor,
2005). This feature arises due to smaller geographical input of so-
lar radiative ﬂuxes relative to low-latitude cities, as well as
comparatively thinner winter urban boundary layers when
compared to warmer, more turbulent summer conditions. This
impact of QF on surface air temperatures may not be restricted to
cities and their nearby environs. Given the rapid rate of global ur-
banization, and corresponding rates of energy consumption, there
is a possibility that combined waste heat from multiple large cities
could also increase winter nocturnal near-surface temperatures at
regional scales e.g. the North American and European continents
(Zhang et al., 2013).
QF is a component of the urban Surface Energy Balance (SEB),
and SEB is quantiﬁed by the following equation of ﬂux densities
(Oke, 1988):
Q* þ QF ¼ QH þ QE±DQS±DQA

Wm2

(1)
where Q* ¼ net all-wave radiation, QH ¼ sensible heat, QE ¼ latent
heat, DQS ¼ net heat storage, and DQA ¼ turbulent heat advection
into the urban system.
Existing urban SEB work is primarily focused on observation,
e.g. through eddy covariance (EC), or modeling e.g. through nu-
merical or physics-based models of other terms in Equation (1)
apart from QF (e.g. Grimmond et al., 2010). In contrast, there are
three extant approaches to directly estimating QF. First, by the in-
ventory of electrical consumption across different urban sectors,
such as from buildings, industry and transport. Second, via QF based
on accurate parameterizations of coupled building energy models
that simulate waste heat rejected into the atmosphere of regional
or global climate models. Third, through derivation of waste heat
from closure of urban SEB using EC ﬂux data residuals. Sailor (2011)
reviewed several methodological limitations with respect to each
of these methods, such as the lack of data availability over differing
spatio-temporal resolutions for the inventory of QF arising from
buildings, industry and transport; the relative complexity and
computational cost of running coupled building energy-regional
climate models; and the high cost of installing and logistical difﬁ-
culties in operating an urban EC tower for estimating the urban SEB,
as well as its implicit error uncertainties with respect to EC data
residual accuracy. Notably, he suggested that future research
should consider utilizing a combination of these approaches in
estimating QF.
Despite these limitations, research originating from several
European (e.g. Christen and Vogt, 2004; Offerle et al., 2005; Pigeon
et al., 2007; Allen et al., 2010; Iamarino et al., 2012; Bohnenstengel
et al., 2013; Lindberg et al., 2013; Ward et al., 2013), Asian (e.g.
Ichinose et al., 1999; Dhakal and Hanaki, 2002; Lee et al., 2009;
Quah and Roth, 2012), Australian (Simmonds and Keays, 1997),
and North American cities (e.g. Taha, 1997; Sailor and Lu, 2004; Fan
and Sailor, 2005; Grossman-Clarke et al., 2005; Salamanca et al.,
2013, 2014) enable us to infer several observations about QF: Spatial variations in urban land-use are important in QF with
largest mean ﬂuxes originating from areas with commercial
or industrial land-uses, which generally have greater energy
demand and consumption compared to residential land-uses.
The former land-uses are usually concentrated in urban
downtown core areas, while the latter corresponds with
suburban areas or the urban-rural boundary. Coincidentally,
this spatial pattern of QF matches the typical distribution of
the UHI intensity across a city (Oke, 1982). Further, areas
adjacent to major trafﬁc thoroughfares (e.g. highways/free-
ways) were also associated with relatively higher QF
compared to areas with local roads due to greater volume of
vehicle heat and moisture emissions.
 Temporal variations are also signiﬁcant in QF dynamics. In sub-
diurnal or hourly time scales, peak ﬂuxes tend to coincide with
both morning and evening rush hour periods, and can be a
large component of the urban energy balance relative to other
radiative (i.e. incoming short-wave and outgoing long-wave
with respect to the urban surface) or turbulent transfer (i.e.
sensible and latent heat) terms. On longer time scales (daily,
monthly or annual), this may not be the case. Taha (1997)
noted that daily mean QF ﬂux in city centers (e.g.
20e40 W m2 in summer) are much smaller compared to
mean incident shortwave radiation, which is usually an order
of magnitude larger.
 The seasonal impact of QF largely depends on a city's
geographical location. On average, QF ﬂuxes are greater during
winter in mid/high-latitude cities, where waste heat from resi-
dential heating is greater than those generated from summer
air-conditioning in low-latitude cities. For most cities, more
energy is consumed through heating, rather than cooling, to
maintain a comfortable ambient temperature for human ther-
moregulation (Hill et al., 2013). For instance, Ichinose et al.
(1999) noted in their model simulations in Tokyo (35.6 N)
that a remarkable peak winter hourly QF of ~1590 W m2
occurred in the downtown/commercial area of the city, with
most of this waste heat originating from building hot water
supplies for indoor heating. In contrast, Quah and Roth (2012)
estimated that a maximum hourly QF in downtown Singapore
(1.4 N), where building interior cooling via air conditioning is
prevalent, was ~113 W m2.
In the majority of previous research, QF estimates were
restricted to a single method (i.e. assessing waste heat through
inventory, energy balance residual from an EC tower, or through
extant building energy models). Although Offerle et al. (2005) and
Pigeon et al. (2007) were notable exceptions as they used multiple
methods in estimating QF for Lodz and Marseille respectively, their
analyses were restricted to a single, local spatial scale (<1 km2).
There remains a gap in the extant literature for the application of
multiple-method approaches for QF analysis as suggested by Sailor
(2011). A useful application of this combined approach would
enable examination of QF across multiple spatial and temporal
resolutions, which potentially yields useful results in interpreting
these QF data. Thus, in this study, we use a variety of methods to
map and analyze QF for a major city e Metropolitan Phoenix, Ari-
zona e at both local (i.e. for a residential neighborhood around an
EC tower) and meso-scales (i.e. for the entire metropolitan area).
We attempt to answer the following research questions: (1.) what
are the typical summer QF proﬁles across metropolitan Phoenix;
(2.) what are the relative contributions of building energy con-
sumption, emissions from vehicular trafﬁc, and human metabolism
towards these distributions of QF, and; (3.) how do these proﬁles
compare with derived local-scale EC ﬂux residuals from a resi-
dential area?
Fig. 2. The multi-method approach utilized in this study to estimate QF across multiple
spatial scales.
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The Metropolitan Phoenix area (33.4 N, 112.0 W; hereafter
referred to as Phoenix unless speciﬁed otherwise) is among the
most extensive urban agglomerations in the United States, with a
current size of ~37 000 km2. It has also been subject to rapid growth
in population, from 0.73 million in 1960 to 4.2 million in 2010 (U.S.
Census, 2010). Much of Phoenix's land cover is residential in land-
use, although small concentrations of commercial and industrial
land-uses are found in the downtown core of its component towns
and cities (Fig. 1). As with several other large urban areas in the
Southwest U.S., the primary mode of transportation is through the
automobile, which has enabled both its large suburban land cover
and the dense network of roads and highways that are laid out in a
North-South and East-West grid system (Gober, 2006). The urban
area is subject to a hot desert climate (K€oppen classiﬁcation BWh),
with extremely hot summers where maximum daytime tempera-
tures regularly exceed 43 C. Thus, greater energy demand in
summer for interior cooling of buildings, mostly through the
extensive use of air-conditioning systems, is prevalent throughout
the metropolitan area.
The city has also been a prominent foci for urban climate
research, especially for documenting the physical basis of the UHI
through a variety of approaches (e.g. Brazel et al., 2007; Chow et al.,
2012; Georgescu et al., 2012, 2013), the inﬂuence of exposure from
extreme temperatures on its resident population, as well as at-
tempts to mitigate or reduce this exposure (e.g. Harlan et al., 2006;
Declet-Barreto et al., 2013; Hondula et al., 2014), and the dynamics
of particulate air pollution with respect to boundary layer devel-
opment (Lee et al., 2003; Fernando et al., 2010). As with other cities,
the examination of QF has been less rigorous, although Grossman-
Clarke et al. (2005) used the inventory method suggested by Sailor
and Lu (2004) to estimate mean hourly QF ﬂuxes for three distinct
land cover classes e urban built-up (i.e. the urban core), mesic
residential (with yard surfaces dominated by ﬂora requiring
intensive summertime irrigation), and xeric residential (with yard
surfaces covered by native or desert-adapted vegetation requiring
less irrigation). They noted the presence of a dual peak of QF cor-
responding with the morning (0700e0800 h) and evening
(1700e1800 h) rush hours. The magnitude of this peak varied with
land-use class, with xeric residential (urban built-up) land-useFig. 1. The Phoenix metropolitan area and associated land cover as per Fry et al. (2011) map
residential; C/I ¼ Commercial or Industrial land use. The location of the EC tower (WPHX)having the largest (smallest) mean emissions of waste heat per unit
area throughout the day. The latter result is notable, given that it is
contrary to previous studies documenting peak QF ﬂuxes occurring
at the urban core. They also noted that the inﬂuence of QF on urban
temperatures is greatest in the early evening when waste heat
emissions are largest, and corresponding with the development of
larger UHI intensities.
3. Methodological framework
A brief schematic of our approach to estimate the anthropogenic
heat for Phoenix is presented (Fig. 2). Here, QF within the urban
canopy layer (i.e. from surface to mean roof height) for a period p
and location i was estimated as the sum of three sub-components
of urban waste heat in Phoenix, which were composed from hu-
man metabolism (M), air conditioning from buildings (B), and
trafﬁc volume (T) respectively:
QFði;pÞ ¼ QFMði;pÞ þ QFBði;pÞ þ QFTði;pÞ

Wm2

(2)ped over 2010 U.S. Census tracts. LIR ¼ Low-intensity residential; HIR ¼ High-intensity
used for comparisons with QF data is marked on the map.
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sub-component. The impact of human metabolism and trafﬁc vol-
umes in Phoenix were estimated through existing, publicly avail-
able databases via top-down inventory methods (e.g. Grimmond,
1992; Sailor and Lu, 2004), while the waste heat directly rejected
from building electrical use through air conditioning was derived
through the application of the Building Energy Model (BEM)
(Salamanca et al., 2010, 2013, 2014). These component data are
subsequently summed as per equation (2) for different spatio-
temporal scales i.e. local-scale, neighborhood QF time series, as
well as regional-scale maps of QF distributed across Phoenix. Local-
scale QF data obtained by our multi-method approach are also
compared against QF data through SEB residual data from urban EC
ﬂux tower, and prior inventory QF estimates from estimated by
Grossman-Clarke et al. (2005) [hereafter GC05] for similar land
cover categories.
Regional-scale QF are mapped using ArcGIS (version 10.1, ESRI
systems) for the metropolitan area. Both QFT derived at each trafﬁc
count station, and QFB from BEM, were geo-referenced as point/
raster data according to the latitude and longitude from trafﬁc
counting locations and 1 kmmodel grid centroids respectively. QFM
data, however, were plotted as vector data based on demographic
information obtained from tract areas based on the U.S. Census
(2010) designations (Fig. 3). As these tracts are the coarsest
spatial resolution available to enable analysis of total QF through
equation (2), the former raster data were subsequently summarily
averaged, aggregated and spatially joined to each census tract
within the study area through ArcGIS; thus, these census tracts
were the scale of measurement used for regional-scale multi-
method QF analysis.
We applied this framework for data analysis during a 78-day
period within the summer of 2012 (June 15eAugust 30). We
selected this period based upon the large energy demand for
building air-conditioning during summer, which historical elec-
trical utility data show as the peak period of annual electrical
consumption. Notably, emissions from heating fuels such as fuel oilFig. 3. Location of (1.) trafﬁc count locations for deriving QFT, (2.) census tract boundaries a
which QFB was modeled.and natural gas typically used in winter within buildings in cold
climates were assumed to be negligible in this season, and can be
excluded from this analysis. As Sailor (2011) noted, inventory
methods to estimate QF are complicated by the relatively coarse
temporal resolution of its databases. Thus, wherever possible, we
also attempt to reﬁne these data by accounting for temporal vari-
ance (e.g. implementing scaling factors for weekday vs. weekend
and seasonal inﬂuences on trafﬁc and population data), which
would affect accuracy of QF estimates.
3.1. QF emissions from human metabolism
Human biological activity produces metabolic heat that varies
with the activity type, time of day, and the population density
within the area of interest. In general, metabolic rates (MR) from
typical daytime activity types (e.g. driving, walking, domestic and
ofﬁce work) can be 2 to 3 times greater in magnitude vs. passive
activities associated with nighttime (e.g. sitting, sleeping). Fanger
(1972) lists estimates of energy produced from human meta-
bolism, and in our study, we used typical meanMR values of 180W
during daytime, and 70Wat night. These magnitudes are similar to
previous estimates of QFM (Sailor and Lu, 2004; Pigeon et al., 2007;
Quah and Roth, 2012). We have also distinguished between day-
time (0700e2100 h) and nighttime (2200e0600 h) hours during
the summer season, with an hourly transitional period in between
where MR is linearly interpolated between daytime and nighttime
magnitudes.
Our approach also used 2010 U.S. Census data to derive speciﬁc
waste heat contributions from census tracts (n ¼ 916) for the two
counties comprising Phoenix's boundaries: Maricopa and Pinal.
Total population data from each tract were divided by its respective
area to obtain a population density. Subsequently, we examined
census tracts associated with downtown areas in Phoenix (i.e. the
city's urban core) (n ¼ 7) to account for diurnal changes in daytime
resident population during weekdays. Previous U.S. census data
have shown that a signiﬁcant decrease in population occurs ins speciﬁed by the 2010 U.S. Census for QFM, and (3.) 1 km grid centroids from BEM in
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US cities, and we subsequently applied a commute factor of 7.3%
(þ7.3%) towards population density from 0800 to 1700 h during
weekdays for identiﬁed residential (downtown core) areas to ac-
count for the dynamic shift in workday population in Phoenix (U.S.
Census Bureau, 2000). Thus, we based our estimates of QFM for a
given period via calculating the approximate hourly population
density within a given Phoenix census tract (rpop), and the typical
human MR in the following equation:
QFBMði;pÞ ¼ rpopði;pÞ MRp

Wm2

(3)
3.2. QF emissions from building electrical consumption
BEM is a building energy model integrated in the multilayer
urban canopy parameterization (BEP, Martilli et al., 2002) that takes
into account the exchange of energy between the buildings and the
overlying atmosphere as well as the impact of the air conditioning
(AC) systems (Salamanca et al., 2010; Salamanca andMartilli, 2010).
BEP þ BEM was ofﬁcially coupled in the non-hydrostatic (V3.2)
version of the Weather Research and Forecasting WRF (Skamarock
et al., 2008) model.
In BEM, a building in an urban block is treated as a pile of boxes,
each box representing a particular building ﬂoor. The time evolu-
tions of the indoor air temperature and moisture are computed
explicitly for each ﬂoor solving an energy conservation equation
that takes into account the heat generated by the equipment and
occupants within buildings, radiation through windows, natural
ventilation, heat diffusion through walls and roofs, and the AC
systems. This time evolution is accounted for via a step function
representing typical building activity during a 24 h period. While
there is a possibility that waste heat from building occupants may
be double-counted with the inventory method detailed in Section
3.1 during the daytime, the step function utilized likely over-
estimates this metabolism component at night when minimal
biological activity occurs. When the indoor temperature reaches a
ﬁxed target, all the “extra” sensible heat (QH) is extracted by the AC
systems to maintain a constant indoor temperature. The total
electric consumption (ELC) is then computed and the sensible heat
QFB (ELC þ QH) is released into the atmosphere as a source of QF.
Salamanca et al. (2013) simulated urban AC energy consumption
for several extreme heat events over the semiarid metropolitan
area of Phoenix with the WRF model coupled to the multilayer
building energy parameterization BEP þ BEM. WRF-simulated AC
consumption compared favorably to observationally derived AC
consumption supplied by an electric utility company in terms of
both amplitude and timing. For the results presented here, we
considered the same set-up described in the former work. We used
the non-hydrostatic (V3.4.1) version of the WRF model to evaluate
Phoenix waste heat release due to AC. WRF simulations were
conducted with the initial and boundary conditions obtained from
NCEP FNL data (number ds083.2) with a spatial resolution of 1 1
and a temporal resolution of 6 h. The horizontal domain was
composed of four two-way nested domains and included 40 ver-
tical levels.
The inner domain had a grid spacing of 1 km and covered the
complete Phoenix metropolitan area. The US Geological Survey
(USGS) 30 m 2006 NLCD06 (Fry et al., 2011) was used to represent
modern-day land use-land cover (LULC) for the urban domain.
Three different urban classes were deﬁned to describe the
morphology of the city: commercial or industrial (C/I) areas which
are associated with business, manufacturing and trade land use;
high-intensity residential (HIR), related to higher-density and older,more established residences in Phoenix; and low-intensity resi-
dential (LIR) inwhich lower population densities andmore recently
developed housing communities are found. Further information
about average and standard deviations of typical building
morphological characteristics associated with these categories can
be found in Burian et al. (2002).
Two important assumptions are noted regarding LULC classiﬁ-
cation. First, while we have grouped commercial and industrial
areas within a common urban class for modeling QFB based on
building morphological characteristics, we are cognizant that in-
dustrial facilities may have signiﬁcantly larger on-site electrical and
fuel consumption and generation of waste heat that will not be
accounted for in BEP þ BEM. Given the difﬁculties in obtaining
detailed energy data from these infrequent point sources in
Phoenix, coupled with the lack of current modeling approaches
that can resolve these heat emissions at local scales, we believe that
the omission of measures to account for these processes is
acceptable in the context of this study. Second, we also assumed
that all waste heat to the urban canopy layer is partitioned as QH.
While we acknowledge that some cooling energy could be emitted
as QE, which could be a signiﬁcant SEB input at the local spatial
scale especially from large cooling towers, the presence of these
towers is largely limited to C/I areas in Phoenix which comprise
<1% of extant land cover for our study area. In addition, no such
towers are located near an EC ﬂux tower used in this study for local-
scale QF comparisons.
We subsequently conducted ﬁve independent 15-day simula-
tions covering the complete summer-period from June 15 to August
30 2012. Each simulation started 7-h previously, and this time-
interval was considered as the model spin-up period. Results of
QFB from these BEM simulations were subsequently geo-referenced
as point/raster data based on the latitude and longitude of the 1 km
model grid centroid, and spatially joined to the vector QFB data at
the census-tract scale.
3.3. QF emissions from vehicular trafﬁc
There are three methodological steps applied towards calcu-
lating QFT. First, trafﬁc estimates were obtained from several sour-
ces that conducted trafﬁc counts throughout the metropolitan
Phoenix area. These include recent public databases compiled by
the City of Phoenix (2010), Maricopa County (2012), and the
Arizona Department of Transportation (2010), in which we
compiled data from 1052 trafﬁc count stations scattered
throughout the study area (Fig. 3). These stations covered a range of
road types fromhighways, arterial, collector and local roads. For the
purposes of urban transportation management and planning, the
aforementioned agencies convert the raw counts of vehicular trafﬁc
from counting stations into a quality-controlled Average Annual
Daily Trafﬁc (AADT) volume over a given road section. Temporal
variations are subsequently accounted for through applying an
hourly fractional trafﬁc proﬁle based on typical distribution of
trafﬁc volume during the day, and the seasonal proﬁle of mean
trafﬁc count variation over the course of a calendar year. These
proﬁles are based on data collected by the Maricopa Association of
Governments (MAG) (2011), and are subsequently applied for all
AADT data compiled in this study.
Notably, the sizeable morning and evening peaks of increased
vehicular trafﬁc occurring during rush hours, with a larger peak
during the evening period, are similar to diurnal trafﬁc data pat-
terns reported from other major U.S. cities (e.g. Hallenbeck et al.,
1997; Kim et al., 2008). The monthly data illustrate that trafﬁc
volumes in Phoenix are substantially higher during the winter and
spring seasons vs. the summer. This is primarily due to the city
hosting numerous out-of-state visitors during the former period
Fig. 4. Mean time series of daily QF at WPHX taken from the multi-method model
compared with WPHX mean residuals (R) and a mean daily QF from the inventory
method of GC05 for a xeric residential land cover category. Precipitation events during
the study period at WPHX are noted as vertical bars.
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country. This contrasts with the national average for vehicle travel
in the U.S., in which more car use occurs in the summer vs. winter
(U.S. Federal Highway Administration, 2013).
The second step is to compute the mean energy released per
vehicle per meter (EV). We utilized the following approach used by
Sailor and Lu (2004):
EV ¼ NHC$rfuel
.
FE

Jm1

[4]
where NHC ¼ mean net heat of vehicular gasoline and diesel
combustion (J kg1), which is estimated to be ~4.46  106 J kg1;
rfuel is the mean density of gasoline and diesel (kg l1), which is
~0.7664 kg l1, and FE is the mean vehicle fuel economy (km l1).
Based on monthly on-road gasoline vs. diesel consumption data
from the Arizona Department of Transportation (2010), we can
discern that there is an approximate 4:1 split between gasoline and
diesel use respectively in the state, and we assume a similar
breakdown for trafﬁc in Phoenix. Given this proportion, and by
using published estimates of NHC and r for gasoline
(4.5  106 J kg1; 0.75 kg l1) and diesel (4.3  106 J kg1;
0.832 kg l1) (U.S. Energy Information Administration, 2014),
combined with mean FE data for all motor vehicles in the U.S. is
7.5 km l1 (or 17.6 miles per gallon) in 2010 (U.S. Department of
Transportation, (2011)), we estimated mean EV is 4558 J m1,
which falls between the mean EV of 3975 J m1 reported in Sailor
and Lu (2004) for several U.S. cities, and 4710 J m1 estimated by
Pigeon et al. (2007) for Marseille. An important caveat is that a
small proportion of energy of fuel combustion is converted to and
evaporated as water vapor, and a conservative estimate of this is
~8% of total vehicular emissions (as per Pigeon et al., 2007). This
latent heat partitioning could affect comparisons with local-scale
QF e especially in arid climates where substantial changes in
Bowen ratio could occur evenwithminor variations in QE input into
the local urban energy balance e and should be noted accordingly.
The ﬁnal step was to combine these EV and trafﬁc count data to
derive a mean QFT that is representative around each trafﬁc count
station. This was based on the approach adopted by Grimmond
(1992) in the city of Vancouver:
QFTði;pÞ ¼

TCði;pÞ$RL$EV=A$t

Wm2

[5]
where TC ¼ normalized trafﬁc count at location i during period p,
RL ¼ mean road length (km); A ¼ source area of trafﬁc (km2), and
t ¼ time (taken to be 1 h or 3600 s). In this study, RL for each
location i was calculated by the point-to-point distance between
each trafﬁc count station and its closest adjacent neighbor. At the
city boundary, the sparse number of stations would considerably
increase RL; to ensure consistency in our QFT comparisons,
maximum RL is capped at 1.6 km (or 1 mile). This distance was
selected as it was the median distance between trafﬁc count sta-
tions in the compiled database. A, which represents the average
area in which trafﬁc conditions are representative of the trafﬁc
count location, was conservatively assumed to be 1 km2 for the
urban area.3.4. Estimates of local-scale QF from eddy ﬂux tower
Several components of the local-scale surface energy balance
were directly measured at an EC tower sited in West Phoenix
(WPHX: 33.4838 N, 112.1426 W). The tower is sited in a sub-
urban residential neighborhood (HIR as per Fry et al., 2011)
mostly comprising of low-rise, single-story housing with mini-
mal vegetated surface cover, with most of its source area for bothradiative and turbulent ﬂuxes falling within this land use. Spe-
ciﬁc details regarding the instrumental setup, measurement
heights, projected radiative and turbulent source areas, as well
as details on data processing methods can be found in Chow
et al. (2014). In this study, the mean daily residual of the tower
(R) was measured through modifying equation (1) after Pigeon
et al. (2007):
R ¼ Q*  ðQH þ QEÞ ¼ ±DQS±DQA  QF

Wm2

[6]
The DQA term is highly sensitive to strong temperature and
moisture gradients adjacent to the measurement site, which is
generally indicated by discordant changes in urban land-use and/or
land cover. Given the tower fetch is ~11 km over mostly homoge-
neous land use and land cover (Chow et al., 2014), we assume that
changes in DQA during measurements are largely negligible. Vari-
ations in R, especially during analysis at of temporal periods less
than, or in multiples of 24 h, are complicated by this term being the
accumulator of systematic measurement errors of the open-path EC
process (Oke, 1988). These errors, which include underestimations
of observed ﬂuxes, and scale disparities in measurements between
radiation and turbulent ﬂuxes, are well known in the EC research
literature, e.g. 5e20% for Q*, QH and QE (Foken, 2008). The presence
of measurement errors, especially arising from periods of low tur-
bulent ﬂuxes, also implies that magnitudes of R would generally
overestimate “true” values of QF.
Further, for sub-24 h time scales, the DQS term may be the
largest term in the urban surface energy balance, especially in
hot arid subtropical cities (e.g. Oke et al., 1992). While there are
recent attempts to accurately quantify DQS at hourly scales
through a combination of urban canopy modeling and detailed
micro-scale measurements with heat ﬂux plates (Aubinet et al.,
2012), these methods are not applied here due to lack of spe-
ciﬁc instrumentation at WPHX required for this purpose. Instead,
a daily mean R term (R) is used, in which we assume that daily
DQS (DQS) approximates to zero over 24 h (or 48, 72, 96 h etc.)
periods as unrealistic increases in stored heat (and tempera-
tures) of the urban fabric would ensue. Thus, to estimate mean
daily magnitudes of QF from the ﬂux tower data, we omit the
DQA and DQS terms over time scales greater than 24 h and are
left with:
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4. Results and discussion
4.1. Comparison of local-scale QF from WPHX tower site
We obtained a 56-day summer period of post-processed EC ﬂux
tower data (Jun 15eAug 13 2012). During days in which no meas-
ureable precipitation was measured (n ¼ 48), mostly ideal weather
conditions (i.e. clear and calm) were present at WPHX. This period
also bridged the pre-monsoon (June) and North Americanmonsoon
(July and August) months in Phoenix during that year. Using the
method outlined in Section 3.4, we obtained R for both mean 24 h,
and a smoothed 96 h (i.e. 4-day) moving average for non-rain days.
These data were compared with the multi-method QF obtained
from cumulative trafﬁc, BEM and population density data for the
census tract inwhich theWPHX tower was sited in (Fig. 4). Lastly, a
daily mean summer QF obtained in GC05 for the xeric residential
land use category, in whichWPHX is located on, was also plotted as
a single value over the entire period for comparison.
The mean daily QF from the tower R (31.3 W m2), the multi-
method approach (25.4 W m2), and from GC05 (25.6 W m2)
were similar in magnitude for the study's duration. The small
disparity in mean 24 h magnitudes of QF, reﬂected in insigniﬁcant
differences through two-way ANOVA of each method mean
(p > 0.41), suggests that the three methods applied are potentially
viable in estimating waste heat for this location. Unlike the GC05
inventory approach, notable day-to-day variations in QF can be
observed from both R and the multi-method approaches, with the
greatest range arising from the 24 h R especially after days with rain
events. There also appears to be a marked decrease in estimated
multi-method QF of 2e5 W m2 in the 24 h period immediately
after days with observed precipitation. The effect of rainstorms on
daily QF appears not to persist, however, as diurnal variability of R is
substantially minimized with the smoothed 4-day plot, as with a
corresponding increase in multi-methodmodeled QF in subsequent
rain-free days. While these ﬂuctuations in daily R could be due to
SEB measurement errors (e.g. arising from possible heat energy
transfer due to storm runoff drainage away from WPHX), another
factor could be due to the cooler temperatures resulting in a more
comfortable thermal environment and lower residential AC usage,Fig. 5. Mean daily total (QF) and sub-component (i.e. QFT, QFB and QFM) time-series
plots of waste heat at the WPHX site from the multi-method approach.which is reﬂected in the reduced mean QFB estimated during days
in which rain events occurred during the monsoon season (Fig. 5).
Indeed, much of the variability in this multi-method approach
stems from changes in daily QFB arising through corresponding
alterations in average electrical consumption for this location, with
both daily QFT and QFM being relatively insensitive at the diurnal
time scale.
An OLS regression plot of multi-approach modeled QF vs. R,
together with the corresponding residual plot (i.e. residual vs.
ﬁtted values) and histogram, are also included for analysis (Fig. 6;
Table 1). The low correlation between estimates of modeled and R
is unsurprising given the various implicit assumptions in the
latter, although model residuals in the scatterplot (Fig. 6b) are
both normal and homogenous. In this analysis, we note that
simple correlation measures often do not illustrate model accu-
racy, which instead can be ascertained by difference measures that
include bias, average and mean squared errors shown in Table 1
(Willmott, 1982). In the main, the model underestimates daily
QF, and has a strong systematic root mean square error (RMSE)
that suggests underlying data issues with both the quality of
observed data (e.g. implicit errors in estimating R), as well as in
model formulation (e.g. possible unaccounted QF input for the
WPHX area). However, a reasonable index of agreement (d ¼ 0.42)
exists despite the low correlation and relatively large error terms.
This suggests that the multi-method approach is still useful in
predicting QF at WPHX, at least for the 24 h time scale. Further
development of this approach, or improved methods of estimatingFig. 6. OLS regression plot of (a.) multi-method modeled daily QF vs. observed derived
24 h tower residuals R for WPHX, and (b.) scatterplot of distributed residuals arising
from the OLS regression in (a.). Note the normal and heterogeneous distribution of
residuals in (b).
Table 1
Quantitative difference measures for multi-method model daily QF vs. 24 hr tower R
at WPHX.
Difference measure Magnitude (Wm2 unless
indicated)
Mean Absolute Error (MAE) 7.04
Mean Bias Error (MBE) 5.89
Root Mean Square Error (RMSE) 9.03
Root Mean Square Error e Systematic
(RMSES)
8.91
Root Mean Square Error e Unsystematic
(RMSEU)
1.51
Index of agreement (d) 0.42 (unitless)
Fig. 7. Correlations between mean daily QF and WPHX air temperatures during the
pre-monsoon (, dashed-line OLS regression) and Monsoonal seasons (square, solid
line OLS regression). Both correlations are signiﬁcant at p < 0.05.
Fig. 8. Hourly proﬁles of QF at WPHX from the inventory method used in GC05, vs. the
multi-method approach of estimating QF this study. Note that the QF subcomponents
are plotted as points. Error bars indicate maximum and minimum values of during the
sampling period at WPHX.
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in subsequent analysis.
Previous research in mainly temperate cities into relationships
between mean temperature and estimated QF show a strong
negative correlation, with larger QF present especially during colder
winters from residential heating (Offerle et al., 2005; Pigeon et al.,
2007;Ward et al., 2013). It is expected the converse should hold for
warm (sub)tropical cities where direct emissions into the atmo-
sphere from increased AC is a major contributor towards QF varia-
tions. A comparison of mean modeled QF vs. mean daily
temperatures measured at the top of the WPHX tower during both
pre-monsoon and monsoon seasons shows a distinct positive
relationship between both covariates (Fig. 7), with a stronger cor-
relation (R2¼ 0.4) during the monsoon season inwhich there was a
greater range of daily temperatures. While the stronger relation-
ship could be due to higher temperatures observed during the
monsoon at WPHX, the increased discomfort due to simultaneous
higher ambient humidity conditions may also be a factor that re-
sults in greater electrical consumption, intensiﬁed residential AC
use and larger QF.
Although analysis of accurate sub-24 h QF from the WPHX R
was not possible due to methodological limitations, we were able
to employ the multi-method approach to derive mean hourly
summer QF at this location. We compared these hourly proﬁles of
summed total QF (as well as hourly component QFM, QFB, and QFT)
with hourly QF proﬁles within the urban xeric residential land
cover class in Fig. 2 from GC05 (Fig. 8). While peak mean summer
QF from both methods are similar in magnitude (~35 W m2) and
in timing (early evening coinciding with the rush hour urban
commute), two substantial differences between the previous and
current estimates of hourly QF in WPHX can be seen. First, current
estimates of QF are consistently ~5 W m2 higher throughout most
of the summer; this is best seen during the night from 2000 to
0400 h LT. Second, the morning peak in the previous estimate is
absent with the multi-method approach, as a signiﬁcantly lower
QF is estimated (30 vs. 15 W m2). Examination of the components
of QF at sub-daily time scales suggests that the previous method
used in GC05 may have overestimated trafﬁc emissions for this
particular residential area, which were previously attributed for
the morning rush-hour peak (Sailor and Lu, 2004). The GC05
method may have also underestimated waste heat from residen-
tial air-conditioning, especially for the duration of the summer
nocturnal period. These differences thus highlight the increased
sensitivity of the multi-method approach used in this study to-
wards estimating emissions of QF, especially between its
components.
4.2. Regional plots of summer QF in Phoenix
To examine the spatial variations of waste heat for the regional
Phoenix area, we subsequently generated maps of (1.) mean dailyQF and (2.) maximum daily QF (i.e. at 1700 h LT) for the summer
months in which data were available for each designated census
tract in Phoenix (Figs. 9 and 10). The mean and maximum daily QF
reported for each LULC class, as well as a regional average for the
entire study area are also reported (Table 2). While the average
daily summer QF for metropolitan Phoenix is ~12.8 W m2, distinct
spatial variations according to land cover class are apparent.
Notably, higher magnitudes of average QF were not found along
areas characterized as commercial or industrial areas, but are
instead located in older, HIR areas in Phoenix where highest pop-
ulation densities are sampled (Fig. 1; Table 2). In contrast, lower
average QF are discerned at the LIR areas sited along the margins of
themetropolitan area, inwhichmore rapid urbanizatione in terms
of land conversion from agricultural or desert areas towards resi-
dential land uses e has been detected in recent years (e.g. Brazel
et al., 2007). While the spatial patterns of mean and maximum
daily QF are similar, a key difference is that maximum daily QF ap-
pears to be strongly inﬂuenced by waste heat arising from local
trafﬁc emissions (Fig. 10). During the evening, consistently larger QF
is observed in areas that are near to major trafﬁc routes. This is
unsurprising given the peak volumes of observed trafﬁc counts and
QFT occurring during the evening rush hour along these commute
routes. Lastly, a small but discernable reduction in mean and
Fig. 9. Mean regional daily QF for the Phoenix area during (a.) summer, (b.) June, (c.) July, and (d.) August 2012.
Fig. 10. Same as Fig. 9, but for mean daily maximum QF observed at 1700 h LT.
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be attributed to lower urban electrical consumption and smaller
trafﬁc volume in Phoenix during this period.
We also analyzed variations in mean derived hourly QF, as well
as its trafﬁc, population and BEM components, between each urban
land cover class for the entire summer period (Fig. 11), and we alsoexamined the quantitative distribution of each component through
boxplots of all summer data (Fig. 12). This enabled comparisons of
hourly QF between this multi-method approach with previous re-
ported data from GC05. Although we note that while differences
exist between land cover classiﬁcation between the Stefanov et al.
(2001) database used in GC05 with the Fry et al. (2011) database
Table 2
Mean and maximum daily summer QF reported at different spatial scales within the
Phoenix area.
Daily summer QF
(W m2)
Maximum (at
1700 h LT)
Mean
Local-scale (LULC class & location description)
HIR (Census Tract 1127) e high density residential
area adjacent to two interstate freeways near
central Phoenix
62.427 38.144
C/I (Census Tract 6176) e large commercial mall
adjacent to major state highway near Peoria
51.623 32.819
LIR (Census Tract 1167.09) e low density residential
area adjacent to intersection between interstate
and state highway near Guadalupe
48.013 29.322
Meso-scale (regional)
Metropolitan Phoenix (average of 916 total urban
census tracts)
20.514 12.879
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between each category pair (i.e. urban built-up ¼ C/I, xeric
residential ¼ LIR, and mesic residential ¼ HIR) enables a basic,
qualitative comparison between studies.
As with the local-scale analysis at WPHX, the mean summer QF
between average regional-scale land cover classes reported here
signiﬁcantly differs with previous estimates in GC05 terms of both
magnitudes and trends. These include (1.) a much larger peak QF
occurring during the evening rush hour within the C/I land cover
(54Wm2) than is reported for all of the urban classes in GC05 (i.e.
35Wm2); (2.) a smaller evening maximum QF for both residential
categories (between 22 and 25 W m2) in this study compared to
GC05 (between 30 and 35 W m2), and (3.) the double maxima of
QF reported in GC05 is not apparent in this study; instead, a muchFig. 11. Mean multi-method hourly summer QF for each land cover category listed in Fig. 1
maximum and minimum ﬂux densities of QF.smaller estimated morning peak QF for all land cover classes is
evident. Possible factors that can explain these differences between
studies include a much smaller average contribution of QFT that
can be discerned throughout the study area (but best observed in
LIR areas) from more accurate trafﬁc count data, as well as a
larger QFB associated with higher electrical consumption within C/I
areas.
Several important aspects of hourly regional-scale summer QF
can be seen when examining the distribution of each its compo-
nents across land cover types (Fig. 12). The largest magnitudes of
QFT are observed in both LIR (>45 W m2) and HIR (>35 W m2),
and the dual-peak pattern in the morning and evening are seen in
all three urban classes; however, the strong positive skew of QFT in
both residential classes indicates that much lower trafﬁc counts
(especially from non-highway trafﬁc) are the norm within the
majority of residential areas in Phoenix. These differences in trafﬁc
waste heat within residential areas should be considered in sub-
sequent research, especially when previous inventory methods
assume equal distribution of QFT throughout an urban area. The
daily sinusoidal QFB trend of is apparent for all three urban classes,
but the spread, speciﬁcally the observed strong negative skew, is
more signiﬁcant in both LIR and HIR. This feature can be associated
with lower electrical consumption in areas around the margins of
the metropolitan area, where population densities are relatively
lower. Lastly, although there are some exceptions from areas with
higher population densities, waste heat from human metabolism is
a minor contributor towards total QF, with average magnitudes of
hourly QF within all urban classes of <1Wm2. It could be possible
for future studies to discount QFM altogether, especially if popula-
tion densities are low in cities with large, spatially spread-out
suburban areas (e.g. most of the Southwestern USA) vs. densely-
built cities with large concentrations of high-rise residential
buildings (e.g. New York City, Tokyo, Singapore).(a.), and each component: (b.) QFM, (c.) QFB, and (d.) QFT. Error bars indicate monthly
Fig. 12. Boxplots for each sub-component of multi-method QF ((a.ec.): QFT; (d.ef.): QFB, and (g.ei.): QFM), with data for LIR within the left column; HIR in the middle column, and C/I
in the right column.
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with UHI research that determined urban temperature ﬁelds in
Phoenix through observations from weather stations (e.g. Brazel
et al., 2007) or from physical climate modeling (e.g. Georgescu
et al., 2012). This relationship is best observed with respect to
how high magnitudes of QF within C/I areas correspond well to
locations in which maximum urban temperatures are usually
documented. The regional maps of average daily and maximum QF
are similar to nighttime UHI maps in which highest temperatures
are generally observed at the urban core. As the UHI is generally a
nocturnal phenomenon best discerned in the early evening hours
in Phoenix (e.g. Sun et al., 2009), analysis of hourly QF across
different land covers in the period after sunset would yield addi-
tional insights into the contribution of waste heat towards UHI
development. In other cities such as London (Bohnenstengel et al.,
2013) and Singapore (Li et al., 2013), QF comparisons through in-
ventory approaches with regional climate model simulations of
near-surface temperature have noted periods where QF is poten-
tially a major component of the urban surface energy balance and
UHI development.While such comparisons of completeQF have not
been done hitherto in Phoenix, a 10-dayWRF simulation coupled to
BEP þ BEM examined the inﬂuence of just QFB during an extreme
heat event indicating that nocturnal local-scale urban temperatures
can be increased by 1 C from the corresponding rise in electrical
consumption due to AC use (Salamanca et al., 2014).
The additional input of QF at regional scales could also imply
modiﬁcations in the urban boundary layer. Observedmean summer
nocturnal QH ﬂuxes are notably both low (<10 W m2) in magni-
tude and negative in sign (i.e. stable near-surface conditions that
inhibit turbulence) in the immediate postesunset period measured
by EC at WPHX sited within a HIR area (Chow et al., 2014).
Salamanca et al. (2014) illustrated that the additional release of QFBfrom just AC use modiﬁes the thermal stratiﬁcation of the urban
boundary layer during the early evening by enhancing vertical
mixing close to the surface. It is likely that with the additional in-
puts of QFM and QFT, especially in C/I areas where postesunset QF are
consistently >20Wm2, could augment mixing of the near-surface
urban boundary layer. The increase in turbulence likely enhances
urban warming, and suggests that QF could be a larger factor in
nocturnal UHI causation at least for this study area. More research
on the link between QF emissions to variations in local (e.g. within
urban neighborhoods) and regional (e.g. for the entiremetropolitan
area) UHI intensities could be subsequently done to examine this
possible relationship in Phoenix.
5. Conclusion
Using a framework proposed by Sailor (2011), anthropogenic
heat emissions in a major metropolitan area e Phoenix, AZ e were
estimated using a combination of inventory methods for trafﬁc and
human metabolism emissions, as well as through simulations of
waste heat generated by electrical consumption of air conditioning
use from a coupled Building Energy (BEM þ BEP) e Regional
Climate Model (WRF). Trafﬁc emissions were estimated from
publicly available trafﬁc count data that were compiled for the
entire metropolitan area, and human metabolism emissions were
estimated from recent U.S. Census data. The combined QF were
subsequently compiled and mapped through GIS for the summer
months at various time scales (i.e. hourly, daily, and monthly).
These local- and regional-scale estimates of QF were compiled
during the summer months, and were compared to previous esti-
mates of QF from the inventory method as well as through daily SEB
residuals from an eddy covariance ﬂux tower sited in a Phoenix
residential area.
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from the inter-comparison and validation of QF between
differing approaches for a local-scale residential area, there are
reasonable similarities in ﬂux densities between the multi-
method QF applied in this study with both derived energy bal-
ance residuals and an inventory approach at least for the diurnal
24 h period. The multi-method approach also suggests that
summer QF in Phoenix is sensitive to precipitation events, mostly
arising through lower electrical use (i.e. reduced QFB), resulting
in a decrease of ~2e5 W m2. At regional scales, we mapped and
analyzed QF and discerned distinct spatial variations of both
mean daily and maximum QF across different land uses, and
highlighted the relative signiﬁcance of trafﬁc and urban elec-
trical consumption e and the corresponding insigniﬁcance of
human metabolism e towards the generation of QF. Results also
suggest that the inﬂuence of QF inputs into the urban climate
could be important towards the development of the Phoenix UHI
in two ways. First, through notably higher magnitudes of esti-
mated QF across most land cover classes vs. previous observed
ﬂuxes of QH from a residential EC ﬂux tower, especially during
the early evening in which large UHI intensities are usually
documented. Second, through increasing turbulent vertical
mixing and the size of the urban boundary layer, which poten-
tially enhances the nocturnal UHI in Phoenix in terms of its
horizontal and vertical extent.
We suggest that this multi-method approach is useful towards
improving the potential accuracy and sensitivity of QF estimates
for urban areas, particularly over multiple spatio-temporal scales.
While caveats speciﬁc to the multi-method approach employed
in this study have been previously stated, other considerations
affecting its suitability in other areas should also be mentioned.
Quality-controlled, up-to-date trafﬁc, population and electrical
consumption data needed for estimating QFT, QFM and QFB may
not be readily available. Heating fuel data in residential or in-
dustrial areas may be needed depending on local climate and
time of year, although these data are often difﬁcult to obtain at
the appropriate spatio-temporal scale. The absence of observed
urban SEB data through either EC or scintillometery measure-
ments would also prohibit the essential validation of this
approach; this would appear to be a major limiting factor in
applying this method, although there is a growing number of
deployed urban SEB towers in which data could effectively be
utilized (Grimmond and Christen, 2012). In conclusion, the in-
ﬂuence of QF has been previously underrepresented in research
compared to other aspects of urban climate, and much more
work is required to gain a more comprehensive understanding of
its effect on the near-surface atmosphere. This study thus com-
plements other research that examines the inﬂuence of QF to-
wards across different scales e.g. global (Allen et al., 2010),
regional (Li et al., 2003) and local (Pigeon et al., 2007). These
results can potentially aid in constraining future QF estimates
when applied to local-scale (or ﬁner resolution) urban climate
modeling; for instance, spatially explicit QF inputs estimated from
this method could minimize potential inaccuracies via the non-
representation of waste heat inputs into the urban system, and
allow for model applications towards assessing impacts through
adaptation and mitigations policies that focus on reducing urban
waste heat.
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