Introduction
Localization and completion are among the fundamental first tools in commutative algebra. They play a correspondingly fundamental role in algebraic topology. Localizations and completions of spaces and spectra have been central tools since the 1970's. Some basic references are [3, 17, 24] . These constructions start from ideals in the ring of integers and are very simple algebraically since Z is a principal ideal domain. Localizations and completions that start from ideals in the representation ring or the Burnside ring of a compact Lie group play a correspondingly central role in equivariant topology. These rings are still relatively simple algebraically since, when G is finite, they are Noetherian and of Krull dimension one.
A common general framework starts from ideals in the coefficient ring of a generalized cohomology theory. We shall explain some old and new algebra that arises in this context, and we will show how this algebra can be mimicked topologically. The topological constructions require the foundations described in the previous article, which deals with the algebraically familiar theory of localization at multiplicatively closed subsets. We here explain the deeper and less familiar theory of completion, together with an ideal theoretic variant of localization. There is a still more general theory of localization of spaces and spectra at spectra, due to Bousfield [1, 2] , and we shall see how our theory of localizations and completions with respect to ideals in coefficient rings fits into this context.
Consider an ideal I in a commutative ring A and the completions M ∧ I = lim M/I k M of R-modules M . The algebraic fact that completion is not exact in general forces topologists to work with the derived functors of completion, and we shall explain how topological completions of spectra mimic an algebraic description of these derived functors in terms of "local homology groups". These constructs are designed for the study of cohomology theories, and we will describe dual constructs that are designed for the study of homology theories and involve Grothendieck's local cohomology groups. There are concomitant notions of "Čech homology and cohomology groups", which fit into algebraic fibre sequences that we shall mimic by interesting fibre sequences of spectra. These lead to a theory of localizations of spectra away from ideals. When specialized to M U -module spectra, these new localizations shed considerable conceptual light on the chromatic filtration that is at the heart of the study of periodic phenomena in stable homotopy theory.
Algebraic definitions: Local andČech cohomology and homology
Suppose to begin with that A is a commutative Noetherian ring and that I = (α 1 , . . . , α n ) is an ideal in A. There are a number of cases of topological interest where we must deal with non-Noetherian rings and infinitely generated ideals, but in these cases we attempt to follow the Noetherian pattern. We shall be concerned especially with two naturally occurring functors on Amodules: the I-power torsion functor and the I-adic completion functor. The I-power torsion functor Γ I is defined by M −→ Γ I (M ) = {x ∈ M | I k x = 0 for some positive integer k}.
It is easy to see that the functor Γ I is left exact. We say that M is an I-power torsion module if M = Γ I M . This admits a useful reinterpretation. Recall that the support of M is the set of prime ideals ℘ of A such that the localization M ℘ is non-zero. We say that M is supported over I if every prime in the support of M contains I. This is equivalent to the condition that M [1/α] = 0 for each α ∈ I. It follows that M is an I-power torsion module if and only if the support of M lies over I. The I-adic completion functor is defined by
and M is said to be I-adically complete if the natural map M −→ M ∧ I is an isomorphism. The Artin-Rees lemma states that I-adic completion is exact on finitely generated modules, but it is neither right nor left exact in general.
Since the functors that arise in topology are exact functors on triangulated categories, it is essential to understand the algebraic functors at the level of the derived category, which is to say that we must understand their derived functors. The connection with topology comes through one particular way of calculating the derived functors R * Γ I of Γ I and L I * of I-adic completion. Moreover, this particular method of calculation provides a connection between the two sets of derived functors and makes available various inductive proofs.
In this section, working in an arbitrary commutative ring A, we use our given finite set {α 1 , . . . , α n } of generators of I to define various homology groups. We shall explain why a different set of generators gives rise to isomorphic homology groups, but we postpone the conceptual interpretations of our definitions until the next section.
For a single element α, we may form the flat stable Koszul cochain complex
where the non-zero modules are in cohomological degrees 0 and 1. The word stable is included since this complex is the colimit over s of the unstable Koszul complexes
When defining local cohomology, it is usual to use the complex K • (α) of flat modules.
However, we shall need a complex of projective A modules in order to define certain dual local homology modules. Accordingly, we take a projective approxi-
. A good way of thinking about this is that, instead of taking the colimit of the K • s (α), we take their telescope [13, p.447] . This places the algebra in the form relevant to the topology. However, we shall use the model for
P K
• (α) displayed as the upper row in the quasi-isomorphism
1,0
where g(
is non-zero only in cohomological degrees 0 and 1.
The Koszul cochain complex for a sequence α = (α 1 , . . . , α n ) is obtained by tensoring together the complexes for the elements, so that
and similarly for the projective complex P K • (α).
Proof. Since homology commutes with colimits, it suffices to show that some power of β acts as zero on the homology of K
, and it follows easily that (α i ) 2s annihilates H * (K • s (α)). Writing β as a linear combination of the n elements α i , we see that β 2sn is a linear combination of elements each of which is divisible by some (α i ) 2s , and the conclusion follows.
Note that, by construction, we have an augmentation map Proof. The lemma implies that the augmentation
It follows that we have quasi-isomorphisms
if α ′ is a second set of generators for I.
We therefore write K 
, but this is an abuse of notation since its homology groups do depend on the choice of generators.
The local cohomology and homology of an A-module M are then defined by
We usually omit the ring A from the notation. In particular, we write H * I (A) = H * I (A; A). Note that we could equally well use the flat stable Koszul complex in the definition of local cohomology, as is more common. It follows from Lemma 1.1 that H * I (M ) is supported over I and is thus an I-power torsion module. We observe that local cohomology and homology are invariant under change of base ring. While the proof is easy enough to leave as an exercise, the conclusion is of considerable calculational value.
an A ′ -module regarded by pullback as an A-module, then
We next define theČech cohomology and homology of the A-module M . We will motivate the name at the end of the next section. Observe that ε :
is an isomorphism in degree zero and define the flatČech complexČ • (I) to be the complex Σ(ker ε). Thus, if i ≥ 0, thenČ 
We define the projective version PČ • (I) similarly, using the kernel of the composite of ε and the quasi-isomorphism P K
TheČech cohomology and homology of an A-module M are then defined by
TheČech cohomology can also be defined by use of the flatČech complex and is zero in negative degrees, but theČech homology is usually non-zero in degree −1.
The fibre sequence P K
gives rise to long exact sequences relating local andČech homology and cohomology,
together with isomorphisms
Using theČech theory, we may splice together local homology and local cohomology to define "local Tate cohomology"Ĥ * I (A; M ), which has attractive formal properties; we refer the interested reader to [9] .
Connections with derived functors; calculational tools
We gave our definitions in terms of specific chain complexes, but we gave our motivation in terms of derived functors. The meaning of the definitions appears in the following two theorems. Theorem 2.1 (Grothendieck [15] ). If A is Noetherian, then the local cohomology groups calculate the right derived functors of the left exact functor M −→ Γ I (M ). In symbols,
Since Γ I (M ) is clearly isomorphic to colim r (Hom(A/I r , M ), these right derived functors can be expressed in more familiar terms:
Theorem 2.2 (Greenlees-May [13] ). If A is Noetherian, then the local homology groups calculate the left derived functors of the (not usually right exact) I-adic
The conclusion of Theorem 2.2 is proved in [13] under much weaker hypotheses.
There is a notion of "pro-regularity" of a sequence α for a module M [13, (1. We shall refer to a module for which the local homology is its completion concentrated in degree zero as tame. By the Artin-Rees lemma, any finitely generated module over a Noetherian ring is tame.
The conclusion of Theorem 2.1 is also true under similar weakened hypotheses [10] .
An elementary proof of Theorem 2.1 can be obtained by induction on the number of generators of I. This uses the spectral sequence
that is obtained from the isomorphism P K
This means that it is only necessary to prove the result when I is principal and to verify that if Q is injective then Γ I Q is also injective. The proof of Theorem 2.2 can also be obtained like this, although it is more complicated because the completion of a projective module will usually not be projective.
One is used to the idea that I-adic completion is often exact, so that L I 0 is the most significant of the left derived functors. However, it is the top non-vanishing right derived functor of Γ I that is the most significant. Some idea of the shape of these derived functors can be obtained from the following result. Observe that the complex P K
• (α) is non-zero only in cohomological degrees between 0 and n. This shows immediately that local homology and cohomology are zero above dimension n. A result of Grothendieck usually gives a much better bound. Recall that the Krull dimension of a ring is the length of its longest strictly ascending sequence of prime ideals and that the I-depth of a module M is the length of the longest regular M -sequence in I.
Theorem 2.3 (Grothendieck [14] ). If A is Noetherian of Krull dimension d, then
Let depth I (M ) = m. With no assumptions on A and M ,
If A is Noetherian, M is finitely generated, and IM = M , then
Proof. The vanishing theorem for local cohomology above degree d follows from the fact that we can re-express the right derived functors of Γ I in terms of algebraic geometry and apply a vanishing theorem that results from geometric considerations.
Indeed, if X = Spec(A) is the affine scheme defined by A, Y is the closed subscheme determined by I with underlying space V (I) = {℘|℘ ⊃ I} ⊂ X, andM is the sheaf over X associated to M , then Γ I (M ) can be identified with the space Γ Y (M ) of sections ofM with support in Y . For sheaves F of Abelian groups over X, the cohomology groups H * Y (X; F ) are defined to be the right derived functors (R * Γ Y )(F ), and we conclude that
The desired vanishing of local cohomology groups is now a consequence of a general result that can be proven by using flabby sheaves to calculate sheaf cohomology: for any sheaf F over any Noetherian space of dimension d, H n (X; F ) = for n > d It follows directly from the chain level definitions that there is a third quadrant universal coefficient spectral sequence
. This generalises Grothendieck's local duality spectral sequence [15] ; see [13] for details.
We record a consequence of the spectral sequence that is implied by the vanishing result of Theorem 2.3. Recall that the nicest local rings are the regular local rings, whose maximal ideals are generated by a regular sequence; Cohen-Macaulay local rings, which have depth equal to their dimension, are more common. The following result applies in particular to such local rings. 
There is a precisely similar universal coefficient theorem for calculatingČech homology fromČech cohomology. Together with Theorem 2.3, this implies vanishing theorems for theČech theories.
If d = 0 theČech cohomology may be non-zero in degree 0 and theČech homology may be non-zero in degrees 0 and −1.
When R is of dimension one, the spectral sequence (2.4) can be pictured as follows: t 0 −1 6 s 0 1 2 3 -P P P P P P P P P P q P P P P P P P P P P q P P P P P P P P P P q ⊗ ⊗ ⊠ Here the two boxes marked ⊗ contribute to H I 0 , and that marked ⊠ is H Proof. The natural map ε
is a quasi-isomorphism of projective complexes by Corollary 1.2. We obtain a collapsing spectral sequence converging from E For local cohomology we claim that ε also induces a quasi-isomorphism
The right side is a double complex, and there will result a collapsing spectral sequence that converges from E 
Thus the E 1 term of the Mayer-Vietoris spectral sequence for this cover collapses to the chain complexČ • (I), and
Topological analogs of the algebraic definitions
We suppose given a commutative S-algebra R, where S is the sphere spectrum.
(As explained in [7] , this is essentially the same thing as an E ∞ ring spectrum, but adapted to a more algebraically precise topological setting.) We imitate the algebraic definitions of Section 1 in the category of R-modules to construct a variety of useful spectra. Here we understand R-modules in the point-set level sense discussed in the preceding article [7] . The discussion in this section and the next is exactly like that first given for the equivariant sphere spectrum in [11] , before the appropriate general context of modules was available. For β ∈ π * R, we define the Koszul spectrum K(β) by the fibre sequence
is a module spectrum and the inclusion of R is a module map, hence K(β) is an R-module. Analogous to the filtration at the chain level, we obtain a filtration of the R-module K(β) by viewing it as
Next we define the Koszul spectrum for the sequence β 1 , . . . , β n by
The topological analogue of Lemma 1.1 states that if γ ∈ J then
this follows from Lemma 1.1 and the spectral sequence (3.2) below (or from Lemma 3.6). We may now use precisely the same proof as in the algebraic case to conclude that the homotopy type of K(β 1 , . . . , β n ) depends only on the radical of the ideal
We should remark that we are now working over the graded ring R * = π * (R).
All of the algebra in the previous two sections applies without change in the graded setting, but all of the functors defined there are now bigraded, with an internal degree coming from the grading of the given ring and its modules. As usual, we
With motivation from Theorems 2.1 and 2.2, we define the homotopical J-power torsion (or local cohomology) and homotopical completion (or local homology) modules associated to an R-module M by
In particular, Γ J (R) = K(J).
Because the construction follows the algebra so precisely, it is easy give methods of calculation for the homotopy groups of these R-modules. We use the product of the filtrations of the K(β i ) given above and obtain spectral sequences
Similarly, we define theČech spectrum by the cofibre sequence
With motivation deferred until Section 5, we define the homotopical localization (orČech cohomology) andČech homology modules associated to an R-module M by
In particular, R[J −1 ] =Č(J). Once again, we have spectral sequences for calculating their homotopy groups from the analogous algebraic constructions.
We can now give topological analogues of some basic pieces of algebra that we used in Section 1. Recall that the algebraic Koszul complex K • (J) is a direct limit of unstable complexes K
• s (J) that are finite complexes of free R * -modules with homology annihilated by a power of J. We remind the reader that, in contrast with K
• (J), the homology of the modules K
• s (J) depends on the choice of generators we use. We say that an R-module M is a J-power torsion module if its R * -module M * of homotopy groups is a J-power torsion module; equivalently, M * must have support over J.
Lemma 3.6. The R-module K(J) is a homotopy direct limit of finite R-modules K s (J), each of which has homotopy groups annihilated by some power of J. Therefore K(J) is a J-power torsion module.
Proof. It is enough to establish the result in the principal ideal case and then take smash products over R. Let and so their fibres are also equivalent:
The following lemma is an analogue of the fact thatČ • (J) is a chain complex which is a finite sum of modules R[1/β] for β ∈ J.
Lemma 3.7. The R-moduleČ(J) has a finite filtration by R-submodules with subquotients that are suspensions of modules of the form R[1/β] with β ∈ J.
These lemmas are useful in combination.
Proof. Since M [1/β] ≃ * for β ∈ J, Lemma 3.7 gives the conclusion for M .
We remark that the corollary leads via [9, B.2] to the construction of a topological J-local Tate cohomology module t J (M ) that has formal properties like those of its algebraic counterpart studied in [9] .
Completion at ideals and Bousfield localization
As observed in the proof of Lemma 3.6, we have K(β) = hocolim s Σ −1 R/β s and
, and so on inductively. This should help justify the notation
When R = S is the sphere spectrum and p ∈ Z ∼ = π (S), K(p) is a Moore spectrum for Z/ ∞ in degree −1 and we recover the usual definition
of p-completions of spectra as a special case. The standard short exact sequence for the calculation of the homotopy groups of X ∧ p in terms of 'Ext completion' and 'Hom completion' follows directly from Corollary 2.5.
Since p-completion has long been understood to be an example of a Bousfield localization, our next task is to show that completion at J is a Bousfield localization in general. The arguments are the same as in [11, §2] , which dealt with the (equivariant) case R = S.
We must first review definitions. They are usually phrased homologically, but we shall give the spectrum level equivalents so that the translation to other contexts is immediate. Fix a spectrum E. A spectrum A is E-acyclic if A ∧ E ≃ * ; a map f : X −→ Y is an E-equivalence if its cofibre is E-acyclic. A spectrum X is E-local
is terminal among E-equivalences with domain Y , and the Bousfield localization is therefore unique if it exists. Bousfield has proved that L E Y exists for all E and Y , but we shall construct the localizations that we need directly.
We shall need two variations of the definitions. First, we work in the category of R-modules, so that ∧ and F (·, ·) are replaced by ∧ R and F R (·, ·). It is proven in [8] that Bousfield localizations always exist in this setting. Second, we allow E to be replaced by a class E of R-modules, so that our conditions for fixed E are replaced by conditions for each E ∈ E . When the class E is a set, it is equivalent to work with the single module given by the wedge of all E ∈ E . Bousfield localizations at classes need not always exist, but the language will be helpful in explaining the conceptual meaning of our examples. The following observation relates the spectrum level and module level notions of local spectra.
Lemma 4.1. Let E be a class of R-modules. If an R-module N is E -local as an R-module, then it is E -local as a spectrum.
Proof. Let F be the free functor from spectra to R-modules. If E ∧ T ≃ * for all E, then E ∧ R FT ≃ * for all E and therefore F (T, N ) ≃ F R (FT, N) ≃ * .
The class that will concern us most is the class J-Tors of finite J-power torsion R-modules M . Thus M must be a finite cell R-module, and its R * -module M * of homotopy groups must be a J-power torsion module. (i) with respect to the R-module Γ J (R) = K(J).
(ii) with respect to the class J-Tors of finite J-power torsion R-modules.
(iii) with respect to the R-module K s (J) for any s ≥ 1.
Furthermore, the homotopy groups of the completion are related to local homology groups by a spectral sequence
If R * is Noetherian, the E 2 term consists of the left derived functors of J-adic
Proof. The statements about calculations are repeated from (3.3) and Theorem 2.2. We prove (i). Since
The fibre of this map is F (Č(J), M ), so we must show that
By Lemma 3.6, K(J) is a homotopy direct limit of terms K s (J). Each K s (J) is in J-Tors, and we see by their definition in terms of cofibre sequences and smash products that their duals D R K s (J) are also in J-Tors, where
Since K s (J) is a finite cell R-module,
≃ * by Corollary 3.8. Parts (ii) and (iii) are similar but simpler. For (iii), observe that we have a cofibre sequence R/β s −→ R/β 2s −→ R/β s , so that all of the K js (J) may be constructed from K s (J) using a finite number of cofibre sequences.
Localization away from ideals and Bousfield localization
Bousfield localizations include both completions at ideals and localizations at multiplicatively closed sets, but one may view these Bousfield localizations as falling into the types typified by completion at p and localization away from p. Thinking in terms of Spec(R * ), this is best viewed as the distinction between localization at a closed set and localization at the complementary open subset. We dealt with the closed sets in the previous section, and we deal with the open sets in this one.
Observe that, when J = (β), (ii) with respect to the class J-Inv. Furthermore, the homotopy groups of the localization are related toČech cohomology groups by a spectral sequence
If R * is Noetherian, the E 2 term can be viewed as the cohomology of Spec(R * )\V (J) with coefficients in the sheaf associated to M * .
Proof. The spectral sequence is immediate from the construction of M [J −1 ], and the last paragraph of Section 2 gives the final statement. To see that
We must show that
By the cofibre sequence definingČ(J) and the hypothesis, it suffices to show that
Observing that
we see that the conclusion follows from Corollary 3. 
, where v 0 = p; we prefer to work in M U rather than BP because of its canonical S-algebra structure. As explained in [7, §11] , BP is an M U -ring spectrum whose unit M U −→ BP factors through the canonical retraction M U (p) −→ BP .
We also have M U -ring spectra E(n) such that E(0) * = Q and
on spectra plays a fundamental role in the "chromatic" scheme for the inductive study of stable homotopy theory, and we have the following result.
Theorem 6.1. When restricted to M U -modules M , the functor L n coincides with localization away from I n+1 :
Proof. By [23, 7.3.2] , localization at E(n) is the same as localization at BP [(v n ) −1 ] or at the wedge of the K(i) for 0 ≤ i ≤ n. This clearly implies that localization at E(n) is the same as localization at the wedge of the BP [(v i ) −1 ] for 0 ≤ i ≤ n, and this is the same as localization at the wedge of the 
We have
and can deduce inductively that 
n+1 ] In fact, for any spectrum X, Ravenel defines M n X and N n X inductively by N 0 X = X, M n X = L n N n X, and the cofibre sequences
He also defines C n X to be the fibre of the localization X −→ L n X (where, to start inductions, L −1 X = * and C −1 X = X). Elementary formal arguments given in [21, 5.10] show that the definition of Bousfield localization, the cofibrations in the definitions just given, and the fact that L m L n = L m for m ≤ n [21, 2.1] imply that N n X = Σ n C n−1 X and there is a cofibre sequence
The claimed identifications follow inductively from our description of L n BP and Ravenel's original arguments were substantially more difficult because, not having the new category of M U -modules to work in, he had to work directly in the classical stable homotopy category.
Proof.
[Sketch] It is proven in [8] that localization at p, and indeed any other Bousfield localization, preserves commutative S-algebras. The second statement follows from the first since in [19] shows that some powers of these two maps are homotopic, hence the cofibres of these powers are equivalent. The conclusion follows by induction.
