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Abstract
The relationship of orthogonal functions associated with vertex transitive graphs and random walks on such graphs is investigated. We use this relations to characterize the exponentially decaying autocorrelation functions along random walks on isotropic random elds de ned on vertex transitive graphs. The results are applied to a simple spin glass model.
Motivation
Recently \combinatory landscapes" | maps from the vertex set of some graph into the real or complex numbers | have received increasing attention. The classic example from physics is a Hamiltonian that assigns an energy value to a spin con guration (M ezard et al. 1987) . Combinatorial optimization problems, like the travelling salesman problem (Lawler et al. 1985) , are of the same type. In evolutionary biology maps assigning free energies or \ tness values" to biomolecules | encoded as strings over a nite alphabet | are of particular interest (Eigen et al. 1989 , Fontana et al. 1991 . For each of these models the set of all possible con gurations can be viewed as the vertex set V of a nite connected graph ?. The edges of ? are de ned by elementary transformations of the con gurations, like ipping a single spin in a spin glass or exchanging the order of two cities in a tour of the TSP.
It has been proposed to characterize landscapes by means of the time series sampled along a random walk on ? (Eigen et al. 1989 , Weinberger 1990 . To be precise, consider a random eld F on ? (Besag 1974 
A simple random walk on a graph ? is obtained by choosing each of the neighboring vertex with probability 1=deg(x), where deg(x) denotes the vertex degree of x. Let A denote the adjacency matrix of ?, which is de ned by a ij = 1 if d(i; j) = 1 and a ij = 0 otherwise. The transition matrix of a simple random walk is therefore t yx = a yx =deg(x). Any such walk fx 0 ; x 1 ; : : :g induces a time series fy 0 ; y 1 ; : : :g on an instance of the random eld F. In this contribution we investigate the relationship of the autocorrelation functions r(s) of this time series and the \landscape" autocorrelation function (d). A xy independent of y 2 V(j):
Orthogonal Functions of Highly Symmetric Graphs
In the worst case each subset contains a single vertex. For highly symmetric graphs, however, the collapsed adjacency matrix C = (c ij ) can be much smaller than the adjacency matrix A (see e.g. Bollob as 1979) . In case of distance transitive graphs, for instance, the distance classes N(i) form a partition ful lling equ. (7), and the collapsed adjacency matrix C coincides with the intersection matrix B de ned in equ. (5) Proof. From equations (7) and (8) A yx (10) and by symmetry of A we have c kl = jV(k)j=jV(l)j c lk :
As an immediate consequence we have u(0) = v(0) = e(0) for all eigenvectors of C. Since A is symmetric we may arrange the eigenvectors e z (x) in a unitary matrix, i.e., such that e z (x) = e x (z). The theorem of PerronFrobenius ensures that 0 = N(1) (the vertex degree of ?) is a simple eigenvalue with normalized eigenvector e 0 (x) = 1= p jV j. Eqns. (7) and (8) 
Here z denotes the eigenvalue of T with eigenvector e z , v z is the corresponding eigenvector of C, as de ned by equ. (8) . Let E r be the (right) eigenspace corresponding to eigenvalue r , and let Corrolary. The random walk autocorrelation function r(s) of an isotropic random eld is a superposition of at most L exponential functions, where L is the number of distinct eigenvalues of the underlying graph.
Corollary. Let ? be distance transitive and r(s) = s for some 0 < < 1.
Then (i) is an eigenvalue of T belonging to, say, distance class q, and (ii) the landscape autocorrelation function is of the form
Corrollary. Consider The distance on ? coincides with the Hamming distance, i.e., with the number of positions in which two con gurations di er. The special case p = 2 is known as Sherrington-Kirkpatrick spin glass (Sherrington and Kirkpatrick 1975 (2) n;p (d)
where K (2) n;p is a Krawtchouk polynomial. These functions are widely used in coding theory (see e.g. vanLint 1982), and they are known to be the orthogonal polynomials associated with the Boolean Hypercube (Dunkl 1976 , Koornwinder 1982 ). Therefore we have the following 
