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Abstract. Photoacoustic microscopy (PAM) has been a promising biomed-
ical imaging technology in recent years. However, the point-by-point
scanning mechanism results in low-speed imaging, which limits the appli-
cation of PAM. Reducing sampling density can naturally shorten image
acquisition time, which is at the cost of image quality. In this work,
we propose a method using convolutional neural networks (CNNs) to
improve the quality of sparse PAM images, thereby speeding up image
acquisition while keeping good image quality. The CNN model utilizes
both squeeze-and-excitation blocks and residual blocks to achieve the en-
hancement, which is a mapping from a 1/4 or 1/16 low-sampling sparse
PAM image to a latent fully-sampled image. The perceptual loss func-
tion is applied to keep the fidelity of images. The model is mainly trained
and validated on PAM images of leaf veins. The experiments show the
effectiveness of our proposed method, which significantly outperforms ex-
isting methods quantitatively and qualitatively. Our model is also tested
using in vivo PAM images of blood vessels of mouse ears and eyes. The
results show that the model can enhance the image quality of the sparse
PAM image of blood vessels from several aspects, which may help fast
PAM and facilitate its clinical applications.
Keywords: Photoacoustic microscopy · Convolutional neural network ·
Sparse image.
1 Introduction
Photoacoustic microscopy (PAM), as a hybrid imaging technique based on the
photoacoustic (PA) effect [6,34], has been widely used for biomedical imag-
ing [5,30,35,18]. Optical-resolution PAM (OR-PAM), as one implementation of
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PAM, offers high spatial resolution at the expense of penetration depth and has
demonstrated many potential applications [18,31,25]. For image acquisition in
OR-PAM, since a sample typically has spatially different optical absorption, the
absorption map of the sample is obtained by point-by-point scanning over the
sample. As a result, the imaging speed of OR-PAM is highly restricted by the
point-by-point scanning mechanism, especially for high-resolution OR-PAM that
performs scanning with small step size and thus more scanning points (i.e., more
pixels) within a specific region of interest (ROI). A low imaging frame rate may
hamper selected applications such as monitoring dynamic biological systems.
In recent years, efforts to increase the scanning speed of OR-PAM have
mainly focused on the fast scanning mechanism. Components for fast-scanning
PAM include high-speed voice-coil stages [15,29], galvanometer scanners [14],
microelectromechanical system scanning mirrors [33], and micro lens arrays and
array ultrasonic transducers [21,17]. A random-access scanning method is also
applied in OR-PAM to improve imaging speed by scanning a selected region us-
ing a digital micromirror device [22]. In these works, sophisticated and expensive
hardware is used. Instead, sparse-scanning OR-PAM offers an alternative solu-
tion that saves image acquisition time by reducing scanning points (compared
to full scan) to increase imaging speed. Methods such as compressive sensing
are also applied to recover a PAM image with sparse data [24]. However, due to
the relatively high sampling density and the complexity of compression sampling
experiments, their contribution to imaging speed is limited. Therefore, there is
still a need for more efficient and practical algorithms to accelerate the imaging
speed of OR-PAM.
Convolutional neural networks (CNNs), as a promising method, have been
used to achieve super resolution (SR) [12,9,20] and enhance the PA computed
tomography [27,2,1,3,4]. However, to our knowledge, there are no studies to im-
prove the PAM imaging speed using CNN-based methods. Enhancing the quality
of a low-sampling sparse PAM image ( i.e., restoring it to a latent fully-sampled
image), can be categorized as an SR problem (i.e., low-resolution image to high-
resolution image). Therefore, a CNN-based method can be utilized to improve
the quality of the sparse PAM image. In this work, we propose to use CNNs
to process sparse PAM images, so sparse scanning can be used to increase the
imaging speed. High-quality images are restored from 1/4 or 1/16 low-sampling
images using the proposed CNN model. The model is trained and validated on a
dataset consisting of 268 PAM images of leaf veins, which can be accessed online
for further studies by other researchers. We also extend our method to in vivo
applications and achieve high performance in restoring sparse PAM images of
blood vessels of mouse ears and eyes, demonstrating the feasibility in biomedical
research and clinical application.
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2 Methods
2.1 Dataset Preparation
In this work, a dataset of PAM images of oak and magnolia leaf veins was used
to train and validate our CNN model. Leaves were immersed in a container with
black ink for more than 7 hours. Then, the leaves were placed on a glass slide and
sealed with silicone glue (GE Sealants). For each PAM image, the leaf samples
were scanned by an OR-PAM probe (resolution: 2 µm, measured by a beam
profiler and a 10× beam expander) over 256×256 scanning points with scanning
step size of 8 µm. Finally, we acquired a dataset of 268 original full-sampling
PAM images in total using our PAM system (see Fig. S1 in Supplementary
Material).
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Fig. 1. The process of generating low-sampling images from the full-sampling (i.e.,
full-scanning) ones. (a) Illustration of the down-sampling method. (b) An example by
applying the down-sampling method.
When generating low-sampling sparse data from full-sampling data, as shown
in Fig. 1, with 2× scaling in step size, only 1/2 pixels in one lateral dimension
are selected and used (as indicated by the yellow-colored pixels in Fig. 1(a)) in
the low-sampling image. That is, the low-sampling image (128× 128 pixels) has
only 1/4 pixels of the full-sampling image. Similarly, with a 4× step size scaling,
the low-sampling image (64×64 pixels) has only 1/16 pixels of the full-sampling
case. It is also expected to require only 1/16 image acquisition time of the full-
sampling image. Finally, 268 pieces of raw data are collected for our CNN model,
where the 2D low-sampling PAM image is used as input and 2D full-sampling
PAM image (256×256 pixels) is used as output (i.e., ground truth). Note that the
2D PAM image here means 2D maximum amplitude projection (MAP) along the
depth direction, which is commonly used for the OR-PAM image display. As can
be seen, the image quality is degraded in the low-sampling images of Fig. 1(b)
(e.g., blurs and discontinuities). For each scaling rate (2× and 4×), we split the
dataset into training, validation, and test sets with a ratio of 0.8:0.1:0.1. Regular
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Fig. 2. The architecture of the proposed CNN model. (a) The overview of the proposed
CNN model. (b) The details of each residual block. (c) The details of each SE block.
data augmentation operations, including flipping and rotation, are applied for
training.
2.2 Network Architecture and Settings
The architecture of the proposed CNN is shown in Fig. 2. We utilize 16 residual
blocks and 8 Squeeze-and-Excitation (SE) blocks [16] as the key parts of feature
extraction. Inspired by SRGAN [20], the residual blocks elaborated in Fig. 2(b)
can well extract features in SR tasks. Moreover, we find that the SE block [16]
(shown in Fig. 2(c)) with the channel-wise attention mechanism contributes to
network convergence and performance. The “Upconv” block consists of a 2×
upsampling layer and a standard convolutional layer (with a kernel size of 3,
number of filters of 256, and stride of 1). The final output layer is followed by a
Tanh activation function.
The perceptual loss is applied to train the CNN model. As indicated in [20,7,26,10,19],
although pixel-wise mean squared error (MSE) loss function significantly im-
proves the pixel-wise metrics such as peak signal-to-noise ratio (PSNR) and
structural similarity index (SSIM) [32], the generated image is easily too smooth
and the quality is poor from a subjective point of view. This phenomenon is quite
severe in our PAM images (demonstrated later). Instead, for the perceptual loss,
we calculate the MSE based on the output feature map of the 7th convolutional
layer of VGG19 [20,7,19,28,11], which can give the high-level feature description
of the image. The VGG19 model is pretrained on the ImageNet dataset [8]. With
the prediction Ipred and the ground truth projection Igt to calculate the per-
ceptual loss, the two feature maps from the 7th convolutional layer of VGG19
can be expressed as f(Ipred) and f(Igt), respectively. Thus, the perceptual MSE
loss should be:
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(a) Representative results for 1/4 low-sampling sparse PAM images.
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(b) Representative results for 1/16 low-sampling sparse PAM images.
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Fig. 3. Example results of the leaf vein experiment. The numbers below images indicate
the PSNR (dB) and SSIM values compared with the corresponding ground truth. The
first sample is from a magnolia leaf and the second is from an oak leaf.
Loss=
1
nx×ny×nz
nx∑
x=1
ny∑
y=1
nz∑
z=1
(f(Igt)x,y,z−f(Ipred)x,y,z)2, (1)
where nx, ny, and nz denote the dimensions of the feature map.
In our experiments, the proposed CNN model is implemented using Keras
framework with Tensorflow backend. Adam optimizer is applied with β1 = 0.5.
The learning rate is 2e-4. A single Nvidia 2080Ti GPU is used for training.
3 Results and Analysis
3.1 Leaf Vein Experiment by the Down-sampling Method for
Testing
Fig. 3 shows two representative results of image restoration for 4× scaling rate
(results for 2× scaling rate can be found in Supplementary Material). Besides our
restoration method, two other representative methods, the bicubic interpolation
and a re-trained EDSR model [23] are applied for comparison. EDSR is a typical
and effective CNN-based method originally designed for natural images.
By checking zoomed images (denoted by the green boxes), the two CNN-
based methods are superior to bicubic interpolation. Specifically, first, the re-
sults by bicubic interpolation were blurred and overly smoothed. Secondly, the
low-sampling image suffered from discontinuities, which were not recovered by
6 J. Zhou et al.
bicubic. By contrast, no such issues are observed by CNN methods, and the
recovered images look more natural and closer to the full-scanning ones. Bicubic
interpolation (and other conventional methods) uses the weighted average values
of a local area, while the CNN model can learn more high-level (or more global)
information to predict pixel values better. It is worth noting that the above issues
(over smoothing, blurring, and discontinuity) become more severe in the recov-
ered images using bicubic interpolation from 1/4 to 1/16 low-sampling cases,
while the quality of the recovered images is surprisingly maintained almost the
same from 1/4 to 1/16 low-sampling cases using our CNN method (see Supple-
mentary Material for 1/4 low-sampling cases). That is, as the scaling increases,
the advantages of our method becomes more apparent than the bicubic.
A similar trend can be found in the statistical results on the test set, as
shown in Table 1. For the 4× scaling case, compared to bicubic interpolation, our
model’s PSNR and SSIM values (average of the test set) are greatly improved
by 3.1819 dB and 0.1386. Besides, according to the two metrics, our model
outperforms the re-trained EDSR model at both 2× and 4× scaling.
Table 1. Leaf vein experiment: Comparison of PSNR and SSIM values.
2× 4×
PSNR (dB) SSIM PSNR (dB) SSIM
Bicubic 23.4936 0.7721 19.9941 0.5773
EDSR 24.2356 0.5955 21.5557 0.6264
Ours 26.1431 0.8183 23.1760 0.7159
3.2 Leaf Vein Experiment Using Experimentally-acquired Sparse
Data for Verification
To further verify the feasibility of our method, besides the low-sampling im-
ages obtained from the operation in Fig. 1, experimentally-acquired sparse PAM
images are also fed to our trained CNN, which is closer to practical applica-
tions. We scan the same ROI with a scanning step size of 8 µm and 16 µm
(or 32 µm). That is, the PAM image pair with lateral sizes of 256 × 256 and
128 × 128 (or 64 × 64)pixels is experimentally scanned for the same ROI. The
low-sampling PAM images are used as the input and the corresponding image
with 256×256 pixels is used as the reference. One representative result is shown
in Supplementary Material, where the advantages by our CNN model (no issues
of over smoothing, blurring, and discontinuity) are also observed. The results
verify that by using our CNN model for sparse-scanning and post processing,
fast PAM imaging can be realized to achieve images with similar quality to the
very time-consuming full-sampling corresponding image.
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Fig. 4. Example results of CNN models with pixel-wise MSE loss and perceptual loss.
The numbers below restored images indicate the corresponding PSNR (dB) / SSIM
values. The sample comes from an oak leaf.
3.3 Ablation Investigation
As shown in Fig. 2, we applied the SE block [16] after some residual blocks.
With the channel-wise attention design, SE block is thought to be useful for
channel information selection. In our experiments, the CNN without SE blocks
shows relatively poor results. For example, for 4× scaling test set, SE blocks can
improve the PSNR and SSIM values by 1.3876 dB and 0.0936, respectively. The
detailed comparison results can be found in Supplementary Material.
The perceptual loss is one of the most critical settings of our method. As
explained before, training with pixel-wise MSE probably results in finding a
pixel-wise average solution, which loses fine texture [20,7,26,10,19]. To illustrate
the problem, we have trained a pair of models: one used the perceptual loss
function while the other utilized the standard pixel-wise MSE loss function.
Example results for the 4× scaling case are shown in Fig. 4. According to Fig. 4,
PSNR and SSIM values of the middle image are higher than those of the right
one. However, the middle image is so smooth that it differs from the ground
truth (i.e., full-sampling) a lot from the perceptive point of view. Some small
branches in the middle PAM image even disappear (e.g., the parts indicated by
the blue arrows in Fig. 4). By contrast, the right PAM image looks very much
like the corresponding ground truth (e.g., restored more textures in the ground
truth), which may be more critical to biomedical applications. In this regard, it
is essential to apply such a perceptual loss function.
3.4 In vivo Experiment
Without transfer learning, our model is only trained with the leaf veins dataset
and then directly used to test the PAM images of mouse ear and eye, showing
improvements quantitatively and qualitatively. A representative sample for 4×
scaling case is shown in Fig. 5. The full-sampling PAM image is acquired using
the probe with a resolution of 4 µm and a scanning step size of 3 µm. As can
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Fig. 5. Demonstration of in vivo PAM images of blood vessels of the mouse ear. The
numbers below images show the PSNR (dB) and SSIM values compared with the
corresponding ground truth. 1D profiles along the dashed green lines in the zoom
images are attached in Supplementary Material.
be seen, the recovered PAM images using our method show sharper edges and
more distinguishable patterns compared with those by bicubic interpolation and
EDSR. For better comparison, one-dimensional (1D) profiles in Fig. 5 are plotted
in Supplementary Material.
Full-sampling Bicubic Proposed
Ground truth (full-scanning) Recovered by bicubic interpolation Recovered by the CNN method
480𝜇𝜇𝑚𝑚 480𝜇𝜇𝑚𝑚 480𝜇𝜇𝑚𝑚
Ground truth (full-scanning) Recovered by bicubic interpolation Recovered by the CNN method
Ground truth (full-scanning) Recovered by bicubic interpolation Recovered by the CNN method
PSNR / SSIM : 22.1560 / 0.5930 23.9170 / 0.6010PSNR / SSIM :
Full-scanning Bicubic interpolated Recovered by EDSRLow-sampling Recovered by ours
22.7353
0.5374
22.1560
0.5930
23.9170
0.6010
500μm500μm500μm500μm500μm
Fig. 6. Demonstration of in vivo PAM images of blood vessels of the mouse eye. The
numbers below images show the PSNR (dB) and SSIM values compared with the
corresponding ground truth.
Further, we attempt to test our model for different patterns other than tree-
like patterns (i.e., with branches, subbranches, etc.) demonstrated previously.
Therefore, an in vivo PAM image of blood vessels of the mouse eyes with radial
patterns was tested. The raw data were acquired by the probe with a resolution
of ∼3 µm and a scanning step size of 4 µm [13]. Fig. 6 shows the results for the
4× scaling case. Our method renders a better-recovered PAM image than bicubic
interpolation and EDSR. This can be appreciated more clearly by comparing the
zoom images. Therefore, even if the CNN model trained from tree-like pattern
images is applied to an image with radial patterns, we still achieve good perfor-
mance, thereby showing the robustness of the CNN method to some degree.
Title Suppressed Due to Excessive Length 9
4 Conclusion
We propose a novel CNN-based method to improve the quality of sparse PAM im-
ages, which can equivalently improve PAM imaging speed. The model is trained
on the dataset of PAM images of leaf samples. Residual blocks, SE bocks, and
perceptual loss function are essential in our CNN model. Both 1/4 and 1/16 low-
sampling sparse PAM images (i.e., 2× and 4× scaling cases, respectively) were
tested, and the proposed CNN method showed remarkable performance both
quantitatively and intuitively. We have also tested our method using in vivo
PAM images of blood vessels of mouse ears and eyes, and the recovered PAM
images had a high resemblance to the full-sampling ones. The CNN method to
deal with sparse data demonstrated in OR-PAM may also be applied to AR-PAM
and other point-by-point scanning imaging modalities such as optical coherence
tomography and confocal fluorescence microscopy. Our work opens up new op-
portunities for fast PAM imaging.
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Fig. S1. Schematic of the OR-PAM system. BS, beam splitter; PD, photodiode; ND,
neutral density filter; L1, lens #1; L2, lens #2; L3, lens #3; FC, fiber coupler; SMF,
signal mode fiber; UST, ultrasound transducer; Amp, preamplifier; DAQ, data
acquisition card; PC, personal computer.
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(a) Representative results for 1/4 low-sampling sparse PAM images.
Full-scanning Bicubic interpolated Recovered by EDSRLow-sampling Recovered by ours
21.8639
0.7542
17.9620
0.6173
22.0225
0.7546
500μm
21.6540
0.6646
19.0197
0. 5095
22.0383
0. 6832
(b) Representative results for 1/16 low-sampling sparse PAM images.
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Fig. S2. Example 2× scaling results of the leaf vein experiment. The numbers below
images indicate the PSNR and SSIM values compared with the corresponding ground
truth. Both samples come from magnolia leaves.
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Corresponding full-scanning Recovered by bicubic interpolation Recovered by the CNN method
PSNR / SSIM : 23.2836 / 0.7509 23.8424 / 0.7539PSNR / SSIM :
PSNR / SSIM : 22.5007 / 0.6891 23.4478 / 0.6932PSNR / SSIM :
Full-scanning Bicubic interpolated Recovered by EDSRLow-scanning Recovered by ours
22.xxx4
0.xxx1
23.2836
0.7509
23.8424
0.7539
22.xxx4
0.xxx1
22.5007
0.6891
23.4478
0.6932
23.0763
0.6949
22.5007
0.6891
23.4478
0.6932
Full-scanning Bicubic interpolated Recovered by EDSRLow-scanning Recovered by ours
500μm500μm500μm500μm500μm
500μm500μm500μm500μm500μm
Fig. S3. Experimentally-acquired sparse data verification. The low-scanning image
(from an oak leaf) is collected by using large scanning step size experimentally. The
numbers below images indicate the PSNR and SSIM values compared with the corre-
sponding full-scanning image. Noise and laser fluctuations might impact the quantita-
tive calculation.
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Fig. S4. 1D profiles along the dashed green lines in Fig. 5 of the main text.
Table S1. Ablation investigation results of the existence of SE blocks.
2× 4×
PSNR (dB) SSIM PSNR (dB) SSIM
Without SE blocks 24.9429 0.8124 21.7884 0.6223
With SE blocks 26.1431 0.8183 23.1760 0.7159
