In many real-world applications, data is represented in the form of networks with structures and attributes changing over time. The dynamic changes not only happen at nodes/edges, forming local subnetwork processes, but also eventually influence global states of networks. The need to understand what these local network processes are, how they evolve and consequently govern the progression of global network states has become increasingly important. In this paper, we explore these questions and develop a novel algorithm for mining a succinct set of subnetworks that are predictive and evolve along with the progression of global network states. Our algorithm is designed in the framework of logistic regression that fits a model for multi-states of network samples. Its objective function considers both the spatial network topology and temporal smooth transition between adjacent global network states, and we show that its global optimum solution can be achieved via steepest descent. Extensive experimental analysis on both synthetic and real world datasets demonstrates the effectiveness of our algorithm against competing methods, not only in the prediction accuracy but also in terms of domain relevance of the discovered subnetworks.
interpreting and explaining the intrinsic network processes governing global network properties.
We present a novel algorithm to discover a succinct set of informative subnetworks that are highly predictive w.r.t. the development of the global network states. Due to the smooth transition of global states, these local subnetwork processes do not change abruptly from state to state, but rather develop smoothly along with the progression of the network states. Our algorithm is developed in the framework of logistic regression that fits the model for multi-states of network samples. Each global state of networks is characterized by a parametric vector whose coefficients are learnt with regularization on both the network topology (i.e., spatial smoothness) and the transition between any two adjacent global network states (i.e., temporal smoothness). In order to ensure that only the most predictive subnetworks will be learnt, we further exploit the sparsity-inducing L1-norm imposed on each parametric vector to remove edges that have little or no impact on the progression of global network states. The proposed formulation is challenging to solve due to the introduction of non-smooth L1-norm term. We, however, will show that the developed function is convex and our solution based on the steepest descent is practically efficient. Our contribution can be summarized as follows: (i) We propose and motivate a novel problem to study the impact of local subnetwork processes on global network properties that both evolve over time. (ii) We propose an objective function to learn local subnetwork processes that are highly predictive for the development of global network states. (iii) We theoretically prove that the formulated function is convex (though not strictly) and develop a novel gradient descent algorithm to optimize for a global optimum solution. (iv) We extensively evaluate and demonstrate the appealing performance of the proposed technique on both synthetic and real-world applications.
2 Preliminaries Definition 2.1. (Network sample) Let S (i) = (N , E i ) be a network sample, where N is a set of pre-defined nodes, E i ⊆ N × N is a set of undirected edges. There is a labeling function F operating on local edges' values that maps each edge to a real number F : E (i) uv → R.
We denote DS = {S (1) , S (2) , . . . , S (n) } as the database that consists of n network samples. Each network S (i) is further associated with a label y i , indicating its global network state. Each y i receives a discrete value in {1, 2, . . . , K} and this order reflects the temporal evolution over global network states. It is important to note that indexing (i)'s are not networks' timestamps. Instead, we consider temporal development based on values of global network states. For 
example, S
(i) 's can be snapshots captured from a social or traffic network in multiple days, and y i 's reflect whether such snapshots are in the morning, afternoon, or evening hours. Likewise, S (i) 's can be brain networks scanned from multiple subjects, and associated y i 's label their disease-stages advanced from mild to moderate to severe condition. The temporal development is thus at the group level, instead of a network individual. For each global state, we define an aggregate graph that generalizes network topology of all network samples having that network state. Prior to that, let us define the adjacency of two edges in a network sample as follows.
Definition 2.2. (Edge Adjacency) Let S
(i) = (N , E i ) be a network sample characterized by Def.2.1, we define a pair {E
(i) as adjacent edges if they have one node in common; otherwise, we call {E
as an aggregate graph that captures edge adjacency of all networks in DS k , where V (k) = {v 1 , . . . , v m } is the vertex set with each v p corresponds to an edge found in at least one
pq connects vertices v p and v q if the two corresponding edges are adjacent in at least one
pq is associated with a non-negative value W (k) pq encoding the fraction of S (i) 's in DS k having that edge-adjacency in their network structures. Fig.1 shows a simple example to illustrate the concepts presented in the three definitions above. Two network samples having the same k-th state are shown in Fig.1(a) while their aggregate graph G (k) is depicted in Fig.1(b) . A value of 0.8 associated with edge {ab} in S (1) encodes the degree to which nodes a and b are related in S (1) , whilst the value of 1 associated with link {ab, bc} in G (k) indicates that two edges {ab} and {bc} are found adjacent in both S (1) and S (2) . In the following, we refer to aggregate graphs shortly as graphs, and associate the terms "vertex" and "link" specifically with such graphs. Fig.1(c) shows W (k) as a matrix representing graph G (k) .
Multinomial Logistic Regression
For the class of network applications addressed in this study, though network samples may have considerably different values associated with local edges, their network topologies are generally stable across samples (e.g., human brain networks, snapshots from a sensor or social network, etc.). We therefore utilize a high dimensional vector
T ∈ R m to store the local edge values of a network sample S (i) (examples of x i 's are illustrated in Fig.1(d) ). Under the framework of logistic regression, we directly model the posterior probability of a k-th state imposed on an input sample x i as follows:
where b k and θ k are respectively the bias term and the weight vector that characterize the corresponding class k. Across all K models, scalars b k 's form the bias vector b while vectors θ k 's form the matrix Θ. They both are the parameters to be estimated and with the maximum likelihood optimization, their coefficients can be fitted by minimizing the negative log likelihood over n network samples:
4 Spatial and Temporal Smoothness Spatial Smoothness: Network topology plays a key role in determining how nodes communicate. In order to discover subnetworks related to global network states, the connectivity patterns within network samples have to be taken into account. Toward this goal, within each k-th class of network samples, we aim to regularize the parametric vector θ k subject to the topology captured by G (k) , through using its Laplacian matrix C (k) defined by:
pq /dp if vp = vq and dp = 0 −W in which d p is the vertex degree of v p . Thus, the negative log likelihood is incorporated with the spatial network constraint term as follows:
with λ 1 ≥ 0, and we can further expand:
From this equation, it is clearly seen that if W (k) pq is large, indicating two vertices v p and v q in graph G (k) strongly interact in a large portion of the network samples, the coefficients at p-th and q-th entries of vector θ k should be similar, i.e., smooth, in order to minimize this equation. That means the selection of either v p or v q will encourage the selection of the other one due to the large W (k) pq , leading to the formation of subnetworks selected in the final results. This network term is thus considered as the spatial smoothness since it minimizes the difference between connected vertices in the aggregate graph.
Temporal Smoothness: Given the smooth progression on the observable global network states, it is particularly important to capture the temporal changes in the network connectivity patterns developed along with this process. For any two consecutive global states, one would expect that the local subnetwork processes influencing the development of global network states will evolve in a smooth way rather than in an abrupt manner. Following our objective function developed above, we thus further develop another regularization term that penalizes large deviations between any two parametric vectors θ k and θ k+1 , which respectively account for the two consecutive global network states. This gives rise to the following formulation:
where λ 2 ≥ 0 is a parameter regularizing the impact of temporal smoothness. It is worth noting that the L 2 norm on the parametric vectors encourages coefficients at a p-th feature across different states to be grouped together, which is essential for tracking the temporal changes of various local network processes along with the evolution of the global network states. Moreover, though each θ k is learnt for a global state and their coefficients can be different in scale, such parametric vectors are usually very sparse with majority of entries are zeros (presented in the next section) in order to uncover a small set of predictive subnetworks. The temporal smoothness thus can be interpreted as penalizing the dissimilarity in sparseness across network samples with adjacent global network states, ensuring the smooth changes in the succinct set of uncovered predictive subnetworks.
Optimization with sparse model
In solving the objective optimization function formulated in Eq.(4.5), we resort to the steepest gradient descent method since there is no closed form solution for Eq.(4.5). For convenience, network state
T such that only y k i = 1 and all other entries are 0 if the original scalar y i = k (e.g., if K = 3 and y i = 2, then y i = [0, 1, 0]). Following this, the conditional likelihood of y i given x i can be written as:
For brevity, we denote P (k|x i )
And its log form can be expanded by: log P (k|x i )
In this form, it is straightforward to show that function F (Θ, b) in Eq.(4.5) is strictly convex and the optimal solution for parameters θ k 's and b k 's can be achieved through iterative updates with their first derivatives given by:
However, such a solution does not set any coefficient of θ k 's to zero and thus, no predictive subnetworks are selected which lacks crucial point of interpretation. We extend our solution to the more challenging optimization by further imposing the sparseness on θ k 's through constraining their L1-norm within a constant value t > 0:
The advantage of L1-norm constraint [7] is that it causes many coefficients to be exactly zero when t is set sufficiently small. Together with our network regularization terms, this constraint naturally performs subnetwork discovery by keeping only the most relevant substructures that are predictive to global network states. Eq.(5.9) can be equivalently formulated in the Lagrangian form as follows:
with β > 0 playing the role of t, but a larger value of β forces more coefficients in θ k 's equal to 0. Unlike linear regression problem, our optimization function f (Θ, b) here is no longer strictly convex and obviously, there exists no closed form expression for it. Before showing Eq.(5.10) is minimizable via the approach of steepest descent, let us denote F (θ k ) for a single network state by:
For simplification, we have included the bias term b k as the first entry of the parametric vector θ k and thus it is skipped in the notation of F (θ k ). Note that this bias coefficient is excluded from both the network regularization and the model smoothness terms. In optimizing each single parametric vector θ k , Eq.(5.10) can be simply written as:
We have the following theorem: Proof: The proof of this theorem is straightforward by showing that its Hessian matrix is positive definite. More specifically, continuing with the first derivative shown in Eq.(5.7), it can be shown that the second derivative of F (θ k ) with respect to θ k is:
where P (k) is the diagonal matrix with entries (P (k|x i ) − P (k|x i ) 2 )'s, X is the matrix with x i 's as its columns and I is the identity matrix. It is obvious that, given any non-zero vector u ∈ R m , the quadratic form
is positive definite according to Eq.(4.4); (iii) and both λ 1 and λ 2 are non-negative numbers by our setting.
Proof: Let h(θ k ) = β|θ k | and for any θ
k defined in a convex domain, ζ ∈ (0, 1), and θ k = ζθ
is also a convex function since:
in which the triangle inequality has been used in the second row and given β ≥ 0. In combination with Theorem 1, and note that the summation of convex functions defined in the convex domain is also convex [3] , it follows that f (θ k ) is a convex function.
Theorem 2 is important as it ensures that our steepest descent algorithm will converge. In the spirit of gradient descent, our algorithm keeps updating parametric vector θ k by θ k + δ k as long as the overall function is being reduced. Let us specify:
That means the next step of moving θ k will lead to the steepest descent in reducing f (θ k ). This maximization is equivalent to minimization of
Further formulating terms on the right hand size, the 2nd order Taylor expansion can be exploited to get:
where F (θ k ) and F (θ k ) are respectively the gradient vector (Eq.(5.7)), and the Hessian (Eq.(5.13)). Then, Eq.(5.16) can be rewritten as:
However, optimizing this function is still challenging since it is not smooth due to the two absolute terms. Therefore, in order for minimization, the subderivative of the function is required. For simplicity, we provide the calculation w.r.t. each coefficient of δ k . In this case, let δ kj be the j-th entry of δ k , then the function can be written by:
where F j (θ k ) is the j-th entry of the gradient vector F (θ k ), and F jj (θ k ) is the j-th entry in the diagonal of the Hessian matrix F (θ k ). Consequently, we separate the subderivative w.r.t. δ kj into the following cases:
Note that the derivative of the absolute term is not defined when θ kj − δ kj = 0, or in this case we have δ kj = −θ kj . Now we know that δ kj is optimal if the minimumnorm subgradient at δ kj is equal to zero. Thus, combining with the setting of the subderiviate to zero yields:
For the bias term b k , which we previously included as the top entry of θ k , its corresponding deviation is 10) ). The calculation of temporal smoothness takes O(Km), whereas the 1st and 2nd derivatives of F (Θ, b) take O(Knm) and O(Km 2 ) respectively. These quantities are computed at each iteration of the gradient descent and thus the overall computation is O(J(Km 2 + nm)) with J as the number of iterations. Compared to m, both K and J are very small in practice. More importantly, the computation is not always quadratic in m since the subnetworks' size greatly reduces after each iteration due to the sparseness imposed on θ k 's.
Experiments
We compare SLR against the following techniques: (1) The well-known MRMR framework [20] that views network samples as collections of edges and performs edge selection based on mutual information; (2) SSVM by first applying SVD for dimensionality reduction (retaining 95% of the singular values) followed by SVM; (3) A recent typical graph classification method [4] , named GrphCls, that works in a supervised setting and without side view information. We present two sets of experiments. First, to understand the strengths and limitations of our method, we utilize synthetic datasets that allow us to perform a number of controlled experiments. Second, we test all algorithms on the human functional brain networks to evaluate their practicability. Performance of every algorithm is evaluated via 5-fold stratified cross validation, in which their optimal parameters are chosen based on the estimated prediction accuracy within every 4 training folds and tested on the left-out fold according to [7] . Unless otherwise specified, λ 1 and λ 2 in SLR are selected from the ranges: [0.001 − 50] with logscale step while with GrphCls [4] , its min-sup is chosen from the range [0.2 − 0.5] with step of 0.05. For MRMR, we use the forward edge selection scheme.
Data with known ground truth
Following the approach described in [19, 24] , the synthetic datasets are generated by summary statistics associated with edges and adding ground truth signals at predefined subnetwork regions. The distribution of edges' values within the ground truth regions are generated with spatially contiguous correlations and conform to the background network structure. We use the contrast-to-noise (CNR) [19, 24] Prediction Accuracy: Fig.2(a)-(c) shows the experimental results of SLR and the other three competing methods in predicting the global network states. Each plot in the figure corresponds to a CNR setting, and each bar corresponds to a setting of GndSNet. The accuracy values are obtained by averaging the prediction rate from cross validation. As one observes, SLR performs stably over variation in both CNR and GndSNet. Its prediction performance is better than MRMR since the network information is fully explored, while is superior to the network-based GrphCls since the temporal smoothness further narrows down the searching space to a small set of relevant and stable predictive subnetworks. Among all techniques, SSVM is less successful and the possible reason is that when irrelevant edges are prevalent in the data, aggregating all edges to form a lower dimensional subspace might not lead to a satisfactory performance. Ground truth subnetwork discovery: We compute ROC curves based on the set of edges retrieved from the selected substructures w.r.t. the ground truth subnet- works. This is plotted in Fig.3(a) -(c) for all algorithms except SSVM since its new features combine information from all edges. The results are reported for GndSNet=5% as performance at other settings shows similar trends. For edge ranking in our SLR method, we rely on the absolute values of the parametric vectors, whereas for GrphCls, we rank edges based on their aggregated frequency in the significant subgraphs [4] . In MRMR, the ranking is based on the order in which edges are incrementally selected. The ROC curves shown in all three plots demonstrate that SLR uncovers more relevant subnetworks than GrphCls and MRMR for small positive rates. As this rate increases, the behaviors of three techniques become similar since none of them can fully uncover all ground truths. However, the higher ROC performance clearly makes SLR a better candidate in identifying local subnetworks influencing global network properties, which is practically important since validating the relevance of a subnetwork is often costly in real applications.
Impact of spatial and temporal network regularization:
To provide more insights into the performance of our algorithm, we further report a series of experiments in examining the impact of λ 1 and λ 2 . The intrinsic relationship between these two factors and SLR's prediction rate is plotted in Fig.4 . In Fig.4(a-c) , we show the impact of λ 1 on prediction rate when fixing λ 2 at different settings. An important trend can be seen that either setting λ 1 too small or large do not lead to a high prediction rate. A small λ 1 causes isolated edges to be selected since the network topology is disregarded, while a large λ 1 can overly favor strongly connected substructures yet not related to the global network states. A similar trend is also seen in Figure 4 (d-f) where we fix λ 1 and vary λ 2 . A small setting of λ 2 causes different subnetworks across different global network states, while its large value may force them to be too similar across states, even for non-ground truth substructures, both leading to a low prediction accuracy.
Real world dataset
We choose the important application of analyzing human brain networks associated with the Alzheimer's Disease. The analysis of brain data has recently attracted much attention from the data mining community with convincing results demonstrated in [4, 5, 17, 28] . However, unlike most previous studies which focus on a small number of subjects and especially not for the temporal development of the disease, we analyze a large scale cohort of 180 subjects obtained from http://www.adni-info.org/, and evenly distributed into three global states: normal control (NC), mild cognitive impairment (MCI) and Alzheimer's disease (AD). FSL toolbox [23] is used to convert an fMRI scan to a functional brain network, comprising of 112 brain regions. A value associated with an edge (connecting two brain regions) is evaluated by the correlation between their blood oxygen level-dependent time series. Since there is no gold standard for choosing a proper threshold for functional correlation, we follow the general approach in [22, 25] by selecting four thresholds ranging from [0.8, 0.4, 0.2, 0] to remove weak correlations, resulting in four network datasets respectively denoted by C8, C4, C2 and C0, with numbers of vertices/links varying from 776/15535 to 5515/49284.
Prediction Performance: We evaluate all algorithms on network state prediction by comparing their performance on five settings of selected subnetworks between 1%, 2%, 5% 10% and 12% of total unique edges. and C0 respectively, with the selected subnetworks varied from 1%, 2%, 5%, 10% to 12% of the total edges. GrphCls does not handle well densely connected datasets, while SSVM is shown with a single column due to using aggregated features.
for higher numbers of selected substructures. However, a level larger than 10% does not lead to better prediction accuracy, due to the prevalence of noisy edges. Among all examined techniques, SSVM shows the lowest performance at the prediction rate of 39% in C8, a result that is only marginally better than the random guess of 33%. GrphCls performs much better than SSVM but only works on the sparse network data C8. For other datasets with denser network samples, GrphCls takes much longer time handle the large amount of possible substructures. The performance of SLR is by far the best, dominating both mutual information based MRMR and the frequent subgraph-based GrphCls, with a large accuracy advantage on both sparsely and densely connected network data. Looking deeper, we also see that for the same level of prediction rate, subnetworks uncovered by SLR is usually more succinct compared to other competing methods. For example, on the densely connected dataset C2, it achieves 60% of prediction accuracy with 5% of total edges combined from its substructures, as compared to the second-best technique MRMR, which requires double the number of edges for a prediction rate of 57%. Subnetwork discovery: We evaluate the quality of uncovered substructures from each technique through their consistency in cross validation. Subnetworks that are consistently selected across training folds are likely the disease-related biomarkers and they should be the first candidate for further investigation. Fig.6 provides overlapping percentage (y-axis) of discovered subnetworks across all training folds for the four datasets. As observed, although the overlap tends to increase as the number of selected edges increases, none of the competing methods consistently produce results as good as SLR, which implies that SLR selects the most stable and consistent predictive substructures across all training folds. To validate that our proposed method finds meaningful subnetworks, we further investigate its selected subnetworks. Fig.7 displays the top four subnetworks consistently discovered from all training folds. For easier visualization, we plot each subnetwork with a core node that has the highest node degree (like community hub [21] ). It is found that the core nodes like T2a.R, T2a.L and TP.L indeed reside within the temporal lope-the brain region strongly impacted by Alzheimer's disease as reported in [18, 26] . Fig.8 further provides visualization on how these subnetworks have changed smoothly across the global network states. Three columns in each plot correspond to NC, MCI and AD states. As seen, functional correlations deteriorate noticeably from NC to AD groups in most cases, especially those in the T2a.R subnetwork ( Fig. 8(a) ) and the TP.L subnetwork (Fig. 8(d) ). This phenomenon can be explained by the fact that, once T2a.R and TP.L regions are damaged by the disease, their cognitive performance is significantly reduced which further impacts other functionally connected regions. However, we also observe that in some circumstances, the functional correlation increases from NC to AD, as between FP.L and SCLC.L, OLi.R in Fig. 8(b) , or between Thal.R and CGa.L, SGa.L in Fig. 8(c) . This increased functional connectivity might support the "compensatory recruitment hypothesis" [18] . Scalability: We also evaluate the scalability of our algorithm against other methods. To provide an idea about typical running time: SLR takes 241s, 248s, 279s and 292s on four datasets from C8 to C0. These numbers with the MRMR are respectively 20s, 198s, 4686s and 5055s while with the GraphCls is 3669s on C8 dataset (for a setting of subnetworks with 5% total edges). SLR shows better scalability. Its computation overhead is quadratic in initial iterations but significantly reduces in subsequent iterations since irrelevant substructures get zero values in the parametric vectors.
Related work
Analyzing network structural data has been widely studied in the literature with most existing work focusing on community detection [21] , frequent subgraph mining [10] , outlier detection [2] , and graph classification [11, 12, 27] . Close to our study is the line of work on graph classification. Though diverse in terms of underlying approaches, most algorithms [11, 27] generally assume a database consisting of "positive" and "negative" graphs, and aim at extracting a set significant subgraphs that are frequently present in one class but absent in the other, which subsequently are used as new (binary) features to train classifiers. These approaches, recently being extended to semi-supervised setting [16] , uncertain graphs [15] , or multiple side-view [4] which we have adapted for our empirical comparison. Another related work is the one developed in [28] that directly addresses the progressive data but in the non-network context. Moreover, its view on the subject behaviors' progression differs from ours in which it assumes the smooth changes in predictive variables appear in every model while minimizing the models' difference learnt at various time points. In contrast, our study explores a single model in which the changes in local network processes can lead to the changes in global network states.
Another line of related studies are from feature selection where one can view each network sample as a collection of edges and use statistical analysis ttest [13, 17] or mutual information [6, 20] to select edges that lead to the statistical difference among various global network states. The advantage is that these studies can make an individual edge or region-based analysis [6, 13] , instead of analyzing entire networks as a whole. However, they lack the capability of analyzing both intra and inter-connectivities among different network regions at the same time. Our work is also related to dynamic network mining that aims to discover subnetworks of interest in multiple discrete snapshots of an evolving network [14] or in a multi-layer network [8] . The goal in this line of work, however, is not predicting global network states, but the discovery of abnormal substructures that persist in time or across network layers.
Conclusions
In this paper, we address an important problem of mining a succinct set local subnetworks that are predictive for the progression of global network states. We develop SLR as a novel algorithm that fits a model for multistates of network samples subject to two important constraints: (i) spatial smoothness imposed on the network topology to ensure the well-connected substructures; (ii) temporal smoothness to discover predictive subnetworks evolving along with the progression of global network states. SLR further imposes the sparsity-inducing L1-norm to explicitly remove edges that have little or no impact on the progression of global network states and we show that the overall optimization function is convex. Extensive experiments on both synthetic datasets and the emerging brain networks demonstrate the appealing performance of our algorithm not only in terms of prediction accuracy but also in the consistency of the discovered subnetworks with existing literature, providing a better understanding of the intrinsic relationship between the evolution of local network processes and the progression of global network behaviours.
