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Abstract
Causal models communicate our assumptions about causes and effects in real-world phe-
nomena. Often the interest lies in the identification of the effect of an action which means
deriving an expression from the observed probability distribution for the interventional dis-
tribution resulting from the action. In many cases an identifiability algorithm may return
a complicated expression that contains variables that are in fact unnecessary. In practice
this can lead to additional computational burden and increased bias or inefficiency of esti-
mates when dealing with measurement error or missing data. We present graphical criteria
to detect variables which are redundant in identifying causal effects. We also provide an
improved version of a well-known identifiability algorithm that implements these criteria.
Keywords: causal inference, identifiability, causal model, pruning, algorithm
1. Introduction
A formal framework for causal inference is provided by the probabilistic causal model (Pearl,
2009) that encodes our knowledge of the variables of interest and their mutual relation-
ships. In observational studies experimentation is not available, but through the causal
model framework we can still symbolically intervene on variables, forcing them to take cer-
tain values as if an experiment had taken place. The question is whether we can make
inferences about the effect of the intervention in the post-intervention model using only
the observed probability distribution of the variables in the model before the intervention
took place. This question is formally defined as identifiability of causal effects, and it has
received considerable attention in literature, including a number of algorithmic solutions
(Huang and Valtorta, 2006; Shpitser and Pearl, 2006; Tian and Pearl, 2002).
A causal model can be associated with a directed acyclic graph (DAG) that represents
the functional relationships of the variables included in the model. The graphical represen-
tation provides us with the concept of d-separation (Geiger et al., 1990), that can be used
to infer conditional independences between variables from the graph. If the distribution
of the variables implies no conditional independence statements other than those already
encoded in the graph, we say that the distribution is faithful (Spirtes et al., 2000).
The use of d-separation in the post-intervention model is the basis of do-calculus (Pearl,
1995), which consists of a set of inference rules for manipulating interventional distributions.
The purpose of do-calculus is to derive formulas for causal effects and other causal queries,
and it has been shown to be complete with respect to the identifiability of causal effects
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(Huang and Valtorta, 2006; Shpitser and Pearl, 2006). The derived formulas provide recipes
for estimating the causal effects from observational data.
When computing causal effect formulas, we often apply an identifiability algorithm,
such as the ID algorithm by Shpitser and Pearl (2006). Criteria for identifiability such as
the back-door criterion and front-door criterion are available for manual derivations (Pearl,
2009) but the ID algorithm is more general and thus more suitable for automated processing.
The ID algorithm splits the original problem into smaller subproblems which are then solved
and aggregated as the final expression for the causal effect.
Complicated expressions are likely to arise in situations where we have included variables
in our model that do not provide further benefit for the identification of the causal effect of
interest. It is often the case that these variables nonetheless appear in the resulting formula,
and deriving a simpler expression with the variable eliminated can be non-trivial. It is hard
to specify what makes one expression simpler than another, but we can consider a number
of criteria to evaluate simplicity. For example, we can compare the number of sums and
fractions and the number of variables present in the expression.
In this paper we propose a number of graphical criteria to infer which variables in our
causal model are in fact not necessary for identification. These criteria allow us to prune
the graph, which in practice means removing specific vertices and considering identification
in a latent projection. A significantly simpler expression can be obtained by pruning alone,
but we may also combine pruning with simplification procedures that operate symbolically
on the interventional distribution as presented in (Tikka and Karvanen, 2017b). Applying
these methods in conjunction often provides additional benefits.
We present an identifiability algorithm that is able to recognize and eliminate unneces-
sary variables from the graph based on our criteria resulting in a simpler expression. When
a large number of graphs and identifiability queries are processed, evaluating simpler expres-
sions has apparent computational benefits. First, it is more efficient to evaluate a simpler
expression repeatedly especially when some variables have been completely removed which
further reduces the complexity of the task. Second, in practical applications that involve
real-world data, variables often contain missing data or are affected by bias. Obtaining
expression that do not involve such variables can be of great benefit in estimation. Third,
a simpler expression is easier to communicate.
An introductory example motivates the use of the improved algorithm. We are inter-
ested in the causal effect of X on Y in graph G of Figure 1(a). Here, open circles denote
unobserved variables. A more in-depth overview of graph theoretic concepts used in this
paper is provided in Section 2. The causal effect is identifiable and the output of the ID
algorithm is
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(a) Graph G.
Z2
X
Z1
Y
U4
U5
U6
(b) Graph G after pruning.
Figure 1: Graph G before and after pruning for the introductory example.
∑
z2,z4,z3,z1

 ∑
w1,w2,x
′
P (y|w1, z2, z4, w2, z3, x
′
, z1)P (x
′|w1, z2, z4, w2, z3) ×
P (z3|w1, z2, z4, w2)P (w2|w1, z2, z4)P (z2|w1)P (w1)


/

 ∑
w1,w2,x
′
,y
′
P (y′|w1, z2, z4, w2, z3, x
′
, z1)P (x
′|w1, z2, z4, w2, z3) ×
P (z3|w1, z2, z4, w2)P (w2|w1, z2, z4)P (z2|w1)P (w1)

×

 ∑
w1,w2,z
′
3,x
′
,y
′
P (y′|w1, z2, z4, w2, z
′
3, x
′
, z1)P (x
′|w1, z2, z4, w2, z
′
3) ×
P (z′3|w1, z2, z4, w2)P (w2|w1, z2, z4)P (z2|w1)P (w1)

×
P (z1|w1, z2, z4, w2, x)P (z3|z2)P (z4).
This expression is very cumbersome and complicated. However, it turns out that a simpler
expression exists for the causal effect. By exploiting the structure of the graph and using
standard probability calculus the following expression can be obtained
∑
z2,z1

∑
x
′
P (y|z2, z1, x
′)P (x′|z2)P (z2)

P (z1|z2, x).
This expression is simpler in every regard compared to the original output. It contains fewer
terms and no fractions. Also, we have completely removed the variables w1, w2 and z4 from
the expression. It can be shown that identifying the causal effect in the original graph is
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equivalent to identifying it in the graph depicted in Figure 1(b). By running our improved
algorithm we are able to prune the original graph and obtain this simpler expression directly.
The algorithm works recursively and the pruning is carried out at each stage of the recursion.
The recursive pruning provides significant benefits over pruning as a pre-processing step as
demonstrated later.
The paper is structured as follows. In Section 2 we review crucial definitions and con-
cepts related to graph theory and causal models. In Section 3 we focus on semi-Markovian
causal models and present the original formulation of the ID algorithm. Our main results
are presented in Section 4 and they are implemented into an improved identifiability algo-
rithm in Section 5. Examples on the benefits of recursive pruning are provided in Section 6.
Section 7 concludes with a discussion.
2. Definitions
We assume the reader to be familiar with a number of graph theoretic concepts and refer
them to works such as (Koller and Friedman, 2009). We use capital letters to denote vertices
and the respective variables, and small letters to denote their values. Bold letters are used
to denote sets. A directed graph with a vertex set V and an edge set E is denoted by 〈V,E〉.
For a graph G = 〈V,E〉 and a set of vertices W ⊆ V the sets Pa(W)G,Ch(W)G,An(W)G
and De(W)G denote a set that containsW in addition to its parents, children, ancestors and
descendants in G, respectively. We also define the set Co(W)G to denote the set of vertices
that are connected to W in G via paths where the directionality of the edges is ignored,
including W. The root set of a graph G is the set of vertices without any descendants
{X ∈ V | De(X)G \ {X} = ∅}, where \ denotes the set difference. A subgraph of a graph
G = 〈V,E〉 induced by a set of verticesW ⊂ V is denoted by G[W]. This subgraph retains
all edges V → W of G such that V, W ∈W. The graph obtained from G by removing all
incoming edges of X and all outgoing edges of Z is written as G
X,Z. To facilitate analysis
of causal effects we must first define the probabilistic causal model (Pearl, 2009).
Definition 1 (Probabilistic Causal Model) A probabilistic causal model is a quadru-
ple
M = 〈U,V,F, P (u)〉,
where
1. U is a set of unobserved (exogenous) variables that are determined by factors outside
the model.
2. V is a set {V1, V2, . . . , Vn} of observed (endogenous) variables that are determined by
variables in U ∪V.
3. F is a set of functions {fV1 , fV2, . . . , fVn} such that each fVi is a mapping from (the
respective domains of) U ∪ (V \ {Vi}) to Vi, and such that the entire set F forms a
mapping from U to V.
4. P (u) is a joint probability distribution of the variables in the set U.
4
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Each causal model induces a causal diagram which is a directed graph that provides a
graphical means to convey our assumptions of the causal mechanisms involved. The induced
graph is constructed by adding a vertex for each variable in U∪V and a directed edge from
Vi ∈ U ∪V into Vj ∈ V whenever fVj is defined in terms of Vi.
Causal inference often focuses on a sub-class of models that satisfy additional assump-
tions: each U ∈ U appears in at most two functions of F, the variables in U are mutually
independent and the induced graph of the model is acyclic. Models that satisfy these ad-
ditional assumptions are called semi-Markovian causal models. A graph associated with a
semi-Markovian model is called a semi-Markovian graph (SMG). In SMGs every U ∈ U
has at most two children. When semi-Markovian models are considered it is common not
to depict background variables in the induced graph explicitly. Unobserved variables with
exactly two children are not denoted as Vi ← U → Vj but as a bidirected edge Vi ↔ Vj in-
stead. Furthermore, unobserved variables with only one or no children are omitted entirely.
We also adopt these abbreviations. For SMGs the sets Pa(·)G,Ch(·)G,An(·)G,De(·)G and
Co(·)G contain only observed vertices. Additionally, a subgraph G[W] of an SMG G will
also retain any bidirected edges between vertices in W.
Any DAG can be associated with an SMG by constructing its latent projection (Verma,
1993).
Definition 2 (latent projection) Let G = 〈V∪L,E〉 be a DAG such that the vertices in
V are observed and the vertices in L are latent. The latent projection L(G,V) is a DAG
〈V,EL〉, where for every pair of distinct vertices Z, W ∈ V it holds that:
1. L(G,V) contains an edge Z → W if there exists a directed path Z → · · · → W in G
on which every vertex except Z and W is in L.
2. L(G,V) contains an edge Z ↔ W if there exists a path from Z to W in G that does
not contain the pattern Z → M ← W (a collider) and on which every vertex except Z
and W is in L and the first edge has an arrowhead pointing into W and the last edge
has an arrowhead pointing into Z.
From the construction it is easy to see that a latent projection is in fact an SMG. The induced
graph of a probabilistic causal model can also be used to derive conditional independences
among the variables in the model using a concept known as d-separation. We provide a
definition for d-separation (Shpitser and Pearl, 2008) which takes into account the presence
of bidirected edges and is thus suitable for SMGs.
Definition 3 (d-separation) A path P in an SMG G is said to be d-separated by a set Z
if and only if either
1. P contains one of the following three patterns of edges: I → M → J , I ↔ M → J or
I ← M → J , such that M ∈ Z, or
2. P contains one of the following three patterns of edges: I → M ← J , I ↔ M ← J ,
I ↔ M ↔ J , such that De(M)G ∩ Z = ∅.
Disjoint sets X and Y are said to be d-separated by Z in G if every path from X to Y is
d-separated by Z in G.
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Whenever we can decompose the joint distribution of the observed variables V and the
unobserved variables U as P (v,u) =
∏
W∈V∪U P (w|Pa
∗(w)G), where Pa
∗(·) also contains
the unobserved parents but not the argument itself, we say that G is an I-map of P (v,u)
(Pearl, 2009). If sets X and Y are d-separated by Z in G, then X is independent of Y given
Z in every P for which G is an I-map (Pearl, 1988). We use the notation of (Dawid, 1979)
to denote this d-separation and conditional independence statement as (X ⊥ Y|Z)G. It is
clear that the graph induced by any semi-Markovian causal model is an I-map for the joint
distribution P (v,u) induced by the model.
Our interest lies in the effects of actions imposing changes to the model. An action
that forces X to take a specific value x is called an intervention and it is denoted by do(x)
(Pearl, 2009). An intervention do(x) on a model M creates a new sub-model, denoted
by Mx, where the functions in F that determine the value of X have been replaced with
constant functions. The interventional distribution of a set of variables Y in the model Mx
is denoted by Px(y). This distribution is also known as the causal effect of X on Y.
Multiple causal models can share the same graph, and thus the same sub-model re-
sulting from an intervention. The question is, are our assumptions encoded in the causal
model sufficient to uniquely specify an interventional distribution of interest. This notion
is captured by the following definition (Shpitser and Pearl, 2006).
Definition 4 (identifiability) Let G = 〈V,E〉 be an SMG and let X and Y be disjoint
sets of variables such that X,Y ⊂ V. The causal effect of X on Y is said to be identifiable
from P in G if Px(y) is uniquely computable from P (V) in any causal model that induces
G.
In order to show the identifiability of a given effect we have to express the interventional
distribution in terms of observed probabilities only. The link between observed probabilities
and interventional distributions is provided by three inference rules known as do-calculus
(Pearl, 1995):
1. Insertion and deletion of observations:
Px(y|z,w) = Px(y|w), if (Y ⊥ Z|X,W)G
X
.
2. Exchanging actions and observations:
Px,z(y|w) = Px(y|z,w), if (Y ⊥ Z|X,W)G
X,Z
.
3. Insertion and deletion of actions:
Px,z(y|w) = Px(y|w), if (Y ⊥ Z|X,W)G
X,Z(W)
,
where Z(W) = Z \An(W)G
X
.
Completeness of do-calculus was established independently by Huang and Valtorta (2006)
and Shpitser and Pearl (2006). In this paper we focus on the solution provided by Shpitser and Pearl
(2006). They constructed an identifiability algorithm called ID, which in essence applies the
rules of do-calculus and breaks the problem into smaller sub-problems repeatedly.
6
Enhancing Identification
3. ID Algorithm
In order to present the ID algorithm, we first need some additional definitions that are used
to construct the graphical criterion for non-identifiability (Shpitser and Pearl, 2006).
Definition 5 (C-component) Let G be an SMG and let C ⊆ G. If every pair of ver-
tices in C is connected by a bidirected path, that is a path consisting entirely of bidirected
edges, then C is a C-component (confounded component). Furthermore, C is a maximal
C-component if C contains every vertex connected to C via bidirected paths in G and C is
an induced subgraph of G.
No restrictions are imposed on the directed edges of a C-component. The same is not
true for the maximal C-components (also known as districts) of an SMG G, which are
assumed to be induced subgraphs of G. This requirement guarantees the uniqueness of the
maximal C-components.
Maximal C-components are an important tool for identifying causal effects. The set
of maximal C-components of a semi-Markovian graph G is denoted by C(G). A result in
(Tian, 2002) states that if C = 〈C,E〉 is a maximal C-component and C ⊂ G then the
causal effect Pv\c(c) is identifiable from P in G. A distribution P of a semi-Markovian
model also factorizes with respect to the maximal C-components of the induced graph
G such that P (v) =
∏
〈C,E〉∈C(G) Pv\c(c) (Shpitser and Pearl, 2006). It is precisely this
factorization that the ID algorithm takes advantage of. A specific type of C-component is
used to characterize problematic structures for identifiability.
Definition 6 (C-forest) Let G be an SMG and let Y be the root set of G. If G is a C-
component and all observed vertices have at most one child, then G is a Y−rooted C-forest.
The complete criterion for non-identifiability uses a structure formed by two C-forests:
Definition 7 (hedge) Let X,Y ⊂ V be disjoint sets of variables and let G be an SMG.
Let F = 〈VF ,EF 〉 and F
′ = 〈V
F
′ ,E
F
′〉 be R-rooted C-forests in G such that VF ∩X 6= ∅,
V
F
′ ∩X = ∅, F ′ ⊆ F , and R ⊆ An(Y)G
X
. Then F and F ′ form a hedge for Px(y) in G.
Intuitively hedges are a difficult concept. Whenever a hedge is present, there exists
two causal models with the same probability distribution over V but their interventional
distributions do not agree. Observational data can not be used to estimate causal effects in
this scenario. We are now ready to present the ID algorithm.
Shpitser and Pearl (2006) showed that whenever Algorithm 1 returns an expression for
a causal effect, it is correct. Additionally whenever line 5 is triggered there exists a hedge
for the causal effect currently being identified. This result establishes the completeness of
the algorithm and also the completeness of do-calculus, since the soundness of each line of
the algorithm can be shown with do-calculus and standard probability calculus alone.
4. Pruning of Variables
In this section we present a number of results that deal with variables that are not necessary
for identification either by removing them from the graph or by considering them latent.
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Algorithm 1 The causal effect of intervention do(X = x) on Y (ID).
INPUT: Value assignments x and y, joint distribution P (v) and an SMG G = 〈V,E〉. G
is an I-map of P .
OUTPUT: Expression for Px(y) in terms of P (v) or FAIL(F, F
′).
function ID(y,x, P, G)
1: if x = ∅,
return
∑
v∈v\y P (v).
2: if V 6= An(Y)G,
return ID(y,x ∩An(y)G, P (An(Y)G), G[An(Y)G]).
3: let W = (V \X) \ An(Y)G
X
.
if W 6= ∅,
return ID(y,x ∪w, P, G).
4: if C(G[V \X]) = {G[S1], . . . , G[Sk]},
return
∑
v∈v\(y∪x)
∏k
i=1 ID(si,v \ si, P, G).
if C(G[V \X]) = {G[S]},
5: if C(G) = {G},
throw FAIL(G, G[S]).
6: if G[S] ∈ C(G),
return
∑
v∈s\y
∏
Vi∈S
P (vi|v
(i−1)
pi ).
7: if (∃S′)S ⊂ S′ such that G[S′] ∈ C(G),
return ID(y,x ∩ s′,
∏
Vi∈S
′ P (Vi|V
(i−1)
pi ∩ S
′
, v
(i−1)
pi \ s
′), G[S′]).
When the causal effect Px(y) is considered in an SMG we can present an outline of the
pruning process:
1. Removal of non-ancestors of Y.
2. Removal of ancestors of X that are connected to Y only via X under certain condi-
tions.
3. Removal of vertices connected to other vertices only through a single vertex.
4. Identification in a latent projection under certain conditions.
Steps 2–4 are new and they are based on the results of this section. Step 1 is derived from
a useful result by Shpitser and Pearl (2006) which states that for a causal effect Px(y) we
can always ignore non-ancestors of Y.
Lemma 8 Let X′ = X ∩ An(Y)G. Then Px(y) obtained from P in G is equal to P
′
x
′(y)
obtained from P ′ = P (An(Y)G) in G[An(Y)G].
Lemma 8 is implemented on line 2 of Algorithm 1. Not all ancestors of Y are always
necessary for identification. The next result states that we may sometimes remove ancestors
of X that are connected to Y only through X.
8
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Theorem 9 Let G be an SMG and let Z ⊂ V be the set of all vertices such that X intercepts
all paths from Z to Y. Then the causal effect Px(y) obtained from P in G is equal to
P
′
x(y) obtained from P
′ = P (V \ Z) in G[V \ Z] if Z contains no members of X and if
G[V \ Z] = L(G,V \ Z).
Proof Let G′ = G[V \ Z] and assume that G′ = L(G,V \ Z). Let UZ, UV\Z and UX
be sets of unobserved variables such that for all U ∈ UZ it holds that Ch(U)G
X
⊆ Z,
for all U ∈ UV\Z it holds that Ch(U)G
X
⊆ V \ Z and for all U ∈ UX it holds that
Ch(U)G ∈ X. The sets UZ, UV\Z and UX partition U because X intercepts all paths from
Z to Y. According to the third rule of do-calculus Px(y) = Px,z(y) because the condition
(Y ⊥ Z|X)G
X
holds as removing the edges incoming to X separates X from its ancestors.
Applying the truncated factorization formula (Pearl, 2009) we have that
Px,z(y) =
∑
U
∑
V\(Y∪X∪Z)
∏
V\(X∪Z)
P (vi|Pa(vi)G \ {vi})
∏
U
P (ui).
Since variables in UZ can only be parents of variables in Z or X in G, we can sum them
out from the previous expression and obtain
Px,z(y) =
∑
UV\Z∪UX
∑
V\(Y∪X∪Z)
∏
V\(X∪Z)
P (vi|Pa(vi)G \ {vi})
∏
UV\Z∪UX
P (ui).
Similarly, variables in UX can only be parents of variables in X in G, so we can also sum
them out of the expression to obtain
Px,z(y) =
∑
UV\Z
∑
V\(Y∪X∪Z)
∏
V\(X∪Z)
P (vi|Pa(vi)G \ {vi})
∏
UV\Z
P (ui).
We let V′ = V \ Z. Verma (1993) showed that a graph and its latent projection have
the same set of conditional independence relations among the observed variables. Because
we have assumed that G′ = L(G,V \ Z) every conditional independence between variables
in V′ and U
V
′ applies in both G and G′. We have that for all Vi ∈ V
′ \X it holds that
P (vi|Pa(vi)G\{vi}) = P
′(vi|Pa(vi)G′\{vi}) and for all Ui ∈ UV′ it holds that P (ui) = P
′(ui).
Finally we obtain
Px,z(y) =
∑
U
V
′
∑
V
′
\(Y∪X)
∏
V
′
\X
P
′(vi|Pa(vi)G′ \ {vi})
∏
U
V
′
P
′(ui) = P
′
x(y).
Theorem 9 can also be applied in a more general setting where a subset of X intercepts all
paths from a set Z to Y
Corollary 10 Let G be an SMG and let Z ⊂ V be the set of all vertices such that a set
W ⊆ X intercepts all paths from Z to Y and no member of X \W is a descendant of
W. Then the causal effect Px(y) obtained from P in G is equal to P
′
x\z(y) obtained from
P
′ = P (V \Z) in G[V \Z] if Z contains no members of W and if G[V \Z] = L(G,V \Z).
9
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Proof SinceW intercepts all paths from Z to Y and no member of X\W is a descendant
of W, it follows that no member of W is in Z. According to the third rule of do-calculus
we have that (Y ⊥ Z|X \Z)G
X\Z
and Px(y) = Px\z(y). The claim now follows by applying
Theorem 9 to Px\z(y).
Corollary 11 When the causal effect Px(y) is considered in graph G, a set of vertices
Z = An(Y)G \ Co(Y)G
X
can be removed from G if G[V \ Z] = L(G,V \ Z).
Proof The set An(Y)G contains Y in addition to the ancestors of Y, and the set Co(Y)G
X
contains Y and all vertices that are connected to Y via a path that does not contain edges
incoming to X. Therefore, Z contains such ancestors of Y that all paths from Z to Y
contain X. The removal of Z from G is now licensed by Corollary 10.
Corollary 11 provides a constructive criterion for the set Z described in Corollary 10
when G consists only ofY and its ancestors. If a vertex Zi is a member of An(Y)G\Co(Y)G
X
then it must be connected to Y only through paths containing some WZi ⊆ X. We can
always choose the sets WZi in such a way that the union W = ∪WZi over the members Zi
of An(Y)G \ Co(Y)G
X
has no descendants in X \W. The set W intercepts all paths from
Z = ∪{Zi} to Y. Conversely, if Zi is a vertex such that a set W ⊆ X intercepts all paths
from Zi to Y, then Zi cannot be connected to Y in GX. If we assume that G = G[An(Y)G]
it follows that Zi is a member of An(Y)G \Co(Y)G
X
.
We present a simple example to motivate the usefulness of Corollary 11. We apply the
ID algorithm to identify the causal effect of X on Y in graph G of Figure 2(a). Applying
W1
W2 X Z Y
(a) Graph G.
X Z Y
(b) Subgraph G[{X, Y, Z}].
Figure 2: A graph for an example where Corollary 11 allows us to remove vertices W1 and
W2 when the causal effect of X on Y is considered.
the ID algorithm results in the following expression for the causal effect
∑
z
P (z|w1, w2, x)

 ∑
w1,w2,x
′
P (y|w1, w2, x
′
, z)P (x′|w1, w2)P (w2|w1)P (w1)

 .
Applying Corollary 11 in this case would result in the removal of the vertices W1 and W2
from the graph, since they are ancestors of Y in G but not connected to Y in G
X
and the
corresponding latent projection is the subgraph G[{X, Y, Z}] of Figure 2(b). Running the
10
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ID algorithm in this subgraph provides us the following expression
∑
z
P (z|x)

∑
x
′
P (y|x′, z)P (x′)

 .
We may consider this expression simpler compared to the previous output by noting that W1
and W2 do not appear in the expression and it has fewer unique terms. The same expression
can also be obtained manually by applying the front-door criterion (Pearl, 2009).
Often the question of identifiability can not be answered directly by neither the back-
door nor the front-door criterion which leads us to more general methods, such as the ID
algorithm. We are interested in the causal effect of W1, X1 and X2 on Y1 and Y2 in the
graph of Figure 3(a).
W1
W2
X1
X2
Z
Y1
Y2
(a) Graph G.
X1
X2
Z
Y1
Y2
(b) Subgraph
G[{X1, X2, Z, Y1, Y2}].
Figure 3: A graph for an example where the back-door and front-door criteria are unavail-
able, but Corollary 11 allows us to remove vertices W1 and W2 even when W1 is
part of the intervention.
Direct application of the ID algorithm provides us with the following expression
∑
z
P (y1|w2, w1, x2, x1, z)P (z|w2, x2)

 ∑
w2,x
′
2
P (y2|w2, x
′
2, z)P (x
′
2|w2)P (w2)

 .
Corollary 11 licenses the removal of W1 and W2 from the graph. By running ID again in
the resulting subgraph G[{X1, X2, Z, Y1, Y2}] as shown in Figure 3(b) we obtain a simpler
expression for the causal effect
∑
z
P (y1|x1, x2, z)P (z|x2)

∑
x
′
2
P (y2|x
′
2, z)P (x
′
2)

 .
The next example illustrates the necessity of the assumption G[V \Z] = L(G,V \Z) of
Theorem 9 and Corollary 10. We are interested in the causal effect of X1 and X2 on Y in
graph G of Figure 4(a). In this graph W is connected to Y only through X1 and X2, but
the corresponding latent projection does not match the subgraph with W removed as seen
in Figures 4(b) and 4(c). In G the causal effect is identifiable, but it is not identifiable in
11
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X1
X2
ZW Y
(a) Graph G.
X1
X2
Z Y
(b) Subgraph G[{X1, X2, Z, Y }].
X1
X2
Z Y
(c) Latent projection L(G, {X1, X2, Z, Y }).
Figure 4: An example where the assumptions of Corollary 10 are not met because the
subgraph in panel (b) and the latent projection in panel (c) differ from each
other.
the latent projection G′ = L(G, {X1, X2, Z, Y }). In this latent projection a bidirected edge
exists between X1 and X2 and a hedge is formed by the C-forests G
′ and G[{Y }].
We may also remove sets of vertices that are connected to the rest of the graph only
through a single vertex even when no intervention on the corresponding variable has taken
place.
Theorem 12 Let G be an SMG such that G = G[An(Y)G] for a set of vertices Y and let
W be a vertex of G. If there exists a set Z such that Z ∩ (Y ∪X) = ∅ and Z is connected
to V \ Z only through W . Then the causal effect Px(y) obtained from P in G is equal to
P
′
x(y) obtained from P
′ = P (V \ Z) in G[V \ Z].
Proof Let G′ = G[V \ Z] and let UZ and UV\Z be sets of unobserved variables such
that for all U ∈ UZ it holds that Ch(U)G ∈ Z ∪ {W} and for all U ∈ UV\Z it holds that
Ch(U)G ∈ (V \Z)∪{W}. Sets UZ and UV\Z partition U because Z is connected to V \Z
only through W . Applying the truncated factorization formula yields
Px(y) =
∑
U
∑
V\(Y∪X)
P (w|Pa(w)G \ {w})
∏
V\(X∪{W})
P (vi|Pa(vi)G \ {vi})
∏
U
P (ui).
Since variables in UZ and Z can be connected to the other vertices of G only through W
we can complete the marginalization over Z and UZ
Px(y) =
∑
UV\Z
∑
V\(Y∪X∪Z)
P (w|Pa(w)G\(z∪{w}))
∏
V\(X∪Z∪{W})
P (vi|Pa(vi)G\{vi})
∏
UV\Z
P (ui).
12
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Because we have assumed that Z is disconnected from V\Z in GW we have that G[V\Z] =
L(G,V\Z). Therefore, just as in the proof of Theorem 9, we have that P (vi|Pa(vi)G\{vi}) =
P
′(vi|Pa(vi)G′ \ {vi}) for all Vi ∈ V \ (X∪Z∪ {W}) and P (ui) = P
′(ui) for all Ui ∈ UV\Z.
Additionally, we have P (w|Pa(w)G \ (z ∪ {w})) = P (w|Pa(w)G′ \ {w}). Finally we obtain
Px(y) =
∑
UV\Z
∑
V\(Y∪X∪Z)
P (w|Pa(w)
G
′ \ {w})
∏
V\(X∪Z∪{W})
P (vi|Pa(vi)G′ \ {vi})
∏
UV\Z
P (ui)
=
∑
UV\Z
∑
V\(Y∪X∪Z)
∏
V\(X∪Z)
P (vi|Pa(vi)G′ \ {vi})
∏
UV\Z
P (ui)
= P ′x(y).
Corollary 13 Let W be a vertex of an SMG G and let R = An(W )G
X
\ De(X)G. When
the causal effect Px(y) is considered in graph G, the set of vertices T = R \ Co(V \R)G
W
can be removed from the graph if G = G[An(Y)G].
Proof No descendant of X can be removed via theorem 12 since they are connected to X
and the set to be removed cannot itself contain X. By removing descendants of X and X
itself, and assuming that G = G[An(Y)G], we have that T ∩ (X ∪Y) = ∅. Thus it remains
to remove those vertices from R that are connected to V \R through a path that does not
contain W . Removal of the resulting set T from the graph is now licensed by theorem 12.
In the following example we consider the causal effect of X on Y in graph G of Figure 5(a)
and show how Corollary 13 can be applied. The ID algorithm succeeds in identifying the
W1 W2
X
Z
Y
(a) Graph G.
X
Z
Y
(b) Subgraph G[{X, Y, Z}].
Figure 5: First example of Corollary 13.
causal effect and returns following expression for it
∑
w1,w2,z
P (z|x, w1, w2)P (w2|x, w1)P (w1|x)

∑
x
′
P (y|x′, w1, w2, z)P (x
′)

 .
We apply Corollary 13 which allows us to remove W1 and W2 from the graph, since they
are connected to other vertices of the graph through a single vertex Z. Applying the ID
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algorithm in the resulting subgraph G[{X, Y, Z}] of Figure 5(b) provides us the following
expression ∑
z
P (z|x)

∑
x
′
P (y|x′, z)P (x′)

 .
The same expression can be obtained manually by applying the front-door criterion.
We provide another example on Corollary 13 with a slightly more complicated graph.
We are interested in the causal effect of X on Y in graph G of Figure 6(a) We obtain a
W1 W2
X
Z1
Z2
Y
(a) Graph G.
X
Z1
Z2
Y
(b) Subgraph G[{X, Y, Z1, Z2}.
Figure 6: Second example of Corollary 13.
formula for the causal effect using the ID algorithm∑
w2,z2
P (y|w1, w2, z2, z1, x)P (x|w1, w2, z2, z1)P (z2|w1, w2)P (w2|w1)(∑
w2,z2,y
P (y|w1, w2, z2, z1, x)P (x|w1, w2, z2, z1)P (z2|w1, w2)P (w2|w1)
) .
Vertices W1 and W2 are connected to other vertices only through Z2 which allows us to
remove them from the graph. We obtain a simpler formula for the causal effect from the
subgraph G[{X, Y, Z1, Z2}] of Figure 6(b)∑
z2
P (y|z2, z1, x)P (x|z2, z1)P (z2)∑
z2,y
P (y|z2, z1, x)P (x|z2, z1)P (z2)
.
The previous results have allowed us to completely remove specific vertices from the
graph. Next we will consider cases where a vertex is present in the graph, but it is not
necessary to observe it. This means that instead of the original graph we may consider iden-
tifiability in the corresponding latent projection, as characterized by the following lemma.
Lemma 14 Let G = 〈V,E〉 be an SMG and let X,Y and Z be disjoint sets of variables.
Let P (V) be the joint distribution of V. Then the causal effect of X on Y is identifiable
from P ′ in the latent projection L(G,V \ Z) where P ′ = P (V \ Z), if and only if it is
identifiable from P ′ in G.
Proof Tian (2002) showed that the latent projection has the same topological relations
over the observables and that it has the same set of maximal C-components. Thus if Px(y)
14
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is identifiable from P ′ in G it is also identifiable from P ′ in L(G,V \ Z) with the same
expression and vice versa.
In situations where X is a singleton we can exploit the following sufficient condition for
identifiability by Tian and Pearl (2002).
Theorem 15 The causal effect Px(y) is identifiable if there is no bidirected path between
X and any of its children in G[An(Y)G].
We can regard any variable as latent whenX is a singleton if the respective latent projection
does not induce such a bidirected path.
Corollary 16 Let G be an SMG and let Y be a set of vertices. Let X, W ∈ V such that
X 6= W , W 6∈ Y and X, W ∈ An(Y)G. The causal effect Px(y) obtained from P in G is
equal to P ′x(y) obtained from P
′ = P (An(Y)G\{w}) and G
′ = L(G[An(Y)G],An(Y)G\{W})
if there is no bidirected path from X to any of its children in G′.
Proof By Theorem 15 the causal effect P ′x(y) is identifiable from P
′ in G′. By Lemma 14
P
′
x(y) is now identifiable from P
′ in G. Px(y) obtained from P
′ in G is equal to P ∗x (y)
obtained from P ∗ = P (An(Y)G) in G[An(Y)] since identifiability from P
′ implies identifi-
ability from P . Finally, P ∗x (y) obtained from P
∗ = P (An(Y)G) in G[An(Y)G] is equal to
Px(y) obtained from P in G.
We continue with an example on how Corollary 16 can be applied in practice. We
consider the causal effect of X on Y in the graph G of Figure 7(a). The causal effect is
X
Y
Z1
Z2
Z3
(a) Graph G.
X
Y
Z1
Z2
(b) Latent projection L(G, {X, Y, Z1, Z2}).
Figure 7: A graph for an example where Corollary 16 allows us to make variable Z3 latent.
identifiable and the output of the ID algorithm is
∑
z2,z3,z1
P (z1|z2, x)
(∑
x
′ P (y|z2, x
′
, z3, z1)P (z3|z2, x
′)P (x′|z2)P (z2)
)
(∑
x
′
,y
′ P (y′|z2, x
′
, z3, z1)P (z3|z2, x
′)P (x′|z2)P (z2)
)×

 ∑
x
′
,z3,y
′
P (y′|z2, x
′
, z3, z1)P (z3|z2, x
′)P (x′|z2)P (z2)

P (z3|z2).
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We may apply Corollary 16 by noting that G = G[An(Y )G] and that there is no bidirected
path between X and its only child Z1 in the latent projection L(G,V \ {Z3}) as depicted
in Figure 7(b).
Running the ID algorithm in L(G,V \ {Z3}) results in the following expression
∑
z2,z1

∑
x
′
P (y|z2, x
′
, z1)P (x
′|z2)P (z2)

P (z1|z2, x).
5. Pruning Identifiability Algorithm
Corollaries 11, 13 and 16 can be implemented as additional steps for the ID algorithm. For
Algorithm 2, line 3 implements Corollary 11, line 4 implements Corollary 13 and line 5
implements Corollary 16. Other lines are identical to the ID algorithm. This algorithm is
provided by the R package causaleffect which implements various causal inference algorithms
such as the original ID algorithm (Tikka and Karvanen, 2017a).
The ordering of the variables in the loop on line 4 has no effect on the resulting ex-
pression, but the ordering does matter on line 5. Choosing a different ordering may lead
to a different expression. For example, when identifying the causal effect of X on Y in
graph G of Figure 8 one may obtain either the back-door formula or the front-door formula
by proceeding in either the topological ordering or the reverse-topological ordering of the
vertices, respectively.
X Z Y
W
Figure 8: Graph G where different latent projections lead to different expressions for Px(y).
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Algorithm 2 A pruning identifiability algorithm (PID) for causal effects.
INPUT: Value assignments x and y, joint distribution P (v) and an SMG G = 〈V,E〉. G
is an I-map of P .
OUTPUT: Expression for Px(y) in terms of P (v) or FAIL(F, F
′).
function PID(y,x, P, G)
1: if x = ∅,
return
∑
v∈v\y P (v).
2: if V 6= An(Y)G,
return PID(y,x ∩An(y)G, P (An(Y)G), G[An(Y)G])
3: let Z = An(Y)G \ Co(Y)G
X
.
if Z 6= ∅ and G[V \ Z] = L(G,V \ Z),
return PID(y,x \ z, P (V \ Z), G[V \ Z])
4: for W ∈ V \X do
let R = An(W )G
X
\De(X)G.
let T = T ∪ (R \ Co(V \R)G
W
).
if T 6= ∅,
return PID(y,x, P (V \T), G[V \T])
5: if X = {X},
let G[SX ] ∈ C(G), X ∈ SX .
if Ch(X)G[SX ] \X = ∅,
for W ∈ V \ (Y ∪X) do
let G′ = L(G,V \ {W}).
let G′[S′X ] ∈ C(G
′), X ∈ S′X .
if Ch(X)
G
′
[S
′
X ]
\X = ∅,
P ← P (V \ {W}).
G ← G′.
V← V \ {W}.
6: let W = (V \X) \ An(Y)G
X
.
if W 6= ∅,
return PID(y,x ∪w, P, G).
7: if C(G[V \X]) = {G[S1], . . . , G[Sk]},
return
∑
v∈v\(y∪x)
∏k
i=1 PID(si,v \ si, P, G).
if C(G[V \X]) = {G[S]},
8: if C(G) = {G},
throw FAIL(G, G[S]).
9: if G[S] ∈ C(G),
return
∑
v∈s\y
∏
Vi∈S
P (vi|v
(i−1)
pi ).
10: if (∃S′)S ⊂ S′ such that G[S′] ∈ C(G),
return PID(y,x ∩ s′,
∏
Vi∈S
′ P (Vi|V
(i−1)
pi ∩ S
′
, v
(i−1)
pi \ s
′), G[S′]).
On line 5 we first check whether the setX is a singleton. If so, we determine whether any
children of X belong the same C-component as X. If no such children exist, we iterate over
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the possible latent projections in an attempt to find one that does not induce a bidirected
path between X and any of its children in the projection. After the new pruning steps
have been carried out, we attempt identification using the original formulation of the ID
algorithm.
We return to the example presented in the introduction and show how Algorithm 2
operates to derive the expression for Px(y) in the graph of Figure 1(a). We choose the
topological ordering to be Y > Z1 > X > Z3 > W2 > Z4 > Z2 > W1. We begin on line
3, since Z = An(Y )G \ Co(Y )G
X
= V \ {W1, W2} and continue by calling PID(y, x, P (V \
{W1, W2}), G[V\{W1, W2}]). In the presentation below, V and G refer to the set of vertices
and graph in the current call of PID, respectively.
Next we enter the loop on line 4. When W = Z1 we obtain R = An(Z1)G
X
\De(X)G =
{Z2, Z4} and R \ Co(V \ R)G
Z1
= {Z2, Z4} \ {Z2} = {Z4} since Z4 is an ancestor of
Z1 and it is disconnected from other vertices in GZ1
. Other choices of W result in an
empty set. When the loop is completed we have T = {Z4} and we continue by calling
PID(y, x, P (V \ {Z4}), G[V \ {Z4}]).
Since X is a singleton we end up on line 5 and find no children of X in the same C-
component as X. We assume a reverse-topological ordering for the loop and begin with the
latent projection L(G,V \ {Z2}). This projection creates a bidirected edge between X and
Z1 bringing them into the same C-component in the projection. Thus we continue with
L(G,V \ {Z1}). This projection is also unsuitable, since Y is a child of X in the projection
and there is a bidirected arc connecting them. We continue with L(G,V \ {Z3}) and find
that X is not connected to its children via bidirected paths in the projection. Thus we set
P ← P (V \ {Z3}), G ← L(G,V \ {Z3}) and V← V \ {Z3}. This projection is identical to
the graph depicted in Figure 7(b). After these steps, only lines of the original ID algorithm
are called, which results in the expression
∑
z2,z1

∑
x
′
P (y|z2, z1, x
′)P (x′|z2)P (z2)

P (z1|z2, x).
6. Examples on Recursive Pruning
Corollaries 10, 13 and 16 often provide direct benefits when applied before the ID algorithm.
The following examples show why they are also useful as recursive steps as implemented in
the PID algorithm.
We are tasked with identifying the causal effect of X on Y in graph G depicted in
Figure 9(a)
Initially there are no vertices that are connected to other vertices only through X. As a
recursive step of the ID algorithm, we are tasked with identifying P ′z3,x(y) from P
′, where
P
′ =
∑
z2
P (y|z3, z2, z1, x)P (x|z3, z2, z1)P (z2|z3)P (z3),
in the subgraph G[{Z3, X, Y }] shown in Figure 9(b). In this graph Z3 is connected to
other vertices only through X and it can be removed according to Corollary 11, since the
corresponding latent projection is the subgraph G[{X, Y }]. Thus we sum out Z3 from P
′
18
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Z1
Z2
Z3
Z4X Y
(a) Graph G.
Z3
Z4X Y
(b) Subgraph G[{Z3, X, Y }].
Figure 9: A graph for the example of recursive application of Corollary 11 within the ID
algorithm.
and the resulting expression for the causal effect is
∑
z4
∑
z2,z3
P (y|z3, z2, z1, x, z4)P (z4|z3, z2, z1, x)P (x|z3, z2, z1)P (z2|z3)P (z3)∑
z2,z3,y
′ P (y′|z3, z2, z1, x, z4)P (z4|z3, z2, z1, x)P (x|z3, z2, z1)P (z2|z3)P (z3)
.
If Corollary 11 is not applied at this stage, the final expression is instead
∑
z4

 ∑z2 P (y|z3, z2, z1, x, z4)P (z4|z3, z2, z1, x)P (x|z3, z2, z1)P (z2|z3)P (z3)∑
z2,y
′ P (y′|z3, z2, z1, x, z4)P (z4|z3, z2, z1, x)P (x|z3, z2, z1)P (z2|z3)P (z3)
×
∑
z2,y
′ P (y′|z3, z2, z1, x, z4)P (z4|z3, z2, z1, x)P (x|z3, z2, z1)P (z2|z3)P (z3)∑
z2,y
′
,z4
P (y′|z3, z2, z1, x, z4)P (z4|z3, z2, z1, x)P (x|z3, z2, z1)P (z2|z3)P (z3)

 .
Using Corollary 11 provides us with a simpler expression in this situation by completely
removing the second term from the product inside the summation.
Next we show how Corollary 13 can also be applied at a recursive step. Our interest lies
in the causal effect of X on Y in graph G of Figure 10(a)
Z1
Z2
Z3
X Y
(a) Graph G.
Z2
Z3
X Y
(b) Subgraph G[{Z2, Z3, X, Y }].
Figure 10: A graph for the example of recursive application of Corollary 13 within the ID
algorithm.
There are no vertices that are connected to other vertices in the graph via a single vertex.
When the ID algorithm is applied we eventually reach a step where the causal effect of
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P
′
z2,x
(y) is to be identified from P ′, where
P
′ = P (y|z2, z3, z1, x)P (x|z2, z3, z1)P (z3|z2)P (z2),
in the subgraph G[{Z2, Z3, X, Y }] which is depicted in Figure 10(b).
In this graph Z3 can be removed according to Corollary 13, since Z3 is connected to
other vertices of the subgraph only through Y . The resulting distribution is obtained by
summing out Z3 from P
′. The final expression for the causal effect is now∑
z2,z3
P (y|z2, z3, z1, x)P (x|z2, z3, z1)P (z3|z2)P (z2)∑
z2,z3,y
′ P (y′|z2, z3, z1, x)P (x|z2, z3, z1)P (z3|z2)P (z2)
. (1)
If Corollary 13 is not applied, the resulting expression is instead
∑
z3

 ∑z2 P (y|z2, z3, z1, x)P (x|z2, z3, z1)P (z3|z2)P (z2)∑
z2,y
′ P (y′|z2, z3, z1, x)P (x|z2, z3, z1)P (z3|z2)P (z2)
×
∑
z2,x,y
′
P (y′|z2, z3, z1, x)P (x|z2, z3, z1)P (z3|z2)P (z2)

 .
As in the previous example, the benefit of applying Corollary 13 is apparent.
We can also take advantage of latent projections recursively via Corollary 16 as shown
in the next example. Our interest lies in the causal effect of X on Y in graph G of Figure 11.
Z1
Z2
WX Y
(a) Graph G.
WX Y
(b) Subgraph G[{X, W, Y }].
Figure 11: A graph for the example of recursive application of Corollary 16 within the ID
algorithm.
Here X is connected to its child W via a bidirected path and thus they belong to the same
C-component rendering Corollary 16 unusable at this time. However, as a recursive step of
the ID algorithm we have to identify P ′x(y) from P
′, where
P
′ =
∑
z2
P (y|z2, z1, x, w)P (w|z2, z1, x)P (x|z2, z1)P (z2)
in the subgraph G[{X, W, Y }]. In this subgraph X is not connected to its child W via a
bidirected path. We also find that the latent projection L(G[{X, W, Y }], {X, Y }) does not
induce such a path between X and Y . We can now continue identification in this latent
projection and sum out W from P ′. The resulting expression for the causal effect is∑
z2,w
P (y|z2, z1, x, w)P (w|z2, z1, x)P (x|z2, z1)P (z2)∑
z2,w,y
′ P (y′|z2, z1, x, w)P (w|z2 , z1, x)P (x|z2, z1)P (z2)
,
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whereas the expression without applying the corollary is instead
∑
w

 ∑z2 P (y|z2, z1, x, w)P (w|z2 , z1, x)P (x|z2, z1)P (z2)∑
z2,y
′ P (y′|z2, z1, x, w)P (w|z2 , z1, x)P (x|z2, z1)P (z2)
×
∑
z2,y
′ P (y′|z2, z1, x, w)P (w|z2 , z1, x)P (x|z2, z1)P (z2)∑
z2,w
′
,y
′ P (y′|z2, z1, x, w)P (w
′|z2, z1, x)P (x|z2, z1)P (z2)
.
Additional examples are provided as an R script (R Core Team, 2017) at the JMLR online
paper repository. The script also includes all of the examples presented in this paper.
An interesting question is how pruning works together with simplification presented in
(Tikka and Karvanen, 2017b). We return to the example on identifying the causal effect
of X on Y in the graph of Figure 10. If we apply the ID algorithm without pruning and
perform simplification as a post-processing step, then the resulting expression is
∑
z3
∑
z2
P (y|z2, z3, z1, x)P (x|z2, z3, z1)P (z3|z2)P (z2)∑
z2
P (x|z2, z3, z1)P (z3|z2)P (z2)
P (z3|z2). (2)
This expression is in some aspects simpler than expression (1) obtained using pruning alone,
but does contain a sum over Z3 that was not originally present.
When pruning is introduced to the ID algorithm and simplification is again applied, the
resulting expression is instead∑
z3,z2
P (y|z2, z3, z1, x)P (x|z2, z3, z1)P (z3|z2)P (z2)∑
z2
P (x|z2, z1)P (z2)
,
which is noticeably simpler than expressions (1) and (2). This example shows, that when
pruning methods are employed together with simplification, a simpler expression can be
reached than what is possible with either pruning or simplification alone.
7. Discussion
We have presented criteria for removing variables from causal models that are not necessary
to achieve identifiability for a given causal effect, and showed how these criteria can be
applied in practice. We integrated our results into a new version of the ID algorithm called
PID as presented in Algorithm 2 to facilitate automatic processing of identifiability queries.
It should be noted that the ID algorithm already performs some pruning such as removing
non-ancestors of Y.
The pruning operations carried out by Algorithm 2 can significantly simplify the result-
ing expression compared to the traditional ID algorithm. Benefits of simplification can be
realized in various settings. A simpler expression is easier to understand and to evaluate,
since the dimensionality of the problem has been reduced. This is especially true for settings
where the expression has to be evaluated repeatedly. Simplification can also help dealing
with data where some variables are affected by bias or contain missing data. Obtaining an
expression that does not contain these variables has clear advantages. It may also be of
interest to obtain a different expression for the same causal effect.
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The choice of variable ordering on line 5 of Algorithm 2 is not arbitrary. However, avail-
able external knowledge may guide our selection to prefer certain orderings. For example, in
a situation where two latent projections are mutually exclusive, we may prefer an ordering
where the variable that is associated with the smallest cost, or of which we have the most
accurate measurements is not considered latent.
When PID is applied in conjunction with simplification methods described in (Tikka and Karvanen,
2017b), various situations that lead to complex expressions can be taken into account. These
methods complement each other, since the results in this paper deal with completely remov-
ing variables from the resulting expression, whereas the simplification methods focus on
symbolic summation of so-called atomic expressions, which are expression consisting of a
single sum and a number of product terms. An expression for a causal effect may consist
of multiple atomic expressions, some of which can be simplified and some of which can not.
We showed via examples that our improvements are not simply pre-processing steps to
be carried out before calling the ID algorithm, but actually provide significant benefits when
applied recursively. As the ID algorithm manipulates the original graph it often enables
the application of our results as well. As hedges characterize identifiability, it is possible to
consider latent projections in a more general manner, but this is not necessarily beneficial for
simplification. One could construct an algorithm that performs a search over the possible
subsets of V, and checks whether identifiability is retained in the corresponding latent
projection. However, as we have shown via examples, this may not be enough to obtain
a simpler expression, and the recursive structure of the ID algorithm needs to be taken
advantage of. Instead, we could consider a variant of the PID algorithm, where line 5 is
replaced by this procedure. However, one must be careful when applying this method, so
that the computation does not become intractable when the number of vertices increases
due to the complexity of the search.
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