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Abstrat. Pulse-oupled threshold units serve as paradigmati models for a wide range of omplex systems. When
the state variable of a unit rosses a threshold, the unit sends a pulse that is reeived by other units, thereby
mediating the interations. At the same time, the state variable of the sending unit is reset. Here we present and
analyze a lass of pulse-oupled osillators where the reset may be partial only and is mediated by a partial reset
funtion. Suh a partial reset haraterizes intrinsi physial or biophysial features of a unit, e.g., resistive oupling
between dendrite and soma of ompartmental neurons; at the same time the desription in terms of a partial reset
makes possible a rigorous mathematial investigation of the olletive network dynamis.
The partial reset ats as a desynhronization mehanism. For N all-to-all pulse-oupled osillators an inrease in
the strength of the partial reset auses a sequene of desynhronizing bifurations from the fully synhronous state
via states with large lusters of synhronized units through states with smaller lusters to omplete asynhrony.
By onsidering inter- and intra-luster stability we derive suient and neessary onditions for the existene and
stability of luster states on the partial reset funtion and on the loal dynamis of the osillators, as speied by their
rise funtion. This analysis of invariane and stability goes beyond monotoniity and urvature of the rise funtion
and lassies the loal dynamis aording to ertain expansion and ontration properties that depend also on the
third derivative of the rise funtion. We obtain analytial bounds for the stability of luster states and for a spei
lass of osillators a rigorous derivation of all N − 1 bifuration points. Thus the sequene of bifuration points is
extensive (of the order of the system size N) with the atual number of bifurating states growing ombinatorially
in N . We demonstrate that the entire sequene of bifurations may our due to arbitrarily small hanges of the
reset funtion. We illustrate that the transition is robust against strutural perturbations and prevails in presene
of heterogeneous network onnetivity and rise funtions with mixed urvature.
1. Introdution
Networks of pulse-oupled units serve as paradigmati models for a wide range of physial and biologial systems
as dierent as ardia paemaker tissue, plate tetonis in earthquakes, hirping rikets, ashing reies and
neurons in the brain [12, 11, 46, 7℄. In suh systems, units interat by sending and reeiving pulses at disrete times
that interrupt the otherwise smooth time evolution. These pulses may be sound signals, eletri and eletromagneti
ativations as well as pakets of mehanially released stress. Pulses are generated one the state of a unit rosses
a ertain threshold value (e.g. the mehanial stress of a tetoni plate beomes suiently large or the voltage
aross a nerve ell membrane beomes suiently high); thereafter the state of the sending unit is reset.
Synhronization of osillators is one of the most prevalent olletive dynamis in pulse-oupled systems [45, 21,
22, 8, 10, 30, 26, 27, 60℄. Often not all units are synhronized but form lusters onsisting of synhronized sub-groups
of units whih in turn are phase-loked to other lusters [21, 62, 44, 5, 30, 29, 40, 50, 51℄.
In neuronal networks synhronization and lustering of pulses onstitute potential mehanisms for eetive feature
binding. In this paradigm, dierent information aspets of the same objet represented by ativity of dierent nerve
ells are pooled together by temporal orrelations and in partiular due to synhronous ring [56, 57℄. However,
strong synhronized ring of nerve ells an also be detrimental: synhrony is prominent during epilepti seizures
[18, 42℄ and observed in the basal ganglia during Parkinson tremor [17℄. Here mehanisms for desynhronizing
neural ativity are desirable [59, 41℄.
To study key mehanisms that may underly synhronization, e.g. in biologial neural networks, analytial
tratable models of pulse-oupled osillator are helpful tools [49, 45, 38, 1, 21, 8, 63, 15℄. Here the rise of the state
variable of a free osillatory unit towards the threshold, the unit's rise funtion haraterizes the sub-threshold
dynamis. If after reeption of a pulse the state variable of the unit stays below threshold it is said to reeive sub-
threshold input, whereas exitation above the threshold is supra-threshold. Mirollo and Strogatz [45℄ showed that
biologial osillators always synhronize their ring in homogeneous networks with exitatory all-to-all oupling if
the rise funtion has a onave shape. The synhronization mehanism they nd has two parts: (i) eetive derease
of phase dierenes of units due to sub-threshold inputs and (ii) instant synhronization due to supra-threshold
inputs and subsequent reset to a xed value.
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In general, supra-threshold exitation and a subsequent reset is a dominant mehanism for synhronization of
pulse-oupled osillators beause input pulses that fore non-synhronized units to ross threshold at nearby times
are reset to the same value leaving the units in the same state or in very similar states afterwards. Although this
reset mehanism plays a ruial role in the synhronization proess and the oordination of pulse generation times,
its impliations for the olletive network dynamis has - to our knowledge - not been investigated systematially
so far: most existing model studies reset the units with supra-threshold inputs to a xed value independent of the
strength of supra-threshold exitation [6, 21, 38, 55, 62, 13, 15, 31℄. This results in a omplete loss of information
about the prior state of the units and makes the dynamis non-invertible. Some other studies onsider the opposite
extreme: a omplete onservation of supra-threshold inputs during pulse sending and reset [31, 8℄. Here we aim at
losing this gap by presenting and analyzing a model where the reset (and thus the loss of information about the
prior state and the strength of supra-threshold exitation) an be varied systematially.
This artile is organized as follows: In setion 2 we propose a simple model of pulse-oupled osillators with partial
reset, where the response to supra-threshold inputs an be ontinuously tuned and is not an all-or-none eet. To
isolate the onsequenes of partial reset, we fous on homogeneous systems of all-to-all pulse-oupled osillators with
onvex rise funtion. In setion 3 we briey present the results of numerial simulations and nd that the partial
reset has a strong inuene on the olletive network dynamis: Inreasing the strength of the partial reset indues
bifurations from the fully synhronous state via states with large lusters of synhronized units through states
with smaller lusters to omplete asynhrony. We study this transition rigorously by onsidering existene and
stability periodi luster states with respet to inter-luster properties in setion 3.4 and to intra-luster properties
in 3.5. We derive onditions on the partial reset funtion and the rise funtion to bound regions of existene and
stability of luster states. In 3.6 we present a rigorous derivation of N − 1 bifuration points for a spei lass
of osillators. We demonstrate that the entire sequene of bifurations may our for arbitrarily small hanges of
the reset funtion, thus underlining the strong impat of partial reset on olletive network dynamis. In setion
4 we numerially illustrate that the transition is robust against strutural perturbations and prevails in presene
of heterogeneous network onnetivity and rise funtions with mixed urvature. In setion 5 we disuss our results
and relate the simple partial reset model to biophysially more realisti neuron models .
Spei aspets of the impliations of linear partial reset on synhronization properties for osillators have been
briey reported before [35℄.
2. Networks of Pulse-Coupled Units with Partial Reset
We rst propose a lass of pulse oupled threshold elements with partial reset and thereafter fous on units that
osillate intrinsially.
2.1. Absorption Rule and Instant Synhronization. We onsider N threshold elements, whih at time t are
haraterized by a single real state variable ui(t) with i ∈ {1, 2, . . . , N}. In the absene of interations the state
variables evolve freely aording to the dierential equation
(2.1)
d
dt
ui = F (ui)
with a smooth funtion F : R → R speifying the intrinsi dynamis of the units. The free dynamis are endowed
with an additional nonlinear reset upon reahing a xed threshold θ from below
(2.2) ui
(
t−
)
= θ ⇒ ui (t) = ρ
where ρ < θ is the reset value and we used the notation ui (t
±) = limsց0 ui (t± s). By an appropriate shift and
resaling of the state variable and its dynamis we set ρ = 0 and θ = 1 without loss of generality.
The units are δ-pulse oupled. If unit j reahes the threshold a pulse of strength εij ≥ 0 is send instantaneously
to units i and their membrane potential is inreased by an amount εij
(2.3) uj
(
t−
)
= θ ⇒ u(1)i = ui
(
t−
)
+ εij
If there is no onnetion from unit j → i we set εij = 0.
If a unit i rosses the threshold due to a pulse from unit j
(2.4) ui
(
t−
)
+ εij ≥ θ
it is said to reeive supra-threshold input. If a unit reeives supra-threshold input it rosses the threshold from
below, sends a pulse and is reset. Previous models usually reset these units in the same way as if they reahed the
threshold without this reurrent input. In this type of reset, also referred to as the absorption rule (e.g. [45℄)
(2.5) ui (t) ≥ θ ⇒ ui
(
t+
)
= ρ
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Figure 2.1. Model dynamis. (a) Sample traes of three units with (i) network onnetivity εji =
εki > 0. (ii) At time t = t1 unit i reahes the threshold θ and its membrane potential is reset to ρ. It
generates a pulse whih is send to the units j and k. (iii) unit j reeives the pulse and its membrane
potential is inreased to uj(t
−
1 )+εji, the pulse is sub-threshold. (iv) unit k reeives a supra-threshold
pulse, uk(t
−
1 ) + εkj ≥ θ, its membrane potential is set to R(ζ) = R
(
uj(t
−
1 ) + εkj − θ
)
using the
partial reset funtion R. (b) Sample avalanhe proess with Θ = {1, 2, 3} and n = 3 in (i) a N = 4
all-to-all network εij = (1 − δij)ε. (ii) unit i = 1 reahes the threshold Θ(0) = {1} and sends a
pulse to the other units (arrows). Their potentials are updated to u
(1)
i = ui(t
−) + εi1, ausing unit
i = 2 to generate a pulse, Θ(1) = {2}. (iii) The pulse is reeived by the other units yielding a
potential u
(2)
i = u
(1)
i + εi2 whih brings unit i = 3 above threshold Θ
(2) = {3}. (iv) The potentials
beome u
(3)
i = u
(2)
i + εi3 and no further unit rosses the threshold, Θ
(3) = ∅. (v) The avalanhe
stops and units that reeived supra-threshold input are reset to ui(t) = ρ+R
(
u
(3)
i − θ
)
.
the total supra.threshold input is lost. As a onsequene two or more units initially in dierent states ui and
simultaneously reeiving supra-threshold inputs will all be reset to the same value ρ, making the absorption rule
a strong instant synhronizing element of the network dynamis. An alternative onsidered in previous studies as
[38, 31℄ is total input onservation,
(2.6) ui (t) ≥ θ ⇒ ui
(
t+
)
= ρ+ (ui (t)− θ)
i.e. the total supra-threshold input harge ζ = ui (t)− θ is added to the potential ρ after the reset.
2.2. Partial Reset. Here we propose a more general model where the reset value is given by a partial reset funtion
R(ζ) that depends on the supra-threshold input harge ζ = ui(t)− θ,
(2.7) ui(t) ≥ θ ⇒ ui
(
t+
)
= ρ+R (ui(t)− θ)
We assume that supra-threshold inputs only lead to exitatory ontributions and thus dene:
Denition 1. A funtion R : R → R whih is monotonially inreasing and satises R (0) = 0 is alled a partial
reset funtion.
For a linear partial response we set
(2.8) Rc (ζ) = cζ
with the remaining fration 0 ≤ c ≤ 1 of supra-threshold input harge after the reset. For c = 0 we reover the
absorption rule (2.5) while c = 1 orresponds to total harge onservation (2.6).
Motivation for this extension omes from neural networks. Neurons onsist of funtionally dierent ompart-
ments, inluding the dendrite and the soma. While synapti input urrents are olleted in the dendrite, the
eletrial pulses are generated at the soma. Additional harges not used to exite a spike may stay on the dendrite
and ontribute to the membrane potential after reset at the soma. Due to intra-neuronal interations a part of this
supra-threshold input harge may be lost due to the reset at the soma:
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Denition 2. A partial reset funtion R is said to be neuronal, if 0 ≤ R(ζ) ≤ ζ for all ζ ≥ 0.
2.3. The Avalanhe Proess. Sine the interation is instantaneous, a pulse generated by unit j may lift other
units above threshold simultaneously. These then generate a pulse on their own, et. This leads to an avalanhe of
pulses (f. g. 2.1): Units reahing the threshold at time t due to the free time evolution dene the triggering set
(2.9) Θ(0) =
{
j | uj
(
t−
)
= θ
}
The units j ∈ Θ(0) generate spikes whih are instantaneously reeived by all the onneted units i in the network.
In response, their potentials are updated aording to
(2.10) u
(1)
i := ui
(
t−
)
+
∑
j∈Θ0
εij
The initial pulse may trigger ertain other units k ∈ Θ(1) =
{
k | uk (t−) < 1 ≤ u(1)k
}
to spike, et. This proess
ontinues n ≤ N steps until no new unit rosses the threshold. At eah step m ∈ {2, 3, . . . , n} the potentials are
updated aording to
(2.11) u
(m+1)
i := u
(m)
i +
∑
j∈Θm
εij
where
Θ(m) =
{
k | u(m−1)k < 1 ≤ u(m)k
}
The potentials immediately after the avalanhe Θ =
⋃n
q=0Θ
(q)
of size a = |Θ| are obtained via
(2.12) ui
(
t+
)
=
{
ui (t
−) +
∑
j∈Θ εij i /∈ Θ
ρ+R
(
ui (t
−) +
∑
j∈Θ εij − θ
)
i ∈ Θ
using the partial reset R for units having reeived supra-threshold inputs.
In general there is an ambiguity in xing the preise order of potential updates and resets during the avalanhe.
For example an instantaneous reset ould diretly follow a single supra-threshold input pulse instead of resetting the
potentials at the end of the avalanhe. Motivation for our hoie again omes form neurosiene: It is valid when
the time sale of the ation potential (and subsequent reset) is muh faster than the time sale of the synapti input
urrents. These in turn should be muh faster than the time sale of the mehanism reduing the supra-threshold
input, e.g. the refratory period (f. the forthoming publiation [36℄). Our model (2.12) then is the limit where
all these time sales beome small ompared to the time sale of the intrinsi interation free dynamis.
For non-zero partial reset funtions potential dierenes of osillators involved in a single avalanhe will in general
not be fully synhronized after the reset. Thus despite the fat that units are generating pulses simultaneously they
an have dierent phases afterwards. We therefore distinguish between phase synhrony where units have idential
phases and the weaker ondition of pulse synhrony whih orresponds to simultaneous ring only but allows
dierenes in the phases. When examining the system with a higher time resolution phase synhronized units will
stay synhronized whereas pulse synhronized units re within a short time interval.
2.4. Phase Representation of Pulse-Coupled Osillators with Partial Reset. In the remainder of this
artile we will onentrate on units with stritly positive F > 0 in (2.1). Then the individual units beome
osillatory as the stritly monotonially inreasing trajetory ui(t) of a unit i starting at ui(0) = 0 reahes the
threshold after a time T and is reset to zero again. By an appropriate resaling of time we set T = 1. Dening a
phase like oordinate (f. [45℄) via
(2.13) φi (t) = U
−1 (ui (t)) :=
∫ ui(t)
0
1
F (u)
du
the interation free dynamis simplify to
(2.14)
d
dt
φi(t) = 1
By denition U−1 is stritly monotonially inreasing and has a stritly monotonially inreasing inverse U . By
our hoie of normalization they obey U−1 (0) = 0 = U (0) and U−1 (1) = 1 = U (1). Note that the funtion U (φ)
aptures the intrinsi rise of the membrane potential towards the threshold.
Denition 3. A smooth funtion U : [0,∞)→ [0,∞) is alled a rise funtion if it is stritly monotoni inreasing
U ′ > 0 and is normalized to U (0) = 0 and U (1) = 1.
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Denition 4. Given a rise funtion U and a partial reset funtion R we dene for ε ≥ 0 the (sub-threshold)
interation funtion Hε : [0,∞)→ [0,∞) by
(2.15) Hε (φ) := H (φ, ε) := U
−1 (U (φ) + ε)
and the supra-threshold interation funtion Jε :
[
U−1 (θ − ε) ,∞)→ [0,∞) by
(2.16) Jε (φ) := J (φ, ε) := U
−1 (R (U (φ) + ε− θ))
We remark that H−1ε = H−ε. The pulse-oupling in the potential representation eq. (2.3) arries over to the
phase piture using the interation funtion H :
(2.17) φj
(
t−
)
= 1 ⇒ φi (t+ τ) = H
(
φi
(
(t+ τ)−
)
, εij
)
Equation (2.12) for phases after an avalanhe Θ at time t beomes
(2.18) φi
(
t+
)
=

H
(
φi (t
−) ,
∑
j∈Θ εij
)
i /∈ Θ
J
(
φi (t
−) ,
∑
j∈Θ εij
)
i ∈ Θ
3. Network Dynamis
To identify the eets of the partial reset on the olletive network dynamis we here rst fous on homogeneous
networks onsisting of N units with all-to-all oupling and without self-interation, i.e.
(3.1) εij = (1− δij)ε
i, j ∈ {1, 2, . . . , N}. We impose the ondition ∑j εij = (N − 1)ε < θ − ρ = 1 to avoid self-sustained avalanhes of
innite size.
The analysis of Mirollo and Strogatz [45℄ shows that in this situation (with a slightly dierent avalanhe proess)
synhronization from almost all initial onditions is ahieved when the rise funtion is onave (U ′′ < 0) and the
absorption rule (R ≡ 0) is used. In fat, their result an be generalized to the partial reset model used here and any
partial reset funtion R that is non-expansive (e.g. R′ ≤ 1). For expansive R the synhronized state no longer has to
be the global attrator of the dynamis and typially irregular dynamis are observed. The proof of synhronization
for non-expansive partial resets and the analysis of the bifuration to the irregular dynamis are presented in a
forth oming study [36℄.
In this artile we onentrate on onvex rise funtions U , i.e.
(3.2)
d2
dφ2
U (φ) > 0 .
This property holds for large lass of ondutane based leaky-integrate-and-re (LIF) neurons and a lass of
quadrati-integrate-and-re (QIF) neurons (f. appendix (B)). Studying onvex rise funtions is further motivated
by the fat that for these rise funtions we already observe a rih diversity of olletive network dynamis with a
strong dependene on the partial reset R. However, some of our results also apply to more general rise funtions
and in partiular to sigmoidal shapes as often found for neurons [19, 23℄.
3.1. Numerial Results: A Sequene of Desynhronizing Bifurations. Systemati numerial investigations
indiate a strong dependene of the network dynamis on the partial reset R. In partiular, we nd synhronous
states, luster states, asynhronous states and a sequential desynhronization of lusters when inreasing the partial
reset strength, e.g. by inreasing the parameter c when using R = Rc.
Starting in the synhronized state and then applying a small perturbation to the phases we observe that the
synhronized state is stable for suiently small c (g. 3.1 I). When inreasing the partial reset strength the
synhronized state beomes unstable and we observe smaller lusters in the asymptoti network dynamis (g. 3.1
II) where the nal luster state depends on the preise form of the perturbation. The maximally observed luster
sizes depend on the value of c (g. 3.3). For suiently large c only the asynhronous splay state, i.e. a state with
maximal luster size a = 1 , is observed (g. 3.1 III).
Starting from random initial onditions we nd that for suiently small c the synhronous state oexists with a
variety of luster states and the asynhronous state (g. 3.2 I and g. 3.3). Inreasing c, the states involving larger
lusters beome unstable (g. 3.2 II) until nally all random initial onditions lead to the asynhronous state (g.
3.2 III).
What is the origin of this rih repertoire of dynamis and whih mehanisms ontrol the observed transition
of sequential desynhronizing bifurations? To answer these questions, we analytially investigate the existene
and stability of periodi states involving lusters of arbitrary sizes a ≤ N . The following analysis reveals that
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Figure 3.1. Desynhronization transition in a network with parameters N = 50, ε = 0.0175,
U = Ub, b = −3, R = Rc for dierent values of the partial reset strength: (I) c = 0.025 < c(N)cr ,
(II) c = 0.5 ∈
(
c
(N)
cr , c
(2)
cr
)
and (III) c = 0.7 > c
(2)
cr . Plotted are (a) the phases φi (tr) of all units at
pulse generation times tr of the r-th spike of a referene unit (f. return map (3.9)), (b) potential
traes of all units and () the raster plots marking the times of pulse generation of eah unit i.
The network is started in the synhronous state and then a small perturbation is applied at a time
indiated by arrows.
the sequene of bifurations is ontrolled by two eets: sub-threshold inputs that are always synhronizing and
supra-threshold inputs that are either synhronizing or desynhronizing depending on the partial reset strength.
3.2. Strategy of the Analysis. We split up our analysis of the dynamis into two parts. First we assume that
all avalanhes are invariant, i.e. the given lusters do not deay into smaller sub-lusters. This assumption allows
to group all osillators ring in a single avalanhe together into a single meta-osillator with inreased ring
strength and an eetive self interation (f. g. 3.4). The analysis of a state Φ in homogeneous all-to-all network
(εij = (1 − δij)ε) of N osillators with avalanhe sizes as, s ∈ {1, 2, . . . ,m},
∑
s as = N then redues to analyzing
a network of m meta-osillators with oupling strengths
(3.3) εij = (1− δij)εi + δijεii
and εi = aiε, εii = (ai − 1)ε.
In a seond step we derive onditions under whih an avalanhe of a ertain size will indeed not deay into smaller
groups.
3.3. Notations: State Spae, Firing and Return Map. A state of a network of N pulse-oupled osillators is
ompletely speied by a phase vetor
(3.4) Φ = (φ1, φ2, . . . , φN ) ∈ SN = S1 × · · · × S1︸ ︷︷ ︸
N times
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Figure 3.2. Same as in Fig. 3.1 but starting the dynamis form random initial phases distributed
uniformly in the interval [0, 1). (IIIb) As the transient is similar to (IIb) a lose up of the asymp-
toti asynhronous (splay) state is shown instead. In () the osillator are labeled by inreasing
initial phases.
where φi ∈ S1 = R/Z are the phases of the individual units. Sine the time evolution in between avalanhes is a
pure phase shift (2.14) it is onvenient to onsider a Poinare setion S of SN with states just before the ring of
one or more osillators, i.e.
(3.5) S = {Φ ∈ SN | ∃j ∈ {1, . . . , N} , φj = 1} .
It is onvenient to relabel the osillators after eah avalanhe suh that 1 = φ1 ≥ φ2 ≥ . . . φN−1 ≥ φN > 0. To
speify the state of the network ompletely the permutation pi−1 used for relabeling of the osillators is remembered.
The largest phase φ1 = 1 thus belongs to the osillator i = pi(1), the seond largest φ2 to i = pi(2), et., and the
smallest φN to osillator i = pi(N). Thus an equivalent desription of the state spae S is given by
(3.6) Sp = {((φ2, . . . , φN ) , pi) ∈ SN−1 × SN | 1 ≥ φ2 ≥ . . . φN−1 ≥ φN ≥ 0}
Here SN is the group of all permutations of N elements. We use the onvention that all index labels i are taken
modulo the network size N , e.g. labels i = j and i = N + j denote the same osillator.
The Poinare map of the network dynamis for the Poinare setion S is the ring-map K that maps the state
Φ ∈ S of the network just before the s-th ring time ts of an avalanhe to the state just before the next avalanhe
that ours at time ts+1:
(3.7) K
(
Φ
(
t−s
))
= Φ
(
t−s+1
) ∈ S
Having determined the next avalanhe Θ from a state Φ ∈ S, the map K is a omposition of the avalanhe map
(2.18) and a subsequent shift of all phases to a state in S. Note that the ring map is fully determined by the pair
(Θ, σ) whih is a funtion of Φ. We denote a phase shift of size σ by
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Figure 3.3. Sequential desynhronization transition in a network of N = 50 units (U = Ub,
b = −3, ε˜ = 0.0175). Asymptoti luster sizes a observed in the asymptoti network dynamis of
500 simulations for eah c ∈ {0, 0.025, . . . , 1} starting from a perturbed synhronous state (•, f. g.
3.1) or from other random phases distributed uniformly in [0, 1) (◦ f. g. 3.2). The shaded area
marks the sequential desynhronizing transition, the solid line shows the exat theoretial predition
(3.36) ontinuously interpolating the N − 1 bifuration points c(a)cr , a ∈ {2, 3, . . . , N} above whih
lusters of size a beome unstable. The gap for lusters sizes 43 < a < 50 at 0 < c < c
(2)
cr appears
as luster states involving these avalanhe sizes do not exist aording to lemma 7.
Figure 3.4. Network redution method. (a) A network of N = 4 osillators produing an
avalanhe of three units as in Fig. 2.1 may be eetively redued to (b) a smaller network of
size N = 2 with inhomogeneous oupling and self-interations by grouping the osillators involved
in the avalanhe to a single meta-osillator. The eetive network onnetivity then has the form
(3.3).
(3.8) S (φ, σ) := Sσ (φ) := φ+ σ
The equivalent ring map ating on the state spae Sp is denoted by Kp. For the phase part we write
K
p
Φ
((
ψ
(0)
2 , . . . , ψ
(0)
N
)
, pi(0)
)
=
(
ψ
(1)
2 , . . . , ψ
(1)
N
)
.
To trak the network dynamis we onsider a mapping of the state just before a xed referene osillator k res in
an avalanhe at time tr to the state just before this osillator res again at tr+1:
(3.9) M
(
Φ
(
t−r
))
= Φ
(
t−r+1
)
M is alled the return-map and is the Poinaré map of the system on the setion {Φ ∈ S |φk = 1}. Again the
equivalent return map ating on Sp is denoted by Mp. The number m of avalanhes ourring in the appliation
of the return map is a funtion of the initial phase vetor Φ = Φ (t−r ) and the return map M then is a omposition
of m ring maps K. Thus M is ompletely speied by an ordered ring sequene
(3.10) F = F (Φ) = {(Θs, σs)}ms=1
where the pairs (Θs, σs) speify the avalanhe set Θs and subsequent shift σs of the s-th ring map.
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Given a ring sequene (3.10), we set as = |Θs| and in the ase of homogenous networks with oupling (3.1),
εs = asε. A omposition of shift and interation maps is denoted as
(3.11)
m⊙
s=1
(Sσs ◦Hεs) (φ) := Sσm ◦Hεm ◦ Sσm−1 ◦Hεm−1 ... ◦ Sσ2 ◦Hε2 ◦ Sσ1 ◦Hε1 (φ)
3.4. Existene and Stability of Asynhronous Periodi States in Meta-Osillator Networks.
Denition 5. An asynhronous periodi state of a network of N pulse-oupled osillators is a state Φ ∈ S whih
is invariant under the return map, i.e. M (Φ) = Φ, and with avalanhe sizes as = 1, s ∈ {1, 2, . . . , N}, i.e. eah
osillator generates a pulse separately and does not reeive supra-threshold input.
Initially assume that all lusters stay forward invariant, i.e. do not deay in to smaller sub-lusters during the
network dynamis (f. se. 3.2) and thus onsider networks of meta-osillators with eetive oupling matrix (3.3).
A periodi luster state in the original model thus beomes an periodi asynhronous state in the redued eetive
meta-network. In the following we derive onditions for the existene of the asynhronous state and its stability in
a meta-network.
Lemma 6. Consider a network (2.17)-(2.18) of N osillators with pulse oupling matrix (3.3) and neuronal partial
reset. Let Σ = (σ1, . . . , σN ) ∈ RN and dene L : RN × S1 → RN by
Li(Σ, φ) :=
N+i−1⊙
s=i+1
(Sσs ◦Hεs) ◦ Sσi ◦ Jεii(φ)
for i ∈ {1, 2, . . . , N}. Then the asynhronous state exists if and only if there is a solution Σ∗ ∈ RN to the equation
(3.12) L(Σ, 1) = (1, 1, . . . , 1)
that satises σ∗r > 0 for all r ∈ {1, 2, . . . , N}.
Proof. Assume there is a solution Σ∗, σ∗i > 0. Set
φ∗1 = 1, φ
∗
i =
(
H−1ε1 ◦ S−1σ∗1
)
◦
(
H−1ε2 ◦ S−1σ∗2
)
◦ · · · ◦
(
H−1εi−1 ◦ S−1σ∗i−1
)
(1)
for i ∈ {2 . . . , N}. Using that Σ∗ is a solution to (3.12) we have ⊙N−1r=1 (Sσ∗r ◦Hεr) ◦ Sσ∗N ◦ JεNN (1) = 1 and
φ∗N = Sσ∗N ◦ JεNN (1) > 0 sine σ∗N > 0. Further using εi > 0 and σ∗r > 0 the phases are ordered aording to
φ∗1 = 1 > φ
∗
2 > · · · > φ∗N > 0 and Φ∗ = (φ∗1, φ∗2, . . . , φ∗N ) ∈ S.
Starting from the state Φ∗ the rst pulse of osillator i = 1 results in potentials u
(1)
1 = R (ε11), u
(1)
i = U (φ
∗
i )+ε1,
i ∈ {2, 3, . . . , N}. Sine R (εii) ≤ εii ≤ εi < εi + U(φ) for all φ > 0 and Hεi(φ) < Hεi(ψ) for φ < ψ we have
u
(1)
1 < u
(1)
N < u
(1)
N−1 < · · · < u(1)2 . Further
u
(1)
2 = U (φ
∗
2) + ε1 = U
((
H−1ε1 ◦ S−1σ∗1
)
(1)
)
+ ε1 = U (1− σ∗1) < 1
as σ∗1 > 0. Thus osillator i = 1 res without triggering any further osillators yielding an avalanhe set Θ1 = {1}.
In addition the osillators have to be shifted by σ∗1 to obtain φ2 = 1. Thus the rst pair in the ring sequene is
({1} , σ∗1). Applying the same arguments to the new phases Φ∗(1) = K (Φ∗) yields ({2} , σ∗2) for the seond pair.
Repeating these steps N times one obtains a ring sequene
F (Φ∗) = {({r} , σ∗r )}Nr=1
Thus
Mi (Φ
∗) =
N⊙
r=i+1
(
Sσ∗r ◦Hεr
) ◦ Sσ∗
i
Jεii ◦
i−1⊙
r=1
(
Sσ∗r ◦Hεr
)
(φ∗i )
=
N⊙
r=i+1
(
Sσ∗r ◦Hεr
) ◦ Sσ∗
i
Jεii(1)
=
(
H−1ε1 ◦ S−1σ∗1
)
◦
(
H−1ε2 ◦ S−1σ∗2
)
◦ · · · ◦
(
H−1εi−1 ◦ S−1σ∗i−1
)
(1)
= φ∗i
using (3.12) in the third row. Hene M (Φ∗) = Φ∗ and the asynhronous state Φ∗ is invariant under the return
map.
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Conversely an periodi asynhronous state yields a solution to (3.12), sine by denition no osillator reeives
supra-threshold input and thus there are a phase shifts σi > 0 after eah pulse generation of osillators i ∈
{1, 2, . . . , N}. Invariane of the periodi asynhronous state then shows that in fat Σ = (σ1, σ2, . . . , σN ) is a
solution to (3.12). Hene there is no periodi asynhronous state if the solution does not exist. If there is a solution
with σ∗i ≤ 0, let s be the smallest index suh that σ∗s ≤ 0. Starting in the state Φ∗ the rst ring of osillator i = s
will ause osillator i = s+ 1 to re in the same avalanhe sine its potential at this point is given by
u
(1)
s+1 = U
[
s−1⊙
r=1
(
Sσ∗r ◦Hεr
) (
φ∗s+1
)]
+ εs
= U
[
H−1εs ◦ S−1σ∗s (1)
]
+ εs = U (1− σ∗s ) ≥ 1
i.e. {r, r + 1} ⊂ Θr and the system is not in a periodi asynhronous state. 
Corollary 7. In a network (2.17)-(2.18) of N osillators with homogeneous all-to-all oupling matrix (3.1) an
asynhronous (splay) state exists.
Proof. Let
L(σ) :=
N−1⊙
s=1
(Sσ ◦Hε) ◦ Sσ ◦ J0(1)
Now sine L(0) = U−1 (ε(N − 1)) < 1 and ∂
∂σ
L(σ) ≥ 1 the intermediate value theorem ensures the existene of a
σ∗ > 0 satisfying L (σ∗) = 1. Σ∗ = (σ∗, . . . , σ∗) is a solution to (3.12). This result is independent of the partial
reset R as εii = 0 and no osillator reeives supra-threshold input in the asynhronous state. 
In Fig. 3.3 we observe no luster states involving avalanhes of size 43 to 49. This is preisely beause 3.12 has
no solutions when setting εi = aiε, εii = (ai − 1)ε for a1 ∈ {43, 44, . . . , 49} and any further 0 < ai ∈ N, i ≥ 1 and
m suh that
∑m
s=1 as = 50.
Note that lemma 7 holds for any rise funtion U . If there are q dierent positive solutions to (3.12) there oexist
q dierent periodi asynhronous states. A onvex U ensures that the solution is unique beause L (Σ, 1) then
beomes invertible for all Σ ∈ RN . Another onsequene of onvexity is that given the existene of an asynhronous
state in a meta-osillator network it is linearly stable as the following theorem shows:
Theorem 8. Consider a network (2.17)-(2.18) of N osillators with pulse oupling matrix (3.3) and neuronal
partial reset. If a periodi asynhronous state exist it is linearly stable.
Proof. Existene of the asynhronous state (Φ∗, id) ∈ Sp with Φ∗ = (φ∗2, . . . , φ∗N ) implies invariane under the return
map Mp,
(3.13) Mp (Φ∗, id) = (Φ∗, id)
For the intermediate states we set(
Φ(s), pi(s)
)
:= (Kp)s (Φ∗, id) s ∈ {0, 1, 2, . . . , N}
If osillator i generates a pulse all osillators j 6= i reeive the same input εi and osillator i reeives an input
εii ≤ εi. Hene, using R(ζ) ≤ ζ, we nd that the osillators do not hange their ring order and pi(s) is a yli
permutation to the left pi(s)(i) = i− s.
We show that the asynhronous state is linearly stable: Adding a perturbation ∆(0) =
(
δ
(0)
1 , ..., δ
(0)
N−1
)
to the
asynhronous state suh that initially the phases are given by
Ψ(0) :=
(
φ
(0)
1 , ..., φ
(0)
N−1
)
= Φ∗ +∆(0)
We take the perturbation to be suiently small suh that the osillators still re asynhronously, i.e. the avalanhes
are of size as = 1 and the order of the events is preserved. In the following, terms of order O
((
∆(0)
)2)
are negleted
whih we indiate by a dot above the equality sign (
.
=). After s ring events the phases are
Ψ(s) = KpΦ
(
Ψ(s−1), pi(s−1)
)
.
= KpΦ
(
Φ(s−1), pi(r−1)
)
+∆(s) = Φ(s) +∆(s)
where
∆(s) = A(s)∆(s−1)
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is the phase perturbation before the next ring and A(s) is the Jaobian matrix of K
p
Φ at
(
Φ(s−1), pi(s−1)
)
(3.14) A
(s)
ij =
dKpi
dφj
(
Φ(s−1), pi(s−1)
)
.
Setting σ = 1−H (ψ2, εpi(1)) the phase part of the ring-map for N ≥ 3 is
(3.15) K
p
Φ (Ψ, pi) =


H
(
ψ3, εpi(1)
)
+ σ
H
(
ψ4, εpi(1)
)
+ σ
. . .
H
(
ψN , εpi(1)
)
+ σ
J
(
1, εpi(1)pi(1)
)
+ σ


T
Inserting (3.15) into (3.14) gives
(3.16) A(s) =


−a(s)2 a(s)3 0 . . . 0
−a(s)2 0 a(s)4
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. 0
−a(s)2 0 . . . 0 a(s)N
−a(s)2 0 . . . 0 0


with
(3.17) a
(s)
i =
d
dφ
Hεs
(
φ
(s−1)
i
)
=
U ′
(
φ
(s−1)
i
)
U ′
(
Hεs
(
φ
(s−1)
i
))
Sine εj > 0 it follows that Hεj (φ) = U
−1 (U(φ) + εj) > φ. Thus a
(s)
i < 1 sine U is onvex. Also U
′ > 0 and
hene
(3.18) 0 < a
(s)
i < 1
Now the Eneström-Kakeya theorem (f. appendix A and [24, 34, 4, 32℄) applied to the matrix A(s) shows that with
these properties the spetral radius ρ
(
A(s)
)
of A(s) satises
ρ
(
A(s)
)
≤ r(s) = max
i∈{1,...,N−1}
a
(s)
i < 1
Thus
(3.19)
∥∥∥∆(nN)∥∥∥ =
∥∥∥∥∥
(
N∏
r=1
A(s)
)n
∆(0)
∥∥∥∥∥ ≤
N∏
r=1
ρ
(
A(s)
)n ∥∥∥∆(0)∥∥∥→ 0 as n→∞
and the asynhronous state is linearly stable. For N = 2, ρ
(
A(s)
)
= a2 < 1. 
This result is illustrated in Fig. 3.5: Due to the onvexity of the rise funtion osillators perturbed to larger
(smaller) phases ompared to the asynhronous state are less (more) advaned by input pulses pulling the perturbed
phases bak to the invariant asynhronous dynamis.
Combining orollary 7 and theorem 8 we obtain:
Corollary 9. In a network (2.17)-(2.18) of N osillators with homogeneous all-to-all oupling matrix (3.1), neu-
ronal partial reset R and onvex rise funtion U the periodi asynhronous (splay) state exists and is linearly stable.
3.5. Impat of Partial Reset on Intra-Cluster Stability. In the state of synhronous ring all units in an
all-to-all oupled network reeive a supra-threshold input pulse of strength (N − 1) ε suggesting a rather strong
inuene of the partial reset R onto the network dynamis. Indeed, as shown in Fig. 3.3 for the partial reset Rc
one observes a sequential destabilization of lusters when inreasing the reset strength c. In this subsetion we
study this behavior analytially and explain the observed transition. The strategy is to fous on a single luster
and derive general onditions whih ensure the stability of this luster under the return map. As the return map
depends on the ring sequene F only we give lower bounds below whih luster sizes are ensured to be stable and
upper bounds above whih luster sizes are unstable. However, we nd that for a speial lass of rise funtions a
full analytial treatment is possible.
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Figure 3.5. Stability of the asynhronous state. (a) Graph a network of N = 2 osillators
with onnetivity εij = (1− δij) εj with 0 < ε2 < ε1. (b) Firing of osillator i = 1. For the
osillator i = 2 with initial phase ψ
(0)
2 = φ
(0)
2 + δ
(0)
smaller than in the invariant asynhronous
state φ
(0)
2 (gray) the input advanes the phase ψ
(0)
2 more in omparison with the advane of φ
(0)
2
in the asynhronous state due to the onvexity of the rise funtion. () After the interation a
subsequent shift ompletes the ring map K. In total the derivation from the asynhronous state
δ(1) has beome smaller. (d) Firing of osillator i = 2. Phases whih are perturbed to larger values
than the asynhronous state are less advaned by inputs due to onvexity of the rise funtion,
i.e. Hε1
(
ψ
(0)
2
)
− ψ(0)2 > Hε1
(
φ
(0)
2
)
− φ(0)2 . (d) In total the return map M dereases the phase
perturbations
∣∣δ(2)∣∣ < ∣∣δ(0)∣∣. These stabilizing dynamis of the asynhronous state due to the
onvexity of the rise funtion generalizes to larger networks as proven in theorem 8.
Denition 10. A ring sequene F is admissible if there is a state Φ ∈ S whih has ring sequene F = F(Φ).
It is further alled trigger invariant if for the osillators i ∈ Θ(0)1 = {j ∈ {1, 2, . . . , N} |φj = 1} triggering the rst
avalanhe of the state Φ = (φ1, . . . , φN ) (f. (2.9)) the return map satises Mi(Φ) = 1. Thus for a trigger invariant
ring sequene F with m intermediate avalanhes Θ(0)1 ⊂ Θ(0)m+1. The set of all trigger invariant ring sequenes is
denoted by T . The set of F ∈ T with initial avalanhe size a1 = |Θ1| is denoted by Ta1 .
Let us fous on a single avalanhe of size a1 in the network dynamis. To ensure that all units in this avalanhe
re together again after the return map is applied all units in this avalanhe whih were triggered to re by
a ∈ {1, 2, . . . , a1 − 1} preeding spikes i.e. with phases in
ITa =
[
U−1 (1− aε) , 1]
have to be triggered again after applying the return map. Given a ring sequene F = {(εr, σr)}mr=1 the return
map for osillators i ∈ Θ1 in the rst avalanhe is given by
MF(φ) :=
m⊙
r=2
(Sσr ◦Hεr ) ◦ Sσ1 ◦ Jε1 (φ)
Hene the onditions
(3.20) MF
(
ITa
) ⊂ ITa
for all a ∈ {1, . . . , a1 − 1} and all admissible ring sequenes F ∈ Ta1 ensure a luster of size a1 to not split up
under return.By nding the most synhronizing and most desynhronizing ring sequenes (i.e. best and worst
ase ring sequenes) F ∈ Ta1 these onditions yield upper and lower bounds for stability of a luster of size a1
under the return map.
Lemma 11. Consider a network (2.17)-(2.18) of N osillators with homogeneous all-to-all oupling matrix (3.1).
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Set
wa1a = inf
F∈Ta1
MF
(
U−1 (1− aε))
and
ba1a = sup
F∈Ta1
MF
(
U−1 (1− aε))
Then the onditions
(3.21) wa1a ≥ U−1 (1− aε)
for a ∈ {1, 2, . . . , a1 − 1} are suient and
(3.22) ba1a ≥ U−1 (1− aε)
are neessary for a luster of size a1 to be invariant under return.
Proof.
∂
∂φ
MF (φ) > 0 and thus onditions (3.20) are equivalent to MF
(
U−1 (1− aε)) ≥ U−1 (1− aε) for a ∈
{1, 2, . . . , a1 − 1} and all admissible F ∈ Ta1 . 
Finding the wa1a and b
a1
a for general U and R an be done numerially using optimization tehniques. However,
there are two lasses of rise funtions whih allow further analytial investigation. Most of the ommonly used rise
funtions, as e.g. the rise funtion of the LIF neuron or the ondutane based LIF neuron fall into one of these
lasses (f. Appendix B).
Two osillators initially at phases φ and φ+∆φ reeiving a pulse of strength ε will have a new phase dierene
(3.23) ∆H (φ,∆φ, ε) := Hε (φ+∆φ) −Hε (φ) .
We denote the domain of ∆H as
D := {(φ,∆φ, ε) | 0 ≤ ε ≤ 1, 0 ≤ φ ≤ 1, 0 ≤ ∆φ ≤ U−1 (1− ε)− φ} .
Denition 12. A rise funtion U is inreasing the hange of phase dierenes (ipd) i
(3.24)
∂
∂φ
∆H (φ,∆φ, ε) ≥ 0 for all (φ,∆φ, ε) ∈ D .
Conversely, it is dereasing the hange of phase dierenes (dpd) i
(3.25)
∂
∂φ
∆H (φ,∆φ, ε) ≤ 0 for all (φ,∆φ, ε) ∈ D .
As shown in appendix B.2 the ipd (dpd) property is related to the third derivative of U .
The following lemma allows to bound the hange in phase dierenes if the rise funtion is ipd or dpd:
Lemma 13. Let εr, σr ≥ 0, r ∈ {1, 2, . . . ,m}, ε =
∑m
r=1 εr, σl ≥ 0. Choose a σu ≥ 0 suh that
m⊙
r=1
(Sσr ◦Hεr ) (φ) ≤ Hε ◦ Sσu (φ) .
and let ψ ≤ φ. Then for an ipd rise funtion U
(3.26) Sσl ◦Hε (φ)− Sσl ◦Hε (ψ) ≤
m⊙
r=1
(Sσr ◦Hεr ) (φ)−
m⊙
r=1
(Sσr ◦Hεr ) (ψ) ≤ Hε ◦ Sσu (φ)−Hε ◦ Sσu (ψ)
If U is dpd then
(3.27) Sσl ◦Hε (φ)− Sσl ◦Hε (ψ) ≥
m⊙
r=1
(Sσr ◦Hεr ) (φ)−
m⊙
r=1
(Sσr ◦Hεr ) (ψ) ≥ Hε ◦ Sσu (φ)−Hε ◦ Sσu (ψ)
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Proof. Consider ipd rise funtions rst: To show the rst inequality of eq. (3.26) we use indution on m. The
statement is learly true for m = 1. Assume it is true for m ≥ 1 then
Sσl ◦Hε (φ) − Sσl◦Hε (ψ) = Hεm+1 ◦Hε−εm+1 (φ) −Hεm+1 ◦Hε−εm+1 (ψ)
=∆H
(
Hε−εm+1 (ψ) , Hε−εm+1 (φ)−Hε−εm+1 (ψ) , εm+1
)
≤∆H
(
Hε−εm+1 (ψ) ,
m⊙
r=1
(Sσr ◦Hεr ) (φ)−
m⊙
r=1
(Sσr ◦Hεr ) (ψ) , εm+1
)
≤∆H
(
m⊙
r=1
(Sσr ◦Hεr ) (ψ) ,
m⊙
r=1
(Sσr ◦Hεr ) (φ)−
m⊙
r=1
(Sσr ◦Hεr ) (ψ) , εm+1
)
=
m+1⊙
r=1
(Sσr ◦Hεr ) (φ) −
m+1⊙
r=1
(Sσr ◦Hεr ) (ψ)
where we used the indution hypothesis and
∂
∂∆φ∆H > 0 (f. (3.23)) in the third, and in the fourth again the ipd
property and the fat that Hε−εm+1 (ψ) ≤
⊙m
r=1 (Sσr ◦Hεr ) if
∑m+1
r=1 εr = ε, σi ≥ 0. Substituting ≤ with ≥ we
obtain the result for dpd rise funtions.
For the seond inequality we also use indution over m. The statement is trivially true for m = 1. Let it be true
for m ≥ 1 and let σu ≥ 0 suh that
⊙m+1
r=1 (Sσr ◦Hεr ) (φ) ≤ Hε ◦ Sσu (φ). Then
Hε ◦ Sσu (φ)−Hε ◦ Sσu (ψ) = Hεm+1 ◦Hε−εm+1 ◦ Sσu (φ)−Hεm+1 ◦Hε−εm+1 ◦ Sσu (ψ)
= ∆H
(
Hε−εm+1 ◦ Sσu (ψ) , Hε−εm+1 ◦ Sσu (φ)−Hε−εm+1 ◦ Sσu (ψ) , εm+1
)
≥ ∆H
(
Hε−εm+1 ◦ Sσu (ψ) ,
m⊙
r=1
(Sσr ◦Hεr ) (φ) −
m⊙
r=1
(Sσr ◦Hεr ) (ψ) , εm+1
)
≥ ∆H
(
m⊙
r=1
(Sσr ◦Hεr ) (ψ) ,
m⊙
r=1
(Sσr ◦Hεr ) (φ)−
m⊙
r=1
(Sσr ◦Hεr ) (ψ) , εm+1
)
=
m+1⊙
r=1
(Sσr ◦Hεr ) (φ)−
m+1⊙
r=1
(Sσr ◦Hεr ) (ψ)
where in the third row we used the impliation
(3.28)
m+1⊙
s=1
(Sσs ◦Hεs) (φ) ≤ Hε ◦ Sσu (φ) ⇒
m⊙
s=1
(Sσs ◦Hεs) (φ) ≤ Hε−εm+1 ◦ Sσu (φ)
to apply the indution hypothesis. In the fourth row we again used
∂
∂∆φ∆H > 0, eq. (3.28) and the ipd property.
Substituting ≥ with ≤ we obtain the result for dpd rise funtions. 
This result is illustrated in Fig. 3.6 (a-) for ipd rise funtions.
The next theorem allows to determine bounds on the network parameters in order to ensure invariane or deay
of avalanhes under return:
Theorem 14. Consider a homogenous exitatory all-to-all network of N pulse-oupled osillators evolving aording
to (2.17)-(2.18) with neuronal partial reset R.
For idp rise funtions U the onditions
(3.29) U−1 (R ((a1 − 1)ε))− U−1 (R ((a1 − 1)ε− aε)) ≤ U−1 (1− (N − a1)ε)− U−1 (1− (N − a1)ε− aε)
for all a ∈ {1, 2, . . . , a1 − 1} are suient to ensure the invariane of an a1-avalanhe under return. Neessary
onditions are
(3.30) U−1 (R ((a1 − 1)ε) + (N − a1)ε)− U−1 (R ((a1 − 1)ε− aε) + (N − a1)ε) ≤ 1− U−1 (1− aε) .
Likewise for dpd rise funtions U suient onditions are (3.30) and neessary onditions (3.29) for an a1-
avalanhe to not split up under return.
Proof. Using lemma 13 we nd for an ipd rise funtion and F ∈ Ta1
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Figure 3.6. Rise funtions with inreasing hange (ipd) and no hange of phase dierenes. (a-)
Ipd rise funtion. An initial phase dierene ∆(0) hanges to ∆(1) after applying a ombination of
interation maps Hεr (blue) of total strength ε =
∑m
r=1 εr and shifts Sσr (green) suh that the nal
maximal phase values are idential. (a) For ipd rise funtions the dierene ∆(1) is the smallest
when the interation is applied in total before the shifts, i.e. Hε ◦Sσl and () largest when applied
after the shifts Sσu ◦Hε. (b) All other maps
⊙m
s=1 (Hεs ◦ Sσs) produe phase dierenes whih lie
in between these extremal values (f. lemma 13). (d-f) The rise funtion Ub is ipd and dpd, i.e.
the phase dierene ∆φ(1) is independent of the order in whih the interations and shifts are
applied.
MF(1)−MF
(
U−1 (1− aε)) = m⊙
r=2
(Sσr ◦Hεr ) (Sσ1 ◦ Jε1 (1))−
m⊙
r=2
(Sσr ◦Hεr )
(
Sσ1 ◦ Jε1
(
U−1 (1− aε)))
≤ H(N−a1)ε ◦ Sσu ◦ Jε1 (1)−H(N−a1)ε ◦ Sσu ◦ Jε1
(
U−1 (1− aε))
= 1−H(N−a1)ε ◦ Sσ ◦ Jε1
(
U−1 (1− aε))
with
(3.31) σu = U
−1 (1− (N − a1) ε)− U−1 (R (a1 − 1) ε)
and thus
wa1a = H(N−a1)ε ◦ Sσu ◦ Jε1
(
U−1 (1− aε))
in (3.21) yielding onditions (3.29). Similarly we nd
ba1a = 1−H(N−a1)ε ◦ Jε1 (1) +H(N−a1)ε ◦ Jε1
(
U−1 (1− aε))
whih yields the neessary onditions (3.30). For ddp rise funtions the expressions for wa1a and b
a1
a are interhanged.

Proposition 15. In a homogeneous all-to-all oupled network of N neural osillators evolving aording to (2.17)-
(2.18) with neuronal partial reset R and ddp rise funtion U the ondition
(3.32) R′(ζ) >
U ′
(
U−1 (R(ζ))
)
U ′ (U−1 (1− (N − 1)ε+ ζ)) for all (a1 − 2)ε ≤ ζ ≤ (a1 − 1)ε
is suient to ensure non-invariane of an a1-luster under return.
Proof. Using lemma 13 for a given ring sequene F = {(asε, σs)}ms=1 we estimate
(3.33) 1−H(N−a1)ε ◦ Sσu ◦ Jε1 (1−∆φ) ≤ 1−MF (1−∆φ) ≤ 1− Sσl ◦H(N−a1)ε ◦ Jε1 (1−∆φ)
with σu as in (3.31) and σl = 1−H(N−a1)ε (Ja1ε(1)). In general a a1-luster is triggered by a single osillator and
thus if
(3.34) 1−H(N−a1)ε ◦ Sσu ◦ Ja1 (1−∆φ) > ∆φ
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for all 0 < ∆φ ≤ 1 − U−1 (1− ε), we have 1 −MF (1−∆φ) > ∆φ whih implies that after a nite number of
iterations of the return map the ring of the rst osillator does not trigger the avalanhe any more. Setting
ζ = U (1−∆φ) + (a1 − 1)ε− 1 ondition (3.34) is equivalent to
(3.35) U−1 (R ((a1 − 1)ε))− U−1 (R (ζ)) > U−1 (1− (N − a)ε)− U−1 (1− (N − 1)ε+ ζ)
for all (a1 − 2)ε ≤ ζ < (a1 − 1)ε. For ζ = (a1 − 1)ε both sides in (3.35) are equal and the ondition (3.32) thus
ensures (3.35) to hold for all (a1 − 2)ε ≤ ζ < (a1 − 1)ε. 
Note that for onvex U and neuronal R the right hand side of inequality (3.32) is smaller than one and thus a
suient ondition for a1-avalanhes to split up after a nite number of appliations of the return map is
R′(ζ) ≥ 1 for all ζ ∈ [(a1 − 2)ε, (a1 − 1)ε]
In partiular for a partial reset Rc=1(ζ) = ζ all avalanhes beome unstable under the return map and thus by
orollary 9 only the asynhronous state remains stable for all onvex dpd U and c = 1.
We used theorem 8 and proposition 15 to determine for a onvex LIF rise funtion UCBLIF (f. B.5 eq. (B.7)) and
linear partial reset Rc the regime where avalanhes of dierent sizes beome unstable under return. The most strit
ondition in (3.29) is for a = 1 whih yields an impliit equation for the lower bounds on the ritial c values below
whih the invariane of a1-avalanhes is ensured. The upper bound is obtained by (3.30) using a = 1 and is very
lose to the bound given in proposition 15. The bounds are plotted in g. 3.7 and are in good agreement with the
numerial data.
Near the lower transition point c
(N)
crit the system shows aperiodi behavior when starting lose to the synhronous
state. A possible explanation for this dynamis is the ompetition of two ounterating mehanisms: (i) Large
avalanhes beome unstable under return and thus tend to desynhronize the phases whih results in a split of the
avalanhe into smaller stable avalanhes. (ii) The solution to equation (3.12) for these asynhronously ring smaller
lusters involves σ∗r ≤ 0, i.e. the smaller avalanhes tend to absorb eah other and resynhronize the system yielding
again larger unstable avalanhes. Note that here irregular dynamis arise via a mehanism dierent form as for
example network heterogeneity [15℄ or using exitatory and inhibitory interations [67℄.
3.6. Extensive Sequene of Desynhronizing Bifurations  A Solvable Example. Figure 3.6 (d-f) illus-
trates that the rise funtion Ub is both ipd and dpd. In fat,
∆Hb (φ,∆φ, ε) := Hb (φ+∆φ, ε)−Hb (φ, ε) = ∆φebε
is independent of φ and hene
∂
∂φ
∆Hb (φ,∆φ, ε) = 0 .
Figure 3.7. Sequential desynhronization in a network (N = 100) with ipd rise funtion UCBLIF
(Eeq = 1.1, Esyn = 3) and linear partial reset Rc. (a) Observed luster sizes of periodi states
after a time t = 10000. For eah c value 100 simulations were started in the synhronous state
with a small perturbation added. The upper line shows the bounds on a obtained from (3.30) in
theorem 14 above whih a-lusters are unstable. The lower line is the bound obtained via (3.29)
below whih a-lusters are ensured to be stable. The shaded area marks the transition region where
states other than the synhronous an asynhronous state are observed. In the blue region we nd
no periodi asymptoti dynamis. The dashed lines show the theoretial bounds for the transition
region. (b) Aperiodi dynamis for c1 = 0.18.
PARTIAL RESET IN PULSE-COUPLED OSCILLATORS 17
Thus for Ub equality holds in (3.26) and the best- and worst-ase return maps beome idential. This property
allows to obtain exat analytial results.
Proposition 16. Consider a homogenous exitatory all-to-all network of N pulse-oupled osillators evolving a-
ording to (2.17)-(2.18) with onvex rise funtion Ub (b < 0) and neuronal partial reset Rc.
Then for eah 2 ≤ a ≤ N there exist a ritial reset strength c(a)cr suh that for all c > c(a)cr avalanhes of size
greater or equal to a are unstable under return and avalanhes of size smaller than a are stable. For c ≤ c(N)cr all
avalanhes are stable under return. The ritial reset strengths are determined from the equation
(3.36) eb(1−[(N−a)+c
(a)
cr (a−1)]ε) =
(
e−bc
(a)
cr ε − 1
)
(e−bε − 1)
and satisfy 0 < c
(N)
cr < c
(N−1)
cr < · · · < c(2)cr < 1.
Proof. Sine Ub is ipd and dpd, equality holds in (3.33), i.e. for F ∈ Ta1
∆MF (∆φ) := 1−MF (1−∆φ) = 1− Sσl ◦H(N−a1)ε ◦ Ja1ε (1−∆φ)(3.37)
Thus the return map for the phase dierenes only depends on the avalanhe size a1 and is independent of the
preise form of the other avalanhes ai, i > 1 and intermediate shifts σi. Expliitly
∆MF (∆φ) =
ebε(N−a1+c(a1−1))
1− eb
(
e−bc
(
eb +
(
1− eb)∆φ)c − 1)
for all F ∈ Ta1 . A straight forward alulation shows that ∆MF has the properties
(3.38) ∆MF (0) = 0 ,
d
d∆φ
∆MF (∆φ) ≥ 0 and d
2
d∆φ2
∆MF (∆φ) ≤ 0
Thus if the ondition
(3.39) ∆MF
(
1− U−1 (1− ε)) ≤ 1− U−1 (1− ε)
is met all other onditions for 1 ≤ a < a1 in (3.29) are also satised. On the other hand almost all perturbations will
ause the avalanhe to be triggered by a single osillator. Thus if ondition (3.39) is not satised, i.e. ∆MF (∆φ) >
∆φ for all ∆φ ≥ U−1 (1− ε) − 1 the avalanhe will split up after a nite number of iterations of the return map.
Thus (3.39) is a neessary and suient ondition for stability of an a-luster under the return map. We are
interested in the ritial strengths c
(a)
crit for whih an a-luster beomes unstable and hene we use equality in (3.39)
and basi algebra to obtain the impliit expressions (3.36) for the c
(a)
cr .
Sine we have assumed (N − 1) ε < 1, b < 0 and c ∈ [0, 1] we see that the left hand side of (3.36) lies in the
interval (0, 1) and dereases monotonially with inreasing c. The right hand side is 0 for c = 0 and inreases
monotonially with c until it beomes 1 for c = 1. Thus by ontinuity for all 2 ≤ a ≤ N there always exist a
solution 0 < c
(a)
cr < 1 to this equation. Note that the speial ase a = 2 is expliitly solvable for c
(2)
cr and yields
(3.40) c(2)cr =
1
bε
log
(
1 + e−b(N−2)ε+b
(
1− e−bε))
For xed 0 ≤ c < 1 the left hand side of (3.36) is strit monotonially dereasing as a inreases whereas the left
hand side is independent of a, thus 0 < c
(N)
cr < c
(N−1)
cr < · · · < c(2)cr < 1. 
The theoretial predition (3.36) for the desynhronization transition is plotted in Fig. 3.3 and is in exellent
agreement with the numerially observed transition.
Remark 17. Note that (3.36) involves all relevant network parameter. In partiular, by hoosing b→ −∞ equation
(3.40) shows that c
(2)
cr an be made arbitrarily small. This implies that the entire sequene of desynhronizing
bifurations may our over an arbitrary small interval
[
c
(N)
cr , c
(2)
cr
]
.
Remark 18. We also remark that the number of bifuration points in this sequene is N − 1. At eah bifuration
point c
(a)
cr all periodi states with at least one luster of size a and all other luster sizes less or equal to a, i.e. an
extensive ombinatorial number of states, beomes unstable simultaneously.
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Figure 3.8. Synhronization and Desynhronization of avalanhes in networks with onvex rise
funtion and partial reset. (a) Sub-threshold inputs synhronize the osillators. The phase dier-
ene of a luster before pulse reeption ∆φ+ is dereased to ∆φ− afterwards, i.e. ∆φ+ < ∆φ−.
(a) Weak partial reset (e.g. c ≈ 0 for Rc) synhronize phase dierenes: ∆φ+ < ∆φ−. (b) Due
to the onvexity of the rise funtion a strong partial reset (c ≈ 1) expands the phase dierenes
∆φ+ > ∆φ−. Clusters lose stability if mehanism in () beomes dominant over the stabilizing
eet (a).
The mehanism underlying the desynhronization transition are opposing synhronization and desynhronization
dynamis in the network as illustrated in Fig. 3.8: Due to the onvexity of the rise funtion (a) sub-threshold inputs
are always synhronizing and stabilize the avalanhe, whereas depending on the strength of the partial reset supra-
threshold inputs in an avalanhe an either (b) synhronize or () desynhronize the phases. Thus for a weak
partial reset (e.g. Rc with c ≈ 0) states with large avalanhes are stable. When the partial reset is stronger it
desynhronizes the luster and, depending on the avalanhe size, it may outweigh the synhronization eet due to
sub-threshold inputs. Larger avalanhes reeive less synhronizing sub-threshold input from other osillators and
simultaneously produe a larger supra-threshold input than smaller ones. Thus they lose invariane under return
rst when inreasing the partial reset strength.
4. Robustness of the Desynhronization Transition
The desynhronization transition is robust against strutural perturbations in the oupling matrix and the rise
funtion U .
4.1. Coupling Strength Inhomogeneity. The desynhronization transition is robust against perturbations in
the oupling matrix εij . Our numerial experiments show that the transition is also observed when using oupling
strengths from a uniform distribution on an interval [εmin, εmax] for a interval length ∆ε = εmax − εmin as large as
20% of the average oupling strength ε¯ = (εmax − εmin) /2 (f. g. 4.1). When ∆ε beomes larger usually omplex
spike patterns and non-periodi states are observed.
In inhomogeneous networks sub-threshold inputs of dierent strengths desynhronize units initially at the same
phase. Thus oupling inhomogeneity destabilizes lusters of a given size a. In fat, already the lower bound c
(a)
crit
obtained for homogeneous networks via theorem 14 using the oupling strength ε¯ over-estimates the stability of the
lusters as shown in g. 4.1. The regime where we observe aperiodi dynamis beomes larger in omparison to
homogeneous networks with the same average oupling strength (e.g. ompare g. 4.1 and g. 3.7). This is due to
luster states in the homogeneous network with asymptoti phases of the lusters whih are lose to an absorption
(i.e. there are σ∗i ≈ 0 for some i). A perturbation in the oupling now enables the absorption and the restless
ompetition between desynhronization and synhronization (f. se. 3.5) indues the aperiodi dynamis.
Another eet of inhomogeneous oupling is that units synhronized to re together in lusters are not phase
synhronized (f. insets in g. 4.1) in the asymptoti dynamis. Also intra-luster phases of equally sized lusters
and in partiular of the asynhronous state show irregular spaings.
4.1.1. Sigmoidal Rise Funtions. Typially rise funtions in biologial or physial systems are neither purely onave
nor purely onvex. In partiular intrinsi neuronal dynamis are often best desribed with a sigmoidal rise funtion.
The quadrati-integrate-and-re or exponential-integrate-and-re neuron [20, 23℄ (f. also Appendix B) onstitute
major examples. In networks with sigmoidal rise funtions a ombination of the eets inherent to onave and
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Figure 4.1. Sequential desynhronization transition in an inhomogeneous network. Shown are the
dynamis of a network of N = 50 units with onvex rise-funtion UCBLIF (Eeq = 1.1 and Esyn = 3)
and linear partial reset Rc. (d) oupling strengths are drawn from a random uniform distribution
from εij ∈ [0.009, 0.011] exluding self-oupling (εii = 0). Simulations are initialized in a perturbed
synhronous state. (a) Synhronous ring for c1 = 0.12. Inset: Phase are not synhronized
due to the oupling inhomogeneity. (b) For c2 = 0.19 the synhronous state beomes unstable
and smaller avalanhes are observed in the asymptoti dynamis Inset: As in the synhronous
state phases of units in a single avalanhe are not phase synhronized. (e) For c3 = 0.16 we do
observe aperiodi ring until t = 15000. (f) For c4 = 0.4 asynhronous ring is observed in the
asymptoti dynamis. Inset: Spaings of the phases are irregular due to the network heterogeneity.
() Asymptoti luster sizes of periodi states for dierent c values starting from 100 dierent
perturbed synhronous states. The lines show the lower and upper estimates for the transition
obtained from theorem 14 assuming a homogeneous network with oupling strength ε = 0.01. The
shaded blue area indiates that states with aperiodi dynamis until t = 15000 are observed.
onvex rise funtions inuenes the network dynamis: Synhronization of units to larger lusters due to the onave
part (f. [45, 36℄) and stabilization of states with asynhronously ring lusters due to the onvex part (f. theorem
8). Using stritly neuronal partial resets numerial studies show that for rise funtions with dominant onave part
synhronized ring of osillators in the asymptoti state is typially found. In ontrast, if the onvex part is larger
it is more likely to nd lusters of smaller sizes and the asynhronous state. Indeed, for general rise funtions U we
still obtain the stability matrix A in (3.16) but the non-zero entries (3.17) an beome larger than 1 in the regime
where U is onave. Thus if the onave part beomes dominant the eigenvalues are no longer bounded by 1 and
asynhronous lusters states beome unstable.
In g. 4.2 a desynhronization transition for the sigmoidal rise funtion UCBQIF and linear partial reset Rc is shown.
In the synhronous state osillators do not reeive any intermediate sub-threshold pulses between suessive ring
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Figure 4.2. Sequential desynhronization transition in networks of neural osillators with a sig-
moidal rise funtion. Shown are the dynamis of a homogeneous network (N = 100, ε = 0.002)
with linear partial reset Rc and (e) sigmoidal rise funtion U
CB
LIF (Esyn = 2, α = −1, β = 1).
Starting with synhrony and induing a small perturbation (arrow) the network shows (a) aperi-
odi dynamis for c = c1 = 0.45, (b) lustering for c = c2 = 0.46 and () asynhronous dynamis
for c = c3 = 0.54. Note the osillations of the phase whih do not appear for purely onvex rise
funtions (f. g. 3.7). (d) Cluster sizes of periodi states observed in the dynamis at t = 5000
starting from 200 perturbed synhronous states for eah value of c. Shaded area marks the transi-
tion region with states other than solely synhronous or asynhronous. The blue shaded are marks
ourrene of aperiodi dynamis. The dashed line indiates the ritial c
(N)
crit determined from
(3.32) for a1 = N above whih synhronous ring beomes unstable.
and the return map for an osillator with phase φ an be written as
M{{1,...,N},σ}(φ) = U
−1 (R (U(φ) + (N − 1)ε− 1)) + 1− U−1 (R ((N − 1)ε))
for any partial reset R and any rise funtion U . After a perturbation the avalanhe is typially triggered by a single
unit and thus the synhronous state beomes unstable if M{{1,...,N},σ}(φ) < φ for all φ ∈
[
1− U−1 (1− ε) , 1] whih
yields the ondition (3.32) for a1 = N . This an be used to determine the onset of a desynhronization transition in
the general ase as shown in g. 4.2 (dashed line). The stability of smaller avalanhes a1 < N an still be estimated
with the help of theorem 14 if the rise funtion is dpd but not neessarily onvex. Conditions for the sigmoidal
rise funtions UQIF and U
CB
QIF to be dpd are given in appendix B.
Desynhronization due to a partial reset has three omponents: Translation of phase dierenes into potential
dierenes via the rise funtion U , the relative hange of potential dierenes due to the partial reset R after supra-
threshold exitation and bak-translation of this potential dierene into phase dierenes via U−1 (f. g. 3.8).
For onvex rise funtions the slope in the reset zone IR =
[
0, U−1 (R ((N − 1)ε))] is always smaller than in the
supra-threshold zone IT =
[
U−1 (1− (N − 1)ε) , 1]. As a onsequene the phase dierenes in IT are translated via
U to larger potential dierenes and the potential dierenes after reset beome larger phase dierenes during the
bak translation U−1. This auses an eetive phase desynhronization even for partial resets that are non-expansive
as depited in g. 3.8.
For general rise funtions and non-expansive partial resets the destabilization of a luster state due to a partial
reset thus an only our if the slopes in IT are suiently larger than in IR. In fat if this ratio beomes to small
the transition may not be observed ompletely for non-expansive partial reset, e.g. for Rc in the range c ∈ [0, 1]
and an be shifted to partial resets that have to be expansive (e.g. for c > 1) .
Finally note that, in ontrast to onvex rise funtions, for sigmoidal rise funtions we always observe damped
osillations in the Poinaré phase plots g. 4.2 (b,). The amplitudes of these osillations beome larger when the
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slope of the rise funtion at the point of inetion beomes smaller. We therefore attribute these osillations to
sub-threshold inputs reeived by osillators near the inetion point of the rise funtion.
5. Disussion
In summary, we proposed a model of pulse-oupled threshold units with partial reset. This partial reset, an
intrinsi response property of the loal units, ats as a desynhronization mehanism in the olletive network
dynamis. It auses an extensive sequene of desynhronizing bifurations of luster states networks of pulse-oupled
osillators with onvex rise funtion. This sequential desynhronization transition is robust against strutural
perturbations in the oupling strength and variations of the loal subthreshold dynamis.
Previous studies have not partiularly foused on the olletive impliations of partial reset or similar graded
resets. In network models with pulses that are extended in time typially a full onservation of the input is
onsidered [64, 66, 28℄. Models with instantaneous responses to inputs onsider fully dissipative reset (R (ζ) ≡ 0 in
our model) [45, 26, 6, 55, 61, 60℄, fully onservative reset (R (ζ) = ζ) [8, 10℄ as well as both extremes [31℄ without
disussing partiular onsequenes of the reset mehanism. Here we losed this gap and showed that in fat the
reset mehanism plays an important role in synhronization proesses.
Partial reset in pulse-oupled osillators keeps the olletive network dynamis analytially tratable and at the
same time desribes additional, physially or biologially relevant dynamial features of loal units. In neurons,
for instane, synapti inputs are olleted in the dendrite and then transmitted to the ell body (soma). At the
soma the integration of the membrane potential takes plae and spikes are generated. Remaining input harges on
the dendrite not used to trigger a spike at the soma may therefore ontribute to the potential after somati reset
[16, 54, 9℄.
Suh features are eetively modeled by the simple partial reset introdued here. In partiular, spike time response
urves (that may be obtained for any tonially ring neuron [48, 53, 47, 25℄) enode the shortening of the inter-spike
intervals (ISI) following an exitatory input at dierent phases of the neural osillation. An exitatory stimulus
that auses the neuron to spike will maximally shorten the ISI in whih the stimulus is applied. Additionally, the
seond ISI that follows is typially aeted as well, e.g. due to ompartmental eets. Exatly this shortening of the
seond ISI is haraterized by appropriately hoosing a partial reset funtion in our simplied system. The details
of suh a desription and onsequenes for networks of more ompliated neuron models are studied separately [36℄.
For instane, networks of two-ompartment ondutane based neurons indeed exhibit similar desynhronization
transitions when varying the oupling between soma and dendrite [36℄ whih in our simplied model ontrols the
partial reset.
The desynhronization due to the partial reset, i.e. due to loal proessing of supra-threshold input, diers
strongly from that indued by previously known mehanisms based on, e.g. heterogeneity, noise, or delayed feedbak
[66, 65, 41, 37, 52, 15℄. Possibly, this desynhronization mehanism may also be helpful in modied form to prevent
synhronization in neural ativity suh as in Parkinson tremor or in epilepti seizures [59, 58℄.
In this work we developed a partial reset for supra-threshold inputs and onsidered purely homogeneous and
globally exitatory oupled systems. For inhibitory ouplings one an dene a lower threshold [14℄ below whih
inhibitory inputs beomes less eetive, i.e. a partial inhibition. In models of neurons, for instane, this ould
haraterize shunting inhibition [3℄. If two units simultaneously reeive inhibitory inputs below a lower threshold,
a zero partial inhibition, i.e. setting the state of the units to a xed lower value, is strongly synhronizing in
analogy to a full reset after supra-threshold exitation. Our ndings suggest that similar to a partial reset a less
synhronizing non-zero partial inhibition may also have a strong inuene on the olletive network dynamis. In
biologially more detailed neuronal network models both exitatory and inhibitory ouplings as well as omplex
network topologies play important roles in generating irregular [67℄ and synhronized spiking dynamis [2℄. An
interesting task would therefore be to study the impat of partial resets in suh networks.
This work was supported by the Federal Ministry for Eduation and Researh (BMBF) by a grant number
019Q0430 to the Bernstein Center for Computational Neurosiene (BCCN) Göttingen and by a grant of the Max
Plank Soiety to MT.
Appendix A. The Eneström-Kakeya Theorem
A.1. Spetral-Radius and Matrix-Norm. Let A = aij be a n × n matrix. The spetral radius ρ of a A is
dened as [32℄
(A.1) ρ(A) = max
‖x‖=1
‖Ax‖ = max
i=1,..,n
|λi|
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where ‖‖ denotes a norm and {λi}ni=1 are the omplex eigenvalues of A.If ‖−‖ is any matrix norm (see [43℄) the
inequality
(A.2) ρ(A) ≤ ‖A‖
is valid and in fat ρ(A) = inf ‖A‖ where the inmum is taken over all matrix norms [32℄. Here we only need the
maximum-absolute-olumn-sum norm of A dened as
(A.3) ‖A‖ = max
j=1,...,n
n∑
i=1
|aij |
A.2. Companion Matries. A (n+ 1)× (n+ 1) ompanion matrix C has the standard form
(A.4) C =


0 . . . 0 −c˜0
1 0 −c˜1
.
.
.
.
.
.
0 1 −c˜n


with harateristi polynomial
(A.5) p˜n+1(z) = det (z −C) = c˜0 + c˜1z + ...+ c˜nzn + zn+1
A.3. The Eneström-Kakeya Theorem. The Eneström-Kakeya theorem
1
[24, 34, 33, 4, 32℄ an be stated in the
following form
Theorem 19. Let pn(z) =
∑n
j=0 cjz
j
with cj > 0 then for all λ with pn (λ) = 0
|λ| ≤ max
0≤i<n
{
ci
ci+1
}
=: β
Proof. Note rst that β > 0. We set
(A.6) p˜n+1(z) :=
(z − 1)pn(βz)
cnβn
= zn+1 +
n∑
i=0
c˜iz
i
where
c˜i =
{
ci−1−βci
cnβn−i+1
1 ≤ i ≤ n
−c0
cnβn
i = 0
Using the denition of β one observes that c˜j ≤ 0. Comparing (A.5) with (A.6) the ompanion matrix of p˜n+1 is
given by (A.4). Sine 1+
∑n+1
j=1 c˜j = p˜n+1(1) = 0 if follows that ‖C‖ =
∑n+1
j=1 |c˜j | = −
∑n+1
j=1 c˜j = 1 when using the
maximum-absolute-olumn-sum norm (A.3) and hene from (A.2)
ρ(C) ≤ 1
Thus for all λ˜ with pn+1
(
λ˜
)
= 0 we have
∣∣∣λ˜∣∣∣ ≤ ρ(C) ≤ 1. For a λ with pn (λ) = 0 it follows from the denition of
p˜n+1 that p˜n+1
(
λ˜
)
= 0 for λ˜ = λ
β
and thus |λ| ≤ β. 
Corollary 20. Let A be a matrix of the form (f. (3.16))
A =


−an a1 0 . . . 0
−an 0 a2 . . .
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. 0
−an 0 . . . 0 an−1
−an 0 . . . 0 0


with ai > 0 then
ρ(A) ≤ max {ai}ni=1
1
In 1893 the Swedish atuary and mathematis historian Gustaf Eneström published this result of roots of ertain polynomials with
real oeients in a paper on pension insurane (in Swedish) [24℄. This result is now often alled the Eneström-Kakeya theorem, sine
S. Kakeya published a similar result in 1912-1913 [34℄. But Kakeya's theorem ontained a mistake, whih was orreted by A. Hurwitz
in 1913 [33℄.
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Proof. By a permutation of rows and olumns we an astA into a matrixB = bi,j with non-zero entries bi,(i+1) = ai,
i ∈ {1, . . . , n− 1} and bi,n = −an, i ∈ {1, . . . , n}. This does not hange the spetral radius. The similarity
transformation to C = Q−1BQ with Q = diag (q1, . . . , qN−1) and q1 = 1, qi =
∏i−1
j=1 aj , i ∈ {2, . . . , n} also preserves
the spetral radius and C has the form of a ompanion matrix (A.4) with ci =
∏n
j=i+1 ai > 0, i ∈ {0, . . . , n− 1}.
Thus ρ(A) = ρ(C) ≤ max0≤i<n
{
ci
ci+1
}
= max1≤i≤n {ai} 
Appendix B. Rise Funtions
B.1. Rise Funtions for Integrate-and-Fire Models. In this setion we derive the rise funtions for single
variable models of the form
d
dt
v = F (v) + Iin(t)
We distinguish between potential independent inputs Iin(t) = P (t) with P (t) =
∑
s εsδ (t− ts) and the ondutane
based approah Iin (t) = gsynP (t) (Esyn − v(t)), Esyn > 1. More generally, if Iin(t) = Q(v(t))P (t) and Q(t) > 0 the
transformation
(B.1) u(t) =
1
M
∫ v(t)
0
1
Q(v)
dv M =
∫ 1
0
1
Q(v)
dv
yields
(B.2)
d
dt
u = Fˆ (u) +
1
M
P (t) Fˆ (u) =
1
M
F (v (u))
Q(v(u))
i.e. a potential independent input Iin. Thus if the rise funtion U for Iin(t) = P (t) is known the ondutane based
rise funtion UCB is alulated with the help of (2.13) as
(B.3) UCB (φ) =
ln
(
1− E−1synU (φ)
)
ln
(
1− E−1syn
)
The leaky-integrate-and-re (LIF) model [39℄ is given by F (u) = −glu+ Iext whih yields
(B.4) ULIF (φ) = Eeq
(
1− e−glTLIFφ)
where TLIF = − 1gl ln (1− Eeq) and Eeq =
Iext
gl
+ El > 1. This yields
(B.5) UCBLIF (φ) =
ln
(
1− E−1synULIF (φ)
)
ln
(
1− E−1syn
)
For the quadrati-integrate-and-re (QIF) model [23℄ with F (u) = g2 (Er − u) (Et − u) + Iext one obtains for
Isyn(t) = P (t)
(B.6) UQIF (φ) =
α− tan (arctan (α)− φ (arctan (α)− arctan (β)))
α− β
where α = Er+Et
γ
, β = α− 2
γ
, γ =
√
4Iext
g2
− (Et − Er)2 > 0. Hene
(B.7) UCBQIF (φ) =
ln
(
1− E−1synUQIF (φ)
)
ln
(
1− E−1syn
)
Note that depending on the IF model and oupling type onvex, onave and sigmoidal shapes are possible (f.
tab B.1). We remark that as Esyn → ∞ we reover the potential independent model from the ondutane based
version, i.e. UCB → U and the onditions for the dierent properties of UCB beome the onditions for U in tab.
B.1.
B.2. Ipd and Dpd Rise Funtions. Usually it is diult to verify the ipd or dpd property (12) of a rise
funtion. Here we show that it is losely related to the third derivative of U .
We rst note that∆H obeys the relations∆H (φ, 0, ε) ≡ 0 and∆H (φ,∆φ, 0) ≡ ∆φ and hene ∂
∂φ
∆H (φ,∆φ, 0) =
0 and
∂
∂φ
∆H (φ,∆φ, ε) =
∫ ε
0
∫ ∆φ
0
∂
∂φ
∂
∂ε
∂
∂∆φ
∆H
(
φ, ∆˜φ, ε˜
)
d∆˜φdε˜
Thus U is ipd if
(B.8)
∂3
∂φ∂ε∂∆φ
∆H (φ,∆φ, ε) ≥ 0 for all (φ,∆φ, ε) ∈ D
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U
parameter
domain
onave
onvex sigmoidal
ipd
dpd
ULIF Eeq > 1
√
- -
√
-
UCBLIF
Esyn > 1,
Eeq > 1
Esyn > Eeq Esyn < Eeq - Esyn ≥ Eeq Esyn ≤ Eeq
UQIF
0 ≤ α <∞,
−∞ < β ≤ 0,
α > β
β = 0 α = 0 β < 0 < α -
α ≤ 1
−1 ≤ β
UCBQIF
Esyn > 1,
0 ≤ α <∞,
−∞ < β ≤ 0
-
0 ≤ 1+
α (α− 2η)
0 > 1+
α (α− 2η) -
α2 ≤ η
η−α−α−1
β2 ≤ η−α+β
η−α−β−1
Ub b ∈ R \ {0} b < 0 b > 0 - √
√
Table B.1. Properties of dierent rise funtions. η = Esyn (α− β).
Using ≤ instead of ≥ yields an analogous ondition for dpd U . By denition of ∆H eq. (B.8) yields the ondition
∂3
∂φ∂ε∂∆φ
∆H (φ,∆φ, ε) = 3
U ′′ (H (φ+∆φ, ε))
2
U ′ (φ+∆φ)
2
U ′ (H (φ+∆φ, ε))
5
−U
′′ (φ+∆φ)U ′′ (H (φ+∆φ, ε))
U ′ (H (φ+∆φ, ε))
3 −
U ′ (φ+∆φ)2 U ′′′ (H (φ+∆φ, ε))
U ′ (H (φ+∆φ, ε))
4
≥ 0 ∀ (φ,∆φ, ε) ∈ D .
Substituting H (φ+∆φ, ε)→ φ and φ+∆φ→ ψ one obtains
(B.9) U ′′′ (φ) ≤ 3U
′′ (φ)
2
U ′ (φ)
− U
′′ (ψ)U ′′ (φ)U ′ (φ)
U ′ (ψ)2
∀ 0 ≤ ψ ≤ φ ≤ 1
as a non-loal suient ondition for a rise funtion to be ipd. The ondition for dpd U is given when replaing
≤ by ≥.
Now note that if (B.9) is satised loally for φ = ψ the sign of the derivative
∂
∂ψ
(
3
U ′′ (φ)
2
U ′ (φ)
− U
′′ (ψ)U ′′ (φ)U ′ (φ)
U ′ (ψ)
2
)
= U ′′ (φ)U ′ (φ)
(
2
U ′′ (ψ)
2
U ′ (ψ)
3 −
U ′′′ (ψ)
U ′ (ψ)
2
)
is determined by U ′′(φ) sine the term in brakets on the right hand side at φ = ψ is positive using inequality (B.9)
and U ′ > 0. Hene, if U is onave, a suient loal ondition for a rise funtion to be ipd is
U ′′ (φ) ≤ 0 and U ′′′ (φ) ≤ 2U
′′ (φ)
2
U ′ (φ)
∀ 0 ≤ φ ≤ 1
Conversely a loal ondition for a onvex rise funtions to be dpd is given by
U ′′ (φ) ≥ 0 and U ′′′ (φ) ≥ 2U
′′ (φ)
2
U ′ (φ)
∀ 0 ≤ φ ≤ 1 .
Dierent properties of ommonly used rise funtions are summarized in Table B.1.
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