2 temperatures cause aggression and very high temperature can also induce hysteria and apathy. 2 Given this psychological finding, we hypothesize that lower temperature is associated with higher stock return due to aggressive risk taking while high temperature can lead to either higher or lower stock returns since both aggression (associated with risk taking) and apathy (associated with risk averting) are possible consequences the net impact on investors' risk taking depends on the trade off between the two.
Apparently, the common feature shared by these studies is this chain of thinking:
environmental variables, such as sunshine, length of day light and temperature, affect people's mood which in turn influences people's behavior. Such thinking is motivated and supported by literature on mood and decision-making. For example, Schwarz (1990) , and Loewenstein, Weber, Hsee and Welch (2001) provided theories linking mood and feelings to general decision-making, while Etzioni (1988) , Romer (2000) , and Hanock (2002) established the importance of emotions in economic decision-making. Mehra and Sah (2002) showed theoretically that the emotional state of investors will influence equity prices when investors' subjective parameters such as riskaversion change in response to mood fluctuations. This line of research has taken its roots in mainstream financial research. As a result, in order to better understand these nature-related stock market anomalies, more studies are needed.
The current paper, a sequel study to our previous work (CW 2005) , is intended to fulfill this objective. We propose alternative tests and provide additional evidence to support the uncovered stock market temperature anomaly. In particular, we perform the bin test and regression analysis used in CW (2005) for an expanded sample which includes 27 international markets. Moreover, we use alternative tests (including non-parametric methods) to further examine the relationship between temperature and stock returns. Our additional tests and results (using either CW's original sample or an expanded data set) confirm the uncovered stock market temperature anomaly documented in CW (2005) .
The rest of the paper is organized as follows. Section I briefly describes the expanded data set and reports summary statistics of returns and temperatures for the 27 international stock markets and locations. Section II applies the bin test and regression analysis developed by CW (2005) to the expanded data set, and demonstrates that the uncovered negative relationship between temperature and stock returns remains for a much wider range of financial markets.
Section III proposes alternative testing methods to further examine the temperature anomaly. Our new evidence shows that the uncovered temperature anomaly is robust to distributional assumptions and is not just a level effect. Section IV concludes the paper. Figures and tables are collected at the end of the paper.
I. Data
As stated earlier, the current paper is a companion work to CW (2005) . To be consistent, we utilize the original data which includes nine international stock indices, covering eight financial markets in the United States, Canada, Britain, Germany, Sweden, Australia, Japan and
Taiwan. In addition, we expand the data set to include other 19 non-overlapping financial markets studied by either HS (2003) or KKL (2003) . As noted in CW (2005) , the stock index data are retrieved from Datastream while the temperature data are purchased from the Earth Satellite Corporation (EarthSat).
3 Following HS (2003) , the temperature data for the additional 19 locations are obtained from the National Climate Data Center (NCDC). The corresponding stock markets are either represented by the Datastream Global Indices, or by local market indices which cover a longer sample period.
The temperature variable is the average of the daily maximum and minimum temperatures, which we simply refer to as "daily temperature". For a given sample period, there are always more observations for temperature than for returns since the latter can only be observed for trading days. To perform empirical analysis, the return and temperature series have to be matched. That is, temperature observations for holidays and weekends need to be removed.
After matching for the eight financial markets in CW (2005) , Sweden has the smallest sample size of 3129 while the U.S. has the largest sample size of 9442. This data set is called "the full sample" set in CW (2005) since they cover each market's longest possible period. To facilitate seemingly unrelated regressions and to ensure comparability of results, an "equal-sized sample" is also created in CW (2005) by matching all indices and temperatures across markets within the common sample period of January 2, 1989 to December 31, 1999. The equal-sized sample has 2252 observations for each market.
As for the 19 additional locations, temperature data from the NCDC are limited to the sample period of 1982 to 1997. Also, some indices have starting dates later than 1982. In contrast to the temperature data obtained from EarthSat, the temperature data from the NCDC are typically incomplete (i.e., with many missing observations) and sometimes contain errors (e.g., some temperatures are higher than 300 degrees Celsius). After deleting the obvious erroneous observations for each location, we end up with the number of observations as shown in Table 1 .
The corresponding "equal-sized sample" for the 27 international markets overlaps from 1989 to 1997 with total observations of 1509 for each location. Table 1 presents city locations, countries/state, sample periods and summary statistics of daily returns and daily temperatures. For daily returns, the mean ranges from 0.005% for Japan to 0.662% for Brazil. The standard deviation varies across indices, with Argentina being the most volatile market at 3.775% and the CRSP equal-weighted index the least volatile at 0.68%. The largest single-day loss was -28 .71%, experienced in Australia during the October 1987 crash. The largest single-day gain was 26.182%, experienced in Argentina. Most of the index returns exhibit negative skewness and strong kurtosis. 4 The average temperature ranges from 4.24°C in Oslo, Norway to 27.79°C in Kuala Lumpur, Malaysia. The standard deviation of daily temperature varies from 2.84°C in Rio de Janeiro, Brazil to 10.59°C in Toronto, Canada. The lowest temperature was -34 .25°C in Helsinki, Finland while the highest temperature was 35.00°C in Athens, Greece. For most cities, the temperature series reflects a negative skewness, indicating that it is more common to have extremely cold days than extremely hot days. To illustrate the temperature progressions throughout the calendar year, we plot the historical average daily temperature for four cities in Figure 1 : New York, London, Sydney and Tokyo. 5 For cities on the Northern Hemisphere, seasonal temperature changes are similar, though the range of variations can be quite different.
Naturally, an opposite pattern is observed for Sydney which is on the Southern Hemisphere. It is clear from Figure 1 that Sydney has the smallest seasonal variation in temperature.
II. Empirical Results of Bin Tests and Regression Analysis
In this section, we first briefly recapitulate the two types of tests used in CW (2005).
Then we perform these tests (with variations) for the original and the expanded sample to ascertain the relationship between temperature and stock market returns uncovered in CW (2005).
A. Bin Tests
In our previous study (CW 2005) , we use two main tests: the "Bin Test" and the "Regression Analysis". The "Bin Test" is implemented by grouping returns according to temperature ordering and calculating a z-score to assess the statistical difference between returngroups. This test is semi-parametric in nature because of the ordering procedure. In particular, we sort the matched return and temperature data by temperature in ascending order, and then divide the sorted series into sub-groups or bins. For each temperature bin, we compute the mean return and the frequency or percentage of positive returns, then compare the mean returns associated with the lowest bin (i.e., the bin covering the lower spectrum of the temperature range) and the highest bin (i.e., the bin covering the higher spectrum of the temperature range) and determine whether the difference in mean returns is significant. Similar comparisons and tests are done for the percentage of positive returns of the two extreme bins. The purpose of examining the frequency of positive returns is to see if the return difference between bins is driven by outliers. If, for example, lower temperature is indeed associated with higher stock returns and vice versa, then we would expect that the higher returns in the low temperature bin are broadly based. In other words, we would expect the percentage of positive returns to be high in the low temperature bin.
The precise testing procedure is as follows. First, we compute the difference between the maximum and minimum of the temperature series. Then, we divide the difference by the number of bins, k to obtain the temperature range of each bin. That is, and -3, respectively , and the number of bins is 3, then the first bin will contain temperatures ranging from -3 to 6, the second bin ranging from 6 to 15, and the third ranging from 15 to 24.
To determine whether the mean returns associated with the highest temperature bin (i.e., bin k) and the lowest temperature bin (i.e., bin 1) are significantly different, we compute the following z statistic: where µ i , σ i and n i stand for the mean return, the standard deviation of return and the number of observations in bin i (i=1 or k). A similar z statistic is calculated to determine whether the frequencies of positive returns are significantly different between the two extreme bins:
where p i stands for the percentage of positive returns in bin i (i=1 or k).
It can be argued that the potential heteroscedasticity in the variance estimators used to construct the z statistic should be largely absent for two reasons. First, the heteroscedasticity in the variance for the frequency of positive daily returns is ruled out because the variable measures a binomial outcome. Second, it is unlikely that the variance for daily percentage returns is heteroscedastic because the observations are grouped by temperature, a random exogenous factor.
In daily or monthly return time series, heteroscedasticity is often present, as documented by French, Schwert and Stambaugh (1987) and Schwert (1989) .
In CW (2005), we have only presented the "Bin Test" results for the 4-bin case with the "full sample" as well as the "equal-sized sample". The 4-bin case divides temperature into 4 ranges. The test results show that there exists a strong negative correlation between temperature and return. That is, for all stock markets, the lower the temperature, the higher the returns, this relationship is generally monotonic.
Recently, Keller, Fredrickson, Ybarra, Côté, Johnson, Mikels, Conway, Wager (2005) study the effects of temperature on mood and cognition. They confirm that people tend to have aggression when temperature is either very high or very low. However, when temperature is in the middle range, say during spring, this aggression disappears and people tend to have clear minds. Their results seem to suggest that people's mood is regulated by 3 different temperature ranges. Based on these findings, it is natural to conjecture that a test based on 3-bin division for temperature should exhibit a stronger negative relationship between temperature and returns. To confirm this, we first perform a 3-bin test for the "full sample" and the "equal-sized sample" (as opposite to the 4-bin case in CW 2005) , and then we use the expanded sample to conduct 3-bin and 4-bin tests.
The 3-bin test results are presented in Table 2. Panel A of Table 2 is for the "full sample" while Panel B for the "equal-sized sample". The results are stronger than the 4-bin tests in CW (2005), confirming our conjecture made earlier. In particular, most z-scores are bigger than those for the 4-bin case. For example, for Britain, the z-score for the mean return of the full sample has increased from no significance for the 4-bin case to a 5% significance level for the 3-bin case. As for Taiwan, the improvements are even stronger. The z-score for the percentage positive returns of the full sample has increased from no significance to 1% significance while the z-score for the mean return of the equal sample has increased from 5% significance to 1% significance. Now we briefly discuss the general results for the 3-bin case. For the "full sample", the z statistics of mean return comparisons for all markets other than Canada and Taiwan are significant at the 10% level, with some being significant at the 5% and 1% levels. 6 For Canada and Taiwan, the z statistics for frequencies of positive returns are both significant at the 5%. In general, the lower the temperature, the more likely that stocks will experience a positive price change. When we combine all the indices, the relationship remains. For both combinations involving the CRSP equal-weighted and value-weighted indices, the z-scores are all significant at the 1% level. This confirms that there is universal negative correlation between temperature and stock returns.
For Australia, the z-score is significant at the 5% level and the ranking of mean returns and frequencies of positive returns is strictly monotonic for the 3-bin case. This is a very important observation in that the same season actually covers different calendar months on the Northern and Southern Hemispheres. It is seen in Figure 1 that temperatures progress in opposite directions on the two hemispheres. The observations for Australia convincingly imply that temperature is a common factor to the stock market returns.
Another observation relates to equal-weighted versus value-weighted indices. Panel A of Table 2 confirms that the temperature impact is much stronger on the CRSP equal-weighted index.
As stated in CW (2005), prices of small-cap stocks respond to investors' mood change in a much more pronounced fashion. Nonetheless, it is comforting to realize that what we have uncovered is not driven by a few small-cap stocks.
Panel B of Table 2 contains the 3-bin test results for the "equal-sized sample". This test is aimed at making valid comparisons between markets since the equal-sized sample not only covers the same time period, but also has the same number of observations for all markets. With only a few exceptions, the z-scores are lower than those for the full sample due to fewer observations. As in the 4-bin case in CW (2005) , the z-score is significant at the 5% level for three markets (U.S., Canada and Taiwan), and significant at the 10% level for one market (Sweden). The significance level for Canada and Taiwan is actually higher than that of the full sample. The z-score for the CRSP value-weighted index is no longer significant, which reflects the dominance of small-cap stocks in mood impacts. Evidently, even with a shorter sample period and fewer observations, the general monotonic patterns remain in mean returns and frequencies of positive returns for the 3-bin case, confirming similar finding for the 4-bin case in CW (2005) . In addition, when all indices are combined the z-scores are all significant at the 1% level.
To provide further supporting evidence, we perform 3-bin and 4-bin tests on the expanded sample. To save space, we only report the results with the "equal-sized" expanded sample. Table 3 contains the results for the 3-bin and 4-bin cases. Several observations are in order. First, comparing the top portion of Table 3 with Panel B of Table 2 for the "equal-sized sample", we see a drop in significance for the eight locations we previously examined. This is mainly due to the lower testing power associated with a smaller sample (1509 vs. 2252).
Nevertheless, with the exception of Japan (3-bin), the z-score for the bin return comparison is negative for all locations, confirming the previously observed negative correlation between temperature and returns. Second, for the additional markets, seven (out of nineteen) have a negative and significant z-score under the 3-bin test and five under the 4-bin test. Most of the zscores are negative, confirming a negative correlation between temperature and returns.
Remarkably, the z-score for Auckland is negative and significant for both the 3-bin and 4-bin tests. The 3-bin z-score is also significant for Australia. The results for the two markets residing on the South Hemisphere once again confirm the universal negative association between temperature and returns. Third, the negative correlation is also observed for the combined sample.
For return comparisons, the 4-bin z-scores are significant at the 5% level for both combinations involving either the CRSP-EW index or the CRSP-VW index, while the 3-bin z-score are nearly significant at the 10% level. For comparisons of percentages of positive returns, the 3-bin and 4-bin z-scores are all significant at the 1% level for both combinations.
To summarize, the bin test results in Tables 2 and 3 Table 4 . In addition, we also perform individual OLS regressions for the "equal-sized sample". For brevity, we only report the temperature variable's coefficient estimate, its t-value, and the R² from the individual regressions.
For the seemingly unrelated regressions, we report the system-wide R².
Let us briefly summarize the results for Panel A of Table 4 . To begin with, returns on
Mondays are lower for all markets with the exception of Sweden and Australia. This Monday effect is significant at the 1% level for U.S., Canada, Britain, and Germany, and it is significant at the 5% for Japan and Taiwan. In contrast, the tax loss effect is significant for only U.S. and Australia, and it has the right sign for all markets with the exception of Canada and Japan.
As for the temperature variable, with the exception of Canada and Australia, all markets have a negative coefficient that is significant at the 10% level. Some are significant at the 5% and 1% levels. The significant, negative coefficient for most markets is consistent with the bin test results. The temperature coefficient for Canada is negative and the t -value is nearly significant at the 10% level. For Australia, the coefficient is positive but close to zero in significance. The R 2 is relatively higher for the U.S. and Canada. In terms of pattern and magnitude, the R 2 across markets is very similar to that in KKL (2003) .
The temperature coefficient from OLS regressions is negative for all markets, and significant at the 5% level or higher for U.S., Canada, Germany, Sweden and Taiwan. The t-value for Britain is nearly significant at the 10% level. Unlike in the full sample, Australia now has a negative coefficient, albeit not a significant one.
The SUR results in Panel B of Table 4 for the CRSP equally-weighted index are stronger than the SUR results in CW (2005) for the CRSP value-weighted index, as we expect. However, the t-values are generally lower than those from the individual OLS regressions. There are several cases (e.g., Germany) where the t-value is significant in the OLS regression but not in the SUR. This is to be expected due to the positive inter-market correlations. Only U.S. (CRSP equalweighted index), Sweden and Taiwan have a t-value significant at the 10% level or higher.
However, the chi-square statistic for the first test is significant at the 1% level. This means that the negative correlation between temperature and stock returns is jointly significant across all markets. The chi-square statistic for the second test is significant at the 5% level. These results
are consistent with the SUR results presented in CW (2005).
This regression analysis establishes a strong negative correlation between temperature and stock returns after controlling for auto-correlation in returns, the Monday effect and the taxloss effect. The second regression used in our previous study (CW 2005) is to further control some known nature-related anomalies associated with the amount of sunshine in Saunders (1993) and HS (2003) 
where Cloud t is the cloud cover and SAD t is the number of night hours minus 12 for the period of September 21 to March 20, and zero otherwise. As stated earlier, to correct for inter-market correlations and to ensure comparability, the SUR is used for this augmented regression.
To provide further evidence, we present the results with the expanded data set. As in HS (2003), the "total sky cover" from the NCDC is used to measure cloud cover which is the hourly average from 6:00am to 4:00pm. The variable "total sky cover" ranges in value from 0 (clear) to 8 (overcast). Canada, Brazil, Germany and Japan are eliminated from the sample since the sky cover observations are not complete for Toronto, Rio de Janeiro, Frankfurt and Tokyo. Since the cloud cover data are available for the period of 1982 to 1997, for the remaining 23 markets, we match the "equal-sized sample" of temperature (with 1509 observations) with the cloud data. The final sample size is reduced to 1013 with a common sample period ranging from 1989 to 1997. Table 5 reports the mean and standard deviation of cloud cover for each market, and the regression results.
First and foremost, the temperature coefficient for the SUR test is negative for 21 of the 23 markets, and the t-values for five coefficients are significant at the 10% level or higher. The two chi-square statistics are significant at the 5% and 10% levels respectively. For individual regressions, the temperature coefficient is positive for only one market (Malaysia). It is evident that, the negative correlation between temperature and returns is prevalent across markets even after controlling for other known anomalies.
The SAD effect also appears strong in the expanded sample, although none of the chisquare statistics is significant. The SAD coefficient is negative for most of the cities. This negative association between returns and the length of the night confirms the general findings of KKL (2003) who examine nine markets.
As for the sunshine effect, the cloud cover coefficient is negative for many cities, consistent with the findings of HS (2003). However, the coefficient is positive and statistically significant for three cities under either the individual or SUR tests. Therefore, after controlling for temperature and SAD effects, the sunshine effect is no longer uniform across all locations.
Up to now, we have presented more evidence in support of the conclusion drawn in our previous study (CW 2005) . That is, there is indeed a "temperature anomaly" in stock markets around the globe. Specifically, a statistically significant, negative correlation exists between temperature and stock returns, after controlling for the first order auto-correlation in returns, the Monday effect, the tax loss effect, the cloud cover effect, and the length-of-the-night effect. The statistical significance is obtained in both the individual OLS regressions and the seemingly unrelated regressions which control for inter-market correlations.
In the next section, we propose some additional empirical tests to see whether this negative relationship continues to remain under different specifications.
III. Alternative Tests and Robustness Check
Given that the expanded data have a much shorter sample period and the quality of the temperature data from NCDC for this sample is inferior to that of the "full sample", we will use the "full sample" to perform alternative tests in this section.
A. Nonparametric Tests
The two main tests used in CW (2005) are either semi-parametric (bin tests) or completely parametric (regression tests). It is helpful to know whether those types of analyses are robust to distributional assumptions. To this end, we propose two nonparametric tests, with one testing the general correlation between temperature and stock returns, and the other testing whether investors react to the same temperature change to the same extent. The first, Spearman's rank correlation test, is roughly a nonparametric counterpart of the bin test, but is stronger and more precise; the second, Friedman's two-way analysis of variance, is the nonparametric counterpart of the chi-square test in SUR that tests if all the temperature coefficients are equal.
Unlike the usual Pearson's correlation which requires the data series to be normally distributed, the Spearman's correlation is based on the ranks of the two data series in question and is therefore distribution-free. The precise formula is )]
where ρ s is the Spearman's rank correlation, n is the number of observations, and d i is the rank difference for the ith observation. When the number of observations is larger than 10, ρ s has a t-distribution with n-2 degrees of freedom, and the test statistic is given by
To avoid spurious correlations, we calculate Spearman's correlation based on temperature bins. Table 1 reveals that the maximum temperature range for the full sample is about 50 degrees.
We therefore put temperatures into 50 bins and calculate the mean temperature and return for each bin. A rank correlation is then calculated using the mean temperatures and returns. For robustness check, we also use 30, 40, 60, 70 and 100 bins. The rank correlation is calculated for each individual market and all the markets combined. Panel A of Table 6 reports the results.
When the number of bins is 40, 50 or 60, correlations for all the markets (except Australia) are significant at the 10% level or higher. Although not significant, the correlation for Australia is negative. With a bin size of 50, the correlation for all markets combined is significant at the 1% level (two-tailed test) when the CRSP equal-weighted index is used, and significant at the 5% level when the CRSP value-weighted index is used. Although the size of the correlations decreases as the number of bins increases (which is a common feature of most time series), the significance remains more or less unchanged.
We now turn to the second nonparametric test. 
, where S j is the sum of ranks received by the jth market.
This statistic has a chi-square distribution with (k-1) degrees of freedom. Since this is a joint test, we again have two versions of the combination, depending on whether we use the CRSP equalweighted index or the CRSP value-weighted index for U.S.. In addition, we must choose a common temperature range applicable to all markets. Table 1 indicates that, for the full sample, the lowest maximum temperature among all the markets is 26.70°C (Sweden), and the highest minimum temperature is 8.15°C (Australia). We therefore set 8.15°C as the lower bound and Table 6 .
With up to five temperature bins, the chi-square statistic is significant at the 5% or 10% level, indicating that investors around the globe do not react to the same temperature level to the same extent. In other words, a universal temperature-level effect does not exist across markets. This is consistent with the chi-square test on the temperature coefficients from SUR. When the number of temperature bins is greater than five, the chi-square statistics are no longer significant.
With a large number of bins, the temperature range within each bin is too narrow (e.g., it is only [26. 7-8.15 ]/6=3.09°C with six bins) to pick up return differences.
Overall, our nonparametric tests indicate that, regardless of distributional assumptions and inter-market correlations, a negative correlation between temperature and stock returns exists for individual markets and for all markets combined. Our bin tests and regression analyses are therefore quite robust.
B. Tests Based on Temperature Deviations
All tests done here or in CW (2005) show a very strong negative relation between returns and temperature. It is of interest to see whether a similar relation exists between returns and temperature deviations, the latter being the difference between daily temperature and the historical average daily temperature. A positive deviation means a warmer-than-normal day and a negative deviation means the opposite. The absolute level of temperature may capture its overall seasonal impacts on returns, while the temperature deviations can capture the impact of daily temperature shocks.
Since deviations reflect whether a particular day is warmer or colder than normal, and since very cold days are in the winter and very hot days are in the summer, we combine positive deviations for the summer and negative deviations for the winter to perform joint analyses. This approach has three advantages: 1) it uses both positive and negative deviations, 2) it covers the whole year, and 3) it emphasizes the impact of temperature deviations most relevant for the season. Again, we use the equal-size sample for comparability. As evident in Figure 1 , the plot of historical average daily temperatures is not very smooth, due to the relatively short sample period.
(Keep in mind that even for the longest sample (U.S.), there are only 37 observations for each day of the year.) To smooth the historical average daily temperatures, we calculate moving averages of the historical averages using window sizes of 3, 7, 15, and 31 days. We create two versions of the daily moving average, depending on whether the current day is placed in the middle or at the end of the moving window. As shown in Figure 2 (using New York as an example), including more days in the moving window leads to a smoother curve, as one would expect. With various versions of the daily average, we calculate daily temperature deviations and use them to perform bin tests as in Table 2 and regressions as in (3.1). For brevity, we only report the temperature coefficient and its t-value from OLS regressions in Table 7 .
The temperature coefficient is negative for all markets and all sizes of moving windows.
The only exception is Japan when the moving window is 15 days. The negative coefficient is significant at the 10% level for U.S. (CRSP equal-weighted index), and significant at the 1% level for Taiwan. The results do not seem to be sensitive to the smoothing of daily average temperatures, and the R² is largely comparable to that in Table 4 for each regression. Overall, the correlation is understandably weaker in terms of statistical significance since we have removed the level effect. Nonetheless, the consistent sign across markets does imply a negative relation between temperature deviations and stock returns.
The above results confirm that the relationship between temperature and stock market returns is a manifestation of the day-to-day impacts of temperature shocks, as opposed to a reflection of purely seasonal effects. Subtracting the historical average from the realized temperatures amounts to removing any seasonal effects; what remains belongs to the realm of daily impacts. This is a significant point in that, just like the impact of sunshine, the temperature can exert psychological impacts on investors on a daily basis. The correlation between market returns and daily, season-adjusted temperature variations is the ultimate confirmation of temperature impact on investors' behavior.
C. Aggregating Temperature Impacts across Regions
We recognize that trades of a particular stock need not be always executed on the floor of the exchange. Stock price movements are due to trading actions of both local brokers / investors and market participants elsewhere. For instance, the trading registered on the NYSE is driven by investors in the city of New York and elsewhere. Conceivably, investors in other parts of the United States may be subject to quite a different weather condition. Therefore, as with the sunshine study of Hirshleifer and Shumway (2003) , our study so far is subject to the question of investor concentration in the city which houses the stock exchange. Thankfully, unlike cloud cover or the amount of sunshine, temperatures tend to be highly correlated across regions. An indirect way to measure the aggregate temperature impact on market returns is to calculate the correlation between the average temperature across different regions and the national stock market index. This is the route we take. We identify seven major cities in the U.S. which represent the key regions of the country: Atlanta, Chicago, Dallas, Los Angeles, New York, Philadelphia, and Seattle. The daily temperature data for all cities other than New York come from NCDC, which cover the period from January 1, 1982 to December 31, 1997. Two aggregate temperature indices are constructed, with the first being a simple, equally-weighted average of the seven temperature series, and the second being a population-weighted average. Bin tests and regression analyses are then performed using the CRSP indices and the aggregate temperature indices. Table 8 reports the results.
It is seen that the general results for New York city alone from Table 2 (Panel A) and Table 4 (Panel A) also apply here, albeit the statistical significance for most estimates is now lower. It should be realized that the reduction in significance is not simply due to the use of a temperature index. A shorter sample period is undoubtedly another contributing factor, as is evident in Table 2 . Nonetheless, a statistically significant, negative correlation between temperature and returns is largely preserved. For instance, three of the z-scores for mean return comparisons under three bins are significant at the 1% level, and one at the 5%. The t-value for the temperature coefficient from regression analyses is significant at the 5% level for the CRSP equal-weighted index, and is far from zero for the CRSP value-weighted index.
The above observations imply that our empirical findings are not subject to the criticism that the city housing the stock exchange may not represent the entire population of investors.
While investors are scattered around the country, they are subject to very similar temperature variations because of the high correlations among regional temperatures.
D. Sub-Sample Results
To provide some evidence on the intertemporal stability of the relationship between temperature and returns, we repeat the analyses for sub-samples. As in the previous sub-section, we focus on the U.S. market since the time series have the longest sample period. As shown in Table 1 , the sample starts on 1962. To utilize all observations and to ensure rough equality between sub-samples, we cut the entire sample into three sub-periods corresponding to 1962 -1974, 1975 -1987, and 1988 -1999 , with the last sub-period approximately matching the equalsize sample period. Bin tests and OLS regression analyses are performed for each sub-sample and each index. By and large, the qualitative relationship between temperature and market returns is quite stable. Quantitatively, the estimated coefficients do not necessarily stay constant over time.
To demonstrate this point, we report the regression results in Table 9 . It is seen that, for both indices, the coefficient for the temperature variable seems to be on the rise. This is just by chance since sub-sample analyses for other markets failed to produce similar results. Also, as evident in the t-values and the R², the Monday effect, the tax effect and the temperature effect are all stronger in the equal-weighted index than in the value-weighted index for all sub-samples, consistent with the observations from previous tables.
IV. Conclusion
This is a companion paper to our previous study in Cao and Wei (2005) where we have identified a stock market temperature anomaly. This line of work is parallel to studies which relate stock market returns to nature-related variables such as the amount of sunshine in Sanders (1993) and Hirshleifer and Shumway (2003) , the length of day light in Kamstra, Kramer and Levi (2003) . The common feature shared by these studies is the same chain of reasoning:
environmental variables, such as sunshine, length of day light and temperature, affect people's mood which in turn influences people's behavior. Such thinking is motivated and supported by literature on mood and decision-making. For example, Mehra and Sah (2002) show theoretically that the emotional state of investors will influence equity prices when investors' subjective parameters such as risk-aversion change in response to mood fluctuations. Saunders (1993) and Hirshleifer and Shumway (2003) demonstrate that less cloud cover is associated with higher returns and the returns on most cloudy days are significantly different from the returns on the least cloudy days. Their argument is that investors' mood is upbeat or optimistic on sunny days, which uplifts the stock market returns, and that their pessimistic mood on cloudy days depresses the stock returns. Kamstra, Kramer and Levi (2003) find that lower returns are associated with longer nights. Their explanation rests on the impact of Seasonal Affective Disorder (SAD) on human behavior. They conjecture that lower returns are caused by investors who are depressed because of longer nights.
Our study on temperature anomaly relies on a body of psychological literature concerning the impact of temperature on people's mood and behaviors. The evidence shows that low temperature tends to cause aggression and high temperature tends to cause aggression, hysteria, and apathy. We therefore hypothesize that lower temperature leads to higher stock returns due to investors' aggressive risk-taking, and higher temperature can lead to higher or lower stock returns since aggression and apathy have competing effects on risk-taking. A statistically significant negative relationship between temperature and stock returns is found for 8 international markets in Cao and Wei (2005) .
In this companion paper, we expand our previous sample to include additional 19 financial markets studied by either Hirshleifer and Shumway (2003) or Kamstra, Kramer and Levi (2003) . We provide strong evidence in support of the uncovered negative relationship between temperature and stock returns. This relationship prevails even after controlling for the Monday effect, the tax loss effect, the sunshine effect and the SAD effect. More importantly, our non-parametric tests, as opposite to the parametric or semi-parametric approaches used in previous studies, demonstrate that this negative relationship is robust to distributional assumptions. Based on the sub-sample analysis, we find that this negative relationship is stable over time. Furthermore, we consider temperature deviation and demonstrate that this negative relationship is not just a level effect. 3 EarthSat's home page: http://www.earthsat.com. This is the company which provides quality temperature data for the settlement of weather derivative contracts traded at the Chicago Mercantile Exchange. 4 Returns and standard deviations are always expressed in percentage forms throughout the paper.
5 "Historical average daily temperature" refers to the average of daily temperature for each calendar day in the sample period. There are 366 such averages, including February 29 in leap years. 6 Following our study (CW 2005) , we only report two-tail tests throughout the paper. We use two-tail tests for conservative reasons, although we have a strong prior that an overall negative correlation exists between temperature and stock returns. Please note that, for one-tail tests at the 10% significance level, the critical z-score or t-value for a large enough sample is 1.282. 1. The plots are for the moving average of the historical daily average temperatures presented in Figure 1 . The moving window symmetrically straddles the current day. For example, in the case of a 3-day moving window, we use the temperatures for the previous day, the current day and the next day to calculate the moving average. 2. To obtain the moving average for days at the beginning and end of the year, we simply stack the historical daily average temperatures. To continue the above example, the moving average for January 1 is calculated using the historical daily average temperatures for December 31, January 1 and January 2. Note:
For daily temperature, due to missing observations, the number of observations across cities can be quite different even within the same sample period. 1. This table reports bin-test results for the full sample and the equal-size sample. The length of the full sample varies across markets; that of the equal-size sample covers the period of 1989-1999 with 2252 observations. We report the mean return and the percentage of positive returns for each of the three bins and the z-scores. 2. 
, where µ i and σ i are the return mean and standard deviation for bin i; p i is the percentage of positive returns in bin i; n i is the number of observations in bin i for each statistic. 3. The asterisks * , ** , and *** indicate statistical significance at the 10%, 5% and 1% levels, respectively (two-sided test). 
, where µ i and σ i are the return mean and standard deviation for bin i; p i is the percentage of positive returns in bin i; n i is the number of observations in bin i for each statistic. 2.
The asterisks * , ** , and *** indicate statistical significance at the 10%, 5% and 1% levels, respectively (two-sided test).
3.
The common sample period is from 1988 to 1997 and the matched number of observations is 1509. The column with heading α' contains the coefficients and t-values of the temperature variables Temp from individual regressions using the equal-size sample. 4.
The asterisks * , ** , and *** indicate statistical significance at the 10%, 5% and 1% levels respectively (two-sided test). The chi-square statistic with 8 degrees of freedom is for testing if all coefficients for each explanatory variable are equal to zero. The second chi-square statistic with 7 degrees of freedom is for testing if all coefficients are equal. The carets ^, ^^, and ^^^ indicate statistical significance at the 10%, 5% and 1% levels respectively. 5.
The common sample period is from 1989 to 1999 and the number of observations is 2252. , and *** indicate statistical significance at the 10%, 5% and 1% levels respectively (twosided test). 3.
The tax dummy, D t Tax covers the first ten trading days of the taxation year. The taxation year starts on April 6 in Britain, July1 in Australia, and January 1 in all other jurisdictions. 4.
The chi-square statistic with 23 degrees of freedom is for testing if all coefficients for each explanatory variable are equal to zero. The second chi-square statistic with 22 degrees of freedom is for testing if all coefficients are equal. The carets ^, ^^, and ^^^ indicate statistical significance at the 10%, 5% and 1% levels respectively. 5.
The common sample period is from 1989 to 1997 and the number of observations is 1013. " (k=0, 3, 7, 15, and 31) is the deviation of daily temperature from a moving window average of historical daily temperatures. The moving window symmetrically straddles the current day and k is the number of days used to calculate the moving average. 3. The asterisks * , ** , and *** indicate statistical significance at the 10%, 5% and 1% levels respectively (two-sided test) for the explanatory variable "k-day MW Temp Dev t ". 4. The tax dummy covers the first ten trading days of the taxation year. The taxation year starts on April 6 in Britain, July1 in Australia, and January 1 in all other jurisdictions. C R S P -E W , T E M P -E W 0 .1 0 1 7 0 .3 2 6 5 -0 .2 9 1 1 0 .1 4 8 0 -0 .0 2 5 2 0 .1 3 7 5 9 .4 3 6 3 2 2 .0 4 9 0 -1 2 .7 4 5 2 * * * 3 .0 5 4 5 * * * -2 .2 1 2 9 * * C R S P -E W , T E M P -P W 0 .1 0 0 8 0 .3 2 6 6 -0 .2 9 1 1 0 .1 4 8 9 -0 .0 2 1 1 0 .1 3 7 5 9 .1 8 5 3 2 2 .0 5 1 5 -1 2 .7 4 6 0 * * * 3 .0 7 6 1 * * * -2 .1 8 2 9 * * C R S P -V W , T E M P -E W 0 .0 6 3 8 0 .1 2 0 6 -0 .0 7 5 7 0 .0 0 9 6 -0 .0 1 8 0 0 .0 1 6 2 3 .9 8 9 0 7 .7 2 9 9 -2 .2 4 7 1 * * 0 .1 3 4 0 -1 .0 6 6 1 C R S P -V W , T E M P -P W 0 .0 6 2 9 0 .1 2 0 6 -0 .0 7 5 7 0 .0 0 9 8 -0 .0 1 5 4 0 .0 1 6 2 3 .8 6 9 5 7 .7 3 0 0 -2 .2 4 7 6 * * 0 .1 3 7 3 -1 .0 7 2 7 The tax dummy covers the first ten trading days of the taxation year. The taxation year starts on January 1 in the U.S..
