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Abstract
In this semi-tutorial paper, we first review the information-theoretic ap-
proach to account for the computational costs incurred during the search for op-
timal actions in a sequential decision-making problem. The traditional (MDP)
framework ignores computational limitations while searching for optimal poli-
cies, essentially assuming that the acting agent is perfectly rational and aims
for exact optimality. Using the free-energy, a variational principle is introduced
that accounts not only for the value of a policy alone, but also considers the
cost of finding this optimal policy. The solution of the variational equations
arising from this formulation can be obtained using familiar Bellman-like value
iterations from dynamic programming (DP) and the Blahut-Arimoto (BA) al-
gorithm from rate distortion theory. Finally, we demonstrate the utility of the
approach for generating hierarchies of state abstractions that can be used to
best exploit the available computational resources. A numerical example show-
cases these concepts for a path-planning problem in a grid world environment.
1 INTRODUCTION
Markov Decision Processes (MDP) is the standard framework for optimal sequential
decision making under uncertainty [1]. However, this framework assumes that the
decision maker, customary referred to as the “agent,” is perfectly rational [2]. That
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is, the agent is assumed to have unlimited computational and/or time resources
to process all information and compute the optimal solution unhindered. In many
practical applications this is a strong and often unrealistic assumption. For ex-
ample, biological systems are adaptive in nature and excel at finding solutions to
complex problems that may not be globally optimal but are “good enough” given
the constraints and/or available sensory information [2, 3].
Over the past several years considerable effort has been devoted to developing a
framework that accounts for the available computational constraints. The idea is to
account for the cost of computation not after the fact, as is traditionally the case, but
from the beginning, as part of the problem formulation. This steam of research has
led to the development of information-constrained MDPs [3–5] that utilize concepts
from information theory in order to model the computational limitation(s) of the
agent [6, 7]. The approach also has strong connections with the thermodynamic
point of view of the theory of computation [8–10].
The introduction of the added constraints (computational and otherwise) to the
decision process is meant to model an agent that does not have access to unlimited
resources, and hence will select actions that are not optimal in the traditional sense
of maximizing value or utility, but rather in the sense of maximizing (expected)
value or utility for a given processing cost [2,4,7]. Such a decision maker, who alters
its behavior based on its resources, is said to be a bounded rational agent [2,11–13].
In this work, we apply this framework to develop decision-making algorithms for
path-planning problems while also accounting for the information processing costs
of computing the optimal actions.
The information-limited MDP problem is formally posed as a constrained opti-
mization problem, where the objective is to maximize the value function subject to
a constraint that penalizes the difference between the resulting policy and a known
prior (computationally cheap) policy. This constraint is often represented using the
Kullback-Leibler (KL) divergence [3,4,7]. The unconstrained optimization problem
obtained by introducing Lagrange multipliers likens that of the free-energy function
from thermodynamics [10] and is hence called the “free energy” of the information
limited decision process [4, 7, 10, 12]. In this formulation the goal is to find a pol-
icy that maximizes the free energy at each step of the process. The solution to
this problem can be found numerically through value-iteration type of algorithms or
backward recursion [4, 7, 14] and follows closely the process for finding the optimal
value function using dynamic programming (DP) [1, 14,15].
The framework can be augmented so that, across all states on average, the
transformation (information) cost of “molding” this prior into the optimal policy
is reduced [3, 4]. The resulting optimization problem is analogous to that of the
Blahut-Arimoto algorithm used extensively in rate distortion theory [4, 16].
The concept of mutual information between states and actions is important and
is a topic that does not seem to have been exploited extensively in the controls
community. Most importantly, it leads to a direct analogy of the amount of infor-
mation an action carries about the state. For example, a perfectly rational decision
maker will solve the optimization problem producing a policy that is state specific.
This means knowing what action was selected is very informative regarding what
state the agent was in when action was taken [3]. However, a bounded rational
agent must consider the resources required to find the optimal action and hence
finds policies that are relatively generic and not state-specific. This classification of
more informative versus less informative states leads in a natural way to a series of
state space abstractions, which are discussed in greater detail in this paper. Such
abstractions can be utilized in order to focus the available computational resources
in a top-down, task-specific manner.
The use of hierarchical abstractions has been explored to find efficient solutions
to path-planning problems [17–23] subject to computational constraints. In those
references, hierarchies of multi-resolution abstractions were created to speed-up re-
planning. The difference with the current approach is that while in those references
these abstractions were imposed externally (and perhaps rather axiomatically) by
the designer, here they arise intrinsically, as the result of the limited available com-
putational resources of the agent.
The scope of this paper is twofold. First, we provide an overview of the exist-
ing framework of the variational free-energy principle that allows the construction
of state abstractions, which can then be utilized to solve sequential decision mak-
ing problems subject to computational constraints. Second, we propose a novel
modification to the Blahut-Arimoto algorithm, allowing us to handle a closed-loop
optimization problem with the existing framework. Finally, the proposed approach
is demonstrated on a typical path-planning problem in a grid world. This is the first
work, as far as the authors know, where the information-theoretic bounded ratio-
nality framework is used for multi-resolution hierarchical abstraction in sequential
decision problems.
2 PROBLEM FORMULATION
2.1 Preliminaries of Standard Markov Decision Process
We consider sequential decision-making problems in the presence of uncertainty.
Markov Decision Processes (MDPs) is the standard mathematical framework to
solve such problems in discrete time. We will use xt to denote the system state
and ut the control input at time t, where t = 0, 1, 2, . . .. The system state is an
element of the state set X (xt ∈ X) and the control input is selected from the set
of admissible inputs, ut ∈ U(xt). The system dynamics are modeled via a collection
of transition probabilities P (xt+1|xt, ut), which represent the probability that the
agent, being at state xt and selecting input ut at time step t, will find itself at state
xt+1 at the next instance of time. Each action results in a reward R(xt+1, xt, ut)
which the agent receives for selecting input ut while at state xt and at time t and
transitioning to state xt+1 at time t+ 1.
The objective of the infinite-time MDP is to find a policy which maximizes the
future discounted expected reward. By policy we mean a map that for each state
xt provides a probabilistic distribution over actions, pi(ut|xt). Since this paper is
limited to infinite horizon problems, we assume that our policy is stationary, that
is, pi is independent of t.
More formally, we seek to maximize the objective function
V pi(x0) , lim
T→∞
Eτ
[
T−1∑
t=0
γtR(xt+1, xt, ut)
]
, (1)
where γ ∈ [0, 1) is the discount factor, x0 is the initial state and ut is selected
according to the provided policy pi at each time step. Equation (1) can be inter-
preted as the value-to-go provided the system starts at state x0 and executes the
stationary policy pi. The expectation in equation (1) is over all future trajecto-
ries τ = (x0, u0, x1, u1, . . . , xT ) of length T starting at x0, which under the Markov
property assumption is given as
Pr(u0, x1, u1, x2, . . . , xT |x0) =
T∏
t=0
pi(ut|xt)P (xt+1|xt, ut). (2)
The objective is then to find the optimal distribution over admissible inputs at each
state, in order to maximize the objective function in (1). Introducing the shorthand
notation x = xt, u = ut, and x
′ = xt+1, expanding (1) and making use of (2), we
obtain
V pi(x) =
∑
u∈U(x)
pi(u|x)
∑
x′∈X
P (x′|x, u)
[
R(x′, x, u) + γV pi(x′)
]
. (3)
We then write the optimal value function as [7]
V ∗(x) = max
pi
V pi(x), (4)
which can be equivalently written as
V ∗(x) = max
u∈U(x)
∑
x′∈X
P (x′|x, u)
[
R(x′, x, u) + γV ∗(x′)
]
, (5)
with the optimal policy given by pi∗ = argmaxpiV pi(x).
We also define the state-action value function for any policy pi as [1]
Qpi(x, u) ,
∑
x′∈X
P (x′|x, u)
[
R(x′, x, u) + γV pi(x′)
]
. (6)
Similarly, the optimal state-action value function is defined as
Q∗(x, u) ,
∑
x′∈X
P (x′|x, u)
[
R(x′, x, u) + γV ∗(x′)
]
. (7)
In the case of a perfectly rational decision maker, the agent will deterministi-
cally select the optimal action that maximizes equation (7). That is, the agent
will act greedy with respect to Q∗(x, u). In this paper, we distinguish between
a general stochastic policy and one that is deterministic by denoting optimal de-
terministic policies as Γ∗(u|x) and all other optimal policies as pi∗(u|x). Then,
a perfectly rational agent will choose the policy Γ∗(u|x) = δ(u − u∗(x)), where
u∗(x) = arg maxuQ∗(x, u).
2.2 The Information-Limited Markov Decision Process
The problem formulation presented above does not consider the “effort” required to
find the optimal policy Γ∗(u|x), which maximizes (1) [4, 7]. In order to model the
effort required to obtain the (global) maximum, we provide the agent with a prior
choice distribution (ρ(u|x)) and then limit the amount by which the posterior policy
(pi(u|x)) is permitted to differ from ρ(u|x) [3, 4, 7]. The difference between the two
distributions is measured using the Kullback-Leibler (KL) divergence [24]
DKL
(
pi(u|x)‖ρ(u|x)) , ∑
u∈U(x)
pi(u|x) log pi(u|x)
ρ(u|x) . (8)
The total discounted information cost for a decision maker starting from any initial
state x and following the policy pi(u|x) is then defined as [7]
Dpi(x) , lim
T→∞
Eτ
[
T−1∑
t=0
γt log
pi(ut|xt)
ρ(ut|xt)
]
, (9)
where the expectation in equation (9) is with respect to the resulting trajectory,
given by equation (2). The goal is now to not only maximize the value alone, but
maximize the trade-off between the value and information cost [3,4,7,12]. This is a
constrained optimization problem, which can be solved using Lagrange multipliers.
The free energy for a given policy pi(u|x) is defined as
F pi(x;β) , V pi(x)− 1
β
Dpi(x), (10)
where β > 0. The objective is now to find the policy pi∗(u|x) which maximizes
equation (10). Substituting known quantities and expanding terms, we obtain the
mapping B : R|X| → R|X| defined as
B[F ](x;β) , max
pi(u|x)
∑
u∈U(x)
pi(u|x)×
[ ∑
x′∈X
P (x′|x, u)R(x′, x, u)− 1
β
log
pi(u|x)
ρ(u|x)
+ γ
∑
x′∈X
P (x′|x, u)F (x′;β)
]
.
(11)
The proof of how this mapping results from equation (10) can be found in [7].
The optimal value of the free energy F ∗(x;β) is the fixed point of the equation
F ∗ = B[F ∗]. Similarly to (6), we define
QF (x, u;β) ,
∑
x′∈X
P (x′|x, u)
[
R(x′, x, u) + γF (x′;β)
]
, (12)
and Z(x;β) ,
∑
u∈U(x) ρ(u|x) eβQF (x,u;β). As in [7, 10], equation (11) can be shown
to be equivalent to
B[F ](x;β) = 1
β
logZ(x;β). (13)
This is iteratively applied until convergence to obtain the optimal free energy F ∗(x;β).
For a given value of β the optimal policy for the infinite horizon problem is then
pi∗(u|x) = ρ(u|x) e
βQ∗F (x,u;β)
Z∗(x;β)
, (14)
where Q∗F (x, u;β) and Z
∗(x;β) are given by
Q∗F (x, u;β) =
∑
x′∈X
P (x′|x, u)
[
R(x′, x, u) + γF ∗(x′;β)
]
,
Z∗(x;β) =
∑
u∈U(x)
ρ(u|x) eβQ∗F (x,u;β).
(15)
Using this framework we are able to model a wide variety of agents with limited
resources by varying the resource parameter, β. Hence, β can be viewed as a pa-
rameter which reflects the agents computational abilities [5]. We now discuss the
limiting cases of the resource parameter, β.
Case I (β → 0): In this case the information term in equations (10) and
(11) becomes dominant and the process becomes mainly concerned with reducing
the information cost Dpi(x). Note that the KL divergence is always nonnegative-
definite [24] and hence obtains its minimum at zero. This leads to pi∗ = ρ. That
is, the prior distribution is directly “copied” to the posterior policy and represents
an agent that is not able to deviate from its initial notion of an optimal action,
indicative of a decision maker with no computational resources [5].
Case II (β → ∞): In the limit as β → ∞ the information cost in equations
(10) and (11) is effectively removed. The process will focus on finding a policy
that maximizes V pi(x). This means that the agent will behave more like its non-
information limited counterpart. We therefore expect to recover the non-information
limited policy in the limit (i.e., pi∗ → Γ∗), which is indicative of an agent that has
unlimited computational resources [5].
3 The Information Limited MDP and the Modified Blahut-
Arimoto Algorithm
In this section we address the question of whether we can find an optimal a priori
action distribution ρ(u|x) so as to minimize the information cost across all states
on average. Note that the information limited MDP does not modify ρ(u|x) when
searching for the optimal policy pi∗. Instead, it will find the policy that best trades
the value and information for a given ρ(u|x). The problem now becomes one of
finding both the posterior policy and prior action distribution so as to maximize
equation (10) on average across all system states.
Averaging equation (10) over system states and assuming a state-independent
prior distribution over actions (ρ(u|x) = ρ(u)), we obtain a relation analogous with
that of the rate distortion function from information theory [3, 4, 7, 16]. The rela-
tion between equation (16) and that of the rate distortion function in [16] is quite
intimate, as the averaging over system states of (10) gives rise to the direct ap-
pearance of the mutual information between actions and states [3, 24]. Optimizing
the averaged free energy over both pi and ρ we arrive at the Blahut-Arimoto (BA)
algorithm. Formally, the problem can be stated as
max
ρ
∑
x∈X
p(x)
(
max
pi
∑
u∈U(x)
pi(u|x)
[
QF (x, u;β)− 1
β
log
pi(u|x)
ρ(u)
])
. (16)
Optimizing equation (16) with respect to ρ(u) is a convex optimization problem [3,
24], and is numerically solved by recursively iterating between the following relations
until convergence [3, 4, 16]
pi∗(u|x) = ρ
∗(u) eβQ∗F (x,u;β)∑
u ρ
∗(u) eβQ∗F (x,u;β)
, (17)
ρ∗(u) =
∑
x
p(x)pi∗(u|x). (18)
Here p(x) is the (fixed) probability distribution over states and pi∗ is found in the
same manner as described in the previous section. The proof can be found in [3,4].
Similarly to the previous section, an agent utilizing the BA algorithm for path
planning will find a policy that deviates in various amounts to the provided prior
action distribution depending on the value of β. Now, however, the prior action
distribution is not static and is updated each iteration to be consistent with the
posterior policy, pi (see equations (17)-(18)). Note that at low β the agent becomes
mainly concerned with minimizing the mutual information between states and ac-
tions, as given by
∑
x∈X p(x)D
pi(x) in (16). This results in a policy that is generic
with respect to the state, leading to state abstractions as shown in [3]. That is,
the agent will focus its efforts to find a single action that yields a high reward on
average across the state space.
This is no issue for agents that have access to all actions in every state or that
have enough resources (high β) to sufficiently alter ρ into pi. However, for agents that
are resource limited and have admissible actions spaces that are state dependent,
this behavior may lead to a posterior policy that assigns non-zero probability to
actions that are not available in a certain states. To remedy this issue, we propose
an extension to the BA algorithm by altering the update equations in (17)-(18) as
follows
pi∗(u|x) = ρ
∗(u|x) eβQ∗F (x,u;β)∑
u ρ
∗(u|x) eβQ∗F (x,u;β) ,
pˆi∗(u) =
∑
x
p(x)pi∗(u|x),
ρ∗(u|x) = pˆi
∗(u) eQp(x,u)∑
u pˆi
∗(u) eQp(x,u)
.
(19)
By introducing the penalty function Qp(x, u), we ensure that the agent may only
deliberate among available actions in each state while forming its posterior policy pi∗.
The penalty function can then be constructed so that Qp(x, u) → −∞ for actions
that are inadmissible in a given state. In the numerical example that follows, we
use Qp(x, u) = ±100 for actions that are available/unavailable, respectively.
4 NUMERICAL EXAMPLE
We demonstrate the previous algorithms by applying them to a path-planning prob-
lem in a grid world. Consider an agent navigating over a 4 × 4 square (the world
environment) that is full of obstacles, as shown in Fig. 1. The goal is to safely
navigate from the start state (cell 1) to the goal state (cell 16) while avoiding the
obstacles. At each time step t = 0, 1, . . . the agent can choose its actions from the
set U(xt) ⊆ {UP, DN, L, R, A-UP, A-DN}. The actions A-UP and A-DN do not
correspond to physical movement, but rather encode changes in the “perceptual
representation” of the environment that are motivated by the sensing and/or com-
putational resources of the agent. Note that not all actions are available at every
state, as shown in Fig. 3.
The space the agent operates in (and reasons about) is an augmented grid world
with two abstraction levels, as shown in Fig. 1. Specifically, the world states 1,2,5,6
are all abstracted by the additional new (perceptual) state 17, states 3,4,7,8 are all
abstracted by the new state 18 and so on, as shown in Figs. 1 and 2. Similarly,
perceptual states 17,18,19,20 can all be abstracted, in turn, by the new (root) state
21 (X). This situation is similar to a standard quad-tree decomposition for this
grid world scenario, although one can envision different methods to generate the
corresponding abstractions. Here we do not allow the agent to abstract to the root
state, and hence the final search space includes 20 states.
For each state x ∈ {1, 2, . . . , 20} the set of available actions U(x) ⊆ {UP,DN,L,R,
A-UP,A-DN} includes only actions that will not intentionally move the agent into
an obstacle (see Fig. 3). Since the transitions are generally probabilistic, there is
a possibility that the agent may end up in any neighboring state. Thus, actions
have a success probability of 80%, with the remaining 20% distributed among the
neighboring states. For example, selecting the action UP in state 1 will with 80%
probability move the agent to state 5, while the remaining 20% is distributed over
states 2 and 6 using this action. The exception to this rule are the special actions
A-UP and A-DN. These special actions are deterministic and can be viewed as the
agent’s ability to toggle a sensor suite consisting of two variable resolution sensors
on and off. The agent must pay an increased price for navigating the grid world
at the finest resolution level, due to the demand to process an increased amount of
information. The actions A-UP and A-DN can thus also be viewed as actions that
are taken when the agent has limited computational resources, in which case it will
favor higher level (coarser) abstractions since these correspond to search spaces of
lower cardinality and hence are presumably easier to navigate in.
In terms of transitions for special actions A-UP and A-DN, we assume that if
an agent abstracts up, it will find itself in the corresponding aggregate state at the
next epoch. Conversely, if an agent decides to abstract down, it will find itself in one
of the underlying states with equal probability at the next time step. For example,
executing A-UP from state 1 will deterministically move the agent to state 17, while
executing A-DN from state 17 will move the agent to either state 1, 2, 5, or 6 with
equal probability.
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
1819
20
Level 1
Level 2
Obstacle State
Goal State
Obstacle State
Start State
Figure 1: Grid layering with state numbering. Start state indicated in gray, obstacle
states in red with goal state in green.
The rewards function is constructed as follows. The agent pays a cost of -0.55
for every action corresponding to UP, DN, L, R within level 2, and -0.15 for these
actions in level 1. To abstract up, the agent must pay a cost of approximately -2,
X17
1 2 5 6
18
3 4 7 8
19
9 10 13 14
20
11 12 15 16
Figure 2: Hierarchical description of states with coloring consistent with description
in Fig. 1.
and -1 to abstract down. It receives +2 for reaching the goal and -10 for navigating
into an obstacle. The discount factor is 0.95. It should be noted that goal and
obstacles are absorbing states, hence navigation into obstacles is catastrophic. Also,
since goal state 16 is accessible from state 20, we assume that the reward the agent
receives for this transition is RabstractDN + Rgoal to correspond to both the price of
switching to the higher resolution sensor and finding itself at the goal state.
A
A
A
A
A
·
A
A
A
A
·
A
A
A
A
·
DN
DNDN
DN
Level 1
Level 2
Figure 3: Visualization of the available actions at each state. Actions “A” and “DN”
represent abstract up and abstract down, respectively. Arrows indicate movements
within a given level.
In the discussion that follows all quantities that refer to x0 are the values of the
variable at state 1. For example, V pi(x0) is the expected value of starting from state
1 and following the given policy pi(u|x). As a measure to compare the performance
of the other algorithms and to better understand how the resource parameter alters
the agent’s behavior, we first present results for the deterministic case (β → ∞).
The deterministic policy obtained from solving the standard MDP problem is shown
in Fig. 4a and has an associated value of V pi(x0) = −4.22. It is important to note
that the policy depicted in Fig. 4a by Γ∗ represents a rational agent. That is, the
policy Γ∗ would be followed by an agent who has sufficient processing capabilities
to find the optimal actions and does so on the finest grid level, electing to not
abstract to a coarser resolution for path planning. It will be seen that, as the agent’s
computational abilities are reduced, it begins to favor planning at the coarser grid
level while its resulting policy becomes increasingly suboptimal with respect to Γ∗.
Shown in Fig. 4b is the prior action distribution, ρ(u|x). The prior distribution,
ρ, can be viewed as the policy the agent would follow in case it had no resources to
find another, possibly better, policy [7]. Thus, if the agent has insufficient resources
to deliberate (limit as β → 0) , ρ becomes the posterior policy pi, as seen when
comparing Figs. 4b and 6b.
(a) (b)
Figure 4: Deterministic policy, Γ∗(u|x) (left) and a priori action distribution, ρ(u|x)
(right).
(a) (b)
Figure 5: pi∗(u|x) from the BA-IL algorithm (left) and pi∗(u|x) from the IL algorithm
(right) for β = 0.5.
Figures 4-6 display the policies obtained for various values of β for both the
(a) (b)
Figure 6: pi∗(u|x) from the BA-IL algorithm (left) and pi∗(u|x) from the IL algorithm
(right) for β = 0.05.
Table 1: Value of policy pi∗ for various values of β.
V pi(x0) IL-BA V
pi(x0) IL β
-10.5 -11 0.05
-4.33 -7.39 0.5
-4.27 -4.35 5
-4.22 -4.22 100
information-limited (IL) and the Blahut-Arimoto information limited (BA-IL) al-
gorithms. More precisely, the figures show the distribution over actions for a given
state and value of β (and the distribution over states, p(x), in the case of the BA al-
gorithm). In each of these figures, the y-axis corresponds to the action space whereas
the x-axis displays the possible system states, with state numbering consistent with
Fig. 1. Furthermore, the shading of a given state-action pair represents the prob-
ability that the action will be selected when the system finds itself in that state.
All plots are configured so that the darker shading represents a higher probability
of an action being selected when following the policy, with no shading representing
zero probability. Column n of these plots can therefore be considered a probability
distribution over actions for the nth state, where n ∈ {1, 2, . . . , 20}.
Table 1 shows the corresponding values of following policies obtained from the
algorithms for a variety of β. Note that as β → ∞ the value of the policy pi∗
approaches that of Γ∗, although does so non-linearly [7]. This is also observed in
Figs. 5-6 as the resulting policies (pi∗) approach Γ∗ as β is increased. We also note
that the policy becomes less deterministic as β → 0. Furthermore, as β is reduced,
abstractions emerge from the solution of the BA algorithm. This can be seen in
Fig. 6a since, when compared to the non-BA policy in Fig. 6b, we see that the agent
elects to select the same action in many states. That is, the resulting optimal policy
pi∗ from the BA algorithm is relatively generic with respect to the state and thus the
state and action spaces have low mutual information. Because of the additional step
in optimizing the prior distribution in the BA algorithm, a resource restricted agent
following a BA optimal policy achieves higher value for a given β when compared
to the same agent following an optimal policy provided by the information-limited
algorithm, as seen in Table 1. Finally, it should be noted from Fig. 6 that as the
information parameter is reduced, the agent begins to path plan at the coarser grid
level, indicative that less computationally complex solutions are sought at the cost
of complete optimality.
5 CONCLUSION
We have presented an overview of an information-theoretic approach to account
for computational resources in sequential decision making problems modeled by
MDPs. It is shown how the limited information processing costs give rise to state
hierarchical abstractions, which can then be used to solve the decision problem
at the best state representation “granularity” level. We have demonstrated how
the approach can be applied to a typical path-planning problem. It is shown that
the resulting optimal policy changes significantly as a function of the processing
constraints. In the process, we proposed a simple extension to the classical Blahut-
Arimoto algorithm from rate distortion theory that is useful in many engineering
applications.
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