In this article, we present efficient and stable numerical schemes to simulate threedimensional quantum dot with irregular shape, so that we can compute all the bound state energies and associated wave functions. A curvilinear coordinate system that fits the target quantum dot shape is first determined. Three finite difference discretizations of the Schrödinger equation are then developed on the original and the skewed curvilinear coordinate system. The resulting large-scale generalized eigenvalue systems are solved by a modified Jacobi-Davidson method. Intensive numerical experiments show that the scheme using both grid points on the original and skewed curvilinear coordinate system can converge to the eigenpairs quickly and stably with second order accuracy.
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Introduction
Aiming at three-dimensional (3D) semiconductor quantum dots (QD) with irregular shape [3] , we intend to develop simple yet efficient and accurate numerical schemes to compute all the bound state energies and the corresponding wave functions of the heterostructure. Numerical simulations of QDs have played an important role for investigating QDs' electronic and optical properties (e.g. [13, 16, 20] ). Among existed methods, finite difference based methods are popular due to their simplicity and possibility to achieve high order convergence rate. However, relatively few numerical schemes focus on 3D settings because of the complicated nature of the QD models. Furthermore, these schemes are usually limited to specific QD geometries like cylinder [10, 18] , cone [11] , and pyramid [5, 9, 14] . To better simulate QDs fabricated in laboratories, simple and efficient numerical schemes that are able to handle 3D irregular QD models would be useful and essential.
We consider the model that a radial symmetric irregular shape QD is embedded in the center of a cylindrical matrix. Figure 1 shows the structure scheme of the model. The govern equation of the single particle conduction band model is the Schrödinger equation
or equivalently, in the cylindrical coordinates,
In Eqs. (1) and (2), is the reduced Plank constant and the eigenpair (λ, 
where D is the domain of the QD, n is the normal direction, and the subscripts + and − denote the corresponding outward normal derivatives of the interface that are defined for the matrix and dot regions, respectively. Finally, the Dirichlet conditions is applied on the boundary of the cylindrical matrix. rather crosses between the grid points, if the Cartesian or cylindrical coordinate is used. In other words, for the grid points around the interfaces, the stencil of a regular finite difference will contain grid points from both sides of the interfaces. Consequently, the standard difference quotients across the interface will not produce accurate approximations to the derivatives, due to the non-smoothness of material parameters. The second difficulty is to solve the large-scale generalized eigenvalue systems arising in the discretizations of the Schrödinger equation in a efficient manner. Since the target eigenvalues are located in the interior of the eigenvalue spectrum, some eigenvalue solvers solve for all the eigenvalues and then identify the target eigenvalues. However, such manners can be extreme time consuming. On the other hand, some dedicated algorithms may be used to find only the target eigenvalues. But such methods may suffer from inefficient preconditioners or numerous nonzero fillin entries. In short, standard methods like [1, 2, 6] can not be recommended due to the inefficiency and instability. See [8] for detail.
To overcome the obstacles, we have accomplished the following results:
• Proposing three discretization schemes based on (i) the curvilinear coordi-nate system fitting the irregular interface, (ii) the skewed curvilinear coordinate system induced from the first curvilinear coordinate system, and (iii) the mixed coordinate system integrating the two coordinate systems. The finite difference formulas and related approximation schemes are discussed in detail.
• Modifying the Jacobi-Davidson large-scale eigenvalue solver [8] by suggesting an adaptive scheme for approximating the span vectors. The adaptive scheme carefully incorporates several linear system solvers, preconditioning strategies, and dynamic stopping criteria. The new eigenvalue solver successfully achieves better performances.
• Conducting numerical experiments to justify the schemes' feasibility, efficiency, robustness, and accuracy. The numerical results show that the third scheme developed over both of the original and skewed curvilinear coordinate systems is the quickest and the most stable scheme with second order convergence rate.
It is worth noting that the main idea of our discretization schemes is motivated from the Jump Condition Capturing Schemes (JCCS) described in [7, 19] . The JCCS solves the elliptic interface problem
where κ(x) is piecewise smooth but discontinuous across a smooth interface
∂u ∂n ] Γ are prescribed in the problem.
The notation [·] Γ denotes the difference between the limits from the interior and exterior of the interface Γ. Even though Eqs. (1) and (4) are similar in the sense that they share the same Laplace operator and interface conditions, the discretization of (1) results in eigenvalue systems, while the discretization of (4) leads to linear systems. The difference thus makes the analysis of the eigenvalue systems non-trivial and leads to other computational challenges.
The paper is organized as follows. Section 2 illustrates the curvilinear coordinate systems and three finite difference schemes based on the coordinates.
Section 3 presents a modified Jacobi-Davidson method for solving the largescale generalized eigenvalue systems arising in the discretization schemes. Section 4 presents implementation details and numerical experiments results to justify the performance of the proposed schemes. Section 5 finally concludes the paper.
Discretization and finite difference schemes
We develop three finite difference schemes to solve the irregular interface eigenvalue problem (1) in this section. As shown in Figure 1 , the target QD has curve heterojunction structure. It is thus nature to define grid points on a curvilinear coordinate fitting the irregular interface, so that we can avoid using finite difference points that are located on both sides of the heterostructure. To be precise, our first scheme is designed on a curvilinear coordinate system such that some specific constant coordinate curves coincide with the heterostructure interfaces and the matrix boundaries of the QD model. Based on the curvilinear coordinates, our second scheme uses the skewed directions of the previous curvilinear coordinate system which results in simpler formulas. Finally, our third scheme combines the first two schemes by a symmetric averaging. Numerical experiments in Section 4 further show that this method is the quickest and the most stable scheme among the three ones, though this scheme also leads to the most complicated formulas.
We define a curvilinear coordinate system in R n as a continuous function 
.
The curvilinear coordinates of x determined by G is (ξ
We now illustrate how the curvilinear coordinate systems over the physical and Note that we do not require the coordinate system to be orthogonal in the physical domain. For the convenience, we use the pairing (i, k) to indicate the point which has the discrete curvilinear coordinates (i∆ξ
). We also use f i,k to indicate the value of the function f at the point x(i∆ξ
Based on the chosen curvilinear coordinate system, Eq. (2) can be re-written
where the metric tensors are defined by
and
The notation ·, · denotes the Euclidean inner product. We note that, by Eqs. (7) and (8), √ g is the Jacobian determinant of x with respect to ξ, i.e.
Furthermore,
for α, β = 1, 2. Detail descriptions of vector analysis over curvilinear coordinate systems can be found in, for example, [4] .
While the QD model can be described by Eq. (5) in three-dimensional on the curvilinear coordinates, we may rewrite the equation to transform the 3D problem to a sequence of 2D problems and gain significant savings in computation. Since the solution F is periodic in θ direction, we can approximate it by the truncated Fourier series as
) is the complex Fourier coefficient given bŷ
and L is the number of grid points along the θ-direction.
Substituting the above expansions into Eq. (5) and equating the Fourier coefficients, we deriveF n satisfying the 2D Schrödinger equations
for a certain Fourier mode n. By using the above transformation, we only need to solve several 2D problems for a certain Fourier modes to obtain all the eigenpairs that are of interest. Note that usually the number of 2D problems needed to be solved is much less than N . Similar dimension reduction
techniques have been applied to the cylindrical quantum dot models in [18] .
In that paper, however, the authors derive the formulas from the viewpoints of matrix analysis.
The first scheme: curvilinear coordinate system based
Now we derive our first finite difference scheme for solving the 2D problems (11) . The finite difference formulas are carefully formulated by using the grid points located on the chosen curvilinear coordinate system, so that the scheme can achieve the second order convergence rate numerically.
We first define the difference and averaging operators as follows:
Using these operators, the summation
where
and g h and g (13)- (16) can be represented as
Based on the formulas discussed above, Eq. (11) is approximated by Eq. (17) with various c and κ. The choices of c and κ are depended on the locations of the central grid points, belongs to the matrix.
Finally, by suitably combining all the finite difference schemes discussed above, we obtain the resulting generalized eigenvalue system under the (computational) curvilinear coordinate system.
whereF is the unknown vector containing the wave function on the grid points,
A L contains nine nonzero components in every row, and B L is a diagonal matrix. It is worth mentioning that matrix A L in (18) is symmetric and positive definite, thanks to the approximation scheme defined in Eqs. (13) (14) (15) (16) as shown in [19] . Furthermore, eigenvalue solvers can be benefit from this property in the sense of efficiency and stability.
Skewed coordinate system
Alternatively, we consider the equation on a skewed curvilinear coordinate system as shown in Figure 3 . To be specific, variables of the skewed coordinate
) are defined by
This definition also leads to the fact that the step sizes on the η 1 and η 2 directions are identical; that is,
The idea of using the skewed curvilinear coordinate system is motivated by [19] . In that paper, the author develops finite difference formulas on the skewed curvilinear coordinates to solve the elliptic interface problem (4). The scheme results in the linear systems that are consistent, symmetric, and positive. ) for a certain mode n can be represented as
where the metric tensor with respect to the skewed variables (η
(a) (b) Fig. 3 . Schema of the skewed curvilinear coordinate system is shown in part (b), while the physical domain coordinate system is shown in (a). In (a), the curves C 1
and C 2 are mapped to the lines ξ 1 = k 1 ∆ξ 1 and ξ 2 = k 2 ∆ξ 2 in the curvilinear coordinate system, respectively. Similarly, the curves C 3 and C 4 are mapped to the lines η 1 = k 3 ∆η 1 and η 2 = k 4 ∆η 2 in the skewed curvilinear coordinate system, respectively.
An obvious conclusion is that 
,k+ 1 2 belongs to the matrix.
−S
Combining above finite difference scheme under the skewed curvilinear coordinate system, the resulting generalized eigenvalue system to be solved becomes
where A S is a symmetric positive definite matrix with nine nonzero components in every row and B S is a diagonal matrix.
Mixed scheme
Now we consider a mixed scheme combining the finite difference schemes developed in Sections 2.1 and 2.2. The idea of the mixed scheme is inspired by the discretization scheme of the elliptic operator ∇ · (κ(x)∇) proposed by Huang and Wang in [7] , in which the scheme is developed to solve the elliptic interface problems with jump conditions in the form of (4). Further, it has been shown that under certain conditions (i) the resulting discretization matrix is symmetric and positive definite, (ii) the method is monotone preserving (i.e.
the coefficient matrix in the resulting linear system is a M -matrix), and (iii) the scheme has the second order accuracy. As the elliptic interface problems (4) and the Schrödinger equation (1) have similar elliptic operator, we thus suggest applying the idea of mixed discretization scheme to the problem considered here with following remark. It is not clear whether the mixed method has the second order accuracy analytically while applying in the eigenvalue problem (1). In our numerical experiments, however, the mixed method does achieve the second order convergence numerically and performs stably in the sense that all target eigenpairs have been obtained.
We combine the two schemes defined in (11) and (21) to form a new mixed scheme by using the symmetry preserving average. First we show that Eq.
(29) is actually equivalent to the original target problem (1). Consider
where ω is a constant that 0 ≤ ω ≤ 1. Since √ĝ = ϕ √ g (see Eq. (25)), we can divide both sides of Eq. (29) by √ĝ to obtain
or −∇ · (κ∇F ) + cF = λF, which is exactly the same equation as the target problem (1). Note that the derivation above holds similarly provided ω is a location depended weight function.
Without loss of generality, we take ∆ξ
(and therefore ϕ = 1) to obtain the following equation
By further applying the Fourier transformation and other techniques discussed in the previous sub-sections, Eq. (31) can be approximated by the corresponding discretization schemes discussed in previous sections. To be specific, the resulting eigenvalue system becomes
, and ω is a constant function.
Remark: Though it has been shown in [7] that there exist a weight function ω such that the discretization of the mixed scheme is monotone for the problem described in (4), how ω affect the eigenvalue problem (1) is again unclear analytically. However, we have investigated numerically the effect of the weight function ω and then make a suggestion of choosing the weight function to increase the efficiency of the mixed scheme in Section 4.2.
Approximations of matrix tensors
In this section, we present the approximations of the matrix tensors used in the discretization schemes. Note that similar matrix tensor approximations are considered in [7] . ,k+
,k+
It should be noted that these quantities are all evaluated at cell centers. By Equation (24), the numerical analogous formula iŝ
According to Equation (26) (6), (22) and (19)- (20) .
The eigenvalue problem solver
In Section 2, we have discussed three finite difference schemes aiming at solving the Schrödinger equation. These schemes lead to the large-scale generalized eigenvalue systems in the form of (18), (28), and (32). To solve these eigenvalue problems, we use the Jacobi-Davidson Method (JDM) sketched in Figure 4 .
The preference of the JDM is based on the successful experience on solving the eigenvalue systems arising in various QD models detailed in [8, 9, 18] .
While the framework of the JDM used in this paper is similar to the ones in [8, 9, 18] , we can further improve the algorithm. The idea is to solve the correct
Step (v) of Figure 4 approximately by the following means. By the facts
(33) holds for any
where t 1 is the solution of the equation
Given a vector v 1 with v *
Compute all the eigenpairs of the small size problem
(ii) Select the desired (target) eigenvalue θ k and let s k be the associated normalized eigenvector. t 2 is the solution of the equation
and ζ is an arbitrary constant. On the other hand, since the vector t is supposed to be B-orthogonal to the vector u k (i.e. t T Bu k = 0), we can simply
(37) to achieve the requirement. To obtain an approximate solution to Eq. (33), the vector t is computed by Eq. (34) and the approximate solutions of the linear systems (35) and (36). While there are various iterative methods available and many parameters allowing tuning up, we adopt the following heuristic strategies to gain better timing efficiency while solving (35) and (36).
These heuristic strategies are determined by the numerical experience and adaptive residual stopping criteria. The iterative methods are stopped if the residual of the linear systems are less than the accuracy requirement that are set to be gradually higher and higher as the iterations go on. The heuristics are specified by the linear system solver GMRES [15] and Bi-CGSTAB [17] , preconditioning strategy SSOR [6] , maximum iteration number, and residual stopping criterion. For example, {GMRES, SSOR, 30, 10
GMRES with SSOR preconditioner is used to solve a linear system, the maximum iteration number is 30, and the residual stopping criterion is 10 . The specific heuristic strategies used to solve the linear systems (35) and (36) are described as follows.
• To compute the first smallest positive eigenvalue (λ 1 ):
In such cases, Step (v) of the algorithm in Figure 4 is changed to the pseudocode illustrated in Figure 5 .
• To compute the other positive eigenvalues (λ 2 , λ 3 , . . .):
In such cases, Step (v) of the algorithm in Figure 4 is changed to the pseudocode illustrated in Figure 6 . Note that the variable j is set to be equal to 15 initially. 
Computational Results
We have implemented the proposed schemes and conducted numerical experiments to evaluate the efficiency, accuracy, and convergence behavior of the schemes. We first describe the implementation details in Section 4.1 and then demonstrate the performance results in Section 4.2.
Implementation details
First of all, we describe how we choose the grid points in the numerical experi- however, we only need to consider the discretization scheme on the 2D hyperplanes spanned by the radial and axial directions. This is because the target 3D problem can be decoupled into a sequence of independent 2D problems as shown in Section 2.1. Therefore we use the abbreviations (r i,k , z i,k ) to denote the grid points for a certain hyperplane with a fixed θ.
The grid points are chosen uniformly along the radial direction, with a modification that the grid points are shifted with a half mesh width [12] . The grid points located on the top and bottom of the QD are determined by user defined smooth shape functions in the physical domain that fit the QD shape to be simulated. Grid points in zone Z A , Z B , and Z C of as shown in Figure 7 are chosen by the following means. The grid points in zone Z B are chosen uniformly along the axial axis. In zone Z A and Z c , however, the grid points are chosen non-uniformly in a way that fine meshes are created around the heterojunction. Such non-uniform mesh scheme allows us to capture rapid changes of wave functions around the heterojunction. Figure 8 illustrates a schema of the grid points on the r-z hyperplane. Specifically, in our implementation, the grid points along the radial direction are
where ∆r =
for all i and k. By using the notations introduced in Figure 7, we define z i,k 's as follows. The grid points located on the bottom of the QD are specified by the (linear) shape function
where h z is a length constant defined as
The grid points located on the top of the QD are determined by the (nonlinear) shape function in the physical domain:
for i = 1, . . . , M . Here H R ∞ is a reference height that will be specified below.
The grid points in other parts are defined as follows.
Note that Eq. (40) for the computed eigenpairs.
Performance of the schemes
Denoting the three schemes discussed in Section 2.1, 2.2, and 2. Computed eigenpairs. We first focus on the results of computed eigenpairs.
While the three schemes are able to compute all the physical meaningful bound state energies, scheme S s does produce spurious eigenpairs. Furthermore, the eigenvectors corresponding to these redundant eigenvalues are oscillatory. Figure 9 shows the spectrums of the computed eigenvalues. It is clear that all of the three schemes result in similar target eigenvalues, while scheme S s leads to several extra computed eigenvalues. Figure 10 Timing results. Convergence rates. We demonstrate convergence rates of the three schemes while computing all the target eigenvalues. To measure the convergence rate, we run the tests over the meshes described in Table 1 and then calculate the rates by
, for i = 1, . . . , 3, where λ [i] for i = 1, . . . , 3 denote the approximate eigenvalues obtained from the meshes described in the table. Figure 12 illustrates the convergence rates, rate [1] , rate [2] , and rate [3] , for all 10 target eigenvalues of the schemes S c , S s , and S m . From the figure, we see that all the convergence rates of S s and S m are close to 2. For S c , the rate [2] 's and rate [3] 's are close to 2; however, several rate [1] 's are less than 2. In short, all three schemes achieve second order convergence rates for fine grids. Furthermore, schemes S s and S m have also achieved second 1, 180 λ [1] -( 62, 180) 10, 919 λ [2] -(185, 540) 99, 176 λ [3] rate [1] (554, 1620) 895, 307 λ [4] rate [2] (1661, 4860) 8, 065, 940 λ [5] rate [3] Table 1 Dimension information regarding the computation of convergence rates. rate [1] rate [2] rate [3] order convergence rate steadily, even for loose grids.
The characteristics of the three numerical schemes are summarized in Table 2 .
Observing the table, we conclude that, with the price of more complicated formulas, Scheme S m converges to the eigenpairs quickest, achieves second order convergence rate consistently, and does not result in any spurious eigenpairs. Table 2 Summary of the proposed numerical schemes.
Conclusion
This article aims at developing efficient, robust, and accurate numerical schemes to simulate quantum dots with irregular dot shape. We have proposed three second order finite difference schemes to discretize the Schrödinger equation.
The first scheme is developed naturally on a curvilinear coordinate system fitting the shape of the quantum dot. The second scheme uses the skewed curvilinear coordinate system and leads to simple formulas. The third scheme combines the two previous schemes by a symmetric averaging. The result- 
