Abstract. We study the Cauchy problem for the semi-linear structural damped wave equation with source term
Introduction
In this paper, we consider the Cauchy problem
in space dimension n ≥ 1 with σ ∈ (0, 1], where µ > 0 is a constant and the nonlinear term satisfies
for a given p > 1. The case σ = 1 corresponds to the wave equation with visco-elastic damping [S] , whereas for σ ∈ (0, 1) we are dealing with a structural damping. Our aim is to prove global existence result of small data solution for p > p(σ, n) in low space dimension. In order to do this we derive suitable estimates for the corresponding linear problem and we prove that the solution to the semilinear one satisfies the same estimates. Moreover, we also prove that our exponent p(σ, n) is critical for σ ∈ (0, 1/2].
Main results.
The following definition would fix the energy space for the data in our statements.
Definition 1. We define
for m ∈ (1, 2] and k ≥ 0.
For the sake of clarity, we will denote by
corresponds to the classical energy space H 1 × L 2 with additional L 1 regularity. Distinguishing four models we can now present our main results. Theorem 1. Let σ = 1/2 in (1). Let n = 2, 3, 4 and let m ∈ (1, 2]. Let p ∈ [m, n/(n − m)] be such that
Then there exists ǫ > 0 such that for any (u 0 
∇u(t, ·), u t (t, ·) L m ≤ C(1 + t)
where C > 0 does not depend on the data.
The exponent which is given by (4) is critical (see later, Theorem 9).
Remark 1. We want to underline that the results from Theorem 1 base on the mixing of different regularity for the data, where the data do not necessarily belong to the classical energy space H 1 × L 2 .
Theorem 2. Let σ = 1 in (1). Let n ≥ 2 and let p ∈ [2, n/(n − 4)] be such that
Then there exists ǫ > 0 such that for any (u 0 , u 1 ) ∈ D 2 2 with (u 0 , u 1 ) D 2 2 < ǫ, there exists a unique solution u ∈ C([0, ∞), H
2 ) ∩ C 1 ([0, ∞), L 2 ) to (1). Moreover, the solution, its first derivative in time, and its derivatives in space up to the second order, satisfy the decay estimates
∇u(t, ·) L 2 ≤ C(1 + t)
Remark 2. We want to underline, that the results from Theorem 2 base on the one hand on the use of higher order of regularity, namely, second order in space, and on the other hand on the mixing of different regularity for the data, where the data belong to the classical energy space, too.
Theorem 3. Let σ ∈ (0, 1/2) in (1). Let n = 2, 3, 4 and let p ∈ [2, n/(n − 2)] be such that
Then there exists ǫ > 0 such that for any (u 0 , u 1 ) ∈ D 1 2 with (u 0 , u 1 ) D 1 2 < ǫ, there exists a unique solution u ∈ C([0, ∞), H 1 ) ∩ C 1 ([0, ∞), L 2 ) to (1). Moreover, the solution, and its first derivatives in time and space satisfy the decay estimates
∇u(t, ·) L 2 (1 + t)
The exponent which is given by (12) is critical (see later, Theorem 9).
Remark 3. We want to underline, that the results from Theorem 3 base on the mixing of the regularity for the data between (H 1 , L 2 ) and L 1 . The data belong to the classical energy space, too.
Theorem 4. Let σ ∈ (1/2, 1) in (1). Let n ≥ 2 and let p ∈ [2, n/(n − 4σ)] be such that
Then there exists ǫ > 0 such that for any
. Moreover, the solution, its first derivatives in time and space, and its derivative in space of fractional order 2σ, satisfy the decay estimates
Remark 4. We want to underline, that the results from Theorem 4 base on the one hand on the use of higher order of regularity, namely, fractional order 2σ in space, and on the other hand on the mixing of different regularity for the data, where the data belong to the classical energy space, too.
A comparison with the classical damped wave equation.
Let us compare the results from Section 1.1 with some known results for the classical damped wave equation. Some new effects appear for semi-linear structural damped waves which we will explain in Section 1.3. If we set σ = 0 in (1), then we get
for which many results are known concerning global existence of small data solutions and sharp decay estimates.
In particular, let n ≤ 4 and let
Then there exists ǫ > 0 such that for any initial data ( [IO] ). Moreover, such a solution and its first derivatives with respect to t and x satisfy the same decay estimates of the linear problem [M] (i.e. (21) with f ≡ 0), that is,
Moreover, the exponent 1 + 2/n is critical. In particular, if one set f (u) = |u| p in (21) and if the data are in C ∞ 0 and satisfy R n u j (x) dx > 0, for j = 0, 1, then there exists no global solution to (21) for any p ≤ 1 + 2/n and for any n ≥ 1.
1.3. Overview of the four models. We notice that the properties of solutions to our model (1) changes completely from σ ∈ (0, 1/2] to σ ∈ [1/2, 1]. Therefore we propose to distinguish between parabolic type (σ ∈ (0, 1/2)) and hyperbolic type (σ ∈ (1/2, 1]) models, having in mind that the classical damped wave equation is a parabolic model, whereas the visco-elastic damped wave equation is a hyperbolic model. We consider the case σ = 1/2 as a critical case.
• The structure of the case σ = 1/2 is very special and easy to manage. This simplicity allows us easily to state a result which also includes an energy based on L m norm, with m ∈ (1, 2]. We remark that the first derivatives of the solution with respect to time and to space have the same decay rate. This is a new effect with respect to the case σ = 0, for which the decay rate in (23) is better than the one in (24).
• Dealing with the case σ = 1, completely new effects arise with respect to the cases σ = 0 or σ = 1/2. In particular, we see that the first derivatives of the solution with respect to time and space have the same decay rate, as in the case σ = 1/2. On the other hand, the estimate for the first derivative in time (9) requires less regularity for the data comparing with respect to the estimate for the first derivative in space (10). This property is new in comparison with respect to both cases σ = 0, 1/2. Moreover, we can also obtain a decay estimate for the space derivatives up to the second order if we assume H 2 regularity for u 0 with no need of additional regularity for u 1 . This property is very useful to deal with semilinear problems (see Remark 9).
• The case σ ∈ (0, 1/2) interpolates the cases σ = 0 and σ = 1/2. In particular, the critical exponent 1 + 2/(n − 2σ) and the decay rates for the solution and its first derivatives are continuous with respect to σ for σ ∈ [0, 1/2]. We remark that the decay rate in (14) is better than the one in (15), but the regularity of the data is the same.
• The case σ ∈ (1/2, 1) interpolates the cases σ = 1/2 and σ = 1. In particular, the exponent 1 + (1 + 2σ)/(n − 1), the decay rates for the energy of the solution, and the regularity required on the data are continuous with respect to σ for σ ∈ [1/2, 1]. We remark that in this case an estimate on the fractional derivative of order 2σ of the solution appears.
Remark 5. We have different ranges for m and p for which we can apply Theorem 1.
• Let n = 2. Then we can apply Theorem 1 for any m ∈ (4/3, 2] and p ∈ (3, 2/(2 − m)].
• Let n = 3. Then we can apply Theorem 1 for any m ∈ (3/2, 2] and p ∈ (2, 3/(3 − m)].
• Let n = 4. Then we can apply Theorem 1 for any m ∈ (5/3, 2] and p ∈ [m, 4/(4 − m)], or for any m ∈ (8/5, 5/3] and p ∈ (5/3, 4/(4 − m)].
• We can not apply Theorem 1 if n = 5. The set of admissible p is empty.
In Theorem 2 we have the following ranges for p:
if n = 4, [2, 5] if n = 5, [2, 3] if n = 6, [2, 7/3] if n = 7,
The set is empty for n ≥ 9. In Theorem 3 we have the following ranges for p:
The set is empty for n ≥ 5. In Theorem 4 we have the following ranges for p:
if n = 3 and σ ∈ [3/4, 1), ((3 + 2σ)/2, 3/(3 − 4σ)] if n = 3 and σ ∈ (1/2, 3/4),
if n = 5 and σ ∈ (5/8, 1), [2, 3/(3 − 2σ)] if n = 6 and σ ∈ (3/4, 1), [2, 7/(7 − 4σ)] if n = 7 and σ ∈ (7/8, 1).
The set is empty for n ≥ 8.
Linear decay estimates
In this section our aim is to derive decay estimates for the solution and some of its derivatives to the linear Cauchy problem
which corresponds to (1) when f ≡ 0.
2.1. The case σ = 1/2. In this case we have the following statement.
m . Then the solution to (25) and its energy based on the
and the
Remark 6. In the special case m = 2 one can directly prove Theorem 5 by using the approach presented in Sections 2.2-2.3-2.4. On the other hand, if m ∈ (1, 2) then we need different tools.
Proof. Since v 0 , v 1 ∈ L 1 we can perform Fourier transform of (25) for σ = 1/2 obtaining the following Cauchy problem for w(t, ξ) = v(t, ξ):
First let µ = 2. In such a case the characteristic root of the symbol of the operator from (30) is |ξ| with multiplicity 2. This gives the representation
From the initial data we immediately get C 1 = v 0 (ξ) and since
To derive L m − L m and L 1 − L m estimates we use tools from the paper [NR] . Due to the relation
, and by virtue of Young's inequality we conclude
for the solution v to (25) and
for its gradient and its time derivative. By using (33) (resp. (35)) for t ≤ 1 and (34) (resp. (36)) for t ≥ 1 we derive (26) (resp. (27)). On the other hand, (33) and (35) directly give (28) and (29). If µ = 2, then we have two different characteristic roots:
Nevertheless, following [NR] one can prove again the estimates (33)- (34)- (35)- (36) and conclude (26)- (27)- (28)- (29). 2.2. The case σ = 1. This case was studied in detail in [S] . Here and in Sections 2.3 and 2.4 we deal with L 1 ∩ L 2 estimates, whereas in Theorem 5 we stated L 1 ∩ L m estimates for any m ∈ (1, 2]. In facts, the choice m = 2 allows us to use Parseval's formula in the proofs of Theorems 6-7-8.
2 . Then the solution to (25), its first derivative in time, and its derivatives in space up to the second order, satisfy the (
for the solution v to (25). But, unfortunately, we are not able to prove (44) for n ≥ 2. We refer to Proposition 11 in [NR] , which one can use to prove that
for any σ ∈ [1/2, 1].
Proof. We denote by E 0 (t, x)(v) and E ∞ (t, x)(v) the solution to (25) localized to low and high frequencies, that is,
where χ is a smooth function such that 0 ≤ χ(ξ) ≤ 1 and χ(ξ) = 1 for |ξ| ≤ 1, χ(ξ) = 0 for |ξ| ≥ 3/2. Then the following estimates can be concluded from [S] :
for any t ≤ 2 and 1 ≤ p ≤ m ≤ ∞ (Theorem 2.1 (1) from [S] ), and
for any t > 0, for any N ∈ N (also N = 0 is allowed) and for 1 < m < ∞ (Theorem 2.2 (1) from [S] ). Moreover, if we fix the regularity L 1 ∩ L 2 for the data, then one can prove that
for any t ≥ 2 (Theorem 2.1 (3) from [S] ). For the sake of simplicity, let n ≥ 3 or j = |α| = 0 in what follows, being this special case completely analogous. Combining (47) for m = 2 and p = 1 with (49) we get
Now let N = 0 and let either (j, |α|) = (1, 0) or j = 0 and |α| = 0, 1, 2, in (48). In such a case, the term
is controlled by the other two in parentheses, that is,
Therefore, from (50) and (51) with m = 2 we obtain
for any t ≥ 0 if either (j, |α|) = (1, 0) or j = 0 and |α| = 0, 1, 2. This concludes the proof of (37)- (38)- (39)- (40). To prove (41)- (42)- (43) it is sufficient to combine the
as they appear in Theorem 2.1, estimate (5) of [S] with (51). 2.3. The case σ ∈ (0, 1/2). In this case we want to prove the following statement.
2 . Then the solution to (25) and its first derivatives with respect to time and space satisfy the (
Proof. We claim that
for any t > 0 and j + |α| = 0, 1, and even for any σ ∈ [0, 1/2). Once we have proved (59) our estimates (53)- (54)- (55) follow immediately. We can write the solution to (25) as
where
The characteristic roots λ ± (ξ) have non-positive real parts and they are given by
As in the proof of Theorem 6 we denote by E 0 (t, x)(v) and E ∞ (t, x)(v) the solution to (25) localized to low and high frequencies. We notice that
for low frequencies |ξ| ≤ ε, whereas
for high frequencies |ξ| ≥ 1 ε , where ε is sufficiently small. We shall estimate the (60)) for j + |α| = 0, 1. Here χ = χ(ξ) is a smooth decreasing function with χ(ξ) = 1 for |ξ| ≤ ε/2 and χ(ξ) = 0 for |ξ| ≥ ε. Due to Parseval's formula we have to estimate
We only estimate I 1 (j, |α|). These integrals imply the decay in the estimates (53)- (54)- (55). In same way we estimate I 0 (j, |α|). We get for j = 0
and for j = 1
By the change of variables η = ξ t 1 2(1−σ) we get
for large t.
We remark that −4σ + 2|α| + n > 0 for any n ≥ 2. The same reasoning gives
In the last step we used for n ≥ 2 the inequality
. It is sufficient to estimate for large frequencies |ξ| ≥
All terms are controlled by e −C 2σ t for |ξ| ≥ 1 ε (uniformly with respect to t > 0). Indeed, due to Parseval's formula the L 2 norm of v 0 , v 1 , |ξ| v 0 are equivalent to the L 2 norm of v 0 , v 1 , ∇v 0 . We remark that the exponential decay e −C 2σ t for the high frequencies is better than the potential decay for the low frequencies. The middle zone {|ξ| ∈ [ε, 1 ε ]} brings an exponential decay e −C 2σ t , too, if we recall that the real part of the characteristic roots λ ± is negative there. This concludes the proof of (59).
To prove (56)- (57)- (58) it is sufficient to estimate the L 2 norm of |ξ| α ∂ j t F x→ξ E 0 (t, x)(v) for small frequencies and for j + |α| = 0, 1. By using the presented approach one can directly derive (58). To prove (56) and (57) we have to estimate the L ∞ norm of ∂ j t K i (t, ξ) for i, j = 0, 1. Here the estimates for ∂ j t K 1 (t, ξ) are of interest. Using
1.
This completes the proof.
2.4. The case σ ∈ (1/2, 1). In this case we want to prove the following statement.
2 . Then the solution to (25), its first derivatives in time and space, and its derivative in space of fractional order 2σ satisfy the
for either (j, κ) = (1, 0), or j = 0 and κ = 0, 1, 2σ, an exception is given for the case n = 2 and j = κ = 0. In the following we putḢ
Analogously to the proof of Theorem 7 the characteristic roots λ ± (ξ) are given by (62), but now we have (64) for low frequencies |ξ| ≤ ε and (63) for high frequencies |ξ| ≥ 1 ε (since now 1 − 2σ < 0 in (62)). That is, formulas for λ
are exchanged. The middle frequencies {|ξ| ∈ [ε,
1 ε ]} are considered as in Theorem 7. Again we denote by E 0 (t, x)(v) and E ∞ (t, x)(v) the solution to (25) localized to low and high frequencies. First we estimate the L 2 norms of |ξ| κ ∂ t K i for i = 0, 1. Again we introduce I 0 (j, κ) and I 1 (j, κ) as in (65)- (66) and the essential estimates appear from I 1 (j, κ). By the change of variables η = ξ t 1 2σ
we get for small frequencies
.
We remark that 2(κ + j − 1) > −n for any n ≥ 3 and for n = 2 if κ + j > 0. If n = 2 and κ = j = 0, then we use for small frequencies the relation
For any t > 0 let the function ρ = ρ(t) be defined by
Since sin(αt) αt for any α ≤ 1/t, and n = 2, it follows that
2σ t dξ (tρ(t)) 2 + log(e + ρ(t) −1 ) ≈ log(e + t).
Indeed, ρ(t) ≈ 1/t. Analogously, we proceed for I 0 (j, κ). Then we estimate for large frequencies
which are all controlled by e −|ξ| 2(1−σ) t for |ξ| ≥ 1 ε (uniformly with respect to t > 0). Analogously to the proof of Theorem 7 this concludes the proof of (75). For the proof of (71) we use relation (76) for small frequencies. The proof of (72)- (73)- (74) immediately follows since |ξ| κ K i (t, ξ) with κ ≥ 1 and ∂ t K i (t, ξ) are bounded for small frequencies and i = 0, 1. Indeed,
Remark 8. The goal of this section was to prove linear estimates for the solution or some derivatives.
We have chosen as an upper bound C(t) (v 0 , v 1 ) with suitable norms. It is clear that we can get better estimates by using C 0 (t) v 0 + C 1 (t) v 1 . The above estimates are sufficient to reach the goals of this paper.
Treatment of corresponding semi-linear models
In this section we will use the decay estimates for (25) which are obtained in Theorems 5-6-7-8 to prove the corresponding Theorems 1-2-3-4. Our main tools are Duhamel's principle and Gagliardo-Nirenberg inequality. Since we are dealing with semi-linear structural damped waves with constant coefficients in the linear part the application of Duhamel's principle leads to the following: If we write the solution to (25) with the fundamental solutions G 0 and G 1 in the form
then the solution to (1) becomes
Let m ∈ (1, 2] and let A be a space with norm · A . Let us assume that the solution to (25) satisfies some decay estimates in the form
Here the decay functions f |α| (t) and g(t) depend, in general, on n. Let us consider the space
with the norm
For the sake of brevity, we also define
a norm on the space X 0 (t) := C([0, t], H k,m ). We remark that if w ∈ X(t), then w X(s) ≤ w X(t) for any s ≤ t, and w X0(t) ≤ w X(t) . We will prove that for any data (u 0 , u 1 ) ∈ A the operator N which is defined for any u ∈ X(t) by
satisfies the estimates
uniformly with respect to t ∈ [0, ∞). To prove these estimates one should use (77). By standard arguments (see, for instance, [DALR] ) from (79) it follows that N maps X(t) into itself for small data. Then estimates (79)- (80) lead to the existence of a unique solution to u = N u. In fact, taking the recurrence sequence u −1 = 0, u j = N (u j−1 ) for j = 0, 1, 2, · · · , we apply (79) with small (u 0 , u 1 ) A = ǫ and we see inductively that
where C 1 = 2C for any ǫ ∈ [0, ǫ 0 ] with ǫ 0 = ǫ 0 (C 1 ) sufficiently small. Once the uniform estimate (81) is checked we use (80) once more and find
for ǫ ≤ ǫ 0 sufficiently small. From (82) we get inductively u j − u j−1 X(t) ≤ C2 −j so that {u j } is a Cauchy sequence in the Banach space X(t) converging to the unique solution of N u = u. We denote such a solution by u. Since all of the constants are independent of t we can take t → ∞ and we gain a local and a global existence result simultaneously. Finally, we see that the definition of u X(t) is chosen in an appropriate way to obtain the decay estimates (77) for the solution to the semi-linear problem, too. Therefore, to prove our results we need only to establish (79) and (80). During the proof a special role will play different applications of Gagliardo-Nirenberg inequality to control L m norms of the non-linear term f (u) for m ∈ [1, 2] using (2) to estimate f (u) L m u p L mp . In particular, in what follows, we will use the estimates
where k = 1, 2 and
In particular, these last inequalities give an interval for admissible p ∈ [m, n/(n − k m)] for the exponent p.
Remark 9. Since we have in mind to use Gagliardo-Nirenberg inequality, as stated in (83), it is clear that we can use linear estimates for (25) only if we make no assumption on the derivatives of v 1 . Such a problem does not appear for v 0 which is not involved in the application of Duhamel's principle.
It is important to notice that in Theorem 6 we obtained a decay estimate for the second derivatives of the solution v with respect to the spatial variables by assuming additional regularity on v 0 , namely v 0 ∈ L 1 ∩ H 2 with no need of additional regularity for v 1 . Such an effect does not appear in the case σ ∈ [0, 1/2], that is, the assumption v 0 ∈ L 1 ∩ H k for k > 1 brings no benefit with respect to v 0 ∈ L 1 ∩ H 1 , unless we also assume additional regularity for v 1 .
We are now ready to prove our statements from Section 1.
Proof of Theorem 1. Here the space of the data is
with the norm w X(t) := sup 0≤τ ≤t
(1 + τ )
We first prove (79). We use two different strategies for s ∈ [0, t/2] and s ∈ [t/2, t] to control the integral term in (78). In particular, we use the (
By using (2) we can estimate |f (u)| |u| p , so that
Since p ∈ [m, n/(n − m)] in Theorem 1 we can apply (83) for q = p and q = mp and with k = 1. In this way we obtain
since θ 1 (p) < θ 1 (mp), whereas
Summarizing we find
The key tool relies now in the estimate
Since p(n − 1) − n > 1 thanks to (4) it holds
for l = 0, 1, and this concludes the proof of (79). Now we prove (80). We remark that
Using again (26) if s ∈ [0, t/2] and (28) if s ∈ [t/2, t] we can estimate
whereas using (27) if s ∈ [0, t/2] and (29) if s ∈ [t/2, t] we get
By using (2) and Hölder's inequality we can now estimate
Analogously to the proof of (79) we apply Gagliardo-Nirenberg inequality to the terms
with q = p and q = mp, and we conclude the proof of (80).
Proof of Theorem 2. We follow the proof of Theorem 1. Having in mind Theorem 6 we fix now the space A = D 2 2 for the data, and the norm
for the space
More precisely, if n = 2 then due to Theorem 6 the coefficient of u(τ, ·) L 2 is (log(e + τ )) −1 . Since this term brings no additional difficulties we will ignore it. The proof is completely analogous if one replaces such a coefficient in the definition of u X(t) . We only prove (79), being the proof of (80) analogous, as in the proof of Theorem 1. In order to estimate N u we use only (8) 
On the other hand, as in the proof of Theorem 1 we use (38)- (39)- (40) if s ∈ [0, t/2] and (41)- (42)- (43) if s ∈ [t/2, t], for estimating the other terms, that is, we arrive for (j, |α|) ∈ {(1, 0), (0, 1), (0, 2)} at
(1 + t − s)
Since 2 ≤ p ≤ n/(n − 4) in Theorem 2 we can apply (83) with m = 2 and k = 2. Computing
since θ 2 (p) < θ 2 (2p), whereas
Using again (90) we can now write
ds for (j, |α|) = (1, 0) and j = 0, |α| = 1, 2. Due to (7) the term (1 + s)
is integrable. Moreover, (j + |α| − 1)/2 < 1, that is, we can also estimate
using again (7). Nevertheless, a new difficulty arises to estimate the integral term
. If n ≤ 6, then this difficulty is easily solved, since (1 + t − s)
is not integrable over [t/2, t], being (n − 2)/4 ≤ 1, therefore
In both cases the decay is controlled by (1 + t)
4 , due to (7). Now let n ≥ 7, that is, (1 + t − s)
is integrable over [t/2, t]. We recall that we used (83), hence we already assumed p ≥ 2. Therefore, we can estimate
This concludes the proof.
Proof of Theorem 3. We follow the proof of Theorem 1. Having in mind Theorem 7 we fix now the space A = D 1 2 for the data, and the norm
We only prove (79), being the proof of (80) analogous as in the proof of Theorem 1. Using (53)- (54) in [0, t] , and (55) if s ∈ [0, t/2] and (58) if s ∈ [t/2, t], we get
As in the proof of Theorem 2 some difficulties arise to estimate the integral terms
estimate. In particular, this difficulty brings a loss in decay in the estimates for u t with respect to the linear estimate (54). Since 2 ≤ p ≤ n/(n − 2) in Theorem 3 we can apply (83) with m = 2 and k = 1. In this way we get
Using again (90) we can, finally, estimate
Due to (12) the term (1 + s)
using again (12). On the other hand, since n ∈ [2, 4] and σ ∈ (0, 1/2) it holds
Therefore we may estimate t t/2
We remark that the term log(e + t) only appears in the above estimate if n = 4. Using again (12) the proof of (13) and (14) immediately follows. This concludes the proof.
Proof of Theorem 4. We follow the proof of Theorem 3. But now we propose some modifications to work with fractional derivatives of the solution of order 2σ. In particular, we use a Gagliardo-Nirenberg type inequality basing on fractional Sobolev spaces (98). Let us consider the solution space
More precisely, if n = 2 then due to Theorem 8 the coefficient of u(τ, ·) L 2 is (log(e + τ )) −1 . Since this term brings no additional difficulties we will ignore it.
Again we only prove (79). As in the proof of Theorems 2 and 3 we only use the (
estimate (67) for N u, whereas we use (68)- (69)- (70) if s ∈ [0, t/2] and (72)- (73)- (74) if s ∈ [t/2, t] for estimating suitable derivatives of N u. We get
where either (j, κ) = (1, 0), or j = 0 and κ = 1, 2σ. For m = 1, 2 we will use the following fractional Gagliardo-Nirenberg type inequality:
where κ ∈ (0, n/2) is a real number, and
In particular, these last inequalities for m = 1, 2 give an interval for admissible p ∈ [2, n/(n − 2 κ)] for the exponent p. We shall distinguish three cases. Firstly, let n ≥ 4, or n = 3 and σ ∈ (1/2, 3/4). We set κ = 2σ. Indeed, in such a case, 2σ < n/2, hence, the application of (98) gives
Here we put H 0 =Ḣ 0 = L 2 . Using again (90) we can now conclude
ds,
1ds.
As usual, we use (16) to control all the rates of decay. In particular, since p(n − 1) > n + 2σ, it follows that
As in the proof of Theorem 2 we have to pay attention to the term t t/2 . . . in N u, since we used the (L 1 ∩L 2 )− L 2 estimate due to the lack of a suitable L 2 − L 2 estimate (see Remark 7). If n ≤ 2 + 4σ, then this difficulty is easily solved because (1 + t − s)
is not integrable over [t/2, t]. Therefore,
if n ≤ 2 + 4σ, and (n, σ) = (5, 3/4),
(1 + t)
−p (n−1)+n 2σ
log(1 + t) if n = 5 and σ = 3/4.
In both cases the decay is controlled by (1 + t) − n−2 4σ , due to (16). Now let n > 2 + 4σ, this implies that (1 + t− s)
4σ is integrable over [t/2, t] . We recall that we used (98), hence, we already assumed p ≥ 2. For this reason we can estimate
Now we come back to the other two cases. If n = 2, then it is sufficient to apply classical GagliardoNirenberg inequality (83) for k = 1. In this case we use in the right-hand side of (79) and (80) the space X 0 (t) = C([0, t], H 1 ) with the norm
Under this choice we obtain the range of admissible p ∈ [2, ∞) and the rest of the proof is analogous. It remains to consider the case n = 3 and σ ∈ [3/4, 1). For any p ∈ [2, ∞) there exists κ ∈ (1, 3/2) such that p < 3/(3 − 2κ). This allows to apply (98) for m = 2. In this case we use in the right-hand side of (79) and (80) the space X 0 (t) = C([0, t], H κ ) with the norm
Indeed, it is clear that one can obtain an estimate for theḢ κ norm of the solution in Theorem 4. This concludes the proof.
Application of test function method
One may ask if the exponents given by (4)-(7)-(12)-(16) are really critical, that is, this condition is necessary for the global existence of small data solutions. The answer is positive in the case σ ∈ (0, 1/2], we interpret those models as parabolic-type models. The proof bases on the application of the test function method [Z] . On the other hand, in the case σ ∈ (1/2, 1], we interpret those models as hyperbolic-type models, the application of the test function method only proves that there exists in general no global in time solution if 1 < p ≤ 1 + 2/(n − 1), whereas the bound for the exponent given by (7) and (16) is p > 1 + (1 + 2σ)/(n − 1). Nevertheless, we remark that this effect also appears if one considers the heat equation u t − △u = |u| p (which is a parabolic equation) and the wave equation u tt − △u = |u| p (which is a hyperbolic equation). Indeed, for the heat equation one has global existence of small data solutions for p > 1 + 2/n and there exists no global solution for a suitable choice of the data for 1 < p ≤ 1 + 2/n, whereas for the wave equation there exists a gap between the exponent obtained with the test function method, i.e. 1 < p ≤ 1 + 2/(n − 1) and the exponent for which one can prove global existence of small data solutions, that is, p > γ(n), where γ(n) is the positive root of the equation n(p − 1)/2 = (p + 1)/p. On the other hand, we recall that 1 + 2/(n − 1) is the lowest power for the global existence of small amplitude solutions to the wave equation with a nonlinear term f (∂u, ∂ 2 u) (see [St] ).
Theorem 9. We consider the Cauchy problem
for σ ∈ (0, 1]. Let us assume that the data
If
then there exists no global, sufficiently regular, non-negative solution to (105).
Remark 10. From the point of view of the test function method the essential part of (105) is given by µ(−∆) σ u t − △u if σ ∈ (0, 1/2] and by u tt − △u if σ ∈ [1/2, 1]. The other term is not relevant to determine the exponent of nonexistence given by (106). If σ ∈ (0, 1/2], then Theorem 9 shows that the exponents in (4) and (12) are critical. On the other hand, if σ ∈ (1/2, 1], we see a gap. If p > 1 + (1 + 2σ)/(n − 1), then Theorems 2 and 3 give us existence of small data solution. If 1 < p ≤ 1 + 2/(n − 1) we have no global existence in time. Since the test function method does not yield an optimal result for hyperbolic-like models one could try to apply other methods, for example, the functional method to close the gap.
Proof. The key tool for applying test function method with pseudo-differential operators like (−△) σ is the following result in Prop.2.3 of [CC] or Prop.3.3 of [J] . It is also used in [FK] . This result gives
for all σ ∈ (0, 1] and ℓ ≥ 1, for any sufficiently regular, non-negative, decaying at infinity function φ from the Schwartz space. In facts, if σ = 1, then Theorem 9 can be proved more easily. Nevertheless, for the sake of brevity, we give a proof which works for both, for the pseudo-differential case σ ∈ (0, 1) and the differential case σ = 1 as well. We will use (102) for ℓ = p ′ + 1 together with Young's inequality
where p ′ is the conjugate of p.
Let η ∈ C ∞ 0 ([0, ∞), [0, 1]), φ ∈ C ∞ 0 (R n , [0, 1]) be such that η(t) = 1 for any t ∈ [0, 1/2] and η(t) = 0 for any t ≥ 1, φ(x) = 1 for any |x| ≤ 1/2 and φ(x) = 0 for any |x| ≥ 1. We choose η and φ such that η ′ (t) 2 η(t) + |η ′′ (t)| ≤ C for any t ∈ [1/2, 1], and |∇φ(x)| 2 φ(x) + |△φ(x)| ≤ C for any |x| ∈ [1/2, 1], and φ(x) is sufficiently regular so that (102) holds. Moreover, we assume that η(t) is a decreasing function and that φ = φ(|x|) is a radial function with φ(|x|) ≤ φ(|y|) for any x, y such that |x| ≥ |y|. Let R be a large parameter in [0, ∞). We define the test function
where φ R (x) := φ (Kx/R) , if σ ∈ (0, 1/2], φ (x/R) , if σ ∈ (1/2, 1], η R (t) := η t/R 2(1−σ) , if σ ∈ (0, 1/2], η (t/R) , if σ ∈ (1/2, 1], being K ≥ 1 another large parameter that we will fix later. First, let us consider the case σ ∈ (0, 1/2]. Let p ′ be the dual of p and 
is given by v(t, x) = tF −1 e −|ξ|t * (x) v 1 (x), where we use
, c n > 0.
By virtue of Duhamel's principle the solution to (105) may be written as u(t, x) = tF −1 e −|ξ|t * (x) u 1 (x) + t 0 (t − s)F −1 e −|ξ|(t−s) * (x) |u(s, x)| p ds.
Since u 1 (x) ≥ 0 and tF −1 e −|ξ|t ≥ 0 it follows that u(t, x) ≥ 0. The application of Theorem 9 completes the explanation of our example.
Appendix A. The Gagliardo-Nirenberg inequality for fractional Sobolev spaces
To prove Theorem 4 we used the following result (see, for instance, [P] ): Lemma 1. Let n ≥ 1 and κ ∈ (0, n/2) be a real number. Let q ∈ [2, 2n/(n − 2κ)] and let u ∈ H κ . Then u ∈ L q and u L q ≤ C(n, κ, q) u 
We remark that θ ∈ [0, 1] and that (108) is equivalent to
Proof. If q = 2 the statement is trivial. Let q ∈ (2, 2n/(n − 2κ)]. We put p := 2/(q (1 − θ)). Then p ∈ (1, ∞] since
(1 − θ) q = q − nq − 2n 2κ = −q(n − 2κ) + 2n 2κ ∈ [0, 2).
Let p ′ = 2/(2 − q(1 − θ)) ∈ [1, ∞) be its Sobolev conjugate. Let us define p 0 := q θ p ′ . Using (109) it follows p 0 = 2n/(n − 2κ) ∈ (2, ∞). By virtue of Hölder's inequality we are now in a position to estimate
Let f = (−△) κ 2 u, that is, u = |ξ| κ f . By using Riesz potential it follows that
f L 2 = u Ḣκ , by virtue of Hardy-Littlewood-Sobolev inequality. This concludes the proof.
