Introduction
The majority of recent studies in computational group theory deal with the development of algorithms for the investigation of subgroups of GL (d, q) . O'Brien led this work [12] . A particular aim is to develop the algorithms constructing an isomorphism between an arbitrary representation of a classical group and its natural representation. Kantor and Serees [7] presented an algorithm that constructs an isomorphism between an arbitrary permutation or matrix representation and the natural projective representation of H , where H is an almost simple classical group. Magaard et al. [11] described algorithms to set up an isomorphism for a projective matrix representation of degree of at most d 2 of the general linear groups having natural module of dimension d . In this paper, they construct a "nice" generating set in the natural module by using algorithms presented by [3] or [9] . In addition, there is an effective algorithm constructing an isomorphism between an arbitrary permutation or matrix representation of A n , S n of large degree and the natural permutation representation [1] , and in [2] a specialized algorithm does the same for the small degree case.
The following theorem shows how all highest weight modules of G can be constructed with p-restricted highest weights. (i) , i ∈ Z ≥0 , we get another G -module, which we denote by M (i) . If λ i are p -restricted weight, then
Theorem 1.1 Let τ be the Frobenius automorphism, raising elements to their p th power. Twisting the Gaction on a G -module M with τ
by [10] .
In this paper, τ is an operation taking p e th powers of the entries in the matrices representing the group elements, for some e < f . By the above theorem, the tensor products of the modules of the high weights
can be given as follows:
, tensor products consisting of replaced by duals of one or more factors in
and duals of these products,
) τ , and duals of these products,
) τ , and duals of these products.
Suppose that s has an irreducible action on V . Then the eigenvalues of We assume that random elements of a finite group G can be constructed with our algorithm. An algorithm outputs an ε -uniformly distributed random element [13] . In our context, 'nearly uniform' means ε-uniform for some ε < 1/2.
Let ξ be the time required to choose a nearly uniformly random element of G and let ρ q indicate the cost of a field operation in a finite field F q .
Our main results are stated in the following theorem:
f be a prime power and H have the natural module of dimension d. Suppose a set X of n × n matrices with entries in F q , and suppose that H is given as G = ⟨X⟩ acting irreducibly on a twisted
there is a polynomial-time Las Vegas algorithm that, with probability of at least 1−ε, sets up a data structure for
. The procedure that finds the image of g in a representation of
We prove this theorem by giving an algorithm with the stated complexity. Now we give a summary for the recognition algorithm, which constructs a matrix representation of dimension d.
Algorithm 1.
Input: G , which is isomorphic to a classical group H with natural module of dimension d, and W is an irreducible F q G module of dimension n.
Output:
The action of g on a d -dimensional vector space in F q .
Procedure:
1. Find a random element s ∈ G that satisfies the following: s has n one-dimensional eigenspaces and r divides |s| where r is a ppd (q; d). 
Find the image of
The output of all steps of the algorithm is the input of the following step. In order to prove this theorem, we consider each of the steps separately. In [11] , common steps of the algorithm were given comprehensively. Therefore, we are not interested in these steps. In the last step of our algorithm, we find the image of g , which is a matrix in GL(d, F q d ). However, the aim of the final step of our algorithm is to rewrite the output as a d × d matrix over F q . In order to determine the base change matrix between the base of V and the base of V ⊗F q d , we use the algorithm of [5] , a Las Vegas algorithm that finds the base change matrix.
Finding the random element
The first step of the recognition algorithm is common for all representations. We now discuss whether or not a random element s ∈ G that satisfies Step 1 has order divisible by an r primitive prime divisor of q d − 1. We require a test searching a suitable element s ∈ G and its eigenvalues over F q d . The procedure of finding the random element was given in [4] . We will only point out a particular focus.
The order of s is the factor of a ppd(q; d) prime if and only if s m ̸ = 1 . Since the order of s is divisible by the order of an eigenvalue, we decide this by taking the m th power of the eigenvalues of s.
We will now give a lemma identifying a sufficient condition for a suitable random element of H .
Lemma 2.1 Suppose that W are the tensor products of the modules of the high weights
and that the order of s ∈ H is a multiple of
Proof Let q = p f be a prime power and λ be a primitive element of F q d . Since s has the order that is a factor of (
We first consider the case
If any two of i 1 = i 2 , j 1 = j 2 , and k 1 = k 2 hold, then the other equality holds.
If the exponents on both sides of equation (1) are equal, then
If k 1 ̸ = k 2 and j 1 ̸ = j 2 , then the right side of this equation is divisible by p e and the left side of this equation is divisible by p f . Thus, the exponents on both sides of the equation are equal to e , 0 modf , respectively. This is a contradiction. Therefore, k 1 = k 2 , j 1 = j 2 and so i 1 = i 2 . If the exponents on each side of (1) are less than
, so these exponents are equal. There is only one solution k 1 = k 2 and j 1 = j 2 and i 1 = i 2 .
If
, then by taking the q t th powers of the exponents (1),
When these exponents are greater than d, the solution of (1) is
. From both inequalities, we deduce that the only case is
While the left side of the last equation is divisible by p , the other side is divisible by p if and only if i 2 = 1 and p = 2 . Hence, the equation is obtained as
, the left side of the last equation is greater than the other side. This is a contradiction.
must be a multiple of q d − 1, but it is not divisible by a ppd (q; d). Therefore, this is a contradiction. Similarly,
, and i 1 ̸ = i 2 . Then this implies that
is a multiple of q d − 1, but it is not divisible by a ppd (q; d) . Therefore, this is a contradiction.
) τ , it is applied as above.
When the case is
Since it is shown that its eigenvalues are distinct in a way similar to V ⊗ ( Sym 2 (V ) ) τ , we will not give its proof.
As before, the only solution is i 1 = i 2 , j 1 = j 2 , and
) . As before, the only solution is
Besides, it is shown that their eigenvalues are distinct when the cases are tensor products consisting of replaced by duals of one or more factors of
In [4, 11] , the authors showed that there is an element s ∈ G that satisfies the steps of the following Las Vegas algorithm.
Algorithm 2.
Input: G , which is isomorphic to a classical group H with natural module of dimension d.
Output: s ∈ G and its eigenvalues over F q d .

Procedure:
1. Set T := ⌈2/P log ε −1 ⌉, where P is given as the proportion of random elements in G with 1 P < 3d 2 log q and T is the upper bound of random elements of G . Our procedure determining a random element is the same as the procedures performed in recent papers [4, 11] . We obtain the required time for the procedure determining a random element in our representations by the following lemma. 
Compute the characteristic polynomial c(x) of a random element s ∈ G , and find the square-free factorization of c(x), the distinct-degree factorization of c(x).
Compute the distinct linear factors of c(x) over
Lemma 2.2 Let W be an irreducible
where P is the proportion of random elements in G. Then the complexity is
Labeling the eigenvalues l ijk
Assume that G ≤ GL (W ) where W is an irreducible F q G -module W of dimension n . In the previous section, the element s ∈ G providing conditions in the first step of the recognition algorithm was found. We now perform steps 2 and 3 of the recognition algorithm in this section. As before, the eigenvalues of
The remaining modules of dimension between d 2 and d 3 are the products that consist of replaced by duals of one or more factors of above products. We choose a basis of F W = {f i,j,k } , f i,j,k ∈ ⟨e i,j,k ⟩ by using the following algorithm.
Algorithm 3.
Input: Random element s and eigenvalues of s on W .
Output: Labeling the eigenvalues l ijk and the basis F W = {f ijk } .
Procedure:
1. Construct the orbits of eigenvalues under the Frobenius map σ and compute their q th powers.
2. Perform suitable labeling of the eigenvalues l 1jk and for
3. Take l 1jk ∈ Ω for each orbit Ω of eigenvalues and choose the vector f 1,j,k ∈ ⟨e 1,j,k ⟩ whose first nonzero coordinate is equal to 1. 
Proof Let W be the irreducible F G -modules corresponding with high weights
We perform suitable labelings l i,j,k of the eigenvalues of s on W as follows.
2 and let q = p f be a prime power. We know the set for the eigenvalues of s in its action on W by We perform the labeling of the eigenvalues l i,j,k as follows: 
We know the set for the eigenvalues of s in its action on
Its eigenspaces on W are ⟨e i,j,k = e i ⊗ e j ⊗ e k ⟩, for 1 ≤ i, j, k ≤ d and j < k . We choose one of these orbits and take an entry α from this orbit as 
Other values of l k,l,m are determined by taking q th powers of labeled elements of orbits.
Finally, we consider the case
We know the set for the eigenvalues of s in its
Its eigenspaces on
We choose one of these orbits and take an entry α from this orbit as .
The labelings for probable modules consisting of their duals instead of one or more factors are identical with the cases given above. Therefore, we do not restate their proofs. Since we can assume that the first coordinate of each e i is 1 , the vector f i,j,k corresponds precisely to e i ⊗ e j ⊗e k , and so it does not need a scalar multiple [11] .
We use the algorithm of [5] 
