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This work presents a generalization of the Koashi-Winter relation for α-Renyi entropies. This
result is based on the Renyi's entropy version of quantum Jensen Shannon divergence. By means
of this definition, a classical correlations quantifier Cα(ρAB) = sup
ξ
MB
AB
Qα(ξ
MB
AB ) is proposed, where
the optimization is taken over the ensembles ξMBAB created by the outputs of the local measurement
process. The main result is applied to the capacity of a quantum classical channel over a tripartite
pure state ψABE , that is rated above in function of the probability of success to discriminate the
states in the ensemble ξMEAE , created by the local dephasing over partition E, and the asymptotic
log generalized robustness of partition AB. Some analytical results are calculated for classical
correlations and entanglement of formation.
I. INTRODUCTION
Quantum correlations are intrinsically related to quan-
tum information theory, as resources for quantum infor-
mation protocols [1]. The quantification of quantum in-
formation rates is performed by a quantum version of
entropic measures, especially by von Neumann entropy
S(ρ) = −Tr(ρ log ρ), (1)
and its related measures [2], although there are gener-
alizations of von Neumann entropy, and its related mea-
sures, by means of Tsallis'entropy [3] and Renyi's entropy
[4]. The quantum version of Renyi's entropy, in the con-
text of quantum correlations and quantum information,
has been a theme of intense investigation in the last few
years [5–16]. This is the context in which this work is
inserted.
The main result of this work is the generalization of
the Koashi - Winter relation for Renyi's entropy. This
result is based on the Renyi's entropy version of quan-
tum Jensen Shannon Divergence (QJSD) [8]. By means
of Renyi's QJSD and the distinguishability of quantum
states, a quantifier of classical correlations is introduced:
Cα, for α ∈ (0, 1). The properties for Cα to be a quan-
tifier of classical correlations are discussed and proved.
From the main result, Renyi’s entanglement of formation
for pure states is calculated, recovering Ref.[17]. The val-
ues of Cα for pure states and classical correlated states
are also calculated, recovering the classical Jensen Shan-
non Divergence. As an application of the main result, it
is shown that the entanglement of formation, for α = 1/2,
is a convex roof of log generalized robustness. This final
result is discussed in the context of channel capacity in
asymptotic limit.
This paper is organized as follow. In Section II some
mathematical concepts about density matrix, the CPTP
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channels over density operators, the Schatten - p norm
for operators, and entropic measure for quantum systems
are introduced. In Section III the formalism of quantum
correlations: quantumness of correlations and quantum
entanglement is presented. The main results are pre-
sented in Section IV. In Section V the results are applied
for α = 1/2 Renyi’s entropy, a relation between Cα, the
distinguishability of the states in the ensemble created by
local measurement and the log robustness is obtained.
II. FORMALISM AND NOTATION
A. Density Operator
This work deals with finite dimensional Hilbert spaces.
A given Hilbert space HN = CN is defined as a com-
plex vector space. For a given Hilbert space there exists
a dual space H∗N , that maps H to the complex num-
bers. For finite dimensional Hilbert spaces these two
spaces are isomorphic, so H∗N = CN . The space of lin-
ear transformations acting on a Hilbert space is denoted
as L(CN ,CM ). A given linear transformation A belongs
to the space L(CN ,CM ), if A : CN → CM . If A is an
operator, its space is denote as L(CN ). The set of lin-
ear transformations on the Hilbert space L(CN ,CM ) is
also a Hilbert space, therefore it is equipped with inner
product. For two operators M,N ∈ L(CN ), the inner
product is defined as the Hermitian form:
〈M,N〉 = Tr(M †N). (2)
As Tr(M †N) is a finite number, the vector space L is
often called the space of bound operators. Restricting the
matrices in the positive cone of this space to be trace=1,
it defines the set of density matrices [18]. This set of
operators is a vector space denoted as D(CN ).
Definition 1. A linear positive operator ρ ∈ D(CN ) is
a density matrix, and represents the state of a quantum
system, if it satisfies the following properties:
2• Positive semi-definite: ρ ≥ 0;
• Trace one: Tr(ρ) = 1.
A linear transformation Φ : L(CN ) → L(CM ) repre-
sents a physical process if it is completely positive and
preserves the trace. In other words, the transformation
Φ satisfies:
• Completely Positive: Consider a composed sys-
tem described by σAB ∈ D(CA ⊗ CB)
IA ⊗ ΦB(σAB) ≥ 0. (3)
• Trace preserving: For a given density matrix ρ ∈
D(CN )
Tr[Φ(ρ)] = Tr[ρ] = 1
Satisfying these properties the transformations map a
density matrix into another density matrix, named a
Completely Positive and Trace Preserving (CPTP) chan-
nel. The set of CPTP channels is denoted as P(CN ,CM ).
Isometric transformations are linear transformations
V : CN → CM satisfying:
V †V = IN , (4)
U(CN ,CM ) is the set of isometric operations. Isometries
that map the space CN on itself are named unitary op-
erators. The set of unitary operations on CN is denoted
as U ∈ U(CN ). A unitary operator U ∈ U(CN ), satisfies
U †U = UU † = IN . An isometric transformation pre-
serves the inner product, and consequently the spectra
of the operators.
An important CPTP channel for this work is the local
measurement mapMA ∈ P(CA,CX). Where dim(CA) =
|A| and dim(CX) = |X |. For projective measurements,
the measurement map is simply the dephasing operation
in the measured orthonormal basis. Thus, considering a
bipartite state ρAB ∈ D(CA⊗CB) and a local projective
measurement over A, the post-measurement state is:
MA ⊗ IB(ρAB) =
∑
x
px |ax〉〈ax| ⊗ ρBx , (5)
where {|ax〉}|A|1 is an orthonormal basis, and pxρBx =
TrA(|ax〉〈ax| ⊗ IBρAB). The state ρBx is an output of the
measurement process with probability px. For general
measurement processes described by positive-operator
valued measure (POVM), by Naimark's dilation theo-
rem the approach is the same as for projective measure-
ments, the only difference is in the cardinality of the ran-
dom variable X = {px}|X|x=1, that in this case, is equal
to the number of POVM elements [19]. The local mea-
surement outputs create an ensemble of quantum states
ξMAB = {px, ρBx }|X|x=1.
B. Schatten-p norm
The Schatten-p norm for operators is analogous to the
lp norm for vectors.
Definition 2. Given a linear operator A ∈ L(CN ,CM ),
the Schatten-p norm is defined as:
‖A‖p = {Tr[(AA†)p/2]}1/p, (6)
where p = [1,∞).
The Schatten-p norm can be written as the lp norm of
the spectral decomposition of the matrix A:
‖A‖p =
{∑
k
|λ(A)k|p]
}1/p
, (7)
where {λ(A)k}k are the eigenvalues ofA. As the Schatten
norm only depends on the eigenvalues of the matrix, it
is invariant under action of isometries.
C. Quantum Entropies
Considering a random variable X = {px}, where px ≥
0 and
∑
x px = 1, its α - Renyi's entropy is defined as
[4]:
Hα(X) =
1
1− α log
∑
x
pαx . (8)
For α→ 1 it is the Shannon entropy of X :
H1(X) = −
∑
x
px log px.
The quantum version of the Renyi's entropy is defined as
[20]:
Definition 3 (Quantum α entropy). Given a quantum
state ρ ∈ D(CN ), its α entropy is
Sα(ρ) =
1
1− α log ‖ρ‖
α
α, (9)
where ‖ρ‖α is the Schatten norm, then ‖ρ‖αα = Tr(ρα).
For quantum Renyi's entropy, the following proposi-
tion is introduced.
Proposition 4. Renyi's entropy is a concave function
for α ∈ (0, 1):
Sα(
∑
k
pkρk) ≥
∑
k
pkSα(ρk) (10)
The proof of this proposition was performed in Ref.[21],
and a modern discussion about this issue can be found on
3[5]. For α→ 1 the α - entropy is equal the von Neumann
entropy [20]:
lim
α→1
Sα(ρ) = S(ρ) = −Tr (ρ log ρ) . (11)
For composed systems, the total amount of correlations
in a bipartite state ρAB ∈ D(CA⊗CB) can be quantified
by means of mutual information:
I(A : B)ρAB = S(ρA) + S(ρB)− S(ρAB), (12)
where ρA = TrB(ρAB), the same for ρB. Mutual informa-
tion is zero if the state is a product state ρAB = ρA⊗ρB.
For classical quantum states ρAX =
∑
x pxρ
A
x ⊗ |x〉〈x|,
where X = {px} is a classical register, the mutual infor-
mation is:
I(A : X)ρAX = S(ρA)−
∑
x
pxS(ρ
A
x ). (13)
This function quantifies the distinguishability of states in
the ensemble ξA = {px, ρAx }, and is also named Jensen
Shannon divergence [22], represented in this work as
Q(ξA) = S(ρA)−
∑
x
pxS(ρ
A
x ). (14)
For an ensemble of quantum state composed of two
states, it is defined as the symmetric and smoothed ver-
sion of Shannon relative entropy [22, 23]. It is related to
the Bures distance and induces a metric for pure quantum
states, related to the Fisher-Rao metric [24]. Holevo's
Theorem states that quantity is the capacity of a given
channel to transmit classical information [25, 26].
III. QUANTUM CORRELATIONS
This section presents some definitions and discussions
about quantum correlations. First the class of classi-
cal correlated state and the definition of a quantifier of
classical correlations are presented. Next the concept of
quantum entanglement is discussed. Finally the Koashi -
Winter relation is introduced, which interplays classical
correlations and quantum entanglement.
A. Quantumness of Correlations
A composed state ρAB ∈ D(CA ⊗ CB) is said to be
classically correlated if a local projective measurement
ΠA ⊗ΠB, that commutes with the state, exists [27–30]
[ρAB,ΠA ⊗ΠB ] = 0. (15)
The class of states that satisfies this equation is composed
of states in the following form:
ρAB =
|A|∑
i=1
|B|∑
j=1
pi,jΠ
A
i ⊗ΠBj , (16)
where
∑|A|
i=1
∑|B|
j=1 pi,j = 1, pi,j ≥ 0 and ΠA ⊗ ΠB ∈
{ΠAi ⊗ ΠBj }i,j . The amount of classical correlations in
a quantum state is measured by the capacity to extract
information locally [31]. As the measurement process is
a classical statistical inference, classical correlations can
be quantified by the amount of correlations remaining in
the system after a local measurement [28].
Definition 5 (Classical Correlations). For a bipartite
density matrix ρAB ∈ D(CA⊗CB), classical correlations
between A and B can be quantified by the amount of cor-
relations extracted by means of local measurements:
J(A : B)ρAB = max
I⊗B∈P
I(A : X)I⊗B(ρAB), (17)
where the optimization is taken over the set of local mea-
surement maps I⊗B ∈ P(CAB,CAX) and I⊗B(ρAB) =∑
x pxρ
A
x ⊗ |bx〉〈bx| is a quantum-classical state in the
space D(CA ⊗ CX).
As the mutual information quantifies the total amount
of correlations in the state, it is possible to define a quan-
tifier of quantum correlations as the difference between
the total correlations in the system, quantified by mutual
information, and the classical correlations, measured by
Eq.(17). This measure of quantumness of correlations is
named quantum discord [29, 30]:
D(A : B)ρAB = I(A : B)ρAB − J(A : B)ρAB , (18)
where I(A : B)ρAB is the von Neumann mutual infor-
mation. The quantum discord quantifies the amount of
information, that cannot be accessed via local measure-
ments [31], therefore it measures the quantumness of cor-
relations between A and B that cannot be recovered via
a classical statistical inference process.
B. Entanglement
A pure state |ψ〉AB ∈ CA ⊗ CB is uncorrelated if it
can be written as a tensor product of pure states of each
partition:
|ψ〉AB = |a〉 ⊗ |b〉 , (19)
where |x〉 ∈ CX , for x = {a, b}. By the definition of
classical correlations in Eq.(16), a convex combination of
product states can be quantum correlated. Therefore,
taking convex combinations of non orthogonal states re-
sults in the notion of separable state [32].
Definition 6 (Separable states). Considering a com-
posed system described by the state
σ ∈ D(CA ⊗ CB), it is a separable state if and only if it
can be written as:
σAB =
∑
i,j
pi,j |ψi〉〈ψi|A ⊗ |φi〉〈φi|B , (20)
where |ψi〉A ∈ CA and |φi〉B ∈ CB.
4Note that the states {|ψi〉A}i and {|φj〉B}j are, in gen-
eral, not orthogonal states. If these sets are composed of
orthogonal states, the state in Eq.(20) is classically corre-
lated. Quantum entanglement is defined as the negation
of Definition 6 [33]:
Definition 7 (Entanglement). A composed state ρAB ∈
D(CA ⊗ CB) is entangled if it is not separable.
The amount of quantum entanglement of a bipartite
system ρAB ∈ D(CA ⊗ CB) can be quantified by the en-
tanglement of formation. The entanglement of formation
is interpreted as the minimum amount of entangled pure
states required to build ρAB, by means of a convex com-
bination [34].
Definition 8 (Entanglement of Formation). Consider-
ing a quantum state ρ ∈ D(CA ⊗ CB), the entanglement
of formation is defined as the convex roof:
Ef (ρ) = inf
ξρ
∑
i
piE(|ψi〉), (21)
where the minimization is performed over all ensem-
bles ξρ = {pi, |ψi〉〈ψi|}Mi=1, such that ρ =
∑
i pi |ψi〉〈ψi|,∑
i pi = 1 and pi ≥ 0.
The function E(|ψi〉) = S(ρA) is named entropy of en-
tanglement [35, 36], and is the usual quantifier of entan-
glement for pure states. For pure states, entanglement of
formation is equal to the classical correlations and quan-
tum discord [37]:
Ef (ψAB) = J(A : B)ψAB = D(A : B)ψAB = S(ρA),
where |ψ〉〈ψ|AB ∈ D(CA ⊗CB) is a pure state and ρA =
TrB(ψ).
As in this work the interest is in Renyi's entropies, the
α - Entanglement of Formation (EoF) is introduced [17]:
Definition 9. α - entanglement of formation of a bipar-
tite state ρAB ∈ D(CA ⊗ CB) is defined as:
Eαf (ρAB) = inf
{pi,|ψi〉〈ψi|}i
∑
i
piSα(TrB(|ψi〉〈ψi|AB) (22)
for ρAB =
∑
i pi |ψi〉〈ψi|AB.
Sα(TrB(|ψi〉〈ψi|AB) is the α - entropy of entanglement,
which is an entanglement monotone for α ∈ (0, 1) [38, 39].
The Schur concavity of α - entropy for α ∈ (0, 1) guar-
antees that α - entanglement of formation is a monotone
function under the action of local operations and classical
communication (LOCC) [17].
C. Koashi - Winter relation
Given a bipartite system ρAB ∈ D(CA ⊗ CB), and its
purification |ψ〉ABE ∈ CA ⊗ CB ⊗ CE . The dimension
of the global space is: dim(CABE) = dim(A) · dim(B) ·
rank(ρAB). The purification creates quantum correla-
tions between the system AB and the purification system
E, unless the state is already pure. The balance between
the correlations of a tripartite purification is settled by
the Koashi-Winter relation [40].
Theorem 10 (Koashi-Winter relation). Considering
ρABE ∈ D(CA ⊗ CB ⊗ CE) a pure state then:
J(A : E)ρAE = S(ρA)− Ef (ρAB), (23)
where ρX = TrY [ρYX ].
The Koashi-Winter equation quantifies the amount of
entanglement among A and B, considering that the for-
mer is classically correlated with another system E. This
property is interesting as it is related with the monogamy
of entanglement [41]. An analogous expression of the
Koashi - Winter relation has been obtained for quantum
discord and entanglement of formation [37]. From this
new relation, the irreversibility of the entanglement dis-
tillation protocol and quantum discord are interplayed
[42]. This result can be applied for the state merging
protocol [43, 44]. In addition to the above relation, some
upper and lower bounds between quantum discord and
entanglement of formation have been calculated via the
Koashi-Winter relation and entropic properties [45–48].
By means of Eq.(23) quantum discord and entanglement
of formation were calculated analytically for systems with
rank-2 and dimension 2⊗ n [31, 49, 50].
In this work a generalization of the Koashi - Winter
relation is calculated for a class of Renyi's entropies for
the parameter α ∈ (0, 1).
IV. RESULTS
First the α Quantum Jensen Shannon divergence
(QJSD) is introduced [51].
Definition 11 (α - Quantum Jensen Shannon diver-
gence). Given a quantum ensemble ξ = {pk, ρk}Mk , for
ρk ∈ D(CN ) the Renyi's quantum Jensen Shannon di-
vergence, for α ∈ (0, 1) is defined as:
Qα(ξ) = Sα(
∑
k
pkρk)−
∑
k
pkSα(ρk), (24)
where
Sα(X) =
1
1− α log ‖X‖
α
α
and ‖·‖α is the Schatten norm
‖X‖αα = Tr(Xα),
for any matrix X ∈ L(CN ).
A corollary of the concavity of the Renyi's entropy is
the positivity of the α - QJSD function:
Qα(ξ) ≥ 0, (25)
5for α ∈ (0, 1). The α - QJSD is zero if the ensemble has
cardinality equal to one (M = 1), and maximum if the
states in the ensemble are pure and lineally independent.
The α - QJSD is a generalization of the QJSD [51], and
quantifies the distinguishability between the states in the
ensemble.
As aforementioned, local measurements create a quan-
tum ensemble in the non measured partition, composed
by the output states. Given this property the function is
defined:
Definition 12. For a bipartite state ρAB, one can define
the function
Cα(ρAB) = sup
ξ
MB
AB
Qα(ξ
MB
AB ),
where ξMBAB = {px, ρAx } for pxρAx = TrB(IA⊗MxρAB) and
{Mx}x are elements of a POVM.
As discussed Qα(ξ
MB
AB ) quantifies the distinguishabil-
ity between the states in the ensemble ξMBAB , therefore
Cα(ρAB) measures the distinguishability between the
states in the ensemble created by the measurement MB
such that the states are the most distinguishable. For
von Neumann entropy this quantity quantifies classical
correlations of the state ρAB.
The relation of Cα(ρAB) with quantum correlations in
ρAB is stated in the main result of this work, presented
below.
Theorem 13. Considering a pure tripartite state
ψABE = ρABE ∈ D(CA⊗CB⊗CE), the following equality
holds:
Cα(ρAE) = sup
ξ
ME
AE
Qα(ξ
ME
AE ) = Sα(ρA)− Eαf (ρAB) (26)
Proof. There exists a set of orthogonal states {|l〉}|E|l=1
such that the states ψABE can be written as:
|ψ〉ABE =
∑
l
pl |φl〉AB |l〉E ,
thus the reduced density matrix TrE(ψABE) = ρAB =∑
l pl |φl〉〈φl|. Performing a measurement on subsystem
E, such that the POVM elements of the measurement are
rank-1 operators {MEx = |µx〉〈µx|}, where
∑
xM
E
x = 1
and MEx ≥ 0, the post-measurement state is:
ρABE′ = IAB ⊗ME(ρABE) (27)
=
∑
x
TrE (IAB ⊗ |µx〉〈µx|E ρABE)⊗ |ex〉〈ex|E′ ,
(28)
=
∑
x
qx |ψx〉〈ψx|AB ⊗ |ex〉〈ex|E′ , (29)
where qx |ψx〉〈ψx|AB = TrE (IAB ⊗ |µx〉〈µx|E ρABE). As
ρAB = Tr(ρABE) = Tr(ρABE′), it is clear that there
exists a POVM such that:
qx = px
|ψx〉AB = |φx〉AB .
In subsystem AE′ the post-measurement state is:
ρAE′ = TrB (ρABE′) (30)
=
∑
x
qxTrB(|ψx〉〈ψx|AB ⊗ |ex〉〈ex|E′) (31)
=
∑
x
qxρ
A
x ⊗ |ex〉〈ex|E′ , (32)
where TrB(|ψx〉〈ψx|AB) = ρAx . The state ρAE′ represents
the ensemble of quantum state ξMEAE = {qx, ρAx } prepared
according to the random variable X = {qx}x. In this
way calculating α-QJSD for the ensemble ξMEAE :
Qα(ξ
ME
AE ) = Sα(ρA)−
∑
x
qxSα(TrB(|ψx〉〈ψx|AB). (33)
The quantum ensemble ξMEAE is created by means of a
measurement ME on the subsystem E, implying that it
is possible to find a measurement such that the created
ensemble maximizes the α-QJSD:
sup
ξ
ME
AE
Qα(ξ
ME
AE ) = Sα(ρA)− inf
ξ
ME
AE
∑
x
qxSα(TrB(|ψx〉〈ψx|AB).
However the ensemble is created by means of a measure-
ment performed on E, thus one can rewrite the last term
of the equation as
inf
ξ
ME
AE
∑
x
qxSα(TrB(|ψx〉〈ψx|AB) (34)
= inf
{qx,|ψx〉〈ψx|}x
∑
x
qxSα(TrB(|ψx〉〈ψx|AB). (35)
As the state in AB, on average, does not change by the
measurement onE, one can identify the right hand side of
the equation as the α-Renyi Entanglement of Formation:
Eαf (ρAB) = inf
{qx,|ψx〉〈ψx|}x
∑
x
qxSα(TrB(|ψx〉〈ψx|AB),
for ρAB =
∑
x qx |ψx〉〈ψx|AB.
From Eq.(26) it is possible to recover and generalize
that, for pure states the entanglement of formation is
equal to the von Neumann entropy of the reduced density
matrix [17].
Theorem 14 (Pure States). Consider ρAB a pure state,
the α - QJSD of the ensemble ξMEAE is zero, therefore:
Eαf (ρAB) = Sα(ρA). (36)
Proof. The state ρAB can be written in the Schmidt de-
composition:
|ψAB〉 =
∑
l
cl |al〉 |bl〉 . (37)
6The purification of a pure state is just coupling another
pure ancilla to it:
ρABE = |ψAB〉〈ψAB| ⊗ |0〉〈0| . (38)
Performing a measurement ME with POVM elements
{MEx }x on system E, the post-measurement states on
subsystem A are:
ρAx =
1
px
TrE
(
IA ⊗MEx ρAE
)
=
1
px
∑
l
cl 〈0|Mx |0〉 |al〉〈al| ,
taking the partial trace over B on Eq.(37) one realizes
that:
ρAx =
1
px
〈0|Mx |0〉 ρA = ρA,
for every measurement map performed on E. Therefore
the ensemble created by the local measurement is com-
posed of only one single state ξMEAE = {1, ρA}, implying
that Renyi's QJSD of the ensemble is zero.
The Renyi's entropy generalization of the Koashi -
Winter relation state that there is an interplay between
the most distinguishable states of the ensemble created
by the local measurement on the bipartite system, and
the α EoF of the unmeasured system and the purifica-
tion ancillary system. The standard KW relation re-
lates classical correlations and the entanglement of for-
mation of the unmeasured state and the purification
ancillary system. Note that the function Cα(ρAE) =
sup
ξ
ME
AE
Qα(ξ
ME
AE ) can be a quantifier of classical corre-
lations. As discussed by Henderson and Vedral [30], the
standard measure of classical correlations quantifies the
amount of information accessed via local measurements
on a bipartite system, that is equal to the distinguisha-
bility of the states of the ensemble created by the local
measurement, quantified by the QJSD. In this way, the
properties that Cα must satisfies to be a measure of clas-
sical correlations are now discussed, and some analytical
results are obtained from this discussion.
It is possible to rewrite Eq.(26) changing the order of
the labels B → E:
Cα(ρAB) = Sα(ρA)− Eαf (ρAE). (39)
Then now the properties of the function Cα(ρAB) are
presented, for a given density operator ρAB ∈ D(CA ⊗
CB), and state that it can be a quantifier of classical
correlations of α ∈ (0, 1).
For a function of information to quantify correlations
between quantum systems it must satisfy some important
properties [52].
1. Cα(ρAB) = 0 if and only if ρAB is a product state;
2. Cα(ρAB) = Cα(UA ⊗ UBρABU †A ⊗ U †B), for UX ∈
U(CX) a unitary operation.
3. Cα(ρAB) ≥ Cα(ΦA ⊗ ΦB(ρAB)), for ΦX a CPTP
map.
The proof that Cα(ρAB) satisfies these properties is per-
formed in the sequence by the following theorems.
Theorem 15 (Property 1). Consider a state ρAB and its
post local measurement state ρAB′ =
∑
x pxρA⊗|x〉〈x|B′ ,
for the ensemble ξMBAB = {px, ρAx } the Renyi QJSD, max-
imized over all ensembles created by the local measure-
ment, is zero if and only if ρAB is a product state.
Proof. Given ρAB = ρA ⊗ ρB its purified state will also
be a product state:
|ψ〉ABER = |φ〉AE ⊗ |ϕ〉BR
=
(∑
l
√
al |al〉A |l〉E
)
⊗
(∑
k
√
k |bk〉B |k〉R
)
,
for ρA =
∑
l al |al〉〈al| and ρB =
∑
k bk |bk〉〈bk|. As
shown in Proposition 14, α - entanglement of formation
for pure state is equal to the Renyi's entropy of the re-
duced density matrix:
Eαf (|φ〉AE) = Sα(ρA), (40)
therefore the α-QJSD is zero. On the other hand, the
ensemble ξMBAB is created by means of a local measurement
M over B on the product state ρAB = ρA ⊗ ρB:
ρAB′ = ρA ⊗M(ρB).
For every measurement performed over the subsystem B
the state in A remains undisturbed:
ρA ⊗M(ρB) = ρA ⊗ ρB′ .
Therefore the ensemble created in A by means of this
measurement overB has just one element ξMBAB = {1, ρA},
which implies:
Qα(ξ
MB
AB ) = 0. (41)
Theorem 16 (Property 2). Cα(ρAB) is invariant under
local unitary operations.
Proof. As Schatten-p norm is invariant under unitary op-
erations, then α- QJSD is invariant under unitary oper-
ations:
Q(UξU †)α = Sα(U
(∑
k
pkρk
)
U †)−
∑
k
pkSα(UρkU
†)
= Q(ξ)α,
where U ∈ U(CΓ) is a unitary operation. As it is holds
for every ensemble ξ = {pk, ρk}Mk=1.
7Theorem 17 (Property 3). For a bipartite state ρAB,
the function
Cα(ρAB) ≥ Cα(ρ˜AB),
for α ∈ (0, 1), where ρ˜AB = ΦA ⊗ ΦB(ρAB), and ΦX ∈
P(CX).
Proof. This comes from the fact that α - EoF is an en-
tanglement monotone, and decreases under LOCC, for
α ∈ (0, 1).
An interesting analytical result obtained from Eq.(26)
is that Cα(ρAB) is equal to the entropy of entanglement
for ρAB a pure state.
Theorem 18 (Classical correlations of a pure state).
For ρAB ∈ D(CA ⊗CB) a pure state ρAB = |ψ〉〈ψ|AB, it
holds
Cα(ρAB) = S(ρA), (42)
where ρA = TrB(|ψ〉〈ψ|AB).
Proof. As ρAB = |ψ〉〈ψ|AB is a pure state, its purification
|φ〉ABE = |ψ〉AB ⊗ |0〉E is a product state in the space
CAB ⊗ CE , then Eαf (ρAE) = 0, proving the statement.
For quantum states without quantum correlations it
is expected that the amount of classical correlations is
equal to a standard classical entropy. This is obtained in
the next theorem.
Theorem 19 (Classically Correlated State). Consider-
ing ρAB a classical correlated state:
ρAB =
∑
x,y
px,y |ax〉〈ax| ⊗ |by〉〈by| ,
where {|ax〉}|A|x=1 and {|by〉}|B|y=1 are orthonormal basis in
CA and CB respectively, then:
Cα(ρAB) = Hα(X,Y )−Hα(X |Y ),
for X = {px =
∑
y px,y}|A|x=1, and analogous for Y .
Proof. Taking the local measurement over partition B,
there exists a measurement operation MB that enables
the classically correlated state invariant
IA ⊗MB(ρAB) = ρAB.
The post-measurement ensemble of states is:
ξMBAB =
{
py,
∑
x
p(x|y) |ax〉〈ax|
}|B|
y=1
,
where p(x|y) = px,y/py. Calculating α - QJSD of ξMBAB :
Qα(ξ
MB
AB ) = Sα(
∑
x,y
pyp(x|y) |ax〉〈ax|)− (43)
−
∑
y
pySα(
∑
x
p(x|y) |ax〉〈ax|), (44)
as:
Sα(
∑
x,y
pyp(x|y) |ax〉〈ax|) = Hα(X,Y ) (45)
Sα(
∑
x
p(x|y) |ax〉〈ax|) = Hα(X |Y ), (46)
proving the proposition.
Remark 20. This definition for classical conditional en-
tropy
Hα(X |Y ) = 1
1− α
∑
y
py log[
∑
x
p(x|y)α],
does not satisfy the monotonicity under stochastic oper-
ations for every α ∈ (0, 1)∪ (0,∞) [6, 8]. An interesting
discussion about this issue can be found in Ref.[53], al-
though it is not known if this is not monotone for every
α ∈ (0, 1).
V. KW - RELATION FOR LOG ROBUSTNESS
As an application of the results of this paper, an inter-
esting measure of entanglement is the well known gener-
alized robustness, which quantifies the amount of mixture
with another state needed to destroy the entanglement
of the system [54, 55]. Formally this is defined as:
Definition 21 (Generalized robustness). Consider an
n-partite state ρ ∈ D(CA1 ⊗ · · · ⊗ CAn), generalized ro-
bustness of ρ is defined as:
RG(ρ) =
{
min
s∈R+
s : ∃ρs s.t. ρ+ sρs
1 + s
∈ Sep
}
, (47)
where Sep is the set of separable states in D(CA1 ⊗ · · · ⊗
CAn).
The parameter s is zero for separable states and finite
for entangled states [54].
Another entanglement quantifier related to the gener-
alized robustness of entanglement is the log - generalized
robustness (LGR) defined as [56]:
LRg(ρ) = log2(1 +RG(ρ)), (48)
where RG(ρ) is the generalized robustness of ρ. LGR
is an entanglement monotone, sub-additive, non increas-
ing under trace preserving separable operations, and an
upper bound for the distillable entanglement [56]. It
was also studied in the context of the resources theory
of quantum entanglement [57–59].
As an application of the main results in Eq.(26), it is
possible to obtain that for α = 1/2, Renyi's entanglement
entropy of a pure state is equal to the LGR for the pure
state.
8Lemma 22. Considering a pure state |ψ〉AB ∈ CA⊗CB,
the α = 1/2 - entanglement entropy is equal to the log -
robustness:
S1/2(ρA) = LRg(ψAB),
where ρA = TrB(ψAB) and ψAB = |ψ〉〈ψ|AB.
Proof. Considering the pure state in its Schmidt decom-
position |ψ〉AB =
∑
i
√
µi |ai〉 |bi〉, then its reduced den-
sity matrix is ρA =
∑
i µi |ai〉〈ai|. The α = 1/2 entropy
is simply:
S1/2(ρA) = 2 logTr(
√
ρA) = 2 log(
∑
i
√
µi).
As bipartite pure state the generalized robustness is [39]:
RG(ψAB) =
(∑
i
√
µi
)2
− 1,
then by definition of LGR:
S1/2(ρA) = LRg(ψAB).
As a direct corollary, it is possible to calculate that
the α = 1/2 - entanglement of formation is a convex roof
version of the LGR: for a bipartite state ρAB ∈ D(CA ⊗
CB)
E
1/2
f (ρAB) = min
{pi,|ψi〉}
∑
i
piLRg(ψi), (49)
where ρAB =
∑
i pi |ψi〉〈ψi|AB.
Before introducing the main theorem of this section,
some useful lemmas are proved.
Lemma 23. Given an ensemble of quantum states ξA =
{px, ρAx }|X|x=1, for ρAx ∈ D(CA) and |X | the cardinality of
classical distribution X = {px}. The probability of suc-
cess in distinguishing the states in the ensemble is defined
as:
Psuc(X |A) = sup
{Ex}
∑
x
Tr(Exρ
A
x ),
where {Ex}|X|x=1 is a set of POVM elements. It is rated
by the α = 1/2 entropy of ρA =
∑
x pxρ
A
x as:
S1/2(ρA) ≥ − logPsuc(X |A). (50)
Proof. As α entropy monotonically increases for α ∈
(0, 1) ∪ (1, 2] [60], then:
S1/2(ρA) ≥ S1/2(ρAX),
where ρAX =
∑
x pxρ
A
x⊗|x〉〈x|X . As discussed in Ref.[53]
S1/2 is named Smax, or max entropy. Therefore:
S1/2(ρA) ≥ Smax(ρAX) (51)
≥ Smin(X |A) (52)
= − logPsuc(X |A). (53)
Where Smin(X |A) = maxσ
{
‖σ−1/2A ⊗ IρAXσ−1/2A ⊗ I‖2
}
[61]. Eq.(52) is Lemma 3.1.5 of Ref.[62] and Eq.(53) is
Theorem.1 of Ref.[61].
Lemma 24. Consider ρAB ∈ D(CA ⊗ CB), the regular-
ized E∞1/2(ρAB) and LR
∞
g (ρAB) defined respectively as:
E∞1/2(ρAB) = limn→∞
E
1/2
f (ρ
⊗n
AB)
n
,
LR∞g (ρAB) = limn→∞
LRg(ρ
⊗n
AB)
n
,
the following equality holds:
E∞1/2(ρAB) = LR
∞
g (ρAB). (54)
Proof. Consider the relative entropy of entanglement:
ER(ρ) = min
σ∈Sep
S(ρ||σ),
where S(ρ||σ) = −Tr(σ log ρ) − S(ρ) is the relative en-
tropy. For pure states ER(ψ) = S(ρA), where ρA is
the reduced density matrix of ψ = |ψ〉〈ψ|. As demon-
strated by Branda˜o and Plenio [57, 58]: LR∞g (ρAB) =
ER(ρAB) = EC(ρAB), where EC is the entanglement
cost. It implies that for pure states:
LR∞g (ψAB) = ER(ψAB) = S(ρA),
which implies that E∞f (ρAB) = E
∞
1/2(ρAB). As proved in
Ref.[63]: E∞f (ρAB) = EC(ρAB), where E
∞
f is the regu-
larized entanglement of formation. Therefore the state-
ment comes from:
LR∞g (ρAB) = EC(ρAB) = E
∞
f (ρAB) = E
∞
1/2(ρAB).
As aforementioned, the function Qα(ξ
ME
AE ), in anal-
ogy with QJSD, quantifies the distinguishability of the
states in the ensemble. If the ensemble is generated by
means of local measurements, its optimization over all lo-
cal measurements quantifies classical correlations in the
state ρAE . This concept is related to the channel capac-
ity of a quantum - classical channel, where the capacity
is rated by the HSW quantity [26, 64], that is the QJSD
of the ensemble created by the quantum classical chan-
nel [51]. The following result provides a relation between
the capacity of a quantum classical channel, a dephas-
ing channel acting locally in a composed system, and the
probability of success in discriminating the states in the
output ensemble, depending on the entanglement with
the purification ancillary system. It is considered that
pure state ψABE is shared, and information, encoding
on E, is sent from A to B by a quantum classical chan-
nel. This ensemble is created by means of the optimal
local measurement over E, considering that there may be
many copies of the state.
9Theorem 25. Consider a pure state ρABE ∈ D(CA ⊗
CB ⊗ CE), performing the optimal measurement over E
such that C∞1/2(ρAE) = supξME
AE
Qα(ξ
ME
AE ) and ξ
ME
AE =
{px, ρAx } is the ensemble in A created by the local mea-
surement. C∞1/2(ρAE) is rated below as:
C∞1/2(ρAE) ≥ − logPsuc(X |A)− LR∞g (ρAB), (55)
where Psuc(X |A) is the probability of success in discrim-
inating the states in the ensemble ξMEAE , and LR
∞
g (ρAB)
is asymptotic log generalized robustness .
Proof. Given a regularized version of Eq.(26) for α = 1/2
C∞1/2(ρAE) = S
∞
1/2(ρA)− E∞1/2(ρAB),
where f∞(ρ) = limn→∞
f(ρ⊗n)
n . Substituting Eq.(53),
Eq.(54) and by linearity of the trace in definition of prob-
ability of success in Eq.(50), it proves the statement.
Eq.(55) relates the character of a quantifier of distin-
guishability of C1/2 with its correlation quantifier, relat-
ing it with the probability of success in discriminating the
states in the ensemble ξMEAE with quantum entanglement
quantified by regularized LGR.
VI. CONCLUSION
In this work a generalization of Koashi - Winter rela-
tion is presented by means of the Renyi's entropic ver-
sion of quantum Jensen Shannon divergence. From this
generalization, some analytical results for quantifiers of
classical and quantum correlations are presented. A α
Renyi's quantifier of classical correlations for α ∈ (0, 1)
is also introduced. As an application of the main result,
a lower bound for C∞1/2(ρAE) is obtained, related to the
discrimination of the states in the ensemble, created by
the local measurement, and the asymptotic log robust-
ness of entanglement. This result expresses the character
of the quantifier of distinguishability of the states in the
ensemble composed of the measurement output states, in
contrast with its character as a correlation quantifier.
As a natural extension of these results one can de-
fine the Jensen Shannon divergence from the Sandwiched
Renyi's relative entropy [7]
QJSDα = Dα(ρAX ||ρA ⊗ ρX),
where
Dα(ρ||σ) = 1
α− 1 log
{
Tr
[(
σ
1−α
2α ρσ
1−α
2α
)α]}
,
if supp(ρ) ⊆ supp(σ), otherwise it is not finite. This
is known to be monotone decreasing [16]. From this
definition of QJSD one can study its relation with α
entanglement of formation defined in Ref.[12, 13], that
is obtained from Sandwiched Renyi's - relative entropy.
Another interesting quantifier of correlations in this con-
text is quantum discord, defined and explored in Ref.[13],
obtained starting from the generalization of the Renyi's
conditional information [11]. Some application in quan-
tum information protocols remain to be explored [9], and
related to the generalization of Koashi - Winter relations.
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