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Abstract
Surveys of marine mammal populations are an essential part of monitoring the welfare of
these animals and their ecosystems. Marine mammal vocalizations provide a reliable method of
identifying most species, but passive acoustic monitoring of underwater audio may generate large
quantities of data that exceed the capacity of human classifiers. Preprocessing and machine
learning techniques provide a method of automating the classification process. In this study, we
explore machine learning approaches to vocalization classification using convolutional neural
networks with residual learning. Optimal parameters for noise-removal, spectrographic window
functions, preprocessing augmentations, and multi-channel spectrogram generation are derived
through a series of tests. Test results inform the construction of a residual network, which we train
to high precision. While we demonstrate that multi-channel spectrograms may provide additional
acoustic information, we find that single-channel spectrograms offer superior classification
performance in most cases.

Keywords: machine learning, marine mammal, vocalization, classification, ResNet, residual
learning, multi-channel, spectrogram
viii

1. Introduction
Marine mammals play essential roles in coastal, open ocean, and deep-sea aquatic
environments. Unfortunately, the welfare of marine mammal populations continues to be
threatened by myriad factors including climate change, pollution, by-catch and other sources, with
over 51% of core habitats being negatively impacted [1]. The welfare of marine mammals is often
a direct indicator of ecosystem health and thus of particular interest to conservationists responsible
for enacting environmental policies [2]. The survey and census of marine mammals in specific
areas is a critical tool for monitoring their welfare. With this information, conservationists can
make informed decisions regarding, for example, shipping lane regulations [3]. There are several
tools available to researchers towards this end.
The physical tagging of individual marine mammals has proven to be an effective tool for
monitoring the population and migration of specific species, but it requires considerable effort and
expertise to implement and carries the risk of negatively impacting the creatures under study due
to the physical capture and handling required [3]. Passive acoustic monitoring (PAM) offers
several advantages over these techniques. In addition to being non-invasive, it requires relatively
low maintenance. As conservationists endeavor to collect population data efficiently, they often
turn towards PAM and increasing numbers of PAM networks are being deployed [3].
PAM for marine mammals involves passively listening for vocalizations with
hydrophones, often installed on the seabed or buoys [3]. A consequence of the increasing use of
hydrophones for monitoring marine mammals is the scale of the data they collect. A large array of
unmanned buoys can collect enormous amounts of data before they’re retrieved [3]. Manually
classifying data on this scale represents a prohibitively large amount of work. Given the limited
1

number of researchers with the domain knowledge necessary for this task, an automated,
computational approach to classification is desirable.
Such computational solutions make use of a variety of techniques for vocalization
classification. Conducting a mathematical analysis of the correlation between the recording in
question and a known recording yields a measure of similarity that may be used in classification;
matched filtering and spectrogram correlation are examples of this approach [4] [5]. More recently,
feature-extraction-based approaches have been employed wherein regions of interest in recordings
are manually identified and promising features extracted. The researcher selects these features for
their likelihood of successfully distinguishing between classes [6]. In audio signal analysis, these
features may be temporal (e.g., short-term energy measures), frequency/spectral (centroid,
flatness, etc.), and statistical (skewness, kurtosis, etc.). These features can then be used as input to
machine learning algorithms, such as support vector machines or neural networks, to build a
classification model. More recently, researchers have developed Convolutional Neural Networks
(CNNs). These networks have the advantage of automating spatial feature selection, requiring only
minimal preprocessing of input data [7]. Our approach utilizes a residual neural network (ResNet),
which is a type of deep CNN that employs residual (skip) connections to overcome the vanishing
gradient issues encountered by traditional CNNs. We assess the performance improvements gained
by residual learning in the Results and Discussion section.
ResNets were developed for the efficient analysis of images [8]. We can make use of this
architecture by converting audio recording files into images, utilizing a Short-time Fourier
Transform (STFT) to generate 2-dimensional spectrograms. Since ResNets may accept multichannel inputs [8] and STFT spectrograms contain only 1 channel, we explore approaches for
making effective use of additional channels.
2

Broadly, our study has three core lines of inquiry: 1. What are the optimal parameters for
generating information-rich spectrograms that yield superior classification results. 2. Is it both
possible and useful to extract additional data channels for input into our models, given that the first
channel of our spectrogram will already contain an optimal, information-rich spectrogram? If so,
does the information gained outweigh the added complexity of the model? 3. How does the
performance and complexity of our ResNet solution compare to a simpler but successful CNNbased approach?
In building a testable framework to explore these three core questions, we were inspired
by recent studies on marine mammal vocalization classification as well as human, avian, and scene
classification studies. Work in human speech recognition has shown that taking the delta with
respect to the time of spectrograms yields information useful for distinguishing parts of speech [9].
Promising results have been suggested for both square [10] and non-square [11], high-resolution
spectrograms in avian studies. The use of multi-channel spectrograms has been shown to improve
prediction performance in both scene and marine mammal classification tasks [12] [13], and the
well-known trade-offs between time and frequency resolutions in windowing functions [14]
suggest a promising candidate for additional channels. Considering these findings, we conduct
tests on the predictive value of parameters for generating spectrograms, preprocessing audio, and
training networks. Finally, the results of these tests allow us to design and refine an effective
system for identifying the vocalizations of 32 distinct species of Marine Mammals.
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2. Literature Review

The literature review section provides a broad overview of the mathematics, technologies,
and literature that informed this study. A brief outline of the type of audio data under study as well
as the technology used to collect that audio is given. A more in-depth description of the signal
processing algorithms used to convert the audio data into spectrograms follows. A background of
the Machine Learning algorithms used in our study is provided, followed by descriptions of the
evaluation metrics we utilize for determining the predictive performance of different classification
models.

2.1 Marine Mammal Vocalizations
Sound performs myriad critical roles in the lives of marine mammals, being utilized for
navigation, prey detection and avoidance, and communication. Acoustic energy propagates
extremely well underwater compared to electromagnetic energy and marine mammals have
adapted to take advantage of this, evolving acute structures for the reception and vocalization of
sound. Most marine mammals produce at least some vocalizations [3]; this, coupled with the
relatively low attenuation of acoustic energy under water, make vocalizations an ideal candidate
for the detection of marine mammals [15]. There are two main categories of marine mammal
vocalization, social and echolocation. Here, we present a broad outline of social vocalizations of
marine mammals (the focus of our study), followed by a brief discussion of echolocation.
Our audio samples represent vocalizations from two Orders of marine mammals, Cetaceans
and Pinnipeds. Cetaceans are made up of two parvorders, Odontocetes (toothed whales, dolphins,
and porpoises) and Mysticetes (baleen whales), both of which are represented in our samples. Our
samples also represent two Pinniped families, odobenids (walrus) and phocids (true seals).
4

As seen in Figure 1, odontocetes have 2 primary vocalizations, whistles and clicks [3].
Whistles may be characterized as continuous tonal sounds with large frequency variability. While
not all odontocetes are known to produce whistles, all of them produce clicks. Clicks take the
spectrographic form of broadband, short pulses. The broad frequencies that compose these pulses
can extend into the ultrasonic range for some species, such as the Hawaiian Spinner Dolphin,
making audio identification challenging [3].

Figure 1: Spectrogram from an Atlantic Spotted Dolphin recording. Whistles (left) are sustained tones
with varying frequencies. Clicks (right) are short, broadband pulses. Hann window size = 1024

Mysticete whales (large whales that utilize baleen plates to filter feed) produce both songs
and calls. The songs produced by humpback, blue, fin, and bowhead whales are complex and
varied. They can be very loud, exceeding magnitudes of 186 dB. They range in frequency from 40
to 22,000 Hz and consist of long, repeated phrases [3]. While there are many theories, there is not
a scientific consensus as to the purpose of whale songs, which has even led to speculation in
popular culture [16]. Mysticete calls may be categorized as simple or complex [3]. Simple calls
produce low-frequency, frequency-modulated signals. Complex calls, consisting of clicks, pulses,
5

knocks, and grunts, are pulse-like broadband signals with significant frequency and amplitude
modulation. Observed calls fall in the 17 – 3,500 Hz range [3].
Pinnipeds vocalize both in the air and water, but our samples capture only underwater
sounds. Vocalization complexity varies significantly between species. Weddell seals, for example,
have at least 34 distinct types of calls, while others have only one. Dominant frequencies in
Pinniped vocalizations range from 60 Hz (Leopard seal) to 7,100 Hz (Ribbon seal) [17] [18].
Echolocation is a biological form of sonar that allows cetaceans precise spatial awareness.
Echolocation functions by emitting high-frequency acoustic signals and listening for the echoes
reflected off objects. While the study of echolocation remains an important area of marine mammal
inquiry, the frequencies involved are hypersonic (greater than 20 kHz) and beyond the capacity of
many of the audio capture devices used in our dataset [3] [19]. Further, the higher attenuation of
ultrasonic acoustic energy, and the typically narrow beam width of echolocation emissions, make
it more challenging to detect on stationary passive acoustic sensors [20]. As such, we don’t explore
classification based on echolocation further in this study.

2.2 Passive Acoustic Monitoring
In water, acoustic energy is transmitted at the speed of sound in the form of longitudinal
waves in the direction of propagation [3]. Capturing this energy for analysis is achieved through
passive acoustic monitoring (PAM) techniques. At its most basic, PAM involves the conversion
of acoustic energy into electrical energy using electroacoustic transducers. Typically, these
transducers utilize piezoelectric sensors. In hydrophones, these sensors are optimized for the
acoustic impedance of water [21]. The components of an LC32 hydrophone (used extensively in
our dataset) are seen in Figure 2. A common PAM system will include a hydrophone, line driver,
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filter, amplifier, monitor and recording device [3]. Since the frequency range of marine mammal
vocalizations extend from the infrasonic (below 20 Hz) to well into the hypersonic (above 20,000
Hz), hydrophone and recording device selection is dependent upon the type of data being targeted
[21].

Figure 2: Atlantic Research Corporation type LC32 hydrophone. [21]

PAM systems may be deployed in a variety of ways, including bottom-mounted
hydrophones, towed arrays (towed horizontally behind a ship), and sonobuoys (aircraft deployable
small hydrophone buoys) [3]. Utilizing arrays of multiple, time-synchronized hydrophones allow
researchers to monitor not only the presence of marine mammals, but their movement as well [22].

7

2.3 Digital Signal Processing
Our analysis of classifying vocalizations using machine learning techniques requires
converting audio samples into 2-dimensional matrices relating the relative magnitude of discrete
frequencies to discrete-time units. Here, we provide a brief background of the techniques that allow
us to do so.

2.3.1 Fourier Transform
The Fourier transform is a mathematical transform that allows us to decompose functions
with an independent time (or space) variable into the frequency domain. This allows us to explore
the relative magnitudes of the frequencies that make up a given signal [5]. The Continuous Time
Fourier Transform CTFT is given as:
𝑡2

𝑔̂(𝑓) = ∫ 𝑔(𝑡)𝑒 −2π𝑖𝑡𝑓 𝑑𝑡
𝑡1

Where t represents time and f represents frequency.

2.3.2 Discrete Fourier Transform
The Continuous Time Fourier Transform is insufficient for our purposes as it represents an
infinite number of possible frequencies, while we need to derive the relative magnitude of
inherently discrete, digital audio data. Our digitized samples can be considered as a sequence of
discrete magnitude values progressing in time (22,050 values per second). The Discrete Fourier
Transform (DFT) decomposes this finite sequence into components of different frequencies [5].
The DFT relating an N-point time sequence x[n] and its N-point transform sequence is given as:
𝑁−1

𝑋 [𝑘] = ∑ 𝑥[𝑛]𝑒 −𝑖2π𝑘𝑛/𝑁
𝑛=0
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For the kth frequency where X[k] represents the kth Fourier coefficient.
Evaluating N values from N datapoints in this manner is in O(N 2) time. This is prohibitively
computationally expensive given the scale of our dataset. This computational cost can be
significantly reduced by utilizing the Fast Fourier Transform. There are a variety of approaches to
this algorithm, but the core idea is to use a divide-and-conquer, recursive approach to factor the
NxN matrix required by the DFT into log N sparse matrices. The transform for N values can be
performed in O(NlogN) time using this technique [23].

2.3.2.1 Window Function
When analyzing data where the relative magnitude of frequencies varies significantly
across the duration of the sample, it is necessary to perform multiple DFTs on sub-intervals of the
original sample to capture the dynamic progression of frequency magnitude. To accomplish this,
a window function is used to truncate the signal, setting all values outside the desired sub-interval
to zero. An accuracy issue arises when the duration of the truncation interval does not correspond
to a frequency’s period. In this case the discrete Fourier transform (DFT) for that sub-interval will
suffer from spectral leakage. To perform the truncation, we must convolve the true DFT of the
signal with the DFT of the window function. There are two trade-offs to consider when choosing
an ideal window function: 1. The size of the window represents a trade-off between spectral
resolution and statistical variance. 2. The window function determines its shape, which in turn
represents a trade-off between smearing and spectral leakage. There is no best-choice for window
widths and functions, rather, choices must be determined from the data being analyzed. For
example, in Figure 3 we see that a narrow window may be necessary effectively study rapid pulsed
vocalizations. Our vocalization data, as well as the characteristics of ResNet, serve to inform our
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methodology for choosing optimal windowing functions. This is explored in more depth in the
methods section.

(a)

(b)

Figure 3: Spectrograms created from the same rapid pulsed vocalization of an Atlantic spotted dolphin.
(a) uses a narrow band Bartlett window of size 256, allowing for the resolution of pulses. (b) uses a
bartlett window of size 1024, making it difficult to resolve individual pulses.

2.4 Machine Learning
Machine Learning may be described as the study of algorithms that derive meaningful
information from data by using experience to improve performance iteratively. The term was
popularized by Arthur Samuel, who described it as the “field of study that gives computers the
ability to learn without being explicitly programed” [24]. Two main branches of machine learning
are supervised learning and unsupervised learning. Unsupervised learning algorithms make use of
inferential statistics to characterize the properties of a dataset with no prior knowledge of the data
[7]. Our study utilizes supervised learning exclusively. We provide an in-depth look at its
characteristics below.
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2.4.1 Supervised Machine Learning
In supervised learning a labeled data set is used to train a model. This training is referred
to as model fitting, which may be achieved by iteratively improving model parameters (𝜷) until
the model is sufficiently able to make accurate predictions on unlabeled data. Supervised learning
may be split into two overarching types: regression, which predicts a value, and classification,
which predicts a class or category. Our research focuses on classification using deep convolutional
neural networks, but much simpler approaches may be effective, especially for binary
classification tasks with limited parameters [25]. One such method is logistic regression, and we
provide an example of its use in classification here.
The goal of logistic regression is to model the probability of samples belonging to a class.
Given K classes and parameters = 𝛽, it has the form:

𝑙𝑜𝑔

𝑃𝑟(𝐺 = 1|𝑋 = 𝑥)
= β10 + β1𝑇 𝑥
𝑃𝑟(𝐺 = 𝐾 |𝑋 = 𝑥)

𝑙𝑜𝑔

𝑃𝑟 (𝐺 = 2|𝑋 = 𝑥)
= β20 + β𝑇2 𝑥
𝑃𝑟(𝐺 = 𝐾|𝑋 = 𝑥)
⋮

log

𝑃𝑟(𝐺 = 𝐾 − 1|𝑋 = 𝑥)
= β(𝐾−1)0 + β𝑇𝐾−1 x
𝑃𝑟 (𝐺 = 𝐾 |𝑋 = 𝑥)

Where Pr is the probability G = class K given data x.
Fitting this (as well as other regressive models) can be accomplished through a variety of
methods, but in general we want to find the maximum likelihood of the data X given parameters 𝜃
such that:
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θ = β10 , β1T , … , βK−1 , βTK−1
We can then write the log-likelihood for N observations as:
N

l(θ) = ∑ log pgi (xi |θ)
i=1

where pgi = the probability of class K given data xi and parameters 𝜃
We know that the maximized log-likelihood will occur when the derivative = 0. The goal
of fitting the model is to find values for θ that achieve this. One option is to use gradient ascent,
whereby one takes iterative steps in the direction of the gradient until a local maximum is reached.
Typically, however, it is preferable to use Newton’s method [7], one step of which is defined for
weights 𝛽 by:
−1

β

new

=β

old

∂2 𝑙(𝛽)
–(
)
∂𝛽 ∂𝛽𝑇

∂𝑙(𝛽)
∂𝛽

This step may be repeated until an exit condition is reached.

2.4.2 Neural Networks
Artificial neural networks (commonly, neural networks) originated in attempts to create a
mathematical model of the nervous system [26]. Central to this effort was the understanding that
the nervous system is composed of a complex net of interconnected neuron cells that work in
concert to carry out tasks. Researchers were primarily interested in modeling processes by which
a neuron receives signals and determines whether to propagate a signal to other neurons [26].
Somewhat simplified, the components of a neuron crucial to their artificial modeling are dendrites
(which receive messages from other cells), the soma and axon (which largely govern the action
12

potential, allowing signals to be transmitted), and the terminal buttons (which transmit messages
to the dendrites of other neurons) [27]. This structure represents a compelling tool for modeling
propositional logic (and thus computation) because it entails an essentially binary process: a
neuron may accept multiple input connections, but it either fires or does not. As seen in Figure 4,
a variety of network structures are found in the brain including simple, feedforward connections,
complex bundles of interconnected neurons, and recurrent connections, whereby a neuron’s output
may connect back to its input. Below we discuss ways researchers have attempted to mimic these
structures with artificial neural networks [27].

Figure 4: Simplified, labeled diagram of a neuronal cell and basic network structures: 1. feedforward, 2.
one-to-many, divergent, 3. recurrent [27]

Computational models may mimic a biological neuron by using a node abstraction. A node
may have one or more inputs, one or more outputs and, crucially, an activation function that
determines the binary signal transmitted to those outputs. Whether a node outputs a 0 or 1 is
determined by incoming signals, weights applied to those signals, and its activation function. A
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common formula for governing activation is the sigmoid function: σ(𝑣) = 1/(1 + 𝑒 −𝑣 ), seen
graphed in Figure 5. Many other activation functions are used as well [7].

Figure 5: A graph of the sigmoid function from x=-10 to x=10

Figure 6: A diagram of a simple neural network. The node accepts as input to its activation function f, k
inputs multiplied by k weights. The result of the activation function determines the output Ŷ

Simple neural network architectures (Figure 6 above) are sufficient for some applications.
Still, the power of neural networks lies in their ability to model complex datasets whose outputs
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are not linearly separable. By not “linearly separable”, we mean that when a dataset has been
plotted, one cannot cleanly separate outputs with an n-dimensional hyperplane. Modeling nonlinearly separable data may be accomplished by a neural network with one or more hidden layers.
Hidden layers are so-called because their values are not directly observed. They lie between the
input and output layers of a network as seen in Figure 7. They may be fully connected layers (every
node in the layer is connected to every node in the following layer), partially connected, or
convolutional layers, discussed in the following section.

Figure 7: A diagram of a simple neural network, showing inputs x, weights \beta, derived features z, and
prediction Ŷ

Connections between nodes in separate layers are assigned weight values that may be
updated as the network learns. For a formal outline of a K-class classification model, consider the
following equations:
𝑍𝑚 = σ(𝑎𝑜𝑚 + α𝑇𝑚 𝑋), 𝑚 = 1, … 0, 𝑀
15

𝑇𝑘 = β0𝑘 + β𝑇k Z, k = 1, … , K,
f𝑘 (X) = g k (T), k = 1, … , K,
𝑍𝑚 represents derived features via the output of the activation function, σ, of a single node
with M inputs. 𝑇𝑘 represents the K weights used to connect the output of Z to K target functions
𝑓𝑘 (𝑋), which in turn may use a softmax function to predict the class [7].
Once 𝑓𝑘 has been calculated for K classes, we can calculate the error of the predicted
values. For classification, squared error or cross-entropy may be used:
𝑁

𝐾

𝑅(𝜃) = − ∑ ∑ 𝑦𝑖𝑘 𝑙𝑜𝑔 𝑓𝑘 (𝑥𝑖 )
𝑖=1 𝑘=1

Once the prediction errors are derived, the results are used to update each layer of weights.
This process is called back propagation as it proceeds from the output layer backwards, using its
error to update its incoming weights. This process continues backwards, updating the weights of
all but the first layer [7].

2.4.3 Convolutional Neural Networks
While early artificial neural networks were inspired by the fundamental role neurons play
in animal nervous systems, convolutional neural networks (CNNs) mimic a more nuanced
understanding of the higher-order cognitive functions in the brain’s cerebral cortex [25].
Neuroscientists studying vision have found that many neurons in the primary visual cortex fire
only when objects in a specific visual field area contain elements with specific edges or contours
at certain orientations or vectors [28]. For example, a loose set of neurons may fire only when the
lower right quadrant of the visual field contains horizontal lines moving away from the center of
vision. These neurons have a small local receptive field dedicated to specific visual elements [24].
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Crucially, they found that these localized vision patterns are relayed to subsequent neurons that
activate when larger sections of the visual field contain more complex objects and motions built
from the smaller, simpler elements detected in the primary visual cortex [28]. The extrastriate body
area of the occipital cortex, for example, is activated when the edges and movements, detected by
the primary visual cortex, stem from moving human bodies [29].
The discovery of localized processing of disparate components of a visual field suggested
a solution to a common problem with existing artificial neural networks. Namely, when used for
tasks requiring very large inputs, the complexity of fully connected networks explodes. To
understand why, consider the spectrograms under analysis in this paper. In our analysis we utilize
spectrograms that are 256 pixels wide by 512 pixels tall, containing three channels, giving us a
total of 393,216 inputs. Even if we down-sample significantly by using an initial fully connected
layer of 1000 nodes, that represents 393,216,000 weights we need to optimize [25], a
computationally punishing task. Convolutional layers, taking cues from neurology, enjoy both an
increase in accuracy and an exceptional decrease in computational requirements when processing
these spectrograms. For example, in our tests we utilize a CNN that requires the optimization of
3,800,288 weights for a 256 x 512 spectrogram, representing a cost saving of two orders of
magnitude compared to the single fully connected layer.
Convolutional Neural Nets (CNNs) enjoy another benefit over traditional networks in that
they can maintain the spatiality of their inputs. A fully connected layer taking a 2-dimensional
(2D) image as input, must represent the image as a very long 1-dimensional (1D) array. In contrast,
CNNs may take a 2D matrix as input, allowing the network to retain spatial features of the data
[25]. 2D inputs also allow CNNs to mimic the small receptive fields of the primary visual cortex.
A pixel in a convolutional layer is only connected to a small receptive field, a rectangular sub-area
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of the input matrix [7]. This area is moved along the width and height of the matrix, creating
outputs to single pixels each time. The relative size of the input area is determined by two
parameters, padding and stride. The stride represents the number of pixels the sub-area of the input
is shifted. Padding (or zero-padding) represents the number of pixels added to the perimeter of the
input— padding may be used to maintain the height and width of the previous layer after a
convolution [25].
A matrix of weights called a filter determines how the input values of the sub-area are
convolved to a single pixel. Filters are the size of the sub-area and may be used to select for specific
features in the input (for example, horizontal lines). An example of 2 convolutions using a 3x3
filter is seen below in Figure 8.

Figure 8. 2 convolutional steps with a 3x3 filter. Padding = 1, Stride = 1. The calculation of the first 2 of
16 total convolutional calculations is demonstrated.

18

A destination layer that has been populated with such a filter is called a feature map. A
convolutional layer may stack numerous feature maps, allowing a single layer to extract disparate,
simple patterns that may be utilized in deeper layers to extract larger, more complex patterns. It’s
important to note that filters need not be specified but can be learned automatically by a network
[25].
Another key component of CNNs is the pooling layer. Pooling layers provide an efficient
method for keeping the dimensions of successive feature maps from growing prohibitively large.
Pooling layers function by sliding a 2-dimensional filter over a feature map but, unlike
convolutional layers, they do not have weights. This allows them to change the dimensions of a
feature map without the added computational complexity of training additional weights. The filter
used may highlight prominent features (known as max-pooling) or average the feature values
(average pooling) [25].

2.4.4 Residual Learning
Residual learning is a method that allows very deep networks to more effectively retain
information learned early in the network. It was first proposed in 2015 in a paper by He, Zhang,
Ren et al. and was prompted by a need to overcome shortcomings in existing deep convolutional
networks [8]. At that time, adding depth to networks was found to be the most effective approach
to improve predictive performance in image recognition tasks [30], but past a certain depth,
researchers were finding not only diminishing returns, but an actual decrease in training accuracy
[31]. In a comparison between 56 and 20-layer deep convolutional networks, He et al. found
significantly more accuracy degradation in the deeper network, as shown in Figure 9.
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Figure 9: Training and test errors generated from very deep CNNs without residual learning demonstrate
a degradation in accuracy. Source: He et al (2015) [8]

This accuracy degradation is not due to overfitting and it is shown to increase with the
addition of more layers [32]. Researchers determined that the degradation was due to a loss of
feature information mapped early in the networks. Accordingly, He et al. introduced a method of
retaining identity mappings while also training successively deeper layers via residual learning
blocks (or ResNet blocks). These blocks may train two or more layers alongside a residual
connection that maintains the identity of the original input [8]. This approach is defined formally
as:
𝑦 = 𝐹(𝑥, (𝑊𝑖 )) + 𝑥
The function 𝐹(𝑥, (𝑊𝑖 )) represents the residual mapping to be learned where x is the original input
vector. Adding F(x) and x together is performed by element-wise addition, as seen in Figure 10
below.
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Figure 10: A representation of a 3-layer ResNet block with a residual connection preserving the original
identity mapping. As utilized in the ResNet 50 architecture.

An important aspect of ResNet is its relatively small overhead. The added cost of this
residual connection and addition is trivial. A ResNet can perform in time commensurate with an
identical network lacking residual connections, but with significantly higher accuracy. ResNet was
shown to outperform not only similar networks lacking residual connections, but
contemporaneously state-of-the-art solutions as well, VGG-19 for example [8].

2.5 Evaluating Model Performance
Here we provide a brief outline of the concepts used for evaluating the performance of
individual models, including k-fold validation, accuracy, precision, recall, and f1-scores.
Evaluating a model using data drawn from the set of samples it was trained on may provide
an unreliably high estimation of its predictive ability. Reliable estimates may be obtained solely
from a test set containing samples of which the model has no prior knowledge. Given a sufficiently
large dataset, the use of a hold-out set (a fraction of the original sample set aside explicitly for
testing) may provide a suitable performance measure. As the sample size of a data set decreases,
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a hold-out set becomes less representative of the whole data set, and thus a less reliable choice for
model evaluation [24]. A better solution for smaller sample sizes is k-fold cross-validation. Like
hold-out validation, k-fold validation trains on a training set and evaluates on a separate test set,
but it repeats this process k times such that for a set of n samples: 1. each fold contains a test set
of n/k samples, 2. the superset of k test sets is equivalent to the original dataset, and 3. the k test
sets are disjoint. After the train-test cycle completes k times, evaluation metrics for each fold may
be combined (typically by summation or taking their arithmetic mean) and a more reliable
estimation of predictive performance is obtained [25].
Accuracy, a measure relating the number of true predictions to the total number of
predictions, may be used to estimate the performance of a regressive model, but it is not sufficient
for classification models. To understand why, consider a binary classification task for benign
(negative) and malignant (positive) tumors, consisting of 10 positive samples and 90 negative
samples. If a model incorrectly classifies all 10 positive samples as negative, we conclude that the
model has no predictive value— yet it is possible for such a model to have 90% accuracy. This
result stems from the class-imbalance of the sample set; as sample data is commonly unbalanced.
Class-imbalance may be addressed by two values, precision and recall. Precision measures the
number of correct, positive predictions while recall measures the number of positive samples that
are correctly predicted. In the example of benign and malignant tumors above both precision and
recall would evaluate to 0. Since a model may improve precision at the expense of recall, and vice
versa, it is necessary to consider both measures together to evaluate predictive performance
effectively— this may be done by calculating the harmonic mean of precision and recall, a measure
known as the F1-score. For multiclass classification, an overall score may be calculated by taking
the mean of scores for each class. Here again, class imbalance may contribute to an unreliable
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evaluation of model performance. Consider that two classes with one sample each will have twice
the impact on a mean as one class with 100 samples. This is addressed by assigning a weight
relative to the sample size of each class— we provide a description of weighted precision below,
but weighted measures of other scores are calculated in the same manner.
Term
True Positive (TP)
True Negative (TN)
False Positive (FP)
False Negative (FN)
Accuracy
Precision
Recall
F1-score

Weighted Precision

Definition
Equation
TP
Correctly predicts S ∈ A
TN
Correctly predicts S ∉ A
FP
Incorrectly predicts S ∈ A
FN
Incorrectly predicts S ∉ A
𝑇𝑃 + 𝑇𝑁
Ratio of correct predictions and total
predictions
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
𝑇𝑃
Measures the accuracy of positive
predictions
𝑇𝑃 + 𝐹𝑃
𝑇𝑃
Measures positive samples that are
correctly predicted
𝑇𝑃 + 𝐹𝑁
𝑇𝑃
Harmonic mean of precision and
1
recall
𝑇𝑃 + 2 (𝐹𝑃 + 𝐹𝑁)
Measures precision of all classes with
∑𝑛𝑖=1 𝑤𝑖 𝑝𝑖
respect to their relative size. For i
∑𝑛𝑖=1 𝑤𝑖
classes of size 𝑤𝑖 with precision 𝑝𝑖

Table 1: Descriptions of terms used for evaluating a multiclass classifier given a sample S and Class C

A useful tool for visualizing the performance of a multiclass classifier is a confusion
matrix, shown in Figure 11 below. A confusion matrix consists of an NxN table relating n rows of
actual class values and n columns of predicted class values.
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Figure 11: Examples of confusion matrices. A perfect classifier (left) and a classifier where one sample
of class 2 is incorrectly predicted as class 0 (right).
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3. Methods
3.1 Data
Previous studies utilizing residual learning for classifying marine mammal audio have
focused on a limited number of classes, typically three or less [33] [13]. As such, we are interested
in exploring classification performance for a broader range of species. The William A. Watkins
Collection of Marine Mammal Sound Recordings provides an ideal source of labeled data for this
task. The data we utilize is from the “best of” section of their sound database, representing 32
species identified with high confidence [34]. The species include members of the Odontocete and
Mysticete suborders of the infraorder Cetacea as well as the Phocid and Otariid families of the
clade pinnipedia. The recordings span seven decades and thus comprise a variety of recording
technologies, ambient noise levels, and sample-rates. The audio was recorded and annotated by
William Watkins, William Schevill, G. C. Ray, D. Wartzok, D. and M. Caldwell, K. Norris, and
T. Poulte and is freely available for academic use [19] [34].
Table 2: Breakdown of number of samples in the dataset by species

Name

Species

Family

Walrus
Bearded Seal
Harp Seal

Odobenus rosmarus
Erignathus barbatus
Pagophilus
groenlandicus
Hydrurga leptonyx
Leptonychotes
weddellii
Ommatophoca rossii
Balaena mysticetus
Balaenoptera
physalus

Leopard Seal
Weddell Seal
Ross Seal
Bowhead Whale
Fin, Finback Whale

Odobenidae
Phocidae
Phocidae

Parvorder
or suborder
Pinnipedia
Pinnipedia
Pinnipedia

Recording
Count
38
37
47

Phocidae
Phocidae

Pinnipedia
Pinnipedia

10
2

Phocidae
Balaenidae
Balaenopteridae

Pinnipedia
Mysticeti
Mysticeti

50
60
50

(Table 2 continued)
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Humpback Whale
Minke Whale
North Atlantic right
whale
Southern Right
Whale
Beluga, White
Whale
Narwhal
Sperm Whale
Atlantic Spotted
Dolphin
Bottlenose Dolphin
Clymene Dolphin
Common Dolphin
False Killer Whale
Fraser's Dolphin
Grampus, Risso's
Dolphin
Killer Whale
Long-Finned Pilot
Whale
Melon Headed
Whale
Pantropical Spotted
Dolphin
Rough-Toothed
Dolphin
Short-Finned Pilot
Whale
Spinner Dolphin
Striped Dolphin
White-beaked
Dolphin
White-sided
Dolphin

Megaptera
novaeangliae
minke whale
Eubalaena glacialis

Balaenopteridae

Mysticeti

64

Balaenopteridae
Balaenopteridae

Mysticeti
Mysticeti

17
54

Eubalaena australis

Balaenopteridae

Mysticeti
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Delphinapterus
leucas
Monodon monoceros
Physeter
macrocephalus
Stenella frontalis

Monodontidae

Odontocetes

50

Monodontidae
Physeteridae

Odontocetes
Odontocetes

50
75

Delphinidae

Odontocetes

58

Tursiops truncatus
Stenella clymene
Delphinus delphis
Pseudorca crassidens
Lagenodelphis hosei
Grampus griseus

Delphinidae
Delphinidae
Delphinidae
Delphinidae
Delphinidae
Delphinidae

Odontocetes
Odontocetes
Odontocetes
Odontocetes
Odontocetes
Odontocetes

24
63
52
59
87
67

Orcinus orca
Globicephala melas

Delphinidae
Delphinidae

Odontocetes
Odontocetes

35
70

Peponocephala
electra
Stenella attenuata

Delphinidae

Odontocetes

63

Delphinidae

Odontocetes

66

Steno bredanensis

Delphinidae

Odontocetes

50

Globicephala
macrorhynchus
Stenella longirostris
Stenella coeruleoalba
Lagenorhynchus
albirostris
Leucopleurus acutus

Delphinidae

Odontocetes

67

Delphinidae
Delphinidae
Delphinidae

Odontocetes
Odontocetes
Odontocetes

114
81
57

Delphinidae

Odontocetes

55
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Hydrophone
AX-58 hydrophones
Atlantic Research LC34
hydrophone
AX-58 hydrophones
AX-58 hydrophones
Tyack suction cup hydrophones
n/l
The AN/SSQ-57
Ithaco 602M108 hydrophones
Atlantic Res. Corp. LC 32
hydrophones

Amplifier
WHOI transistor
amplifier
not listed (n/l)

Recorder
Crown tape recorder

WHOI suitcase
amplifier
WHOI suitcase
amplifier
n/l
n/l
Sonobuoy system
Ithaco 450 amplifiers

Magnecorder tape recorder

WHOI amplifiers

WHOI Rowboat recorder

Magnemite tape recorder
Panasonic VHS AG-6400
Nagra Tape Recorder
WHOI/PEMTEK tape
recorders
UHER 4400 tape recorders

Table 3: Recording technologies utilized in the dataset

3.2 Preprocessing data
Our models are trained on normalized spectrographic data stored as a series 1-channel or
3-channel spectrograms of fixed width and height. We utilize two types of channels:
spectrographic channels and delta channels. These channels may be combined to yield a 3-channel
spectrogram, as seen in Figure 12 below. Spectrographic channels utilize a Short Time Fourier
Transform (STFT) to convert the original lossless audio file into a spectrogram. Each
spectrographic channel may have its own parameters specified— the selection process for these
values is outlined below. These parameters include hop length, the width of the windowed signal
before and after padding, and the window function. Once the spectrogram has been created, its
amplitude values are converted into decibels using the function: 10 ∗ 𝑙𝑜𝑔(𝑥).
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Figure 12: A 3-channel spectrogram of a harp seal vocalization, with 2 spectrographic layers and 1 delta
layer

Delta channels represent the rate of change across time of a previously generated
spectrographic channel. Delta values are calculated by taking change in amplitude with respect to
time over an incrementing, fixed interval, as shown in Figure 13 below. Once the initial 3-channel
spectrogram is created, further augmentations may be made to the data by the processes outlined
later in this section.

delta(s=spectrogram):
ns = new spectrogram of same dimensions
for i from 0 to (spectrogram.width – interval)
for e from 0 to spectrogram.height
nse,(i+interval) = (se,(i+interval) - se,i)2
return normalize(ns)
Figure 13: An algorithm for calculating spectrogram delta with respect to time
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Noise removal is performed by a 3-step process. A mask is generated by setting all
magnitude values above a threshold to 1 and setting those below to 0. Gaussian smoothing is
applied to the mask. The mask matrix then is multiplied by the spectrographic matrix. This process
is outlined in Figure 14 below.
contrast(s = spectrogram):
mask = normalize(spectrogram)
threshold = 0.6
blur_sigma = 3
for all pixels p in mask
if p > threshold
p = 1
else
p = 0
# scipy implementation via series of 1d convolutional filters

mask = gaussian_filter(mask, blur_sigma)
return mask * s
Figure 14: An algorithm for noise removal

Looping samples is occasionally necessary when the original recording is too short a length
to fill the desired spectrogram width. When this occurs, a loop function duplicates the spectrogram
across the time axis until no gap remains.
A vertical roll function may be applied to samples that are at least 1.5 times as wide as the
desired spectrogram width. Given a desired width w, a spectrogram s and an interval i such that i
= w/2, n sub-samples of s are created spanning the following indices:
(𝑠1𝑖 , 𝑠1𝑖+𝑤 ), (𝑠2𝑖 , 𝑠2𝑖+𝑤 ), (𝑠3𝑖 , 𝑠3𝑖+𝑤 ), … (𝑠𝑛𝑖 , 𝑠𝑛𝑖+𝑤 )

29

Since some audio recordings in the Watkins Marine Database may be significantly longer
than the database average, we limit the number of sub-samples taken to at most 5, in order to avoid
excessive class imbalance and computational complexity.
Once augmentations (if any) have been applied, each channel’s data is normalized. The
channels are combined into a sample consisting of a 3-channel spectrographic matrix and a class
label. Finally, all the completed samples are exported as NumPy (.npy) files and all relevant
configuration details are logged.
Figure 15 outlines this entire process from importing the audio file to exporting data.

Figure 15: A flow chart of preprocessing steps. 1.) harp_seal.wav audio file is loaded. 2.) spectrograms
C1 and C3 are created using separate STFT parameters. Delta channel C2 is created. 3.) noise mask is
applied. 4.) channels are combined into a single matrix. 5.) the matrix is used to create staggered subsamples of a specified width. 6.) Each sub-sample is added with its corresponding class label to a NumPy
file. 7.) NumPy file is loaded into ResNet Classifier for training.
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3.3 Classifier Implementation
In this section we offer a brief description of the hardware and software utilized for this
study. We then outline the structure and implementation of the machine learning methods used to
classify our data, specifically a convolutional neural net inspired by Sprengel et al. and a residual
neural net as defined by He et al. [35] [8].

3.3.1 Testbed Setup
Our tests are run on the Anaconda distribution of Python, using Python 3.8.11.
TensorFlow-2.3.0 is utilized both to build our learning networks and to integrate with the Nvidia
cuDNN deep neural network library. Specifically, cuDNN-7.6 was used alongside the CUDA
Toolkit version 10.1. Training and testing were executed on Windows10 using an Nvidia GeForce
GTX 1060 graphics processing unit. In addition to TensorFlow, other libraries utilized include
NumPy, Scikit-learn, Pandas, and Librosa.

3.3.2 Testing Software
To accommodate our tests, we created a JSON schema for logging test configuration and
performance, an application to automate preprocessing and training on varied sets of parameters,
and a GUI to analyze the results. A log example (Figure 16) and a screenshot of the GUI (Figure
17) are provided below.
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{
"name": "noise-test_v1_20211102_1",
"desc": "no noise removal applied, 256x256",
"sample_rate": 22050,
"img_size": [256,256],
"delta_steps": 20,
"delta_interval": 20,
"n_fft": 512,
"win_length": 512,
"window": "hann",
"win_name": "hann",
"hop_length": 64,
"ewm_span": 40,
"apply_contrast": false,
"contrast_type": "custom",
"contrast_threshold": 0.5,
"contrast_blur": 2,
"contrast_factor": 0.9,
"contrast_reduce_factor": 0.08,
"contrast_max": 20,
"first_layer_contrast": false,
"apply_smoothing": false,
"first_layer_smoothing": false,
"remove_mean": false,
"channel_count": 3,
"classes": ["atlantic_spotted_dolphin", ...,
"has_thumbnail": true,
"sub_sample": false,
"channel_function": "delta",
"channel_2": {
"type": "window", "n_fft": 512, …
},
"channel_3": {
"type": "delta", …
},
"results": [
{
"scores": [[1.9602757692337036,0.7129411697387695],...
"metrics": ["weighted avg": {"precision": 0.7265158327561391,…
"sample_size": 1697,
"batch_size": 16,
"epochs": 125,
"learning_rate": {"base": 0.001, "rates": [[180, 0.0005],...
},
"history": "[{'loss': [5.8893,...],...},...
"confusions": "[array([[13,...
"dropout": false,
"dropout_rate": 0.01
}
]
}

Figure 16: Example configuration entry
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Figure 17: Graphic from React-based GUI developed to analyze spectrogram generation and model
performance.

3.3.2 Convolutional Neural Net
A convolutional neural net based on the 2016 winner of the BirdCLEF 2016 Birdcall
Identification winner was used to evaluate the performance of CNNs on spectrographic
classification [35]. It takes as input a 128x256 spectrogram and consists of five convolutional
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layers followed by a fully connected layer and a final fully connected layer which uses a SoftMax
function to output the predicted class. A summary of its structure may be seen in Figure 18 below:

Figure 18: Convolutional neural net architecture

3.3.3 Residual Learning Network
Our residual learning network (ResNet) implementations are based on the paper published
by He et al. the creators of ResNet [8]. Our ResNets are made up of three consecutive sets of one
or more residual blocks each. As the sets increase in depth, filter height and width decrease while
filter depth increases, as seen in Figure 19. These sets are followed by a fully connected layer and
a final fully connected layer using the SoftMax function to output the predicted class.
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Figure 19: Residual learning network implementations. (a) 3-channel input (b) 1-channel input

Each residual block contains a 3x3 convolutional layer with batch normalization and a Relu
activation function. This is followed by another 3x3 convolutional layer whose output is batch
normalized and summed with the identity mapping output of the previous block. This sum is input
into a Relu activation function and, finally, the output is sent to the next residual block. This
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residual block structure is show below in Figure 20. Dimensionality reduction between stacks is
handled by a pooling layer, implemented as a convolutional layer with a stride of 1 in the first
residual block of each stack.

Figure 20: Design of a single residual block

In Figure 21 below, we provide a summary of our network implementation for 3-channel
spectrographic inputs.
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Figure 21: ResNet architecture

(Figure 15 continued below)
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4 Results and Discussion

This section contains the results of our analysis of a traditional CNN, and our 1-Channel
and 3-Channel ResNets on the task of classifying marine mammal species via vocalizations. This
is followed by a deeper analysis of optimal spectrographic parameters for 1 and 3-channel ResNets,
and a discussion of our findings. Measures of accuracy are calculated as the mean of k-folds.
Precision, recall, and f1-scores are calculated by taking the mean of k-folds from the mean of all
classes, weighted by their respective class size. Values for confusion matrices are summed from
each k-fold. Unless otherwise noted, we use 5-fold cross-validation across 100 epochs on a 16class classification task as the standard for comparing optimal parameters. Our final analysis in
section 4.5 utilizes 10-fold cross-validation across 250 epochs on a 32-class classification task.

4.1 CNN
The results for a top-performing CNN architecture and a 1-Channel ResNet on the task of
classifying a subset of 16 species are seen below. Scores are calculated after 100 epochs using 5fold cross-validation. ResNet shows a significant improvement over the CNN across all measures.

CNN
1ch. ResNet

f1-Score
0.8019
0.8512

precision
0.8179
0.8599

recall
0.8045
0.8543

Table 4: Comparison of CNN and ResNet on 100 epoch, 5 fold, 16 class classification task

39

accuracy
0.8045
0.8543

4.2 Multi-channel Information Gain
A central question in this study is whether adding additional spectrographic channels
allows the network to learn additional information. To address this question, we compare the
performance of two baselines and one test configuration. The first baseline consists of three
identical channels. The second baseline consists of one spectrographic and two blank channels.
Finally, the test configuration contains a spectrogram identical to the first channel in the baseline
configurations, a copy of channel 1 with noise removal applied, and a spectrogram with a different
window function. These configurations are visualized in Figure 22. The test configuration does
show a modest improvement in classification performance over the baselines.

Figure 22: Baseline and test spectrograms, channels separated
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Test
Baseline 2
Baseline 1

f1-score
0.7090
0.6073
0.5951

precision
0.7274
0.6849
0.6571

recall
0.7101
0.6028
0.6010

description
each channel different
1 channel only
3 identical channels

Table 5: Comparison of baselines and control multi-channel spectrogram input

4.3 Optimal Spectrographic Parameters for 3-Channel ResNet
Results for our analysis of optimal spectrographic parameters are outlined below. Our
findings here may shed light on what components of spectrographic data contribute the most to
identifying marine mammal vocalizations in general. These findings also provide a basis for the
design of our final 1 and 3-channel ResNet models. In our analysis of effective parameter
combinations, we tested hundreds of different configurations— for the sake of both brevity and
clarity, we limit our configuration performance results to those that provide the most insight into
optimal spectrographic and network design.

4.3.1 Window Parameters
The top-performing window function was a Hann window of size 1024 with a hop length
of 128. Note that no window function outperformed the others across all parameter combinations.
Table 6: Prediction scores for top-performing window functions. No one window function universally
outperforms another.

f1-score
0.90047
0.89666
0.88532
0.87063
0.86873
0.86351
0.83379
0.83261
0.8317

window
hann
ham
triangle
triangle
ham
hann
triangle
hann
hann

window-length
1024
1024
1024
1024
1024
1024
256
256
512
(Table 6 continued)
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hop-length
128
128
128
64
64
64
64
64
32

spec. dimensions
[512 256]
[512 256]
[512 256]
[512 256]
[512 256]
[512 256]
[512 256]
[512 256]
[512 256]

0.83068
0.8282
0.81822
0.81282
0.81049
0.80483
0.80235
0.78723
0.78662
0.75283
0.74721
0.74042
0.73628
0.72828
0.7021

ham
ham
triangle
ham
hann
ham
triangle
triangle
hann
hann
triangle
triangle
ham
ham
hann

512
256
1024
1024
1024
128
512
128
128
128
128
1024
128
1024
1024

32
64
32
32
32
64
32
64
64
32
32
16
32
16
16

[512 256]
[512 256]
[512 256]
[512 256]
[512 256]
[512 256]
[512 256]
[512 256]
[512 256]
[512 256]
[512 256]
[512 256]
[512 256]
[512 256]
[512 256]

4.3.2 Spectrogram Size
f1-score
0.86617
0.86497
0.85518
0.83623
0.82666
0.82336
0.82115
0.79275
0.77059
0.64117

height
512
128
256
512
64
32
64
128
256
64

width
256
256
256
128
512
1024
1024
128
512
64

Table 7: Classification performance for spectrogram dimensions. Spectrograms were generated with the
following parameters: (window: Hann, window-length: 1024, hop length: 64)

4.3.3 Noise Removal
The top-performing configuration for noise removal has a relatively low threshold of 0.3,
meaning that only normalized values below 0.3 will be used to generate the noise mask. This is a
surprising result as the final mask, after a gaussian blur is applied, will fail to remove a significant
portion of background noise.
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f1-score
0.86421
0.85903
0.82339
0.8046
0.7995
0.70658

noise removed
True
False
True
True
True
True

mask threshold
0.3
N/A
0.5
0.5
0.6
0.8

mask blur
2
N/A
2
0
3
5

Table 8: Classification performance for noise removal

4.3.4 Horizontal Roll
h-roll
yes
no

f1-score
0.8968
0.8178

precision
0.9018
0.8398

recall
0.8975
0.8199

Table 9: Classification performance for training set augmented with horizontal roll. In this test, only one
roll is performed.

4.3.5 Delta Channel
f1-score
0.68
0.65958
0.60238
0.50379
0.49865
0.46075
0.44195
0.37589

delta method
absolute
absolute
squared
squared
absolute
squared
squared
squared

interval
40
20
40
10
20
20
20
40

noise removed
False
False
False
True
True
False
True
True

Table 10: Classification performance for single delta-channel, 16 classes, 100 epochs, 5-fold crossvalidation
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4.4 Comparison of Optimized ResNet Configurations
A series of new configurations were designed by taking the best performing elements of
our previous tests and applying them to our 1 and 3-channel ResNets using 3 different sizes. To
determine the impact, if any, that class count has on the relative performance of single and multichannel approaches, we devised two sets of tests. The first uses our standard 16-class test. The
second test consists of four dolphins exhibiting pulsed clicks and whistles in similar frequency
ranges, including bottlenose, Clymene, common, and Fraser’s dolphins. A 3-channel
implementation outperforms single channel in the 256x256 size of the 4-class trial, but 1-channel
is superior in all other metrics.
f1-score
0.87995
0.85721
0.84146
0.83236
0.82304
0.81801
0.80912
0.80627
0.7913
0.79024
0.7811
0.74639

channel type(s)
[w]
[w][w][w]
[w]
[w]
[w][d][d]
[w][d][w]
[w][d][d]
[w][w][w]
[w][w][w]
[w][d][w]
[w][d][w]
[w][d][d]

window-length(s)
512
512, 256, 128
128
256
512
512, n/a, 128
256
128, 64, 32
256, 128, 64
128, n/a, 32
256, n/a, 64
128

hop-length
64
64
256
64
64
64
64
256
64
256
64
256

dimensions
[256 256]
[256 256]
[64 64]
[128 128]
[256 256]
[256 256]
[128 128]
[64 64]
[128 128]
[64 64]
[128 128]
[64 64]

Table 11: 16 class test- optimized configurations. Channel types include, [w] window and [d] delta
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Figure 23: Confusion matrix best 16 class configuration

f1-score
0.94578
0.89041
0.87585
0.87477
0.87181
0.86334
0.85316
0.798
0.75449
0.75342
0.75212
0.74747

channel type(s)
[w]
[w][d][d]
[w][d][d]
[w]
[w][w][w]
[w][d][w]
[w][d][w]
[w]
[w][d][d]
[w][w][w]
[w][d][w]
[w][w][w]

window-length(s)
512
256
512
256
512
512
256
128
128
256
128
128

Table 12: 4-class test - optimized configurations.
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hop-length
64
64
64
64
64
64
64
256
256
64
256
256

spec. dimensions
[256 256]
[128 128]
[256 256]
[128 128]
[256 256]
[256 256]
[128 128]
[64 64]
[64 64]
[128 128]
[64 64]
[64 64]

Figure 24: Confusion matrix best 4 class configuration

4.5 Final, Optimized Configurations
The above results informed our construction of a final, three configurations by providing
optimal parameters likely to perform well on our 32-class classification task. These configurations
were trained for 300 epochs using 10-fold cross-validation.
f1-score

channels

h-roll

0.86715
0.85496
0.84558

[w]
[w]
[w][d][d]

yes
yes
yes

noise
threshold
n/a
0.3
0.3

noise
blur
n/a
2
2

windowlength(s)
1024
1024
1024

Table 13: Results for 32-class classification task
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hoplength
64
64
64

dimensions
512,256
128,256
128,256

Here we see that single channel configurations continue to offer superior performance, with
the 512 by 256 spectrogram implementation demonstrating a modestly higher f1-score than the
others. The confusion matrices for each configuration are shown below.

Figure 25: Confusion matrix for final 1-channel, 512x256 spectrogram.
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Figure 26: Confusion matrix for final 1-channel, 128x256 spectrogram.
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Figure 27: Confusion matrix for final 3-channel, 128x256 spectrogram.

4.6 Discussion
Our most striking finding is that a simpler, single-channel ResNet implementation
outperforms the 3-channel version in nearly all our tests. There are several possible explanations
for this, chiefly that any net gain of information from the inclusion of additional channels is too
small to justify the added complexity of the network. In section 4.2, we show that an increase in
learning is observed when additional channels contain new data, but this increase in learning
appears insufficient. Why is there not more information gained? It is possible that, given the
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relatively low sample rate in our data, increasing the temporal resolution of the spectrograms using
separate window functions provides only limited utility. A better use case may be found in
classification studies using echolocation, where window function choice may have more of an
impact given the ultrasonic frequencies involved.
The sole instance of a 3-channel configuration demonstrating superior performance is in
the 4-class classification test using 128x128 spectrograms. Each of the four species of dolphins
represented in that test has markedly similar vocalization types, which may indicate that deltas are
of greater utility for tasks where only subtle variations in vocalization attack and decay serve to
distinguish between classes. The inclusion of delta channels in our tests was inspired by their utility
in distinguishing between parts of human speech [36]. This utility suggests delta channels may be
of further use studying variations in calls by marine mammals that exhibit a wide range of
vocalizations, such as the Weddell seal or humpback whale [3].
Our results do indicate useful techniques for improving classifier performance: using
networks with residual blocks, augmenting data with horizontal roll, and increasing frequency
resolution demonstrate advantages. The benefits of residual blocks are well documented and our
implementation of horizontal roll results in functionally more samples being trained— as such,
neither of these results are particularly surprising. The impact of frequency resolution does offer
some interesting insights, however. The best performing spectrographic window functions utilized
the highest frequency resolutions available given their relative height. This suggests that subtle
variations in frequency are a large factor in distinguishing between species. We can further
conclude that the diminished temporal resolution of the top-performing configuration was still
sufficient to resolve a significant number of rapid pulses and clicks contained in the recordings.
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5. Conclusions and Future Work

Residual learning has been shown to be an effective tool for classifying marine mammal
vocalizations. The value of ResNets can be seen in the significant increase in predictive
performance over a top-performing, but traditional convolutional neural network implementation.
Multi-channel spectrograms have been shown to increase the total information available to a
network, but the information gained was generally not sufficient to overcome the added network
complexity. Our 16 and 32-class experiments have demonstrated a small but significant decrease
in classification ability when multi-channel spectrograms are utilized in any configuration. Multichannel spectrograms utilizing delta channels were effective in a 4-class classification task.
Several factors contributed to an increase in classification performance. Increasing the
frequency resolution was associated with an increase in performance across all our tests with the
best results being given by Hann window functions of size of 1024. Increasing the size of the
spectrograms was generally associated with an increase in performance. It should be noted that
our tests were limited by memory constraints to the maximum tested sizes of 512x256 or 256x512.
It is likely that performance would continue to improve with larger spectrograms of higher
resolutions, but further research is needed to confirm this trend. Finally, horizontal-roll improved
classification with a single horizontal roll giving a 9.7% increase in f1-score. The number of rolls
used should be limited to prevent excessive class imbalance.
Future work includes automating the selection of training samples. In our current approach,
samples are pulled from a recording incrementally, with a limit of 10 total samples to prevent
excessive class imbalance and computational cost. Some samples derived in this manner will
contain no active vocalizations and thus no viable information to contribute to models undergoing
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classification training. Figure 28 demonstrates an example of this where two consecutive seconds
of a recording contain background noise only, then a active vocalization.

(a)

(b)

Figure 28: Two consecutive 1" samples from a recording of a humpback whale. (a) contains background
noise only. (b) contains whale song.

Possible approaches to automated sample selection include developing a signal processingbased heuristic or training a binary classification model to identify high-quality candidates.
We also intend to incorporate additional sources of data into our research. This process will
be two-fold: 1. Utilizing additional, existing datasets, we hope to both verify our existing work
and train a more robust model. 2. Once trained to a higher precision using existing data, we hope
to update the model to support online learning, allowing it to continue to improve while being used
as a predictive model.
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