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Homeomorphic Changes of Variable
and Fourier Multipliers
Vladimir Lebedev and Alexander Olevskii
Abstract. We consider the algebras Mp of Fourier multipliers
and show that for every bounded continuous function f on Rd there
exists a self-homeomorphism h of Rd such that the superposition
f ◦ h is in Mp(Rd) for all p, 1 < p < ∞. Moreover, under certain
assumptions on a family K of continuous functions, one h will suffice
for all f ∈ K. A similar result holds for functions on the torus Td.
This may be contrasted with the known solution of Luzin’s problem
related to the Wiener algebra.
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1. Introduction
To what extent the behavior of the Fourier series of a continuous function
can be improved by a change of variable? The problem originates from a
theorem of Bohr and Pa´l (see [1, Ch. 4, Sec. 12], [9], [23]), who showed
that given a continuous real-valued function f on the circle T = R/2piZ,
there exists a self-homeomorphism h of T such that the Fourier series of
the superposition f ◦ h converges uniformly. In addition, the proof yields a
condition on the decay of the Fourier coefficients of f ◦ h; namely,
f̂ ◦ h ∈ lp(Z) (1)
for all p > 1.
This result inspired the following problem posed by N. Lusin (see [1,
Ch. 4, Sec. 12], [8, Ch. VII, Sec. 9]): Is it possible to attain condition
(1) for p = 1? In other words, is it true that for every continuous func-
tion on T there exists a change of variable which brings it into the Wiener
algebra A(T)?
It is worth noting that the original proof of the Bohr–Pa´l theorem in-
volves Riemann’s theorem on conformal mappings. A purely real-analytic
proof was found in [25].
1
A solution (in the negative) of Lusin’s problem was obtained in [22],
where it is shown that there exists a continuous real-valued function f on
T such that f ◦ h /∈ A(T) whenever h is a self-homeomorphism of T. Some
ideas of P. Cohen were used in the proof. Simultaneously, the same result
for a complex-valued f was obtained in [10] (this weaker result amounts to
the fact that, in general, there is no single change of variable which will
bring two continuous real-valued functions into A(T)).
Subsequently, for certain function spaces, naturally arising in harmonic
analysis, the question of whether every continuous function can be trans-
formed by a suitable homeomorphic change of variable into a function that
belongs to a given space, was studied by various authors. Some of these
studies concern the possibility of simultaneous improvement of several func-
tions by means of a single change of variable; we note in particular the
work [11] where the Bohr–Pa´l theorem is extended to compact families of
continuous functions.
For a survey on the subject see [23], [9]. For more recent results see [24],
[4, Ch. 9], [15], [16], [18], [19]. We also mention the papers [14], [13] which
study the growth of the partial sums of the Fourier series of f ◦h for random
homeomorphisms h.
In the present paper we investigate the problem on changes of variable
in relation with the Fourier Multiplier Algebras. We consider multipliers on
Rd and on the torus Td.
Let G be one of the groups Rd or Zd and let Γ be its dual group, i.e.,
Γ = Rd or Γ = Td, correspondingly. Consider a function m ∈ L∞(Γ) and
the operator Q defined by
Q̂f = m · f̂ , f ∈ Lp ∩ L2(G), (2)
where ̂ stands for the Fourier transform on G. The function m is called an
Lp multiplier (1 ≤ p ≤ ∞) if
‖Qf‖Lp(G) ≤ c‖f‖Lp(G), f ∈ Lp ∩ L2(G), (3)
where c > 0 does not depend on f . The space of all such multipliers is
denoted by Mp(Γ). The norm on Mp(Γ) is defined by setting ‖m‖Mp(Γ)
to be the smallest c for which (3) holds. The space Mp(Γ) equipped with
this norm is a Banach algebra with the usual multiplication of functions.
Clearly, if p <∞, then the operator Q that corresponds to the function m
can be uniquely extended to a bounded operator on Lp(G), and retaining
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the notation Q for this extension, we have ‖Q‖Lp(G)→Lp(G) = ‖m‖Mp(Γ). We
also note that the operator Q is translation-invariant. The converse also
holds for p < ∞: every translation-invariant bounded operator on Lp(G)
has the form (2), where m ∈ Mp(Γ). For basic properties of multipliers see
[3], [5].
It is known thatM2 coincides with L
∞. It is also known thatM1 =M∞,
and, at the same time, M1(T
d) coincides with the Wiener algebra A(Td)
and M1(R
d) coincides with the algebra B(Rd) of the Fourier transforms of
(complex) bounded regular Borel measures on Rd. Note that the negative
solution of Luzin’s problem immediately implies a similar result for functions
on the real line: there exists a bounded continuous real-valued function f on
R such that f ◦ h /∈ B(R) for every self-homeomorphism h of R (for details,
see Sec. 5). Thus, in general, there is no change of variable which will bring
a continuous real-valued function on T (a bounded continuous function on
R) into M1 =M∞.
In this paper we show that for every bounded continuous function f on
Rd (for every continuous function f on Td) there is a homeomorphic change
of variable h such that f ◦h ∈ ⋂1<p<∞Mp. Moreover, under certain natural
assumptions on a function family K, one change of variable will suffice for
all f ∈ K. An important role in the proof is played by a result of Sjo¨gren
and Sjo¨lin on Littlewood–Paley partitions.
The exact statements of our results are given in Section 2 below. Section
3 contains preliminaries. The proofs are given in Section 4. The conclud-
ing Section 5 contains several remarks and open problems; in particular,
we focus on the famous Beurling–Helson theorem and briefly discuss some
recent results and open questions related to this theorem and to its version
for Multiplier Algebras.
2. Statement of Results
Let f be a function defined on a set E (we assume that E ⊆ Rd or
E ⊆ Td). By ω(f, E, δ) we denote the modulus of continuity of f on E:
ω(f, E, δ) = sup
t1,t2∈E
|t1−t2|≤δ
|f(t1)− f(t2)|, δ ≥ 0
(|x| stands for the length of a vector x ∈ Rd). Let K be a family of functions
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on E. We define the modulus of continuity ω(K,E, δ) of K on E by
ω(K,E, δ) = sup
f∈K
ω(f, E, δ), δ ≥ 0.
We say that K is uniformly equicontinuous on E if ω(K,E, δ) → 0 as
δ → +0.
By C(Rd) and C(Td) we denote the classes of continuous functions on
Rd and Td, respectively. The results of this paper are the following two
theorems.
Theorem 1. Let f ∈ C(Rd) be a bounded function. Then there exists a
self-homeomorphism h of Rd such that f ◦ h ∈ ⋂1<p<∞Mp(Rd). Moreover,
if a family K ⊆ C(Rd) of bounded functions is uniformly equicontinuous on
every ball in Rd, then there exists a self-homeomorphism h of Rd such that
f ◦ h ∈ ⋂1<p<∞Mp(Rd) for all f ∈ K.
Theorem 2. Let f ∈ C(Td). Then there exists a self-homeomorphism
h of Td such that f ◦h ∈ ⋂1<p<∞Mp(Td). Moreover, if a family K ⊆ C(Td)
is uniformly equicontinuous on Td, then there exists a self-homeomorphism
h of Td such that f ◦ h ∈ ⋂1<p<∞Mp(Td) for all f ∈ K.
3. Preliminaries
In this section we recall some notions and facts from the Littlewood–
Paley and multiplier theory.
A. For 1/p + 1/q = 1 we have Mp(Γ) = Mq(Γ) and ‖ · ‖Mp = ‖ · ‖Mq . If
1 ≤ p1 < p2 ≤ 2, then Mp1(Γ) ⊂ Mp2(Γ) and ‖ · ‖Mp2 ≤ ‖ · ‖Mp1 (see, e.g.,
[3]).
B. The indicator function 1I of any rectangle I ⊆ Rd belongs to Mp(Rd)
for all p, 1 < p < ∞, see, e.g., [3]. (As usual, we set 1I(t) = 1 if t ∈ I and
1I(t) = 0 if t /∈ I.)
C. Let m ∈Mp(Rd), 1 ≤ p ≤ ∞, and let l : Rd → Rd be a nondegenerate
affine mapping; then m ◦ l ∈ Mp(Rd) and ‖m ◦ l‖Mp(Rd) = ‖m‖Mp(Rd) (see,
e.g., [5, Ch. I, Sec. 1.3]).
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D. Let m0 be a function in Mp(R
d), 1 ≤ p ≤ ∞, vanishing outside a
cube I with edges of length 2pi parallel to the coordinate axes. Consider the
extension m of m0 to R
d which is 2pi-periodic in each variable. The function
m belongs to Mp(T
d), and ‖m‖Mp(Td) ≤ cp‖m0‖Mp(Rd), where cp is a positive
constant not depending on m0. This theorem on extension of multipliers
is well known [6, Theorem 2.3] (for p = 1,∞ the result follows from the
local properties of the Fourier transforms of measures, see., e.g., [8, Ch. II,
Sec. 4]).
E. Let I ⊆ Rd be a rectangle. By SI we denote the operator on Lp(Rd)
that corresponds to multiplication by 1I , i.e., the operator defined by
ŜI(f) = 1I · f̂ , f ∈ Lp ∩ L2(Rd).
Let ∆ be a family of rectangles which form a partition of Rd, i.e., a family
of pairwise disjoint rectangles in Rd such that the complement Rd \⋃I∈∆ I
has Lebesgue measure zero. Consider the corresponding Littlewood–Paley
square function S∆(f):
S∆(f) =
(∑
I∈∆
|SI(f)|2
)1/2
.
The partition ∆ is called an LP partition if, for all p, 1 < p <∞, we have
ap · ‖f‖Lp(Rd) ≤ ‖S∆(f)‖Lp(Rd) ≤ bp · ‖f‖Lp(Rd),
where ap = ap(∆) and bp = bp(∆) are positive constants independent of f . A
classical example of an LP partition of the real line R is the dyadic partition,
that is the family of the intervals Ik, k ∈ Z, of the form Ik = (2k−1, 2k) for
k = 1, 2, . . ., I0 = (−1, 1), and Ik = (−2−k,−2−k−1) for k = −1,−2, . . ..
Let ∆ be a family of rectangles which form an LP partition of Rd. Con-
sider an arbitrary function m ∈ L∞(Rd) constant on each rectangle I ∈ ∆.
Then m is in Mp(R
d) for all p, 1 < p <∞, and
‖m‖Mp(Rd) ≤ c(p,∆) · ‖m‖L∞(Rd),
where c(p,∆) > 0 does not depend on m (see, e.g., [3, 1.2.7, 1.2.8]).
Given a family ∆ of intervals in R, let ∆d denote the family of rectangles
in Rd generated by ∆, that is, the family of all rectangles I of the form
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I = I1× I2× . . . Id, where each factor belongs to ∆. If ∆ is an LP partition
of R, then ∆d is an LP partition of R
d (see [3, Theorem 1.3.4]).
F. By the dyadic partition of the interval (0, 1) we mean the family of
the intervals Ik, k ∈ Z, defined by
Ik = (1− 2−k−1, 1− 2−k−2), k = 1, 2, . . . ;
I0 = (1/4, 3/4);
Ik = (2
k−2, 2k−1), k = −1,−2, . . . .
We extend this definition to any interval (a, b) in the obvious way by trans-
lation and rescaling. Suppose now that ∆ is a family of intervals which
form an LP partition of R. Then the family of all intervals, obtained by
dyadic partition of each interval I ∈ ∆ is an LP partition of R as well. This
immediately follows from a result of Sjo¨gren and Sjo¨lin [26, Theorem 1.2].
4. Proofs of the Theorems
First, we prove a simple auxiliary lemma.
Lemma. Let f ∈ C(Rd). Then there exists a self-homeomorphism ψ of
Rd such that f ◦ ψ is uniformly continuous on Rd. Moreover, if a family
K ⊆ C(Rd) is uniformly equicontinuous on every ball in Rd, then there
exists a self-homeomorphism ψ of Rd such that the family {f ◦ψ, f ∈ K} is
uniformly equicontinuous on Rd.
Proof. We give the proof in the general case of families of functions.
Consider spherical shells
Θj = {x ∈ Rd : j ≤ |x| ≤ j + 1}, j = 0, 1, 2, . . .
(Θ0 is a ball). Let ωj be the modulus of continuity of the family K on Θj ,
i.e.,
ωj(δ) = sup
f∈K
ω(f,Θj, δ).
By assumption, ωj(δ)→ 0 as δ → +0 for each j. So, we can find a decreasing
sequence bj , j = 0, 1, 2, . . . , such that 0 < bj < 1 and
ωj(bj)→ 0 as j →∞. (4)
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We set
aj =
bj
j + 2
, j = 1, 2, . . . .
The sequence aj , j = 1, 2, . . . , decreases, and 0 < aj < 1. Define numbers
rj, j = 0, 1, 2, . . . , by
r0 = 0; rj =
j∑
s=1
1
as
, j = 1, 2, . . . . (5)
Clearly, there exists a function g on [0,+∞) with the following properties:
(i) g(0) = 0;
(ii) g is continuous and strictly increasing;
(iii) for each j = 0, 1, 2, . . . the function g is linear on the interval [rj, rj+1]
and maps [rj, rj+1] onto the interval [j, j + 1];
(iv) the slope of g on [rj, rj+1] equals aj+1 (see (5)).
For x ∈ Rd, we set
ψ(x) = g(|x|) x|x| , x 6= 0; ψ(0) = 0.
One can easily see that ψ is a self-homeomorphism of Rd.
Consider the spherical shells
Ωj = {x : rj ≤ |x| ≤ rj+1}, j = 0, 1, 2, . . .
(Ω0 is a ball). Note, that the image of Ωj under ψ is the shell Θj . We claim
that
|ψ(x)− ψ(y)| ≤ bj |x− y| for all x, y ∈ Ωj , j = 0, 1, 2, . . . . (6)
Since ψ(x) = a1x on Ω0, we see that if x, y ∈ Ω0, then
|ψ(x)− ψ(y)| = a1|x− y| = (b1/3)|x− y| ≤ b0|x− y|.
Let j ≥ 1. Observe that the mapping γ(x) = x/|x| has the property that
|γ(x1)− γ(x2)| ≤ (1/r)|x1 − x2| for all x1, x2 that lie outside the ball Br =
{x : |x| < r}, r > 0. So, if x, y ∈ Ωj , then
|γ(x)− γ(y)| ≤ 1
rj
|x− y|.
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At the same time
|g(|x|)− g(|y|)| = aj+1||x| − |y|| ≤ aj+1|x− y|.
Whence, taking into account that g(|y|) ≤ j + 1 and rj ≥ 1/aj , we obtain
|ψ(x)− ψ(y)| = ∣∣(g(|x|)− g(|y|))γ(x) + g(|y|)(γ(x)− γ(y))∣∣
≤ aj+1|x− y|+ (j + 1) 1
rj
|x− y| ≤ (j + 2)aj|x− y| = bj |x− y|.
Thus, (6) holds.
Let f ∈ K. We shall estimate the modulus of continuity of the superpo-
sition f ◦ ψ on Rd. Let 0 < δ ≤ 1, and let x, y ∈ Rd, |x− y| ≤ δ. Since the
thickness of each shell Ωj is greater than 1 (it equals 1/aj+1), we see that
either the points x and y belong to the same shell, say Ωj , or there are two
neighboring shells Ωj and Ωj+1 such that x is in one of them and y is in the
other one. Consider the first case when x and y are in Ωj . Then the points
ψ(x), ψ(y) belong to the shell Θj. So (see (6)),
|f ◦ ψ(x)− f ◦ ψ(y)| ≤ ωj(|ψ(x)− ψ(y)|) ≤ ωj(bjδ).
Consider the second case when x ∈ Ωj and y ∈ Ωj+1. The line segment that
joins x and y contains a point z that belongs to both Ωj and Ωj+1. Using
the estimate obtained in the first case, we have
|f◦ψ(x)−f◦ψ(y)| ≤ |f◦ψ(x)−f◦ψ(z)|+|f◦ψ(z)−f◦ψ(y)| ≤ ωj(bjδ)+ωj+1(bj+1δ).
Thus, we see that for 0 < δ ≤ 1
ω(f ◦ ψ,Rd, δ) ≤ 2 sup
j≥0
ωj(bjδ).
To complete the proof it remains to note that (4) implies
sup
j≥0
ωj(bjδ)→ 0 as δ → +0.
Proof of Theorem 1. Let I = (l, r) be a bounded or unbounded interval
in R. We say that intervals Ik ⊂ I, k ∈ Z, form an ordered partition of
I if Ik = (θk, θk+1), where θk < θk+1 for all k ∈ Z, limk→+∞ θk = r, and
limk→−∞ θk = l.
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Suppose that intervals Is1, s1 ∈ Z, form an ordered partition of R. For
each fixed s1, let Is1,s2, s2 ∈ Z, be certain intervals, which form an ordered
partition of Is1 , and for each ν and integers s1, s2, . . . , sν let Is1,s2,...,sν ,sν+1,
sν+1 ∈ Z, be intervals, which form an ordered partition of Is1,s2,...,sν . Pro-
ceeding, we obtain a certain family of intervals:
{Is1,s2,...,sν : ν = 1, 2, . . . , and s1, s2, . . . , sν ∈ Z}.
We refer to any family of intervals thus obtained as a net. For each fixed ν,
the intervals Is1,s2,...,sν are called intervals of rank ν (of a given net).
Given a set E and a function f on E, by oscEf we denote the oscillation
of f on E: oscE f = supt1,t2∈E |f(t1)− f(t2)|.
We shall construct two nets of intervals. Clearly, the dyadic partition of
the real line or of an interval (see Section 3, E and F) is an ordered partition.
Consider the intervals Is1, s1 ∈ Z, which form the dyadic partition of R. If
intervals Is1,s2,...,sν of rank ν are already defined, then we define Is1,s2,...,sν ,sν+1,
sν+1 ∈ Z, to be the intervals that form the dyadic partition of Is1,s2,...,sν .
Thereby, we have constructed the first net, which we denote by α.
By αd(ν) we denote the family of all rectangles in R
d obtained as the
Cartesian product of any d intervals of rank ν of the net α. It follows from
the properties of LP partitions listed in Section 3, E and F, that if m is a
function in L∞(Rd) constant on each rectangle which belongs to αd(ν), then
m ∈Mp(Rd) for all p, 1 < p <∞, and
‖m‖Mp(Rd) ≤ c(p, ν) · ‖m‖L∞(Rd), 1 < p <∞,
where c(p, ν) > 0 may depend only on p and ν. In what follows, we assume
that
c(p, ν) = sup
m∈Pν , m6=0
‖m‖Mp(Rd)
‖m‖L∞(Rd)
, (7)
where Pν is the class of all functions in L∞(Rd) constant on each rectangle
from αd(ν).
We proceed to the construction of the second net. By using the Lemma,
we can assume that K is a family of bounded functions uniformly equicon-
tinuous on the whole Rd. Let ω be the modulus of continuity of K. We
have
sup
t1,t2∈Rd
|t1−t2|≤δ
|f(t1)− f(t2)| ≤ ω(δ), δ > 0, for all f ∈ K,
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where ω(δ) → 0 as δ → +0, and ω is nondecreasing on [0,+∞). Fix a
positive decreasing sequence δν , ν = 1, 2, . . . , that tends to 0 so fast that
∞∑
ν=2
c
(
1 +
1
ν
, ν
)
ω(δν−1
√
d) <∞. (8)
Note that (8) implies that
∞∑
ν=2
c(p, ν)ω(δν−1
√
d) <∞ (9)
for all p, 1 < p <∞. Indeed, it suffices to observe that if ν is large enough,
then c(p, ν) ≤ c(1 + 1/ν, ν) (see Section 3,A).
Let Js1, s1 ∈ Z, be intervals of length at most δ1 which form an ordered
partition of the line R. For a fixed ν, assuming that all the intervals Js1,s2,...,sν
are already defined, consider an ordered partition of each interval Js1,s2,...,sν
by intervals Js1,s2,...,sν ,sν+1, sν+1 ∈ Z, of length at most δν+1. Thereby, we
obtain the second net, which we denote by β.
Clearly, there exists a self-homeomorphism ϕ ofR such that ϕ(Is1,s2,...,sν) =
Js1,s2,...,sν for all ν = 1, 2, . . . and s1, s2, . . . , sν (the intervals Is1,s2,...,sν and
Js1,s2,...,sν belong to the nets α and β, respectively). We define a homeomor-
phism h of Rd onto itself by
h(t) = (ϕ(t1), ϕ(t2), . . . , ϕ(td)), t = (t1, t2, . . . , td) ∈ Rd. (10)
Consider an arbitrary function f ∈ K and set g = f ◦ h. Let us verify
that g ∈ ⋂1<p<∞Mp(Rd). Given a rectangle I ⊂ Rd denote the center of I
by cI . For ν = 1, 2, . . ., let gν be the function that takes the constant value
g(cI) on each rectangle I ∈ αd(ν). Clearly,
‖g − gν‖L∞(Rd) ≤ sup
I∈αd(ν)
oscI g. (11)
Note that if I ∈ αd(ν), then the image h(I) of I under h is a certain rectangle
whose edges are of length at most δν , which implies that diamh(I) ≤ δν
√
d.
So,
oscI g = osch(I) f ≤ ω(f, δν
√
d) ≤ ω(δν
√
d) for all I ∈ αd(ν), ν = 1, 2, . . . .
Therefore (see (11)),
‖g − gν‖L∞(Rd) ≤ ω(δν
√
d). (12)
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Hence, for ν ≥ 2, we obtain
‖gν− gν−1‖L∞(Rd) ≤ ‖gν− g‖L∞(Rd)+ ‖g− gν−1‖L∞(Rd) ≤ 2ω(δν−1
√
d). (13)
Let 1 < p < ∞. Since gν ∈ Pν , it follows that gν ∈ Mp(Rd), ν = 1, 2, . . . .
Note that gν − gν−1 ∈ Pν for ν ≥ 2; therefore (see (7) and (13)), we have
‖gν − gν−1‖Mp(Rd) ≤ c(p, ν)2ω(δν−1
√
d).
Thus,
‖gn+m − gn‖Mp(Rd) ≤
n+m∑
ν=n+1
‖gν − gν−1‖Mp(Rd) ≤
n+m∑
ν=n+1
2c(p, ν)ω(δν−1
√
d).
(14)
Taking (9) into account, we see that the sequence gν , ν = 1, 2, . . . , converges
in Mp(R
d) (recall that Mp is a Banach space). At the same time from (12)
it follows that this sequence converges to g in L∞(Rd). It remains to recall
that ‖ · ‖L∞ = ‖ · ‖M2 ≤ ‖ · ‖Mp. This completes the proof of Theorem 1.
Proof of Theorem 2. Let K be a uniformly equicontinuous family of
functions on Td. We identify each function on Td with a 2pi-periodic (in
each variable) function on Rd in the standard manner. Thus, K is a fam-
ily of bounded functions uniformly equicontinuous on Rd. Following the
proof of Theorem 1 (now we do not need the Lemma), we obtain a self-
homeomorphism ϕ of R such that defining self-homeomorphism h of Rd by
(10) we have f ◦ h ∈ ⋂1<p<∞Mp(Rd) for all f ∈ K. Consider the interval
J = ϕ−1([0, 2pi]) which is the preimage of [0, 2pi] under ϕ. Let l be an affine
self-mapping of the real line for which l([0, 2pi]) = J . We set ϕ1 = ϕ ◦ l and
h1(x) = (ϕ1(x1), ϕ1(x2), . . . , ϕ1(xd)), x = (x1, x2, . . . , xd) ∈ Rd.
Using the assertion on superpositions of multipliers with affine mappings
(see Section 3,C), we conclude that f ◦ h1 ∈
⋂
1<p<∞Mp(R
d) for all f ∈ K.
Recall that the indicator function of any rectangle in Rd is a multiplier for
all p, 1 < p <∞ (see Section 3, B); hence
1[0,2pi]d · (f ◦ h1) ∈
⋂
1<p<∞
Mp(R
d)
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for all f ∈ K. Since the homeomorphism ϕ1 maps the interval [0, 2pi] onto
itself, we can regard it as a self-homeomorphism of the circle T. So, we
can regard h1 as a self-homeomorphism of the torus T
d. Denote this self-
homeomorphism of the torus by h2. Clearly, f ◦ h2 is a 2pi-periodic in each
variable extension of the function 1[0,2pi]d · (f ◦ h1). It remains to use the
theorem on periodic extensions (see Section 3,D). This completes the proof
of Theorem 2.
5. Remarks and Open Problems
1. As we stated in Introduction, the negative solution of Luzin’s problem
implies a similar result for functions on the real line, namely: there exists a
bounded continuous real-valued function f on R such that f ◦h /∈ B(R) for
every self-homeomorphism h of R. One can easily verify this as follows. Let
f be a function on T which provides the negative solution of Luzin’s problem.
Regarding f as a 2pi-periodic function on R, we can assume without loss
of generality that f(0) = f(2pi) = 0. Let f0 be the function on R that
coincides with f on the interval [0, 2pi] and vanishes outside it. Suppose
that f0 ◦ h ∈ B(R) for some self-homeomorphism h of R. Clearly, if a
function belongs to B(R), then so does every superposition of this function
with an affine mapping l : R → R; so, replacing h by h ◦ l if necessary, we
can assume that h maps [0, 2pi] onto itself, and hence f0 ◦h vanishes outside
[0, 2pi]. It follows that 2pi -periodic extension of f0 ◦ h to R is in A(T) (see
Section 3, D), which is impossible, since this extension has the form f ◦ h1,
where h1 is a self-homeomorphism of the circle.
2. It is natural to consider an analogue of Luzin’s problem in the multidi-
mensional case. Is it true that, given a real-valued function f ∈ C(Td), d ≥
2, there exists a self-homeomorphism h of Td such that f ◦h ∈ A(Td)? Since
the group of homeomorphisms of Td with d ≥ 2 is more massive than that
of T the question may have a positive answer for d ≥ 2 despite the fact that
in the one-dimensional case it is answered in the negative.
3. As in the introduction, let G be either Rd or Zd and Γ is Rd or Td,
correspondingly. Recall that a function m ∈ L∞(Γ) is called a weak type
(1, 1) multiplier if the operator Q defined by Q̂f = mf̂, f ∈ L1 ∩ L2(G), is
of weak type (1, 1), i.e., satisfies the condition
mesG{t ∈ G : |Qf(t)| > λ} ≤ c‖f‖L1(G)/λ, λ > 0,
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where mesG is the Haar measure on G (the Lebesgue measure of a set in
the case of G = Rd and the number of elements in a set in the case of
G = Zd). Let Mweak1 (Γ) denote the class of all such multipliers. We have
(using Marcinkiewicz’ interpolation theorem)
M1(Γ) ⊆Mweak1 (Γ) ⊆
⋂
1<p<∞
Mp(Γ).
The authors do not know whether it is possible to improve Theorems 1 and 2
so as to attain the condition f ◦ h ∈ Mweak1 for all f ∈ K. The answer is
unclear even for the families that consist of one function: Given a bounded
real-valued function f ∈ C(Rd) or a real-valued function f ∈ C(Td) is there
a homeomorphic change of variable h such that f ◦h ∈Mweak1 ? The negative
answer to this question in the one-dimensional case would strengthen the
result that solves Lusin’s problem.
4. Let d ≥ 2. Observe that the homeomorphism h of Td in Theorem 2
can be chosen in the form
h : (t1, t2, . . . , td)→ (ϕ(t1), ϕ(t2), . . . , ϕ(td)), (15)
where ϕ is a self-homeomorphism of T. As concerns Theorem 1, it is clear
from its proof that if we impose stronger assumption on f or on K, namely
if we assume that f is bounded and uniformly continuous or, respectively,
that K is a family of bounded functions which is uniformly equicontinu-
ous on the whole Rd, d ≥ 2, then the corresponding homeomorphism h of
Rd can be chosen in the form (15) with ϕ being a self-homeomorphism of
R. We do not know if the same is true without the above stronger as-
sumptions. Moreover, it is unclear if every bounded real-valued function
f ∈ C(Rd) can be transformed into a multiplier by a homeomorphism of
the form h : (t1, t2, . . . , td)→ (ϕ1(t1), ϕ2(t2), . . . , ϕd(td)), where ϕj’s are self-
homeomorphisms of R allowed to be different. It seems likely that the
answer is negative.
5. The well-known Beurling–Helson theorem [2] (see also [8, Ch. VI],
[9]) states that if ϕ is a continuous self-mapping of the circle T satisfy-
ing the condition ‖einϕ‖A(T) = O(1), n ∈ Z, then ϕ is linear (affine), i.e.,
ϕ(t) = νt + ϕ(0) where ν ∈ Z. The character of growth of the norms
‖einϕ‖A(T) for nontrivial ϕ’s is unclear in many respects. Kahane conjectured
that the Beurling–Helson theorem can be considerably improved; namely,
he conjectured in [7] (see also [8, Ch. VI], [9]) that the conclusion of the
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Beurling–Helson theorem remains valid even if the norms ‖einϕ‖A(T) grow
to infinity but the growth is not very fast. He also conjectured ([7], [8])
that the condition ‖einϕ‖A(T) = o(log |n|) already implies linearity of ϕ. The
first result in this direction was obtained in [17]; further strengthening is
obtained in [12], however the o(log |n|) -conjecture remains unproved.
Certain analogs of the Beurling–Helson theorem for the algebrasMp were
obtained in [20] and [21]. Note that the case 1 < p < ∞ differs from that
of p = 1, which corresponds to the Wiener algebra; for example (see [5, Ch.
I, Sec. 1.3]), if ϕ : T→ T is piecewise linear, then for all p, 1 < p <∞,
‖einϕ‖Mp(T) = O(1), n ∈ Z. (16)
To some extent the converse is also true [21, Theorem 2′]: if (16) holds for
some p 6= 2, then there exists a closed set E(ϕ) ⊂ T of Lebesgue measure
zero such that ϕ is linear on the intervals complementary to E(ϕ), and the
set of distinct slopes of ϕ is finite.
It is natural to ask how slow the norms ‖einϕ‖Mp can grow in the case
when ϕ is nowhere (i.e., on no interval) linear. The answer to this question
can easily be extracted from results of this paper. For 1 < p < ∞ the
growth can be arbitrarily slow, namely: given an arbitrary positive sequence
γ(n), n = 0, 1, 2, . . . , with γ(n) → +∞, there exists a nowhere linear self-
homeomorphism h of T such that
‖einh‖Mp(T) = O(γ(|n|)), n ∈ Z,
for all p, 1 < p <∞.
To prove this assertion, we firstly observe that Theorems 1 and 2 can be
supplemented by the estimate ‖f ◦ h‖Mp ≤ c(p, 1)‖f‖L∞ + cp(K), f ∈ K.
In particular, if K is a compact set in the space C(Td), then there exists a
homeomorphism h : Td → Td such that
‖f ◦ h‖Mp(Td) ≤ cK(p), 1 < p <∞, f ∈ K. (17)
Indeed (see the end of the proof of Theorem 1), since gν
Mp→ g, it follows
from (14) that ‖g − g1‖Mp ≤ 2cp(K), where cp(K) is the sum of the series
in (9). At the same time ‖g1‖Mp ≤ c(p, 1)‖g1‖L∞ ≤ c(p, 1)‖f‖L∞.
Secondly we observe that due to sufficient flexibility in the construc-
tion of the net β in the proof of Theorem 1, the homeomorphism h in the
statement of Theorems 1 and 2 can be made nowhere linear.
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It remains to apply the above two observations to the family
K =
{
eint
γ(|n|) , n ∈ Z
}
(see (17)).
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