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Kramers pairs of Majorana corner states in a topological insulator bilayer
Katharina Laubscher, Danial Chughtai, Daniel Loss, and Jelena Klinovaja
Department of Physics, University of Basel, Klingelbergstrasse 82, CH-4056 Basel, Switzerland
We consider a system consisting of two tunnel-coupled two-dimensional topological insulators
proximitized by a top and bottom superconductor with a phase difference of π between them. We
show that this system exhibits a time-reversal invariant second-order topological superconducting
phase characterized by the presence of a Kramers pair of Majorana corner states at all four corners
of a rectangular sample. We furthermore investigate the effect of a weak time-reversal symmetry
breaking perturbation and show that an in-plane Zeeman field leads to an even richer phase diagram
exhibiting two nonequivalent phases with two Majorana corner states per corner as well as an inter-
mediate phase with only one Majorana corner state per corner. We derive our results analytically
from continuum models describing our system. In addition, we also provide independent numerical
confirmation of the resulting phases using discretized lattice representations of the models, which
allows us to demonstrate the robustness of the topological phases and the Majorana corner states
against parameter variations and potential disorder.
I. INTRODUCTION
Motivated by the seminal work on one-dimensional
(1D) p-wave superconductors [1], Majorana bound states
have been predicted to occur in a variety of condensed
matter systems as a signature of a topologically non-
trivial superconducting phase. Apart from their funda-
mental interest, Majorana bound states are considered to
be promising building blocks for topologically protected
qubits due to their non-Abelian braiding statistics. Many
well-known proposals for the experimental realization of
Majorana bound states rely on the competition between
a strong magnetic field and proximity-induced supercon-
ducting pairing [2, 3]. However, such setups suffer from
the disadvantage that a strong magnetic field itself has a
detrimental effect on superconductivity. To circumvent
this issue, the concept of time-reversal invariant topo-
logical superconductivity has raised significant interest.
In this case, Kramers pairs of Majorana bound states
emerge in the absence of a magnetic field [4–23].
In the standard proposals, Majorana bound states are
realized at the zero-dimensional edges of 1D topological
superconductors (TSCs). More recently, the notion of
topological insulators (TIs) and TSCs has been extended
to capture also their higher-order generalizations [24–30].
While conventional d-dimensional TIs and TSCs exhibit
gapless edge states at their (d − 1)-dimensional bound-
aries, nth-order d-dimensional TIs or TSCs exhibit gap-
less edge states at their (d− n)-dimensional boundaries.
In particular, a two-dimensional (2D) second-order topo-
logical superconductor (SOTSC) hosts Majorana bound
states at the corners of a rectangular sample. By now,
a large variety of platforms hosting such Majorana cor-
ner states (MCSs) has been proposed. While most of
these proposals use an applied magnetic field to induce
the second-order phase [31–40], the case of time-reversal
invariant SOTSCs with Kramers pairs of MCSs has been
studied less extensively. The few setups proposed so far
rely on unconventional superconductivity as the relevant
mechanism driving the transition to the second-order
FIG. 1. The setup consists of two 2D TI layers (yellow) cou-
pled by an interlayer tunneling term of strength Γ. The two
layers are proximitized by a top and bottom superconductor
(blue) with a phase difference of π between them.
phase [41, 42]. This motivates us to look for an alter-
native model realizing a time-reversal invariant SOTSC
based on conventional ingredients only. The setup we
propose consists of two tunnel-coupled 2D TIs proximi-
tized by a top and bottom superconductor with a phase
difference of π between them, see Fig. 1. In the absence
of interlayer tunneling and superconductivity, each TI
layer hosts a pair of gapless helical edge states. Once in-
terlayer tunneling and superconductivity are turned on,
these edge states are gapped out. However, the result-
ing phase is not necessarily trivial. Indeed, we show that
in a certain region of parameter space, the system is a
SOTSC with a Kramers pair of MCSs at all four corners
of a rectangular sample. These corner states are pro-
tected by particle-hole and time-reversal symmetry and
cannot be removed unless one of the protecting symme-
tries is broken or the edge gap closes and reopens.
The paper is organized as follows. In Sec. II we de-
scribe our setup, which consists of two tunnel-coupled
2D TIs in proximity to a top and a bottom supercon-
ductor of a phase difference of π, see Fig. 1. In Sec. III,
we obtain expressions for the gapless edge states appear-
ing in the absence of superconductivity and interlayer
tunneling. In this case, our model simply corresponds
to two decoupled 2D TIs, each described by a Bernevig-
Hughes-Zhang (BHZ) model [43]. In Sec. IV, we then
perturbatively account for weak interlayer tunneling as
2well as weak proximity-induced superconductivity. As
a consequence, the helical edge states found previously
are gapped out. We show that there exists a regime of
parameters for which the system is a time-reversal in-
variant SOTSC with a Kramers pair of MCSs at all four
corners of a rectangular sample. In order to account for
a possible complication in some experimentally relevant
setups, we additionally comment on the case of unequal
interlayer tunneling amplitudes for particle-like and hole-
like bands in Sec. V. Finally, in Sec. VI, we discuss the
case of broken time-reversal symmetry in the presence
of a weak in-plane Zeeman field. We show that this en-
riches the phase diagram further, allowing us to access
also a SOTSC phase with a single MCS per corner. We
summarize our results in Sec. VII.
II. MODEL
We consider a 2D TI bilayer, where each of the two
TI layers is described by a BHZ model [43]. In mo-
mentum space, the Hamiltonian of a single TI layer can
then be written as H0 =
∑
k
Ψ†
k
H0(k)Ψk in the ba-
sis Ψk = (ψk11, ψk11¯, ψk1¯1, ψk1¯1¯), where ψkσs (ψ
†
kσs)
destroys (creates) an electron with in-plane momentum
k = (kx, ky), orbital degree of freedom σ ∈ {1, 1¯} and
spin s ∈ {1, 1¯}. The Hamiltonian density is given by
H0(k) =
(
~
2k2x
2mx
+
~
2k2y
2my
+ ǫ
)
σz + µ (1)
+ λxkxσxsz + λykyσy ,
where σi and si for i ∈ {x, y, z} are Pauli matrices acting
in orbital and spin space, respectively. The parameters
mx, my, λx, and λy are material-specific constants in-
herent to the BHZ model [43]. For simplicity, we assume
mx,my, λx, λy > 0 in the following. Furthermore, ǫ de-
scribes a relative energy shift between the particle-like
(σ = 1) and hole-like (σ = 1¯) bands, and µ denotes the
chemical potential.
We now proceed to describe the full TI bilayer as shown
in Fig. 1. Relative to each other, the two TI layers are
constructed such that edge states of the same spin po-
larization propagate in opposite directions for opposite
layers. We furthermore account for tunneling between
the two layers by a simple spin-conserving tunneling el-
ement. Finally, the two layers are proximitized by a top
and a bottom s-wave superconductor such that the phase
difference between them is π. This could, for example,
be achieved by placing a layer of randomly oriented mag-
netic impurities between one of the layers and the neigh-
boring superconductor [16, 44, 45]. Alternatively, a su-
perconducting loop connecting the two superconductors
allows one to tune the phase difference by varying the
enclosed magnetic flux [46–48]. The total Hamiltonian
can now be written as H = 12
∑
k
Ψ†
k
H(k)Ψk in the basis
Ψk = (φk, φ
†
−k) with φk = (ψk111, ψk111¯, ψk11¯1, ψk11¯1¯,
ψk1¯11, ψk1¯11¯, ψk1¯1¯1, ψk1¯1¯1¯), where the electron destruc-
tion (creation) operator ψkτσs (ψ
†
kτσs) now carries an
additional subscript τ ∈ {1, 1¯} denoting the layer index.
The Hamiltonian density is then given by
H(k) =
(
~
2k2x
2mx
+
~
2k2y
2my
+ ǫ
)
ηzσz + µηz (2)
+ λxkxτzσxsz + λykyηzσy +∆scηyτzsy + Γηzτx,
where we have introduced additional Pauli matrices τi
and ηi for i ∈ {x, y, z} acting in layer and particle-
hole space, respectively. The strength of the proximity-
induced superconductivity is denoted by ∆sc, while Γ
denotes the strength of the interlayer tunneling.
The Hamiltonian given in Eq. (2) is time-reversal
symmetric with T = isyK and particle-hole symmet-
ric with P = ηxK, where K denotes the complex con-
jugation. As such, our model belongs to the sym-
metry class DIII [49]. Furthermore, our model has a
twofold rotational symmetry around the z axis given by
Upi = e
ipiηzszσz/2. Note that even in the isotropic case
mx = my = m and λx = λy = λ, the presence of τz
in the term proportional to λx breaks the usual four-
fold rotational symmetry of the BHZ model given by
Upi/2 = e
ipiηzsz(2σ0−σz)/4. This will turn out to be crucial
to realize the second-order phase proposed in the follow-
ing. However, for Γ = 0, we can define a generalized
fourfold rotational symmetry U ′pi/2 = e
ipiηzτzsz(2σ0−σz)/4
such that U ′pi/2H(kx, ky)[U ′pi/2]−1 = H(−ky, kx) in the
isotropic case.
III. EDGE STATES IN THE FIRST-ORDER
PHASE
Let us first consider the case ∆sc = Γ = 0. In this case,
our model simply corresponds to two decoupled copies of
the BHZ model. Furthermore, we set µ = 0 to simplify
our analysis. The bulk spectrum is then given by
E±(k) = ±
√(
~2k2x
2mx
+
~2k2y
2my
+ ǫ
)2
+ λ2xk
2
x + λ
2
yk
2
y. (3)
We find that the bulk gap closes at k = 0 for ǫ = 0,
separating a trivial phase for ǫ > 0 from a topologically
non-trivial TI phase for ǫ < 0 [43]. In our case, the latter
is characterized by the presence of one pair of counter-
propagating helical edge states per layer.
The explicit form of these edge states is readily ob-
tained by following the standard procedure of matching
decaying eigenfunctions. Let us first focus on the edges
along the x direction. For this, we consider a semi-infinite
geometry such that the sample is finite along the y di-
rection and infinite along the x direction. In this setting,
kx remains a good quantum number, while we replace
ky with −i∂y. For simplicity, we begin by solving for
3FIG. 2. Probability density of low-energy states obtained numerically from a discretized version of Eq. (2), see Eq. (A1). (a)
For ∆sc = Γ = 0, we find gapless edge states running along the edges of a large but finite sample. In this case, our model
simply corresponds to two decoupled 2D TIs with one Kramers pair of counterpropagating helical edge states per layer. (b) A
Kramers pair of MCSs is localized at each of the four corners of the system for |Γ| > |∆sc|. The inset demonstrates that the
energies of these states (red dots) are indeed at zero. Here, we use ∆sc/|ǫ| ≈ 0.31 and Γ/|ǫ| ≈ 0.63. (c) The corner states are
robust against potential disorder as long as the edge gap remains open. Here, we take the local fluctuations in the chemical
potential to follow a normal distribution centered around the mean value µ = 0 with standard deviation σ¯µ/|ǫ| ≈ 1.13. The
numerical lattice parameters are tx/|ǫ| = ty/|ǫ| = 1.25, αx/|ǫ| = αy/|ǫ| = 1, and Lx = Ly = 50 sites, with the definition of the
discretized model and its parameters given in Appendix A.
zero-energy eigenstates at kx = 0 before perturbatively
including linear contributions in kx. Thus, we solve
H(0,−i∂y) =
(
ǫ − ~
2∂2y
2my
)
ηzσz − iλy∂yηzσy (4)
for exponentially decaying eigenfunctions Φ(y) with van-
ishing boundary conditions Φ(y = 0) = 0. As both the
layer index as well as the spin-projection along the z axis
are good quantum numbers, we can express our solu-
tions as eigenstates of τz and sz. Furthermore, since
{H(0,−i∂y), σx} = 0 and we are looking for zero-energy
eigenstates, the solutions are also eigenstates of σx.
Therefore, we can write the solutions in terms of eigen-
states |τ, s, a〉 defined via τzszσx|τ, s, a〉 = τsa|τ, s, a〉,
where a ∈ {1, 1¯} is used to denote the eigenvalue of σx.
Explicitly, we find that the solutions are given by
Φxτs(y) = |τ, s, 1〉(e−y/ξ1 − e−y/ξ2) (5)
with ξ1/2 = (−λy ±
√
βy)/(2ǫ) for βy = λ
2
y + 2~
2ǫ/my
and where we have suppressed a normalization factor.
Note that since ǫ < 0 in the topologically non-trivial
phase, we have Re(ξ1/2) > 0, confirming that our solu-
tions are indeed exponentially localized to the edge of
the system. Furthermore, it is straightforward to see
that the solutions are related by time-reversal symmetry
as T Φxτs(y) = s¯Φxτs¯(y).
For the edges along the y direction, a similar consider-
ation yields
H(−i∂x, 0) =
(
ǫ− ~
2∂2x
2mx
)
ηzσz − iλx∂xτzszσx. (6)
In this case, the solutions for the edge states turn out
to be eigenstates of τz , sz, and σy. Therefore, we will
write them in terms of eigenstates |τ, s, b〉 defined via
τzszσy |τ, s, b〉 = τsb|τ, s, b〉, where b ∈ {1, 1¯} is used to
denote the eigenvalue of σy . We arrive at
Φyτs(x) = |τ, s, τs〉(e−x/ξ
′
1 − e−x/ξ′2) (7)
with ξ′1/2 = (−λx ±
√
βx)/(2ǫ) for βx = λ
2
x + 2~
2ǫ/mx
and where we have again omitted a normalization factor.
Finally, the kinetic term governing the low-energy
spectrum can be found by taking into account the linear
terms in kx or ky, respectively. Along the x direction, we
find that
λxkx〈Φxτs|τzσxsz |Φxτ ′s′〉 = τsλxkxδττ ′δss′ . (8)
Indeed, the structure of the edge states given in Eq. (5)
makes it immediately clear that states with τs = +1
(τs = −1) propagate in the positive (negative) x direc-
tion. Similarly, we find that
λyky〈Φyτs|σy|Φyτ ′s′〉 = τsλykyδττ ′δss′ (9)
along the y direction. Again, states with τs = +1
(τs = −1) propagate in the positive (negative) y di-
rection. As expected, we therefore find a pair of coun-
terpropagating gapless edge states per layer, see also
Fig. 2(a) for a numerical verification. Within each layer,
counterpropagating edge states carry opposite spin pro-
jections, while counterpropagating edge states in oppo-
site layers carry the same spin projection.
IV. KRAMERS PAIRS OF MAJORANA
CORNER STATES
In the following, we take into account the effect of the
superconducting and tunneling term in a perturbative
4way. For this, we assume ∆sc and Γ to be small com-
pared to the bulk gap of the first-order phase, such that
their only effect will be to potentially gap out the edge
states found above. In order to understand the emer-
gence of corner states, we derive an effective Hamiltonian
describing the low-energy edge physics for each edge.
Let us start by considering the tunneling term HΓ =
Γηzτx, while keeping ∆sc = 0 for the moment. For the
edge states along the x direction, we obtain by direct
calculation
〈Φxτs|HΓ|Φxτ ′s′〉 = Γδτ τ¯ ′δss′ . (10)
As such, the tunneling term fully gaps out the edge states
along the x direction [50]. Along the y direction, however,
we obtain
〈Φyτs|HΓ|Φyτ ′s′〉 = 0 (11)
for all τ , τ ′, s, and s′, which may seem surprising at first.
However, this is a direct consequence of the symmetries
of the system. Indeed, we note that the system has an
additional symmetry O = τzσy that anticommutes with
the Hamiltonian given in Eq. (6). Furthermore, we find
O|Φyτs〉 = s|Φyτs〉. Together with {Htun,O} = 0, we then
find 〈Φyτs|HΓ|Φyτ¯s〉 = −〈Φyτs|HΓ|Φyτ¯s〉 = 0. The other
matrix elements are trivially zero by the definition ofHΓ,
which confirms Eq. (11).
Let us now additionally consider the effect of super-
conductivity. Clearly, superconductivity will open a gap
along all edges, leading to an effective edge Hamiltonian
of the form
Hxeff(kx) = λxkxτzsz + Γηzτx +∆scηyτzsy (12)
for the edges along the x direction and
Hyeff(ky) = λykyτzsz +∆scηyτzsy (13)
for the edges along the y direction. From this it becomes
clear that as long as |∆sc| > 0, the edges along the y di-
rection are trivially gapped by superconductivity. Along
the x direction, on the other hand, the edge gap closes
at |∆sc| = |Γ|. Indeed, we recognize Eq. (12) to be the
Hamiltonian of a time-reversal invariant 1D TSC as dis-
cussed in Ref. [9]. In the topologically nontrivial phase
|Γ| > |∆sc|, this system exhibits a Kramers pair of Majo-
rana bound states at its edges. In our model, these edges
correspond to the corners between x and y edges, leaving
us with a Kramers pair of MCSs at all four corners of
a rectangular system. In Fig. 2(b), we have verified the
existence of the corner states numerically. Furthermore,
we have tested the stability of the corner states against
potential disorder, see Fig. 2(c). In particular, we note
that the symmetry O used to derive the corner states
can be broken as long as the edge gap remains open. In-
deed, the MCSs are protected solely by particle-hole and
time-reversal symmetry and do not rely on any additional
spatial symmetry.
V. UNEQUAL TUNNELING AMPLITUDES
FOR PARTICLE-LIKE AND HOLE-LIKE BANDS
In realistic setups we generally expect the interlayer
tunneling amplitude for the particle-like and hole-like
bands to be different in size. This constitutes an ob-
struction to the second-order topological phase presented
here. In the following, we account for this by introducing
a refined tunneling Hamiltonian
HΓ = Γe + Γh
2
ηzτx +
Γe − Γh
2
ηzτxσz, (14)
where Γe (Γh) is used to denote the tunneling amplitude
for electrons (holes). Calculating the effective Hamilto-
nian along the x and y direction using the edge state
solutions given in Eqs. (5) and (7), we find
Hxeff(kx) = λxkxτzsz +
Γe + Γh
2
ηzτx +∆scηyτzsy (15)
for the edges along the x direction and
Hyeff(ky) = λykyτzsz +
Γe − Γh
2
ηzτx +∆scηyτzsy (16)
for the edges along the y direction. We therefore find that
the SOTSC phase persists if |Γe−Γh| < 2|∆sc| < |Γe+Γh|
or |Γe + Γh| < 2|∆sc| < |Γe − Γh|.
Studies of HgTe double quantum well structures have
estimated Γh to be negligibly small compared to Γe
in the experimentally accessible parameter range, i.e.,
Γh ≈ 0 [51–53]. This excludes the double-well setup
as a possible realization of the topological phase pro-
posed here. However, other systems with similar low-
energy properties may circumvent this issue. In par-
ticular, mono- and few-layer Fe(Te1−xSex) have recently
been claimed to exhibit a low-energy band structure de-
scribed by the BHZ Hamiltonian [54]. Similarly, the 2D
transition metal dichalchogenides (TMDCs) MX2 with
M ∈ {W,Mo} and X ∈ {S, Se,Te} have been shown
to exhibit the desired low-energy effective band struc-
ture [55]. It would therefore be interesting to investigate
TI bilayers built from these materials as potential ex-
perimental realizations of the SOTSC proposed in this
work.
VI. EFFECT OF ZEEMAN FIELD AND
SINGLE-MCS PHASE
In this section, we additionally comment on the effects
of a Zeeman field, which we again assume to be suffi-
ciently weak compared to the bulk gap of the first-order
phase. Since time-reversal symmetry is now broken, the
fate of the MCSs is not a priori clear in this case. Indeed,
we find that in the presence of an out-of-plane Zeeman
term H⊥ = ∆Z,⊥ηzsz , the Kramers pairs at each corner
hybridize and split away from zero energy, see Fig. 3(a).
Thus, the topological phase is destroyed in this case. On
5FIG. 3. (a) Probability density of low-energy states obtained numerically from a discretized version of Eq. (2) for a sample
of Lx = Ly = 50 sites with ∆sc/|ǫ| ≈ 0.31 and Γ/|ǫ| ≈ 0.63 and in the additional presence of an out-of-plane Zeeman field
of strength ∆Z,⊥/|ǫ| ≈ 0.04. We find that the two Kramers partners of MCSs at each corner hybridize and split away from
zero energy, see the red dots in the inset. (b)-(d) Probability density of the lowest-energy state obtained numerically from a
discretized version of Eq. (2) for a sample of Lx = Ly = 80 sites in the additional presence of an in-plane Zeeman field oriented
along the x direction. (b) For a weak Zeeman field 0 ≤ ∆Z,|| < Γ −∆sc, there are two MCSs per corner. Here, we have used
∆sc/|ǫ| = 0.25, Γ/|ǫ| = 0.5 and ∆Z,||/|ǫ| ≈ 0.13. (c) In the intermediate regime Γ −∆sc < ∆Z,|| < Γ +∆sc, we find one MCS
per corner. Here, we have used ∆sc/|ǫ| = Γ/|ǫ| ≈ 0.38 and ∆Z,||/|ǫ| ≈ 0.19. (d) For strong Zeeman fields Γ + ∆sc < ∆Z,||, we
again find two MCSs per corner. Here, we have used ∆sc/|ǫ| = 0.25, Γ/|ǫ| ≈ 0.13 and ∆Z,||/|ǫ| = 0.5. The other numerical
parameters are the same as in Fig. 2.
the other hand, however, we find that an in-plane Zeeman
field does not completely destroy the topological prop-
erties of the system, but instead leads to a much richer
phase diagram exhibiting two nonequivalent regions with
two MCSs per corner as well as an intermediate region
with just one MCS per corner. For concreteness, let us
consider the case when the in-plane field is oriented along
the x direction, i.e., HZ,|| = ∆Z,||ηzsx. Other orienta-
tions of the in-plane Zeeman field lead to qualitatively
identical results. Note that here we take the Zeeman
field to be of equal strength for both the particle-like and
the hole-like bands. Depending on the experimental re-
alization, one may again need to generalize this in a way
similar to the treatment of unequal tunneling amplitudes
in Sec. V. Calculating again the effective edge Hamilto-
nian, we find that
Hxeff(kx) = λxkxτzsz + Γηzτx +∆scηyτzsy +∆Z,||ηzsx,
(17)
while the effective edge Hamiltonian along the y direction
is still given by Eq. (13). Therefore, the edges along the
y direction remain trivially gapped by superconductivity,
whereas the edge gap along the x direction now closes at
∆Z,|| + Γ = ±∆sc and ∆Z,|| − Γ = ±∆sc.
In the following, we comment on the different
(second-order) topological phases separated by the above
gap closing lines. For simplicity, we assume that
∆sc,∆Z,||,Γ ≥ 0. Firstly, we have checked numerically
that for 0 < ∆Z,|| < Γ − ∆sc, the two MCSs per cor-
ner remain intact, see Fig. 3(b). However, they are now
no longer protected by time-reversal symmetry and may
split away from zero energy in the presence of magnetic
disorder [56–59]. Secondly, we find that in the interme-
diate regime Γ − ∆sc < ∆Z,|| < Γ + ∆sc, there is only
one MCS per corner, see Fig. 3(c). Most interestingly,
we find that for Γ = ∆sc even an infinitesimal Zeeman
field can drive the system into a SOTSC phase with one
MCS per corner, as the competing tunneling and super-
conducting term completely cancel each other. Finally,
for Γ +∆sc < ∆Z,||, we again find two MCSs per corner,
see Fig. 3(d). Indeed, this regime is in the same region
of the phase diagram as the limit Γ = 0 and ∆sc < ∆Z,||.
In this case, we simply deal with two decoupled TI layers
subjected to an in-plane Zeeman field. Indeed, a single TI
layer in the presence of an in-plane Zeeman field has been
shown to exhibit a SOTSC phase in Ref. [38]. To sum-
marize, Fig. 4 displays the phase diagram of our system
both in the absence [Fig. 4(a)] and presence [Fig. 4(b)]
of an in-plane Zeeman field.
Lastly, let us note that another way to break time-
reversal symmetry is by detuning the superconducting
phase difference away from π. Like in the case of an out-
of-plane Zeeman field, the time-reversal invariant SOTSC
phase is unstable against such a term as the Kramers
partners of MCSs at each corner hybridize and split away
from zero energy. For the single-MCS phase discussed
above, on the other hand, we find that the MCSs persist
for a finite range of detunings up to a critical value at
which the edge gaps close.
VII. CONCLUSIONS
We have proposed a versatile and experimentally fea-
sible platform that realizes a 2D time-reversal invariant
SOTSC phase hosting Kramers pairs of MCSs. Our setup
consists of two tunnel-coupled 2D TIs proximitized by a
top and bottom s-wave superconductor with a phase dif-
ference of π between them. In the regime where the in-
terlayer tunneling dominates over the proximity-induced
superconductivity, we find a Kramers pair of MCSs at
6FIG. 4. (a) Phase diagram of the time-reversal invariant system discussed in Sec. IV as a function of Γ and ∆sc. Note that we
focus on the regime where both Γ and ∆sc are sufficiently small compared to the bulk gap of the first-order phase such that
our pertubative treatment of these terms is justified. We find that the edge gap closes and reopens for Γ = ∆sc, corresponding
to the phase transition between the topologically trivial phase (shaded in yellow) and the SOTSC phase with a Kramers pair
of MCSs per corner (shaded in dark blue). (b) In the presence of an in-plane Zeeman field, the phase diagram becomes even
richer. For a weak Zeeman field 0 ≤ ∆Z,|| < Γ − ∆sc, there are two MCSs per corner. The light blue line with ∆Z,|| = 0
denotes the time-reversal invariant SOTSC phase discussed in Sec. IV, where the two MCSs at each corner are protected by
time-reversal symmetry. For 0 < ∆Z,|| < Γ−∆sc, see the region shaded in dark blue, the two MCSs per corner remain intact.
However, they are now no longer protected by time-reversal symmetry and may split away from zero energy in the presence
of disorder. In the intermediate regime Γ −∆sc < ∆Z,|| < Γ + ∆sc, see the region shaded in light green, we instead find that
there is only one MCS per corner. Most interestingly, we find that for Γ = ∆sc even an infinitesimal Zeeman field can drive
the system into a SOTSC phase with one MCS per corner, as the competing tunneling and superconducting term completely
cancel each other. Finally, for Γ+∆sc < ∆Z,|| (shaded in dark green), we again find two MCSs per corner. Indeed, this regime
can be connected to the limit Γ = 0 and ∆sc < ∆Z,||. In this case, we simply deal with two independent copies of the system
proposed in Ref. [38].
all four corners of a rectangular sample. Additionally,
we have shown that a weak but finite in-plane Zeeman
field further enriches the phase diagram. In particular,
we find that there are now two nonequivalent SOTSC
phases with two MCSs per corner as well as an interme-
diate phase with just one MCS per corner. Most inter-
estingly, this single-MCS phase is accessible even for very
weak Zeeman fields if the tunneling and superconducting
term are of comparable strength. As the requirement
of a strong magnetic field in combination with super-
conductivity is experimentally problematic, our proposal
constitutes an interesting alternative route towards the
realization of a single-MCS SOTSC phase that is acces-
sible even for weak magnetic fields.
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Appendix A: Lattice model for the BHZ
Hamiltonian
In this Appendix, we present the discretized version of
the Hamiltonian given in Eq. (2). In momentum space,
the discretized Hamiltonian reads
H(k) = [−2txcos(kxax)− 2tycos(kyay)]ηzσz
+ (ǫ+ 2tx + 2ty)ηzσz + µηz + 2αxsin(kxax)τzσxsz
+ 2αysin(kyay)ηzσy +∆scηyτzsy + Γηzτx. (A1)
Here, ax (ay) is the lattice spacing along the x (y)
direction. The spin-conserving hopping amplitude tx
(ty) defines the effective mass along the x (y) direc-
tion via tx = ~
2/(2mxa
2
x) [ty = ~
2/(2mya
2
y)]. Simi-
larly, αx (αy) is related to λx (λy) via αx = λx/(2ax)
[αy = λy/(2ay)] [60]. Note that in the main part of our
work, we focus on the isotropic case tx = ty = t and
αx = αy = α. The strongly anisotropic case could, for
example, be realized in the coupled-wire approach [61–
72].
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