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Abstract
Consider a problem of scheduling activities of a research and development project, where precedence relations of the activities
constituting the project are represented by edges of an in-forest. Each activity is characterized by two parameters: a cost for
attempting that activity and a probability that attempting the activity will lead to successful completion. The problem is to find a
policy for attempting activities that minimizes the expected cost incurred until termination (successful completion of the project or
the first activity failure). The main result of the paper is the design of an efficient algorithm to determine an optimal sequence in
which to attempt the activities; a result which is established for linear and exponential utility functions. It is also shown that, unlike
the related problem with out-forest precedence relations, there need not exist an optimal policy that is based on an index-rule for
determining priority of edges by evaluating their successors.
c© 2007 Elsevier B.V. All rights reserved.
Keywords: Scheduling; Stochastic scheduling; Constrained scheduling; In-forest; Research and development
1. Introduction
Some graph theoretic terminology is needed to describe the scheduling problem that is considered in this paper.
Let G = (N , E) be a directed acyclic graph. An edge (i, j) is a direct ancestor of another edge (k, l) if j = k. In this
case, edge (k, l) is said to be a direct descendent of edge (i, j); the (possibly empty) set of direct ancestors of edge
e will be denoted B(e). The (directed acyclic) graph G is an in-tree, if it has the following properties: (i) each edge
has at most one direct descendent, (ii) all edges having no direct ancestor, called sources or primitives of G, emanate
from distinct nodes, and (iii) there exists a unique node, called the destination of G, from which no edge emanates.
An in-forest is a directed acyclic graph with properties (i) and (ii), but not necessarily (iii).
The data for the scheduling problem we consider here is an in-forest G = (N , E)where the elements of E represent
activities that are to be attempted sequentially. For the simple variant of the problem, each activity e ∈ E is associated
with two numbers — 0 < pe < 1 and ce, the first representing the probability that attempting activity e will lead
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to successful completion and the second representing the expected cost associated with attempting e. (Note that ce
could be negative.) In practice, ce accounts for the direct cost of attempting activity e and for potential rewards that
are earned from e’s successful completion. If attempting an activity does not lead to its successful completion, we say
that the activity failed. When attempting any one of the activities leads to failure, the scheduling process stops (the
project is abandoned). The outcomes of attempting distinct activities are assumed to be probabilistically independent
events. The in-forest represents the constraints on the potential schedules — an activity e can be attempted only after
all its ancestors have been attempted and completed successfully. The goal is to feasibly schedule the activities so as
to minimize the associated expected cost until termination, which occurs either at the first failure of an activity, or
when all the activities have been successfully attempted; generalizations and extensions are considered in Section 4.
The scheduling problem we consider is a sequential decision process. For a dynamic programming formulation of
the problem, we let a state be a nonempty subset of E which contains all ancestors of its edges. In addition, we have
a terminating state. For every nonterminating state S, let A(S) ≡ {e ∈ E \ S : B(e) ⊆ S}, referred to as the action set
at S; in particular, A(E) = ∅, A(∅) is the set of sources of G, and (using a simple inductive argument) A(S) 6= ∅ for
S 6= E .
States are observed sequentially until either state E or the terminating state is reached. Observing nonterminating
state S means that the decision maker has already attempted successfully all edges in S and has attempted no edge
outside S. When state S 6= E is observed, an edge e ∈ A(S) is to be selected. Such a selection results in a cost ce and
a transition with probability pe (when the attempt succeeds) to (the nonterminating) state S ∪ {e} and a transition with
probability 1− pe (when the attempt fails) to the terminating state. Further, if edge e has a (unique) direct descendent
f and B( f ) ⊆ S ∪ {e}, then A(S ∪ {e}) = [A(S) \ {e}] ∪ { f }, in all other cases A(S ∪ {e}) = A(S) \ {e}. We observe
that this dynamic programming formulation is acyclic, meaning that each state can be visited at most once.
A policy pi is a map from states into E where each state S is mapped into an edge pi(S) ∈ A(S). Such a policy can
be implemented successively over a number of stages, attempting at each stage the edge that it assigns to the observed
state. If an attempt of an edge leads to failure, no further edges are attempted. A sequence U = (e1, e2, . . . , e|E |) that
includes all the edges determines a policy, denoted piU , that assigns to each state S the first edge of U which is in
A(S); such a policy will be referred to as a priority policy.
Due to the acyclic behavior of the dynamics, if S is the initial state, the successive implementation of a policy will
lead to termination after at most |E |− |S| stages, either by reaching the terminating state through failure of attempting
an edge, or as a result of reaching state E . It follows that each policy pi maps each state S to a real number cpi (S), rep-
resenting the (finite) expected total cost associated with the implementation of pi when S is the initial state. A policy
pi∗ is called optimal for state S, or briefly, S-optimal, if cpi∗(S) ≤ cpi (S) for every policy pi (of course, S-optimality
imposes restrictions on the selection that a policy makes in many states, not only in state S). A policy pi∗ is called opti-
mal if it is optimal jointly for all states. Standard results from the theory of Markov decision processes assure that there
exists an optimal policy (and there is no need to consider more general policies than those described above); see [2,3].
Further, the “principle of optimality” of dynamic programming allows one to find an optimal policy, typically, with
less computational effort than is needed to determine an S-optimal policy through the evaluation of all policies.
In the scheduling problem that we are considering, the state space and the complete description of any particular
policy are exponential in the size of the data. Thus, any efficient computation of an optimal policy will require a
succinct encoding that must be based on some structure that the (optimal) policy possesses. Priority policies have
such (appealing) succinct encoding; if fact, it was shown in [5] that for corresponding problems that are based on “out-
forests” instead of “in-forests” there always exists a priority policy that is optimal and can be computed efficiently
(see Section 2 for details). Unfortunately, the first main result of this paper demonstrates that the problem we consider
herein need not have a priority policy that is optimal. This result is verified in Section 2 through the construction of
an instance (Example 1) for which there exists no ordered sequence U of all the edges such that the corresponding
priority policy is jointly optimal for all states.
Fortunately, the second main result of this paper is positive — it demonstrates that S-optimality, for any given
state S, is achievable through a priority policy that can be computed efficiently. Further, call a sequence of edges
U = (e1, . . . , eq) feasible if e j is not an ancestor of ei for j > i . An algorithm that we develop determines, for a
given state S, a feasible sequence of the edges in E \ S such that the corresponding priority policy is S-optimal; the
algorithm requires O(|E \ S| log |E \ S|) comparisons and O(|E \ S|) arithmetic operations.
Our solution of the problem is described in Section 3. It has two key steps. We first establish in Theorem 1 (the
simple fact) that for every state S there exists a priority policy which is S-optimal and is determined by a feasible
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edge-sequence. We then develop a “Sequencing Algorithm” that recursively determines edges whose exploration
should be delayed as much as is possible — just before the exploration of their immediate successor when one exists
and is the last edge otherwise. The criterion for the deferral is the ratio of exploration cost to failure probability.
For a given state, the Sequencing Algorithm will determine a (feasible) ordering of the edges that defines a priority
policy that is optimal for the given initial state S out of the |E \ S|! orderings of the edges of E \ S. The recursion
of “Sequencing Algorithm” resembles the one used in [1,7] (see also [9]) to minimize total weighted completion time
in a scheduling problem with precedence relations modelled by the edges of an in-forest; but, the updates we use are
different.
Our results are developed in the context of the cost structure described in the second paragraph of this section. In
Section 4 we show that the our methods and algorithm extend to models with the objective of minimizing expected
discounted cost under deterministic and stochastic time-varying activity durations and to exponential (risk seeking
and risk averse) utility functions.
2. Priority policies need not be jointly optimal for all initial states
The following example demonstrates that there need not exist a priority policy that is optimal for all initial states.
Example 1. Consider an in-forest with 4 edges {e1, e2, e3, e4}, with the precedence constraints being (e1, e3) and
(e2, e3). Suppose pei = 0.9 for all i ; and ce1 = 1, ce2 = 10, ce3 = 0.1, and ce4 = 0.9 (see Fig. 1).
Fig. 1. The in-forest of Example 1.
Table 1
Evaluation of edge-exploration
Order Cost evaluation Total
e1e2e3e4 1+ 0.9× 10+ 0.81× 0.1+ 0.729× 0.9 10.7371
e1e2e4e3 1+ 0.9× 10+ 0.81× 0.9+ 0.729× 0.1 10.8019
e1e4e2e3 1+ 0.9× 0.9+ 0.81× 10+ 0.729× 0.1 9.9829
e2e1e3e4 10+ 0.9× 1+ 0.81× 0.1+ 0.729× 0.9 11.6371
e2e1e4e3 10+ 0.9× 1+ 0.81× 0.9+ 0.729× 0.1 11.7019
e2e4e1e3 10+ 0.9× 0.9+ 0.81× 1+ 0.729× 0.1 11.6929
e4e1e2e3 0.9+ 0.9× 1+ 0.81× 10+ 0.729× 0.1 9.9729
e4e2e1e3 0.9+ 0.9× 10+ 0.81× 1+ 0.729× 0.1 10.7829
First, suppose S = ∅ is the initial state. Feasible exploration of edges in this case can be executed in precisely one
of the 8 orders; these are listed in Table 1 below, along with the corresponding costs. The lowest cost is achieved by
the sequence (e4, e1, e2, e3). Since e4 and e1 are independent, it follows that any priority ordering that corresponds to
a priority policy that is ∅-optimal must place e4 ahead of e1. Now, suppose the initial state is S = {e2}. In this case,
the edges can be explored only in three potential orders — (e1e3e4), (e1e4e3), (e4e1e3) and it is easy to verify that the
best sequence is (e1, e3, e4). In particular, e1 must appear ahead of e4 in any priority ordering that corresponds to a
priority policy that is {e2}-optimal, which is inconsistent with the requirement needed for the case where the initial
state is ∅.
As mentioned in the Introduction, the negative conclusion of Example 1 stands in contrast with results in [5], a
paper which considers a generalization of a special case of the problem considered in the current paper. Specifically,
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Smith [10] considered the case where the activities are parallel (there are no precedence constraints). Denardo et al. [5]
considered the more general scheduling problem with precedence constraints modelled by an out-forest. In particular,
it is shown in [5] that (for the model considered therein) there exists a priority policy that is optimal (simultaneously
for all initial states) and an algorithm for computing such a policy is developed. The algorithm used to solve the
problem calculates Gittins-like indices that determine edge-priority (cf., [6]).
3. Analysis of the problem with prescribed initial state
The problem with initial state S is equivalent to the problem with initial state ∅ for the in-forest obtained by
dropping the edges of S (and having edge-set E \ S). Thus, without loss of generality, we consider only the case where
the initial state is the empty set S = ∅.
Given a sequence of edges U = (e1, . . . , eq), let U = {e1, . . . , eq}. Recall that such an edge-sequence is called
feasible if e j is not an ancestor of ei for j > i . The set of feasible edge-sequences U with U = E will be denoted
F . Also, a feasible edge-sequence U is called complete if for every f, g ∈ U , every descendent of f which is an
ancestor of g is in U ; the set of such edge-sequences will be denoted C. We note that F ⊆ C, and if U ∈ C, then every
subsequence of consecutive edges of U is also in C.
For each edge-sequence U = (e1, . . . , eq) ∈ C we define
p(U ) =
q∏
j=1
pe j (1)
and
c(U ) = ce1 + pe1ce2 + pe1 pe2ce3 + · · · +
(
q−1∏
j=1
pe j
)
ceq =
q∑
j=1
(
j−1∏
u=1
peu
)
ce j (2)
representing the success probability and expected cost resulting from the use of the edge-ranking of U to schedule the
activities of U (and no others); in particular, 0 < p(U ) < 1 whenever U 6= ∅ and (following the standard convention
that the empty sum is 0 and the empty product is 1) p(∅) = 1 and c(∅) = 0. We observe that p(U ) is invariant under
edge-permutations (as long as the permutations are in C), that is, p(U ) is a function of U ; to emphasize this fact, we
will use the notation p(U ) for p(U ). However, c(U ) does depend on the order of the edges in U and not just on U .
We recall that an edge-sequenceU that lists all edges in E defines a priority policy that is denoted piU . In particular,
this is the case for edge-sequences in F . A simple inductive argument that we omit verifies the next lemma.
Lemma 1. For each U ∈ F , c(U ) = cpiU (∅).
The next lemma shows that when considering ∅-optimality, it suffices to consider priority policies.
Lemma 2. For each deterministic policy σ there exists an edge-sequence U ∈ F with cpiU (∅) = cσ (∅).
Proof. We assume throughout this paper that the initial state is the empty set. Also, each edge can be in either of two
positions indicating if its exploration, whenever attempted, will be successful or not; we will represent these positions
by “+” and “−”, respectively. For a given initial state and joint position of the edges, a policy determines the cost of
exploring edges until termination, and the corresponding expected cost is the expectation of that cost over the random
joint position of the edges.
Let σ be a policy. The event that the position of all edges is “+” has a positive probability and under this event the
use of policy σ will explore all edges in some deterministic order, say e1, e2, . . . , e|E |. Let U = (e1, e2, . . . , e|E |); of
course, U is feasible and U = E , that is U ∈ F . Now, for every state S′, the selection of an edge e in A(S′) leads to a
uniquely specified state when e’s position is “+” and to termination when e’s position is “−”. Consequently, if the use
of σ leads to a realization of a nonterminating state S′ under any particular event (joint edge-position), S′ is reached
in the event that all edges are in position “+”, and σ will select the same edge in the two events. We conclude that
under each event, σ will explore edges according to the order determined by U (until the first edge in position “−”
is explored). In particular, the selection under σ in each state that is reached coincides with that of the priority policy
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piU that is determined by U . So, the costs of σ and piU coincide under each event and taking expectation assures that
cσ (∅) = cpiU (∅). 
The proof of Lemma 2 verifies a stronger result than that stated in the lemma, namely, that (with ∅ as the initial
state) the random costs associated with policies σ and piU coincide.
The next theorem follows directly from the finiteness of the set of policies and Lemmas 1 and 2. It shows that the
search for an ∅-optimal policy reduces to minimizing c(·) over the U ∈ F . The rest of this section is devoted to the
accomplishment of this task.
Theorem 1.
min
σ is a policy
cσ (∅) = min
U∈F
cpiU (∅) = min
U∈F
c(U ). (3)
We say that edge-sequences U = (e1, . . . , eq) and V = (e′1, . . . , e′q ′) are disjoint if U ∩ V = ∅. In this case, we
writeUV for (e1, . . . , eq , e′1, . . . , e′q ′) and refer toUV as the composite edge-sequence of U and V . When referring to
composite edge-sequences which involve singletons we drop the parentheses, e.g., we write XeY f Z for X (e)Y ( f )Z .
The next lemma and its corollary relate the characteristics of composite sequences to the characteristics of their
factors. The proofs are straightforward and are omitted.
Lemma 3. Suppose U and V are (disjoint) edge-sequences with UV ∈ C. Then
p(UV ) = p(U )p(V )
and
c(UV ) = c(U )+ p(U )c(V ).
Corollary 1. Let U,U ′, V,W be edge-sequences.
(a) If UV ∈ C, U ′ ∈ C and U ′ = U, then U ′V ∈ C and c(U ′V )− c(UV ) = c(U ′)− c(U ).
(b) If UV ∈ C and UW ∈ C, then c(UV )− c(UW ) = p(U )[c(V )− c(W )].
Define the rank of a nonempty edge-sequence U in C, denoted γ (U ), by
γ (U ) := c(U )
1− p(U )
(so, γ (U ) is the ratio of the cost associated with following the schedule determined by U to the corresponding
probability of failure); in particular, for an edge e we have that
γ (e) = ce
1− pe . (4)
The next lemma relates the rank of an edge-sequence to the ranks of its edges.
Lemma 4. Let U = (e1, . . . , eq) be a nonempty edge-sequence in C, and let α be a real number. If γ (e j ) ≤ α for
each j = 1, . . . , q, then γ (U ) ≤ α.
Proof. The proof is by induction on the number of edges in U . If U has a single edge, the claim is trivial. Suppose
the claim holds for edge-sequences in C of length q ≥ 1 and let U be an edge-sequence in C of length q + 1. As U
can be written as U ′e with U ′ as a nonempty edge-sequence in C of length q and e ∈ E , we have from Lemma 3 that
γ (U ) = c(U
′)+ p(U ′)ce
1− p(U ′)pe
= c(U
′)+ p(U ′)ce
[1− p(U ′)] + p(U ′)(1− pe)
≤ α,
the last inequality following from c(U ′) ≤ α[1− p(U ′)] (the induction assumption), from ce ≤ α(1− pe) and from
p(U ′) < 1. 
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The next two corollaries of Lemma 4 show that it is beneficial to postpone, as much as is possible, the scheduling
of any edge having maximum rank.
Corollary 2. Let U = (e1, . . . , eq) be an edge-sequence and let edge e∗ be an edge such that both e∗U and Ue∗ are
in C. If γ (e j ) ≤ γ (e∗) for each j = 1, . . . , q, then c(e∗U ) ≥ c(Ue∗).
Proof. Lemma 4 implies that γ (U ) ≤ γ (e∗), and therefore Lemma 3 assures that
c(e∗U )− c(Ue∗) = ce∗ + pe∗c(U )− [c(U )+ p(U )ce∗ ]
= [1− p(U )]ce∗ − (1− pe∗)c(U )
= [1− p(U )][1− pe∗ ][γ (e∗)− γ (U )] ≥ 0. 
Corollary 3. Let U be an edge-sequence in C and let edge e∗ be an edge in U having the maximum rank among the
edges in U.
(a) Suppose e∗ has a direct descendent f ∗ which is in U. If U is written as U = Xe∗Y f ∗Z with X, Y, Z ∈ C, then
XYe∗ f ∗Z ∈ C and c(XYe∗ f ∗Z) ≤ c(Xe∗Y f ∗Z).
(b) Suppose e∗ does not have a direct descendent or that it has one, but it is not in U. If U is written as U = Xe∗Y
with X, Y ∈ C, then XYe∗ ∈ C and c(XYe∗) ≤ c(Xe∗Y ).
Proof. For (a), verification of the claim that XYe∗ f ∗Z ∈ C is immediate, and Corollaries 1 and 2 show that
c(Xe∗Y f ∗Z) − c(XYe∗ f ∗Z) = p(X)[c(e∗Y ) − c(Ye∗)] ≥ 0. Similarly, for (b), verification of the claim that
XYe∗ ∈ C is immediate, and Corollaries 1 and 2 show that c(Xe∗Y )−c(XYe∗) = p(X)[c(e∗Y )−c(Ye∗)] ≥ 0. 
For each edge e, a set of edge-sequences Fe are defined by considering two cases:
1. If e has a direct descendent, say f : Fe ≡ {U ∈ F : U lists f immediately after e}.
2. If e does not have a direct descendent: Fe ≡ {U ∈ F : e is the last edge in U }.
Corollary 3 immediately implies the following lemma which shows that when e∗ is an edge having the maximum
rank, a search for an edge-sequence in F that minimizes c(·) can be restricted to Fe∗ .
Lemma 5. If e∗ ∈ E is an edge having the maximum rank, then
min
U∈F
c(U ) = min
U∈F e∗
c(U ). 
For an edge e we also define the e-reduction of the underlying scheduling problem by considering the graph G〈e〉
obtained from G by eliminating e, contracting its two endpoints and changing the success probability of exploration
and the corresponding cost only of the direct descendent f of e, if it has one, to
p〈e〉f = pe p f and c〈e〉f = ce + pec f , (5)
respectively. Superscript “〈e〉” will be used to denote other characteristics of the new problem, e.g., F 〈e〉 will denote
the set of its feasible edge-sequences.
For an edge-sequence U that contains edge e, let U 〈e〉 be the edge-sequence obtained from U by dropping e. We
note that the correspondence U → U 〈e〉 is a one-to-one map of Fe onto F 〈e〉; the reverse transformation places e just
before its direct descendent, when it has one, and at the end of the edge-sequence when e has no direct descendent.
Lemma 6. Let e be an edge and U ∈ Fe. Then
c〈e〉(U 〈e〉) =
{
c(U ) if e has a direct descendent
c(U )− p(E \ {e})ce if e does not have a direct descendent.
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Proof. Suppose e has a (unique) direct descendent f . As U ∈ Fe, e is directly followed by f ; it follows that U has a
representation U = Vef W with V,W ∈ C, in which case U 〈e〉 = V f W . We next conclude from two applications of
Lemma 3 that
c(U ) = c(V )+ p(V )[ce + pec f ] + p(V )[pe p f ]c(W )
= c〈e〉(V )+ p〈e〉(V )c〈e〉f + p〈e〉(V )p〈e〉f c〈e〉(W ) = c〈e〉(U 〈e〉).
Next assume that e has no direct descendent f . AsU ∈ Fe, e is the last edge inU ; it follows thatU has a representation
U = Ve with V ∈ C, in which case U 〈e〉 = V and V = E \ e. We next conclude from two applications of Lemma 3
that
c(U ) = c(V )+ p(V )ce = c〈e〉(U 〈e〉)+ p(E \ {e})ce. 
Theorem 2. Let e∗ ∈ E be an edge having the maximum rank among all edges (in E). Then
min
U∈F
c(U ) =

min
V∈F 〈e∗〉
c〈e∗〉(V ) if e∗ has a direct descendent
min
V∈F 〈e∗〉
c〈e∗〉(V )+ p(E \ {e∗})ce∗ if e∗ does not have a direct descendent. (6)
Further, V ∈ F 〈e∗〉 minimizes c〈e∗〉(·) over F 〈e∗〉 if and only if the unique edge-sequence U in F with U 〈e∗〉 = V
minimizes c(·) over F .
Proof. The conclusions of the theorem are immediate from Lemmas 5 and 6, which imply the fact that F 〈e∗〉 =
{U 〈e∗〉 : U ∈ F}. 
Theorem 2 is the basis of the sequencing algorithm described next.
Sequencing Algorithm.
Input: An in-forest G with each edge e associated with two numbers, 0 < pe < 1 and (unrestricted) ce.
Step 1:
a. Compute the rank of each edge.
b. Sort the edges according to their rank.
c. Set W as the empty list of edges.
Step 2:.
a. Determine an edge e with maximum rank, say e = (i, j).
b1. If e has no direct descendent, set
W ← We
and eliminate edge e while contracting nodes i and j .
b2. If e has a (unique) direct descendent f = ( j, k), contract nodes j and k and replace edges e and f with edge
e f that connects node i with the contracted node. Set
pe f = pe p f and ce f = ce + pec f ,
and insert the new edge into the rank-sorted list of the other edges, in order.
Step 3: If the set of edges is not empty, go to step 2. Else, output W and stop.
Theorem 3. The Sequencing Algorithm determines an edge-sequence W that minimizes c(·) over F and for which piW
is a priority policy which is ∅-optimal. With m ≡ |E |, the algorithm can be executed using O(m logm) comparisons
and O(m) arithmetic operations.
Proof. The output of the Sequencing Algorithm is an edge-sequence which lists all edges. An induction on the number
of edges of the underlying graph that repeatedly applies Theorem 2 shows that the output sequence is always feasible
and a minimizer of c(·) over F .
We next determine the computational effort that the algorithm requires. The initial ranks of the edges can be
computed by O(m) arithmetic operations (using (4)) and sorted by using O(m logm) comparisons. Each execution
of Step 2 of the algorithm re-evaluates the data of at most one edge, requiring 3 arithmetic operations (using (5)). The
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re-sorting of the edges by their rank requires the placing of the single re-evaluated rank in the proper position in the
list; this can be accomplished with at most logm comparisons (using repeated bisection). The total effort of executing
the algorithm is then O(m logm) comparisons and O(m) arithmetic operations, as asserted. 
In the following examples we demonstrate the operation of the Sequencing Algorithm. We start by reconsidering
Example 1 of Section 2 (which demonstrated that a priority policy that is optimal for all initial states need not exist).
Example 1 Revisited. The initial ranks of the edges are γ (e1) = 10, γ (e2) = 100, γ (e3) = 1 and γ (e4) = 9. In
particular, e2 has the maximum rank and the Sequencing Algorithm will “absorb” e2 into e3; in the resulting 3-edge
problem, the composite edge e2e3 has the maximum rank, so it will moved into W . Since e1 has a larger rank than
e4, the final output of the Sequencing Algorithm will be the sequence (e4, e1, e2, e3) which is the unique optimal
sequence.
It is easy to verify that the output of the Sequencing Algorithm for the problem corresponding to initial state
S = {e2} is (e1, e3, e4). This sequence is inconsistent with the output of the algorithm with ∅ as the initial state.
4. Extensions
We next list several extensions of the model introduced and analyzed in the earlier sections:
1. Success probabilities zero: The analysis of Section 3 goes through without any change when the success
probabilities (the pe’s) are allowed to be zero. But, in cases where pe = 0 for some edge e, the project is destined to
fail; still, minimizing expected cost is of interest. Further, introducing an edge e that is not part of any precedence
constraints and has pe = ce = 0 allows for the modelling of voluntary quitting. While the ”augmented” project will
fail with probability 1, a policy that attempts the augmented edge only after all other edges have been successfully
attempted, corresponds to a policy that never quits.
2. Success probabilities one:When the success probabilities are allowed to be one, the expression for edge-ranks in
(4) may require division by 0. Still, the analysis of Section 3 goes through with the rank of an edge defined as +∞
if ce > 0 and pe = 1 and −∞ if ce ≤ 0 and pe = 1 (cf. [4] which suggests consideration of a transitive partial
order over pairs (ce, 1− pe) rather than over ratios).
3. Discounting with deterministic varying activity duration: The analysis and results of Section 3 depend on
the following recursive expression for the cost associated with implementing the priority policy determined by a
feasible sequence eU :
c(eU ) = ce + pec(U ), (7)
(a recursion which implies (2)), and on the assumption that 0 ≤ pe ≤ 1. Now, consider the variant of the scheduling
problem where it takes te time units to attempt activity e and the objective is to minimize expected discounted cost.
With ρ as the discount rate per unit time, we then have that (7) is replaced by
c(eU ) = ce + pee−ρtec(U ), (8)
and our results apply with pe replaced by pee−ρte .
4. Discounting with random varying activity duration: Consider the variant of the scheduling problem where the
time that it takes to attempt activities is random with (independent) exponential distributions and the objective is to
to minimize expected discounted cost. Suppose that te is the expected time it takes to attempt an activity e and ρ is
the discount rate per unit time. With Te denoting an exponential random variable with expectation te, we then have
that (7) is replaced by
c(eU ) = ce + peE[e−ρTe ]c(U ) = ce + pe1+ ρte c(U ), (9)
and our results apply with pe replaced by
pe
1+ρte .
5. Exponential utility: The model considered in the previous sections assumes that the decision maker has a linear
utility function. Consider the case where the decision maker is risk sensitive and has utility function u(x) = eλx
(risk seeking) or u(x) = −e−λx (risk averse), with λ > 0 as a constant. In these cases we get that
c(eU ) = ±(1− pe)e±λce + pee±λcec(U ); (10)
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see [5,4]. It follows that the recursion (7) holds with ce ← ±(1− pe)e±λce and pe ← pee±λce . In these cases the
modified expression for pe assures pe ≥ 0, but not pe ≤ 1. However, the modified expression for ce assures that
ce ≥ 0 in the risk-seeking case and ce ≤ 0 in the risk-averse case. It follows that the analysis of Section 3 carries
through, with the appropriate changes, to these situations with γe replaced, respectively, by ±(1− pe)/ce; see [4].
A natural extension of the results reported in this paper would be to allow for more general precedence structure,
expressible by acyclic directed graphs that do not possess the in-forest structure. Unfortunately, our analysis does not
seem to apply for such extensions. Specifically, in the case of in-forests, each edge has at most one direct descendent,
so that there is no ambiguity in contracting a maximum-rank edge. For general precedence graphs, a maximum-rank
edge may have multiple direct descendents, in which case deciding which of those descendents “absorbs” that edge
becomes critical. We are not aware of a simple way to resolve this difficulty.
5. Open problems
The contrast between the results of the current paper and those of [5] (considered for a different model) has already
been pointed out in the Introduction. In particular, [5] describes an algorithm for finding a priority policy that is
optimal (jointly for all initial states), while Example 1 demonstrates that such a policy need not exist for our model.
Further, the next example demonstrates that the Sequencing Algorithm does not identify a priority policy which is
optimal even when one exists; in this example, there is an edge-sequence that defines an priority policy which is
optimal, but the sequence (found by inspection) is infeasible (unlike outputs of the Sequencing Algorithm).
Example 2. Consider an in-forest with 4 edges {e1, e2, e3, e4}, with the only precedence constraints being (e1, e2) and
(e3, e4). Suppose pei = 1/2 for all i ; and ce1 = 6, ce2 = 1, ce3 = 4, and ce4 = 3. Suppose the initial state is the empty
state, thus (by Theorem 1) the goal is to find a c(·) minimizing edge-sequence in F . It is easy to verify that e1 has
the largest rank, so the first execution of Step 2 of the Sequencing Algorithm will “absorb” e1 into e2; the composite
edge e1e2 has cost 6.5 and probability of success 1/4, and so has a larger rank than e3 or e4. Thus, the next execution
of Step 2 will place e1e2 in W . The next rank maximizing edge is e3 which is “absorbed” into e4, and the final
execution of Step 2 will add e3e4 into W , before e1e2. This will produce the optimal sequence (e3, e4, e1, e2) ∈ F , in
fact, it is easily seen that this is the unique optimal sequence in F . Unfortunately, the priority policy associated with
this sequence of edges is not optimal for all initial states. For instance, in the state {e1, e3}, this policy recommends
attempting e4 before e2, whereas it is optimal to attempt e2 before e4. However, one can verify that the priority policy
associated with the sequence (e2, e4, e3, e1) is jointly optimal for all initial states. This sequence is neither in F nor
in C.
We pose the following open problems:
1. Find an efficient algorithm that will determine an optimal policy; in fact, the structure of a concise representation
of such a policy is not clear.
2. Determine efficiently whether or not there exists a priority policy that is optimal (jointly for all initial states), and
find one when one exists.
3. Solve the scheduling problem when multiple processors are available and these processors can be applied
simultaneously to available edges; here, the objective function could be the expected total processing time (of
all processors) or the expected completion time of the job.
4. Determine the complexity of the problem of scheduling activities with precedence requirements that are represented
by a general directed acyclic graph. It is noted that the related minimum completion-time problem is NP-Complete,
see [8].
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