Introduction
Modern deep neural network models suffer from adversarial examples, i.e. confidently misclassified points in the input space (Szegedy et al., 2014) . Recently Gilmer et al. (2018) introduced adversarial spheres, a toy set-up that simplifies both practical and theoretical analysis of the problem.
It has been shown that Bayesian neural networks are a promising approach for detecting 1 adversarial points (Rawat et al., 2017; Li and Gal, 2017; Bradshaw et al., 2017; Gal and Smith, 2018) . Bayesian methods explicitly capture the epistemic (or model) uncertainty, which we hope will detect parts of the input space that are not covered by training data well enough to justify confident predictions.
In this work, we use the adversarial sphere set-up to understand the properties of approximate Bayesian inference methods in a noiseless setting, where the only relevant type of uncertainty is epistemic uncertainty. We compare predictions of Bayesian and non-Bayesian methods, showcasing the strength of Bayesian methods, although revealing open challenges for deep learning applications.
Contribution Following our experiments we highlight the following observations: 1. Even a linear model suffers from adversarial examples in the adversarial sphere setup, while careful regularization proves unhelpful. 2. An accurate Bayesian method (MCMC) makes the model uncertain for adversarial examples, while keeping it reasonably confident for validation points. 3. The setup presents an example where model uncertainty estimated with bootstrap ensembling is insufficient. 4. MCMC results could be improved by using a more flexible prior that enables the model to exploit the symmetry in the problem. 5. A cheaper variational approximation does not result in an accurate posterior approximation, but demonstrates surprisingly good results on the benchmark. Using a richer variational family does not necessarily result in improved performance down-stream.
Adversarial spheres
The adversarial sphere dataset is defined as two concentric hyperspheres with different radii. Each sphere constitutes a manifold for one of the two classes, with points distributed uniformly on the surface. The goal is to learn a decision boundary that would separate the two classes, which we know is itself a hypersphere with a certain radius.
In the original paper, Gilmer et al. show that in high dimensions (D > 60) we can optimize to find points on one of the spheres that the model confidently misclassifies, even if the model demonstrates 100% accuracy on a huge validation set. Visualisations presented in the paper hint at local overfitting as an explanation for such behavior, which motivates the use of Bayesian methods.
We note that the labels in the dataset are deterministic, i.e. there is no inherent alleatoric uncertainty in the data, given the correct model. Such setup is interesting because a typical motivation for regularization methods is to avoid fitting the noise in the data. When the problem is noiseless, overfitting could be caused by uncaptured epistemic uncertainty, which is not addressed by standard 1 We note that detecting is not equivalent to fixing. Ideally, we would like our models to classify all in-sample points confidently and correctly. It has been suggested that this might only be achievable by modeling all the invariances present in the data (Gal and Smith, 2018 regularization methods. At the same time, lack of alleatoric uncertainty is inherent to many real-world problems, such as natural image classification.
Bayesian Logistic Regression
The target decision boundary in the adversarial sphere problem is non-linear. However, it can be represented using logistic regression applied to squared features:
This model is able to learn axis-aligned ellipsoidal decision boundaries in D dimensions. Learned NN basis could also be used, as explored by Snoek et al. (2015) , where Bayesian logistic regression could be framed as being Bayesian about the last layer of a neural network. Inference gets more difficult for all parameters of a neural network, hence we must convince ourselves that we fully understand properties of inference methods for this simpler model.
Choosing a prior for Bayesian logistic regression, especially in a linearly separable setting, is not trivial (Gelman et al., 2008) . In such setting we are seeking large weights values, in order to make confident predictions. This implies the use of broad, uninformative (or weakly informative) priors.
(In our experiments we use an isotropic Gaussian with large width σ w = 100.)
Experiments
Results for a 500-dimensional adversarial sphere dataset are summarized in Table 1 .
Maximum Likelihood / MAP We first train a logistic regression model using maximum likelihood. For a large training set the model becomes immune to adversarial attacks, but on a smaller training dataset (with 1000 datapoints) the model demonstrates perfect accuracy on the validation set (error rate below 10 −5 ), but at the same time we can find points which the model misclassifies with more than 99% confidence. Switching to simple penalized ML / MAP with a Gaussian prior on the weights (i.e. adding L2 regularization) does not resolve the issue. We note the following contradiction: we know that in the "true" solution weight magnitudes are large, as the dataset is linearly separable, yet we are penalizing such values.
MCMC sampling We then attempt to understand what an accurate Bayesian method (slice sampling, Neal, 2003) would do. The results show that these approximate Bayesian predictions become uncertain for adversarial points. While we also get reasonably confident predictions on points from the validation set, the confidence is reduced when compared to ML/MAP results. Not all validation samples are close to the (limited) training data, hence the model cannot be completely confident in its predictions without exploiting symmetries/invariances in the data. Bootstrap Can we get similar results from a simpler method? We train an ensemble of models using bootstrap sampling, and use an averaged prediction during test time. Bootstrap ensembles are often claimed to be an approximation to the Bayesian posterior (Hastie et al., 2001, §8.4) . In our setup, however, the uncertainty estimated in this way is insufficient -the worst adversarial error is hardly reduced. Moreover, the rightmost column of Table 1 shows that the adversarial points found are transferable to other ensembles trained in the same way. In other words, the adversarial procedure learns to exploit the training method, and not a particular ensemble, which is not the case for MCMC.
Laplace approximation Sampling, while accurate, is often impractical. We look into a cheaper method of Laplace approximation, that fits a Gaussian to the posterior by matching the curvature at the mode (MacKay, 2003, Chapter 27) .We observe that while the method also detects adversarial examples, it becomes just as uncertain on validation points. The issue is caused by the non-Gaussian shape of the posterior near the mode, as illustrated in Figure 1 , which stems from multiple steep decision boundaries having the same likelihood given the data. This results in an unrealistically wide Gaussian approximation and uncertain predictions for all points. This phenomenon is also discussed by Kuss and Rasmussen (2005) .
Variational approximation Variational inference is an alternative way of fitting a simple distribution family to the true posterior. We implement and evaluate Stochastic Variational Inference (SVI, Hoffman et al., 2013; Ranganath et al., 2013 ) with a full-covariance Gaussian family in our experiments. Variational inference makes probabilistic predictions that are surprisingly close to the ones of MCMC. At the same time, when we look at the samples from the true posterior, as shown in Figure 1 , the fit is clearly not perfect. In particular, the variational posterior assigns near-zero density to higher weight values, ruling out the steepest decision boundaries, which are closest to the truth.
Hierarchical model An alternative model could be used to enable more accurate variational approximation. We reparameterize the model using a hierarchical approach:
. Equivalently, using a "non-centered" parameterization:
We can then fit two variational distributions, q z (z) and q v (v). Intuitively, we are defining a distribution over the "direction" in the weight space using z, and the positive "distance" in that direction using v. This is related to the work by Ranganath et al. (2016) , but where we also update the prior to match the variational family. Figure 1 shows that such parameterization results in a more sensible posterior fit, where we no longer assign zero density to larger weight values. However, in this case the down-stream performance is not improved.
Exploiting symmetry Similarly, we can use a hierarchical parameterization to allow the model to exploit the symmetry in the problem. We know that the max margin decision boundary is a sphere, hence the "true" weight values must be close to one another. We thus assume the weights come from a prior distribution w i ∼ N (µ, σ 2 w ), where the mean has its own hyper-prior µ ∼ N (0, σ 2 µ ). This results in a model with well calibrated uncertainty, as seen in the last row of Table 1 . Some of the earliest work on Bayesian neural networks recognized the importance of choosing hierarchical priors carefully (Neal, 1994) . The prior we use here is favored by the data, but trying it was guided by our knowledge of the problem. It is likely that in realistic problems with deeper networks, the choice of prior will only have a stronger effect on the uncertainties reported by Bayesian methods. Exploring the families of priors that can capture symmetries and invariances in real problems is an important direction in Bayesian deep learning.
We use 1000 training samples and 100k validation samples in a 500-dimensional setting for our experiments.
We normalize the input features of the logistic regression after applying the basis functions, as our preliminary experiments have revealed that normalization plays an important role in the performance of some methods.
We use the Pytorch implementation of the LBFGS optimizer for MAP, bootstrap and Laplace experiments.
2 SGD with momentum is used for variational methods, with batch size of 100, learning rate of 0.01 and momentum coefficient of 0.98. Limited hyperparameter exploration was performed. We run optimization for 50 thousand iterations.
A spherical Gaussian prior with σ w = 100 is used for experiments with a standard model. Given feature normalization, this represents a reasonably broad belief. For the hierarchical model, we use σ v = 100.
B Details of adversarial optimization
The goal of adversarial optimization could be formalized as follows:
In our work, we would also like to restrict x to lie on a surface of a sphere with a given radius. In line with Gilmer et al. (2018) , we solve the constrained optimization problem using Projected Gradient Descent, which works by projecting the current point onto the required sphere after every gradient step.
If we attempt to use a gradient based optimizer with such objective, however, we are likely to run into numerical problems. Logistic regression model is defined as
where σ is a sigmoid function and a = w x. For a model trained with MLE or MAP, a random point x on one of the spheres will typically result in a large magnitude of a, as model's predictions are extremely confident. This, in turn, will select a point at one of the tails of σ(a). The sigmoid function saturates for relatively small activation magnitudes, especially when using single floatingpoint precision. This means that ∇ a σ(a) = 0, and we will not be able to make any meaningful optimization steps.
To fix this, we use the fact that the sigmoid is a monotonically increasing function, hence:
In other words, we can optimize the logit of a prediction, rather the prediction itself, hence avoiding numerical issues outlined above.
The same trick is not applicable to ensembles, however. Ensemble prediction is defined as
where a m is an activation of m-th model in the ensemble. Intuitively, we can not maximize this objective by maximizing the mean of activations. The mean of activations could be maximized by pushing one of the activations to infinity. This would clearly not maximize the original objective, however, as saturation of the sigmoid limits the contribution of each model's prediction.
Instead, we use another trick. We know that log probabilities have better numerical properties than probabilities themselves, and that log is also a monotonically increasing function. Rewriting the objective in terms of log probabilities we get
Then, we can apply Jensen's inequality to set a lower bound on the log sum:
where log σ(a m ) could be expressed as −softplus(−a m ), which has a numerically stable implementation. We could then optimize this lower bound instead of the original objective, at least to guide the optimization to a more numerically stable region during early steps.
We note that it has also been proposed to use outlined numerical issues as defense mechanism, to make it difficult for an attacker to obtain meaningful gradients for adversarial optimization. Recent work by Athalye et al. (2018) discusses these issues further, and outlines various ways of defeating such defense in different models.
In our experiments, we optimize the more numerically stable lower-bound of the loss for 300 iterations before switching to the real optimization criterion.
Step size of 0.01 is used for most experiments, but we lower it to 0.0001 for Monte-Carlo SVI and sampling experiments, due to observed instability during optimization. Optimization is terminated if the best achieved loss has not noticeably improved for 10 iterations. We consider an absolute difference in loss value of more than 1e−4 to be a noticeable improvement. This number was picked empirically, to strike the balance between good convergence and the amount of computation.
