Referring Expression Generation in Situated Interaction by Mast, Vivien
Referring Expression Generation
in Situated Interaction
Dissertation zur Erlangung des Grades
Doktor der Ingenieurwissenschaften (Dr.-Ing.)




Gutachter 1: Prof. John A. Bateman, PhD
Gutachterin 2: Prof. Dr. Tanja Schultz
Gutachter 3: Prof. Kees van Deemter, PhD
Zusammenfassung
Wenn wir Maschinen schaﬀen wollen, die Menschen erfolgreich
bei Alltagsverrichtungen unterstu¨tzen, ist natu¨rliche und reibungslose
Kommunikation essentiell. Dies schließt insbesondere die Kommunika-
tion u¨ber die ra¨umliche Umgebung und die darin enthaltenen Objekte
mit ein. Bei der Objektreferenz in situierter Interaktion fu¨hren jedoch
Perspektivunterschiede und die unterschiedliche Wahrnehmung von
Menschen und ihren ku¨nstlichen Kommunikationspartnern zu perzep-
tuellen und konzeptuellen Diskrepanzen, die die Kommunikation be-
hindern ko¨nnen.
Wa¨hrend Menschen in der Kommunikation Konzeptualisierungen
ﬂexibel anpassen ko¨nnen, um Versta¨ndigung mit einem Kommunika-
tionspartner zu erlangen und somit Unterschiede zwischen Weltsich-
ten zu u¨berbru¨cken, verwenden die meisten gegenwa¨rtigen Ansa¨tze
zur Objektreferenz bina¨re Wissensrepra¨sentation mit Wahrheitswer-
ten. Diese Ansa¨tze basieren auf der Annahme, dass a priori feststellbar
ist, ob eine bestimmte Eigenschaft auf ein gegebenes Objekt zutriﬀt
oder nicht. Dabei verzichten Sie auf die Mo¨glichkeit, durch eine ﬂe-
xiblere Herangehensweise Anpassung und Versta¨ndigung im Dialog
zu erreichen, und damit Missversta¨ndnisse zu vermeiden und eine rei-
bungslosere und natu¨rlichere Kommunikation zu ermo¨glichen.
In dieser Dissertation argumentiere ich fu¨r einen Fokus auf das kol-
laborative Wesen von Referenz und die zielorientierte, ﬂexible Natur
von Konzeptualisierung. Auf dieser Grundlage pra¨sentiere ich PRA-
GR, den probabilistischen Mechanismus fu¨r Objektbenennung und
Versta¨ndigung (ProbabilisticReferenceAndGRrounding mechanism),
der dazu beitra¨gt, die Lu¨cke zwischen menschlichen und ku¨nstlichen
Kommunikationsteilnehmern in situierter Interaktion zu u¨berbru¨cken.
PRAGR geht u¨ber die meist fu¨r die Objektreferenz verwendete klas-
sische, wahrheitswertbasierte Wissensrepra¨sentation hinaus, und ver-
wendet stattdessen ﬂexible Konzeptualisierung auf der Grundlage va-
ger Eigenschaftsmodelle und situativem Kontext mit dem Ziel der Ma-
ximierung der Wahrscheinlichkeit kommunikativen Erfolgs. Zu diesem
Zweck verwendet PRAGR die Kernkonzepte der Akzeptabilita¨t (ac-
ceptability), Unterscheidungskraft (discriminatory power), und Ange-
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messenheit (appropriateness), die ein Mittel zur Bewertung referieren-
der Ausdru¨cke fu¨r die Generierung und Interpretation von Objektre-
ferenz liefern, und die inha¨rent auf konzeptueller Vagheit basieren.
Ich demonstriere mit dieser Arbeit, dass PRAGR in der Lage ist,
zahlreiche unterschiedlich strukturierte konzeptuelle Doma¨nen zu in-
tegrieren, darunter Gradadjektive, Farbe, Form, Richtungsrelationen,
und Richtungsregionen. Desweiteren zeige ich, dass PRAGR geeignet
ist, die wichtigsten Herausforderungen der Generierung referierender
Ausdru¨cke in integrierter Weise zu meistern, insbesondere Gradadjek-
tive, referierende Ausdru¨cke mit ra¨umlichen Relationen, und Salienz-
eﬀekte.
Ein Schwerpunkt ist hierbei die Integration ra¨umlicher Relationen
in die Generierung referierender Ausdru¨cke, zu der diese Dissertation
einen besonderen Beitrag leistet. Im Gegensatz zum Großteil beste-
hender Arbeiten betrachte ich in dieser Dissertation Objektreferenz
mit ra¨umlichen Relationen als Unterstu¨tzung visueller Suche und in-
tegriere Erkenntnisse der Forschung zur Wahl von Referenzobjekten.
Somit liefert die vorliegende Dissertation den bislang einzigen Mecha-
nismus zur Generierung referierender Ausdru¨cke mit einer hoch dif-
ferenzierten Auswahl von Referenzobjekten, die die Einﬂussfaktoren
der Lokalisierbarkeit des Referenzobjekts, der Suchraumoptimierung,
und der kommunikativen Kosten integriert. In diesem Kontext stel-
le ich auch die Erweiterung von PRAGR zur Beru¨cksichtigung von
Salienz vor, und einen Suchalgorithmus fu¨r PRAGR, der die Komple-
xita¨tsprobleme bewa¨ltigt, die durch die Kombination von Vagheit und
ra¨umlichen Relationen in der Objektreferenz entstehen.
Um die Nu¨tzlichkeit von PRAGR fu¨r situierte Objektreferenz und
seine Fa¨higkeit zum Umgang mit einer Vielzahl unterschiedlicher Ei-
genschaftsmodelle zu demonstrieren, pra¨sentiere ich drei empirische
Evaluationsstudien, die sowohl Mensch-Roboter Interaktion als auch
Roboter-Roboter Interaktion beinhalten. Die Experimente zeigen, dass
PRAGR in der Lage ist, von Menschen produzierte referierende Aus-
dru¨cke unter Bedingungen der perzeptuellen Abweichung mit hoher
Treﬀgenauigkeit zu interpretieren, und selbst referierende Ausdru¨cke
zu generieren, die von Menschen gut verstanden werden. Des Weite-
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ren zeigen die Evaluationsstudien, dass die Verwendung vager Eigen-
schaftsmodelle, insbesondere auf Seiten des Ho¨rers, die Erfolgsquote
in Roboter-Roboter und Mensch-Roboter Interaktion verbessert.
Schließlich zeige ich in dieser Dissertation Wege auf, wie PRAGR
referenzielle Versta¨ndigungsdialoge unterstu¨tzen kann und pra¨sentiere
die Integration von PRAGR in das DAISIE Framework fu¨r Dialogsys-




If we want to enable artiﬁcial agents to successfully support hu-
mans in everyday life, natural and smooth communication is the key.
In particular, communication about the spatial environment and the
objects contained therein is crucial. However, when referring to ob-
jects in situated interaction, the diﬀerence in perspective and percep-
tual ability between humans and artiﬁcial agents leads to perceptual
and conceptual mismatch which may hinder communication.
While humans are capable of ﬂexibly adapting conceptualisations
in communication, thus bridging gaps between individual views of the
world to reach a mutual understanding, most current frameworks for
reference handling are based on binary truth-theoretic knowledge rep-
resentation. These approaches rest on the assumption that it is pos-
sible to unambiguously determine a priori whether a certain property
is true of a given object or not, thus forgoing the opportunity to use
a more ﬂexible approach which may aid adaptation and grounding in
dialogue and enable more smooth and natural communication while
avoiding misunderstandings.
In this thesis, I argue for a perspective on reference which emphas-
ises the collaborative nature of reference, and the goal-oriented, ﬂex-
ible nature of conceptualisation. Based on this foundation, I present
the Probabilistic Reference And GRounding mechanism (PRAGR)
which can help bridge the gap between human and artiﬁcial com-
municators in situated interaction. PRAGR goes beyond the classic,
truth-theoretic knowledge representation typically used for Referring
Expression Generation (REG) and instead uses ﬂexible concept as-
signment based on vague property models and situational context in
order to maximise the chance of communicative success. To this pur-
pose, PRAGR uses the core concepts of acceptability, discriminatory
power, and appropriateness which provide a means for evaluating re-
ferring expressions for the purpose of REG and reference resolution
and encompass conceptual vagueness as an inherent characteristic.
I demonstrate that PRAGR is capable of dealing with several prop-
erty domains with diﬀerent internal structures, covering the following
domains: graded adjectives, colour, shape, projective terms, and pro-
iv
jective regions. Further, I show that PRAGR is ﬁt to handle in an
integrated fashion the most relevant REG challenges, in particular
graded properties, spatial relations, and salience eﬀects in REG.
A focus of this thesis is the integration of spatial relations into
REG where I propose a unique position in treating REG with rela-
tions as aiding visual search, and integrate ﬁndings on reference ob-
ject selection, thus providing the ﬁrst REG system which is capable
of highly sophisticated reference object selection integrating the inﬂu-
ence factors of reference object locatability, search space optimisation,
and communication cost. In this context, I also present an extension
of PRAGR to handle salience, and a search algorithm for PRAGR
which overcomes the complexity issues raised by combining vagueness
and spatial relations in REG.
In order to demonstrate the usefulness of PRAGR for situated ref-
erential communication and its ability to handle the interaction of a
variety of property models, I present three empirical evaluation stud-
ies, covering both robot-robot and human-robot communication. The
experiments show that PRAGR is capable of understanding human-
produced referring expressions with a high degree of accuracy under
conditions of perceptual deviation, and can generate referring expres-
sions which are easily understood by human subjects. Further, I show
that using vague property models, in particular on the side of the
listener, improves task success in robot-robot and human-robot com-
munication under conditions of perceptual deviation.
Finally, I discuss the ways in which PRAGR can support referen-
tial grounding dialogues, and present the integration of PRAGR with
the DAISIE dialogue system framework and architecture for a simple
referential grounding dialogue scenario.
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Glossary
Acceptability In this thesis, Acceptability has a two-fold meaning: On the
one hand, the subjective (graded) willingness of the agent themselves to
accept a given description as a valid conceptualisation of the object in
question, and on the other hand, the intersubjective probability P (D|x)
that the listener would accept description D as true of object x.
Appropriateness The degree to which a description is deemed appropriate
for describing a given object in a given context. Appropriateness is the
weighted average of Discriminatory Power and Acceptability.
classic REG The approach to Referring Expression Generation which, in
the tradition of Dale and Reiter (1995), is based on binary truth-
conditional knowledge representation. classic REG has as its goal the
generation of a distinguishing description for a target by selecting from
a set of properties which are true of the target a subset of properties
which are not all true for any of the distractors.
context set The set of objects that are perceptually or conceptually avail-
able in a scene and and can thus serve as potential targets of a refer-
ring expression. In contrast to a distractor, which refers to the set of
objects that may be confused with the target, given a speciﬁc (prelim-
inary) description, I use context set only to refer to the perceptual and
conceptual situation and therefore the entirety of objects in the scene,
independently of any descriptions.
Discriminatory Power In REG in general, discriminatory power is seen
as the power of a description to discriminate the target object from
xxii
the distractor objects. In classic REG, this depends on the number
of distractors which share all properties of the description. In this
thesis, I use this term in a probabilistic sense, where discriminatory
power refers to P (x|D), the probability that the listener will identify
the correct object as the target object of a given description.
distinguishing description A core concept of classic REG, a distinguish-
ing description is a description which consists of a set of properties, all
of which are true for the target, and for which there exists no distractor
object for which all of the properties are true.
distractor An object which may be confused with the intended referent,
given a (preliminary) description, due to being part of the same scene
and sharing the properties used in the description. In contrast to the
term context set, I use the term distractor to refer to the communic-
ative situation. The term distractor therefore always presumes some
(preliminary) description as the context in which the confusion may
occur, even if this is the empty description.
intermediary description an intermediary description is any (partial or
complete) description created during the REG process. Intermediary
descriptions may not yet be fully evaluated and/or resolved, i.e., they
may contain reference objects for which no description has been pro-
duced yet.
property model A property model is a function which assigns one or more
properties an acceptability value a ∈ [0, 1] for any given object, based
on a given set of perceptual features of the object.
reference object The object which serves as the point of reference for a
relational description of a given target object.
reference object selection The process or task of selecting a suitable ref-
erence object for a relational description of a given target object.
reference resolution The process or task of determining the intended ref-
erent of a given description. Not to be confused with resolution, a term
xxiii
used in this thesis to denote the step of adding descriptions for objects
contained in preliminary descriptions during REG.
referent The object which is being referred to with a given expression. In
this thesis, the term referent always refers to the communicative situ-
ation and implies the presence of an RE. In contrast, I use the ex-
pression target object for pre-communicative settings when a speaker
intends to refer to an object, but no speciﬁc RE is being considered.
relational referring expression Referring expression which contains at
least one (spatial or other) relation.
resolution The process in which an unresolved description (UD) is expan-
ded such that one unresolved reference object is described by adding a
non-empty set of properties which describe this object.
resolved description A resolved description is an intermediary or ﬁnal de-
scription for which all reference objects have been described. Thus,
no further steps of resolution are necessary. This contrasts with an –
always intermediary – unresolved description which contains reference
objects which still lack a description.
salience The phenomenon that certain objects in a scene stand out per-
ceptually or cognitively and are therefore more easily accessible than
others, and communicatively preferred. In the context of this thesis,
salience is used broadly to refer to some (graded) measure of how much
a given object stands out in a given physical or linguistic context, as
well as a measure of how much a given property stands out in a given
context.
situated human-machine interaction The interaction between a human
and a machine within a given physical setting. Typically, the machine
in such an interaction is assumed to have some kind of sensors and
actuators which enable it to perceive the situation and act within it. A
prototypical example of situated human-machine interaction is human-
robot interaction.
xxiv
situated interaction An interaction which takes place within a given, usu-
ally physical, setting which plays a relevant role in the interaction. Situ-
ated interaction is characterised by the necessity to relate utterances
not only to an abstract meaning, but to the speciﬁc properties and ob-
jects of the environment, and actual or hypothetical actions therein..
target object The object a speaker intends to refer to. In contrast to a
referent, which is always the referent of some expression and therefore
refers strictly to the communicative situation, in this thesis I use the
term target object in a broader sense, including pre-communicative
situations where no speciﬁc RE is present.
unresolved description An intermediary description in the REG process
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FB Full Brevity Algorithm.
GDA Global Decision Approach.
GH Greedy Heuristic Algorithm.
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IDA Independent Decision Approach.
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NLG Natural Language Generation.
NLU Natural Language Understanding.
NP Noun Phrase.
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Mary is resting on the sofa, relaxing after a long day at work. She decides to
read the new book she got for her birthday last week, and asks her personal
assistant robot Amanda: Could you pass me that yellow book on my desk?
Amanda scans the desk and identiﬁes that there are two books which seem
to match that description. She asks: Do you mean the one in front of the
coﬀee cup? Slightly annoyed, Mary replies: No, not the green one, the yellow
one. Amanda understands and conﬁrms: Oh, okay. I’ll get it., moves to the
desk, grabs the book, and brings it to Mary.
CHAPTER 1. INTRODUCTION
interactants are jointly working towards a goal, or one interactant tries to
instruct the other to achieve something for them.
In the example above, Mary is trying to instruct Amanda to pick up
and bring her a speciﬁc book which she wants to read. Given that there
are several books in the immediate vicinity, only one of which is relevant to
Mary’s goal, Mary engages in an act of referring.
She produces a Referring Expression (RE), with the goal of enabling
Amanda to identify the object she has in mind (the book she wants to read),
in order for her to perform some action on it (pick it up and bring it to
her). Such acts of referring play a central role in human communication, and
have been studied extensively (Krahmer and van Deemter, 2012, p. 174).
Therefore, almost all implemented Natural Language Generation (NLG) sys-
tems have some kind of Referring Expression Generation (REG) component
(Krahmer and van Deemter, 2012; Mellish et al., 2006).
Following Mary’s statement, Amanda then generates an RE of her own
(Do you mean the one in front of the coﬀee cup? ). She in turn intends to
enable Mary to identify the object she has in mind (the one she thinks Mary
wants her to bring) in order to verify that they are talking about the same
object. This process of grounding is a fundamental aspect of reference in
human-human communication (Clark and Wilkes-Gibbs, 1986).
In referential grounding dialogues, rather than relying on ﬁxed categor-
isations of objects, humans are capable of ﬂexibly adapting their conceptual-
isation of objects in order to establish common ground with a communication
partner, thus bridging gaps between individual views of the world to reach
a mutual understanding (Clark and Wilkes-Gibbs, 1986; Garrod and Ander-
son, 1987; Pickering and Garrod, 2004). For example, the same object may
be called red in one situation, and orange in another situation. This diﬀer-
ence may be inﬂuenced by the communication partner, or by the presence
of potential distractors – objects which may be confused with the intended
target object due to sharing properties with it.
2
1.1. GOAL OF THIS THESIS
1.1 Goal of this Thesis
Enabling computational systems to bridge this gap is a big challenge: The
gap to bridge is much larger than between average humans speaking the same
language. The nature of the information an artiﬁcial system can gather,
and the way this information is usually represented, is vastly diﬀerent from
the kind of information humans use for verbal interaction: Machines are
good at handling exact quantitative information. With respect to spatial
interaction, that might be angles, metric distances, or certain values of Hue,
Saturation and Lightness (HSL) as a representation of colour. Humans, on
the other hand, have vague, qualitative information about their surroundings
– for example, we have colour terms which cannot be deﬁnitely ascribed to a
certain range of hue, brightness and saturation values, as they may vary from
person to person, and depending on lighting conditions and context. Humans
use projective terms like left or in front of – terms which denote regions
in space that have no clear-cut boundaries and cannot be deﬁned by exact
numbers and angles, as these may diﬀer depending on the situational context.
Given the larger gap to bridge, there is need for reference handling systems
which are to some degree ﬂexible with respect to categorisation. Most cur-
rent frameworks for reference handling are based on a binary truth-theoretic
knowledge representation which assumes that for each object it can be un-
ambiguously determined a priori whether a certain property is true of that
object or not (Krahmer and van Deemter, 2012). In this thesis, I will ar-
gue that reference handling systems need to be integrated with a kind of
knowledge representation which enables more ﬂexible conceptualisations in
adaptation to dialogue processes in order to enable computational systems
to bridge the conceptual gap in reference handling.
Further, in order to be suited for application in situated human-machine
interaction, a reference handling mechanism needs to be able to deal with a
number of challenges which have been identiﬁed by the scientiﬁc community:
(1) graded adjectives, which are used frequently in referential communica-
tion, pose problems for the crisp property models of classical approaches to
REG, (2) the integration of spatial relations into REG algorithms and the
3
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selection of suitable reference objects raises a number of issues which need
to be addressed, (3) salience eﬀects have been shown to inﬂuence the pro-
duction and resolution of REs and therefore need to be taken into account,
and (4) any proposed mechanism for REG needs to come with a search al-
gorithm which allows ﬁnding an appropriate RE in a reasonable amount of
time. While many of these challenges have been tackled by diﬀerent authors,
integrating the consideration of all these challenges into a single coherent
mechanism for reference handling still poses a major diﬃculty (Krahmer and
van Deemter, 2012).
In this thesis, I will present the Probabilistic Reference And GRounding
mechanism (PRAGR) mechanism which can help bridge the gap between hu-
man and artiﬁcial communicators in spatial interaction by going beyond the
classic, truth-theoretic knowledge representation typically used for REG. In-
stead, PRAGR uses ﬂexible concept assignment based on vague property
models and situational context in order to maximise the chance of commu-
nicative success. I will demonstrate that PRAGR is capable of dealing with
several property domains with diﬀerent internal structures, and that it is
ﬁt to handle in an integrated fashion the most relevant REG challenges, in
particular graded properties, spatial relations, and salience eﬀects in REG.
Further, I will demonstrate that PRAGR can be used as a basis for en-
abling referential grounding dialogues by handling both REG and reference
resolution (RR) using a single integrated reference handling mechanism based
on the same underlying concepts. Therefore, although the focus of this thesis
will be on the generation of referring expressions, I will also demonstrate the
suitability of the presented approach for RR and its applicability in dialogic
interaction.
1.2 Thesis Organisation
The rest of this thesis is organised as follows:
In Chapter 2, I will outline the scope of this thesis in detail. I will
introduce the classic paradigm of REG and its extensions for handling various
challenges for generating REs in realistic scenarios. From this starting point,
4
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I will move towards a deﬁnition of reference which emphasises the nature of
reference as collaborative action. Based on this understanding of reference,
I will motivate and outline the contribution of this thesis with respect to the
architecture of a dialogue system and the main challenges facing the REG
community.
In Chapter 3, I will motivate and introduce the core contribution of this
thesis, the Probabilistic Reference And GRounding mechanism (PRAGR).
Starting out from a discussion of what constitutes an optimal RE for a given
situation, I reject the classical deﬁnition of the distinguishing description
in order to develop an optimality deﬁnition which encompasses conceptual
vagueness as an inherent constituent. I deﬁne the core concepts of PRAGR,
Acceptability, Discriminatory Power, and Appropriateness and how they ap-
ply to REG and RR, respectively, and provide an illustrative evaluation of
the core mechanism with respect to REG.
As a basis for further elaboration, Chapter 4 contains a description
of models for vague properties for use with PRAGR. After presenting the
underlying approach of Conceptual Spaces (Ga¨rdenfors, 2004b), I introduce
all property models that will be used in the remainder of the thesis, covering
the following domains: graded adjectives, colour, shape, projective terms,
and projective regions.
Chapter 5 is concerned with extending PRAGR to handle some of the
challenges for REG in realistic scenarios. The focus is on integrating spatial
relations into REG where I discuss how the identiﬁability of the reference
object can be factored into the evaluation of the optimality of complex de-
scriptions. In this context, I also present an extension of PRAGR to handle
salience. I further suggest a search algorithm for PRAGR which overcomes
the complexity issues raised by combining vagueness and spatial relations in
REG.
In Chapter 6, I present three empirical evaluation studies in order to
demonstrate the usefulness of PRAGR for situated referential communication
and its ability to handle the interaction of a variety of property models. I will
present an evaluation of robot-robot interaction to evaluate the usefulness of
vague properties for overcoming perceptual deviation, an evaluation of RR
5
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where PRAGR interprets human produced utterances, and an evaluation by
human subjects of REs generated by PRAGR.
InChapter 7, I show how PRAGR can be integrated with a dialogue sys-
tem to enable intelligent referential grounding dialogues. After a discussion
of the ways in which PRAGR can support referential grounding dialogues, I
present the integration of PRAGR with the DAISIE dialogue system frame-
work and architecture for a simple referential grounding dialogue scenario.
Finally, in Chapter 8, I summarise the main ﬁndings of this thesis and
discuss possible directions for future work.
6
Chapter 2
Scope of this Thesis
Reference is a fundamental aspect of communication which has been stud-
ied extensively from a wide range of disciplines, most notably philosophy,
psycholinguistics and computational linguistics (van Deemter et al., 2012b).
Accordingly, the generation of Referring Expressions (REs) is such a central
aspect of Natural Language Generation (NLG) that almost all implemented
NLG systems have some kind of Referring Expression Generation (REG)
component (Mellish et al., 2006). In situated interaction, reference mainly
has the purpose of identifying physical objects, for example as targets of
manipulation or for anchoring motion instructions. In the example given
in the introduction, Mary refers to a certain book, using the RE the yellow
book with the intention that Amanda should bring her that particular book.
When giving a route instruction in a city, one may say turn left after the
church, thus referring to the church for anchoring the turn instruction.
But what exactly is reference? Due to its ubiquitousness, reference is
a potentially wide and complex ﬁeld, and although certain aspects of ref-
erence have been thoroughly studied, many limitations and restrictions still
remain (Krahmer and van Deemter, 2012). As many researchers have poin-
ted out, the concept and scope of reference are hard to pin down (Abbott,
2010; Krahmer and van Deemter, 2012; Searle, 1969). Therefore, research-
ers interested in modelling the breadth of human communication, such as
Appelt and Kronfeld (Appelt, 1985; Appelt and Kronfeld, 1987), have de-
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limited the phenomena diﬀerently from those interested in achieving useful
results for applied NLG systems (Dale and Reiter, 1995; Reiter and Dale,
1992). Moreover, in the context of larger NLG systems, the delimitation
of individual subtasks such as REG depends strongly on the domain and
architecture of the overall system (Mellish et al., 2006).
In this chapter, I will give an overview of the range of the ﬁeld and clarify
the scope and focus of the reference problem as it will be addressed in this
thesis. I will start by introducing the classic paradigm of REG and its exten-
sions, questioning the philosophical underpinnings behind this paradigm, and
proposing a collaborative view of reference as the foundation of the present
thesis. I will then delimit the problem of reference as addressed in this thesis
from the point of view of the overall architecture of a dialogue system, and
from the perspective of concrete challenges to be solved within this thesis.
2.1 The Classic Paradigm of Referring Ex-
pression Generation
The most popular view of REG to date is based on the idea that the main
challenge of REG lies in selecting, from a given set of properties of the inten-
ded referent, a subset of properties which uniquely distinguishes the target
from all other objects, also termed distractors. Krahmer and van Deemter
(2012, p. 203) summarise that “[a] substantial amount of REG research fo-
cuses on (. . . ) ‘ﬁrst-mention’ distinguishing descriptions consisting of a noun
phrase starting with ‘the’ that serve to identify some target, and that do so
without any further context.”
In this paradigm (henceforth called classic REG, following van Deemter
(2016, p. 82)), the task of REG is deﬁned as follows: given a ﬁnite domain
D with objects d1, d2, . . . , dn with attributes A = a1, a2, . . . , an where each
object is deﬁned by a number of attribute-value pairs which are true of this
object, ﬁnd, for a given target object in D, a set of attribute-value pairs L
whose conjunction is true of the target but not of any of the distractors. Such
a set of attribute-value pairs is called a distinguishing description. Context,
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in this paradigm, is modelled as “the set of entities that the hearer is cur-
rently assumed to be attending to” (Dale and Reiter, 1995, p. 236), while the
paradigm abstracts away from the further physical, social and dialogic con-
text of the utterance. In particular, this paradigm assumes that all relevant
objects and their properties are part of the common ground between speaker
and listener. Based on this paradigm, reference resolution (RR) should be a
straightforward process of identifying the object for which all properties of
an RE hold.
Not least due to these simplifying assumptions, classic REG has proven
highly productive in stimulating a vast amount of research and useful al-
gorithms starting with the Full Brevity Algorithm (FB) (Dale, 1989; Dale and
Reiter, 1995; Reiter, 1990) which, following Grice’s Conversational Maxim
of Quantity: “do not make your contribution more informative than is re-
quired” (Grice, 1975, p. 45), aims at generating the shortest distinguishing
description, and its two successors, the Greedy Heuristic Algorithm (GH)
(Dale, 1989, 1992) and the Incremental Algorithm (IA) (Dale and Reiter,
1995; Pechmann, 1989). These three fundamental algorithms of classic REG
will be discussed in detail in Section 5.2.1. In short, the GH provides a
computationally more eﬃcient approximation of the FB algorithm while the
IA, justiﬁed by research on referential overspeciﬁcation and attribute prefer-
ences in human subjects (Pechmann, 1989), incrementally selects properties
according to a predeﬁned preference order, thus frequently generating over-
speciﬁed REs.
2.2 Extensions of the Classic Paradigm
In the decades following their publication, many extensions of these al-
gorithms have been published, addressing a number of limitations of the
original algorithms (for an overview, see Krahmer and van Deemter, 2012).
Among others, extensions were proposed which can deal with spatial rela-
tions, graded properties, salience eﬀects and referring to sets of objects. In
the following, I will brieﬂy discuss the challenges addressed by the community
since the 1990s and their relevance to situated human-machine interaction,
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while leaving the discussion of details to the respective chapters.
2.2.1 Spatial Relations
It has been shown that humans frequently use spatial relations for referring
to physical objects, even in situations where they are not needed for achiev-
ing a distinguishing description (Viethen and Dale, 2008). Therefore, it is
not surprising that the generation of REs including spatial relations is one of
the most active areas of REG research. Dale and Haddock (1991) provide an
early adaptation of the GH for relations, identifying a way to prevent inﬁnite
recursion using a constraint-based approach (see also Section 5.1.2). Kelleher
and Kruijﬀ (2006) present an adaptation of the IA to REG with relations
which prefers absolutely discriminating relations over relatively discriminat-
ing relations. Krahmer and Theune (2002) present an extension of the IA for
handling relations and salience. Krahmer et al. (2003) present a graph-based
REG algorithm which covers relations and provides an elegant deﬁnition of
distinguishing description in terms of subgraph isomorphism (see also Section
5.1.2).
However, contrary to the empirical evidence (Viethen and Dale, 2008),
relational properties have often been treated as the least preferred proper-
ties, especially in extensions of the IA, where introducing relations poses
the danger of forced incrementality – the unnecessary concatenation of large
numbers of spatial relations in order to achieve discrimination (see also Sec-
tion 5.2.2).
Moreover, most of the existing approaches oﬀer only rudimentary treat-
ment of the problem of reference object selection, which has shown itself to
be a non-trivial issue in generating locative expressions (Barclay and Galton,
2008, 2013; Gapp, 1995a). Krahmer et al. (2003), for example, do not dis-
cuss the issue of reference object selection at all, treating relations as simply
another way of achieving a distinguishing description. Kelleher and Kruijﬀ
(2006), on the other hand, restrict the set of possible landmarks at each step
of the algorithm to those that, given a preliminary description, are not dis-
tractors of the target. The question of how diﬀerent factors which have been
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found to inﬂuence reference object selection in locative expressions, such as
referentiality and salience of the reference object, discriminatory power and
cognitive preference for certain expressions, can be weighted against each
other has not so far been explicitly addressed in REG research.
2.2.2 Reference to Sets
Apart from referring to individual objects, eﬃcient interaction also requires
referring to sets of objects, either because several objects are relevant for a
given task, or as a means to identify one object via its relation to a group.
Several authors have proposed extensions of the classical algorithms for re-
ferring to sets (Gatt, 2007; Horacek, 2004; van Deemter, 2002). A crucial
issue when referring to sets of objects is the question of which properties are
shared by the objects in question while simultaneously serving to distinguish
them from others. While van Deemter (2002) uses negation in order to in-
crease the potential number of shared properties, Horacek (2004) proposes
a divide and conquer approach of describing subsets of objects separately,
if no adequate description for the whole set can be found. Bateman (1999)
addresses the same issue by proposing the use of aggregation lattices which
provide an overview of which properties serve to aggregate and/or discrim-
inate certain sets of objects, to be combined with standard REG algorithms,
although he does not specify the details of how this combination should be
achieved.
2.2.3 Salience
Salience is equally important in situated interaction, as people do not per-
ceive their environment with uniform attention. Rather, certain objects stick
out perceptually or cognitively, they are more salient than the other objects
(Clarke et al., 2013). Discourse context may also make certain referents more
salient than others, for example a recently mentioned object will be more sa-
lient than one which has not been talked about at all in the current discourse
(compare Krahmer and van Deemter, 2012, pp. 186–188). Empirical evid-
ence indicates that salience phenomena inﬂuence both the production and
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the resolution of REs. For example, salience eﬀects inﬂuence the selection
of properties and reference objects, and the amount of detail given in de-
scriptions (Clarke et al., 2013; Hermann and Laucht, 1976; van der Sluis and
Krahmer, 2004). Further, salience and focus frequently help listeners to dis-
ambiguate otherwise ambiguous REs (Clark et al., 1983; Kelleher et al., 2005;
Strohner et al., 2000). Some extensions of the classic REG algorithms take
salience eﬀects into account by using salience to reduce the set of relevant
distractors for a description, thus allowing for underspeciﬁed descriptions.
For example, this would allow the ball as a description of an object rather
than the red ball if the ball in question is the most salient ball in the visual
and/or discourse context (compare Jordan, 2000; Krahmer and Theune, 2002;
Passonneau, 1996).
2.2.4 Vagueness, Gradedness, Uncertainty
The assumption of crisp categories associated with classic REG causes dif-
ﬁculties when dealing with inherently vague concepts as seen with gradable
adjectives: if a speaker says the large mouse in a context where several mice
are present, this may not be a distinguishing description in the strict sense,
as the property large holds for all mice to a certain degree. A vast amount
of research on categorisation starting with the early work of Berlin and Kay
(1969) and Rosch (1973) has shown that eﬀects of gradedness and vagueness
are pervasive in categorisation, rather than being the exception, thus making
it important to address these phenomena. Further, in situated interaction,
there may be uncertainty regarding sensor information which means that a
precise estimation of whether or not a certain property holds for an object
may not always be available.
Phenomena of vagueness, gradedness and uncertainty have been addressed
to some extent in the context of classic REG, as will be discussed in more de-
tail in Section 3.1.4. van Deemter (2006), for example, provides an extension
of the IA for handling graded adjectives by transforming numeric values to
inequalities. The approach by Horacek (2005) takes into consideration term
knowledge and perceptual and conceptual risks when considering properties
12
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for REG, while Kelleher and Kruijﬀ (2006) distinguish between relatively
and absolutely discriminating relations in order to increase the likelihood of
communicative success.
2.3 Changing Ideas about Reference
Although signiﬁcant progress with respect to all of these challenges has been
made (see Chapters 3 and 5), Krahmer and van Deemter (2012) conclude in
their review of REG research that this has mainly been done in the form of
isolated extensions of the existing classic algorithms, while the integration
of diﬀerent extensions into a uniﬁed approach remains unsolved. They state
that “researchers have often zoomed in on one extension of the [Incremental
Algorithm], developing a new version which lifts one particular limitation.
Combining all the diﬀerent extensions into one algorithm which is capable of,
say, generating references to salient sets of objects, using negations and re-
lations and possibly vague properties, is a non-trivial enterprise.” (Krahmer
and van Deemter, 2012, p. 190)
In order to investigate approaches to reference that may lead to an in-
tegrated solution for the stated problems, I will take a closer look at the
philosophical underpinnings of classic REG in the following sections, and
attempt to widen the horizon for tackling the issue from a new perspective.
2.3.1 Reference as an Intentional Act
The ideas underlying classic REG can be traced back to a philosophical dis-
cussion initiated by Frege (1892). Frege distinguished between the meaning
of an expression (what he termed ’Sinn’, or sense) and the expression’s de-
notation (’Bedeutung’ or reference). Meaning is the mode of presentation,
and denotation is what is referred to (or a truth value for statements). Build-
ing on this distinction, Russell (1905) argues that in contrast to indeﬁnite
Noun Phrases (NPs) which merely presuppose the existence of the entity de-
noted, deﬁnite NPs additionally require that the conjunction of all properties
ascribed to the entity in question is true for this entity, but not for any other
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object. Thus, Smith’s murderer is insane implies that there is one and only
one murderer of Smith.
Donnellan (1966) questions Russell’s view of denotation and argues that
there are two diﬀerent functions of deﬁnite noun phrases which cannot be de-
termined independently of the context of their usage. On the one hand, there
is the attributive function, for example saying Smith’s murderer is insane
when we do not know who murdered Smith, and want to make a statement
about whoever ﬁts the description (Donnellan, 1966). This attributive usage
merely entails that there exists one and only one entity which ﬁts the given
description, while no assumptions are made with respect to the identity of
that entity.
On the other hand, there is the referential function, for example saying
Smith’s murderer is insane when talking about Jones who is currently on
trial for murder (Donnellan, 1966). In this situation, the goal of the speaker
is to refer to Jones, independently of whether he is in fact the murderer of
Smith or not (Donnellan, 1966). Therefore, in this context, the utterance
carries the implication that there exists one and only one referent which
carries the ascribed property of being Smith’s murderer, namely Jones (Don-
nellan, 1966). However, according to Donnellan, that Jones is in fact Smith’s
murderer is only an implicature1, not an entailment, as the reference can
be successful and the utterance can be interpreted, even if Jones is in fact
innocent (Donnellan, 1966).
Following this line of reasoning, reference is not an inherent property
of some linguistic form, as both Frege (1892) and Russell (1905) assumed,
but the intentional act of an agent with the goal of identifying a particular
(Donnellan, 1966; Strawson, 1950). Or, in Searle’s words, an RE is
“[a]ny expression which serves to identify any thing, process,
event, action, or any other kind of individual or particular (. . . ).
Referring expressions point to particular things ; they answer the
questions Who?, What?, Which?” (Searle, 1969, pp. 26–27, em-
1Donnellan uses the term implication, but it is clear that he means what Grice (1975)
called Conventional Implicature – something that is suggested, but not entailed.
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phasis: V.M.)
In this sense, an indeﬁnite noun phrase can also be used referentially, for
example I can say Can you see a large green box? when I have a particular
large green box in mind that I want the listener to attend to.
Reference is therefore distinct from denotation, and thus truth. However,
as Donnellan points out, the two are related. As a basis for communicative
success, it is advisable to use descriptions which one considers true:
“Because the purpose of using the description is to get the audi-
ence to pick out or think of the right thing or person, one would
normally choose a description that he believes the thing or per-
son ﬁts. Normally a misdescription of that to which one wants to
refer would mislead the audience. Hence, there is a presumption
that the speaker believes something ﬁts the description—namely,
that to which he refers.” (Donnellan, 1966, p. 291)
In classic REG, this goal of identiﬁcation is formalised by modelling prop-
erties of objects as sets of boolean values and deﬁning context as a set of
distractor objects, abstracting from the physical, social and dialogic context
of the utterance, and thereby restricting the task of REG to selecting those
properties which discriminate the intended referent from all distractors, or
in other words, selecting those properties which denote it unambiguously, as
in Russell’s 1905 analysis of deﬁnite descriptions.
2.3.2 Concepts as Condensed Experience
While this restriction of the task has proven highly productive (see Section
2.2), the question needs to be asked: what does it mean to say “x is the
denotation of phrase ‘C’ ” (Russell, 1905, p. 488)? Or, more to the point:
what does it mean to say “[T]he proposition ‘x is identical with C’ is true.”
(Russell, 1905, p. 488)? The classic REG interpretation of these statements
is based on the implicit objectivist assumption that the world comes readily
separated into categories which need only be correctly identiﬁed by a human
or artiﬁcial agent. According to this assumption,
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“[l]inguistic expressions get their meaning only via their capacity
to correspond, or failure to correspond, to the real world or some
possible world; that is, they are capable of referring correctly (say,
in the case of noun phrases) or of being true or false (in the case
of sentences).” (Lakoﬀ, 1987, p. 167).
In this sense, a category is a set of entities in the real world which are
naturally grouped together. The category dog is “the set of all entities in
the real world that are appropriately categorised as dogs” (Goldstone et al.,
2012, p. 608). A concept, on the other hand, is a cognitive representation
of a category or individual. Thus, the concept dog is the psychological
state which signiﬁes thoughts of dogs (Goldstone et al., 2012, p. 608). For
example, a book is either yellow or green, and it can be determined a
priori which of the two it is. If one then were to refer to a given object as the
green book, this RE would refer correctly, if and only if the object in question
were, in fact, both green and a book.
If we go back to the tragic death of Smith, this makes sense at ﬁrst glance:
Either Jones is the murderer of Smith, and thus a (the only, in fact) member
of the set of entities in the real world who murdered Smith – in this case,
the proposition Jones is identical with ‘Smith’s murderer’ is true – or he
isn’t and the proposition is false. However, if things were that simple, courts
would have less work, and criminal defence lawyers would not be charging so
much money.
Humans have the ability to construe phenomena in diﬀerent ways, by
applying diﬀerent concepts to them. With respect to Smith’s death at Jones’
hands, the same course of action may be conceptualised as murder or as
an act of self-defence. In the example of the introduction, Amanda was
able to construe the same book ﬁrst as yellow, then as green, due to the
realisation of the mismatch between her original construal and that of Mary.
From an objectivist point of view, one may argue that Amanda was wrong
about the colour of the book and corrected that mistake later. Amanda would
be considered to have assigned the correct colour concept to the book if she
had assigned the category that corresponds to the book’s real colour in the
world. But who is to decide what the correct borders of yellow and green
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are?
As Lakoﬀ (1987) argues in his extensive discussion of objectivist se-
mantics, this view is questionable. He argues for a position of experien-
tial realism. According to this view, although there are certain objectively
present features of the world – such as the way a certain object reﬂects light –
the possibilities of categorising them are quite diﬀerent for diﬀerent creatures.
Insects, for example, can usually see light in the UV spectrum, thus seeing
colour diﬀerences (has UV component vs. does not have UV component)
which humans do not see at all (Briscoe and Chittka, 2001). Moreover, re-
search on insects shows that the number of diﬀerent colour receptor cells,
and the way the information provided by those cells is processed in the brain
lead to diﬀerent categorisation eﬀects. For example, bees can discriminate
two colours increasingly well, the larger the diﬀerence in wave length. Flies
of the genus Lucilia, on the other hand, appear to have three distinct colour
categories, and sameness or diﬀerence between stimuli depends entirely on
whether the stimuli are in the same category or not, rather than their precise
spectral diﬀerence (Briscoe and Chittka, 2001).
Such diﬀerences can also occur within the human species. For example,
colour cones in the human eye have individually diﬀerent distributions, even
between humans who are not colour blind (Roorda and Williams, 1999). Bey-
ond genetically induced diﬀerences, there may also be perceptual deviation
based on situational or biographic diﬀerences. People standing at diﬀer-
ent positions may perceive colours, positions and other object features in
a slightly diﬀerent way due to lighting conditions, or imprecise estimation
procedures (Spranger and Pauw, 2012). Also, diﬀerent degrees of exposure
to certain domains can inﬂuence sensitivity to perceptual diﬀerences in these
domains (Goldstone et al., 2012, p. 621). All these kinds of perceptual devi-
ation may inﬂuence both overall category structure and category assignment
of individual instances (Spranger and Pauw, 2012).
Moreover, categorisation is more than just lumping together a set of
things which are perceived as alike. It is lumping together a set of things
which are perceived as alike in a way that is relevant to the agent, it is ul-
timately a way to make sense of the world (Steels, 2008). In our constant
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interactions with the world, we pursue a range of diﬀerent goals in ever-
changing circumstances. In order to be able to achieve our goals, we group
together aspects which are meaningful with respect to these goals in order
to transfer our knowledge from one situation to another. We associate these
aspects with a concept, a more or less stable mental state which we can con-
sciously access (Dorﬀner, 1992) and represent externally, for example using
symbols (Steels, 2008).
In this sense, concepts serve as equivalence classes —they enable us to
abstract from the (superﬁcial) diﬀerences of entities and treat them as alike
for a given purpose (Goldstone et al., 2012). The grouping is performed
according to some experiential method that allows us to identify whether any
newly encountered object is part of the category we have formed (Goldstone
et al., 2012; Steels, 2008). Steels (2008) deﬁnes the method of a concept as “a
procedure to decide whether the concept applies or not” (Steels, 2008, p. 2).
He further explains that “[t]he method could for example be a classiﬁer, a
perceptual/pattern recognition process that operates over sensorimotor data
to decide whether the object ‘ﬁts’ with the concept” (Steels, 2008, p. 2).
Links can be formed between diﬀerent concepts based on personal exper-
iences and available cognitive mechanisms which enrich concepts and enable
us to infer adequate reactions based on the kind of objects we encounter. Con-
cepts can be related to each other in many diﬀerent ways, for example sim-
ilarity or diﬀerence, hierarchical or causal relations, and many more (Steels,
2008). Seen from this perspective, in opposition to the objectivist deﬁnition
of category given above, I propose the following deﬁnition of category in
line with the perspective of experiential realism: A category is not a set of
entities in the real world which is naturally grouped together, but rather a
set of entities in the real world which is grouped together by some agent or
community of agents.
Regarding the internal structure of concepts, a vast body of research
from diﬀerent disciplines such as computer science and cognitive linguistics
shows that the concepts humans form have a complex and diverse internal
structuring, as they are developed on the basis of complex and diverse experi-
ence (Dorﬀner, 1992; Frixione and Lieto, 2012; Ga¨rdenfors, 2004b; Goldstone
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et al., 2012; Lakoﬀ, 1987; Rosch, 1973; Zadeh, 1965).
According to Ga¨rdenfors (2004a, p. 18), concepts can be seen as convex
regions in an n-dimensional conceptual space composed of one or more quality
dimensions. The quality dimensions “correspond to the diﬀerent ways stimuli
can be judged similar or diﬀerent” (Ga¨rdenfors, 2011, p. 2). Some quality
dimensions are integral: they are so closely related that they cannot exist
independently. For example, an object cannot be assigned a value for hue
without also assigning a brightness and saturation value. Other dimensions,
such as size and hue, are separable. Ga¨rdenfors (2011) deﬁnes a domain as
“a set of integral dimensions that are separable from all other dimensions”
(Ga¨rdenfors, 2011, p. 2). He further distinguishes properties as a subtype of
concept, which are convex regions within a single domain.
Ga¨rdenfors (2004b) suggests modelling categories as prototypes, and de-
termining category boundaries by performing a Voronoi tessellation such that
each point in a conceptual space is considered to be a member of the cat-
egory whose prototype is closest to it. However, there are many phenomena
in human categorisation that are more complex. For example, sometimes
categories are adapted to suit a speciﬁc context: when talking about human
faces, we may use the full spectrum of colour terms while human faces only
take on a limited subspace within colour space (Ga¨rdenfors, 2004b). Ga¨rden-
fors (2004b) suggests that, in such cases, the colour space is restricted by the
relevant contrast set (e.g. colours of human faces) such that the colours of
the full space are mapped onto the restricted space. Thus, a red or white
face have diﬀerent colours from red or white wine or a red or white mug.
Similarly, the interpretation of graded properties such as Large and
Small depends on the contrast set. Whether an object can be considered
large depends both on the type of object—a large mouse is usually smal-
ler than a small elephant, but also on the distractor objects present in the
situation—when looking at a table with many very large cups, one may con-
sider a cup to be small even if it is not particularly small for cups in general.
Further, some proposals have been put forward to extend Ga¨rdenfors’
(2004b) conceptual spaces approach to integrate vagueness, as some categor-
ies obviously lack clear boundaries (Douven et al., 2013; Mast and Wolter,
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2013). In any particular context, there is no deﬁnite boundary of when a
given cup is large or small. It is rather both large and small to a cer-
tain degree, and whether either term will be used in discourse may depend on
a number of diﬀerent aspects (Mast and Wolter, 2013; van Deemter, 2006).
Further, conceptual spaces are not necessarily nicely divided into mutu-
ally distinct concepts, but may have more complex structures. Some colour
terms span fairly large areas of the colour space (e.g. red) while others are
very speciﬁc (e.g. crimson or scarlet). Although there are hierarchical
relationships (e.g. crimson is a kind of red), these relationships are not
always straightforward. For example, it is not clear whether maroon is a
kind of red, or a kind of brown, or both.
Finally, as Lakoﬀ (1987) convincingly argues, categories may be extended
via metaphorical or metonymic processes, or based on family resemblances,
yielding categories which would be hard to express in terms of conceptual
spaces, as it would be hard to deﬁne them in terms of a limited number of
quality dimensions.
While both the internal structure of these kinds of categories, and the
relational links formed between them are to some degree determined by the
inherent nature of the domain and the structure of the human sensorimo-
tor system, the details depend strongly on individual experiences. Thus,
ultimately, every person perceives, carves up and understands the world in
a slightly diﬀerent way, forming a rich individual semiotic network (Steels,
2008). What is yellow to one person may be green to another. And this
is where language comes in.
2.3.3 Language as a Coordinating Device
The usage of symbols is rooted in the desire to communicate information. In
reference, we use symbols in order to draw the attention of the listener to
an intended referent. From a semiotic point of view, reference means creat-
ing an external symbol which one believes will lead the listener to identify
the intended referent, mediated via the sense – in the case of reference, the
property concepts associated with the symbols. Whether Mary decides to
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say Amanda, bring me the yellow book. or Amanda, bring me the green book
involves an act of concept assignment where she chooses which concept, yel-
low Mary or green Mary is more likely to lead Amanda to select this
book in the given context. The chosen concept is then externalised via a sym-
bol, yellow, or green. Reference resolution then means perceiving the symbol
– yellow or green, retrieving one’s associated concept – yellow Amanda
or green Amanda, and applying the experiential method of the concept to
candidate referents in order to identify the intended referent.
Since the semiotic networks are individual, the meaning of symbols is
also not universal. When Mary wants to communicate a concept and uses
a symbol for it, Amanda will most probably associate the symbol with a
similar concept, but never exactly the same concept. In order to achieve her
communicative goal, Mary needs to choose her expression such that “the ref-
erent can be readily and uniquely inferred from the current common ground
of speaker and addressees” (Clark and Bangerter, 2004). In other words,
she needs to make a strategic decision about concept assignment, not only
based on what she herself knows about the situation, but also based on her
estimation of what Amanda knows about the situation, and her assumptions
of what Amanda will make of her words.
Thus, it is not only relevant whether calling the book yellow is discrimin-
ating according to some assumed objective colour assignment. Rather, it is
important to judge how likely calling the book yellow will be discriminating
for the addressee. Hermann and Laucht (1976) show that when two diﬀer-
ent graded attributes are available for identifying one object over another,
the property with the largest object-distractor contrast is chosen. For an
example, consider Figures 2.1a and 2.1b which both allow using either size
or brightness for discriminating the target. In Figure 2.1a, the diﬀerence in
brightness is perceptually larger than the diﬀerence in size, therefore bright-
ness will most likely be chosen for referring to one of the objects. In Figure
2.1b, the size diﬀerence is perceptually larger, therefore size will be chosen.
But even within a single domain diﬀerent conceptualisations may carry
diﬀerent risks of miscommunication. If there are other books which may be
conceptualised as yellow Amanda, even if they are not yellow mary,
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Figure 2.1: Inﬂuence of context on property selection in REG (Mast et al.,










Figure 2.2: Inﬂuence of context on linguistic encoding in REG (Mast et al.,
2016). (a) Red is more distinguishing. (b) Orange is more distinguishing.
using the expression yellow yields a danger of miscommunication. This
danger may be assessed by taking graded category membership into account,
and thus making allowances for conceptual mismatch. Figure 2.2 shows how
the same circle (marked with an X) may be called the red circle or the orange
circle, depending on which other objects it occurs with. While it is debatable
whether the circle is in fact red or orange, and whether the distractors in
Figure 2.2b are red or not, calling the referent orange in that scenario will
improve the chance of successful communication.
On the other hand, speciﬁc knowledge about the addressee will also in-
ﬂuence the choice of attribute, and concept assignment. If Mary knew from
experience that Amanda had problems dealing with colour, she may de-
cide that the colour of this book was not a good way to enable Amanda to
identify it. In that case she may use a diﬀerent property entirely. If, on the
other hand, she had talked to Amanda about this book, or similar shades of
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yellow mary before, she might know that Amanda was likely to see this
book as green Amanda so she may say bring me the green book, overriding
her own preference for categorising the book as yellow mary. Ultimately,
for Mary it is not relevant whether the book is in fact yellow mary or
green mary, but whether or not calling it yellow or green will make it
more likely for Amanda to identify the correct book.
2.3.4 The Collaborative Nature of Reference
Up until this point, I have talked mainly about the production of REs, follow-
ing the widespread separation between the production and comprehension of
natural language – or, in computational terms, NLG and Natural Language
Understanding (NLU). In one sense, this separation is appropriate, as gener-
ating natural language involves diﬀerent kinds of processes than interpreting
it. NLG is “the process of deliberately constructing a natural language text
in order to meet speciﬁed communicative goals” (Dale, 1995). It requires
making choices and pursuing goals. The central task of NLU, on the other
hand, is disambiguating and inferring the goals of the speaker. The kind of
problems encountered in NLG and NLU are therefore often diﬀerent. The
core problems in NLU are resolving ambiguity, and dealing with unknown or
unexpected elements in the input (McTear, 2004, p. 91). In NLG, on the
other hand, there exist problems such as selecting which information should
be verbalized at all, or choosing between diﬀerent ways of verbalising some
given content (McTear, 2004, p. 99). As a consequence, NLG and NLU are
usually dealt with separately, and are mostly realised as entirely separate
components in applied dialogue systems (see Section 2.4.1). The same holds
for the domain of reference, where much work has been done on either REG
(for a comprehensive overview see Krahmer and van Deemter, 2012) or on
reference resolution (RR) (see for example Funakoshi et al., 2012; Gorniak
and Roy, 2005; Kelleher, 2006; Kruijﬀ et al., 2006). Much less work treats
both in a uniﬁed way (though see for example Appelt and Kronfeld, 1987;
Kelleher and Costello, 2009; Kelleher et al., 2005; Zender et al., 2009).
However, as I have discussed above, referring always includes bridging a
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conceptual gap, mediating via linguistic symbols between individual semiotic
networks. As we have seen in the prior discussion, this process involves the
danger of miscommunication. Therefore, it cannot be dealt with simply by a
speaker unilaterally uttering an RE and a listener resolving that expression.
Research has shown that reference is instead a collaborative process which
requires agreement (Clark and Wilkes-Gibbs, 1986), and which forms part
of a continuous process of grounding which seeks to ensure mutual compre-
hension (Garrod and Anderson, 1987). For example, consider the following
dialogue in a matching task where a director has to convey the order of a
set of tangram ﬁgures to a matcher (Clark and Wilkes-Gibbs, 1986, p. 22,
formatting: V.M.):
[Director:] Urn, third one is the guy reading with, holding his
book to the left.
[Matcher:] Okay, kind of standing up?
[Director:] Yeah.
[Matcher:] Okay.
In this example, both participants collaborate in a joint eﬀort to achieve
understanding. The director tries a ﬁrst RE, which the matcher expands in an
attempt to conﬁrm their interpretation of the expression. The dialogue ends
with both participants verbalising their conﬁdence that successful reference
has been achieved. In the example presented in the introduction to this
thesis, Mary and Amanda have a short dialogue about fetching a book. In
this dialogue, Mary and Amanda also collaborate on achieving grounding,
though in a slightly more complex way: Mary ﬁrst provides an RE, the
yellow book on my desk, and Amanda provides an RE of her own, the one in
front of the coﬀee cup, in order to conﬁrm that they are talking about the
same object—similar to the expansion in the example above. Mary detects
the miscommunication, and provides an overt correction, not the green one,
the yellow one, which allows Amanda to adapt her construal and identify
the originally intended referent. As in the example above, Amanda conﬁrms
that she considers the reference dialogue to have reached a successful ending.
This kind of collaboration is necessary, because common ground is not
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a well-established homogeneous body of mutually known facts. Some ele-
ments may be ﬁrmly established, others in doubt, and yet others may not
have been assessed yet as to whether they are part of common ground (Clark
and Bangerter, 2004). Common ground can range from knowledge to sup-
positions, and can be based in perception, abstract inference, or any other
source of information available (Clark and Bangerter, 2004). For example,
from prior discourse, Mary may have gotten the impression that Amanda’s
colour perception was less than perfect, but she may not be sure how much
it will interfere with their interaction. Or she may know for certain that a
given shade of green mary corresponds to yellow Amanda due to some
prior interaction involving that hue.
In order for communication to be successful, interactants need to continu-
ously build and reassess their common ground, a process called grounding,
thus bridging gaps between individual views of the world to reach a mutual
understanding. Grounding is performed via a range of mechanisms from
automatic priming to implicit or explicit negotiation (see for example Clark
and Wilkes-Gibbs, 1986; Garrod and Anderson, 1987; Pickering and Garrod,
2004). If Amanda initially conceptualises the book as yellow and then ad-
apts her conceptualisation to green based on the feedback from Mary, she
is not in fact correcting a mistake, but rather participating in a collaborat-
ive process of grounding. In this understanding, language is a historically
evolved conventional coordination device for a recurrent coordination prob-
lem, namely that of referring to entities and concepts (Clark and Bangerter,
2004; Steels, 2008, p. 31).
On a larger scale, the semiotic networks within a group get progressively
coordinated via constant collaborative grounding eﬀorts between individuals
(Clark and Bangerter, 2004; Steels, 2008). Thus, language as a cultural tool
provides an anchor to synchronise the categorisation processes of individuals
in a linguistic community and gives us a way to reach an understanding that
we are talking about the same thing. In a study on collaborative maze-
games played in pairs, Garrod and Doherty (1994) show that linguistic and
conceptual convergence occurs not only between individual speakers, but also
across a (simulated) community of speakers over the course of several pairwise
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interactions. In experiments on language evolution in robot communities,
Bleys et al. (2009) show that enabling adaptation of grounded categories
increased communicative success within a robot community over a sequence
of interactions.
Coming back to the question of treating REG and RR as separate prob-
lems, the collaborative nature of reference indicates a strong link between
the two. Estimated understandability of an RE by the listener plays an im-
portant role in generating REs, and insecurities or ambiguities in RR may
be overcome by generating a clarifying RE of one’s own. A more detailed
discussion of the relationship between REG and RR will be given in Sec-
tion 3.1.1. For the purpose of the current argument, it suﬃces to conclude
that successful grounding is only possible if there are at least some common
structures underlying RR and REG which ensure that the dialogic grounding
process can be co-ordinated throughout role switches of the interactants.
2.3.5 The Case for Referential Grounding in Situated
Interaction
Based on the argument I proposed in this section, we can conclude that call-
ing a book yellow or green is to some degree a matter of strategic choice,
restricted by the physical qualities of the world (e.g., the way the object re-
ﬂects light, which other objects are present in the scene), our own perceptual
system (e.g., the way we can perceive light), the linguistic norms of our com-
munity (e.g., the way the spectrum of light waves is normally classiﬁed in
that community), our discourse history with the current interaction partner
(e.g., how expressions and concepts have been grounded with this partner),
and our speciﬁc goals in the current situation (e.g., referring to an object
vs. describing it). Further, I have argued that such a decision is always a
momentary, strategic decision to construe an object or property in a certain
way, and not the ultimate decision about the truth of certain propositions.
Thus it is subject to processes of negotiation and adaptation.
If we look at reference from this perspective, it becomes clear that some
meta-knowledge about concept assignment needs to be available to any agent
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when producing and resolving referring expressions in order to achieve suc-
cessful communication. But in comparison to human-human interaction,
an artiﬁcial agent communicating with a human is at a large disadvantage.
Humans within a linguistic community have relatively well-synchronised se-
miotic networks due to their similar bodies with similar sensorimotor sys-
tems, due to their similar experiences and a long common cultural heritage
of continuous grounding. A situated artiﬁcial agent however, for example a
robot, is a being of an entirely diﬀerent nature. Its sensory capacities are
built and structured diﬀerently from humans’, and while it is possible to
emulate relevant aspects of a human’s semiotic network in an artiﬁcial agent
to some degree, the way humans perceive and understand the world is not
well enough understood to come even close to matching it. For example,
while a robot perceives colour in terms of the wavelength of the light an ob-
ject reﬂects, humans subconsciously perform a whole range of abstractions
and transformations based on the setup of the sensory system, and life ex-
periences, which are not suﬃciently understood to be adequately modelled.
Imagine sitting in a meeting room with a white wall on which a projector
projects some slides with white text on a black background. To a robot,
the black background of the projected image would seem to be the same
colour as the white wall surrounding the projection, as it has exactly the
same values of hue, lightness and saturation (for further examples, see Lotto
and Purves, 1999).
Due to the higher risk of conceptual mismatch in situated human-machine
interaction, the ability to anticipate this mismatch and to deal with it once
it occurs is particularly important for situated agents. Based on these con-
siderations, the use of grounded representations (Roy, 2002) which allow
bottom-up sub-symbolic perceptual features to inﬂuence symbolic processing
provides a promising new approach for reference handling, particularly in the
domain of situated interaction.
This endeavour goes beyond REG or RR alone, as it requires a compon-
ent which provides a common basis for the processes of understanding and
generating REs. In situated interaction, access to the underlying basis for
categorisation is a great advantage, as it enables reaction to, and dialogue
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about mismatched models of the world in a much more subtle way than a
system based on crisp properties. For example, if the user commands the
robot to go to the large green box, a robot sensitive to the information un-
derlying categorisation may be able to identify the correct referent, even if
it would rather call this object yellow if it were to produce an expression
of its own. Further, if the sensory information warrants green as an accept-
able categorisation, this mismatch might be corrected without any further
negotiation having the robot respond with okay, I’ll go to the large green
box. While, if the mismatch were fairly large, the robot might react with a
clariﬁcation question using additional features which, in the given situation,
promise more certain categorisation: do you mean the large box to the left of
the red ball?
Based on these assumptions, the central goal of this thesis is to provide
a computational mechanism for reference in situated interaction which in-
tegrates meta-knowledge about concept assignment into the process of gen-
erating and resolving REs, and which is therefore capable of strategically
using ﬂexible concept assignment in order to achieve communicative goals.
As the system should be able to engage in referential grounding dialogues, my
aim is to provide an integrated mechanism which performs generation and
resolution of REs based on the same underlying representations, and using
the same fundamental mechanism for achieving both tasks. In the following
section, I will delimit the goal and scope of this thesis in more detail.
2.4 Contribution of this Thesis
While the previous section has dealt with the nature of reference on a more
general level, in this section I will delimit the aspects of reference which will
be addressed in this thesis. First I will determine the scope of the proposed
system within the general architecture of a dialogue system. I will then
identify the particular challenges of REG which will be dealt with in this
thesis.
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Figure 2.3: Typical architecture of a dialogue system.
2.4.1 Reference in the Architecture of a Dialogue Sys-
tem
In order to fully understand the scope of this work, and its role in a dialogue
system for situated interaction, I will now brieﬂy discuss the typical archi-
tecture of a dialogue system, and the roles REG or RR modules usually play
in such a system. I will then proceed to outline the particular tasks that the
system presented in this thesis performs, the kind of input it requires and
the kind of output it produces, and which demands this places on dialogue
management and knowledge representation.
While there is much diversity with respect to overall architectures of dia-
logue systems depending on a number of factors, there is some level of agree-
ment on the prototypical structure of a spoken dialogue system (McTear,
2004; Ross, 2009). Figure 2.3 shows a typical architecture of a spoken dia-
logue system.
A typical dialogue system has an NLG and a Natural Language Under-
standing (NLU) component which are tied together via a dialogue manager.
The outer NLG and NLU components each perform a mapping between dif-
ferent types of representations. On the NLU side, speech recognition maps
speech signals to textual representations, and parsing maps textual repres-
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entations to semantic representations. On the NLG side, surface realisation
maps semantic representations to text, and speech synthesis maps text to
speech signals. As Ross (2009) shows in an analysis of several advanced
dialogue systems, the dialogue manager component itself usually also has
distinct modules for integrating user dialogue moves (contextualisation) and
planning the next system move (message planning). According to Reiter
(1994), the message planning module may be further divided into a content
selection, and a sentence planning module. Overall, the typical dialogue
system follows a standard pipeline architecture, where the output of one
processing module is used as the input for the subsequent module.
While Reiter (1994) argues that the NLG side of this architecture is a
consensus architecture, in a more recent study of 20 complete NLG systems,
Mellish et al. (2006) show that this consensus architecture is in fact an ideal-
isation. They analyse seven low-level generation tasks and show that almost
all tasks can occur in either of the three main modules, often spanning the
range of two modules even within one system. Thus, while for example the
rhetorical planner occurs almost exclusively in the content determination
module, REG components can be found in content determination, sentence
planning, and surface realisation modules, though most often they are found
in the sentence planning modules.
It is not surprising that REG may play diﬀerent roles in applied NLG
systems, depending on the goals of the system and the overall architecture.
Content selection is a highly relevant aspect of REG in situated interaction
where objects with diﬀerent properties need to be identiﬁed while this is less
relevant for generating texts where most referents are assumed to be known.
When generating longer texts, REG is mainly a part of sentence planning, as
the division of content into separate sentences requires anaphoric expressions
such as she, which refer to entities mentioned prior in the discourse. Sen-
tence planning may also be relevant for the generation of complex referring
expressions involving spatial relations, as the availability of a reasonable way
of expressing certain content may also inﬂuence whether this content should
be selected for expression at all (Horacek, 1997). Further, the discussion
on the nature of reference (see Section 2.3) has shown that there is also an
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interaction between concept assignment and property selection for REG.
While a large amount of REG research, particularly classic REG, focuses
on content selection – selecting the properties of the target that should be
included in the description (Krahmer and van Deemter, 2012), some research-
ers have gone beyond the pipeline approach, exploring REG systems with a
tighter coupling of content selection to other levels of generation, in particu-
lar surface realisation (Horacek, 1997; Stone, 1998). Some work has also been
done concerning the interaction of content selection with concept assignment
(Horacek, 1997; Roy, 2002; Spranger and Pauw, 2012), an issue which will
be addressed in detail in Chapter 3.
Reference resolution, on the other hand, has mainly been equated with
coreference resolution: the identiﬁcation of diﬀerent REs which refer to the
same discourse entity (Zhekova, 2013), usually by relying on surface or syn-
tactic features such as word distance (Tetreault and Allen, 2004) (compare
also Jurafsky and Martin, 2008, Chapter 18), with little work done on in-
corporating semantic information (for an example, see Tetreault and Allen,
2004). In particular, most work focuses on identifying discourse referents
while ignoring the issue of relating expressions to entities in the real world,
or some model thereof. In the dialogue architecture presented above, both
tasks fall under the heading of contextualisation, possibly reﬂecting the lack
of explicit treatment of the latter. Linguistically speaking, this existing body
of work is mostly concerned with endophoric REs – REs which point towards
other REs within the text. The lack of interest in mapping descriptive ex-
pressions to the corresponding entities in a situation model is understandable
if one operates under the assumptions of objectivist, crisp categories, as clas-
sic REG does. In that case one can assume that either a distinguishing
description can be found, and will be uttered – in which case recovering the
intended referent is trivial, or no such description can be found – in which
case, trying to identify the intended referent is futile. However, if one as-
sumes the perspective of language as a coordinating device which mediates
between individual semiotic networks, and which needs to navigate percep-
tual deviation, the problem of RR based on exophoric REs – REs which
point to entities in the environment rather than within the text itself, such
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as many deﬁnite descriptions – becomes non-trivial and part of a joint dialo-
gic eﬀort. Some work on identifying referents in a situation model has been
done by Kelleher et al. (2005), who provide an RR mechanism which resolves
ambiguity of exophoric references by relying on visual salience, as humans
do (Clark et al., 1983). Further, Kelleher (2006) integrates graded category
membership into RR, although he does not discuss this issue explicitly.
The focus of this thesis lies on the interaction between concept assignment
and content selection on the side of NLG, and on the interaction between
concept assignment and contextualisation proper in NLU. Thus, in terms
of the typical architecture of dialogue systems presented above, this thesis
addresses only aspects of dialogue management, operating on semantic rep-
resentations. Issues relating to surface forms will not be discussed. Rather,
it is assumed that the component presented here generates a semantic repres-
entation of the entities, properties and relations to be mentioned, and leaves
issues of surface realisation, such as pronominalisation or sentence planning
to separate modules. Likewise, in RR, coreference resolution is not treated,
but rather it is assumed that the RR component receives input enriched by a
separate coreference resolution module which accumulates information from
diﬀerent turns. Take, for example, the following hypothetical interaction:
(1) Human: Go to the red box.
(2) System: Do you mean the one on the large table?
(3) Human: No, I mean the one on the ﬂoor.
(4) System: Okay.
In this example, given the identity of the assumed referent, the output of the
REG component for generating an RE for utterance (2) would be [red(1),
box(1), support(1),(2), table(2), large(2)]. This may be realised as
either the red box which is on the large table, the red box on the large table,
or the one on the large table.
The input of the RR system in order to interpret utterance (3) would need
to be [red(1), box(1), support(1),(2), floor(2)]. The output would be
the most likely referent for this combination of features. Thus, the fact that
(1) and (3) refer to the same entity needs to be established before accessing
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the reference handler, based on the dialogue structure and the resolution of
the one-anaphora.
A processing level which is usually not considered in work on REG or
RR is knowledge representation. In contrast to most prior work, this thesis
also incorporates aspects of knowledge representation. The core goal of this
thesis is enabling ﬂexible use of concepts in order to increase communicat-
ive success. Therefore, the proposed system – unlike classic REG – requires
probabilistic information on the acceptability of relevant categories for all ob-
jects contained in the situation model. The crucial point here is to retain the
modular architecture which separates knowledge representation from contex-
tualisation and content selection, while at the same time ensuring that the
information relevant for decision-making is available to the respective com-
ponents. Thus, the knowledge base is required to provide a probabilistic
value of acceptability for each object-category pair.
The core mechanism for REG and RR then uses this kind of information
in order to generate semantic speciﬁcations for REs, or identify potential
target objects. Although the probabilistic modelling of particular domains is
not the primary goal of this thesis, in order to demonstrate the usefulness of
this approach – particularly regarding the handling of spatial relations in ref-
erence, this thesis also provides a number of property models which provide
the required probabilistic values. This is achieved by using a modular onto-
logical representation which provides probabilistic mapping procedures from
sensory data to qualitative concepts that enable an estimation of graded cat-
egory membership for each object-category pair, comparable to the methods
for symbol grounding discussed by Steels (2008, p. 2). In this thesis, probab-
ilistic models of projective terms, colour, and a number of graded properties
such as volume are provided, and the overall system is evaluated based on
those models.
Finally, while the proposed system does not include dialogue management
proper, i.e., decision making about dialogue moves or non-verbal actions, it
does provide information directly relevant for decision-making. The pro-
totypical dialogue system architecture presented above has the form of a
pipeline: each module is assumed to take the input of the prior module, and
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provide output that will be used by the following module. Once a decision
for a certain dialogue move has been made, it is expected to be realised by
going ﬁrst through message planning, then realisation, then speech synthesis.
In principle, the proposed system may be used in this way. However, it may
be beneﬁcial for the decision-making process to know how good a proposed
RE is, or how certain the assignment of a potential referent to a given ex-
pression is. For example, if the RR component returns a potential referent,
and provides the information that this referent is most likely the intended
referent, and the potential for miscommunication is low, a system may pro-
ceed directly to conﬁrming a request and acting upon it. If, on the other
hand, the potential for miscommunication is high, the system may initiate a
grounding dialogue. Likewise, if the best RE has a low appropriateness value,
the system may select to ﬁrst ground potential reference objects, in order to
then proceed to talk about its intended referent, rather than mentioning it
directly.
Finally, the proposed system is implemented in a working prototype using
the DAISIE dialogue system (Ross, 2009) in which the presented module is
integrated. While the proposed system is implemented in such a fashion
that it may be easily integrated into existing dialogue systems, the actual
integration is not my focus, and therefore does not constitute a part of this
thesis.
In summary, the thesis presented here covers the modules of content
selection on the side of NLG, and contextualisation on the side of NLU,
while ignoring surface realisation, and coreference resolution. Further, I pro-
pose a probabilistic interface between knowledge representation and reference
handling, and demonstrate a number of probabilistic knowledge representa-
tion modules which implement this interface. Finally, the presented system
provides evaluative information about generated REs and resolved referents
which may be used by a dialogue manager. The system presented is im-
plemented in a way that allows its ready integration into existing dialogue
systems, as will be discussed in Chapter 7.
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2.4.2 Challenges
After delimiting the scope of this thesis from the point of view of the archi-
tecture of a dialogue system, I will now proceed to delimit the scope from the
point of view of the challenges the REG community is currently addressing.
As I have brieﬂy discussed in Section 2.2, the REG community has dealt
with a number of challenges in the last decades, mainly in the form of ex-
tensions of the classic algorithms proposed by Dale and Reiter (1995). As
Krahmer and van Deemter (2012) note, most of these extensions deal with
one or more challenges in often very limited scenarios. The contribution of
this thesis is therefore focused on providing a single mechanism that provides
an integrated solution for several of the challenges that have been addressed
during the last decades, namely: using spatial relations in REG; address-
ing the problems of vagueness, gradedness and uncertainty; and integrating
salience measures into the decision process in both REG and RR.
Krahmer and van Deemter (2012) argue that the integration of REG
approaches with standard knowledge representation frameworks is the key
to overcoming these limitations, and discuss the limitations and advantages
of diﬀerent approaches. While using those approaches has enabled REG
researchers to successfully deal with some of the challenges listed above,
some fundamental problems remain, as will be discussed in Chapter 3. In
this thesis, I take up the suggestion to use an established computational
framework for dealing with the task of REG, but rather than knowledge
representation frameworks, I rely on Bayesian statistics as the foundation for
the REG mechanism presented.
Going beyond the presentation of an integrated solution for well-explored
challenges, I intend to provide an approach to reference which allows dealing
with all of these challenges from the perspective of probabilistic representa-
tions, thus addressing the danger of conceptual mismatch, and providing the
foundation for artiﬁcial agents to engage in interactive grounding dialogues.
For all of the particular challenges covered, I will further address how
this integrated approach deals with some fundamental limitations of prior
solutions, focusing on spatial relations and the challenge of dealing with
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vagueness, gradedness, and uncertainty. While a detailed discussion of ex-
isting work and open questions regarding the individual challenges will be
performed in Chapters 3 and 5, at this point I will brieﬂy outline which
speciﬁc aspects of the individual challenges I address in this thesis.
Vagueness, Gradedness, Uncertainty
Unlike prior work where little attention has been paid to aspects of vague-
ness, gradedness and uncertainty, these issues form the central challenge of
this work. As will be discussed extensively in Section 3.1, I intend to demon-
strate with this thesis how substituting binary truth values with probabilistic
information about category membership not only allows us to generate and
resolve REs with graded properties such as large vs. small, but also allows
us to take into consideration the potential for conceptual mismatch stemming
from insecure sensory information, and conceptual mismatch between com-
munication partners. Thus, contrary to approaches such as those presented
by van Deemter (2006), the present work does not treat graded category
membership as an exceptional case that needs to be integrated into existing
frameworks by making special additions – which yield their own problems and
hinder integration with other singular extensions, but rather as the norm that
underlies the fundamental processes of collaborative reference, thus allowing
the ﬂexibility necessary to bridge the gap between the semiotic networks
established by diﬀerent individuals’ unique life experiences.
Spatial Relations
As discussed in Section 2.2, spatial relations in REG are often treated as
least preferred properties, a fact which runs counter to empirical evidence.
In this work, I will show how the proposed Bayesian mechanism for reference
handling is capable of balancing preferences for spatial relations in a way
that their higher complexity is considered in the REG process alongside their
potential for discrimination of the intended referent.
Further, I will show how by integrating salience and graded category
membership, a relevant number of important criteria for reference object
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selection are taken into consideration when generating REs with spatial re-
lations, namely reference object salience, search space reduction, presence
of distractor objects, and referentiality (compare Barclay and Galton, 2013;
Gapp, 1996). Moreover, the suitability of the reference object has an impact
on the question whether a spatial relation will be preferred to an alternative
non-relational description of the target object.
Salience
Regarding salience, the major contribution of this thesis is to show how object
salience can be included in the presented reference handling mechanism, and
thus improve reference object selection processes. Further, I will discuss how
the presented approach may be expanded in order to model the inﬂuence of
object salience on the length of expressions.
While it would be interesting to investigate how the probabilistic ap-
proach to reference presented in this thesis would be suited to issues of ref-
erence to sets and negation, I will leave those issues for future work.
2.5 Summary
In this chapter, I have given an overview of the ﬁeld of reference and motiv-
ated the approach taken to reference in this thesis. Questioning the philo-
sophical underpinnings behind classic REG, I have explained how focusing
on the collaborative nature of reference, and the goal-oriented, ﬂexible nature
of conceptualisation may aid in developing a reference handling component
which allows for smooth and natural situated human-machine interaction. I
have further delimited the contribution of this thesis, indicating as the major
contribution the development of a probabilistic mechanism for REG which
can integrate gradedness, spatial relations, and salience into one coherent
mechanism for both REG and RR, thus providing a straightforward uniﬁed




A Probabilistic Reference and
Grounding Mechanism
In the previous chapter, I have argued for the necessity of a reference handling
mechanism which allows an artiﬁcial system to engage in referential ground-
ing dialogues with humans, in the face of vague categories and perceptual
and conceptual mismatch. In this chapter, I will motivate and present the
core mechanism of this thesis, the Probabilistic Reference And GRounding
mechanism (PRAGR). In Section 3.1, I will discuss diﬀerent approaches to
the concept of optimality in REG, focusing on the integration of vagueness
into REG, and explain in detail the approach taken to optimality within this
thesis. Following this discussion, in Section 3.2, I will present in detail the
ﬁrst major contribution of this work, the core mechanism and probabilistic
semantics of PRAGR. In Section 3.3, I will then present an example-based
evaluation of the basic PRAGR mechanism.
3.1 The Optimal Referring Expression
In each given situation a whole range of linguistic expressions could be used
to refer to a certain target object. Even when focusing on the standard
paradigm of ﬁrst mention distinguishing descriptions, as it has been deﬁned
in Section 2.1, a number of potential descriptions for each object remain.
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Figure 3.1: Example of a scene where several descriptions could be used to
refer to an object 1.
For example, in Figure 3.1 both the red ball and the small red ball would be
acceptable descriptions for the same object.
Gatt (2007, p. 32) distinguishes two central problems that any mech-
anism for generating REs must solve: Firstly, the mechanism needs some
function that determines whether one referring expression is preferable to
another. This optimality deﬁnition constitutes an ordering over all possible
descriptions, with the optimal description at the top of the ordering (Vi-
ethen, 2011, p. 46). Secondly, it requires a procedure for ﬁnding the optimal
description (or a suﬃciently close approximation) in the search space (Gatt,
2007). This procedure constitutes a search algorithm that determines in
which order potential descriptions should be evaluated. Viethen (2011) em-
phasises the central role of the optimality deﬁnition, as it “shapes every step
of an algorithm as it chooses between preliminary descriptions” (Viethen,
2011, p. 45). Depending on the nature of the optimality deﬁnition, diﬀerent
search strategies may be possible or desirable. Thus, in this chapter I will
ﬁrst introduce the optimality deﬁnition proposed in this thesis, while possible
solutions for the search problem will be addressed in Section 5.2. There, I
will also discuss the implications of the proposed optimality deﬁnition for the
search problem.
1Image created using the POV-Ray 3D rendering software http://www.povray.org/
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MECHANISM
As REG is the primary focus of this work, this chapter will focus mainly
on the aspect of REG. Where appropriate, I will mention relevant consider-
ations regarding RR. Moreover, I will provide a brief description of the most
straightforward transfer of the PRAGR mechanism to RR.
In the following, I will discuss diﬀerent concepts of optimality as a basis
for deﬁning the approach to optimality taken in this thesis. First, I will
discuss diﬀerent perspectives on optimality, considering ﬁrstly, the dimension
of human-likeness vs. understandability, and secondly the role of data in the
design cycle of an REG system. From this broad view, I will proceed into
an analysis of several concrete optimality criteria that have been proposed
in the literature.
3.1.1 Human-likeness vs. Understandability
In the 1980s, the goal of researchers such as Appelt and Kronfeld (Appelt,
1985; Appelt and Kronfeld, 1987; Kronfeld, 1990) was to model human lan-
guage production and understanding, with a focus on testing the boundaries
of conventional accounts by integrating diﬃcult and less frequent cases.
In the early 1990s, following the lead of Reiter and Dale (Dale, 1989,
1992; Dale and Reiter, 1995; Reiter and Dale, 1992), the ﬁeld began to focus
more on a restricted area of research with the primary goal of producing
useful descriptions. Thus, Dale and Reiter argue for understandability as
the central criterion of optimality from the perspective of pragmatics: if
an interaction is to be successful, it is necessary to produce REs which the
listener can understand as easily as possible (Dale, 1989, 1992; Dale and
Reiter, 1995; Reiter and Dale, 1992). In this case, the goal is to enable the
user to understand an RE with minimal cognitive eﬀort. In the words of
Dale and Reiter (1995, p. 6), identifying the correct target object “should
not require a large perceptual or cognitive eﬀort on the hearer’s part”.
Criticism of the unnaturalness of the descriptions produced by these early
algorithms, and the increasing availability of dedicated REG corpora then
brought a turn back towards viewing optimality from a perspective of human-
likeness. Thus, a good RE was increasingly considered to be one which is as
40
3.1. THE OPTIMAL REFERRING EXPRESSION
similar as possible to REs produced by humans in a comparable situation.
This development built to a large extent on the Incremental Algorithm (IA),
an algorithm based on the assumedly inherent preferences of humans for
certain attributes. With the availability of semantically transparent corpora
of human-produced referring expressions such as the Drawer (Viethen and
Dale, 2006), GRE3D3 (Dale and Viethen, 2009) or the TUNA corpus (Gatt
et al., 2008, 2009), REG research experienced an “empirical turn” along with
the discipline of computational linguistics as a whole (van Deemter, 2016, p.
105ﬀ). Beyond simple evaluation, this development has made it possible to
use Machine Learning methods to optimise REG systems to directly match
human-produced REs (e.g. Bohnet, 2008; Jordan and Walker, 2000, 2005;
Stoia et al., 2006; Viethen, 2011).
At ﬁrst glance, one may assume that human-likeness and understand-
ability are merely two separate goals serving diﬀerent purposes. If one is
concerned with modelling human cognition, human-likeness is an obvious
goal, as a model that behaves similarly to humans is more likely to repres-
ent the processes leading to human decisions than one that does not create
human-like output. On the other hand, if one wants to produce a useful
system that can successfully communicate with humans, understandability
may be the more reasonable criterion of optimality.
This distinction also holds for the seemingly more straightforward case of
RR. Although there is only one intended referent, one should not automat-
ically assume that resolving an expression to that referent is the goal of RR.
If one wants to model human cognition and behaviour, the best RR may be
the one that reproduces resolution errors typically made by humans.
However, beyond the distinction of cognitive modelling versus applied
systems, there are complex interactions between human-likeness and under-
standability. On the one hand, humans adapt their behaviour to make under-
standing easier for the listener (Krauss and Weinheimer, 1966; Wilkes-Gibbs
and Clark, 1992), as is made explicit in game theoretic approaches to REG
(e.g. Golland et al., 2010). Thus expressions which are similar to humans’
utterances are more likely to be easy to understand. Moreover, in RR, listen-
ers have been shown to take into account the decision-making process of the
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speaker in order to reduce ambiguity (Frank and Goodman, 2014).
The strong interrelation between human-likeness and understandability
also means that there is some degree of overlap between the two perspectives
with respect to incorporating speciﬁc evaluative measures. One can argue for
considering salience eﬀects in REG both from the perspective of making REs
easier to understand and from the perspective of modelling cognitive eﬀects
which underlie a speaker’s choices (compare Clarke et al., 2013; Kelleher and
Costello, 2005).
On the other hand, it is also clear that humans have certain perceptual
and cognitive limitations which are at work when producing language, thus
speakers may not always be able to make choices which are optimal for the
hearer. Haywood et al. (2005) show that speakers balance ease of production
with considerations for ease of comprehension. In a study on object reference
by Horton and Keysar (1996), speakers took less consideration of listener’s re-
quirements when they were under time pressure than otherwise. This means
that, despite the interactions mentioned above, we should expect a certain
degree of divergence between REs that are maximally similar to those gen-
erated by humans, and REs which are maximally eﬃcient for the purpose
of communication. This has been conﬁrmed by the TUNA corpus evalu-
ation studies which evaluated several systems according to human-likeness,
human quality judgments and task success (Belz and Gatt, 2008; Gatt and
Belz, 2008; Gatt et al., 2008, 2009). Further evaluation of the results of
these studies showed no signiﬁcant correlation between human-likeness and
task success (Belz and Gatt, 2008; Gatt et al., 2009), leading the authors
to conclude that “a system’s ability to produce human-like outputs, may
be completely unrelated to its eﬀect on human task-performance” (Belz and
Gatt, 2008, p. 200).
Further, Viethen (2011) notes that behaviour regarding REs has been
shown to diﬀer substantially between humans, and even within humans de-
pending on circumstances (Viethen, 2011, p. 104). Thus, it is not even clear
what one should model if one aims to model human behaviour. A number of
systems take inter-subject variation into account by incorporating subject-
speciﬁc preferences into REG systems (Bohnet, 2008, 2009; Di Fabbrizio
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et al., 2008). Gatt et al. (2013), on the other hand, address this issue by
creating a non-deterministic system for REG which varies between equally
discriminating descriptions according to relative preferences – using prob-
abilistic selection between equally discriminating properties, or even adding
redundancy with a likelihood based on empirical evidence.
A diﬀerent approach that one can take here is using understandability as
an optimality criterion in cognitive modelling in order to provide a model of
an idealised human. If a system equipped with such a mechanism is capable
of successfully communicating with humans or other artiﬁcial agents, it can
be assumed that a relevant aspect of the underlying mechanism has been
modelled, even if other aspects, such as cognitive limitations of the speaker,
have not been addressed and thus human-likeness in the strict sense is not
achieved. There are a number of advantages of using understandability as
the basis for an idealised model of human referential behaviour. Firstly, it
provides a transparent decision mechanism which can then be enriched by
integrating further inﬂuencing factors (such as salience eﬀects – see Section
5.1.4, or limited processing capacity). Secondly, it allows the use of a single
underlying mechanism for dealing with both REG and RR, while aiming for
human-likeness in both may require using fundamentally diﬀerent mechan-
isms. Thirdly, by aiming towards eﬀective communication, the likelihood of
successful application in real human-machine dialogues is increased, thus al-
lowing for the examination of more complex behaviours, such as referential
grounding.
Based on these considerations, the primary goal of this work is to present a
system that can generate REs which are eﬀective in situated human-machine
interaction, and which may serve as an idealised model of what humans are
trying to achieve in referential communication. Thus, the main perspective
adopted in this thesis is that of communicative success, i.e. understandability
in REG, and correct identiﬁcation in RR. Due to the discussed interactions
between human-likeness and task success, research on the production and
comprehension of REs are considered together rather than separately, in
order to gain a thorough understanding of the processes of REG and RR as
a basis for the design of the proposed PRAGR mechanism.
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3.1.2 The Role of Data in REG
The role of empirical data in the deﬁnition of optimality is another dimen-
sion in which approaches to reference diﬀer. At one extreme, there is the
purely theoretical approach, basing the deﬁnition of optimality entirely on
theoretical assumptions about speakers or hearers. This approach dominated
the early years of REG research (Dale, 1989, 1992; Dale and Reiter, 1995;
Reiter, 1990), as human data was not yet as widely available. At the other
extreme, advances in Machine Learning and the availability of dedicated se-
mantically transparent REG corpora, in particular the TUNA corpus (van
Deemter et al., 2006), but also the GRE3D3 and GRE3D7 corpora (Viethen,
2011), have given rise to data-driven approaches where human data are used
as input to learning algorithms, and system responses are automatically op-
timised to ﬁt the data. For example, Theune et al. (2007) present, among
others, a system which uses learnt cost functions for attributes, and always
selects the distinguishing description with the lowest overall costs.
In between these two extremes, there is a wide range of more or less em-
pirically inspired approaches where results from empirical studies are used to
inform system design, and a formal deﬁnition of optimality is derived from a
mixture of these results and theoretical considerations. Some approaches also
use data-driven approaches to optimise certain aspects of otherwise empiric-
ally inspired systems. For example, Golland et al. (2010) propose a theoret-
ically motivated system which incorporates learnt models of spatial relations
into the REG process. To give another example, Kelleher and Kruijﬀ (2006)
present a variant of the IA which bases the proposed property order on em-
pirical ﬁndings regarding the relative cognitive ease of using diﬀerent types
of properties.
The two dimensions of human-likeness vs. understandability and theor-
etically founded vs. data-driven interact in interesting ways. Optimising or
evaluating an REG system using a semantically transparent corpus of human-
generated REs is considerably cheaper than optimisation or evaluation based
on understandability, as for the latter it is not possible to compile a corpus
of evaluation data a priori – the REs an algorithm generates can only be
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evaluated once they have, in fact, been generated (unless one wants to eval-
uate a priori all possible REs that may be generated in a given situation,
which would be very costly). Thus, it is not surprising that data-driven ap-
proaches to REG currently show a strong tendency towards human-likeness
as optimality criterion.
In this thesis, the central reference handling mechanism can be char-
acterised as empirically inspired, as it is based on theoretical considerations
founded on an extensive examination of existing empirical evidence on human
production and interpretation of REs. Further, I will discuss how data-driven
approaches tie into this general mechanism, particularly for modelling attrib-
utes (spatial relations, graded properties, and colour) This modular approach
ensures transparency of the decision mechanism while making use of human
data where available in order to increase the eﬀectiveness of communication.
The distinction between theoretical, empirically inspired, and data-driven
also holds for the evaluation of referential agents - while earlier systems were
mainly evaluated using illustrative examples, based on formally deﬁned op-
timality criteria, more recent systems are increasingly evaluated with respect
to empirical ﬁndings, using both established empirical results and transpar-
ent REG corpora. As in data-driven system design, the evaluation according
to human-likeness is inherently cheaper than that of understandability.
However, in a series of joint challenges on REG and NLG, such as the
TUNA-REG challenge (Gatt et al., 2009, 2008) and the challenges for gener-
ating instructions in virtual environments (GIVE, Byron et al., 2009; Koller
et al., 2010; Striegnitz et al., 2011) an organisational framework was estab-
lished that allowed thorough evaluation of diﬀerent REG systems according
to both human-likeness and understandability.
Regarding evaluation, in this thesis I will evaluate generated expressions
and RR in an example-based manner in order to demonstrate compliance
with existing empirical results. Further, in two empirical studies, I will eval-
uate REs generated by the presented mechanism based on understandability
using both task performance and human judgment measures, and the res-
olution of human-produced utterances by PRAGR. In addition, I will use
experimentation on machine-machine interaction as it is used in AI research
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(Spranger and Pauw, 2012; Steels et al., 2005) in order to further evaluate the
potential of the PRAGR mechanism for achieving joint reference in REG and
RR. Finally, further example-based evaluation will be performed to demon-
strate the integration in a dialogue system for allowing referential grounding
dialogues.
Based on the clariﬁcation of the perspective on optimality of REs taken
in this thesis, I will now proceed to discuss the most central criterion of
optimality, namely the concept of the distinguishing description, and how
this concept relates to vagueness in reference. While the discussion mostly
focuses on REG, it also has implications for RR, as is demonstrated for
example by the work of Frank and Goodman (2014), which is described in
more detail in Section 3.1.4.
3.1.3 Vagueness and the Distinguishing Description
The earliest and most fundamental criterion of optimality is derived directly
from the deﬁnition of the classic REG paradigm of the ﬁrst mention distin-
guishing description discussed in Section 2.1. If the scope of REG is restricted
to distinguishing descriptions, then obviously the primary necessary criterion
for judging the optimality of a description is whether it is, in fact, distin-
guishing. This criterion is so strongly enmeshed with classic REG that it is
usually not questioned, and considered a necessary criterion any RE needs to
fulﬁl, rather than part of the optimality deﬁnition. Moreover, this criterion
is usually not deﬁned empirically, but rather formally such that a description
is considered to be distinguishing if it consists of a set of properties which all
hold for the target object, but which do not all hold for any of the distractor
objects (see also the more formal deﬁnition in Section 2.1).
This deﬁnition per se depends on the notion of crisp category member-
ship associated with traditional REG approaches and causes diﬃculties when
dealing with vagueness: if a speaker says the large mouse in a context where
several mice are present, this may not be a distinguishing description in the
strict sense, as the property large holds for all mice to a certain degree.
Nevertheless, the description may be suﬃcient for a listener to identify the
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correct referent. Likewise, the ball to the left of the box may allow for the
listener to easily identify which ball was meant, but if there is another ball
to the left of the box, however marginal its position, that description does
not fulﬁl the strict criterion that the set of selected properties may not ﬁt
any distractor object.
In order to determine how this mismatch between the binary nature of the
distinguishing description criterion on the one hand, and vagueness eﬀects on
the other hand can be resolved, it is ﬁrst necessary to gain a deeper under-
standing of the concept of vagueness in the context of cognition and commu-
nication. Therefore, in the following I will distinguish diﬀerent perspectives
towards the semantics of vagueness and clarify how the work presented in
this thesis relates to these perspectives.
This will be followed by a discussion of diﬀerent approaches to handling
vagueness in reference, and to overcoming the limitations of the concept of
the distinguishing description, and a positioning of this thesis with respect
to the approaches discussed.
In Semantics, vagueness has traditionally been treated by incorporating
borderline cases. For example, three-valued logic assumes that a category can
have members, non-members, and borderline cases (van Rooij, 2011). This
approach has been criticised as it still assumes crisp boundaries between, for
example, members and borderline cases, while the deﬁning characteristic of
vagueness is the lack of crisp boundaries of any kind (van Rooij, 2011).
The approaches I am concerned with here are those which incorporate a
more ﬁne-grained notion of vagueness. van Rooij (2011) categorises these into
degree-based approaches on the one hand, and delineation-based approaches
on the other hand.
Degree-based Approaches
Degree-based approaches (e.g. Kennedy, 2007; Von Stechow, 1984; Zadeh,
1965) assume that each individual is a member of each category to a certain,
measurable, degree, and thus can be assigned a graded membership value.
For example, a given hue can be considered red to a certain degree, and a
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bright shade of red would have a high membership degree for the category
red and a value of 0 (or very close to 0) for yellow. A reddish hue with
a strong yellow tinge, on the other hand, would have a lower membership
degree for red, and a membership degree for yellow which clearly deviates
from 0. This kind of gradedness is also a case of vagueness, in the sense
that there are objects for which, due to low membership grades in several
categories, it is not a priori clear which category should be assigned to them.
Due to the graded category membership, sentences in which these cat-
egories are attributed to individuals, have truth conditions which can be
stated in terms of degrees. This approach was formalised by the work of
Zadeh (1965) who introduced the concept of Fuzzy Sets – sets which are not
deﬁned by member vs. non-member objects, but by membership functions
which assign a degree of membership in the range [0,1] for each object, and
logical operators which allow inferences over such fuzzy sets.
Degree based approaches have the advantage that they allow us to rep-
resent relevant cognitive phenomena of categorisation, as there is a vast body
of empirical research which shows that humans perceive categories as having
graded membership. Diﬀerent individuals may be perceived as being more
or less central to a given category.
These cognitive phenomena have been studied extensively following a
major paradigm shift in the 1970ies which led away from previous assump-
tions that humans distinguish members from non-members of a category by
means of essential features (boundary-based categorisation). Categories are
now typically seen as characterised by an idealisation of what a perfect mem-
ber would be, with membership depending on overall perceived similarity to
this prototype (Mervis and Rosch, 1981).2
In experiments conducted by Posner and Keele (1968) and Reed (1972),
participants faced with artiﬁcial stimuli with high variation in a category
learning task tended to form idealised prototypes based on prior input which
they then used for categorising new examples, thus giving rise to a graded
2Though see Frixione and Lieto (2012) for a discussion of representations via prototypes
vs. stored exemplars.
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membership structure.
While recent work on verbal and non-verbal direction categories has
shown that boundaries do play a role in the representation and perception
of at least some categories (Crawford et al., 2000; Huttenlocher et al., 1991;
Klippel and Montello, 2007; Mast et al., 2014b), there is an overwhelming
consensus that most conceptual and linguistic categories are to some degree
based on prototypes. Research on both natural and artiﬁcial colour cat-
egories (Berlin and Kay, 1969; Rosch, 1973), shape (Rosch, 1973), projective
terms (Gapp, 1995b; Zimmer et al., 1998), verbs (Coleman and Kay, 1981;
Stamenkovic´, 2011) has shown a variety of prototype eﬀects for all these
diﬀerent domains.
These prototype eﬀects can be separated into two diﬀerent types: one re-
gards vagueness, or ambiguous category membership, where due to the peri-
pheral member-status in several categories, an individual can be ambiguous
with respect to which category it belongs to (van Deemter, 2010, pp. 112–
116). The other type of prototype eﬀects regards typicality, where even for
two clear and unambiguous members of a category, one can be considered
a better representative of the category than the other (Rosch, 1973). For
example, a bright red and a slightly more yellowish red may both be unam-
biguous members of the category red, but the bright red may be considered
more prototypical, i.e. more representative of the category as a whole. Thus,
categories can exhibit gradedness without vagueness.
The classical fuzzy sets formalisation of graded category membership fo-
cuses on the ﬁrst type, ambiguity of membership. However, prototype-based
category models such as the one presented by Gapp (1995b) for projective
terms represent both types, as gradedness within areas of non-overlap can be
understood as a typicality eﬀect, while gradedness in the areas of category
overlap constitutes a vagueness eﬀect.
Spranger and Pauw (2012) propose an extreme form of the degree-based
view of categories such that, with increasing distance from the prototype,
the acceptability rating for a category approaches, but never reaches 0 (see
Section 3.1.4).
One problem of degree-based approaches to vagueness is that they do not
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reﬂect very well the intersubjective aspects of language, i.e. that language is
always the result of (implicit or explicit) negotiation within a community of
speakers, and that the graded membership values of one speaker need not be
the same as those of another speaker. The notion of a measurable degree of
category membership gains an objectivist stance if one assumes it is possible
to measure this degree of membership once and for all. On the other hand,
if the degree of membership is taken to represent solely the perspective of a
single speaker, it remains unclear how this relates to the linguistic community
at large.
Delineation-based Approaches
As discussed in Section 2.3.3, humans adapt their use of language and under-
lying conceptualisations to each other in communication (Clark, 1996; Clark
and Brennan, 1991; Garrod and Anderson, 1987; Wilkes-Gibbs and Clark,
1992). Thus whether or not to call an object red is subject to negotiation
and change. This implies that a speaker can never be sure that the listener
shares their conceptualisation of events, and that they make decisions about
how to verbalise events in the face of this uncertainty.
Such issues are handled well by delineation based approaches (e.g. Kamp,
1975; Klein, 1980; Lassiter, 2011; Lawry and Tang, 2009; Lewis, 1970) which
assume that while vague categories do in fact have clear-cut boundaries,
these are usually unknown, or underspeciﬁed, thus constituting an aspect of
uncertainty (Lawry and Tang, 2009). Though the idea of clear-cut boundaries
has historically been associated with an objectivist stance, i.e. implying
clear-cut boundaries in the real world, this approach can also be motivated
from the point of view of adaptation to a (linguistic) community or a given
situation.
To give an example, Lassiter (2011) assumes clear-cut, but unknown
boundaries which are constrained by the norms of the linguistic community at
large, and may be established by a group of interactants within a situation
in the form of conceptual pacts within these constraints. Following these
underlying assumptions, vague meaning is modelled in terms of probability
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distributions over possible languages. As each possible language determines
clear boundaries for each category, the meaning of a category is ultimately
modelled in terms of a probability distribution over the category boundaries.
Within a conversation, interactants may engage in a grounding process where
this probability distribution is successively narrowed down until a more or
less crisp category for the given interaction emerges.
Based on this approach, McMahan and Stone (2015) present a mechanism
for learning colour concepts under the assumption of situationally dependent
crisp boundaries with uncertain positions. Meo et al. (2014) apply this ap-
proach in a system for context-dependent generation and resolution of colour
REs.
This demonstrates how non-objectivist delineation-based approaches as-
sume clear-cut boundaries which are highly context-dependent and often un-
derdetermined. For example, in every speciﬁc situation, there is a unique
cut-oﬀ point between tall and short, but its precise identity may be un-
known to the interactants, and is subject to negotiation, hence it initially
only exists in terms of constraints or probability distribution over possible
boundaries. In contrast to degree-based approaches which focus on the in-
dividual perception and explain cognitive eﬀects of gradedness, delineation-
based approaches are better suited to explain the intersubjective aspects of
semantics.
Positioning of this Thesis
Intuitively, it is plausible to assume that delineation-based approaches in the
Semantics sense correspond to boundary-based representations in the Cog-
nitive Science sense, while degree-based approaches correspond to prototype-
based representations. However, this is not necessarily true. There are
a number of approaches combining prototypes with delineation-based ap-
proaches by deriving category boundaries from prototypes. For example,
Ga¨rdenfors (2004b) suggests deriving crisp category boundaries from proto-
types by Voronoi tessellation, as will be discussed in detail in Chapter 4.
Douven et al. (2013) extend this approach to yield a three-valued logic (see
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Chapter 4).
Eyre and Lawry (2014) propose to combine prototypes with probabilistic
boundaries similar to the possible languages approach by Lassiter (2011). In
their work, probabilistic boundaries are derived from prototype representa-
tions based on the distance of an individual to the prototype, thus combin-
ing prototype representations with delineation-based probabilistic Semantics.
This approach has the advantage of capturing both the graded nature of cat-
egories in perception, and the intersubjective nature of categories in commu-
nication which are subject to diﬀerences and negotiation. Thus, the approach
suggested by Eyre and Lawry (2014) functions as a bridge between the cog-
nitive and the communicative perspectives of categorisation, binding them
together via the intuitive assumption that the more acceptable one member
of the linguistic community considers a category to be for a given individual,
the more likely it is that another member of the community will share the
same conceptualisation, and will thus accept the category as an adequate
description of the individual. This is the perspective that I take in this work,
as will be explained in more detail in Section 3.2.
Notes on Vagueness and the Distinguishing Description
With respect to the concept of the distinguishing description, the two per-
spectives on vagueness described above have slightly diﬀerent implications.
The degree-based perspective implies that when vagueness is involved, there
literally is no such thing as a distinguishing description, but each description
can only be more or less distinguishing. Thus, going back to the example of
the room full of mice, if a speaker says the large mouse in a context where
several mice are present, this description is by deﬁnition not distinguishing
in an absolute sense, as the property large holds for all mice to a certain
degree. However, it may have a higher or lower degree of discriminatory
power (see below). If all other mice are very small, and thus members of
the category large only to a very low degree, the description would be con-
sidered highly discriminatory. If, on the other hand, there are other mice
present which are members of the category large to an almost equally high
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degree as the target mouse that is being described, the description would be
considered to be only weakly discriminatory.
The delineation-based perspective, on the other hand, assumes that there
is a clear distinction as to whether any given description is distinguishing or
not. However, given the incomplete information of a speaker, the best they
can do is to estimate the chances, or probability, that this is in fact the case.
Thus, in the face of one extremely large mouse in a room full of fairly small
mice, they might estimate that probability to be very high, reaching almost
1 perhaps, while in the presence of several fairly large mice, the probability
of the description the large mouse being distinguishing will be estimated to
be much lower.
Finally, an aspect of uncertainty which is not considered in Semantics,
but is also highly relevant to human machine interaction, is uncertainty that
can arise from unreliable sensory data. For example, even if an agent had a
clear deﬁnition of the boundaries of the category red, the available values
of hue, saturation and lightness for a certain object may vary greatly due to
lighting conditions in the environment, posing problems for categorisation.
While this is certainly a highly relevant aspect of uncertainty, especially in
the face of human-robot interaction, it will not be treated explicitly in this
thesis. I do however consider the overall approach of PRAGR to be fairly
robust with respect to such perceptual uncertainty, an issue which will be
addressed in Chapter 6.
3.1.4 Handling Vagueness in Reference
Now that I have clariﬁed the diﬀerent perspectives on vagueness, I will con-
tinue to discuss diﬀerent ways to incorporate vagueness into the generation
and/or resolution of REs. Three underlying approaches for handling vague-
ness and uncertainty in reference with grounded symbols (Steels, 2008) can
be distinguished which I will term (I) the Independent Decision Approach
(IDA), (II) the Global Decision Approach (GDA), and (III) the Modular
Decision Approach (MDA).
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The Independent Decision Approach
The IDA is the most straightforward adaptation of classic REG to vague-
ness. While it considers issues of vagueness and uncertainty in decisions
regarding individual properties, it makes independent incremental decisions
for each property. This approach is pursued by van Deemter (2006), Horacek
(2005), and Kelleher and Kruijﬀ (2005) for generating REs, and by Gorniak
and Roy (2004) for resolving REs. In the IDA, for each property a separ-
ate, crisp decision is made (whether to add the property in REG, and how
to prune the distractor set in RR) as in the classic approach to reference,
but instead of performing a priori, crisp property assignment, properties are
assigned ﬂexibly based on quantitative information representing vagueness
and/or uncertainty.
Van Deemter (2006) proposes an approach which transforms numeric
values into sets of inequalities, e.g. if a mouse is 6 cm long, this may be
transformed to {> 4 cm, < 8 cm, < 10 cm}. The algorithm then generates
superlative expressions for sets of objects, such as the largest 3 mice, by
checking whether there is an inequality which all target objects share, which
is not shared by any distractors. Thus, the same mouse may be called large
or small, depending on the physical and linguistic context: which other mice
are present, which other mice are part of the target set, and which other
properties have already been selected.
Horacek (2005) considers the probability of correct interpretation of each
given property based on term knowledge, perceptual risks, and how likely
the listener is to follow the conceptualisation proposed by using the property
for the given object. A property is only added to the overall RE if it exceeds
a threshold probability of correct interpretation.
Gorniak and Roy (2004) address issues of interpreting combinatory spatial
REs such as the lowest purple on the right hand side by using incremental
ﬁlters. Following a predetermined order, at each step a set of potential
referents of each property is ﬁltered out, based on perceptual information on
the objects.
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Kelleher and Kruijﬀ (2006) apply the IDA to REG with spatial relations.
They divide the acceptability of spatial relations for distractors into three
distinct categories: (a) better ﬁt than the target, in which case the relation
would not discriminate the target from the distractor at all, (b) acceptable,
but worse ﬁt than the target, in which case the relation discriminates the
target from the distractor relatively, and (c) not acceptable, in which case
the relation discriminates the target from the distractor absolutely. Based
on this distinction, they assume a cognitively motivated preference for ab-
solute discrimination over relative discrimination, thus relying only on relat-
ively discriminating relations if no absolutely discriminating relations can be
found.
The Global Decision Approach
The GDA obtains a single, integrated model of attribute selection in REG
by application of Machine Learning to a semantically transparent corpus of
REs paired with perceptual scene representations. Thus, instead of making
a crisp decision for each property, a holistic decision for an entire description
is made based on low-level perceptual features.
Tellex et al. (2011, 2014) train a probabilistic graphical model on a se-
mantically transparent corpus. The model aims to maximise the probability
of a set of groundings (mappings of constituents to real-world objects, loca-
tions, or paths), given a parsed natural language command and a perceptual
model of the environment. The model incorporates factorisation of prob-
abilities based on syntactic structure. Word meanings are modelled using
a total of 147, 274 binary features representing predetermined labels (e.g.,
truck) and a range of simple geometric relations (e.g., distance). The search
space for identifying potential groundings is restricted using topographical
maps to identify salient candidates.
Engonopoulos and Koller (2014) use a log linear model for evaluating
the discriminatory power of an RE for an object x based on a score for its
ﬁt as a weighted sum of features. Here, features are not necessarily models
which determine acceptability for a given concept. They may also be features
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which cover only a certain aspect of one or more concepts, e.g. a feature
might consist of a distance score which may inﬂuence the acceptability of
any projective relation, and relations such as near or away from, thus
diﬀerentiating this approach from the MDA described below.
Golland et al. (2010) present a probabilistic, game-theoretic model for
the selection of reference objects and spatial relations in REG. A rational
speaker estimates the expected utility of an RE in terms of the probability
that a listener would select the correct target for this RE. The authors sug-
gest a learnt listener model, the parameters of which are learnt based on a
semantically transparent corpus of human produced utterances by maxim-
ising the likelihood of the targets, given the spatial relations and reference
objects chosen by the humans. Thus, in a sense, the model presented by
Golland et al. (2010) learns a measure of understandability based on human
produced data. While complex descriptions consisting of chained relational
descriptions are addressed, the model remains restricted to spatial relations
and is not expanded to cover a wider range of properties.
The Modular Decision Approach
The MDA provides some combinatory means of determining the suitability
of an entire RE consisting of multiple properties, based on an evaluation
function of individual properties. Unlike the GDA, which attempts to learn
the parameters for the entire decision process in an integrated fashion, the
MDA models acceptability of features independently of the referential situ-
ation. For REG and RR, a combinatory scoring mechanism is used which
takes into account property acceptability, situational context, and referential
goals. The MDA has become popular in recent work, and a number of sys-
tems following this approach have been proposed during the time taken to
complete this thesis, the most relevant of which I will brieﬂy introduce here.
Frank and Goodman (2012) present a Bayesian Model of pragmatic reas-
oning in language games that demonstrates how probabilistic inferences may
improve RR. They model the probability of a speaker using a particular de-
scription to refer to a given object as the surprisal of this description – i.e., its
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both.
Meo et al. (2014) present a method for context-dependent generation and
resolution of colour REs using crisp boundaries with uncertain positions.
Their model learns the probability distribution of category boundaries from
descriptions of colour swatches elicited from human subjects. Based on this
distribution, it aims to jointly maximise Discriminatory Power and Accept-
ability of colour descriptions in the given context by estimating the likelihood
of category boundaries which include the target object, but exclude the dis-
tractor. Meo et al. (2014) integrate diverging preferences for diﬀerent colour
terms by evaluating the relative frequency of a category, given that it is true
of a point in colour space. The work by Meo et al. (2014) however does
not deal with the generation or interpretation of complex REs with diﬀerent
property types.
Spranger and Pauw (2012) propose a system for REG and RR which
uses graded acceptability values for properties based on similarity to proto-
types. With increasing distance from the prototype, the acceptability rating
for a category approaches, but never reaches 0. The mechanism is capable
of dealing with cases of non pareto-optimal property combinations by us-
ing multiplicative scoring for combined properties. As Spranger and Pauw
(2012) demonstrate in language game experiments with robots, their lenient
approach to vague semantics allows the agents to overcome perceptual devi-
ation, and thus yields higher communicative success than a crisp approach
based on Voronoi tessellation.
Funakoshi et al. (2012) employ Bayesian networks for RR which estimate
the probability with which a given RE refers to a particular entity. The
probability that a given word or multi-word utterance refers to a particular
object is dependent, among other factors, on the assumption of a reference
domain d. A reference domain may be the entire scene, or a group of objects
which stands out perceptually or was referred to earlier in the dialogue. Thus,
an expression such as the right one can refer to the rightmost object in the
entire scene, or to the rightmost of a certain subset of objects, depending on
what the relevant reference domain is, allowing the understanding of context
dependent properties. The authors note that the application of this or similar
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approaches to REG would be desirable (Funakoshi et al., 2012, 244), but no
speciﬁc suggestions beyond full search are made for this.
Roy (2002) proposes the DESCRIBER system which is capable of learning
perceptually grounded categories and using them for REG. The system learns
meaning of linguistic terms from pairings of images with a target object and
linguistic descriptions of that object. Words are bound to perceptual features
based on clustering, and Acceptability is modelled as a multivariate Gaussian
function based on the selected features.
REG in this system is driven by, and integrated with, surface realisation.
Based on learnt syntactic constraints over the formed word classes, for a given
description length the most likely sequence of word classes is estimated. Then
for each word class, the most likely word is determined by comparing the ﬁt
of the utterance for the target object to its ﬁt for possible distractor objects.
The ﬁt of the whole description is the product of the ﬁt of each word in
the description. The best description is the one which jointly maximises
syntactic and contextual constraints.
Comparison of Approaches
The IDA clearly has the advantage that it can rely on the concept of distin-
guishing description, and the existing REG algorithms. Thus, it can provide
a simple, computationally eﬃcient method for handling symbol grounding
and vagueness in reference. On the other hand, this also leads to some
problems. Due to the independent nature of decisions, for each property,
some minimal discrimination threshold has to be set – the granularity of
the inequalities (van Deemter, 2006), the minimal discrimination improve-
ment (Horacek, 2005), or the ﬁltering threshold of the composer functions
(Gorniak and Roy, 2004). Beyond this, the size of the contrast in a given
dimension is not considered. Thus, in situations like Figure 2.1a (p. 22)
above, highly contrastive properties would be handled exactly like those just
above the threshold.
This solution can cause problems for handling combinatory descriptions.
As van Deemter (2006) notes, handling combinations such as the tall fat
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giraﬀe which are not pareto-optimal – i.e., the giraﬀe in question is neither
the tallest, nor the fattest, but the best candidate for the combination of both
– causes diﬃculties for this approach, as quantitative information regarding
the size of contrast in each domain is lost at the combination stage. In
the case of reference resolution (Gorniak and Roy, 2004), this can lead to
faulty intermediate pruning decisions and thus require search to identify the
most plausible interpretation. For example, despite being able to handle
spatial relations like below and to the right of, the model proposed
by Gorniak and Roy cannot handle descriptions such as below and to the
right (Gorniak and Roy, 2004, p.442). In contrast, the MDA and GDA
handle such tall fat giraﬀe cases straightforwardly and without backtracking,
both in REG and RR. Due to the inherent inability of the IDA to handle
combinatory descriptions in a satisfying manner, I conclude that a binary
notion of discrimination – either a description discriminates the target from
a given (set of) distractor(s), or it does not – is not suﬃcient for handling
reference in the face of vagueness and perceptual deviation, as they occur in
realistic settings.
The GDA has the advantage that the integrated suitability function takes
into account any dependencies between diﬀerent property models, and can be
trained directly from description data. However, the latter can also be seen
as a disadvantage, as this requires semantically transparent training data
that distributes across all objects and all potential contexts, in order to learn
the integrated suitability function. Thus, for each new application scenario,
a new training corpus of considerable size is needed which is problematic due
to the high cost involved in gathering semantically transparent corpora.
The MDA, on the other hand, provides mutually separated acceptabil-
ity functions for individual properties. Models can be manually designed
to handle the speciﬁcs of each feature domain while machine learning can
be applied to optimise parameters of the individual components. Likewise,
models of linguistic and visual salience can be manually designed and op-
timised with machine learning (Kelleher, 2011). Each model can be trained
separately, based on more easily available acceptability judgments on indi-
vidual attributes. It is to be expected that most models can be transferred
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to new application scenarios, as the integrated scoring mechanism handles
the integration of scores under consideration of the speciﬁc context. It may
be necessary to learn weights for integrating features for new application
scenarios, but a relatively small corpus should be suﬃcient for this purpose.
For these reasons, with PRAGR I follow the MDA, providing individual
property models and a probabilistic integrated mechanism to calculate appro-
priateness of descriptions based on the acceptability of individual properties.
Spranger and Pauw (2012) provide successful evaluation of robot-robot com-
munication with spatial relations using this approach, while Meo et al. (2014)
demonstrate the ability of their approach to mimic human decisions for dis-
criminatory colour naming. In an example-based evaluation, Kelleher (2011)
demonstrates the ability of his system to successfully handle one-anaphora.
While all of these authors in principle enable combinatory evaluation of com-
plex REs with multiple property domains, I am not aware of any evaluation
which empirically demonstrates their ability to successfully generate and/or
interpret such complex REs with several diﬀerent vague property domains
and spatial relations. The aim of this thesis is to ﬁll this gap by developing
and evaluating such an integrated reference handling mechanism.
Discriminatory Power in the Context of Vagueness and Probability
Any REG system following the MDA requires some global measure of good-
ness of an RE. As I have discussed above, the concept of the distinguishing
description does not suﬃce, as the question whether a given property distin-
guishes a target from a given distractor is not answered in a binary way by
the MDA. A key concept that has been used in diﬀerent variants to this end
is the concept of Discriminatory Power. Discriminatory Power is a measure
of how much a description contributes to distinguishing the target from the
distractor set.
Within the paradigm of crisp categories, the concept of Discriminatory
Power has been used by Dale (1989, 1992) as the foundation for the Greedy
Heuristic Algorithm (GH). Dale (1989) deﬁnes the Discriminatory Power
F ∈ [0, 1] of an attribute-value pair 〈a, v〉 which is true of the intended
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referent.F can be determined by the equation:




where N is the number of objects in the distractor set, and n the number
of objects in the distractor set for which 〈a, v〉 is true. A value of F =
0 means the attribute-value pair contributes nothing to discriminating the
target, while with increasing F the contribution of the property is larger,
and a value of F = 1 means it uniquely identiﬁes the target. Based on
this deﬁnition, the GH iteratively selects the attribute-value pair with the
highest discriminatory power based on the set of remaining distractors, until
a discriminating description has been found.
A probabilistic variant of Discriminatory Power has come up in the game-
theoretic approach to reference which applies the idea of Wittgensteinian lan-
guage games (Wittgenstein, 1953) to reference 3. Game Theory is a frame-
work used within a broad range of disciplines, such as biology, psychology,
economics and computer science. It encompasses “the study of mathemat-
ical models of conﬂict and cooperation between intelligent rational decision-
makers” (Myerson, 1991). A core idea of Game Theory is hypothetical reas-
oning and evaluation of the opponent’s or collaborator’s potential actions
by an agent in order to inform their own decision making. The domain of
reference is well suited to this framework, as it involves the necessity of two
individuals to make decisions (generating and resolving REs) within a co-
operative setting with a joint goal. Moreover, as discussed above, humans
have been shown to engage in this kind of reasoning about their interlocutor
to some degree (e.g., Frank and Goodman, 2014).
Researchers following the MDA for integrating vagueness and uncertainty
into REG have used diﬀerent variants of Discriminatory Power. In the work
by Spranger and Pauw (2012), Discriminatory Power is the distance between
the acceptability of a combined score for the target, and for the closest dis-
3The work by Spranger and Pauw (2012), which also follows the language game ap-
proach, will be discussed below
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tractor. For Meo et al. (2014). Discriminatory Power is the probability
that category boundaries fall in such a way that the description includes the
referent, but excludes the distractor.
In this thesis, I will build on these ideas and provide a deﬁnition of Dis-
criminatory Power which includes vagueness. I will provide an explicit prob-
abilistic model which creates a link between graded acceptability of categories
and the discriminatory power and the appropriateness of a description. Fur-
ther, following the fundamentals of Bayesian statistics, I will provide an ac-
count of the relationship between the acceptability and discriminatory power
of simple descriptions to those of complex descriptions involving several ob-
jects and properties. This approach will be spelt out in detail in Section
3.2, though the underlying idea is as follows: if a given description suits the
target object very well (the red ball for an object which is a prototypical
ball coloured a prototypical shade of red), but does not suit any distractor
well at all (e.g. all distractors are green boxes) the Discriminatory Power of
the description is high. The less well the description suits the target object
(e.g. the object is a less typical ball, or has a non-prototypical shade of red),
and the more distractor objects it suits better (e.g. there are one or more
objects in the scene which are also red balls to some degree), the lower the
Discriminatory Power of the expression. While the probabilistic mechanism
presented here does not inherently rely on a particular way of representing
uncertainty, in this thesis I will use a prototype-based approach which will
be described in Chapter 4.
3.1.5 Further Aspects of Optimality
Whether crisp or not, the principle of the distinguishing description or Dis-
criminatory Power on its own is not suﬃcient to determine the optimal set
of properties. Theoretically, mentioning all properties that are acceptable
for a given referent (to a certain degree) would always lead to a distinguish-
ing description, unless there was a distractor present for which all these
properties are true as well – in which case it would be impossible to cre-
ate a distinguishing description (Krahmer and van Deemter, 2012, p. 178).
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Therefore, all approaches to REG incorporate further criteria of optimality.
As discussed above, the criterion of human-likeness is not considered here. A
further aspect mentioned above is salience, which does not constitute an op-
timality criterion in the direct sense – it does not make sense to require REs
to be more or less salient, in fact it is not even clear what that would mean.
However, salience is relevant in that, similarly to vagueness, it constitutes a
concept that should be taken into account in the optimality deﬁnition. In
other words, in a deﬁnition of optimality that is suitable to situated inter-
action, the salience of diﬀerent objects mentioned in a descriptions should
impact the evaluation of that description. Thus, if a description mentions
a highly salient object as a reference object, it should be considered better
than a description that mentions an object with low salience. For the sake
of the current argument, it suﬃces to note that the optimality deﬁnition
presented in this work provides a means to incorporate object salience. The
implications of this will be discussed in detail in Section 5.1.4.
Finally, there is the criterion of brevity. Based on the ideal of under-
standability which is adopted in this thesis, early REG work such as the Full
Brevity Algorithm (FB) (Dale, 1989), aimed at reducing the cognitive load
of the listener. Based on Grice’s Conversational Maxim of Quantity: “do not
make your contribution more informative than is required” (Grice, 1975, p.
45), this approach attempts to ﬁnd the distinguishing description with the
least number of properties, i.e. the shortest description4. The underlying
assumptions are that longer descriptions are harder to process per se, and
that by violating the Maxim of Quantity, they may give rise to unintended
conversational implicatures, thereby causing confusion. While the FB per-
forms a full search, always yielding the shortest distinguishing description
at the price of high computational complexity, the GH approximates this by
successively adding the most informative property to the description, thus
exploiting the concept of Discriminatory Power discussed above.
4Obviously, this is a simpliﬁed view of brevity of descriptions, as the expression of some
properties may be more verbose than that of others. However, since surface realisation is
not the focus of this work, I will adopt this view of brevity for the sake of the argument.
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The use of brevity as an optimality criterion has received much criticism,
based on empirical evidence that humans in fact tend to produce redund-
ant REs with more properties than are strictly needed for identifying the
target object (Mangold and Pobel, 1988; Olson and Ford, 1975; Pechmann,
1984, 1989). Pobel et al. (1988) give an overview of empirical research which
shows that speakers over-specify descriptions either in order to make pro-
duction easier for themselves, or to make reference resolution easier for the
listener. With respect to understandability, further empirical work shows
that under certain conditions, over-speciﬁcation can speed up identiﬁcation
(Arts et al., 2011; Engelhardt et al., 2006; Sonnenschein, 1984). Speciﬁcally,
over-speciﬁcation seems to be helpful if the additional property adds inform-
ation which reduces the search space, or helps the listener complete a mental
image of the referent (Arts et al., 2011).
To conclude, while brevity is obviously a relevant aspect of optimality in
REG, it is by no means the single most important aspect. In this work, I will
use brevity as a secondary criterion which may be used to enforce a decision
between otherwise equally acceptable expressions. Moreover, as will be shown
in the following section, by virtue of probabilistically representing category
acceptability, in PRAGR any property which is less than perfect for a given
object automatically increases the cost (or lowers the appropriateness) of the
RE as a whole, thus increasing the likelihood of the system choosing short
descriptions, if these provide suﬃcient discriminatory power.
3.2 Probabilistic Mechanism
In the last sections of this chapter, I have provided motivation for deﬁning
the optimality of an RE in terms of understandability, by using a graded
measure of Discriminatory Power and allowing for the integration of salience
eﬀects into the core mechanism. In the following, I will present the core
mechanism of PRAGR, before turning to more detailed descriptions of the
identiﬁed challenges for REG in the next chapters.
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3.2.1 Core Concepts of PRAGR
The core concepts of PRAGR are Acceptability and Discriminatory Power
which I will deﬁne in the following.
The meaning of Acceptability is twofold. On the one hand, the Accept-
ability of a description reﬂects the graded acceptability of the description for
the given object, as perceived by the agent, i.e. the willingness of the agent
themself to accept red as a valid conceptualisation of the object in question.
This corresponds to the degree-based notion of vagueness. On the other hand,
it can be viewed as the conditional probability P (D|x) that the interlocutor
would accept description D for object x, following the delineation-based ap-
proach. Thus, the link between both approaches is provided by the intuitive
notion that the more central the perceived feature of the object is in the
individual’s model of the qualitative property, the higher the chance that
other individuals would accept this qualitative property for the object in
question. An object which an agent perceives as a perfectly prototypical ball
in a perfectly prototypical shade of red is more likely to allow another agent
to follow the conceptualisation as {red(x), ball(x)} than an object which
only vaguely looks like a ball to this agent, and appears to have a marginal
shade of red.
The reason for this two-fold interpretation is that on the one hand, it
pertains to the conceptual system of an individual where categories can have
graded membership, and on the other hand it pertains to hypotheses an in-
dividual will make regarding communicative options and their likelihood for
success. Thus, a speaker may consider a colour a good member of the cat-
egory mauve, but still estimate chances of their interlocutor following this
conceptualisation as low, because they know the interlocutor to be colour
blind or not very knowledgeable regarding sophisticated colour terms. While
in the current implementation, a direct transfer from perceived graded cat-
egory membership to evaluation of communicative potential is assumed, in
principle a further step of processing needs to be assumed which allows for
divergence between those two aspects.
As far as the reference handling mechanism itself is concerned, the reas-
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ons for reduced acceptability are irrelevant. Acceptability thus provides the
interface between the individual property models which will be described
in more detail in Chapter 4, and the reference handling component. From a
technical perspective, Acceptability provides the interface between knowledge
representation and content selection. On the theoretical side, Acceptability
provides the link between individual cognition and categorisation on the one
hand, and social interaction and communication on the other hand. Using
Acceptability as an interface between property models and reference hand-
ling mechanism ensures that the system remains modular, allowing diﬀerent
models of features depending on domain characteristics. For example, there
is good reason to assume that graded properties need to be modelled diﬀer-
ently from colour. Also, this modularity enables compatibility with diﬀerent
applied systems which may use diﬀerent property models depending on avail-
able resources, e.g. diﬀerent kinds of sensors or perceptual-level processing.
At the same time, by using a probability value rather than a binary dis-
tinction, the core reference handler retains much of the relevant information
needed in order to make strategic use of graded category acceptability for
REG.
For the sake of spelling out the core mechanism of PRAGR and the
probabilistic optimality deﬁnition for REG, we can simply assume at this
point that P (D|x) ∈ [0, 1] is deﬁned for each primitive feature, i.e., for each
object and feature the mechanism is provided with a number between 0 and
1 that determines the respective feature acceptability for this object.
Discriminatory Power, on the other hand, measures the degree to
which a description D can discriminate the intended target object x from
its distractors, in terms of the degree-based approach, or the conditional
probability P (x|D) that the listener would identify the correct object x,
given description D, from a delineation-based perspective. Using the well-
known Bayes’ theorem, it is possible to express P (x|D) in terms of P (D|x),
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where P (x) is the prior probability of the object, i.e. the probability that,
if one randomly chose an object of the given scene, one would pick x. In a
simple model, we can assume an equal probability of being selected for each
object, thus defaulting to P (x) = 1
N
, where N equals the number of objects
in the context. In the extension of the model presented in Section 5.1.4,
P (x) incorporates the Salience of the object, as more salient objects will be
noticed more easily and therefore have a higher chance of being randomly
selected.
The prior probability of the description, P (D), gives the probability that




P (D|xi)P (xi), (3.3)
which, under the simplifying assumption of equal probability of all objects







To summarise the deﬁnition of P (x|D), the better D ﬁts x, and the less
well D ﬁts the other objects in the context, the higher the Discriminatory
Power P (x|D) of the description for this object.
3.2.2 Referring Expression Generation
Based on this model and considering the thoughts on Discriminatory Power
discussed above, one may assume that the speaker intends to optimise Dis-
criminatory Power, thus choosing the most discriminating description. How-
ever, this approach would have the undesired side eﬀect of aiming to determ-
ine the one description that cannot be interpreted wrongly. Therefore, all
possible features of an object would be exploited to compile a description,
even if they were not very good descriptions for the object per se, yield-
ing a long and inadequate description of the object. Human speakers prefer
descriptions which suit the target object well, as shown for example in the
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preference of subjects for prototypical spatial relations (Carlson and Hill,
2009). Further, as the goal of producing an RE is not only discrimination,
but also the achievement of grounding, i.e., an agreement on how to con-
ceptualise the objects in the environment, this goal needs to be taken into
consideration, too.
Therefore, we need to counterweight P (x|D) by Acceptability, assuming
that a speaker intends to produce a description that is both discriminating
and acceptable. This leads to the concept of Appropriateness as a weighted




(1− α)P (x|D) + αP (D|x)
)
(3.5)
Thus, the best description D∗ is deﬁned as that description which maxim-
ises the weighted combination of Acceptability P (D|x) and Discriminatory
Power P (x|D), where the model parameter α determines the relative weight
of Acceptability vs. Discriminatory Power. A higher value for α corresponds
to a stronger weight of acceptability.
3.2.3 Reference Resolution
Regarding RR, in this work I assume a naive listener who, given a description




Frank and Goodman (2014) show that a more sophisticated listener may
improve communicative success by engaging in counterfactual reasoning. As
the focus of this work lies on REG, this possibility is not further explored
here.
3.2.4 Complex Descriptions
A key advantage of using a probabilistic approach is the straightforward
extension to complex descriptions. In the probabilistic model presented in
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this thesis, descriptions are sets of tuples that relate feature domains (color,
size, location, etc., called features henceforth) to respective feature values
(red, large, left) for an object in the scene. Technically speaking, a
description is a set of triples
D := {(o1, f1,1, v1,1), (o1, f1,2, v1,2), . . . (on, fn,m, vn,m)}
that relates scene objects o1, . . . on, feature domains fi,j and feature values
vi,j.
The probabilistic model can be applied to descriptions of arbitrary com-
plexity, i.e., any size of set of object/feature/value mappings. A prerequisite
for this is to assume that the acceptability of diﬀerent features is stochastic-
ally independent. For example, the probability of a human accepting that
a door is red (colour feature) is assumed to be independent of the prob-
ability of accepting that the door is large (size feature). Obviously, this
assumption of independence is an idealisation, as for example the feature
size may well correlate to some degree with other features such as height
for certain types of objects. However, for the sake of practical implement-
ation the assumption of independence is a reasonable choice to make. It
allows complex descriptions to be separated by feature domains, while the
practical consequences of potential feature correlations for the task of REG
are of limited relevance for the work presented in this thesis. Based on
this assumption of independence, P (D|x) of arbitrarily complex descrip-
tions can be determined by multiplying single object/feature domain/value
triples: P (D|x) = P (f0|x) · . . . · P (fn|x), where each fi stands for a single
object/feature domain/value triple.
When looking at spatial descriptions, it is also necessary to consider de-
scriptions involving multiple objects, as the reference object needs to be
described, too. As an example, if the speaker says the ball to the right of the
red box, the description of the reference object – the red box – becomes part
of the whole description. As this extension poses a number of interesting
challenges, it will be discussed in detail in Chapter 5.
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3.2.5 Some Notes on Acceptability
In the light of recent research, some design decisions made in the development
of PRAGR regarding the handling of Acceptability need to be justiﬁed. In
particular, the fact that Acceptability is an amalgamation of two distinct
probabilistic concepts. Secondly, regarding the way in which Acceptability
values of 0 are handled in this thesis.
Dual Function of Acceptability
In this work, Acceptability to some degree is an amalgamation of two distinct
probabilistic concepts. Strictly speaking, one should distinguish P (Dsaid|x)
and P (Dtrue|x), where P (Dsaid|x) is the value to be used in the equation for
deriving Discriminatory Power given above, while being itself derived from
P (Dtrue|x).
In line with this perspective, Funakoshi et al. (2012) do not use the results
from the property models directly for deriving Discriminatory Power, but
derive a probability distribution for P (dsaid|x) by normalising over all possible
properties for an object, plus a value for Ω indicating the use of any other
feature. This is technically a cleaner solution than using non-normalised
probabilities as done with PRAGR.
However, this normalisation leads to some counter-intuitive eﬀects that
impact the usefulness of generated descriptions: P (dsaid|x) as derived from
P (dtrue|x) by normalisation over all possible properties of an objects yields
lower values if most available properties for the object have high Accept-
ability values. This means that two objects with identical un-normalised
Acceptability may receive vastly diﬀerent values for P (dsaid|x), a fact which
may lead to over- or underestimating Discriminatory Power of a given de-
scription: assuming the unlikely scenario of a scene of exactly two objects,
where one has acc(red) = 0.9 and acc(large) = 0.9, but another has
acc(red)= 0.1 and acc(large)= 0.1, with no other properties speciﬁed,
both have P (red|x) = 0.5 and P (large|x) = 0.5, thus the large red object
would be deemed not discriminatory at all in this scenario.
In particular when generating REs with relations, this may lead to un-
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derestimating the potential for discriminating a reference object which has
a large number of highly suitable features and selecting instead a reference
object with less suitable features.
The problem can be ameliorated by ascertaining for each attribute that
the Acceptability values of all its possible values always add up to the same
score (e.g. for the domain size the Acceptability values of large and small
always add up to 1). In terms of Conceptual Spaces this implies that pro-
totypes of categories are evenly distributed within a conceptual space. In
practice, this requirement is hard to guarantee, e.g., for the colour do-
main. Further, if this is achieved, the normalisation has no relevant eﬀect.
Finally, from a semantic perspective, the normalisation performed by Fun-
akoshi et al. (2012) implies that only one property would be used to describe
an object which does not seem reasonable.
For these reasons, I have chosen to follow the assumption that P (Dsaid|x)
correlates linearly with P (Dtrue|x), implying that objects which have no good
properties will be less likely to be described at all. Technically in order to
derive P (Dsaid|x), P (Dtrue|x) should be normalised by an unknown constant
C which can be omitted due to having no relevant eﬀect.
Throughout this thesis, I use the term Acceptability, omitting P (Dsaid|x)
for convenience, although the distinction may need to be made explicit for
future versions of PRAGR, for example if diﬀerent preferences for individual
attributes or properties are to be integrated, as has been done in similar work
by Meo et al. (2014).
Handling Acceptability Values of 0
As discussed above,Acceptability values are combined multiplicatively, thus
P (D|x) = P (d1, . . . , dn|x) = P (d1|x) · . . . · P (dn|x). This has the eﬀect that
containing one concept with an Acceptability of 0 sets the acceptability of
the entire description to 0. While in principle reasonable – after all, calling a
ball which can under no circumstances whatsoever be considered to be red
the red ball is blatantly unacceptable. However, this approach obscures the
fact that the description the red ball is still more likely to ﬁt a green ball
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than it is to ﬁt a green poodle, a distinction which is important for robust
RR.
Engonopoulos and Koller (2014) combine Acceptability scores by weighted
addition, where the weighting reﬂects how sensitive a particular feature is to
errors – an error on type may be more drastic than one on size. In RR,
the additive approach ensures that a single property of zero acceptability
does not prevent the system from determining the most likely referent. For
REG, the additive combination implies that the presence of very badly ﬁt-
ting properties has a fairly small inﬂuence over the description as a whole.
In the extreme case, this leads to a counter-intuitive eﬀect where, given any
description D, adding a property p which has a very low acceptability (e.g.
e−8) will increase the acceptability of that description. Regarding Discrim-
inatory Power, adding a property with Acceptability 0 for the target and for
all distractors (i.e. a property which doesn’t ﬁt any object in the scene),
would not impact discriminatory power negatively, as the acceptability of
the combined description for all objects would remain exactly the same. In
practice, this is not a big problem, as properties with Acceptability of 0 can
be excluded from consideration a priori, but conceptually it is not an ideal
solution.
Funakoshi et al. (2012) ameliorate the problem of 0 values for Acceptab-
ility by adding an intermediary step between concept and word, where each
word is given a small probability  of having been caused by some unknown
other concept with Ω being the likelihood that the object is being described
using this unknown concept. Thus, a small value  · P (Ω|x) is added to each
individual word acceptability before performing the multiplication. This en-
sures that the acceptability of a complex description is never 0, thus still
allowing diﬀerentiation of an object for which one word of the description
does not ﬁt at all from one for which several words do not ﬁt at all. A sim-
ilar solution can be achieved by setting a minimum value for acceptability
and assigning all concepts that are not acceptable this minimal value. This
approach has been used for the evaluation studies presented in Chapter 6.
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3.3 Evaluating the Basic PRAGR Mechan-
ism
Now that the basic PRAGR mechanism has been introduced, I will proceed
to perform an example-based evaluation of PRAGR in a number of simple
scenarios in order to demonstrate the ability of PRAGR to generate useful
REs in the face of vagueness.
In order to generate REs, PRAGR requires a probabilistic mapping of
objects to properties – the acceptability of the properties for the given object.
While the quality of the generated REs is impacted by the quality of the
property models, PRAGR itself does not impose restrictions on the way this
mapping is achieved, as long as each property-object pair is mapped onto a
number in the range [0,1] which represents the probability of the interactant
accepting the given property for the object.
Therefore, for the purpose of evaluating the basic mechanism with illus-
trative examples, it is suﬃcient to describe two simple property domains.
An extensive discussion of the approach towards property modelling used in
this thesis, and an overview of all models used for further evaluation will be
given in Chapter 4.
As discussed in Section 3.1.4, PRAGR follows the Modular Decision Ap-
proach (MDA) to reference with graded properties. Building on the com-
parison of the diﬀerent approaches in that section, I will now proceed to an
example-based evaluation, demonstrating that PRAGR as a representative
of the MDA is capable of handling those aspects of gradedness which pose
problems for the IDA. First, I will present an implementation of PRAGR in a
world of dogs of diﬀerent height and corpulence, modelling the features height
and corpulence and integrating them into PRAGR. Then I will demonstrate
that PRAGR is capable of (1) handling global and local context in an in-
tegrated fashion, (2) modelling the preference for properties with a higher
target-distractor contrast, and (3) handling the tall fat giraﬀe scenario in a
reasonable fashion.
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3.3.1 Property Models
Both height and corpulence are graded properties in the sense discussed
by van Deemter (2006). For each property, there is only one relevant di-
mension – physical height for height and the ratio of weight to height for
corpulence. The main diﬃculty lies in the context dependence of graded
properties.
According to van Deemter (2006) acceptability of graded properties de-
pends on both local and global context. The inﬂuence of local, or situational
context concerns the potential distractors present in the scene: considering
a pack of small cats, even a medium-sized cat may be called large. As van
Deemter (2006) further points out, whether an object is tall or short also
depends on global context – the restrictions imposed by the category of an
object upon the evaluation of its graded properties: “[if] Hans’s and Fritz’s
heights are 210 and 205 cm, respectively, then it seems questionable to de-
scribe Fritz as the short man, even if Hans is the only other man in the local
context” (van Deemter, 2006).
However, it makes sense to assume that for the acceptability of a graded
property in a descriptive sense, i.e., the degree to which the descriptive ut-
terance This dog is tall. is acceptable, only the global context is relevant –
whether this particular dog is tall for a dog. In contrast, the local context
concerns the appropriateness of using a given term in an RE, as in bring me
the tall dog. If the dog in question is the tallest dog in the scene by some
relevant margin, the RE is appropriate, even if the dog is not tall per se,
as it has suﬃcient Discriminatory Power for the given purpose. Based on
this reasoning, only the global context should be considered for modelling
acceptability for PRAGR, while local context should be left for the PRAGR
mechanism to handle in terms of appropriateness, mediated by Discriminat-
ory Power. Thus, even without considering local context when determining
acceptability values, PRAGR should use the property tall for a given dog,
even if it is fairly short for a dog per se, as long as tall discriminates the
dog in the given context. At the same time, basing acceptability on global
context allows the system to choose the more acceptable property when two
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order to calculate the Acceptability of the property. A sensitivity parameter
determines how fast Acceptability declines with increasing distance from the
prototype. In the examples given in this section, the sensitivity of height
is set to 0.025. Feature modelling, the similarity equation, and the rationale
behind parameter settings are explained in detail in Chapter 4. For the
purpose of the current evaluation, it is suﬃcient to know that the model
returns Acceptability values ∈ [0, 1] which will be listed for each example.
Corpulence is modelled accordingly, using the weight-height ratio in kg/cm
as a basis for modelling: corp = weight/height. In our dog world, dogs can
have a corpulence between 0.1 kg/cm and 1 kg/cm. The dog with the highest
possible weight/height ratio (1 kg/cm) is considered the prototype for fat,
while the dog with the lowest weight/height ratio (0.1 kg/cm) is considered
the prototype for skinny. In the examples shown here, the sensitivity of
corpulence is set to 2.2 (again, see Chapter 4 for a discussion of how
parameters were set).
Note that the large diﬀerence in sensitivities for height and corpulence
originate in the fact that they use diﬀerent units of measurement. The values
were set ad hoc such that all properties cover an acceptability range from 0.14
to 1.0. No claim is made here that this setting corresponds best to human
judgment. Appropriate settings for sensitivity should ideally be derived from
human acceptability judgments. Accordingly, the judgments of PRAGR for
discriminatory power may deviate slightly from human judgment. However,
these values serve well enough to demonstrate the functioning of PRAGR in
principle, and to show how numerical values in relevant dimensions can be
transformed to acceptability values, and how the evaluation of discriminatory
power results from those acceptability values.
3.3.2 Interaction of Global and Local Context
First, I will demonstrate how the proposed model, using acceptability values
based entirely on global context, nevertheless considers local context in order
to determine the appropriateness of an RE. Scenario 1, as represented in
Figure 3.3 and Tables 3.1 and 3.2, presents a scene with two dogs. Figure 3.3
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short, as can be seen in Table 3.1 – remember that dogs in this world can be
from 10 cm to 100 cm tall, while the speciﬁc dogs shown here are 90.97 cm and
99.35 cm tall, respectively. Nevertheless, in order to identify dog 1, we would
expect an eﬀective REG algorithm to call it the short dog rather than the tall
dog, as the latter would not allow a listener to identify the intended target
object. Table 3.2 shows that the discriminatory power of the concept short
for dog 1 calculated by PRAGR improves chances of selecting the correct dog
over chance (0.55, where chance would be at 0.5). As the PRAGR algorithm
was called with α = 0, indicating that discriminatory power alone should
determine Appropriateness, PRAGR chooses the description the short dog
for dog 1, providing an eﬀective description of the animal.
Compare this to scenario 2, described in Figure 3.4 and Tables 3.3 and
3.4, where a much shorter dog than the one just described as the short dog,
namely dog 1 in Figure 3.4 is described as the tall dog, because in this case
the distractor is smaller, and the tall dog has a high discriminatory power:
P (o1|D) = 0.68. These two examples show clearly how the principle of Dis-
criminatory Power allows the consideration of local context for REG while
using Acceptability values derived solely from global context. Thus, PRAGR
generates expressions which are in line with van Deemter’s (2006) observa-
tions regarding local context, without requiring this to be explicitly modelled
in the Acceptability of the properties. This allows a clear separation between
the Semantics of a graded adjective as represented by its acceptability func-
tion, which should be based on global context (i.e., how tall a dog is for a
dog), and the Appropriateness of using that adjective for referring to an ob-
ject in a given context. By increasing α, the inﬂuence of Acceptability, and
thereby global context, can be increased, an issue which will not be explored
further at this point.
3.3.3 Target-Distractor Contrast
As discussed in Section 2.3.3, when two diﬀerent graded attributes are avail-
able to identify an object, humans select the property with the largest object-
distractor contrast (Hermann and Laucht, 1976). If we look at Figure 3.4,
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by PRAGR for dog 1 is much higher than that of tall (0.84 as compared
to 0.68). As expected, PRAGR describes dog 1 as the skinny dog.
In contrast to this behaviour, as discussed in Section 3.1.4, the Global
Decision Approach (GDA) does not consider diﬀerences in discriminatory
power between diﬀerent properties beyond checking whether each property
reaches a predetermined minimal discrimination threshold. Thus, the GDA
cannot achieve the subtle distinctions made by PRAGR in the scenarios
described here.
3.3.4 Handling the Tall Fat Giraﬀe
As van Deemter (2006) argues, an REG mechanism which handles graded
properties should generalise to combinations of graded adjectives such as the
tall fat giraﬀe which “might describe a referent that is neither the tallest
nor the fattest giraﬀe, as long as a combination of height and fatness singles
it out” (van Deemter, 2006, p. 199). In Section 3.1.4, I argued that a
Modular Decision Approach such as PRAGR handles tall fat giraﬀe cases
straightforwardly, both in REG and RR, a claim I will substantiate in the
following with scenarios 4, 5, and 6.
Scenario 4 (Figure 3.6, Tables 3.7 and 3.8) is a scene of four dogs. Figure
3.6 shows a visual representation and the description generated by PRAGR
for each dog. Measurements and acceptability values for individual properties
are given in Table 3.7, while Table 3.8 shows Acceptability and Discrimin-
atory Power for potential descriptions for the diﬀerent dogs. As in the prior
scenarios, each dog was described independently by PRAGR, with α = 0.
Unlike the prior examples, descriptions of up to two properties were allowed
in order to examine PRAGR’s treatment of combinations of properties.
Dog 2 is neither the tallest nor the fattest dog in the scene – dog 4
is taller, while dog 3 is fatter than dog 2. To my knowledge, no empirical
research on human behaviour in producing or interpreting expressions in
such tall-fat-giraﬀe scenarios has been conducted, therefore the assumptions
of which descriptions are reasonable can only be based on my own intuition.
The description the tall fat dog is the intuitively most appealing description,
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ID Height(cm) p(tall) p(short) Weight(kg) Corpulence p(fat) p(skinny) description
1 52,26 0,30 0,45 18,18 0,35 0,24 0,58 the short skinny dog
2 72,26 0,50 0,27 50,27 0,70 0,51 0,27 the fat dog
3 65,16 0,42 0,32 48,16 0,74 0,56 0,25 the short fat dog
4 94,19 0,86 0,16 46,41 0,49 0,33 0,42 the tall skinny dog
Table 3.9: PRAGR descriptions for Scene 5 with 4 dogs. Parameters: sens-
itivity corpulence=2.2, sensitivity height=0.025, alpha=0.0.
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description p(D|o1) p(D|o2) p(D|o3) p(D|o4) p(o1|D) p(o2|D) p(o3|D) p(o4|D)
the short dog 0.45 0.27 0.32 0.15 0.37 0.23 0.27 0.13
the tall dog 0.30 0.50 0.42 0.88 0.14 0.24 0.20 0.42
the tall fat dog 0.07 0.26 0.24 0.29 0.08 0.30 0.28 0.34
the short fat dog 0.11 0.14 0.18 0.05 0.22 0.29 0.38 0.11
the fat dog 0.24 0.51 0.56 0.33 0.15 0.31 0.34 0.20
the short skinny dog 0.26 0.07 0.08 0.06 0.54 0.15 0.17 0.14
the tall skinny dog 0.18 0.13 0.10 0.37 0.22 0.17 0.13 0.47
the skinny dog 0.58 0.27 0.25 0.42 0.38 0.18 0.16 0.28
Table 3.10: Acceptability p(D|x) and discriminatory power P (x|D) for each
description for all objects in Scene 5.
3.4. SUMMARY
description p(D|o1) p(D|o2) p(D|o3) p(D|o4) p(o1|D) p(o2|D) p(o3|D) p(o4|D)
the short dog 0.45 0.27 0.32 0.16 0.37 0.23 0.27 0.13
the tall dog 0.30 0.50 0.42 0.86 0.15 0.24 0.20 0.41
the tall fat dog 0.07 0.26 0.42 0.28 0.07 0.25 0.41 0.28
the short fat dog 0.11 0.14 0.32 0.05 0.17 0.22 0.52 0.08
the fat dog 0.24 0.51 1.00 0.33 0.11 0.25 0.48 0.16
the short skinny dog 0.26 0.07 0.04 0.07 0.58 0.17 0.10 0.15
the tall skinny dog 0.18 0.13 0.06 0.36 0.24 0.18 0.08 0.50
the skinny dog 0.58 0.27 0.14 0.42 0.41 0.19 0.10 0.30
Table 3.12: Acceptability p(D|x) and discriminatory power P (x|D) for each
description for all objects in Scene 6.
Cases such as described in scenarios 4, 5, and 6 cause diﬃculties for the
IDA, as quantitative information regarding the size of contrast in each do-
main is lost at the combination stage. As discussed in Section 3.1.4, this
can lead to faulty intermediate pruning in RR and problems handling com-
bined descriptions such as below and to the right of (Gorniak and Roy, 2004,
p.442).
Again, there is currently no empirical evidence on human production or
interpretation of REs in such tall-fat-giraﬀe scenarios. However, the phe-
nomena shown here indicate that PRAGR is capable of handling tall-fat-
giraﬀe scenarios in an intuitively appealing way. Likewise, the results shown
here point to avenues of future research, as it would be highly interesting
to examine human behaviour in tall-fat-giraﬀe scenarios and evaluate how
phenomena such as the preference for large target object-distractor contrast
(Hermann and Laucht, 1976) and the pragmatic strategies found by Frank
and Goodman (2012, 2014) interact in such situations. In this context, it
would be desirable to compare the behaviour of PRAGR with human data
for a comparable scenario in order to gain further insight into the adequacy
of the account presented here.
3.4 Summary
In this chapter, I have given an overview of existing non-crisp and probabil-
istic approaches to reference, and have made explicit the core aims of PRAGR
regarding the optimality of REs. The primary perspective from which op-
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timality of REs is approached in this work is that of providing useful REs in
the context of situated interaction, thus understandability is the perspective
on optimality adopted here.
I have situated PRAGR within the MDA to reference with vague prop-
erties, an approach which calculates an integrated appropriateness score for
complex descriptions, building on independent property models.
I have then presented the core mechanism of PRAGR, demonstrating
how reference handling with vague properties can be approached by using a
probabilistic measure of Discriminatory Power. I further identiﬁed links to
property modelling, handling salience, and dealing with spatial relations.
Finally, I have provided an evaluation of PRAGR’s handling of vagueness
in a number of simple scenarios.
In the following chapter, I will present the general approach used for
property modelling in this thesis, and the individual models used for the




In order to evaluate the performance of PRAGR beyond simple example
scenarios and assess its usefulness for practical applications, it is necessary
to demonstrate that a variety of properties of diﬀerent domains can be integ-
rated into a coherent functioning system. From a practical perspective, the
modelling of properties for reference handling is necessary in order to be able
to perform empirical evaluations of an REG or RR mechanism with realistic
stimuli. However, analysing and modelling the internal structure of diﬀerent
conceptual domains is also of fundamental importance for the design of ﬂex-
ible reference handling architectures. Diﬀerent conceptual domains may pose
diﬀerent constraints on the overall structure of the reference handling archi-
tecture. For example, the complex internal structure of the colour domain,
including hierarchical relations, overlapping categories, and vague boundar-
ies, has implications on possible restrictions of the mathematical model on
the reference handling level – basing an algorithm on the assumption that all
properties of a domain be mutually exclusive is not consistent with what we
know about colour and may lead to fundamental problems with a reference
handling approach (see also the discussion in Section 3.2.5). While a deeper
analysis of these questions is beyond the scope of this thesis, the present
Chapter presents a ﬁrst step towards bringing together research on categor-
isation and reference, and working towards a view of reference informed by
insights on categorisation and the internal structure of conceptual domains.
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In this chapter, I will ﬁrst introduce the overall framework for probabilistic
property models used in this thesis – a prototype-based approach similar
to Ga¨rdenfors’ (2004a) Conceptual Spaces, before continuing to introduce
speciﬁc property models used in this thesis.
In Section 3.1.3, I have already discussed some issues which are relevant
to the modelling of vague properties, in particular the distinction between
degree based and delineation based approaches. As explained in Section
3.2, with PRAGR I intend to take a path which combines both perspectives,
using the concept of acceptability as a bridge between subjective, graded cat-
egory membership assignment, and probabilistic intersubjective estimation
of communicative success. Based on this underlying assumption, I will now
proceed to explain the speciﬁc approach to modelling that I use throughout
this thesis.
As indicated in Section 3.1.3, there is a large amount of empirical re-
search on categorisation which supports the so-called prototype theory, i.e.,
the assumption that categories are characterised by an idealisation of what a
perfect member would be, with membership depending on overall perceived
similarity to this prototype.
Researchers have also proposed that categories are founded on similarity
to stored exemplars rather than an idealised prototype (Medin et al., 1984),
and computational models based on exemplars have been proposed for a
variety of domains including colour (Menegaz et al., 2007) and hairstyles
(Wang et al., 2011). While there is evidence that humans use exemplars
as well as idealised prototypes for categorisation (Medin et al., 1984), for
practical purposes prototype representations have the advantage that (a)
they are more economical, as only one similarity evaluation for the prototype
needs to be made, rather than having to compare a new stimulus to a large
number of exemplars, and (b) prototype representations are more ﬂexible
for the purpose of system development. It is possible to construct prototype
representations entirely based on theoretical knowledge about the category
at hand. Empirical data can then be used for ﬁne-tuning parameterisation.
Exemplar based models, on the other hand, require data by deﬁnition, and
their quality crucially depends on the quantity and quality of available data.
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For this reason, I will rely on prototype based models rather than exemplar
based models in this thesis.
In order to be able to model categories based on prototypes, we require
some means of determining the similarity of a given stimulus to a prototype
and, based on that, derive the graded acceptability of the category for the
stimulus.
4.1 Conceptual Spaces
One approach for representing categories in terms of similarities to proto-
types which has received much interest is the Conceptual Spaces approach
by Ga¨rdenfors (2004a,b). According to Ga¨rdenfors (2004b), conceptual do-
mains can be represented by mixed multi-dimensional feature spaces. For
example, it is possible to model colour as a combination of hue, saturation
and lightness. Each dimension in a conceptual space can be represented by
a numerical value. It is then possible to calculate the distance between two
points as the weighted Euclidean distance, thus treating conceptual domains
as geometric spaces.
Ga¨rdenfors (2004b) follows the prototype approach to representation by
suggesting to represent categories by idealised prototypical members. A pro-
totype is formed by calculating the mean value of all category members for
each dimension. According to research on the perception of similarity sum-
marized by Ga¨rdenfors (2004b, p. 21), the perceived similarity sij between
two objects i and j can be modelled by an exponentially decaying function
of their geometric distance d(i, j). While at this point there is no agreement
with regard to the exact formulation of this similarity function, Ga¨rdenfors
(2004b) proposes, amongst others, the following function:
s(i, j) := e−c·d(i,j)
2
(4.1)
When we apply this similarity measure to categorise j based on a proto-
type i, c determines the speciﬁcity of the category. For example, for crim-
son, c will be larger than for red, leading to a faster decline of similarity,
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as the category covers a smaller range of hues.
Ga¨rdenfors (2004b) proposes that the conceptual space is divided into
categories by Voronoi tessellation based on the prototypes (see Figure 4.1a),
thus dividing the multi-dimensional space into convex category regions such
that each individual point is assigned to the category region of the prototype
it is closest to (Ga¨rdenfors, 2004b). For example, a given triple of hue, sat-
uration and lightness can be classiﬁed as either yellow or red, depending
on which colour prototype it is closest to in the colour space. The Voro-
noi tessellation approach eﬀectively leads to a discretisation of conceptual
space with a set of mutually exclusive, exhaustive categories, abandoning
the concept of vagueness except for the boundaries of the Voronoi regions
which have exactly the same distance to several prototypes (Douven et al.,
2013).
In contrast, Douven et al. (2013) propose using collated Voronoi tessel-
lation to determine regions of certain membership, vague boundary regions,
and regions of non-membership, yielding a three-valued logic. In this ap-
proach, prototypes are represented as regions of diﬀerent size, and a set of
Voronoi tessellations is produced by performing a separate Voronoi tessella-
tion for each combination of representatives for each prototype region (See
Fig. 4.1b). When all Voronoi graphs are superimposed on each other, the
region which is part of a given category for all graphs is considered the set of
clear instances of this category while overlapping regions are considered to be
boundary cases which do not clearly belong to the category. This approach
is closely related to the so-called egg-yolk representation of spatial reasoning
with indeterminate boundaries (Cohn and Gotts, 1996).
However, collated Voronoi tessellation has some counter-intuitive eﬀects:
increasing the prototypical area of a category not only increases vagueness
outwards, taking in more space for potential category membership, it also in-
creases vagueness inwards, thereby decreasing the area of clear membership.
A small prototypical region, on the other hand, yields a small area of vague-
ness and a relatively large area of clear membership. More importantly, the
main goal of this thesis is to assign acceptability values between 0 and 1 that
integrate gradedness and vagueness, rather than solely the determination of
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Figure 4.1: Voronoi graphs for characterising category regions (Douven et al.,
2013). (a) Crisp categories. (b) Superimposed Voronoi graphs and overlap-
ping boundary regions (grey)
areas of vagueness as Douven et al. (2013).
Eyre and Lawry (2014) propose a variant of Conceptual Spaces which fol-
lows the probabilistic boundary interpretation while still relying on prototype-
based representations. In their approach, a label is deﬁned by a prototypical
element and a distance threshold which is realised by a random variable.
Thus, the probabilistic boundaries are deﬁned by the distance to the proto-
type.
On the other hand, it is also possible to treat the Conceptual Spaces ap-
proach as a graded membership approach by interpreting the cognitively mo-
tivated similarity function presented above as a membership function. Thus,
if the colour of a given object yields a value of 0.8 for its similarity to the
prototype of yellow, this can be interpreted as a graded membership value
of 0.8 for the category yellow. A similar approach is used by Spranger and
Pauw (2012) who represent categories by prototypes and model graded cat-
egory membership by an exponentially decaying membership function based
on the distance to the prototype.
4.2 Modelling Vague Properties for PRAGR
In order to gain graded membership values for use in PRAGR, in this thesis
I follow a methodology of determining acceptability values based directly
on the concept of similarity, by applying the cognitively motivated similarity
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function in Equation 4.1 to the weighted Euclidean distance between category
prototypes and individual stimuli. As discussed in Section 3.2, acceptability
is interpreted in a two-fold way. On the one hand, it incorporates gradedness
in the sense that with increasing distance from the prototype, instances are
considered to be less good examples of the category. On the other hand,
it constitutes a probabilistic estimate of the likelihood that an interlocutor
would accept description D for object x. Thus, the more similar an instance
to the prototype, the better an example of the category it is perceived to be,
and the more likely it is that an interlocutor will follow the conceptualisation
of the object as a member of this category, as reﬂected by a higher value of
acceptability.
As PRAGR is capable of selecting one of several categories of the same
conceptual space, i.e., red vs. yellow based on acceptability values and
situational context, it is not necessary that the property model provide ac-
ceptability values of zero even for those elements which are clearly not mem-
bers of the respective category. For example, whether a given colour should
be called red or yellow or crimson will be determined by comparing the ac-
ceptability value of each of these properties for the target object with the
summed acceptability value of the same properties for other objects in the
scene. In this case, the acceptability value of a given ball for yellow does
not necessarily have to be zero even if the ball in question would not be nor-
mally classiﬁed as yellow, as long as the value is suﬃciently low that it will
be strongly dispreferred as compared to the other options available (compare
Section 3.2.5).
As mentioned above, when we apply this similarity function to categorisa-
tion of an object j based on a prototype i, the sensitivity value c determines
the speciﬁcity of the category. This allows us to accommodate for complex
hierarchical relations between concepts by adapting parameter c individually
per concept. Therefore, hierarchical organisation is solved in a much more
ﬂexible way than allowed for by Voronoi tessellation. Throughout this thesis,
I use manually set values for c which are based entirely on experimentation,
comparing the acceptability values produced by a given parameter setting
with my own subjective judgment. While not ideal, this is a limitation based
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on pragmatic considerations, as parameter optimisation is not the focus of
this thesis, and the manually determined values are suﬃcient for the purpose
of evaluation pursued here. Values for c can easily be learnt using Machine
Learning (see Section 8.3.3).
In addition to c, the weights of the diﬀerent dimensions need to be determ-
ined. Here it is important to note that Ga¨rdenfors (2004b) seems to assume
that the weights of the dimensions are identical for the entire domain (e.g.,
the weights for hue, lightness, and saturation need only be determined once
for the entire domain of colour). When looking at the colour domain, this
is clearly not the case. The colour black is determined ﬁrst and foremost
by lightness, thus the weight of lightness will be considerably larger than
the weights of the other dimensions. The colour red, on the other hand,
is determined mainly by hue, allowing large variation on the dimensions of
lightness and saturation, while crimson covers only a narrow range of all
three dimensions – hue, lightness, and saturation. Therefore, for the pur-
pose of this thesis I assume that all parameters of the similarity function –
dimension weights and sensitivity – are speciﬁc to each category, rather than
general to the conceptual domain.
In a similar vein, in some cases it is practically more appealing to model
diﬀerent categories of one conceptual domain in separate, structurally equi-
valent Conceptual Spaces, rather than a single Conceptual Space, as will be
discussed in Section 4.6 for the case of projective relations.
To conclude, the approach for categorisation used in this thesis is inspired
by the Conceptual Spaces approach, but is not a direct application thereof. It
has in common with Ga¨rdenfors’ Conceptual Spaces the geometric metaphor
(weighted Euclidean distance as conceptual distance), and the modelling of
categories via idealised prototypes. In contrast to Ga¨rdenfors (2004b), I do
not perform crisp categorisation with Voronoi tessellation, but rather derive
acceptability values using a similarity function and I allow for individual
parameterisation of diﬀerent categories within a Conceptual Space.
Based on the given characterisation of the overall methodology used for
modelling categories in this thesis, I will now proceed to introduce the vague
property models used in this thesis. Likewise, I will introduce a number of
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crisp models that are used as a baseline for comparison.
The speciﬁc features modelled in this work are chosen for the purpose
of (1) demonstrating the feasibility of probabilistic property modeling for
diﬀerent property domains, (2) highlighting the particular challenges faced
when modelling diﬀerent kinds of property domains, and (3) providing a basis
for the evaluation of PRAGR in Chapter 6. Table 4.1 gives an overview of
all the property models presented in this thesis, their basic characteristics,
and the evaluations they are used for. The following property domains will
be addressed in this thesis:
• The domains height, corpulence, and size are used as examples of
graded properties.
• The property pair square vs. long(ish) is used as an example for
domains which behave asymmetrically: the property square is gen-
erally considered to be crisp, while the property long is considered
to be graded, even though they both operate on the same domain,
namely the ratio between the two relevant size dimensions (e.g. height
vs. width in a 2 dimensional image).
• The colour domain is chosen as an example of a multi-dimensional
feature domain with vague boundaries. Colour has been demonstrated
to be a highly preferred attribute in human reference production (e.g.
Pechmann, 1989; Viethen et al., 2012). Moreover, colour exhibits a
number of interesting eﬀects such as non-exclusive properties (e.g. an
object can be both red and dark-red) and hierarchical relationships
(dark-red is a subtype of red).
• shape is an example of a property with a high danger of inaccuracy in
robot perception, as detecting shapes from photographs of real objects
is a non-trivial enterprise due to variation in size and rotation, and
distortions which depend on the viewing angle, among other diﬃculties
(Latecki et al., 2000).
• In order to demonstrate PRAGR’s ability to handle relations, I have
modelled simple projective terms, with one variant of the model for
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horizontal projection (left, right, in front of, and behind) and another
for vertical projection (left, right, below, and above).
• Projective regions were added due to their frequent occurrence in the
corpus of human-produced REs collected for the evaluation of PRAGR.
4.3 Gradable Adjectives
Some issues with modelling graded adjectives were already mentioned in
Section 3.3.1, and will be brieﬂy summarised here.
I have demonstrated above that by modelling the Acceptability of graded
adjectives using global context, it is possible to capture the eﬀect of local
context via the concept of Discriminatory Power in the reference handler.
An additional issue that needs to be considered in scenarios with several
diﬀerent types of objects is that graded adjectives such as small or large,
are dependent on linguistic context – e.g., one might call the same animal
a large mouse vs. a small animal (van Deemter, 2006). This issue is not
considered in this thesis. In practice, PRAGR’s mechanism of Discriminatory
Power will gloss over this issue due to its robustness, in particular as the
scenarios for empirical evaluation contain only geometric objects for which
prototypes will not vary strongly. Ga¨rdenfors (2004b) suggests to represent
class dependent properties as subspaces within the conceptual spaces of the
more general domains. Applied to PRAGR, this means using class-speciﬁc
prototypes and sensitivity values and the integration of constraints into the
PRAGR mechanism such that largemouse could only be combined with the
head noun mouse, not with animal or elephant, an issue which is left for
future work.
The domain height is modelled only for the purpose of the dog world
demonstration discussed in Section 3.3. The dog world can contain dogs
between 20 cm and 100 cm in height. Therefore, the prototype of tall is set
to 100 cm and the prototype of short to 20 cm. The Acceptability of tall
or short is calculated by applying Equation 4.1 to the diﬀerence between
the height of the target object and the prototype of the respective property.
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The sensitivity parameter of height is set to 0.025 for all examples1.
corpulence is modelled accordingly, using the weight-height ratio in
kg/cm as a basis for modelling: corp = weight/height. The highest possible
weight/height ratio in the dog world (1 kg/cm) is considered the prototype
for fat, while the lowest weight/height ratio (0.1 kg/cm) is considered the
prototype for skinny. In the evaluation examples, the sensitivity of cor-
pulence is set to 2.2.
The domain size is used in the empirical evaluation experiments. The
relevant dimension used here is the area of the objects in pixels. While this
is an exact measure in the RR experiment with 2D images, size is estimated
based on a projection of the photographs of 3D scenes for the other experi-
ments. For the generation of human-understandable utterances, a size model
based on pixels is used with ﬁxed prototypes (large: 800 px, small: 140
px) and c = 0.002 for both concepts.
For the robot-robot experiment and the understanding of human pro-
duced utterances, the local context is used for determining the prototypes.
This has purely practical reasons, as the minimum and maximum values for
size in the task is not known a priori due to the fact that the stimuli are
photographs of real scenes rather than computer-generated scenes. While
this is not ideal, PRAGR is robust enough to cope with this minor change.
The prototype of large is assumed to be the largest object in the scene,
while the prototype of small is the smallest object in the scene. Then the
similarity function from Equation 4.1 is applied to the diﬀerence between
the area of the target object in the image and the area of the respective
prototype, using a sensitivity value of c = 0.0004.
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Figure 4.2: HSL colour space with the labels deﬁned by the vague Qualitative
Colour Descriptor (vQCD) (Falomir et al., 2014).
4.4 Colour Model
Colour is the property domain which most naturally lends itself to the Con-
ceptual Spaces approach. A range of geometric representations of colour have
been proposed in the past for diﬀerent purposes, and Ga¨rdenfors (2004b)
makes extensive use of colour as an example to demonstrate the merits of
the Conceptual Spaces approach.
The physical properties of colour can be described either additively or
subtractively (Brainard, 2003). The RGB (red – green – blue) colour model
is an additive colour system which describes colours in terms of the intensity
of red, blue, and green light. It is widely used in digital devices which produce
images by emitting light from three very closely allocated light sources with
the three basic colours. The RGB model is often represented geometrically
as a cube with the three basic colours forming the three dimensions. On
1As mentioned above, all weights used in this thesis are determined by experimentation
and subjective judgment and no claim is made as to their empirical validity. They are
suﬃcient for the purpose of this work, but in order to obtain empirically valid weights,
machine learning methods should be applied.
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the other hand, CMYK (cyan – magenta – yellow – key) is a subtractive
colour model which describes colours in terms of masking a white background
with coloured ink (in the colours cyan, magenta, yellow, and black), thus
subtracting brightness with each layer of colour applied.
While these physically motivated colour models serve well for technical
purposes, Palmer (1999, p. 97) emphasises that “[t]he subjective experience
of surface colour has a very diﬀerent structure from that of physical light”,
depending also on the physiological properties of the human visual system.
Building on the insight that “[a]ll the surface colours experienced by a person
with normal colour vision can be described in terms of just three dimensions:
‘hue’, ‘saturation’ and ‘lightness’ ” (Palmer, 1999, p. 97), a number of per-
ceptually based colour systems have been devised, starting with the Munsell
colour system (Brainard, 2003).
In this tradition, the HSL (hue, saturation, lightness) colour space repres-
ents each colour using the three perceptual dimensions hue, saturation, and
lightness. The hue subspace is represented by the angle in a circle, while sat-
uration and lightness are linear. Due to their interrelatedness, the latter two
form a triangle, yielding a spindle as the conceptual space of colour, as shown
in Figure 4.2 (compare Ga¨rdenfors, 2004b). The HSL colour space is a geo-
metric transformation of RGB colour space, i.e., it represents the same range
of colours and can be directly mapped to it. HSL and related colour spaces
are widely used in image processing and computer graphics, as these systems
have the advantage of being directly mappable to RGB, while representing
colour in a way that better resembles humans’ intuitive colour perception and
traditional colour theory in the domain of arts (Palmer, 1999; Sarifuddin and
Missaoui, 2005). Moreover, HSL also coincides well with human colour nam-
ing strategies: the hue dimension corresponds to basic colour terms such as
red, pink, or purple while the dimensions of saturation and lightness allow
modifying colour names with labels which refer to the perceived richness
and brightness of the colour, such as pale-green or dark-blue (Sarifuddin and
Missaoui, 2005).
HSL colour space has been criticised as not being perceptually uniform,
i.e. the diﬀerence between two colours in HSL does not correspond directly to
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their perceived diﬀerence (Sarifuddin and Missaoui, 2005). As a consequence,
several perceptually uniform colour spaces have been developed in order to
adequately represent colour diﬀerence perception, an example of which is
the CIE L*a*b* colour space. CIE L*a*b* has been applied by Bleys et al.
(2009) for modelling the evolution of colour language in robot communities.
However, the question as to which colour model best represents human
colour perception and naming has not yet been resolved. While aﬀording
the advantage of perceptual uniformity, the CIE L*a*b* colour space shows
the undesired eﬀect of weak hue constancy, such that changes in lightness or
chroma aﬀect the perceived hue (Sarifuddin and Missaoui, 2005). Moreover,
CIE L*a*b* has been optimised to represent perceived similarity over very
small distances and does not translate straightforwardly to larger distances
(Menegaz et al., 2007; Seaborn et al., 2005). In an empirical evaluation,
Seaborn et al. (2005) demonstrate that Hue, Saturation, Value (HSV) colour
space – a model with similar properties to HSL – outperforms the supposedly
better CIE L*a*b* and related colour systems at estimating perceived colour
similarity over larger distances.
To conclude, HSL space has the advantages of straightforward mapping
to RGB space, hue constancy, and good correspondence to colour naming,
and the disadvantage of lack of perceptual uniformity. We can conclude that
overall, HSL provides a reasonable framework for modelling colour perception
for the purpose of colour naming (Palmer, 1999; Sarifuddin and Missaoui,
2005).
In the literature, a number of vague colour models have been deﬁned.
Menegaz et al. (2007) deﬁne and evaluate a fuzzy colour model which assigns
each point in CIE L*a*b* space a graded membership value for one of 11
basic colour terms. For each of 424 OSA-UCS colour samples, the relative
frequency of classiﬁcation as each colour category is assumed to be the graded
membership value, while for the remaining points, values are calculated by
linear interpolation.
Seaborn et al. (2005) present a fuzzy colour model for 11 basic colour
terms using consensus areas as prototypes, and deriving graded category
membership of all other points by using a fuzzy C-means membership func-
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tion. This function determines the graded membership value of a point in
colour space by applying a parameterised similarity function (similar to the
one described in Equation 4.1) to the distance of the colour point from the
closest point of each prototype region (Menegaz et al., 2007).
Soto-Hidalgo et al. (2010) present a general approach for transforming
crisp colour models into fuzzy colour models, based on prototypes and Voro-
noi tessellation.
The most extensive vague colour model thus far has been presented by
McMahan and Stone (2015) who use a Bayesian framework and machine
learning for learning a vague colour model with 829 English colour terms
which considers both acceptability of terms for a given colour point, and
global preferences for diﬀerent terms.
In this thesis, I use a vague Qualitative Colour Description (vQCD) model
which is derived from the crisp Qualitative Colour Description (QCD) model
presented by Falomir et al. (2013, 2015) by transforming interval represent-
ations to centre and radius representations. A variant of this vague colour
model has been described by Falomir et al. (2014). QCD is suitable as a
basis for determining a vague colour model, as (1) it uses HSL space, the ad-
vantages of which have been explained above, (2) with altogether 37 simple
and combined colour terms, it provides a wide range of colour terms which
coincide well with those used by human subjects in an evaluation experiment
(compare Section 6.3), (3) it allows straightforward adaptation to a vague
colour model based on prototypes with only minor adjustments, as will be
explained below.
In the following sections, I will describe in detail the process of deriving
vQCD from QCD, and the resulting model.
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4.4.1 Deﬁning the Vague Colour Descriptor2
In direct analogy to the colours deﬁned in the original QCD model (Falomir
et al., 2013, 2015), the vague Qualitative Colour Reference System (vQCD)
is deﬁned as a set
⋃n
i vQCD i of individual families of colour name references
which are interpreted over HSL space [0◦, 360◦]× [0, 100]× [0, 100] in which
the hue angle of 360◦ is identiﬁed with 0◦. A single colour name reference
(l, al) is a pair composed of label l and its according acceptability function
al : HSL → [0, 1]. The following ﬁve groups of vague colours are deﬁned
(Figure 4.2 shows how these are arranged in HSL space):
grey – the vQCD1 family represents unsaturated colours using the labels
black, dark-grey, grey, light-grey, and white.
rainbow – the vQCD2 family represents saturated colours using the labels
orange, yellow, green, turquoise, blue, purple, pink, and red
pale – the vQCD3 family represents low-saturated colours using labels of
type pale-C with C being a colour label deﬁned in vQCD2, e.g., pale-
green.
light – the vQCD4 family represents light colours using labels of type light-
C with C being a colour label deﬁned in vQCD2, e.g., light-green.
dark – the vQCD5 represents dark colours using labels of type dark -C with
C being a colour label deﬁned in vQCD2, e.g., dark-green.
Inspired by Palmer and Schloss (2010), some equivalent colours were
deﬁned, namely: dark-orange≡brown, dark-yellow≡olive, pale-red≡pastel-
pink according to the Inter-Society Color Council—National Bureau of Stand-
ards (ISCC-NBS3).
2Note that the adaptation of QCD to vQCD was joint work with Zoe Falomir, Daniel
Couto Vale, Lledo´ Museros, and Luis Gonzalez-Abril. An earlier version of the adapted
model was published in (Falomir et al., 2014)
3http://tx4.us/nbs-iscc.htm (Accessed August 2014)
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Figure 4.3: Vague colour acceptance functions shown in one dimension, the
hue (hc, hr) dimension, for the colours of vQCD2 (image adapted from Falo-
mir et al., 2014).





























Figure 4.4: Vague colour acceptability functions shown in the lightness di-
mension (lc, lr) (image adapted from Falomir et al., 2014).
4.4.2 Vague Acceptability Functions
For each colour term l, the graded Acceptability function al needs to be
deﬁned based on the distance to the respective prototype. Each colour in
the original crisp QCD model is deﬁned in HSL colour space as regions
[h0, h1] × [s0, s1] × [l0, l1]. In order to transform a crisp colour model into
a vague colour model, we can make use of the fact that mathematically,
each bounded interval can be equivalently described by open balls (Borelian
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Figure 4.5: Vague colour acceptance functions shown in the saturation di-
mension (sc, sr) (image adapted from Falomir et al., 2014)
notation) Bhr(hc) × Bsr(sc) × Blr(lc) with hr giving the radius in the hue
dimension 1
2
(h1 − h0), hc giving the centre
1
2
(h1 + h0), and analogously for
saturation and lightness.
Thus, the following Radial Basis Function (RBF) determines the Accept-
ability for each deﬁned colour C = (hc, hr, sc, sr, lc, lr) as accC : HSL → [0, 1]
by










where the radius in each dimension is the inverse of the sensitivity value
or weight for this dimension, making this representation equivalent to the
similarity function described in Equation 4.1.
Figure 4.3 presents the acceptability functions of the prototypical col-
ours, shown in the dimension of hue according to Equation (4.2) and the
parameterisation given in Table 4.2. Figures 4.4 and 4.5 show the acceptab-
ility functions on the lightness and saturation dimension, respectively. For
the sake of simplicity, representations in one dimension are chosen.
Due to the spatial structure of the HSL colour space, a number of modi-
ﬁcations need to be performed. In vQCD1 (grey colours), colour terms cor-
respond to cylinders in colour space (see Figure 4.2). Since these are inde-
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pendent of hue, accC is rewritten as








where sc = s0 and sr = s1, positioning the centre at the lower extreme
of saturation. For deﬁning the acceptability of black, lc = 0 and lr = l1, for
white lc = 100 and lr = l1− l0, i.e., the prototype is positioned at the extreme
lightness values. For all other colours the middle point of the cylinder axis
is chosen for lc, i.e., lc =
l0+l1
2




In all other cases, colour values in HSL correspond to wedges in HSL
space. For all fully saturated colours (vQCD2,vQCD4,vQCD5), the centre is
positioned at the maximal saturation: sc = 100 and sr = s1−s0. For all other
cases, the barycentre of a wedge serves as centre hc, sc, ll and radii hr, sr, lr
are determined to ﬁt the ball into the wedge. To acknowledge wrap-around
of hue space at 360◦ to 0◦, the colour red is associated with the maximum
of two acceptability functions, one from 0◦ upwards and a second from 360◦
downwards (with the labels used here, no other colours are aﬀected by the
wrap-around).
Finally, in order to capture colour hierarchies, such as pale-red, light-red,
and dark-red being subtypes of red, the acceptability of rainbow colours was
broadened in the lightness and saturation dimension to increase the overlap
with pale, light and dark colours (see Figures 4.4 and 4.5 and Table 4.2).
Likewise, grey overlaps light-grey and dark-grey.
4.4.3 Variant: Rainbow Colour Model
Apart from the full colour model which was used for the robot-robot evalu-
ation and for the experiment on understanding human utterances, a reduced
colour model was also used for the experiment on generating human under-
standable REs.
For this scenario, only the rainbow colours vQCD2 were used, as the
scenario only contained fully saturated colours with constant lightness.
105
CHAPTER 4. MODELLING VAGUE PROPERTIES
Table 4.2: Parameters of the radial basis functions (Ci, Ri) for the colour
model.








red (0, 20) ∧ (360, 25)
orange (35,15)
yellow (65,15)






pale-red, pastel-pink (0, 20) ∧ (360, 25)
pale-orange (35, 15)
pale-yellow (65, 15)






light-red (0, 20) ∧ (360, 25)
light-orange (35, 15)
light-yellow (65, 15)






dark-red (0, 20) ∧ (360, 25)
dark-orange, brown (35, 15)
dark-yellow, olive (65, 15)
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4.5 Contour-Based Vague Shape Model
Shape is a crucial property for human perception and reasoning. Knowing
the shape of an object allows more predictions on further relevant proper-
ties of this object than knowing any other property of the object (Palmer,
1999). Unlike colour, however, shape does not lend itself straightforwardly
for representation in the Conceptual Spaces framework. Ga¨rdenfors (2004a)
argues that such a representation is possible, and refers to prior approaches
to represent object types in terms of hierarchical compositions of simple
shapes (Marr and Nishihara, 1978). However, representing such complex in-
formation in terms of Conceptual Spaces would require at least higher order
conceptual spaces (Ga¨rdenfors, 2004a). Moreover, the approach by Marr and
Nishihara (1978) is purely theoretical and does not provide a means to relate
sensor-level representations of shapes as they may be retrieved by a camera
to categories such as dog, or even square.
Apart from the purely theoretical shape composition approach, a number
of qualitative approaches have also been proposed to measure the similarity
of shapes. One kind of model describes polygons in terms of the arrange-
ment of the individual segments to each other using qualitative spatial cal-
culi. Such a qualitative approach to shape similarity is used, for example,
by Gottfried (2008) who deﬁnes a system of bipartite arrangements which
determines the possible relations between an oriented reference segment and
another segment. A conceptual neighbourhood graph represents the concep-
tual similarity of the diﬀerent relations. Based on an analysis of the patterns
of such relations, diﬀerent kinds of objects can be distinguished, and simil-
arity between objects evaluated.
Among the quantitative approaches, Super (2004) and Ling and Jacobs
(2007) measure shape similarity in terms of matching critical points on the
shape contour, while others match segments of the contour (Latecki and
Laka¨mper, 2000; Latecki et al., 2008). Mori et al. (2001) represent each
shape as a sample of vertices and their position relative to each of the other
vertices in the sample, allowing fast shortlisting of potentially similar shapes.
Blum (1973) presents an approach of deﬁning shapes not by their con-
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tour, but by hierarchical skeletal representations, or symmetry axes. Skeletal
points are grouped according to the local variation of the radius (Blum, 1973)
such that the object is the union of discs of a given radius on each point of
the skeletal axis. In a further development of this approach, Siddiqi et al.
(1999) propose a method for using shock graphs (a more sophisticated version
of Blum’s skeletal representations) for determining the similarity between
shapes. They determine a number of edit operations on shock graphs, deﬁn-
ing the similarity of two shapes by the minimal edit distance between their
shock graphs. Based on the method of shock graphs, Sebastian et al. (2002)
determine categories of similar shapes using a rough estimation heuristic as
a means to eﬃciently retrieve similar shapes from a database as response to
queries.
A core problem for determining shape similarity is noise. Noise can occur
due to impreciseness of perception, or due to minor irregularities in shape.
If noise has a large impact on the shape representation, this may deteriorate
shape similarity measures dramatically. For example, Blum’s approach is
highly susceptible to noise, allowing small changes in contour to have a large
eﬀect on the resulting skeletal representation. Siddiqi et al. (1999) solve the
issue of noise by providing a search algorithm which is capable of matching







Figure 4.6: Steps of contour-based shape modeling. (a) Segmented Image
with several shape contours. (b) Tangent space representation of the marked
circle in overlay with prototypes for circle and square. (c) Distance to basic
shape categories. (images adapted from Mast et al., 2016)
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4.5.1 Optimal Partial Shape Similarity
In order to allow eﬃcient shape-matching based on contours in the face of
noise, Latecki and Laka¨mper (2000) propose a cognitively motivated ap-
proach for evaluating shape similarity using a combination of optimal partial
shape similarity (OPS) (Latecki et al., 2005) and discrete curve evolution
(DCE) (Latecki and Laka¨mper, 2000) which has been demonstrated to yield
good results in context of the MPEG-7 shape descriptor analysis (Latecki
et al., 2000).
This method reduces the noise in a contour, yielding a simpliﬁed con-
tour representation with only few vertices. DCE is performed by iteratively
removing the vertex from a contour which has the least signiﬁcant contribu-
tion to the overall shape. Curve evolution stops when the signiﬁcance of the
least signiﬁcant vertex exceeds a predeﬁned threshold. The contribution of a
vertex p to shape information, s(p) is quantiﬁed by evaluating the diﬀerence
between the length of the contour including p and the length of the contour
without p:
s(p) := ||p− p−||+ ||p− p+|| − ||p− − p+||, (4.4)
where p+, p− denote the neighbouring vertices, and || · · · || stands for the
Euclidean norm. This process is context-sensitive in the sense that remov-
ing a vertex increases signiﬁcance of neighboring vertices, thus making their
deletion more unlikely.
In the next step, the distance of such a simpliﬁed contour to a shape
category is determined by computing the minimal distance between detec-
ted contours and prototypes using optimal partial shape similarity (OPS)
(Latecki et al., 2005). OPS can be applied as a scale- and rotation-invariant
distance measure and it is determined as follows. The basic distance between
two contours is computed according to Latecki and Laka¨mper (2000), which
in case of convex shapes simply means to determine the diﬀerence in tangent
space according to Arkin et al. (1991). Figure 4.6a shows a segmented im-
age with identiﬁed shape contours, and Figure 4.6b shows the corresponding
representation of the marked object and diﬀerent category prototypes in tan-
gent space. The resulting distance of the object to the basic shape categories
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is shown in Figure 4.6c. Tangent space TP represents a polygonal curve P
as step function of line segment orientation [−π, π) versus curvature length.
After normalising contour lengths to 1 (scale-invariance), the distance of




(TP (s)− TP (s) + Θ(P,Q))
2 ds, (4.5)
where Θ(P,Q) gives the optimal alignment of the two contours’ orientation




(TP (s)− TP (s))
2 ds. (4.6)
To handle closed contours, an arbitrary point on one contour is selected as
start point. Then all vertices of the other contour are tried as starting points,
choosing the one that minimises shape diﬀerence. OPS is then determined by
continuing curve evolution on the contour of a detected object, while keeping
the prototype contour ﬁxed, while computing the basic distance d(P,Q) plus
a penalty measure r(·) for any additional vertex removed. This process is
continued until a minimum is reached which is used to derive the shape
similarity measure used in this approach. The penalty measure introduced
in Latecki et al. (2005) measures the distance of a vertex q to the direct line
connecting its neighboring vertices q+, q− relative to the expected noise hn,












d∗(P,Q) := min d(P,Q \ {qi,1, . . . qi,m}) +
m∑
k=1
r(qi,k, Q \ {qi,1, . . . , qi,k−1})
(4.8)
Doing so, remaining noise (see spikes in Figure 4.6b) is cancelled out in a
context-sensitive manner. Finally, by considering distances between contour
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Q of a scene object and all minimum distances to prototypes Pi,ik of shape
class Pi = {Pi,1, . . . , Pi,in} for contour Q, we obtain the desired distance
measure:
d∗({Pi,1, . . . , Pi,n}, Q) := min
k=1,...,n
d∗(Pi,k, Q) (4.9)
4.5.2 Full Shape Model for PRAGR4
For the purpose of evaluating PRAGR in Chapter 6, an implementation of
optimal partial shape similarity (OPS) (Latecki et al., 2005) was used in com-
bination with DCE for simplifying shape contours (Latecki and Laka¨mper,
2000). This contour-based shape model is applied because of its ability
to capture shape similarity in a cognitive or human-like way (Latecki and
Laka¨mper, 2000) and to enable comparison with future studies involving
complex, arbitrarily shaped objects. The distance of any given object to a
shape category was determined by computing the minimal distance in tan-
gent space between the detected contours of the object and a number of
predetermined shape prototypes. For the initial noise-reduction by DCE, a
threshold of 0.5 was used.
Only basic geometric shape concepts square, circle, and triangle
were modelled. For square and circle, only one prototype each was used.
For triangle, two prototypes were used – an acute- and an obtuse-angled
triangle.
As the shape space used is very large and sparsely populated, it is possible
for some objects to have a large distance to all prototypes, while others are
close to all. However, the model is still able to distinguish diﬀerent shapes
with a high accuracy, as the relative distance of one object to each prototype
is highly reliable. In order to capture this information, the minimal distance
of the given object to any category is subtracted from all distance values,
yielding a corrected distance. Eq. 4.1 is then applied to the corrected distance
with a sensitivity value of c = 50 for square and triangle, and c = 100
for circle, in order to determine the acceptability of a shape. Using these
4The implementation of the shape model was contributed by Diedrich Wolter.
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parameters yields a fairly fast decline of acceptability, reﬂecting the fact that
for the simple shapes used here, shape perception by humans is subject to
much less gradedness than the perception of, for example, colour.
4.5.3 Simple Shape Model for Generation Experiment
For the REG experiment with human participants, instead of the vague shape
model, a simple shape model was used which only diﬀerentiates long and
square rectangles. Using the ratio of shorter side against longer side, the
prototype for square was chosen as 1.0 and for long as 0.25. For square,
we set c = 1.4, for long c = 0.0002, following the intuition that acceptability
for using square rapidly decreases with deviation from the prototype, while
long is more ﬂexible.
4.6 Projective Relations
As mentioned in Section 2.2, locative expressions – the description of a target
object by its spatial relation to a reference object – are frequently used by
humans for referring to objects, even in cases where they are not needed for
achieving identiﬁcation (Viethen and Dale, 2008). This fact is reﬂected in the
number of publications addressing the use of spatial relations in REG (e.g.
Dale and Haddock, 1991; Golland et al., 2010; Kelleher and Kruijﬀ, 2006;
Krahmer and Theune, 2002; Krahmer et al., 2003; Spranger, 2011). In the
context of this thesis, I will focus on projective relations (left, right, in
front of, behind), as they have been widely studied both in REG and in
work on cognitive modelling. In this section, I focus exclusively on modelling
the Acceptability of projective relations, while the challenges the integra-
tion of (spatial) relations poses for the REG mechanism will be discussed in
Chapter 5.
In the most simple sense, projective relations can be understood by im-
posing a co-ordinate system onto the reference object, with the direction of
the main axes determined by some origin (Carlson et al., 2003; Moratz and

















Figure 4.7: Spatial reference frames determining the angle δ in dependence
of a basic reference direction. (a) Intrinsic reference frame. (b) Relative
reference frame. (c) Projected relative reference frame.
be determined by the axes of this coordinate system, with graded acceptab-
ility scores depending on the deviation from the prototypical axis (Gapp,
1995b; Moratz and Tenbrink, 2006).
However, there are some complications which will be discussed in the
following. Firstly, depending on the origin used to project the co-ordinate
system onto the reference object, a number of diﬀerent reference frames are
possible. Secondly, a number of factors inﬂuence the acceptability of using a
projective term, especially when one considers large reference objects.
4.6.1 Frames of Reference
Projective relations can be modelled using diﬀerent frames of reference which
impose a co-ordinate system onto the reference object from which the direc-
tion of the target object may be inferred (Hermann, 1990; Levinson, 1996). In
the absolute reference frame, the reference direction is determined by some
external bearings, such as the cardinal directions. An intrinsic reference
frame (see Figure 4.7a) is given when the origin and the relatum coincide
in the same object, and the reference direction is given by the intrinsic ori-
entation of the reference object, as in the cup is to my right. In a relative
reference frame (see Figure 4.7b), the reference direction is deﬁned by the
line between the origin (usually one of the interactants) and the relatum, as
in the cup is to the left of the bottle (seen from my perspective) (Hermann,
1990; Levinson, 1996; Moratz and Tenbrink, 2006).
Depending on the reference frame used, a projective term may denote
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entirely diﬀerent regions in space, leading to ambiguity. Despite this fact,
humans use reference frames ﬂexibly and often without overt clues (Schober,
1993). The conditions and implications of the use of diﬀerent reference frames
have been extensively studied, both from an empirical and a computational
perspective (e.g. Carlson-Radvansky and Irwin, 1993; Carlson-Radvansky
and Logan, 1997; Hermann, 1990; Johannsen and De Ruiter, 2013; Schober,
1993).
In this thesis, the issue of reference frame ambiguity is not covered. The
intrinsic and the relative reference frame will be used in the example-based
evaluation of REG with spatial relations in Chapter 5. For the evaluation of
robot-robot and human-machine interaction in Section 6, a slightly modiﬁed
version of the relative reference frame will be considered. In this modiﬁed
relative reference frame, the speaker projects their own intrinsic direction
onto the reference object. Figure 4.7c shows how the main front-back axis is
transferred from speaker O to a reference object RO, thus allowing the de-
termination of the direction of target object T with δ indicating the deviance
from the prototypical front axis. This deviates from relative reference frame
discussed above where a line from the viewer to the reference object determ-
ines the direction (see Figure 4.7b). For the purpose of the experiment, it is
further assumed that the listener always adapts to the speaker’s perspective
(see Chapter 6).
4.6.2 Graded Acceptability
While it seems that humans are capable of forming direction concepts based
on either boundaries or prototypes (Crawford et al., 2000; Huttenlocher et al.,
1991; Klippel and Montello, 2007; Mast et al., 2014b), there is agreement
within the realm of psycholinguistics that basic projective terms such as left
or right have regions of higher or lower acceptability (Carlson-Radvansky and
Irwin, 1993; Gapp, 1995b; Hayward and Tarr, 1995; Logan and Sadler, 1996;
Vorwerg and Tenbrink, 2007; Zimmer et al., 1998). The prototypical mean-
ings of the projective terms are deﬁned by the axes of the imposed coordinate




Based on experiments using drawing tasks and acceptability judgments,
Logan and Sadler (1996) propose modelling spatial relations in terms of spa-
tial templates which discriminate three main regions of acceptability: good,
acceptable, and unacceptable. Their results show that the templates for
all projective terms are highly similar, diﬀering only in orientation. Gapp
(1995b) shows with acceptability judgment experiments that spatial rela-
tions have a broad range of acceptability which is highest for objects on the
prototypical axis, and gradually decreases with increasing distance from this
axis. In contrast, in a production experiment by Zimmer et al. (1998), par-
ticipants only used simple projective terms such as right if the target was
almost exactly on the axis. Otherwise they used combined terms such as
bottom right. It must be noted, however, that in this study the listener could
not see the target object, but had to search for it by moving the mouse
over a blank white space, making preciseness in determining spatial relations
highly relevant. Vorwerg and Tenbrink (2007) show that when responding to
where tasks, humans tend to provide more detailed spatial descriptions than
when responding to which tasks, indicating that a larger acceptability range
for simple projective terms can be expected in which tasks, as compared to
where tasks. Moreover, the forced choice due to the production task, as com-
pared to acceptability judgments, means that the results by Zimmer et al.
(1998) cannot necessarily be interpreted as graded acceptability values.
Moratz and Tenbrink (2006) present an empirically evaluated model of
projective terms for human-robot interaction which yields similar results as
Gapp (1995b): a broad acceptance area for spatial relations with a gradual
decrease in acceptability. While Gapp (1995b) found a linear decrease of
acceptability with increasing angular distance from the prototype, Moratz
and Tenbrink (2006) use a smoothing function based on the cosine.
4.6.3 Spatial Relations and Gradedness in Reference
In reference, making use of the inherently graded nature of projective terms
is particularly important due to a number of reasons. On the one hand, it is
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often the case that a distractor stands in the same relation to the reference
object as the target, and yet the relation is suﬃcient to discriminate the
target due to a higher prototypicality of the relation to the target object, as
compared to the distractor. On the other hand, humans do prefer reference
objects that are in a good (i.e. prototypical) relation to the target (Carlson
and Hill, 2009). This interaction is hard to model with crisp properties.
Very broadly deﬁned categories will lead to an undesirable increase in use
of marginally acceptable relations, while narrowly deﬁned categories may
lead to unnecessarily long descriptions or inability to ﬁnd a distinguishing
description, as marginal cases cannot be used when appropriate.
Using the gradedness for informing reference object selection and pro-
jective term assignment allows making decisions based on subtle interactions
between these phenomena, e.g., preferring more prototypical relations if they
are suﬃciently discriminating while using a less acceptable relation if no bet-
ter discriminating description can be found.
4.6.4 Distance
While Logan and Sadler (1996) did not ﬁnd any impact of the distance
between locatum and relatum on the acceptability of projective terms, this
aspect has received attention from researchers focusing on the task of ref-
erence object selection, i.e., selecting for a given target which object should
be used as a reference object in order to describe its location. Gapp (1996,
1995a) argues that in order for an object to be a suitable reference object for
locating a given target object, it needs to be close to it. Likewise, Barclay
and Galton (2008) list closeness between reference object and target as one
factor inﬂuencing search space reduction, a key factor for the selection of ref-
erence objects in their model. One might argue that distance is then merely a
factor inﬂuencing the choice of a reference object, rather than one impacting
the acceptability of a projective term. However, it must be noted that the
experiment by Logan and Sadler (1996) contained only very simple, abstract
scenes, and Carlson and Covey (2005) show that verbalisation of project-









Figure 4.8: Eﬀect of reference object size on the perception of the accept-
ability of above, given identical Centre of Mass angular deviation from the
prototype. (a) Large reference object. (b) Small reference object.
that with increasing distance between two objects, the acceptability of any
projective term will decrease.
4.6.5 Handling Large Reference Objects
The models presented so far are appealing due to their simplicity. However,
as they represent both target and reference object as points, they cause
some problems for situations with large reference objects. Figure 4.8 shows
two scenes with the same angle between the target and reference object,
if they are represented by their centroids. Due to the larger extension of
the reference object in Figure 4.8a, as compared to Figure 4.8b, one would
intuitively attribute a higher acceptability for the relation above in Figure
4.8a than in Figure 4.8b. However, this eﬀect is not captured by models
which use point representations of the reference object.
Using the relation above as an example, Regier and Carlson (2001) dis-
cuss a number of models that take into account the extension of the reference
object while relying on point representations of the target:
• The Bounding Box Model is based on the intuitive assumption that, in
order for the relation above to hold, the target object should be higher
than the highest point of the reference object (vertical constraint), and
between its leftmost and rightmost points (horizontal constraint), as
shown in Figure 4.9a. According to the Bounding Box Model, if the
target object is placed within this region – coloured in grey in the ﬁg-
ure, the relation is considered acceptable. Otherwise, it is considered
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not acceptable. In order to avoid crispness, Regier and Carlson (2001)
apply a sigmoid smoothing function, yielding a model which returns
values close to 1 if the target object is clearly within the acceptable
area, and values close to 0 if it is clearly outside of this area. In the
boundary region, intermediate acceptability values will be received. It
is important to note that the bounding box model evaluates metric
rather than angular deviation from the acceptability area. As shown
in Figure 4.9b, two target objects which have the same horizontal de-
viation from the acceptable area would receive the same values, even if
their angular deviation diﬀers.
• The Proximal and Centre of Mass Model is an extension of the angular
deviation approach discussed above for handling larger two-dimensional
reference objects. The model combines a linear decrease for the ﬁrst
72 degrees of deviation with a sigmoid decrease for deviations closer
to 90 degrees. In order to account for large reference objects, Regier
and Carlson (2001) form a weighted linear combination of the centre
of mass orientation and the proximal orientation, where the centre of
mass orientation is the angle of the line between the centre of mass of
the reference object and target object, and the proximal orientation is
the angle of the line between the point of the reference object which is
closest to the target object, and the point-like target object.
• The Attention Vector Sum Model is based on psychological ﬁndings re-
garding attention and representation of direction: Logan (1994; 1995)
shows that spatial relations are not preattentively available and thus
require attention in order to be perceived. Further, Regier and Carlson
(2001) base their model on the ﬁnding that several neural subsystems
represent an overall direction as the vector sum of its constituent dir-
ections. Consequently, the Attention Vector Sum Model (AVS) repres-
ents directions as the weighted sum of a set of vectors distributed over
the entire surface of the reference object, pointing towards the target.
Vectors are weighted according to their proximity to the attentional
focus which is assumed to be that part of the reference object which is
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(in the case of above) vertically aligned with the target, or closest to
that relation. The angle of the resulting vector sum is then compared
to the prototype direction. Due to its structure, the AVS incorporates
proximal and centre of mass orientation. Moreover, Regier and Carlson
(2001) integrate the vertical component of the bounding box model into
the model, multiplying its outcome with the outcome of the core AVS.
In evaluation experiments, Regier and Carlson (2001) demonstrate the su-
periority of the AVS for modelling human perception of the projective term
above, compared to the other approaches. Their results further show that
centre of mass orientation, proximal orientation, and the vertical component
of the bounding box model (grazing line) are relevant components of the
perception of projective relations. Moreover, they show that with increasing
distance of the target from the reference object, the centre of mass orientation
gains more relevance, an eﬀect which is also captured by the AVS.
However, the AVS was primarily designed as a model of human percep-
tion, not as a component for applied systems. The model necessitates calcu-
lating vectors from all points of the reference object, thus requiring detailed
shape information for the reference object. Such detailed information may
not always be reliably available in situated human-machine interaction. In
situated systems which rely on sensor information for situation knowledge,
shape information may not be suﬃciently precise to reasonably use such
detailed information.
4.6.6 Dimensions for Modelling Projective Terms
The spatial models used for evaluation in this thesis take up the general
insights of the AVS regarding relevant inﬂuence factors for the acceptability
of projective terms with large reference objects while relying on simple, more
readily available shape information and using a Conceptual Spaces approach.
The following dimensions are used for modelling projective terms in this
thesis:
Centre Point Angular Deviation (CP), which determines the angular de-




are formulated not in terms of one universal measure for which the prototype
of each property is positioned at diﬀerent points (e.g. angle from 0 − 360◦
with prototype of front at 0◦), but rather directly in terms of deviation from
the respective category prototype. Thus, rather than modelling all project-
ive terms in one Conceptual Space, as suggested by Ga¨rdenfors (2004b), the
concepts are modelled in separate, but structurally equivalent Conceptual
Spaces. This is however merely a notational issue used to simplify imple-
mentation. The same information could be equally well represented in terms
of a single Conceptual Space.
Based on these three dimensions, the weighted Euclidean distance to the
category prototype is calculated for a given target object/reference object
conﬁguration, and the function from Equation (4.1) is applied. To summar-
ise, the similarity to the prototype, and thus acceptability value for a given
projective term can be determined as follows:




Based on equation 4.6.6, three models of projective relations were created.
• A horizontal model of projective relations left, right, in front
of, and behind was used for the evaluation of robot-robot commu-
nication (model 9 in Table 4.1). For this model, the weights W =
wCP , wBB, wPD were set to wCP = 0.009, wBB = 0.6, wPD = 0.045.
• A vertical model of projective relations left, right, below, and
above was used for the evaluation of robot-produced descriptions by
humans (model 10 in Table 4.1). For this model, weights were set to
wCP = 0.014, wBB = 0.015, wPD = 0.76.
• Finally, for understanding human-produced utterances, a mixed hori-
zontal/vertical model was created with the projective relations left,
right, in front of = below, and behind = above (model 11 in
Table 4.1), assuming identity between the front-back axis and the ver-
tical axis. For this model, the same weights as in model 9 were used:
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wCP = 0.009, wBB = 0.6, wPD = 0.045.
For all evaluation studies, the sensitivity parameter c of the similarity func-
tion was set to c = 1.
4.7 Spatial Region Model
An additional spatial model was used for evaluating understanding of hu-
man descriptions, as the human subjects frequently described the location of
objects within the scene, e.g. the large circle on the left in the middle.
While these relations are classiﬁed as internal projection by Hois et al.
(2009), their structure is diﬀerent than that of external projections.
Firstly, due to the fact that the reference object is always the scene as a
whole, they need not be modelled as relations, but can be treated as simple
properties. Secondly, while they are also concerned with directionality, they
are usually not modelled using angular deviation from the prototype direc-
tion, but rather by evaluating the position along the prototypical axis (Gor-
niak and Roy, 2004). The closer an object is to the extreme point on the
directional axis (e.g., the leftmost point on the x-axis), the higher its accept-
ability for the respective direction. Figure 4.10a shows the angular deviation
measure used for external projections, while Figure 4.10b depicts the measure
of distance from extreme point used for modelling internal projections.
Like external projections, internal projections depend on a reference frame
which determines the directionality of the prototypical axes. For the sake of
this thesis, a ﬁxed reference frame is assumed which is determined by the
perspective of the speaker. The prototype of each projective location (left,
right, upper, lower) is set locally to the outermost object point in the
respective dimension. For example, the rightmost point of the rightmost
object in the scene is considered the prototype of right for this scene. Ac-
ceptability is calculated by applying Equation (4.1) to the minimal distance
of an object from the prototype, considering only the relevant dimension
(horizontal for left and right, vertical for upper and lower). upper
and lower are handled analogously. Finally, middle is also modelled as a
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Figure 4.10: External projection vs. internal projection. The object with
higher acceptability for left is marked with ×. (a) External projection de-
termined by angular deviation from prototypical axis. (b) Internal projection
determined by distance from extreme point along prototypical axis.
non-projective regional location. For middle, the model uses the centre of
the extreme points on both axes as the prototype. Acceptability is calculated
by applying Equation (4.1) to the Euclidean distance of the centre point of
the object to this prototype. C is set to 0.0001 for all concepts.
4.8 Crisp Models for Evaluation
For the purpose of evaluating PRAGR using vague properties against PRAGR
using crisp properties, for any given vague model, a corresponding crisp model
can be deﬁned based on the idea of Voronoi tessellation suggested by Ga¨rden-
fors (2004b). By performing the Voronoi tessellation on the acceptability
values rather than the distance, it is possible to perform Voronoi tessellation
even for domains whose properties are modelled in separate, equivalent Con-
ceptual Spaces. Each object is assigned to that category of the respective
domain for which it has the highest acceptability. The Acceptability for the
assigned category is set to 1, while the Acceptability for all other categories
of the domain is set to 0.
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4.9 Summary
In this chapter, I introduced the framework for probabilistic property mod-
els used in this thesis – a prototype-based approach similar to Ga¨rdenfors’
(2004a) Conceptual Spaces, and introduced a number of speciﬁc property
models which will be used in the remainder of this thesis. In particular, I
introduced property models for gradable adjectives, colour, shape, project-
ive relations, and spatial regions, discussing the choice of dimensions used






Integrating spatial relations into REG algorithms poses a number of chal-
lenges. As spatial relations are at least binary rather than unary relations,
they require the use of a second object, the reference object, in order to
describe the ﬁrst. This requires determining which object is suitable as a
reference object. While research exists on reference object selection, as well
as on REG with relations, it is by no means clear how the task of refer-
ence object selection can be integrated into REG. Krahmer and van Deemter
(2012, p. 184) conclude: “On balance, it appears that the place of relations
in reference is only partly understood, with much of the iceberg still under
water.”
We can determine two core problems of integrating spatial relations into
REG. Firstly, it needs to be determined how the identiﬁability of the refer-
ence object can be factored into the evaluation of the optimality of a whole
complex description, and whether and how the insights from research on
reference object selection can be considered in REG.
Secondly, including relations into REG dramatically increases the prob-
lem of combinatory explosion, giving more urgency to the need for eﬃcient
search algorithms. Relations further pose problems for some algorithms
which were not originally designed with relations in mind, such as forced
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incrementality or inﬁnite recursion.
In the following, I will discuss the core challenges faced when integrating
spatial relations into an REG algorithm and demonstrate how PRAGR can
tackle some of these issues in keeping with the approach to vagueness taken
here. In Section 5.1, I will discuss the challenge of reference object selection,
in particular the following aspects: (1) how to integrate the identiﬁability of
the reference object into an overall evaluation of Discriminatory Power, and
(2) the integration of salience into the REG mechanism. In Section 5.2, I
will then proceed to discuss the search problem as it is posed by combining
gradedness and spatial relations in a single REG mechanism and present the
search algorithm used to tackle this problem.
5.1 Reference Object Selection and Optimal-
ity
When producing a complex RE including a relation, a speaker needs to select
a reference object with respect to which the target object can then be de-
scribed. In research on REG, reference object selection has thus far received
little attention, with REG algorithms usually considering fairly simple scenes
and relying on straightforward approximations (e.g., Kelleher and Kruijﬀ,
2005; Krahmer et al., 2003). However, research on reference object selection
has identiﬁed a large number of factors which inﬂuence the appropriateness
of using a given reference object in order to locate a target object. While this
research has thus far focused on locative expressions where the location of a
known target object is described with respect to a reference object (Barclay
and Galton, 2008), it is reasonable to assume that similar factors govern
reference object selection for REG.
In the following, I will give a brief overview of the research on reference
object selection, before discussing how the factors identiﬁed in this research
may apply to REG, and how they can be incorporated into an REG mech-
anism which handles vague properties.
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5.1.1 Research on Reference Object Selection
From the perspective of Cognitive Linguistics, Talmy (2000) describes the
relationship between reference object and target object as inherently asym-
metrical. The typical reference object diﬀers from the target object in that it
is less mobile, larger, treated as geometrically more complex, accessed earlier
within the scene or in memory, less relevant, more immediately perceivable,
backgrounded once the target object is perceived, and more independent.
This asymmetry is caused by the role of the reference object which is to
aid the listener at identifying the target object. If identifying the reference
object were harder than identifying the target object, the reference object
would hardly be able to serve this purpose.
Properties of reference objects have also been analysed in the context of
wayﬁnding where landmarks play a crucial role for providing route instruc-
tions (Burnett et al., 2001).
The most notable models of reference object selection are the 8-factor
model provided by Gapp (1995a, 1996), and the hierarchical inﬂuence model
by Barclay and Galton (2008, 2013). As the model by Barclay and Galton
(2008, 2013) provides a useful hierarchical grouping of factors, I will use this
model in order to identify the most relevant inﬂuence factors, indicating the
relation to factors proposed by Gapp (1995a, 1996) where appropriate.
In their hierarchical inﬂuence model for reference object selection, Barclay
and Galton (2008) identify the main factors locatability of the reference ob-
ject, search-space optimisation and communication cost, which are in turn
composed of several factors.
Locatability of the Reference Object
According to Barclay and Galton (2008), speakers prefer reference objects
which can be easily located in the scene. A reference object is easily locat-
able if the listener has the required knowledge to identify the reference object
based on the description, and the reference object is a recognisable member
of the category or categories used to describe it. These factors correspond
roughly to Gapp’s (1995a) notion of referentiality: if the candidate refer-
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ence object cannot be reasonably described, it cannot function as a reference
object. Further, Barclay and Galton (2008) state that the reference object
should be visible, and persist for the duration of its use as a reference object.
Visibility may depend on variables such as object size, obscurance, visual
contrast, and is strongly related to the notion of visual salience which is also
proposed as a factor by Gapp (1995a) – the phenomenon of some stimuli
‘popping out’ in a visual scene and therefore being more easily accessible.
Persistence is related to Gapp’s (1995a) factor of stability which states that
humans prefer using stable (i.e., non-moving) reference objects to describe
the location of other objects. In addition, Gapp (1995a) mentions two factors
relevant for locatability of the reference object which are not mentioned by
Barclay and Galton (2008), namely linguistic salience (or prior mention of the
reference object) and prior knowledge of the reference object by the listener
– indicating that knowledge of the reference object is part of the common
ground between speaker and listener.
Search-Space Optimisation
The criterion of search space optimisation requires that the reference object,
in combination with the spatial relation used for the locative expression,
should optimise the region in which the listener will search for the target
object. As Barclay and Galton (2008) point out, the size of the search space
implied by a spatial relation depends on the size of the reference object. A
large reference object implies a large search space, while a smaller reference
object implies a smaller search space. Or, in the words of Miller and Johnson-
Laird (1976) “It would be unusual to say that the ashtray is by the town-hall”.
Thus, for the selection of an optimal reference object, a balance between
search space optimisation and locatability of the reference object is required.
Further, Barclay and Galton (2008) note that if the target object is very
small, and the distance of the listener to the target object is very large, no
single reference object may suﬃce to adequately describe the target object.
In such cases, a chain of locative expressions may be needed.
Search-space optimisation is further inﬂuenced by the position of the tar-
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get object relative to the reference object: if the target object is close to the
reference object, or placed on a central directionality axis according to some
frame of reference, this reduces the eﬀort for search. Empirical evidence sup-
ports this claim. For example, in a production experiment by Carlson and
Hill (2009), participants preferred reference objects which were in a prototyp-
ical relation to the target, even if they were slightly less salient. In a study by
Vorwerg and Tenbrink (2007), humans producing object descriptions answer-
ing a where question used modiﬁers or complex projective relations whenever
the target object deviated from the prototypical axis. In a production exper-
iment by Zimmer et al. (1998), speakers locating a target object which was
invisible to the listener used simple projective terms only when the target
object was very close to the prototypical axis.
Finally, the speciﬁc relation in which the target object stands to the
reference object is also relevant. A number of studies show that vertical
relations such as on or above are preferred to horizontal relations such as
left (Bryant and Wright, 1999; Franklin and Tversky, 1990; Plumert et al.,
1995; Viethen, 2011).
Regarding search space optimisation, Gapp (1995a) mainly considers dis-
tance between reference object and target object. He also mentions that
objects which stand in a functional relationship with the target object are
more suitable as reference object due to the fact that functionally related
objects are more likely to be perceived and processed together (Hirtle and
Heidorn, 1993; Hirtle and Jonides, 1985; Tulving, 1962), thus easing search.
Communication Cost
In line with the Gricean Maxim of quantity, Barclay and Galton (2008) in-
clude communication cost as a factor to account for the fact that shorter and
structurally simpler REs require less processing cost (both for the speaker
and the listener) than longer and more complex REs. This is relevant for
reference object selection, as the choice of reference object may impact the
length and complexity of the resulting description due to both the complexity
of the relation between reference object and target object, and the necessity
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for producing an appropriate RE for the reference object itself which may
require lengthy descriptions for some reference objects.
Empirical Evaluation of Reference Object Selection
Barclay (2010) and Barclay and Galton (2013) operationalise several of these
inﬂuence factors and use Bayesian Networks to learn models of up to 4 factors
for generating locative expressions for objects in 3D images. They ﬁnd that
a combination of proximal distance between reference object and target ob-
ject, convex hull volume of the reference object, and the ratio between the
minimum and maximum dimension of the potential reference object best
predicts human behaviour. The model matches one of the top three human
choices of reference object in 73.5 % of cases.
In a reference production study using highly cluttered scenes, Clarke et al.
(2013) show that humans prefer reference objects which are large, visually
salient, and in close proximity to the target, thus providing evidence that
both locatability of the reference object and search space optimisation are
relevant factors in reference object selection.
5.1.2 Reference Object Selection and REG
Like most work on reference object selection, the work by Barclay and Galton
(2008) focuses on where questions in which the position of a (usually already
known) target object needs to be speciﬁed. This contrasts with REG which
is typically concerned with which questions, i.e., the unique identiﬁcation of
a formerly unknown target (Krahmer and van Deemter, 2012).
It is an open question whether REG with relations should be considered
as exclusively answering a which question, i.e., uniquely identifying the target
from a given set of distractors, as the standard deﬁnition of REG implies, or
whether it also serves a where question to a certain extent, i.e., specifying the
location of the target object, as suggested by Clarke et al.’s (2013) deﬁnition
of REG as the inverse of visual search. According to this deﬁnition, the
task of REG is generating a description which will “allow somebody else to
quickly and accurately locate the target” (Clarke et al., 2013, p. 1).
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The conceptualisation of REG with spatial relations as a which vs. where
task has implications for the deﬁnition of optimality in the case of REs with
spatial relations. Vorwerg and Tenbrink (2007) show in object description ex-
periments that when confronted with where questions, humans provide more
detailed spatial descriptions than in which tasks, indicating that the tasks
are understood diﬀerently. In particular, participants used signiﬁcantly more
precisiﬁcations and compound projective terms in the where task which in-
dicates that search space optimisation plays a more important role in where
tasks than in which tasks. On the other hand, in which tasks, the over-
all conﬁguration of objects was more relevant, with participants preferably
choosing properties for an object which discriminated it from other objects
in the context (Tenbrink, 2005).
A crucial diﬀerence between the two interpretations is that if reference
is exclusively concerned with which questions, the reference object need not
be uniquely described independently of the target. In this case, it would be
suﬃcient that an RE uniquely identiﬁes the target object. If, on the other
hand, REG using relations also needs to answer a where question, guiding
visual search, it is crucial that the reference object is identiﬁed uniquely
independently of the target, as search for the target object is contingent on
successful identiﬁcation of the reference object.
In the following, I will discuss the most relevant conditions for uniqueness
of complex descriptions involving relations in the REG literature, and where
they fall in terms of the which vs. where distinction.
Independently Unique Reference Object Condition
Figure 5.1 serves to illustrate this diﬀerence. For Figure 5.1a, the description
the circle to the left of the square would deﬁnitely be considered discrimin-
ating. This scene fulﬁls the strongest requirements for a distinguishing de-
scription in REG with relations, namely that the reference object needs to be
uniquely discriminated by the sub-description of which it is the head noun,
in this case the square. This approach is used, for example, by Roy (2002).
In his work, if the Discriminatory Power of a simple description of the target
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Figure 5.1: Consequences of diﬀerent deﬁnitions of distinguishing descrip-
tions for interpreting the utterance the circle to the left of the square. (a)
Deﬁnitely discriminating. (b) Discriminating for subgraph matching. (c)
Discriminating for indeﬁnite interpretation. (d) Target preferred for total
probability.
is below a given threshold, the system checks for each candidate reference
object whether it can be independently described by a combination of unary
relations with a Discriminatory Power above the threshold. If this is the case,
this object may be selected as a reference object. This approach is in line
with Clarke et al.’s (2013) interpretation of REG as guiding visual search, as
it implies that the reference object needs to be identiﬁed independently of
the target object in order to be useful as an reference object.
Subgraph Matching Condition
In Figure 5.1b, on the other hand, the complete description the circle to the
left of the square uniquely discriminates the target object (marked with a
T ) and the reference object despite the fact that the reference object is not
discriminated by the sub-description the square independently of the whole
utterance, a phenomenon ﬁrst noted by Dale and Haddock (1991). Thus,
the identiﬁcation of the target object and the reference object are mutually
dependent. The complete description the circle to the left of the square can
only refer to the combination of the target object and the intended reference
object, as no other conﬁguration of objects ﬁts the description as a whole.
While the system proposed by Roy (2002) would not consider such de-
scriptions, a number of approaches have been published which use this cri-
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terion (Dale and Haddock, 1991; Kelleher and Costello, 2009; Krahmer et al.,
2003). Dale and Haddock (1991) and Kelleher and Costello (2009), in exten-
sions of the Greedy Heuristic Algorithm (GH) and the Incremental Algorithm
(IA), respectively, interpret complex descriptions in the form of constraints
which operate over the full scope of the RE. For example the utterance the
bowl on the table is considered discriminating, if there is exactly one bowl
which is on exactly one table, irrespective of whether there are other tables
in the scene.
The same view is expressed in slightly diﬀerent terms by Krahmer et al.
(2003) who view REG in terms of subgraph matching. Scenes are represented
as graphs with objects as nodes and properties and relations as edges. A
distinguishing description is a subgraph which ﬁts the scene graph only once.
According to this view of REG with relations, the description the circle
to the left of the square would be considered discriminating in Figure 5.1b, as
there is only one conﬁguration of circle and square such that the circle is to
the left of the square. The description would not be considered discriminating
in Figures 5.1c or 5.1d, as in those cases two conﬁgurations of square and
circle ﬁt the description even though each of these conﬁgurations includes
the target object.
This approach to REG with relations does not consider the issue of visual
search, as identifying the reference object may require simultaneous identi-
ﬁcation of the target object. Thus it treats REG with relations entirely as a
which question, focusing on logical discrimination rather than visual search.
Total Probability Approach
In Figure 5.1c, despite the fact that as humans we are able to identify the
intended target for the utterance the circle to the left of the square, it is not
even clear from the entire description which of the two squares in the scene
should be considered the reference object. As there are two underlying tar-
get object/reference object conﬁgurations, the subgraph matching criterion
would not consider the description to be distinguishing for Figure 5.1c.
In Figure 5.1d, even if one does not require the reference object to be
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identiﬁed uniquely, the utterance the circle to the left of the square is am-
biguous, though one might prefer the target over the distractor due to the
fact that it is in the required relation to two potential reference objects, while
the distractor is in the desired relation to only one potential reference object.
This intuition is supported by approaches which use the law of total





P (x|yi)× P (yi) (5.1)
This approach is followed by Engonopoulos and Koller (2014) and Golland
et al. (2010). In both cases, P (yi) is calculated based only on the sub-
description given for yi, i.e., the square in our example. Thus, if all possible
reference objects which ﬁt this sub-description allow the unique identiﬁcation
of the target, the description is considered distinguishing. However, the
description is not distinguishing if there are possible interpretations of the
reference objects which do not allow identiﬁcation of the target (as in Figure
5.1b where interpreting the left square as the reference object would lead to
identifying no target at all). Therefore, this interpretation can be seen as a
variant of the Independently Unique Reference Object Condition. It shares
with it that the identiﬁability of the reference object is evaluated based on
the sub-description referring to it, rather than the entire expression as is
done in the Subgraph Matching Condition. On the the other hand, the Total
Probability Approach does not require unique identiﬁcation of the reference
object as a precondition for identifying the target.
Reference Object Selection for Probabilistic REG
The intuition behind the subgraph matching approach is certainly convincing
in small scenarios. However, expressions generated using this approach may
be infelicitous for realistic, cluttered scenes. Figure 5.2 shows an example of
a cluttered scene where an RE such as the circle to the right of the triangle
is arguably discriminating, but not necessarily the most helpful description.
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In this case, one would expect an RE to provide assistance for visual search
by adding further information which helps identify the reference object, e.g.
the circle to the right of the bottom triangle.
In an empirical study, Koolen et al. (2015) show that even small amounts
of clutter increase the probability of referential overspeciﬁcation in human
subjects. Likewise, Clarke et al. (2013) show in a production experiment
with highly cluttered scenes that REs are longer in scenes with more clutter.
Moreover, they show that speakers prefer reference objects which are visually
salient and in close proximity to the target. These ﬁndings indicate that aid-
ing visual search is a relevant factor in REG. In a study using a cooperative
building task, Beun and Cremers (2001) found that participants were sens-
itive to the focus area, often disambiguating objects only within the focus
area, and providing longer, more redundant descriptions for objects outside
the focus area. Finally, in a study investigating the eﬀect of overspeciﬁca-
tion on the speed of RR, Arts et al. (2011) show that even in very simple
scenarios, superﬂuous information increases the speed of RR, if it limits the
search space. Given this evidence for the relevance of visual search in RR, in
this thesis I use an approach to optimality for relational referring expressions
which takes into consideration visual search.
The Total Probability Approach seems somewhat intuitive with respect
to visual search – if two potential reference objects allow immediate identi-
ﬁcation of the target, interpreting either of them as the intended reference
object would have the same eﬀect, and thus not impede correct identiﬁca-
tion. However, the allowances made for several potential reference objects
run the danger of violating pragmatic expectations. Using the deﬁnite article
to describe a reference object implies that there exists only one such object.
If several objects which ﬁt the description of the reference object are present,
this may lead to confusion.
To summarise, there are merits to all three approaches. Clearly, further
research is needed in order to evaluate the implications of these approaches
and their applicability to human REG in detail. In particular, it may be the
case that diﬀerent principles hold for small scenes vs. cluttered scenes, and
for using deﬁnite vs. indeﬁnite descriptions for the reference object. As the
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Figure 5.2: Cluttered Scene in which REs may be required to answer where
questions as well as which questions.
goal of this thesis is to provide an REG mechanism for situated interaction in
realistic scenarios, I will use an implementation of the Independently Unique
Reference Object Condition here.
In terms of discriminatory power, this condition can be expressed as the
joint probability of identifying both the reference object y and the target
object x given the description D: P (x, y|D). Under the assumption that the
identiﬁcation of x is dependent on that of y, and that only the sub-description
D′ which refers to y is used for identifying y, in this thesis I deﬁne the joint
probability P (x, y|D) using the following Equation 5.2:
P (x, y|D) = P (x|y,D) · P (y|D′). (5.2)
In more general terms, in this thesis I evaluate complex REs including n
objects in terms of the joint probability, p(x1, . . . , xn), assuming that each
reference object must be uniquely identiﬁed before using it as a reference
point for searching for the object described via relation to it.
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5.1.3 Further Factors of Reference Object Selection
In the preceding sections, I argued for viewing REG with relations from the
perspective of supporting visual search, and therefore taking into considera-
tion the ﬁndings of reference object selection research for REG. I then intro-
duced the extension of the PRAGR core concept of Discriminatory Power to
handle REs including relations and multiple objects in terms of supporting
visual search. By extending the Discriminatory Power deﬁnition to handle
REs with spatial relations, the issue of reference object selection is integ-
rated into the optimality deﬁnition of REG, thus committing to the view
that reference object selection in REG cannot be separated from the eval-
uation of referential descriptions. While it may be reasonable to exclude
certain objects from consideration as reference objects based on their inher-
ent properties (e.g., a very small object which is in no way visually salient
may not need to be considered as a reference object at all), interactions such
as that between the prototypicality of spatial relations and reference object
selection (Carlson and Hill, 2009) imply that it is beneﬁcial to be able to
directly compare complex descriptions with diﬀerent reference objects.
However, the individual factors which impact reference object selection
remain to be considered, namely locatability of the reference object, search
space optimisation, and communication cost. While it is not the goal of this
thesis to integrate all aspects of reference object selection, or to investigate
their exact interrelations, a number of these aspects follow naturally from
the design of PRAGR, or can be easily integrated.
Regarding the factor of locatability of the reference object, I will consider
two central sub-factors, namely referentiality and salience, i.e. the ability
to provide a description of the object which has a high chance of being
understood by the listener, and the degree to which the reference object
stands out in the environment.
Referentiality is naturally handled by PRAGR via the concept of Accept-
ability, as this concept represents the likelihood that a listener would accept
the description for the given object. As at this point, PRAGR’s handling of
Acceptability does not account for acquired knowledge about perceptual or
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conceptual diﬀerences between speaker and listener. I.e., whether the listener
has suﬃcient knowledge to identify the object based on the description is not
considered at this point. Integrating explicit knowledge about the concep-
tual and perceptual state of the listener into PRAGR and investigating the
interrelation between an interlocutor’s individual conceptual and perceptual
state and grounding processes would be a highly interesting endeavour, but
is beyond the scope of this thesis.
As mentioned in Section 3.2, the PRAGR mechanism can be extended
to include the salience of objects, giving higher acceptability to descriptions
with more salient reference objects. As this topic requires a more in-depth
discussion, it will be pursued in detail in Section 5.1.4.
The factor of search space optimisation concerns mainly the prototypical-
ity of the spatial relation used, and the distance between reference object and
target object. Both of these factors are taken into account by the projective
relation model presented in Section 4.6, which leads to a preference for ref-
erence objects which are physically close to the target and in a prototypical
angle. As Barclay and Galton (2008) note, the extension of the search space
depends on the size of the reference object. The projective relation model
covers this to some degree, as the dimension of bounding box angular devi-
ation implies that if a reference object has a large extension on one axis, the
Bounding Box Angular Deviation for the relevant relations will be 0 for all
target objects which are within the extension of this axis. However, it can be
assumed that larger reference objects also imply a larger search space with
respect to the acceptable distance of the target object from the reference
object. This factor is currently not considered in the projective term model,
as the decline of Acceptability based on distance is ﬁxed for the model.
Finally, the factor of communication cost implies a preference for shorter
descriptions which is already handled by the PRAGR core mechanism as
the weighting parameter α allows determining a preference for more accept-
able descriptions. As properties usually do not ﬁt a target perfectly, longer
descriptions will automatically lead to a decreasing Acceptability and thus
reduce the Appropriateness of a description.
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5.1.4 Salience
As was mentioned above, salience plays an important role in reference object
selection. In order to guide visual search for the target object, speakers prefer
to use reference objects which stick out perceptually or cognitively, i.e., which
are more salient than others, in order to help the listener ﬁnd the intended
target object (Clarke et al., 2013).
However, in referential communication, humans also take salience into
account in diﬀerent ways. Humans prefer situationally more salient proper-
ties in descriptions (Hermann and Deutsch, 1976). Descriptions for highly
salient objects are often shorter than those for non-salient objects (Clarke
et al., 2013). Further, listeners resolve ambiguous descriptions by selecting
the more salient candidate referents (Clark et al., 1983).
In the following, I will brieﬂy discuss the diﬀerent kinds of salience and
the diﬀerent ways in which salience can inﬂuence REG and RR, followed
by a brief overview of existing REG and RR systems which consider sali-
ence. I will then show how salience can be integrated into the main PRAGR
mechanism. In the following example-based comparison of REs generated
by PRAGR with and without consideration of salience, I will show how in-
tegrating salience into PRAGR impacts both reference object selection and
the length of descriptions. While the impact of salience on RR is also of
key interest for an integrated mechanism of reference, this is left for future
research.
Kinds of Salience
The concept of salience is hard to delimit, and depending on the perspective,
many diﬀerent deﬁnitions have been given. An important distinction which
needs to be made is that between bottom-up, visual salience on the one
hand, which Itti (2007) deﬁnes as “the distinct subjective perceptual quality
which makes some items in the world stand out from their neighbors and
immediately grab our attention”, and top-down, cognitive salience on the
other hand, which is goal-driven and depends on the internal state of the
viewer (Itti, 2007). However, Itti (2007) emphasises that salience is in all
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Figure 5.3: Inﬂuence of context on property selection in REG (Mast et al.,
2016). Situations where (a) brightness, and (b) size is the most salient prop-
erty.
cases dependent on the viewer, as for example colour blindness means that
a person can only perceive salience based on colour to a very limited degree.
Linguistic salience (Kelleher, 2011; Krahmer and Theune, 2002) can be
seen as a subtype of cognitive salience. In general, it is assumed that a
recently mentioned object will be more salient than one which has not been
talked about at all in the current discourse (Krahmer and van Deemter, 2012,
pp. 186–188).
An aspect of visual salience which is covered by the main PRAGR mech-
anism is the preference of humans in RE production for properties which are
easy to distinguish. Research on the production of REs by humans shows
that contextual diﬀerences in the salience of speciﬁc object properties impact
property choice. For example, Hermann and Laucht (1976) show that when
multiple ways of identifying an object are possible, the property with the
largest object-distractor contrast, i.e., the most salient property, is chosen.
As illustrated in Figure 5.3, humans may prefer to use brightness for an RE
in one situation and size in another situation, even if both properties are
distinguishing in both situations. The preference is based on the situation
speciﬁc salience of the diﬀerent properties.
There is also evidence that speakers adapt the length of REs, depending
on the salience of the target object. While Beun and Cremers (2001) found
no evidence of an inﬂuence of visual salience of a target on the length of REs,
they did ﬁnd that REs for objects that were in the current focus area were less
redundant than REs for objects out of the focus area. Clarke et al. (2013)
speculate that the failure to ﬁnd an inﬂuence of visual salience on human
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production of REs in some studies may be due to the simpliﬁed scenarios
typically used in such experiments. In a study using highly cluttered scenes,
they found that descriptions for non-salient targets were indeed longer than
those for highly salient targets.
Salience also serves as an inﬂuencing factor for reference object selec-
tion in relational descriptions (Barclay and Galton, 2013; Clarke et al., 2013;
Gapp, 1996; Talmy, 1983). Barclay and Galton (2013) evaluate the inﬂuence
of diﬀerent geometric measures on the selection of reference objects, and con-
clude that the size of potential reference objects clearly inﬂuences selection.
Clarke et al. (2013) found that the larger and more visually salient an object,
the more likely it is to be used as a reference object in an RE.
From the listener perspective, Kelleher et al. (2005) and Clark et al.
(1983) found that human participants use visual salience to resolve ambigu-
ous references, and Strohner et al. (2000) show the same for focus. Frank
and Goodman (2012) show that an empirically established measure of object
salience leads to successful prediction of the interpretation of REs.
Salience in REG and RR Systems
A number of approaches to REG take salience eﬀects into account by reducing
the set of relevant distractors for a description to those which are at least
as salient as the intended target (e.g. Jordan, 2000; Krahmer and Theune,
2002; Passonneau, 1996). This allows the generation of shorter, technically
underspeciﬁed descriptions for salient objects. For example, this would allow
the ball as a description of an object rather than the blue ball despite the
presence of other balls in the scene if the ball in question was the most salient
ball in the (visual and/or discourse) context.
However, this approach cannot be straightforwardly adapted to REG with
graded properties, as it relies on a crisp deﬁnition of distinguishing descrip-
tion. Further, it is to be expected that graded category membership interacts
with graded salience such that high prototypicality of a description for an
object might compensate lack of salience of the object and vice versa. For
example, a large green box which is close to the centre of vision may be suf-
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ﬁciently described with the expression the green box, even if there are other
green boxes in the scene, as long as these are less salient than the intended
referent. However, if the most salient green box has a colour which is closer
to khaki, a less salient, but prototypically green box might be considered to
be the intended referent.
The only existing algorithm, to my knowledge, which explicitly integ-
rates salience with graded category membership, is the algorithm for RR
proposed by Kelleher (2011). To my knowledge, there is no work on REG
which considers salience in reference object selection for REG. Further, to
my knowledge there exists no work on salience in the context of REG with
graded properties.
The contribution of the present thesis with respect to salience is that of
integrating salience into REG with graded properties by integrating a salience
measure into the core REG mechanism rather than applying salience eﬀects
as a separate step in the generation procedure. In this respect, the approach
presented in this thesis most closely resembles the work by Kelleher (2011).
However, while Kelleher (2011) focuses on RR, I will focus here on REG, in
particular on the inﬂuence of visual salience on the length of REs, and on
the impact of visual salience on reference object selection.
In the following, I will present the adaptation of the core mechanism of
PRAGR for handling salience which will show that salience naturally ﬁts
into the PRAGR mechanism. I will then proceed to describe the measure of
salience used for the evaluation of the adapted mechanism, before presenting
a number of example scenarios and demonstrating how integrating salience
impacts the REs PRAGR generates.
Salience in the PRAGR Mechanism
In Section 3.2, I showed how the Discriminatory Power of a description for
an object, P (x|D), can be derived from the Acceptability P (D|x) of this
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where P (x) is the prior probability of the object, i.e., the probability
that, if one randomly chose an object of the given scene, one would pick
x. In the simple model presented in Section 3.2, an equal probability of
being selected was assumed for each object. However, if we assume that
more salient objects will be noticed more easily and therefore have a higher
chance of being randomly selected, it is clear that the likelihood of randomly
selecting an object depends on its salience. Therefore, in the extension of
the model for handling salience, P (x) depends directly on the salience of an










P (D|xi)P (xi) (5.5)
Thus, we can see that this extension follows naturally from the deﬁnition
of Discriminatory Power given in Section 3.2 and allows easy integration of
salience into REG with PRAGR. In the following, I will present an evaluation
of REG using this extended mechanism using simple example scenarios.
Calculating Visual Salience
For the evaluation of PRAGR with integrated salience, I used the deﬁnition of
visual salience provided by Kelleher and van Genabith (2004) for determining
visual salience of objects in 3D scenes shown on a 2D screen. Kelleher and
van Genabith (2004) determine the visual salience of an object as a function
of its centrality in the scene and its size. They use a false colouring technique,
rendering the scene normally once, and then a second time using false colours
and ﬂat shading such that each object is uniformly coloured in a separate
false colour. The image created with false colour rendering can then be used
in order to determine which pixels of the viewport belong to each respective
object.
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In order to determine the visual salience of each object x, Kelleher and
van Genabith (2004) calculate the sum of all pixels p of the object weighted








where Δp is the distance between p and the centre of the image, and Δmax
is the maximal distance of any pixel in the image to the centre (i.e., the
distance between a corner of the image and the centre).
In order to replicate this approach, I created simple scene deﬁnitions in
tabular form which were then automatically transformed to (a) scene deﬁn-
itions for the POV-Ray 3D rendering software1, and (b) scene deﬁnitions
for PRAGR including salience information based on the 3D renderings of
the scene. The procedure for generating the required representations was as
follows:
1. The tabular scene deﬁnition was read in, and the POV-Ray deﬁnition
for the scene image was created.
2. For each object in each scene, a false colouring version of the image was
created in which the object was coloured entirely in black, and surface
eﬀects (such as shiny surfaces) were removed.2
3. All scenes were rendered using the POV-Ray 3D rendering software.
4. Each false colouring image was processed using a simple script, and the
salience of the object was calculated based on Equation 5.6.
5. For each scene, a PRAGR scene deﬁnition was output which included
the salience information.
1http://www.povray.org/
2Kelleher and van Genabith (2004) create only one false colouring image for all objects.
For technical reasons, I created separate images for each object. The result is the same,
as performance issues are not the focus at this point.
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Scene Condition Description RO Acc DP App
3 salience the turquoise book behind the blue
mug
ROHS 0.86 0.85 0.85
3 no salience the turquoise book to the right of
the purple mug
ROLS 0.89 0.87 0.87
4 salience the turquoise book to the right of
the purple mug
ROLS 0.89 0.77 0.80
4 no salience the turquoise book to the right of
the purple mug
ROLS 0.89 0.85 0.86
5 salience the turquoise book to the right of
the purple mug
ROLS 0.89 0.80 0.82
5 no salience the turquoise book to the right of
the purple mug
ROLS 0.89 0.87 0.87
Table 5.2: Descriptions generated by PRAGR for the target object in Figure
5.5a where it has high salience and Figure 5.5b where it has low salience.
Descriptions with and without consideration of salience are shown.
shorter description for the target object in Figure 5.5a than for the target
object in Figure 5.5b. Table 5.1 shows the descriptions generated by PRAGR
for the target object in both scenes. Descriptions with and without consider-
ation of salience are shown. As Table 5.1 shows, when considering salience,
the description of the target object is indeed shorter for the scene in Figure
5.5a (the turquoise book) than for either the same scene without considering
salience, or the scene where the target object is less salient. Thus, regarding
the length of descriptions, PRAGR with an integrated salience measure pro-
duces results that reﬂect empirical research on RE production and resolution
in humans.
Reference Object Selection Figure 5.6 shows scenes with a number of
objects (books and mugs) on a table with the respective target objects T .
Table 5.2 lists the descriptions generated by PRAGR for the respective target
objects, either considering salience or not considering salience. In Figure 5.6a,
there are two mugs in the scene, ROHS and ROLS, which are good potential
reference objects for this object, as they are in a fairly prototypical relation
to it and are both easily identiﬁable. However, ROHS is more salient due to
its more central position closer to the viewer, and ROLS is less salient.
147
CHAPTER 5. CHALLENGES: SPATIAL RELATIONS IN REG
5.1. REFERENCE OBJECT SELECTION AND OPTIMALITY
Based on both theoretical considerations and empirical results (Barclay
and Galton, 2013; Clarke et al., 2013; Gapp, 1996; Talmy, 1983), an REG
system which takes salience into account should clearly prefer the more salient
reference object in this situation.
As Table 5.2 shows, when salience is ignored, PRAGR selects the less
salient ROLS as the reference object, as it has a slightly more prototyp-
ical colour, thus allowing a description with a slightly higher Acceptability
value. When considering salience, PRAGR selects the more salient ROHS as
the reference object for describing the target object, as the higher salience
outweighs the higher Acceptability value. These results show that PRAGR
successfully uses salience in order to inﬂuence reference object selection.
However, as discussed above, salience is not the only factor that feeds
into reference object selection. The factor of referentiality listed by Gapp
(1995a) indicates that an object which cannot itself be easily described is
not a suitable reference object. While there is no direct empirical evidence
for this factor in the literature, it is intuitively appealing. As discussed
in Section 5.1.2, there are diﬀerent viewpoints as to whether the reference
object needs to be uniquely identiﬁable independently of the target object
(Independently Unique Reference Object Condition), or whether only the
conﬁguration of reference object and target object needs to be identiﬁable.
Given the position taken in this thesis favouring the Independently Unique
Reference Object Condition, we should expect an REG algorithm to weight
the factor of salience against that of referentiality in that sense. A related
factor is communication cost – according to Barclay and Galton (2008), a
reference object which requires a very lengthy description for successful ref-
erence should be dispreferred.
Thus, when a highly salient object allows no short RE which clearly
discriminates it from all distractors, we would expect an intelligent REG
algorithm to react to this by preferring a less salient, but more easily de-
scribable object.
In Figure 5.6b, an additional mug is placed in the scene which is also
blue, leading to a situation where the most salient reference object cannot
be easily described. In line with the reasoning above, we would now expect
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PRAGR to prefer the less salient but more easily describable purple mug as
a reference object. As shown by Table 5.2, PRAGR picks up on this change
in circumstances and now, as expected, uses the purple mug as a reference
object.
Another factor in reference object selection which conﬂicts with salience
is that of search space optimisation. The aspect that large reference objects
imply a larger search space is not further evaluated here (although it is
covered by PRAGR to some extent). However, empirical ﬁndings on reference
object selection in RE production show that humans prefer reference objects
which are in a prototypical relationship to the target object (Carlson and
Hill, 2009). Thus, we would expect that if a highly salient potential reference
object were in a non-prototypical relation to the target object, an intelligent
REG algorithm would prefer a less salient reference object which is in a more
prototypical relationship with the target object.
In Figure 5.6c, the highly salient blue mug is moved such that its pro-
jective relation to the target object is less prototypical. We would therefore
expect PRAGR to again prefer the less salient purple mug as a reference
object, as it is in a more prototypical relation to the target object. As the
results in Table 5.2 show, this is exactly what happens: the salience of the
blue mug now loses out in favour of the more prototypical relation of the
purple mug, yielding again the purple mug as the preferred reference object.
Discussion
The preceding examples show that integrating salience handling into PRAGR
has eﬀects similar to the ones found by Clarke et al. (2013) in their study
on the production of REs in highly cluttered scenes: REs are shorter for
more salient objects, and a preference for salient objects as reference objects
emerges. This is all the more intriguing as these assumptions were not ex-
plicitly encoded in the way PRAGR handles salience in REG, but rather
fall out naturally from modelling the prior probability of an object x via its
salience.
While the relationship of this modelling to the preference for more sa-
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lient reference objects is fairly straightforward, the fact that PRAGR with
integrated salience generates shorter descriptions for highly salient objects is
also intriguing, as it is not directly clear how this results from a higher prior
probability of the object. However, due to the impact of the prior probability
on Discriminatory Power, and the assumed dependence of the identiﬁcation
of the target object on that of the reference object, a reference object which
is less salient than the target object is not very likely to increase the Dis-
criminatory Power of a description for the target object, compared to an RE
which only uses unary properties to describe the target object. Therefore, if
an object is highly salient itself, being surrounded by mostly less salient po-
tential reference objects reduces the likelihood of an RE with relations being
used.
Further, the examples above have shown that PRAGR does not simply
prefer more salient reference objects, but intelligently balances the factor of
salience with other important factors of reference object selection, namely ref-
erentiality and search space optimisation, thus displaying the diﬀerentiated
behaviour predicted by state of the art models for reference object selection.
To my knowledge, this kind of sophisticated behaviour regarding reference
object selection is unique in the ﬁeld of REG. While these initial results are
promising, empirical studies evaluating both the human-likeness and under-
standability of REs produced by PRAGR with salience would be required in
order to fully evaluate PRAGR’s handling of salience and reference object
selection.
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5.2 Referring Expression Generation as Search
As discussed in Section 3.1, apart from providing a deﬁnition of optimality,
the generation of REs also requires the use of some search procedure which
determines in which order possible descriptions are evaluated.
Reducing computational complexity is usually considered to be a crucial
goal of search algorithms. However, a number of issues need to be considered
regarding computational complexity.
Firstly, from the perspective of cognitive modelling, computational com-
plexity is only relevant if one proposes a procedural model. As van Deemter
(2016, p. 102) points out, most current models are product models in that
they attempt to model output similar to that of humans while making no
claims regarding the cognitive processes required for producing that output.
First steps in this direction have been taken (Gatt et al., 2012), and van
Deemter (2016, p. 308) suggests that leveraging the advances of neuroscience
may lead to a revival of interest in processing times of REG algorithms. How-
ever, from a computational modelling perspective this approach only makes
sense if one proposes a procedural model which makes explicit claims about
processing times in relation to diﬀerent stimuli. Moreover, it would imply
a vastly diﬀerent perspective towards computational complexity, as the goal
would no longer be to reduce complexity, but to show that an algorithm
leads to similar patterns of complexity as displayed by human subjects (van
Deemter, 2016, p. 98).
From a practical perspective, van Deemter (2016) notes that the eval-
uation of complexity may vary, depending on which factors are taken into
consideration, e.g., whether one considers complexity with respect to num-
ber of objects, number of attributes, length of expression, and/or number of
properties. If, for a realistic scenario, a given factor is not expected to exceed
a certain number (e.g., one would not expect an RE to consist of more than
100 properties), it may be considered a constant, thus dropping out of the
complexity analysis (van Deemter, 2016, p. 98f).
Relatedly, van Deemter et al. (2012a) point out that given the small
domains frequently used in REG studies, computational complexity is of-
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ten negligible, and full search may be feasible in many cases despite a high
theoretical complexity. However, including spatial relations, and assigning
non-zero values to all properties – as done in this thesis – puts a higher de-
mand of eﬃciency on the REG algorithm as the number of properties that
may be combined into descriptions increases drastically. Therefore the issue
of search needs to be addressed in this thesis.
Due to the inherent directionality of the search problem, this section
is concerned exclusively with REG. In RR, the search problem is of lower
relevance. While humans do perform visual search when interpreting REs
in situated reference, modelling this process is not the focus of this thesis.
Therefore, I will consider the search problem only with respect to REG.
In the following, I will discuss the search problem as it occurs in REG,
and the implications of the probabilistic optimality measure for the speciﬁc
search problem faced here. In Section 5.2.1, I will present the basic search
framework and how search is handled in the three classic REG algorithms,
Full Brevity Algorithm (FB), Greedy Heuristic Algorithm (GH), and Incre-
mental Algorithm (IA). In Section 5.2.2, I will then discuss how the search
problem is impacted by extending REG to include spatial relations. The spe-
ciﬁc problems regarding search that occur when using an optimality deﬁnition
based on probabilistic properties will be discussed in Section 5.2.3. In Sec-
tion 5.2.4, I will present the search algorithm used for the implementation
of the PRAGR REG component. Finally, in Section 5.2.5, I will perform
an evaluation of the computational complexity of REG with the presented
algorithm in a number of example scenes.
5.2.1 The Basic Search Framework
The early period of REG research was dominated by three central algorithms:
Full Brevity Algorithm, Greedy Heuristic Algorithm and Incremental Al-
gorithm (Dale, 1989, 1992; Dale and Reiter, 1995; Reiter and Dale, 1992).
Bohnet and Dale (2005) deﬁned these algorithms as variants of a general
search algorithm. Following Russell and Norvig (2002, 65), a search problem
can be deﬁned by
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1. an initial state to start the search,
2. a successor function which determines possible state transitions for each
state,
3. a goal function which determines whether any given state achieves the
deﬁned goal, and
4. a path cost function which assigns a cost to the path from the initial
state to each reachable state.
The initial state and successor function together determine the state space
in the form of a graph with nodes for all reachable states and edges for all
possible transitions between states.
In order to solve a search problem, in addition to the problem deﬁnition,
a search strategy is required: a queuing method which determines in which
order possible successor states should be explored. This method may take
into consideration values delivered by the path cost function, e.g., by ﬁrst
expanding those states with the lowest costs.
A given search algorithm is called complete if it guarantees that if there
is a solution, it will be (eventually) found. It is optimal if it guarantees that
the optimal solution is (eventually) found (Russell and Norvig, 2002, p. 74).
However, given inherently complex problems, it may be preferable to focus
on ﬁnding a good solution fast, rather than guaranteeing that the optimal
solution is always found (compare Russell and Norvig, 2002, p. 133).
When classic REG is viewed as search, each state consists of (1) a pre-
liminary description – the set of properties of the intended referent that have
already been selected, (2) a set of distractors to which the preliminary de-
scription applies, and (3) the set of properties that are still available (Bohnet
and Dale, 2005). The initial state can be deﬁned as 〈{}, C, P 〉, where the
context set C is the initial set of distractors, and P is the set of all properties
of the intended referent. The goal state can be deﬁned as a valid state which
contains an empty set of distractors, indicating a distinguishing description
(Bohnet and Dale, 2005).
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In the following, I will discuss the three fundamental algorithms of the
classic REG, FB, GH and IA, and how they can be described in terms of the
search framework.
Full Brevity Algorithm
The Full Brevity Algorithm (Dale, 1989; Dale and Reiter, 1995; Reiter, 1990)
focuses radically on the principle of the minimal distinguishing description,
searching for the distinguishing description with the least number of prop-
erties. In terms of the search framework, the FB expands any given node
by considering from the set of available properties each which rules out at
least one distractor. FB uses a breadth-ﬁrst queuing method, thus ensuring
that the ﬁrst description which ﬁts the goal condition is the shortest distin-
guishing description (Bohnet and Dale, 2005). FB is computationally very
expensive: given n properties, there are 2n possible combinations of prop-
erties, i.e., the worst case complexity is exponential. Therefore, it is not
practically applicable to large problem domains.
Greedy Heuristic Algorithm
The Greedy Heuristic Algorithm (Dale, 1989, 1992) is a more eﬃcient ap-
proximation of the FB. This algorithm incrementally builds up a description,
utilising the concept of Discriminatory Power discussed in Section 3.1.4: at
each point in time, it chooses the property that eliminates the most distract-
ors and adds it to the existing preliminary description, until a distinguishing
description has been found. From a search perspective, this algorithm uses
a greedy queuing method (hence the name), considering only the property
which rules out the most distractors, given the current state. As the greedy
algorithm allows no backtracking, it leads to a depth-only search. At each
point, the GH has to consider all remaining properties before deciding which
one to add, leading to a worst-case complexity of T (n) = n(n+1)
2
and thus
polynomial complexity (O(n) = n2).
While it has the advantage of eﬃciency, the GH does not always lead
to minimal distinguishing descriptions : a property which was added to the
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description may be made redundant by subsequently added properties. Dale
and Reiter (1995) therefore suggest post-processing the results of GH with
a local brevity algorithm which takes a distinguishing description, and iter-
atively forms new distinguishing descriptions from it by either removing a
property, replacing a set of properties by a single property, or by replacing
a property with a lexically-preferred one. Using this two-fold approach, a
minimal distinguishing description can be found in polynomial time (Dale
and Reiter, 1995).
Incremental Algorithm
The Incremental Algorithm (Dale and Reiter, 1995; Pechmann, 1989) was the
most inﬂuential REG algorithm of the 1990s, and has had a strong inﬂuence
on the ﬁeld until this day (compare Krahmer and van Deemter, 2012; van
Deemter, 2016). It is based on empirical evidence that humans produce REs
incrementally, preferring the usage of certain properties over others (Pech-
mann, 1989). The algorithm iterates through all potential attributes in a
predetermined order based on assumptions about human preferences. For
each attribute, it checks whether the corresponding value of the intended
referent eliminates any distractors. If at least one distractor can be elimin-
ated, the property is added to the description and the algorithm proceeds
with the next attribute. This process continues, until a distinguishing de-
scription has been found. If an object has several possible values for a given
attribute – e.g., an object is both a dog and a chihuahua, both of which
are values of the attribute type – a value is selected with a preference for
high discriminatory power and basic level categories.
In terms of search, this algorithm uses an expand method that, for a given
state, chooses out of all the properties still available the one which is ranked
highest in the predetermined preference order and which rules out at least
one distractor. All those properties which do not rule out any distractors
are discarded from the list of available properties. This procedure drastically
limits the search space, as properties lower in the preference order are not
explored independently of the decisions made higher in the preference order.
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In the worst case, the algorithm has to check each property exactly once,
leading to a worst-case complexity of O(n), making the IA the most eﬃcient
of the three algorithms by far.
While the underlying assumption of the IA that humans prefer certain
attributes over others is empirically sound (Pechmann, 1989; Viethen and
Dale, 2008), the treatment of human preferences in the IA remains simpli-
ﬁed. As van Deemter (2016, p. 62f) notes, preferences for certain attributes
may be impacted by context, as shown in studies on reference production
(Hermann and Laucht, 1976; van Gompel et al., 2014) where subjects pre-
ferred attributes which were highly discriminating in the given context. In
an empirical evaluation of the IA for human-likeness, van Deemter et al.
(2012a) show that its success crucially depends on selecting the correct pref-
erence order. With the optimal preference order, the IA outperforms its
competitor, the GH. However, with suboptimal preference orders, its per-
formance is signiﬁcantly worse. This is particularly problematic for domains
with many diﬀerent attributes where a wrong preference order may lead to
lengthy, unnatural descriptions (compare van Deemter, 2016, p. 93).
5.2.2 Search Problem with Relations
Extending REG to include spatial relations poses a further layer of chal-
lenges for search, some of which have been addressed by extensions of the
classic REG algorithms (e.g., Dale and Haddock, 1991; Krahmer et al., 2003;
Krahmer and Theune, 2002), while others remain mostly unaddressed.
In the following, I will brieﬂy discuss the challenges to REG with re-
lations which are related to search, namely combinatory explosion, forced
incrementality, recursive dependence, and inﬁnite recursion.
Combinatory Explosion
The most fundamental challenge for search in REG with relations is that of
combinatory explosion. As Kelleher and Costello (2009) point out, including
spatial relations in REG leads to combinatorial explosion already on the
property modelling level, as each relation needs to be evaluated once for
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each object as a target object with each other object as a potential reference
object. Given m objects and n relations this requires modelling T (m,n) =
n×m× (m−1) acceptability values in total, yielding polynomial complexity
for modelling relations alone – O(m2). If relations need to be evaluated at
runtime, partial scene models such as proposed by Kelleher and Costello
(2009) may be required. For now, however, I will assume that all relations
are modelled for all objects.
Regarding the complexity of REG itself, the situation is even worse. For
generating REs containing only unary properties full search has a complexity
of 2n (i.e., there are 2n possible subsets of properties). When allowing rela-
tions, a description for one object may contain property ascriptions to any
other object, yielding an upper bound of complexity of O(2n×m
2
). This is an
upper bound as not all properties are relations, and not all property combina-
tions are valid descriptions (e.g., a valid description cannot contain properties
of an object which is not the main target object of a description and not a ref-
erence object). However, this upper bound clearly shows that full search for
REG with relations is not even viable in small domains. For example, a scene




Given these facts, the popularity of the computationally highly eﬃcient IA
and its slightly less eﬃcient sibling GH are not surprising. However, these
approaches cause their own speciﬁc problems when applied to REG with
relations.
Krahmer and Theune (2002) point to the problem of forced incremental-
ity which is a major problem for using the IA with relations: in situations
where one (less preferred) relation would have been suﬃcient, the IA may end
up concatenating a number of relations which are higher in the preference
order but not fully discriminatory, thus yielding very lengthy and awkward
descriptions. “The incrementality assumption implies that the ﬁrst rela-
tion will always be realised, even if adding further relations would render it
redundant with hindsight. It would seem rather far-fetched to claim psycho-
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logical reality for this kind of incrementality.” (Krahmer and Theune, 2002).
While this problem can be somewhat ameliorated by always assuming rela-
tions to be last in a given preference order, it cannot be avoided completely.
Further, that solution is far from ideal, given recent evidence that spatial
relations are in fact highly frequent in human produced REs (Clarke et al.,
2013; Viethen and Dale, 2008). Krahmer and van Deemter (2012, p. 184)
reach the conclusion that “relational descriptions [. . . ] do not seem to ﬁt in
well with an incremental generation strategy.”
Recursive Dependence
A problem with respect to the application of both the GH and the IA to REG
with relations is that the recursive nature of REG with relations means that
the quality of an RE including a relation crucially depends on the description
of the reference object. When greedily selecting a relation due to its high
Discriminatory Power, or due to its position early in the preference order, the
algorithm does not yet have any information whether the relevant reference
object can be successfully described at all. Therefore, applying the GH or
the IA to REG with relations risks not ﬁnding a distinguishing description
at all, even if one exists. This is an inherent problem of all approaches to
REG including relations which make local decisions about adding relations to
descriptions which do not consider the describability of the reference object.
If, on the other hand, one evaluates potential descriptions of the reference
object before making a choice, one looses the advantage of greediness. At the
least, this problem requires backtracking in case a reference object cannot be
described uniquely.
Inﬁnite Recursion
Relatedly, Krahmer et al. (2003) point out the need to prevent inﬁnite re-
cursion which would lead to descriptions such as the dog in the doghouse that
contains a dog that is inside a doghouse. . . (Krahmer et al., 2003). Inﬁnite
recursion is both a linguistic and computational problem. Linguistically, the
resulting descriptions are confusing and not appropriate. Computationally,
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inﬁnite recursion may prevent an algorithm from terminating. In their early
approach to REG with relations, Dale and Haddock (1991) handle this is-
sue by allowing each property or relation to be used only once. Krahmer
et al. (2003) solve the problem more elegantly by using a graph-theoretic
approach to REG with relations. They deﬁne a scene as a graph such that
objects are nodes, and properties are edges. The algorithm then searches
for unique subgraphs by recursively expanding existing subgraphs with new
edges, and checking for subgraph isomorphism within the larger scene graph.
As a graph either contains an edge or not, the problem of inﬁnite recursion
does not occur at all in this approach.
5.2.3 The Search Problem in a Probabilistic System
When using a probabilistic optimality criterion for REG as proposed in this
thesis, a number of additional problems for search occur. While the basic
structure of the search problem still applies, some of the factors which help
prune the search space in classic REG do not apply for REG with vague
properties.
As discussed above, the traditional REG algorithms deﬁne ﬁnding a dis-
tinguishing description as a stop criterion. While this is by no means required
for applying the search paradigm to REG, it does have the clear beneﬁt of
providing an unambiguous stop criterion which allows the algorithm to de-
termine whether any given state is a goal state without comparison to other
states. The probabilistic approach chosen here does not allow a crisp deﬁni-
tion of the distinguishing description and therefore has one clear disadvantage
over the classical REG algorithms with respect to search: it is not possible to
use the criterion of the distinguishing description as a stop criterion. While
it is theoretically possible that the Appropriateness of a description is 1,
indicating a perfect description, this is an exceptional case rather than the
norm, and most certainly not a requirement in order for a description to be
chosen.
One solution for this problem would be to set a threshold value of ap-
propriateness as a stop criterion, thus selecting the ﬁrst RE which reaches
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an appropriateness larger than the threshold value. However, this poses the
question of what value should be chosen as a threshold. It is to be expected
that the appropriateness of the best description can vary widely both across
contexts and domains.
An alternative solution is to perform an exhaustive search over a strongly
pruned search tree. If reasonable pruning options are available, pruning the
search tree may still yield the best description or a reasonable approximation
thereof. The downside of this solution is that in many cases the search will
continue long after the best description has been found. Ideally, pruning
should make use of the monotonicity assumption in order to prevent further
search along paths which are already more expensive than the best solution
found so far (Krahmer et al., 2003).
This, however, brings up a further problem of search for REG with vague
properties: in classic REG, the path cost function can be deﬁned such that
there is a speciﬁc positive cost assigned to each step which indicates the
cost of using a given property (Krahmer et al., 2003). Assuming that cost
is always a positive value, this function fulﬁls the monotonicity assumption
(Krahmer et al., 2003) in that adding a property will always increase the cost
of the description.
For probabilistic REG, the path cost function can be deﬁned by the prob-
abilistic appropriateness function described in Section 3.2. As the goal is to
maximise Appropriateness, it can be considered a path gain function where
the corresponding path cost function would be 1− appropriateness. Unfor-
tunately, this deﬁnition of the path cost function does not fulﬁl the mono-
tonicity assumption – the path cost function for a given state S cannot be
determined by adding some positive step path cost cS′,S to the path cost from
the initial state to the prior state cI,S′ . Thus, adding a property can either
increase or decrease the path cost of a description. This poses problems with
respect to computational complexity, as a search graph which does not fulﬁl
the monotonicity assumption restricts the possibilities for pruning the search
space.
To summarise, the approach described in this thesis can be viewed from
a search perspective, although the nature of the search problem proves some-
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what diﬀerent from classic REG and poses a number of additional challenges.
In the following, I will present a heuristic search algorithm which overcomes
these challenges and is capable of ﬁnding an appropriate description in a
reasonable amount of time.
5.2.4 A Search Algorithm for Probabilistic REG with
Relations
Given the host of complicating factors discussed above, no attempt is made
here to present a search algorithm which guarantees ﬁnding the most ap-
propriate description given the probabilistic optimality function used in this
thesis. Instead, I present a heuristic search algorithm which aims at ﬁnding
a reasonable approximation in a limited amount of time.
The algorithm used here uses an n-greedy search for the description of
individual objects in combination with search space pruning by making use
of a tweak which ensures a monotonically increasing path cost function for
recursive descriptions involving several objects.
As discussed above, one problem with applying the greedy algorithm to
REs including relations is recursive dependence, i.e., the usefulness of a spa-
tial relation to describe a target object relies crucially upon whether the
reference object itself can be appropriately described. Or, in probabilistic
terms, P (x, y|D) = P (x|y,D) · P (y|D′) (see Section 5.1.2). Therefore, in or-
der to fully evaluate the quality of a relational term, one would have to ﬁrst
determine the best description for the reference object, and if that again con-
tains relations, the best description for their reference objects, etc., yielding a
depth ﬁrst search strategy which would require backtracking in the case that
no satisfactory description can be found. Further, given the probabilistic
path cost function, there would be no clear criterion for determining whether
backtracking is indeed necessary, as no crisp deﬁnition of distinguishing de-
scription can be used (see above).
In the following, I will describe a way of evaluating appropriateness which
allows determining whether expanding a given intermediary description by
describing its reference objects is worthwhile, thus providing a tool for prun-
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ing the search space.
An intermediary description is any description created during search by
successively adding properties. We can distinguish two kinds of intermediary
descriptions:
1. resolved descriptions (RDs), for which it holds that the target object
and each reference object occurring in the intermediary description are
described by at least one property contained in the description (see
Figure 5.7c), and
2. unresolved descriptions (UDs), for which it holds that the target object
or at least one reference object in the intermediary description is not
described by any property contained in the description (Figures 5.7a
and 5.7b).
One step of resolution is the process in which a unresolved description (UD)
is expanded such that one unresolved reference object is described by adding
a non-empty set of properties which describe this object. The resulting de-
scription may be a resolved description (RD) if all reference objects have
been described, or another UD if the initial description contained two unre-
solved objects, or if a relation with a new reference object was added in the
step of resolution. Figure 5.7 illustrates two steps of resolving a description
by successively adding a description of an unresolved object.
As described in Section 5.1.2, the probabilistic model proposed in this
thesis aims to maximise the joint probability of identifying the target object
x and the reference object y. This probability can be determined by the
probability of identifying y, given the sub-description which applies to it,
and the conditional probability of identifying x, given the full description
and that y has been identiﬁed: P (x, y|D) = P (x|y,D) · P (y|D′). Thus,
we can consider P (x|y,D) separately from P (y|D′), evaluating only those
properties which have x as a target. P (x|y,D) is always equal to or larger
than P (x, y|D), as P (y|D′) takes a value in the interval [0, 1]. Thus, we can
use P (x|y,D) as an upper bound of P (x, y|D).
Following this approach, by evaluating UDs which are unresolved for y
based on P (x|y,D) we can ensure that no matter how the reference object
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Figure 5.7: Example of stepwise resolution of reference objects: The respect-
ive unresolved reference object is marked in red, each subsequent description
resolves one unresolved reference object from the prior description. (a) Un-
resolved description. (b) Unresolved description. (c) Resolved description.
will be described once it is resolved, the appropriateness of the RD will not
be larger than that of the UD from which it was obtained by resolution,
yielding a path gain function which is monotonically decreasing with respect
to resolution steps.
This allows us to prune the search space: any UD with an Appropriateness
lower than the best RD found so far can be discarded, as it can impossibly
become better by resolution. Only those intermediary descriptions need to
be further considered which have a higher appropriateness than the best RD.
This further allows the deﬁnition of a general stop criterion for the search
algorithm: if each step of resolving an unresolved object involves generating
all possible combinations of properties to describe this reference object, we
can ensure that after each step of resolution, if the best intermediary descrip-
tion is an RD, this is the best description and the search can be stopped. To
give an example, let’s assume we start with the empty description and eval-
uate all possible combinations of properties which describe the target object.
If the most appropriate description happens to be an RD (i.e., consists of
only unary relations), this is also the most appropriate description overall,
as no UDs can possibly become better by performing further resolution steps
and thus the preliminary upper bound evaluation of the UDs is suﬃcient to
reach this conclusion. If, on the other hand, the best intermediary descrip-
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tion is a UD, the search must continue by performing a step of resolution
on the best description. The intermediary description is removed from the
list, and all successor states reached by the one step of resolution are added
according to their position. The procedure is then repeated with the new
best description.
However, as discussed above, generating all possible combinations of prop-
erties even for a single target is NP-hard and therefore not desirable. There-
fore, we need further measures for pruning the search space with respect
to the property combinations that should be evaluated for each individual
object.
If we assume that those properties which are individually highly appropri-
ate for the target object are also highly likely to make a relevant contribution
to a complex description, we can select the n best individual properties and
evaluate only combinations of those. In this case, each step of resolution
would yield up to 2n new descriptions which are inserted into the n-best list
before moving to the next step of the algorithm. As n is now a constant, we
can limit the complexity of the algorithm by setting a suﬃciently small n.
This reduction in complexity is achieved at the cost of guaranteeing optim-
ality, as it is conceivable that a property which individually only has a low
Discriminatory Power may combine with another property to form the most
discriminatory description.
This approach has two weaknesses: Firstly, we are restricted to very small
numbers of n, as with higher n the complexity of the algorithm increases
exponentially. Secondly, due to the fact that UDs are evaluated based on
P (x|y,D) rather than P (x, y|D), the appropriateness of spatial relations is
initially overestimated, and this n-best approach may lead to evaluating only
descriptions which contain a lot of binary relations and no unary relations.
Therefore, in addition to the n best overall properties, the n best unary
relations are identiﬁed and the two sets combined via set union. This yields
an upper bound of complexity of 22n for one step of resolution.
Given that P (y|D′) is independent of P (x|y,D), the task of ﬁnding the
best description for y can be treated independently of ﬁnding the description
for x. Thus, we do not need to consider all possible combinations of properties
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for x with all possible combinations of properties for y. Instead, when a given
UD is to be resolved for the reference object y, and an expansion for y has
already been performed in a prior resolution step, this can be directly used
for the resolution of the current UD by caching and re-using an ordered list
of best descriptions for each target – with one caveat: each resolution step is
performed under the consideration of a list of allowed reference objects, as
represented in the state. This measure is necessary in order to prevent the
occurrence of inﬁnite recursion (see above).
Therefore, a separate list for each set of target and allowed reference
objects needs to be cached. if the current UD allows diﬀerent reference
objects for the description of y than prior resolution steps, a new search for
resolving y needs to be performed. Otherwise, the already generated list of
best descriptions can be re-used.
Each description is integrated into the UD that is being resolved, P (x, y|D)
is updated using the formula P (x, y|D) = P (x|y,D) · P (y|D′), and the com-
plete description is added to the global sorted list of intermediary descrip-
tions. In the case that a single best description for y, given the allowed
reference objects, has already been identiﬁed, only a single new description
needs to be added. While this procedure does not reduce the theoretical
complexity of the algorithm, in practice it yields a major gain, as diﬀerent
combinations of the same relations (with the same reference objects) are be-
ing considered and the algorithm need not re-evaluate all possible resolutions
of a given reference object for each of these combinations.
To summarise, the search strategy for probabilistic REG using relations
is deﬁned as follows:
1. States: Each state is deﬁned by the target object, and by an inter-
mediary description consisting of a set of properties that have already
been chosen, where each property has a target object and (if it is a
relation) a reference object. Further, each state contains a list of ob-
jects that are not yet part of the description and are thus available as
reference objects for further properties.
2. Start state: The start state is deﬁned as an empty set of selected prop-
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erties where all objects except for the target object are still available as
potential reference objects. As it contains no property describing the
target object, the start state is a UD.
3. Goal function: The goal function determines that a description must
be resolved. If the best description found so far is an RD, the algorithm
terminates and returns this description.
4. Path gain function: The path gain function is determined by the
appropriateness of a given description for the given target object. In the
case of RDs, this is based on P (x1, . . . , xn) for all objects xi which are
part of the description. For UDs, the upper bound of appropriateness is
calculated based on P (x1, . . . , xn|u1, . . . , un, D) for all resolved objects
xi and unresolved objects ui which are part of the description.
5. Successor function: Only UDs can be resolved and lead to successor
states. A UD is resolved by selecting one of the unresolved objects
(i.e., the target object, or any reference object which has not yet been
described) and resolving it. If a list of best descriptions for this object
and the subsequently allowed reference objects already exists, all de-
scriptions from this existing list are used to resolve the UD. Otherwise,
a new list is created. For this purpose, the n individually most appro-
priate relations (of any arity) and the n individually most appropriate
unary relations which describe the object are identiﬁed, and a union of
these two sets is created. Then, a follower state for each valid subset of
this union is created and evaluated. Each object in a description may
only be described by one property of each domain, thus preventing de-
scriptions such as the chihuahua dog or the purple blue triangle. While
humans do use descriptions resembling the latter, the implications of
such combinations for Acceptability are not entirely clear (an object
which is a bad purple and a bad blue may be considered a good
purple blue) and would require further research. Therefore these
combinations are not considered here.
6. Queuing function: The queue is a list sorted by Appropriateness
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in descending order. For RDs, the actual Appropriateness is used,
while for UDs the upper bound is used as described by the path gain
function. Thus, the algorithm applies a best-ﬁrst queuing method.
For each resolution step, all possible successor states for resolving one
unresolved object are created and added to the queue, resulting overall
in a breadth-ﬁrst search.
Algorithm 1 shows the search algorithm used here in pseudo-code where
bestDescriptions is the queue as described above. The ﬁrst element of the
list is always the description with the highest appropriateness.
The algorithm may be extended to provide a list of the n best descriptions,
in which case the goal function requires that the n best descriptions are RDs.
Descriptions are only discarded if their appropriateness is lower than that of
the n-best RD that has been found thus far. As long as less than n RD have
been found, all UDs are kept for further consideration. Search is continued
until the goal function is met, and the n best descriptions are returned.
5.2.5 Evaluation
In order to evaluate the eﬃciency of the described algorithm in practice,
PRAGR was run with 8 scenes containing between 7 and 21 objects. For
each scene, all objects in the scene were described by PRAGR, recording the
number of resolution steps taken, the number of descriptions considered in
total, and the time in ms. All evaluation runs were performed with a max-
imum number of unary relations and a maximum number of overall relations
of n = m = 5. Further, descriptions were restricted to allow a maximum of
2 spatial relations for the overall description (i.e., each description contained
at most 3 objects - the target object and two reference objects). It needs to
be noted that the time measure is only moderately informative, as the evalu-
ation was performed using a laptop running several programs, so interference
by other processes may have had an impact. Further, implementation details
were not optimised for speed as this is not the focus of this work. The values
given for total number of descriptions considered include descriptions taken
from re-used best-description lists. While for these descriptions the values of
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1 bestDescriptions = new SortedList();
Algorithm searchBestDescription()
2 bestDesc = new Description();
3 while bestDesc.isUnresolved() do











1 result = new List();
2 subtarget = desc.getNextUnresolvedObject();
3 nBestUnaryRelations = getNBestUnaryRelations(subtarget);
4 mBest = getMBestRelations(subtarget,allowedROs);
5 properties = setUnion(nBestUnaryRelations,mBestRelations);
6 bestDescriptionsThisTarget = new SortedList();
7 for newDesc in getLegalCombinations(properties) do
8 newDesc.evaluate();
9 bestDescriptionsThisTarget.add(newDesc);




12 for newDesc in bestDescriptionsThisTarget do
13 result.add(combine(bestDesc,newDesc));
end
14 return result ;
Algorithm 1: Search algorithm for generating REs with PRAGR with the
main algorithm searchBestDescription and subroutine resolveOne.
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Acceptability, Discriminatory Power, and Appropriateness do not need to be
calculated afresh, they do need to be considered one-by-one when integrat-
ing them into the description as a whole and calculating the combined scores
accordingly.
Table 5.3: Mean performance values for n = 5 and 2 allowed relations
Total Objects Resolution Steps Total Descriptions Time (ms)
7 8.85 73.70 2.33
8 13.65 108.65 2.60
9 22.17 168.69 3.72
21 55.74 499.33 29.05
Table 5.4: Best (lowest) performance values for n = 5 and 2 allowed relations
Total Objects Resolution Steps Total Descriptions Time (ms)
7 1 5 0
8 1 12 0
9 1 12 0
21 1 63 0
Table 5.5: Worst (highest) performance values for n = 5 and 2 allowed
relations
Total Objects Resolution Steps Total Descriptions Time (ms)
7 29 224 31
8 38 265 16
9 65 346 22
21 138 1,496 78
Table 5.3 shows the mean performance values by total number of objects
in the scene, Table 5.4 shows the best (or lowest) performance values achieved
by total number of objects in the scene, and Table 5.5 shows the worst (or
highest) values reached.
As Table 5.3 shows, the number of resolution steps, number of total de-
scriptions observed, and time taken all increase with increasing size of the
scene. However, it needs to be noted that the increase in total descriptions
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considered does not increase dramatically with scene size. When roughly
doubling the size of the scene (from 9 to 21 objects), the number of total
descriptions considered is roughly tripled. Time taken does increase more
strongly, a factor which may be due to the fact that for evaluating each de-
scription all objects in the scene need to be considered – a linear factor which
may play a crucial role for practical run-time.
As Table 5.4 shows, at all scene sizes the best-case scenario requires only
one step of resolution, thus identifying a resolved description as the best
description immediately, in less than 1ms. The diﬀerence in the number
of descriptions considered in this one step of resolution is caused by the
set of individually appropriate properties that are determined prior to the
combination. If the set of best unary relations and the set of best relations
overall coincide, only n properties are considered. If most of these belong to
the same attribute (e.g., colour), only a very small number of combinations
will be considered due to the constraint that only properties belonging to
diﬀerent attributes may be combined (with the exception of relations, as e.g.
two diﬀerent projective relations may be combined). If, on the other hand,
most best relations overall are not unary relations, up to n +m individual
properties are considered. Further, if most properties belong to diﬀerent
attributes or are binary relations, a much larger number of combinations is
possible.
As Table 5.5 shows, the worst case for the test cases considered is roughly
2 to 3 times the mean, and thus does not cause any serious issues. However,
it must be noted that the number of test cases is very small, and a more
thorough investigation would be necessary in order to evaluate whether worst-
case performance might cause problems in applications.
Overall, the evaluations with the strongly restricted n and m values, and
allowed relations give cause for optimism and warrant further investigation
with less restrictions.
Table 5.6 shows the mean performance metrics when increasing n and m
to n = m = 10 while still allowing a maximum of 2 spatial relations per
description. Table 5.7 shows the mean performance metrics when leaving
n = m = 5 while allowing up to 5 spatial relations per description. Table 5.8
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Table 5.6: Mean performance values for n = 10 and 2 allowed relations
Total Objects Resolution Steps Total Descriptions Time (ms)
7 16.35 437.70 11.30
8 31.31 853.50 13.33
9 70.61 1,295.69 34.22
21 210.62 4,232.17 198.62
Table 5.7: Mean performance values for n = 5 and 5 allowed relations
Total Objects Resolution Steps Total Descriptions Time (ms)
7 10.68 115.33 4.50
8 25.12 306.50 4.96
9 60.28 868.28 11.22
21 359.38 10,730.90 189.88
shows the mean performance metrics when increasing n andm to n = m = 10
and allowing up to 5 spatial relations per description. As the tables show, in-
creasing n or the number of allowed relations individually strongly increases
the average number of steps and the total number of descriptions considered.
However, reasonable eﬃciency is still retained. However, increasing both
n and the number of relations allowed together, leads to unacceptable per-
formance with up to 3, 858, 096 descriptions considered (see Table 5.9) and
processing times of several seconds.
5.2.6 Discussion
In this section, I have presented a deﬁnition of the search problem of REG
which is compatible with both relational properties and a concept of Dis-
criminatory Power based on vague properties.
The problem of forced incrementality does not occur with the algorithm
presented as the evaluation measure always considers the description as a
whole and does not incrementally add properties which may later become
redundant.
Further, the upper bound evaluation for UDs provides a useful tool for
handling recursive dependence, thus preventing the kinds of problems the
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Table 5.8: Mean performance values for n = 10 and 5 allowed relations
Total Objects Resolution Steps Total Descriptions Time (ms)
7 17.18 918.55 21.02
8 63.02 4,521.31 68.40
9 312.78 17,570.50 224.19
21 3,979.64 1,042,446.48 8,213.55
Table 5.9: Worst (highest) performance values for n = 10 and 5 allowed
relations
Total Objects Resolution Steps Total Descriptions Time (ms)
7 65 2,621 110
8 225 12,757 160
9 2,400 112,542 826
21 16,457 3,858,096 14,386
GH runs into when confronted with several potential reference objects.
By keeping track of available reference objects in the state representation,
the problem of inﬁnite recursion is avoided.
With the algorithm presented here, the rampant combinatory explosion
caused by allowing binary relations in REG can be kept at bay. The experi-
mental performance analysis has shown that the complexity of the resulting
search algorithm is still higher than desirable. However, restricting either
the number of relations allowed in a description, or the number of individu-
ally appropriate properties being considered for inclusion in the description
can keep complexity at reasonable levels for relatively complex scenes. The
ﬁrst restriction (number of allowed relations) limits the kind of expressions
that can be generated. However, it is questionable in any case that a hu-
man would use a description containing long chains of reference objects. The
second restriction (number of individually appropriate properties considered
in full description) concerns the danger of not ﬁnding an optimal solution due
to eliminating a property which, while not being very appropriate in and of
itself, would increase the appropriateness of an entire description. Based on
the descriptions generated in the empirical evaluation discussed in Chapter
6, this is not a particularly pressing issue. However, it should be kept in
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mind.
To sum up, while certainly not perfect, this algorithm demonstrates that
the issues which binary relations and vague property representations cause
for search in REG can be tackled, and the PRAGR mechanism described
here is not only theoretically interesting, but applicable in practice. However,
further research on heuristic approaches that could further improve eﬃciency
is warranted, and some options are discussed in Section 8.3.4.
5.3 Summary
In this chapter, I have discussed the core challenges faced when integrating
spatial relations into an REG algorithm and demonstrated how PRAGR can
tackle the most relevant of these issues in keeping with the approach to
vagueness taken here.
In particular, I have integrated the identiﬁability of the reference object
into an overall evaluation of Discriminatory Power based on the assumption
that REG has the goal of supporting visual search. Further, I have integrated
salience into the REG mechanism, and presented a search algorithm which
ﬁnds appropriate descriptions in a reasonable amount of time.
In conclusion, the contribution of this chapter was to demonstrate that
the PRAGR mechanism is capable of handling a range of relevant challenges
in REG in an integrated fashion and can overcome some of the shortcomings
of earlier REG algorithms in the areas of REG with spatial relations, handling
salience, and search for REG.
With this chapter, the presentation of the PRAGR mechanism itself has
been completed, and I will proceed to present a number of empirical eval-
uation experiments which serve to evaluate the performance of PRAGR in





In this chapter, I will present three empirical studies evaluating the per-
formance of PRAGR in scenarios involving robot-robot and human-robot
interaction. For the evaluation studies, PRAGR makes use of several diﬀer-
ent property models, including spatial relations in order to demonstrate the
ability of PRAGR to handle the interaction of a variety of property mod-
els. In order to evaluate the claim that vague property models are superior
to crisp ones, each evaluation study is performed with two conditions, us-
ing either vague property models or their crisp counterparts, as explained in
Section 4.8.
In Section 6.1, I will brieﬂy discuss prior evaluation challenges for REG
and metrics used for evaluating REG before continuing to describe the eval-
uation studies in detail in the following sections. Section 6.2 will cover the
evaluation of PRAGR in robot-robot interaction under conditions of percep-
tual deviation in order to evaluate the ability of PRAGR to enable referential
grounding dialogues, and in order to evaluate the usefulness of vague proper-
ties for overcoming perceptual deviation and supporting grounding dialogues.
In Section 6.3, I will present an evaluation of reference resolution (RR) where
PRAGR interprets human produced utterances. An evaluation study testing




6.1 REG Challenges and Evaluation Proced-
ures
In the past, a number of REG Shared-Task Evaluation Competitions (STECs)
have been conducted in which several systems were evaluated against a joint
dataset in order to enable comparison. With the ASGRE challenge in 2007,
REG was the ﬁrst area of NLG to be tackled with an STEC (van Deemter,
2016, p. 107).
Between 2007 and 2009, three competitions were conducted using the
TUNA dataset (Gatt et al., 2009) which consists of pairings between visual
scenes with one or two target objects and 6 distractors on the one hand,
and human produced REs for the target objects on the other hand. For
the purpose of REG, objects are represented as attribute value pairs. The
dataset consists of two subsets, one with images of furniture, and another
one with portrait photographs of humans. Evaluation in the TUNA-REG’09
challenge, the third challenge using the TUNA corpus, was performed using
a mix of automatic evaluation metrics, human judgment, and task success
measures (Gatt et al., 2009).
The GREC challenge (Belz et al., 2008) evaluated generation of REs for
coherent texts using 2000 texts from introductory Wikipedia articles with
manually conducted annotations.
In contrast to those studies which are restricted to pure REG, the GIVE
and GRUVE challenges provided integrated NLG challenges in which auto-
matically generated instructions were evaluated for task success in navigation
tasks (Koller et al., 2010; Striegnitz et al., 2011).
However, except for the GRUVE challenge, all these joint evaluation chal-
lenges were based on predetermined crisp properties, oﬀering no adequate
testing ground for evaluating PRAGR. Therefore, all stimuli and human
data used in the following evaluations were created or collected speciﬁcally
for this purpose.
In Section 3.1.1, I discussed the general approaches that can be taken
towards optimality in reference: human-likeness vs. task success. These
are reﬂected in diﬀerent kinds of evaluation measures. Gatt et al. (2009)
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distinguish three types of evaluation measures based on what aspects of per-
formance are measured and how: automatic intrinsic, human intrinsic, and
extrinsic. Intrinsic measures evaluate the RE in and of itself, while extrinsic
measures evaluate the RE in terms of success at a given task.
Automatic intrinsic evaluation concerns only human-likeness, using auto-
matic test scores such as string edit distance (SE), the BLEU-x score which
performs string comparison based on n-grams, or NIST which extends the
BLEU-x score to weight n-grams according to their frequency.
Human intrinsic evaluation may cover diﬀerent aspects of quality. It is
conducted by asking human judges to evaluate an expression with respect
to diﬀerent properties. For example, Gatt et al. (2009) asked human parti-
cipants to judge how clear and how ﬂuent a description was using a sliding
scale.
Extrinsic measures concern any performance measures which evaluate the
quality of an expression based on the performance of a human in a given task.
In REG, this is usually task success in RR – whether or not the listener is
able to correctly identify the target from a given description. Gatt et al.
(2009) also measure the speed of identiﬁcation.
As discussed in Section 3.1.1, the core criterion for optimality used in
developing the presented mechanism was that of task success, therefore the
evaluation will also focus on task success. As one core goal of this thesis is to
present a uniﬁed mechanism for generation and resolution of REs as a basis
for enabling grounding dialogues, evaluation covers both these areas. As the
main contribution of this thesis is a mechanism for handling vague properties,
all evaluation studies will compare PRAGR using vague properties with a
version using corresponding crisp properties.
6.2 Evaluation in Robot-Robot Interaction
The ﬁrst evaluation concerns the general capability of PRAGR to generate
and understand REs for objects in a visual scene, and the potential of the
mechanism to handle situations of perceptual deviation, focusing on the com-
municative potential of crisp versus vague categories in reference. For this
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Figure 6.1: Experimental setup with two NAO robots jointly observing a
scene (Mast et al., 2016).
end, an experimental setup was used where two robots view the same scene
from slightly diﬀerent positions and play a language game (Steels et al., 2005).
In this language game, one robot describes an object and another attempts
to resolve the intended referent of the RE. Figure 6.1 shows the experimental
setup involving two Nao robots that jointly view a scene of geometric objects
from diﬀerent perspectives. Each robot records the scene using an integrated
camera (bottom head camera with 640×480 pixel resolution). The evalu-
ation of the images collected this way was performed oﬄine on an external
computer in order to allow replicability of the results.
Overall, the implementation used for this experimental setup consists of
the following components:
• two Nao humanoid robots with an internal video camera,
• an object segmentation component,
• several property models,
• two separate instances of the PRAGR reference handler (speaker and
listener), and
• an experiment handler.
In the following, I will describe the design of the stimuli used, the over-
all experimental procedure, the object segmentation and feature extraction
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methodology, and the property models used. I will then proceed to present
the results and discuss the implications of the experiment.
6.2.1 Stimuli
The experimental scenes were created by automatically generating 100 shape
objects (circles, triangles, and squares) of diﬀerent colours. The colours of
the 100 objects were randomly generated, with an emphasis on colours with
lower saturation, making the task harder. The area of the largest shapes
was approximately 2.5 times the area of the smallest shapes. From these 100
shape objects, 48 images were created. The number of objects in each image
was set to a random number between 4 and 10, and each object selected at
random from the set of available objects, yielding a list of scene deﬁnitions
consisting of 4-10 object identiﬁers. Objects were not allowed to appear more
than once in one image. The conﬁguration of the objects in the scene was
performed spontaneously by the experimenter prior to capturing the image:
throughout the image collection phase, the two robots were positioned at
a slight angle, viewing approximately the same area on the ground. The
experimenter selected the objects which corresponded to the identiﬁers given
in the scene deﬁnition and placed all objects on the area visible to both
robots. Then, each robot recorded a picture of the scene. Figure 6.1 shows
the positioning of the robots and the scene. This combination of automatic
random scene creation with human intervention (positioning of the objects)
was chosen in order to minimise the impact of human bias on the stimuli
while ensuring practicality of the procedure. All scenes together contained a
total of 327 objects, yielding an average of 6.81 objects per image.
For each scene, a pair of images was recorded – the scene as seen by the
robot Alex, and the scene as seen by the robot Amy. In order to establish the
correspondence between objects in the two diﬀerent views of the scene for
the purpose of evaluation, object segmentation was performed in advance of
experimentation, yielding ﬁxed IDs for all objects. To obtain ground truth
for automatic evaluation, all image pairs showing the same scene were then













Figure 6.2: Example of scene as seen by Alex, with visualisation of object
segmentation and referring expressions generated for objects in the scene. (a)
Alex’ segmentation of (b). (b) Camera image of robot and some generated
descriptions (images adapted from Mast et al., 2016).
images, e.g., Alex’ object 1 may be identical with Amy’s object 4. This way,
it was then possible to automatically evaluate after each interaction whether
the intended target object had been identiﬁed correctly.
6.2.2 Object Segmentation and Feature Extraction1
Due to the simple nature of the stimuli, a lightweight object segmentation
component was suﬃcient for the purpose of this experiment. The scenes
contain no partially occluded objects or objects with complex texture which
cannot be easily separated from the background. Further, all objects are
unicoloured.
Object segmentation was realised by searching for contours in the image,
considering local contrast in either hue or lightness. The implementation is
based on the OpenCV library and applies the Canny edge detector for contour
ﬁnding (Canny, 1986). Object contours get distorted by projection on the
camera, but can be approximately corrected by applying camera calibration
and perspective transformation according to the estimated head orientation
1Object segmentation including correction of distortion and extraction of perceptual





(HSL). Further, the contour was used for extracting the size of the object
in pixels, and the bounding box which was used for modelling projective
relations.
The extracted values of each scene were stored in a text ﬁle for processing
with further property models and for generating descriptions using PRAGR.
6.2.3 Property Models
The following property models were used (the number of the model in Table
4.1, page 95 is given in brackets):
• full colour model with 37 colour terms (model 6, see also Section 4.4)
• contour based shape model with the concepts square, triangle,
circle (model 8, see also Section 4.5)
• size model with concepts large and small, using local prototypes
(model 4, see also Section 4.3)
• projective relation model with horizontal relations (model 9, see also
Section 4.6)
For all models, in addition to the vague model, a corresponding crisp model
was created by performing Voronoi tessellation based on the acceptability
values, as described in Section 4.8.
6.2.4 Experimental Setup
For each experiment, two instantiations of PRAGR and the corresponding
property models were run in parallel, connected by the experiment handling
component (henceforth termed experiment handler). Throughout the exper-
iment, Alex took the role of speaker, while Amy took the role of listener.
The experiment handler presented the respective scene to each participant,
who, after some minor preprocessing (e.g., transforming HSV values to HSL
values) each called the property models in order to receive acceptability val-
ues of all properties. Then, for each object in the scene, Alex generated
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a description using PRAGR, selecting the appropriate set of attribute-value
pairs. The description was transferred to Amy by the experiment handler, via
a semantic representation, bypassing surface realisation and parsing. Then
Amy determined the most probable target object using her separate instance
of PRAGR and returned this to the experiment handler which then used the
manually created correspondence table to check whether the correct target
was identiﬁed. For the descriptions, a maximum of one spatial relation was
allowed, while the number of other properties was not further limited.
The experiment was run in several conﬁgurations. Firstly, use of vague
vs. crisp property models was varied: pairs of speaker and listener using
only vague property models (Vague-Vague condition) were compared to pairs
using only crisp property models (Crisp-Crisp condition). In order to tease
apart whether vagueness on the side of the speaker or the listener had more of
an impact, additional experiments were run with asymmetric conﬁgurations,
i.e., vague speaker and crisp listener (Vague-Crisp condition), and vice versa
(Crisp-Vague condition).
Secondly, the perspective adjustment angle estimated by Amy, the listener,
was varied. The real diﬀerence in viewing angles between the robots was
roughly 30◦. Estimation angles between 20◦ and 50◦ were tested in order to
simulate more or less accurate estimation.
Thirdly, PRAGR’s model parameter α was varied using values between
0.25 and 0.35, indicating a preference for descriptions which are more dis-
criminatory (lower α) or more acceptable for the object per se (higher α).
Finally, the conﬁguration of models was varied, using only a single prop-
erty model (colour, volume, or shape), a combination of those three, or all
three in addition to projective relations.
6.2.5 Results
The complete results of the evaluation are shown in Table 6.1. Figure 6.4
summarises the results using all available property models and a rotation
adjustment of 35◦ for the diﬀerent possible combinations of crisp vs. vague
models in speaker and listener across diﬀerent values for α. The vague prop-
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Figure 6.4: Success rates of correct object identiﬁcation for robot-robot
communication across diﬀerent values of α using vague vs. crisp property
models. Rotation adjustment: 35◦.
erties consistently produce better results than the crisp models, irrespective
of α. Overall, as shown in Table 6.1, when considering only conditions using
all property models, the results of the Vague-Vague condition range from
84.4% to 93.27%, with α = 0.2 and rotationAdj = 40◦ reaching the highest
score (305 out of 327 objects correctly identiﬁed by the listener). Scores for
the Crisp-Crisp condition range from 68.2% to 72.17%, with α = 0.35 and
rotationAdj = 35◦ performing best (236 out of 327 object correctly iden-
tiﬁed). Using vague speakers with crisp listeners (Vague-Crisp condition)
improved performance compared to the Crisp-Crisp condition, scoring up
to 75.84% correct identiﬁcations. Crisp speakers with vague listeners (Crisp-
Vague condition) showed even better results, scoring up to 82.26%. As Figure
6.4 shows, the variation of α has only a minimal eﬀect on the results.
Figure 6.5 summarises the results for including diﬀerent individual prop-
erty models or combinations of property models. These results reveal how
informative the diﬀerent domains are, and how much the system beneﬁts
from being able to choose and combine domains. For each property alone,
results are fairly low irrespective of whether crisp or vague models are used,
with the exception of the colour attribute which yields success rates of over
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Table 6.1: Evaluation results of referential robot-robot communication in
diﬀerent settings.
α speaker listener rotation [◦] Volume Colour Shape Spatial correct incorrect success [%]
0.20 crisp crisp 35 × 100 227 30.58
0.20 crisp crisp 35 × 170 157 51.99
0.20 crisp crisp 35 × 78 249 23.85
0.20 crisp crisp 35 × × × 215 112 65.75
0.20 crisp crisp 20 × × × × 223 104 68.2
0.20 crisp crisp 25 × × × × 225 102 68.81
0.20 crisp crisp 30 × × × × 229 98 70.03
0.20 crisp crisp 35 × × × × 235 92 71.87
0.20 crisp crisp 40 × × × × 232 95 70.95
0.20 crisp crisp 45 × × × × 229 98 70.03
0.20 crisp crisp 50 × × × × 229 98 70.03
0.25 crisp crisp 35 × × × × 233 94 71.25
0.3 crisp crisp 35 × × × × 232 95 70.95
0.35 crisp crisp 35 × × × × 236 91 72.17
0.20 vague crisp 35 × 100 227 30.58
0.20 vague crisp 35 × 126 201 38.53
0.20 vague crisp 35 × 80 247 24.46
0.20 vague crisp 35 × × × 190 137 58.1
0.20 vague crisp 20 × × × × 242 85 74.01
0.20 vague crisp 25 × × × × 241 86 73.7
0.20 vague crisp 30 × × × × 244 83 74.62
0.20 vague crisp 35 × × × × 248 79 75.84
0.20 vague crisp 40 × × × × 245 82 74.92
0.20 vague crisp 45 × × × × 245 82 74.92
0.20 vague crisp 50 × × × × 240 87 73.39
0.25 vague crisp 35 × × × × 247 80 75.54
0.3 vague crisp 35 × × × × 254 73 77.68
0.35 vague crisp 35 × × × × 252 75 77.06
0.20 crisp vague 35 × 100 227 30.58
0.20 crisp vague 35 × 191 136 58.41
0.20 crisp vague 35 × 94 233 28.75
0.20 crisp vague 35 × × × 251 76 76.76
0.20 crisp vague 20 × × × × 261 66 79.82
0.20 crisp vague 25 × × × × 266 61 81.35
0.20 crisp vague 30 × × × × 269 58 82.26
0.20 crisp vague 35 × × × × 266 61 81.35
0.20 crisp vague 40 × × × × 264 63 80.73
0.20 crisp vague 45 × × × × 268 59 81.96
0.20 crisp vague 50 × × × × 265 62 81.04
0.25 crisp vague 35 × × × × 269 58 82.26
0.3 crisp vague 35 × × × × 268 59 81.96
0.35 crisp vague 35 × × × × 267 60 81.65
0.20 vague vague 35 × 100 227 30.58
0.20 vague vague 35 × 266 61 81.35
0.20 vague vague 35 × 111 216 33.94
0.20 vague vague 35 × × × 292 35 89.3
0.20 vague vague 20 × × × × 276 51 84.4
0.20 vague vague 25 × × × × 284 43 86.85
0.20 vague vague 30 × × × × 294 33 89.91
0.20 vague vague 35 × × × × 300 27 91.74
0.20 vague vague 40 × × × × 305 22 93.27
0.20 vague vague 45 × × × × 305 22 93.27
0.20 vague vague 50 × × × × 300 27 91.74
0.25 vague vague 35 × × × × 302 25 92.35
0.3 vague vague 35 × × × × 303 24 92.66
0.35 vague vague 35 × × × × 304 23 92.97
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Figure 6.5: Success rates of correct object identiﬁcation for robot-robot
communication using vague vs. crisp property models, depending on the
attributes covered. Rotation adjustment: 35◦, α = 0.2.
50% for most conﬁgurations. Notably, there is no diﬀerence between the crisp
and the vague models for shape only (30.58% for all conﬁgurations), most
probably due to the fact that the shape model was adapted to reﬂect the
relatively crisp nature of human perception of the shapes in question (see
Section 4.5.2). For size, there is a substantial diﬀerence based on crispness
of models (Vague-Vague 33.94%, Crisp-Crisp 23.85%), and for colour the dif-
ference is even more pronounced (Vague-Vague 81.35%, Crisp-Crisp 38.53%).
Interestingly, the Vague-Crisp condition yields worse results for the colour
than the Crisp-Crisp condition, indicating that using vagueness in speak-
ing is not beneﬁcial for colour if the listener is not vague. In contrast, the
Crisp-Vague condition slightly improves over the Crisp-Crisp condition.
Combining all three property models (without spatial relations) yields
better results than the best single model in all conditions, with the increase
in the Crisp-Crisp condition being higher than in the Vague-Vague condition,
and the increase in the Vague-Crisp condition being highest. (Vague-Vague
89.3%, increase of ca. 8 percentage points, Crisp-Crisp 65.75%, increase of
ca. 14 percentage points. Vague-Crisp 58.1%, increase of ca. 20 percentage
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Figure 6.6: Success rates of correct object identiﬁcation for robot-robot
communication across diﬀerent estimated rotation angles using vague vs.
crisp property models. α = 0.2.
points). Adding the option of using spatial relations yields slight beneﬁts for
all conditions. Again, the Vague-Crisp condition beneﬁts the most, mostly
recovering from the very bad performance of the colour model.
Figure 6.6 summarises the results for diﬀerent rotation adjustments using
α = 0.2. The Vague-Vague condition outperforms all other conditions across
all rotation adjustments, with the Crisp-Vague condition next, followed by
the Vague-Crisp condition and ﬁnally the Crisp-Crisp condition which fares
worst. Superﬁcially, changing the degree of rotation has a stronger impact on
the Vague-Vague condition than on the other conditions. In the Vague-Vague
condition, correctness drops from 93.27% for the best performing rotation ad-
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justment (40◦,45◦) to 84.4% in the worst case (20◦), corresponding to a drop
of ca. 9 percentage points. In the Crisp-Crisp condition, correctness drops
from 71.87% for the best performing adjustment (35◦) to 68.2% in the worst
case (20◦), corresponding to a drop of ca. 3.5 percentage points. However,
closer inspection showed that in the case of the vague models, a high num-
ber of descriptions (typically > 200 out of 327) contained a spatial relation,
making the system more vulnerable to incorrect estimation of perspective de-
viation. In the crisp condition, typically less than 100 descriptions contained
a spatial relation, indicating that the spatial relations were not considered
informative by the speaker. Thus, the lower vulnerability to perspective
deviation may be attributed to the lack of spatial relations used.
6.2.6 Discussion
The results show that for robot-robot communication, vague property models
improve communicative success considerably, and thus support the main hy-
pothesis of this thesis, that situated referential communication in the face of
perceptual deviation beneﬁts from using vague property models. Moreover,
the success rates of up to 93.27% for a diﬃcult setting (many similar shapes,
mostly low saturation colours, no unique landmarks) demonstrate that the
generalisation of the concept of discriminatory power to graded properties, as
realised by PRAGR, can strongly improve referential success over approaches
based on crisp categories.
The improvement gained by combining the diﬀerent models within one
mechanism shows that PRAGR is capable of making reasonable decisions
between diﬀerent available conceptual domains, leaving out confusing inform-
ation while adding informative properties. However, this improvement was
achieved with both crisp and vague models, thus the central improvement of
adding vagueness does not seem to be the better handling of combinations,
but rather the better base performance of the models, especially the colour
model.
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6.3 Evaluating the Understanding of Human-
Produced Descriptions
In order to evaluate PRAGR’s ability to interpret REs produced by humans,
I collected a corpus of human descriptions of objects using the same scenes
that were used for the robot-robot evaluation. I evaluated PRAGR’s inter-
pretation of the descriptions under the same condition of perceptual deviation
as in the robot-robot scenario.
Human subjects saw the scene as seen by Alex and were asked to provide
a description of an object. The system took the role of the listener, receiving
pairs of scene photos as seen by Amy and human-produced descriptions. The
system parsed human produced descriptions using a simple parsing mechan-
ism and generated a list of most likely targets.
Overall, the implementation used for this experimental setup consists of
the following components:
• the description collection software,
• an object segmentation component,
• a simple text parser,
• several property models,
• one instance of the PRAGR reference handler (listener), and
• an experiment handler.
In the following, I will describe the procedure for gathering data, the
property models used, the parsing process, and the interpretation and eval-
uation procedure. I will then proceed to present the results and discuss the
implications of the experiment.
6.3.1 Data Collection
Overall, 13 people aged 24 to 49 (mean: 32) participated in the study (6
female, 7 male), predominantly students or university graduates. All par-
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ro¨tlichbraunes Dreieck (reddish brown triangle)
das lilagraue dreieck rechts neben dem gru¨nen dreieck
(the purple grey triangle to the right next to the green triangle)
das Dreieck ganz rechts außen (the triangle right on the outer
right)
Dreieck rechts neben dem gru¨nen Dreieck und oberhalb von dem
hellroten Kreis
(triangle to the right next to the green triangle and above the
lightred circle)
das ro¨tlich-graue Dreieck rechts, oberhalb vom roten Kreis
(the reddish-grey triangle on the right, above the red circle)
mittelgroßes helles mattes graues lilanes dreieck
(medium-sized light dull grey purple triangle)
hell-lila Dreieck (light-purple triangle)
Figure 6.8: Object marked in scene and example descriptions by participants
(images adapted from Mast et al., 2016).
6.3.2 Property Models
The following property models were used (the number of the model in Table
4.1, page 95 is given in brackets):
• full colour model with 37 colour terms (model 6, see also Section 4.4)
• contour based shape model with the concepts square, triangle, disc
(model 8, see also Section 4.5)
• size model with concepts large and small, using local prototypes
(model 4, see also Section 4.3)
• projective relation model, treating horizontal and vertical relations as
equivalent (model 11, see also Section 4.6)
• spatial region model, treating horizontal and vertical regions as equi-
valent (model 12, see also Section 4.7)
For all models, in addition to the vague model, a corresponding crisp model
was created by performing Voronoi tessellation on the acceptability values,
as described in Section 4.8.
6.3.3 Parsing
Descriptions showed a large variation regarding length, attribute selection,
and – to a smaller degree – category assignment. Figure 6.8 gives an example
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of the potential for variability.
A very simple parsing procedure was used to retrieve semantic repres-
entations from the provided descriptions. Using a dictionary ﬁle, all terms
covered by the property models were detected and normalised to a standard
form, retaining their original order. In order to discriminate between spatial
regions (e.g., the front circle vs. the circle in front of the square), multi-word
units were considered.
All parts of the utterance that could not be identiﬁed were removed.
This included hedges (e.g., ro¨tlich (reddish) being parsed as red), precision
markers (e.g., ganz rechts (all the way to the right) being parsed as right),
and modiﬁers which were considered negligible (e.g., feuerrot (ﬁre-red) was
parsed as red). Further, in some cases entire words or properties were un-
known and thus ignored (e.g., der beige Kreis (the beige circle) being parsed
as circle, ignoring the expression beige).
The resulting standardised descriptions were parsed linearly, adding all
properties to an object until a spatial relation was reached. Properties fol-
lowing a spatial relation were treated as applying to the reference object,
while the target was always assumed to be the ﬁrst object. Thus the ut-
terance violettes Dreieck unterhalb von hellrotem Dreieck und rechts neben
grauem Kreis (purple triangle below light-red triangle and to the right of
grey circle, ID:186) would be interpreted as {triangle(x1), purple(x1),
below(x1,x2), light-red(x2), triangle(x2) rightOf(x1,x3), grey(x3),
circle(x3)}. One object could be ascribed several properties of the same
domain, e.g. kleiner grau lilaner kreis (small grey purple circle, ID:124),
das kleine Dreieck oben rechts (the small upper right triangle, ID:11).
The parsed utterances were manually assigned three categories: utter-
ances for which one or more simple properties were not recognised while the
rest of the description was still parsed correctly were categorised as omis-
sions. This group consisted of 61 utterances (9.8%).
In 43 cases (6.92%), unrecognised relations yielded completely useless
representations, e.g. hellroter Kreis zwischen dem grauen und dem gru¨nen
Dreieck (light-red circle between the grey and the green triangle) becom-
ing {light-red(x1), circle(x1), grey(x1), green(x1), Triangle(x1)}
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due to between not being covered by the property models. Such cases were
categorised as errors.
The remaining 517 utterances were correctly parsed and fully handled by
the model with the exception of hedges, precision markers, and negligible
modiﬁers (see above). These utterances were categorised as correctly parsed.
6.3.4 Interpretation and Evaluation
The semantic representations received were input to PRAGR which acted as
a listener. As in the robot-robot evaluation in Section 6.2, the listener used
the Amy-photos which caused perceptual deviation due to the perspective
mismatch, in addition to the human-robot conceptual deviation. Processing
of the image and property modelling based on received scenes was conducted
exactly as in the robot-robot evaluation. The system performance was then
evaluated for (a) all utterances, (b) correctly parsed and omissions only, (c)
correctly parsed only. Diﬀerent rotation adjustments were tested. For this
evaluation study, α was ignored, as it is only used in generation.
6.3.5 Results
The results of the evaluation are shown in Table 6.2. Overall, results were ro-
bust to perspective mismatch, yielding a maximal diﬀerence in success rate
of ca. 2 percentage points over the range of tested rotation adjustments.
Therefore, Figure 6.9 summarises performance averaged over all rotation ad-
justments. Figure 6.9a shows the percentage of correct interpretations and
Figure 6.9b shows the percentage of cases in which the correct target was
among the ﬁrst two candidates proposed by the system.
Out of all 621 human descriptions, the crisp listener on average correctly
identiﬁed 64.95%, while vague PRAGR reached a success rate of 75.95%.
With an average number of 6.81 objects per image, and given that each im-
age was seen once, the chance of identifying the correct target by random
selection lies at 14.68%. Considering only the correct parses, crisp PRAGR
achieved 71.63% correct identiﬁcations, while vague PRAGR reached 83.05%.
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Table 6.2: Results of system’s interpretation of human referential utterances
dataset vagueness rotation [◦] correct correct in ﬁrst two total success [%] correct in ﬁrst two [%]
all crisp 20 399 489 621 64.25 78.74
all crisp 35 403 488 621 64.90 78.58
all crisp 50 408 488 621 65.70 78.58
all vague 20 465 553 621 74.88 89.05
all vague 35 478 560 621 76.97 90.18
all vague 50 472 556 621 76.01 89.53
omissions crisp 20 390 469 578 67.47 81.14
omissions crisp 35 395 470 578 68.34 81.31
omissions crisp 50 401 469 578 69.38 81.14
omissions vague 20 451 529 578 78.03 91.52
omissions vague 35 463 536 578 80.10 92.73
omissions vague 50 458 532 578 79.24 92.04
clean crisp 20 366 427 517 70.79 82.59
clean crisp 35 371 427 517 71.76 82.59
clean crisp 50 374 427 517 72.34 82.59
clean vague 20 423 486 517 81.82 94.00
clean vague 35 434 491 517 83.95 94.97





















































Figure 6.9: Results for interpretation of human descriptions using vague vs.
crisp property models, using diﬀerent test sets. Results are averaged over
all rotation adjustments. (a) Percentage of correct reference resolution by
system. (b) Percentage of correct target contained in ﬁrst two guesses of the
system.
Throughout all settings, the success rates of vague PRAGR are ca. 10 per-
centage points above the crisp system. This diﬀerence persists when checking
whether the correct target is among the best two guesses of the system, where
the crisp system achieves 78.63% (all data) to 82.59% (correct parses only),
while vague PRAGR achieves 89.59% (all data) to 94.45% (correct parses
only).
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6.3.6 Discussion
These results conﬁrm that the superiority of vague models shown in the
robot-robot interaction also holds for understanding human REs, and is in
line with the ﬁnding that a vague listener is particularly important for im-
proving referential success.
The results of the vague model compare favourably to those achieved by
Gorniak and Roy (2004) whose system achieves an accuracy of 72.5% for a
test scenario comparable in diﬃculty, using only fully parsable descriptions
– as compared to PRAGR’s 83.05%. As in the work by Gorniak and Roy
(2004), the scenario used here has a variety of properties and only few easily
describable reference objects. While the scenario by Gorniak and Roy (2004)
has more complex spatial conﬁgurations, they have highly simpliﬁed all other
properties. With 13%, the chance performance of their scenario is comparable
to the one used here, although the variation of scene complexity is higher in
their scenario.
6.4 Evaluating the Understandability of Sys-
tem-Generated Utterances
In order to evaluate PRAGR’s success at generating REs that are under-
standable for humans, I performed a further evaluation study. PRAGR took
the role of a speaker and generated REs for objects in simple, automatically
generated scenes. In a two-part experiment, human subjects ﬁrst interpreted
the REs generated by the system, and then evaluated the descriptions.
Overall, the implementation used for this experimental setup consists of
the following components:
• a scene creation script,
• several property models,
• one instance of the PRAGR reference handler (speaker),
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• experimental software for collecting human interpretation and evalu-
ation data, and
• an evaluation script.
In the following, I will describe the creation of the stimuli, the property
models used, and the experimental procedure. I will then proceed to present
the results and discuss the implications of the experiment.
6.4.1 Stimuli
42 test scenes showing either 5 or 9 rectangles were automatically generated
(see Figure 6.10b). Rectangles varied in size and width-height ratio, and
were rotated at random angles. Colours were randomly chosen out of the
range of fully saturated colours.
6.4.2 Property Models
The property models were adapted in order to suit the conditions of the
stimuli. The following property models were used (the number of the model
in Table 4.1, page 95 is given in brackets):
• simpliﬁed colour model with 8 rainbow colour terms (model 7, see also
Section 4.4.3);
• simple shape model with the concepts long and square (model 5, see
also Section 4.5.3);
• size model with the concepts large and small, using global proto-
types (model 3, see also Section 4.3);
• projective relation model using vertical relations (model 10, see also
Section 4.6);
For all models, in addition to the vague model, a corresponding crisp model
was created by performing Voronoi tessellation on the acceptability values,
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which case they were counted as incorrect.
In the second part of the experiment, participants evaluated the descrip-
tions according to description quality and uniqueness. For this purpose,
participants saw the scene with the target object marked with a black X,
next to the evaluation statements, as shown in Figure 6.11. The evaluation
statements were phrased as follows:
• Das ist eine gute Beschreibung fu¨r dieses Objekt. (That is a good
description for this object.)
• Die Beschreibung ist eindeutig. Es besteht keine Gefahr, das bes-
chriebene Objekt mit einem anderen Objekt zu verwechseln. (The de-
scription is unambiguous. There is no danger of confusing the described
object with another object.)
For each evaluation statement, a sliding scale was provided on which par-
ticipants could mark their evaluation of how well the evaluation statement
holds for the description in question. The extremes of the scale were labelled
triﬀt gar nicht zu (is not true at all) and triﬀt voll und ganz zu (is absolutely
true). Once they were satisﬁed with their evaluation, they pressed a but-
ton to proceed to the next scene. Participants evaluated the same pairs of
scene and description as they had seen in the identiﬁcation task. The same
scenes were chosen for both tasks in order to allow qualitative evaluation
of individual descriptions based on both task success measures and subject-
ive evaluation metrics, while keeping the total number of participants low
for reasons of practicality. The evaluation task was started after all items
of the identiﬁcation task had been completed, as seeing the scene with the
correct target object marked before performing the identiﬁcation task would
strongly inﬂuence the results. The inﬂuence of identiﬁcation on the later task
of subjective evaluation is less problematic, although it does warrant caution
with quantitative evaluation. From a qualitative perspective, one may even
argue that the prior experience of having to identify the target based on the
description would make participants more aware of the shortcomings of cer-
tain descriptions, and thus encourage them to evaluate the descriptions more
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Table 6.3: Human identiﬁcation success for descriptions generated with
PRAGR using crisp and vague properties.
crisp vague α = 0.3 vague α = 0.35
correct 451 463 459
total 532 532 532
percent.correct 85 87 86
critically. Overall, this procedure was deemed a reasonable compromise in
the face of limited time and participants.
6.4.4 Results
Table 6.3 summarises the results of the identiﬁcation task. As the table
shows, the participants were able to interpret most descriptions correctly,
with vague PRAGR performing only marginally better than the crisp version.
Percentage of correct interpretations was 85% for crisp PRAGR, and 86%
and 87% for the two vague versions. Table 6.4 below shows examples of
scenes and the respective descriptions created for each scene by crisp and
vague PRAGR.
Figure 6.12 shows boxplots of the subjective human evaluation data. As
the plots show, subjective evaluation does not diﬀer between the conditions,
and there is strong variation in all conditions. Evaluation of description
quality (Figure 6.12a) yields mean values of 64.94 (crisp), 65.34 (vague, α =
0.3), and 63.98 (vague, α = 0.35), with standard deviations of 34.16 (crisp),
35.30 (vague, α = 0.3), and 35.18 (vague, α = 0.35). We can conclude that
the quality of descriptions varies much more strongly within each condition
than between conditions.
6.4.5 Discussion
The fact that human understanding of the generated utterances did not diﬀer
between conditions is in line with the results from the robot-robot experi-
ment which show a much stronger beneﬁt of vague categories for the listener,
as compared to the speaker. However, it may also be due to the fact that
in most scenes the target objects could be easily described using only two
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Figure 6.12: Results for human subjective evaluation of REs generated by
PRAGR. (a) Goodness of description. (b) Uniqueness of description.
properties, and in many cases crisp and vague speakers produced exactly the
same descriptions (14 descriptions are identical between crisp and vague with
α = 0.3 and 10 between crisp and α = 0.35). Table 6.4 shows four examples
in which either the crisp or the vague PRAGR performed particularly badly.
In example 1, the vague PRAGR generated a better description than the
crisp version. Here, the target (in the bottom right corner) was described as
large yellow object by the crisp system, probably due to the fact that a min-
imal diﬀerence in size lead to the categorisation of the target as large, and
the most relevant distractor as small. However, the distractor object is a
slightly better yellow than the target, rendering the description confusing.
As the target is only minimally larger, the property large does not amend
this confusion. The vague generator, on the other hand, selects the small
blue square as reference object, as its highly discriminatory features allow a
unique description, making it easier to describe the intended target. Simil-
arly, in example 2, the crisp PRAGR ignores the possibility of confusing the
target object (object 6) with the distractor object 9. The vague PRAGR, on
the other hand, further qualiﬁes the description with those properties which
discriminate the target object from the most similar distractor: small, and
long.






ject (object 5) was described as square purple object despite the fact that
purple is such a bad ﬁt for this object that most humans would not be
willing to follow this conceptualisation at all. This description was selected
by vague PRAGR over the better ﬁtting blue due to its ability to better
distinguish the object from the distractor (object 4) which is also blue, but
more towards the turquoise spectrum.
While one might argue for solving this issue by increasing α to give more
weight to Acceptability, this comes with its own risks, as shown by example
4 where vague PRAGR produces the overly short description the orange
object despite it not being discriminating. Here, clearly the small blue object
would have made for an excellent reference object (and was used as such by
crisp PRAGR). However, due to the large distance the Acceptability of this
description would have been low. Due to the other blueish distractors, the
gain in Discriminatory Power was not suﬃcient to justify the decrease in
Acceptability, yielding a suboptimal description.
It is therefore necessary to explore the relationship between acceptability
and Discriminatory Power in more detail, in order to make full use of the
possibilities gradedness oﬀers for REG.
6.5 Summary
In this chapter, after a brief discussion of prior evaluation challenges for
REG and metrics used for evaluating REG, I presented three empirical stud-
ies evaluating the performance of PRAGR in scenarios involving robot-robot
and human-robot interaction. With these studies, I tested the ability of
PRAGR to produce and understand REs for simple visual scenes under con-
ditions of perceptual deviation, using a number of diﬀerent property models.
In particular, I evaluated the impact of using vague property models, as
compared to crisp ones on the generation and resolution of REs.
The studies demonstrated that a probabilistic approach to reference hand-
ling with vague properties can help bridge the gap between human and ar-
tiﬁcial communicators in situated interaction by using ﬂexible concept as-
signment based on vague property models and situational context with the
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goal of maximising the chance of communicative success. The results further
showed that PRAGR is capable of understanding human-produced REs with
a high degree of accuracy under conditions of perceptual deviation, and can
generate REs which are easily understood by human subjects. Further, the
evaluation showed that using vague property models improves task success
in robot-robot and human-robot communication under conditions of percep-
tual deviation, in particular on the side of the listener, while a speaker using





As discussed in Section 2.3.3, successful referential communication requires
bridging a conceptual gap, mediating via linguistic symbols between the indi-
vidual semiotic networks of the interactants. This process requires the inter-
actants to ﬂexibly adapt the use of concepts (Clark and Brennan, 1991; Clark
and Wilkes-Gibbs, 1986; Garrod and Anderson, 1987). Due to the danger of
miscommunication, it cannot be dealt with simply by a speaker unilaterally
uttering an RE and a listener resolving that expression. Reference is instead
a collaborative process which requires agreement (Clark and Wilkes-Gibbs,
1986), and which forms part of a continuous process of grounding with the
goal of ensuring mutual comprehension (Garrod and Anderson, 1987).
In this chapter, I will discuss how PRAGR can be integrated with a
dialogue component to allow intelligent referential grounding dialogues. In
Section 7.1, I will describe in general terms the ways in which PRAGR can
support referential grounding dialogues. In Section 7.2, I will then present
the integration of PRAGR with the DAISIE dialogue system framework and
architecture (Ross and Bateman, 2009) for a simple referential grounding
dialogue scenario.
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7.1 Mediating between Perceptual and Dia-
logic Grounding
In the introduction to this thesis, I presented a short dialogue between Mary
and Amanda which I will repeat here for the sake of clarity: Mary is resting
on the sofa, relaxing after a long day at work. She decides to read the new
book she got for her birthday last week, and asks her personal assistant
robot Amanda: Could you pass me that yellow book on my desk? With the
integrated camera, Amanda scans the desk and identiﬁes that there are two
books which seem to match that description. She asks: Do you mean the one
in front of the coﬀee cup? Slightly annoyed, Mary replies: No, not the green
one, the yellow one. Amanda understands and conﬁrms: Oh, okay. I’ll get
it., moves to the desk, grabs the book, and brings it to Mary.
In this dialogue, Mary and Amanda collaborate on achieving grounding:
Mary ﬁrst provides an RE, the yellow book on my desk, and Amanda provides
an RE of her own, the one in front of the coﬀee cup, in order to conﬁrm that
they are talking about the same object. Mary detects the miscommunication,
and provides an overt correction, not the green one, the yellow one, which
allows Amanda to adapt her construal and identify the originally intended
referent. Amanda then conﬁrms that she considers the referential dialogue
to have reached a successful ending.
While to my knowledge there is no empirical data on the frequency of
this type of grounding dialogue in natural human communication, Conversa-
tion Analysts have presented numerous examples of grounding dialogues in
experimental settings which allow for free conversation between participants
and in natural situations (for an overview see Clark and Bangerter, 2004).
These examples include implicit strategies, for example when a signal of non-
comprehension from the listener prompts the speaker to elaborate on a prior
reference, and explicit negotiation where one partner corrects a noun-phrase
proposed by the other. Pickering and Garrod (2004) argue that the norm
in communication is for humans to automatically align on various linguistic
levels, while explicit negotiation only occurs in cases of misalignment that
cannot be easily remedied by more implicit processes. However, they note
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that reformulations are in fact very common in everyday communication.
With PRAGR, I have presented a mechanism for handling reference which
reﬂects the fact that calling a book yellow or green is to some degree a matter
of strategic choice – a momentary, strategic decision to construe an object
or property in a certain way, in order to improve chances of communicative
success.
Firstly, the representation of objects in terms of the acceptability of
concepts, rather than a priori conceptualisations allows PRAGR to make
situation-speciﬁc decisions regarding the conceptualisation of objects when
generating REs, and to evaluate the likelihood of candidate referents based
on the acceptability of conceptualisations, without the need to commit to
any speciﬁc conceptualisation of these candidates.
This allows the integration of image understanding (object detection and
modelling of qualitative properties) on the one hand, and the planning of
dialogue contributions on the other hand. Here, PRAGR has the function of
reducing complex perceptual processes to simple quantitative representations
(Acceptability, Discriminatory Power, and Appropriateness) which contain
the information relevant for decision making in dialogue.
Further, by allowing the evaluation of Acceptability, Discriminatory Power,
and Appropriateness of descriptions both in the context of REG and RR,
PRAGR provides a strong link between REG and RR. Maximisation of Ap-
propriateness of an RE by the speaker can be used for selecting the best RE,
while in RR, low values of Discriminatory Power or Acceptability may be
used as information for motivating grounding moves in dialogue.
Using the sub-symbolic meta-information PRAGR provides enables re-
action to, and dialogue about mismatched models of the world in a much
more subtle way than a system based on crisp properties. For example, if
the user commands the robot to go to the large green box, a robot sensitive to
the information underlying categorisation may be able to identify the correct
referent, even if its own preferred conceptualisation of the object would have
been yellow.
Further, if the sensory information warrants green as an acceptable cat-
egorisation, this mismatch might be corrected without any further negoti-
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ation having the robot respond with okay, I’ll go to the large green box.
While, if the mismatch were fairly large, the robot might react with a cla-
riﬁcation question using additional features which, in the given situation,
promise more certain categorisation: do you mean the large box to the left of
the red ball?
7.2 Referential Grounding with DAISIE and
PRAGR1
As part of this thesis, I implemented a version of the PRAGR reference
handler which interfaces with an implementation of the agent based dialogue
system architecture and framework DAISIE (Ross and Bateman, 2009) in
order to allow referential grounding dialogues. DAISIE features ﬂexible dia-
logue management with a formal uniﬁed dialogue modelling approach com-
bining information state update theories with generalised dialogue models
(Shi et al., 2011), a CCG (Steedman and Baldridge, 2011) parser and a
KPML (Bateman, 1996) natural language generation module.
While the integration of PRAGR into the DAISIE framework is not the
focus of this thesis, I will brieﬂy present at this point the interfacing com-
ponents, and an example of a decision procedure for handling grounding
dialogues with PRAGR.
I will demonstrate based on an example scenario, how the DAISIE +
PRAGR system is capable of engaging in grounding dialogues about photo-
graphs as they may be provided by a camera installed on the head of a mobile
robot, by generating and resolving REs, and using probabilistic evaluations
of the REG and RR output for making reasonable dialogue decisions.
1The integration of PRAGR with DAISIE was joint work with Daniel Couto Vale, Zoe
Falomir, and Mohammed Fazleh Elahi (Mast et al., 2014a).
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Figure 7.1: Information ﬂow in human-robot referential dialogue with
PRAGR.
7.2.1 Layered Representation
Figure 7.1 shows an overview of the ﬂow of information in a human-robot
referential dialogue with PRAGR. Knowledge Representation Layers are col-
oured in green, Processing Modules are coloured in blue. Greyed out Modules
and connections have not been implemented.
Note that the Dialogue Planner Module is represented here only in a
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massively simpliﬁed manner, as this is not the subject of the present thesis.
In its most recent implementation, DAISIE+PRAGR features three lay-
ers of representation, realised via separate ontologies: a sensory layer, a
conceptual layer, and a linguistic layer. These layers of representation serve
as interfaces for diﬀerent modules to communicate information.
The sensory layer represents information about individual objects on the
sensory level, for example the edge points of an object, its height, and repres-
entative colour points with associated values of hue, saturation and lightness.
The sensory layer is fed by an image segmentation module, and thus relies en-
tirely on primary sensory information. The information of the sensory layer
is used by the property models, but it may also be used by an action module,
e.g., when the robot has received the instruction to go to a given object, the
motion handling module may use the information in the perceptual layer in
order to determine the position of the object and of possible obstacles.
The abstraction layer allows representing objects in terms of qualitative
properties such as colour (orange or yellow) or height (tall, short)
and relations such as projective relations (behind, in front of). In or-
der to allow for the integration of probabilistic property modeling, as used
by PRAGR, an additional abstraction layer is introduced which allows the
creation of mappings between objects, simple or complex qualitative descrip-
tions, and their corresponding acceptability values via description elements.
A mapping exists between individual objects on the sensory level, and their
counterparts on the conceptual level.
The abstraction layer can be fed by diﬀerent sources. The primary source
is the cognitively motivated property models described in Section 4 which
perform a probabilistic mapping from sensory information to qualitative con-
cepts. However, the abstraction layer may also be fed by the dialogue com-
ponent: Once a (complex or simple) description for a given object has been
dialogically grounded, the corresponding mapping in the abstraction level
may be added or overwritten by the dialogue component, thus giving dia-
logically grounded descriptions and properties preference over perceptually
grounded ones.
The linguistic layer allows representing the meaning of utterances based
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on the theory of Systemic Functional Linguistics (Halliday and Matthiessen,
2004). While the sensory and abstraction layer are concerned only with the
state of aﬀairs in the domain, the linguistic layer also includes the inter-
personal metafunction which is concerned with the social interaction of the
speaker, or what a person is trying to do with their utterance (Couto Vale
and Mast, 2012, 2013). For example, the utterance Bring me the red ball. can
be classiﬁed as Mandative, as it is a demand of the speaker for the listener
to provide some object or resource to them, in this case the referent of the
red ball (Couto Vale and Mast, 2013).
Thus, the Dialogue Planner processes input information received via the
linguistic layer. Based on the dialogue act and a linguistic representation of
the received utterance, the Dialogue Planner decides whether a referent needs
to be resolved, or whether a description for an object needs to be generated.
If a referent needs to be resolved, a conceptual representation is extracted
from the linguistic meaning, and (if necessary) enriched via co-reference res-
olution against the discourse history during the experiential interpretation
before being handed over to the Reference Handler. Thus, in the following
dialogue: H: Bring me the red box., S: Which red box do you mean?, H: The
one on the ﬂoor., one is resolved as co-referring with the red box, and the con-
ceptual representation of the enriched description – red, box, on(floor)
– is passed to the reference handler for resolution within the scene model.
Based on information from the Conceptual Layer, the Reference Handler
then produces a list of candidate referents, ordered by the acceptability of
the description for the respective referent, enriched by additional information
about Discriminatory Power and Appropriateness of the description.
If a description needs to be generated, the Reference Handler is called with
the given referent. Based on the information from the Conceptual Layer, the
Reference Handler proceeds to generate a list of candidate descriptions for
the referent, ordered by Appropriateness.
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Figure 7.2: Decision procedure for dialogue move.
7.2.2 Simple Grounding Dialogues
A working prototype was implemented for simple grounding dialogues where
a human asks a robot to move to a certain object, and the robot engages in
grounding behaviour in order to ensure correct understanding of the goal of
the motion. Based on an n-best list of potential referents with Acceptability,
Discriminatory Power and Appropriateness values of the input description for
each, the dialogue manager then makes a decision about the next dialogue
move. Figure 7.2 shows the decision making procedure which takes into
consideration the values of Acceptability and Appropriateness in order to
determine the next dialogue contribution in a referential grounding dialogue.
Figure 7.3 shows an example dialogue for each possible system decision.
The dialogue planner receives an n-best list of potential referents sorted
by Acceptability. If the Discriminatory Power of the description for the
best candidate is higher than a predetermined threshold value, it is highly
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Success
R: Where do you want me to
go?
H: Go to the large box.
R: Okay. [goes to object 1]
Clariﬁcation
R: Where do you want me to
go?
H: Go to the box.
R: Do you mean the large box
or the one in front of the
small ball?
H: The large one.
R: Okay [goes to object 1]
Failure
R: Where do you want me to
go?
H: To the long box.
R: Sorry, I don’t see any long
box.
Conﬁrmation
R: Where do you want me to
go?
H: Go to the small box.
R: Do you mean the one in
front of the small ball?
H: Yes.
R: Okay. [goes to object 2]
Figure 7.3: Example grounding dialogues with DAISIE+PRAGR.
likely that the correct referent has been identiﬁed. If the Acceptability of the
description for the candidate is also above a threshold, the planner can safely
assume that the correct referent was found and proceed directly to executing
the desired task and uttering a positive feedback (blue path in Figure 7.2,
blue example in Figure 7.3). If, on the other hand, the Acceptability of the
description for the most likely target is below the threshold, it is still likely
that the correct object was identiﬁed (due to the high Discriminatory Power)
but the description itself does not meet the grounding criterion. Thus, the
planner calls the Reference Handler again, this time in order to generate the
best RE for the assumed referent, and uses this for uttering a conﬁrmation
question (purple path in Figure 7.2, purple example in Figure 7.3).
On the other hand, if the Discriminatory Power is lower than the threshold,
the given information is not suﬃcient for conﬁdently selecting a candidate.
In this case, if the acceptability for the best candidate is high, this means
that the ambiguity of the utterance was high, yielding several good candidate
referents. In this case, the Dialogue Planner proceeds by asking a clariﬁca-
tion question. The Reference Handler is called to generate an RE for each
of the best two candidates, and the system produces an either-or question
(orange path in Figure 7.2, orange example in Figure 7.3).
If, on the other hand, the acceptability for the best candidate is below
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the threshold, this implies that no good candidate could be found, and the
grounding attempt has failed. In this case, the Dialogue Planner generates
negative feedback about the description which failed to yield a suitable ref-
erent (red path in Figure 7.2, red example in Figure 7.3.
This decision procedure is obviously highly simpliﬁed. Some thoughts on
how PRAGR could be put to use in a more sophisticated grounding dialogue
agent will be discussed in Section 8.3.6.
7.3 Summary
In this chapter I have shown how PRAGR can be integrated with a dialogue
component to allow intelligent referential grounding dialogues. I described in
general terms the ways in which PRAGR can support referential grounding
dialogues and presented the integration of PRAGR with the DAISIE dialogue
system framework and architecture (Ross and Bateman, 2009) for a simple
referential grounding dialogue scenario.
The simple dialogue examples presented here demonstrate how the prob-
abilistic concepts of Acceptability and Discriminatory Power allow the con-
trol of referential grounding dialogues and thus can enable a robot to interact




In this ﬁnal chapter, I will provide a summary of the work presented in this
thesis and discuss the main contributions of this work. I will then proceed to
outline directions for future work, before ending with some closing remarks.
8.1 Summary
In this thesis, I addressed the challenges of reference in situated human-
machine interaction and presented an integrated reference handling mechan-
ism for REG and RR which uses a graded, probabilistic concept of Discrim-
inatory Power in order to enable referential grounding dialogues in the face
of perceptual deviation.
InChapter 2, I argued for a perspective on reference which focuses on the
nature of language as a tool to collaboratively bridge gaps between individual
conceptualisations. I further identiﬁed a number of key aspects which an
integrated mechanism for reference handling should be able to tackle, most
notably graded properties, spatial relations, and salience.
Based on this foundation, in Chapter 3 I argued for an approach to ref-
erence which incorporates vagueness as a fundamental characteristic of cat-
egorisation rather than an exceptional case, and argued for a probabilistic
generalisation of the concept of Discriminatory Power to vague categories.
I presented the core contribution of this thesis, the Probabilistic Reference
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And GRounding mechanism, which follows the Modular Decision Approach
(MDA) in allowing for an evaluation of complex REs in a given situational
context on the basis of independent property models for diﬀerent concep-
tual domains via a combinatory mechanism for evaluating Discriminatory
Power and Appropriateness. In an example-based evaluation, I showed that
PRAGR mimics a number of empirical ﬁndings regarding REG, in particular
the preference for more discriminatory attributes, and the ability to produce
descriptions using combinations of properties which are not pareto-optimal.
In Chapter 4, I presented the approach of Conceptual Spaces (Ga¨rden-
fors, 2004b) for modelling complex conceptual domains and introduced all
property models that were subsequently used in the thesis, covering the fol-
lowing domains: graded adjectives, colour, shape, projective relations, and
projective regions.
In Chapter 5, I described the extension of PRAGR to handle some of
the challenges for REG in realistic scenarios which were identiﬁed in Chapter
2. In particular, I presented the extension of PRAGR for integrating spatial
relations into REG, arguing for an approach which considers REG to be
supporting visual search, thus requiring the reference object to be identiﬁed
as a prerequisite for identifying the target object. In this context, I presented
an extension of PRAGR to handle salience, demonstrating that this meshes
naturally with the overall structure of PRAGR, as salience can be modelled
as the prior probability of an object. I further presented a search algorithm
for PRAGR with the goal of overcoming some of the complexity issues raised
by combining vagueness and spatial relations in REG.
With the three experiments presented inChapter 6, covering both robot-
robot and human-robot communication, I empirically evaluated the PRAGR
mechanism, testing its ability to produce and understand REs for simple
visual scenes under conditions of perceptual deviation, using several of the
property models described earlier in Chapter 4. In particular, I evaluated
the impact of using vague property models, as compared to crisp ones on the
generation and resolution of REs.
Finally, in Chapter 7, I showed some preliminary work integrating the
PRAGR mechanism into a dialogue system to enable intelligent referential
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grounding dialogues. I presented the integration of PRAGR with the DAISIE
dialogue system framework and architecture for a simple referential ground-
ing dialogue scenario.
8.2 Contribution of this Thesis
The core contribution of this thesis is the development and evaluation of an
integrated mechanism for handling both REG and RR which incorporates
vagueness as a fundamental characteristic, and the extensive exploration of
the ability of such a mechanism to handle both a wide range of conceptual
domains (colour, shape, size, projective relations, projective regions) and
a range of relevant phenomena of reference (relations, salience, REG and
RR). While during the time taken to complete this thesis, similar approaches
have been developed which follow the MDA and thus treat vagueness as
fundamental to reference, to my knowledge the work presented here is the
ﬁrst to provide an integrated mechanism which covers such a breadth of
domains and phenomena while providing empirical evaluation for the overall
approach.
With respect to the kind of properties covered, most approaches discussed
in Section 3.1.4 explicitly consider graded adjectives, and some works con-
sider projective terms in terms of vagueness (e.g., Gorniak and Roy, 2004;
Kelleher, 2011; Spranger and Pauw, 2012). Properties such as colour and
shape are treated as crisp by almost all approaches (with the exception of
Meo et al., 2014; Roy, 2002). Of course most approaches can in some way be
extended to treat other properties as vague. For example, the approach of
van Deemter (2006) can be extended to treat colour as vague (van Deemter,
2016). However, such an extension is by no means trivial, as it may cause
further complications. For example, as discussed in Section 3.1.4, in the Inde-
pendent Decision Approach, modelling several domains with vague properties
may lead to preference of suboptimal properties due to a lack of an integrated
measure of comparison. Therefore, the work presented here is unique in its
wide coverage of diﬀerent kinds of conceptual domains, and their integration
as properties into a single reference mechanism.
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Regarding the reference phenomena covered, most existing approaches
are restricted to either REG or RR. Most notably however, the treatment
of relations in REG in this thesis is unique in that it treats REG with re-
lations as aiding visual search, and integrates ﬁndings from reference object
selection research, thus providing the ﬁrst REG system which is capable of
highly sophisticated reference object selection with the inﬂuence factors of
reference object locatability, search space optimisation, and communication
cost, as identiﬁed by Barclay and Galton (2008). A more thorough empir-
ical evaluation of this capacity would be desirable in order to gain a deeper
understanding of reference object selection for REG.
With numerous example-based evaluations throughout this thesis I have
demonstrated that PRAGR mimics empirical ﬁndings on reference, such as
using the most discriminating property, a preference for more salient reference
objects, a preference for reference objects which are in a prototypical relation
to the target object, and the impact of salience on the length of REs.
With three empirical evaluation studies, covering both robot-robot and
human-robot communication, I have demonstrated that a probabilistic ap-
proach to reference handling with vague properties can help bridge the gap
between human and artiﬁcial communicators in situated interaction by using
ﬂexible concept assignment based on vague property models and situational
context with the goal of maximising the chance of communicative success. I
further showed that PRAGR is capable of understanding human-produced
REs with a high degree of accuracy under conditions of perceptual devi-
ation, and can generate REs which are easily understood by human subjects.
Further, the evaluation showed that using vague property models improves
task success in robot-robot and human-robot communication under condi-
tions of perceptual deviation, in particular on the side of the listener, while a
speaker using vague properties showed only limited improvement over crisp
categories.
I showed that PRAGR can be used as a basis for enabling referential
grounding dialogues by handling both REG and RR based on a single integ-
rated reference handling mechanism based on the same underlying concepts.
In particular, the ability of PRAGR to easily produce lists of n-best referents
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is useful for referential grounding dialogues.
8.3 Directions for Future Work
While this thesis has focused on developing the core PRAGR mechanism
and demonstrating its suitability for reference handling in situated human-
machine interaction, there remains potential for further expansion and im-
provement. In the following, I will discuss the most relevant directions for
future work which follow from the foundations laid in this thesis, namely
addressing some limitations of the core mechanism identiﬁed through evalu-
ation, learning model parameters including the inclusion of an additional
parameter representing preferences for individual properties, reference to
sets, and ﬁnally the application of PRAGR in advanced approaches to ground-
ing dialogues.
8.3.1 Overcoming Limitations of the Core Mechanism
The analysis of utterances generated by PRAGR discussed in Section 6.4
showed that PRAGR has a tendency to overestimate the Discriminatory
Power of marginally acceptable properties, leading to unnatural descriptions.
This problem can to some extent be ameliorated by increasing the model
parameter α. However, the potential for compensation is limited, as setting
α too high leads to the danger of uninformative descriptions, thus leaving
room for improvement of the core mechanism.
The reason for this is that discriminatory power is derived via a linear
model which contrasts the acceptability of a description for the target object
with the summed acceptability of the description for all objects in the scene.
This leads to the eﬀect of preferring properties which are marginally accept-
able for the target object, but even more marginal or not acceptable at all for
all distractors over properties that are highly acceptable for the target ob-
ject and moderately acceptable for a distractor. For example, let us assume
a scene with two objects and two properties with the Acceptability values:
P (d1|x1) = 0.9, P (d1|x2) = 0.5, P (d2|x1) = 0.01, and P (d2|x2) = 0.001. This
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will yield a preference for describing x1 using d2 rather than the more intu-
itively appealing d1, as the acceptability of d1 for x1 is only roughly twice as
high as for x2, while the acceptability of d2 for x1 is ten times as high as for
x2. Hence, P (x1|d1) =
0.9
0.9+0.5




issue is particularly problematic when domains such as colour come into play
which have many properties, and therefore there is a high chance of ﬁnding
a marginally acceptable property for an object which has zero or almost zero
acceptability for all other objects.
Engonopoulos and Koller (2014) use a log linear model of Discriminat-








Spranger (2011) uses an entirely diﬀerent approach, treating discriminat-
ory power as the diﬀerence between the acceptability of the target and the
acceptability of the closest distractor. Thus, for evaluating the acceptability
of the red ball, only the one distractor which has the highest acceptability for
the utterance is considered. This acceptability is then subtracted from the
acceptability for the target, yielding a Discriminatory Power value. While
this approach lacks the beneﬁt of a direct probabilistic interpretation of Dis-
criminatory Power, it is intuitively appealing – when considering whether to
call a given object the red ball, a single very red and very ball-like distractor
would be as problematic as seven of those objects would be when consider-
ing only the question of whether or not a listener will be able to identify the
target object.
From the probabilistic point of view taken in this thesis, one might also
consider the problem to be that the current version of PRAGR does not
adequately reﬂect uncertainty with respect to Acceptability values. While a
diﬀerence between acc = 0.9 and acc = 0.5 can most likely be attributed to
a relevant diﬀerence which is intersubjectively stable, the diﬀerence between
acc = 0.01 and acc = 0.001 may be caused by noise in perception or the
model, or may not be reﬂected in the interlocutor’s conceptual representation.
Therefore, an approach which treats Acceptability not as ﬁxed value, but as
a probability distribution (either learnt from data, or modelled as a Gaussian
distribution) may overcome the problems reported here. In this case, a Monte
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Carlo approach could be used, i.e., drawing samples from this distribution
and calculating Discriminatory Power based on these samples.
However, in order to determine the most suitable way to handle Discrim-
inatory Power, a thorough empirical investigation of the diﬀerent approaches
based on human-likeness and task success data would be desirable. This
would be interesting both from a cognitive modelling perspective, in order
to determine which approach is best suited as a model for human referential
behaviour, and from an engineering perspective, in order to determine the
approach which generates the most useful descriptions.
8.3.2 Intrinsic Preferences for Properties
A further limitation of PRAGR which has not been addressed in this thesis
is that, independently of Discriminatory Power, certain properties are more
or less preferred by human subjects. This holds both regarding prefer-
ences for diﬀerent conceptual domains – colour is generally preferred over
size (Pechmann, 1987) – and regarding preferences within a conceptual do-
main – green is generally preferred over British racing green (Meo
et al., 2014). Meo et al. (2014) present a Bayesian model for generating and
resolving colour references which takes into consideration the preference for
diﬀerent terms (termed availability) as well as Discriminatory Power.
It would be worthwhile investigating how such preferences could be in-
tegrated into PRAGR. As has been indicated in Section 3.2, the most prom-
ising approach to achieve this would be to explicitly separate P (Dsaid) from
P (Dtrue) – two concepts which are currently conﬂated in PRAGR. However,
while Meo et al. (2014) successfully address the issue of learning both Ac-
ceptability and availability from a large dataset of colour descriptions, it
remains to be shown whether and how availability values can be successfully
determined across conceptual domains.
8.3.3 Learning Model Parameters
Relatedly, the question remains of how appropriate model parameters for
PRAGR can be determined. While due to the robustness of PRAGR, relying
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on hand-crafted property models and model parameters yielded good results
for the evaluation studies presented in this thesis, ideally the models should
be optimised using machine learning techniques.
While much work on machine learning in REG has been following the
Global Decision Approach (GDA) (Engonopoulos and Koller, 2014; Tellex
et al., 2014) where parameters for the entire model including features and
decisions speciﬁc to REG are learnt holistically from training data, the Mod-
ular Decision Approach (MDA) combined with psychologically motivated
property models with a limited number of parameters suggested here allows
the separate optimisation of parameters for individual conceptual domains.
Thus, empirical data of Acceptability judgments by human subjects such as
the data collected by Sivik and Taft (1994) could be used to ﬁt the dimen-
sion weights, prototypes, and sensitivity parameters for individual property
models.
While one might criticise that hand-crafting psychologically motivated
property models is hard for complex domains and may lead to suboptimal
models, the same ultimately holds for the models learnt using the GDA: as
Roy (2002) notes, whether one is hand-crafting models or relying entirely on
machine learning to establish which of the perceptual features are relevant for
a given property, great care needs to be taken to choose the right perceptual
features for the domain in question, as badly chosen features will reduce the
quality of the learnt models in both cases.
On the other hand, due to the small set of model parameters and the
assumption of mutual independence of concepts, parameter ﬁtting can be
accomplished with small datasets, a task which would require much larger
amounts of data and computing time if one were to make no assumptions
about the structure of graded category membership, and/or holistically learn
the REG and property models from one dataset.
Finally, a model parameter which requires special attention is the para-
meter α. While values between α = 0.1 and α = 0.4 have yielded good results
thus far, the ideal value of the weighting parameter is unclear. In principle,
this parameter could be learnt using task success measures based on diﬀer-
ent settings of α. However, the ideal α may vary depending on context and
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the kind of properties used, and learning the weighting between Discrimin-
atory Power and acceptability from task success data may be problematic
due to the ability of humans to compensate for problematic behaviour of
the machine. There is some tentative evidence that human users fair un-
expectedly well with unreasonably long descriptions, making the automatic
learning of such weighting parameters diﬃcult (Engonopoulos, personal com-
munication).
8.3.4 Improved Heuristic Search Algorithm
As the evaluation in Section 5.2.5 has shown, the search algorithm developed
for this thesis was able to overcome some, but not all complexity issues posed
by the problem of REG with vague properties and relations. The existing
algorithm is well capable of handling scenes with 20 objects, as long as the
number of relations in the ﬁnal description, and the number of individu-
ally appropriate properties which are considered in complex descriptions are
limited.
However, in order to achieve eﬃcient REG for cluttered scenes with 100
or more objects, a more eﬃcient algorithm is required. In the following, I
will discuss 3 possibilities for increasing the eﬃciency of the REG search
algorithm. The ﬁrst two are simple adaptations of the existing algorithm,
the third takes up the idea of incremental generation seen in the Greedy
Heuristic Algorithm (GH) and Incremental Algorithm (IA).
Improving Caching Eﬃciency
A simple improvement of the existing algorithm in terms of eﬃciency may be
achieved by making more thorough use of the cached lists of best descriptions
for given sets of target objects and allowed reference objects: Currently,
only exactly matching sets of target object and allowed reference objects are
considered. However, let us assume a list of best descriptions for the target
object 1 with allowed reference objects 2, 3, 4, 5, and 6 had already been
created, with results as shown in Table 8.1. Clearly, objects 5 and 6 were
not used at all in any of the best descriptions. Thus, if in a step of resolution
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requiring the best descriptions for object 1 with allowed reference objects 2,
3, and 4, this list could also be re-used. As the last (i.e., resolved) description
does not contain any reference objects, technically even for target object 1
with only allowed reference object 2, the list could be re-used by simply
ignoring all descriptions which contain a non-allowed reference object. Only
if the resolved description at the end of the list contains a reference object
which is not allowed in the new conﬁguration, or if the list was created
allowing less reference objects than the new conﬁguration, a new search for
this resolution step is required.
Table 8.1: Example of a list of best descriptions for a given target object
and set of allowed reference objects {2, 3, 4, 5, 6}, where objects 5 and 6 are
not used as reference objects.
Pos Appr Description
1 0.91 red(x1), ball(x1), leftOf(x1,x2), blue(x2), book(x2)
2 0.88 red(x1), ball(x1), behind(x1,x3), large(x3), ball(x3)
3 0.87 red(x1), ball(x1), behind(x1,x3), large(x3),
green(x3), ball(x3)
4 0.79 red(x1), ball(x1), leftOf(x1,x2), book(x2)
5 0.78 red(x1), ball(x1), behind(x1,x3), green(x3), ball(x3)
6 0.75 red(x1), ball(x1), rightOf(x1,x4), small(x4),
ball(x4)
7 0.71 red(x1), ball(x1)
Restricting Potential Reference Objects
A further option for improving the eﬃciency of the existing algorithm may
be to restrict the number of objects considered as reference objects. We have
seen in Section 5.1.4 that objects which have a low salience are unlikely to be
chosen as reference objects. This holds both empirically and relating to the
way PRAGR evaluates Discriminatory Power. In particular, objects which
are less salient than the target object are not very likely to be chosen as
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reference objects. Therefore, it may be an option to limit the choice of po-
tential reference objects in the search algorithm to those which are as salient
as the target object or more salient. Interpreting this slightly more leniently
in order to allow for cases where an object with low salience happens to allow
a very easy description, it might be more adequate to allow all objects which
are at least half as salient as the target object as potential reference objects
(or some similar limit). Alternatively, one might additionally allow those
objects which can be described with high appropriateness without the use of
relations, as they too are naturally good candidates for reference objects. By
limiting the number of potential reference objects, it is eﬀectively possible to
limit the search space and retain the processing speed of small scenes when
generating REs for larger scenes.
Using a Greedy Approach
Finally, it may be possible to incorporate some incremental generation into
the search algorithm while still avoiding the worst pitfalls of that strategy
with respect to relations, in particular the issue of recursive dependence.
In this approach, for each resolution step, ﬁrst the best resolved descrip-
tion (RD) for the sub-target would be generated using a greedy approach
by adding in each subsequent step the property which increases Appropri-
ateness the most, until no further property increases Appropriateness any
further. Now this part of the description is treated as ﬁxed and combined
with possible combinations of the n best relations, and the resulting descrip-
tions are added to the queue as in the original algorithm described in Section
5.2. Again, the best unresolved description (UD) is retrieved from the queue
and resolved. By treating the non-relational part of the description greed-
ily, the number of possible descriptions which need to be considered can be
massively reduced, while using breadth-ﬁrst, best ﬁrst search with respect to
the relational properties takes care of the issue of recursive dependence, weed-
ing out relational properties whose reference object cannot be appropriately
described and keeping relevant alternatives in the queue.
Once the best description has been found this way, it may be necessary to
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perform local optimisation by subsequently testing whether individual non-
relational properties can be removed without impacting appropriateness, as
they may have been made superﬂuous by the added relations.
Using a combination of the improvement strategies discussed here, it
should be possible to achieve the necessary eﬃciency to be able to handle
scenes with 100 objects and more. However, future work would have to eval-
uate in detail whether this is indeed the case, and whether the resulting
descriptions are good enough approximations of the optimal description to
make this worthwhile.
8.3.5 Higher-level Strategies
An aspect of reference which has only been brieﬂy touched by this thesis is
that of hierarchical strategies for referring. In an experiment where human
subjects were to explain their location within a building to either another
human or a supposed computational system (Mast and Bergmann, 2013),
participants frequently used a strategy of hierarchically narrowing down the
region, starting with the building as a whole, and then narrowing down their
position down to the ﬂoor, the general area, and the speciﬁc position within
that area. Similarly, Clarke et al. (2013) show some examples of reference
chains starting with a large and highly salient object, and then progressing
via a less salient object before identifying the target.
Relatedly, the human data gathered for the evaluation of PRAGR’s un-
derstanding of human utterances shows a high frequency of spatial regions
such as das Dreieck ganz rechts außen (the triangle right on the outer right).
Given the architecture of PRAGR, the ﬁrst kind of example (hierarchical
reference chains) may fall out naturally from applying PRAGR with integ-
rated salience measure to highly cluttered scenes, while the second kind (spa-
tial regions) is currently treated straightforwardly as a unary property with
a graded acceptability area. While it seems that PRAGR can handle both
kinds of higher-level strategies, this would be worth investigating in more
detail, as higher-level strategies can be seen as a key to successful referential
communication.
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A related issue which has not been addressed in this thesis is reference
to sets of objects. Referring to sets of objects is both relevant as a goal in
and of itself, as in some cases humans may want to refer to sets of objects,
and as a higher-level strategy for achieving successful reference to individual
objects by using a set of objects as an reference object.
In principle, it should be straightforward to extend PRAGR to be able
to successfully refer to sets of objects which share certain properties that
discriminate them from other objects. For such a scenario, one could simply
consider both the Acceptability and the Discriminatory Power of the descrip-
tion to groups of n objects, P (x1, . . . , xn|D) which requires determining the
Acceptability of a description for multiple objects based on the individual
Acceptability for each object.
Further, an extension of PRAGR to reference to sets would allow includ-
ing second order properties such as the parallel lines which hold true of a set,
but cannot hold true of an individual object (Stone, 2000).
8.3.6 Advanced Referential Grounding Dialogues
Finally, much research remains to be done with respect to the application of
PRAGR in dialogue. While I presented preliminary work on using PRAGR
for referential grounding dialogues in Chapter 7, the dialogue strategies
presented there are obviously highly simpliﬁed. In particular, the dialogue
ﬂow described is exclusively concerned with the possibility of conceptual mis-
match and does not take into consideration communicative problems on other
levels.
Clark (1996) distinguishes four levels on which grounding needs to be
achieved for successful communication which Paek and Horvitz (1999) term
(1) the channel level, (2) the signal level, (3) the intention level, and (4) the
conversation level.
On the channel level, a speaker performs a certain behaviour to which
the listener needs to attend to in order for communication to occur. In
order for channel level grounding to be successful, the listener needs to be
be aware that the speaker’s behaviour is directed at them and pay attention
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to it (Paek and Horvitz, 1999). On the signal level, the speaker presents a
communicative (verbal or non-verbal) signal to the listener. In order for this
level of grounding to succeed, the listener needs to correctly identify the signal
the speaker produced for them (Paek and Horvitz, 1999). On the intention
level, the listener needs to correctly identify the intention the speaker wants to
convey with their signal (Paek and Horvitz, 1999). This goes beyond the pure
semantic content of the utterance and aligns with Grice’s speaker’s meaning
(Grice, 1975). Finally, on the conversation level, the speaker proposes a joint
project to the listener who is expected to collaborate in this project to some
degree. The listener may take up the joint project or reject it (Paek and
Horvitz, 1999).
The diﬀerent levels of grounding form a ladder where success on a higher
level depends on successful grounding at the lower level. This further implies
that evidence for success on a higher level can be treated as evidence for
success on all lower levels (Clark, 1996).
The dialogue decision procedure presented in this thesis is focused on
the intention level, i.e., the question of identifying correctly which object the
user wants the robot to move to. Paek and Horvitz (1999) present a Bayesian
model for decision making in dialogue which integrates probabilistic inform-
ation on the likelihood of success at all levels of grounding in order to make
decisions about dialogue moves. The probabilistic nature of PRAGR would
allow integration into such comprehensive grounding dialogue architectures,
allowing the treatment of referential grounding problems as one of several
aspects of the entire grounding process.
This would make it possible, for example, to discriminate in a situation
with a low probability of correct RR between (a) a case where the likelihood
of correct speech recognition is low, while the likelihood of correct visual
perception of a scene is high and (b) a case where the likelihood of correct
visual perception is low, while the likelihood of correct speech recognition
is high. In case (a), the best dialogue move may be to initiate a grounding
behaviour on the level of speech recognition, e.g., I’m not sure I understood
you correctly. Did you say ‘the large box?’ while in case (b), a response on
the conversation level may be more appropriate, e.g., I can’t see the large box,
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where is it? where the robot takes up the user’s project and elicits further
information in order to be able to contribute the desired action.
8.4 Concluding Remarks
The ﬁeld of REG has a vibrant community which has been inﬂuenced strongly
by the early work of Dale and Reiter. Thus, when setting out on the journey
of this thesis, this was the natural starting point. Soon I began reacting
to limitations I saw in classic REG, and working towards broadening the
perspective on reference. My core concern was overcoming the notion of
crisp categories which seemed to limit what was possible with REG, in par-
ticular with respect to handling spatial relations. During the years it took
to complete this thesis, this led to discovery of a range of mostly new ap-
proaches which used similar ideas to mine, coming from a diﬀerent direction –
often from a robotics background, driven by concerns of perceptual ground-
ing, sometimes also communicative grounding (Spranger, 2011). Likewise,
I studied psycholinguistic research on reference production of humans, and
became increasingly interested in the cognitive perspective on reference. In-
teraction with these works has shaped my perception of reference, and led to
a stronger focus on issues of symbol grounding and interaction, which have in
turn informed my perspective on handling relations, by leading me to let go
of logical deﬁnitions of Discriminatory Power, towards aiding visual search.
To some degree, this personal journey also reﬂects the development of
the ﬁeld, which has become more diverse, and which has seen an increas-
ing amount of interaction between researchers dealing with reference from
diﬀerent angles, for example in the RefNet network on reference1 which has
initiated workshops and publications working towards a computational psy-
cholinguistics of reference (van Deemter et al., 2012b), or in joint workshops
of linguists and roboticists on situated language in human-robot interaction
such as the Workshop on Spatial Reasoning and Interaction for Real-World
1http://homepages.abdn.ac.uk/k.vdeemter/pages/RefNet/index.html
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Robotics2.
Despite leaving many things unsaid and undone, I hope that this thesis
has contributed to the growing together of these diﬀerent ﬁelds, and has
provided a step towards a broader view of reference that takes into con-
sideration both the physicality of the world with the ensuing diﬃculties of
perception in human and artiﬁcial agents, and the collaborative nature of
communication and its role in overcoming mismatches in the individuals’
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A.1 Participant Instruction Reference Inter-
pretation
Im Folgenden wirst du jeweils eine Objektbeschreibung, und dann eine Szene
mit Objekten sehen. Deine Aufgabe ist es, die Objektbeschreibung zu lesen,
und anschließend das Objekt in der Szene anzuklicken, das deiner Meinung
nach beschrieben wurde. Beim Lesen der Objektbeschreibung, und beim
Identiﬁzieren des Objekts solltest du versuchen mo¨glichst schnell zu sein.
• Vor der Beschreibung erscheint ein großes + auf dem Bildschirm.
• Schaue auf das +, bis die Objektbeschreibung erscheint.
• Lies dann die Beschreibung mo¨glichst zu¨gig. Klicke mit der linken
Maustaste an einer beliebigen Stelle auf den Bildschirm, sobald du die
Beschreibung verstanden hast.
• Wenn du sehr lange zum Lesen brauchst, geht das Experiment auto-
matisch weiter. Das ist nicht schlimm, mach einfach weiter so gut du
kannst.
• Es wird dann ein weiteres + erscheinen.
• Schaue auf das +, bis das Szenenbild erscheint.
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• Wenn das Szenenbild erscheint, beﬁndet sich der Mauszeiger in der
Mitte der Szene.
• Klicke dann so schnell wie mo¨glich mit der Maus auf das Objekt,
das deiner Meinung nach beschrieben wurde.
• Wenn du unsicher bist, oder die Beschreibung auf mehrere Objekte
zutriﬀt, klicke das Objekt an, das deiner Meinung nach am wahrschein-
lichsten gemeint ist.
• Wenn du sehr lange brauchst um ein Objekt auszuwa¨hlen, geht das
Experiment automatisch weiter. Das ist nicht schlimm, mach einfach
mit der na¨chsten Aufgabe weiter.
Wichtig: Es gibt kein richtig oder falsch. Entscheidend dafu¨r
welches Objekt du anklickst ist, wie du die Beschreibung ver-
standen hast!
A.2 Participant Instruction Evaluating Re-
ferring Expressions
Im Folgenden wirst du jeweils eine Objektbeschreibung, und eine Szene mit
Objekten sehen. In der Szene mit Objekten ist das beschriebene Objekt
mit einem roten oder schwarzen Kreuz markiert. Deine Aufgabe ist es,
die Objektbeschreibung zu lesen, und zu beurteilen, wie zutreﬀend und wie
eindeutig die Beschreibung ist. Dazu kannst du jeweils einen Schieberegler
zwischen den beiden Polen ”triﬀt gar nicht zu” und ”triﬀt voll und ganz zu”
verstellen.
Fu¨r diese Aufgabe kannst du dir so viel Zeit nehmen wie du willst.
Wichtig ist, dass du die Bewertung gewissenhaft vornimmst.
Wichtig: Es gibt kein richtig oder falsch, entscheidend fu¨r deine
Bewertung ist, wie du die Beschreibung beurteilst!
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A.3 Participant Instruction Producing Refer-
ring Expressions
Im Folgenden wirst du jeweils eine Szene mit Objekten sehen. Dabei wird
ein Objekt mit einem schwarzen Pfeil markiert sein. Deine Aufgabe ist es,
dieses Objekt zu beschreiben. Eine andere Person, die diese Szene ohne
den Markierungspfeil sieht, sollte das markierte Objekt nur anhand deiner
Beschreibung identiﬁzieren ko¨nnen.
• Schaue dir die Szene an, und gib deine Beschreibung in das Textfeld
ein.
• Wenn du fertig bist, klicke auf ’Weiter’ um zur na¨chsten Szene zu gelan-
gen.
Wichtig: Es gibt kein richtig oder falsch. Entscheidend dafu¨r wie
du das Objekt beschreibst, ist deine perso¨nliche Auﬀassung davon,
was eine geeignete Beschreibung ist!
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