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Flexible flapping-wing flight has been widely utilized in nature and applied in micro-air
vehicles (MAVs) and biomimetic air vehicles (BAVs) due to its excellent aerodynamic forces
generation, energy efficiency, and maneuverability. Especially, active-controlled morphing
provides air vehicles more advantages in complex flight scenarios or missions. However, a
comprehensive understanding of the active-controlled flexibility, which can be implemented
by muscle or mechanical structures, still lacks.
Different types of deformation, such as spanwise bending and linear twisting, contribute
differently to its thrust and power efficiency for a flexible wing in flapping motion. However,
the study of the impact of the deformation on aerodynamic performance is very challenging
when many control parameters are involved. Due to the time-varying feature of all these
control parameters, it is impractical and unnecessary to conduct a complete parametric study
to achieve the global optimization of flexible wings for specific objectives. The adjoint-based
method, whose computational cost is independent of the size of control parameters, has a
natural advantage in solving the problem with a large control parameter space. The adjoint-
based approach with the implementation of non-cylindrical calculus for moving boundary
problems, which was developed and validated in our earlier study for optimizing the rigid
flapping wing, is utilized here to optimize the control of active morphing.
For the wing flapping with an optimized pitching-rolling motion, introducing and opti-
mizing the spanwise bending can double the thrust power at the price of a slight reduction
of efficiency. The concept of effective rolling angle, which is defined by the instantaneous
position of the wingtip, reveals that the spanwise bending can enhance the amplitude of
wingtip motion to improve the thrust. The effects of wing shape on the thrust are also
investigated. On the other hand, the optimization of twisting can help the flexible wings
maintain a large thrust with a much lower total energy consumption. The investigation of
the effective angle of attack shows that the delayed twisting can modify the pressure dis-
tribution on wing surfaces to help the flexible wing generate propulsion with less energy
consumption. The related adjoint-based optimization provides us a unique opportunity to
understand the flexibility mechanism with active deformation and optimal guidance to the
industrial design.
At last, the effects of active bending on the formation of the leading-edge vortex (LEV)
of a flat plate are studied via numerical simulation. The flat plate accelerates from rest to
achieve Re = 2400 with a constant angle of attack of 30◦. The circulation growth computed
from numerical simulation matches well with the growth from the analytical model and
experiments. Our simulation results showed that the bending could modify the vorticity
convection flux along the plate’s bent part to reduce the shear layer velocity, which will
finally delay the LEV growth.
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Abstract
Flexible flapping-wing flight has been widely utilized in nature and applied in micro-air
vehicles (MAVs) and biomimetic air vehicles (BAVs) due to its excellent aerodynamic forces
generation, energy efficiency, and maneuverability. Especially, active-controlled morphing
provides air vehicles more advantages in complex flight scenarios or missions. However, a
comprehensive understanding of the active-controlled flexibility, which can be implemented
by muscle or mechanical structures, still lacks.
Different types of deformation, such as spanwise bending and linear twisting, contribute
differently to its thrust and power efficiency for a flexible wing in flapping motion. However,
the study of the impact of the deformation on aerodynamic performance is very challenging
when many control parameters are involved. Due to the time-varying feature of all these
control parameters, it is impractical and unnecessary to conduct a complete parametric study
to achieve the global optimization of flexible wings for specific objectives. The adjoint-based
method, whose computational cost is independent of the size of control parameters, has a
natural advantage in solving the problem with a large control parameter space. The adjoint-
based approach with the implementation of non-cylindrical calculus for moving boundary
problems, which was developed and validated in our earlier study for optimizing the rigid
flapping wing, is utilized here to optimize the control of active morphing.
For the wing flapping with an optimized pitching-rolling motion, introducing and opti-
mizing the spanwise bending can double the thrust power at the price of a slight reduction
of efficiency. The concept of effective rolling angle, which is defined by the instantaneous
position of the wingtip, reveals that the spanwise bending can enhance the amplitude of
wingtip motion to improve the thrust. The effects of wing shape on the thrust are also
investigated. On the other hand, the optimization of twisting can help the flexible wings
maintain a large thrust with a much lower total energy consumption. The investigation of
the effective angle of attack shows that the delayed twisting can modify the pressure dis-
tribution on wing surfaces to help the flexible wing generate propulsion with less energy
consumption. The related adjoint-based optimization provides us a unique opportunity to
understand the flexibility mechanism with active deformation and optimal guidance to the
industrial design.
At last, the effects of active bending on the formation of the leading-edge vortex (LEV)
of a flat plate are studied via numerical simulation. The flat plate accelerates from rest to
achieve Re = 2400 with a constant angle of attack of 30◦. The circulation growth computed
from numerical simulation matches well with the growth from the analytical model and
experiments. Our simulation results showed that the bending could modify the vorticity
convection flux along the plate’s bent part to reduce the shear layer velocity, which will
finally delay the LEV growth.
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Flyers, like birds and insects, have widely utilized flexible wings to gain advantages in force
generation, energy efficiency, and maneuverability to survive in nature. To better understand
the roles of different deformation in flight, we introduced different types of active morph-
ing to the rigid wing and optimized the corresponding control. The related adjoint-based
optimization provides us a unique opportunity to understand the flexibility mechanism and
gives optimal guidance to the industrial design. In this chapter, the development of the un-
steady mechanism, the general concepts of flexibility modeling, and the features of popular
optimization techniques will be reviewed in detail.
1.1 Flapping wing flight
Flyers in nature, including insects and birds, have used the flapping systems to generate
thrust and lift for millions of years. Human engineers intrigued by their ability to fly have
designed various air vehicles, such as micro air vehicles (MAVs), flapping-wing micro air
1
vehicles (FWMAVs), and bio-mimetic air vehicles (BAVs), by imitating these natural flying
creatures4. Since the 1990s, the US Defense Advanced Research Projects Agency (DARPA)
has invested a lot of energy and money to promote the research of unmanned aircraft5.
DARPA defined that the size of the MAVs should be less than 15 cm, and the size of the
nano-air vehicles (NAVs) should be less than 7.5 cm, or the weight should be less than 10 g.
Unmanned vehicles are widely applied and demonstrate their advantages in many dangerous
scenes, such as searching in burning buildings, sensing chemical leaks, or detecting radiation
in nuclear leaks in industry6. However, the study of biological flight and wings remains
essential for understanding the aerodynamic mechanism and designing MAVs.
1.1.1 Effects of flyers’ sizes on flight characteristics
The sizes of flyers have significant effects on the characteristics of biological flapping flight,
like Reynolds number Re, patterns of shape deformation, and reaction timescales. There is
a general trend that when the size of a flyer decreases, the Reynolds number Re and the
wing/body mass ratio will also decrease, but the flapping frequency will increase. Bats,
who have a larger wing-to-body mass ratio, can control the deformation of their wings to
obtain better maneuverability at the cost of larger energy consumption. Small flyers, such
as insects, have a lower wing-to-body ratio and flexes their wings passively.
1.1.2 Rigid flapping wing aerodynamics
Due to the limitation of materials science, electrical equipment, and manufacturing tech-
nology, the early studies of the flapping wing aerodynamics were conducted based on the
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rigid wing models. The first theoretical study about the rigid flapping-wing aerodynamic is
thought to start from Birnbaum, who studied small-amplitude oscillating wings in the early
19th century7. The biologist Weis-Fogh 8 studied the lift and efficiency of the hovering flight
of insects to explain how insects fly. He concluded that steady-state aerodynamics accounts
for the hovering flight of insects. The clap-and-fling motion, observed in many insects, can
reduce the power requirement and improve the lift generation9. The phase difference between
the translation and the rotation also has significant effects on the aerodynamic force gener-
ation. Dickinson et al. 10 noticed that the lift could be enhanced by the advanced rotation
or be reduced by the delayed rotation.
The leading-edge vortex (LEV) plays a critical role in the flapping-wing aerodynamics at
low Reynolds numbers11. Ellington et al. 12 studied the effects of unsteady mechanisms on
force generation and observed that the delayed stall LEV could significantly enhance the lift
of wings. Birch and Dickinson 13 concluded that the wake capture could improve the force
peak by increasing the effective flow velocity. But they also realized that the effects of wake
capture highly depend on the wing kinematics and flow structures.
Ellington 14 proposed and developed the quasi-steady models, which took the delayed stall
and other unsteady mechanisms into consideration, to predict the instantaneous aerodynamic
forces of the pitching and plunging wings. Wang 15 implemented numerical studies with the
quasi-steady models to explore the unsteady flapping mechanism. The blade-element models
are also developed to handle the effects of mass effects, vortex generation, delayed stall, and
circulation effects11;16–18. Besides these, the surrogate models have received more and more
attention due to their advantages in computation efficiency and explaining the effects of
flexibility on the generation of aerodynamic forces19.
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1.1.3 Flexible flapping wing aerodynamics
In nature, flyers often flex their wings actively or passively to modify the wing shape or area
to improve their aerodynamic performance20. Insects’ wings are made up of membrane-vein
structures, whose thickness and stiffness vary over span and chord. Wootton 21 first real-
ized that because there is no intrinsic musculature in insects’ wings, the shape deformation
is implemented by the interactions between the structure, the aerodynamic, and inertial
forces. Combes and Daniel 22,23 studied the structural flexibility of insects’ wings through
experiments. They validated that for most insect species, the stiffness along span is larger
than the stiffness along the chord. Heathcote et al. 24 studied the effects of passive flexibility
of a heaving plate on the thrust production and found that when Strouhal number (St) is
between 0.2 and 0.4, the spanwise deformation can improve the thrust.
Young et al. 25 conducted three-dimensional simulations of modeled locusts and compared
the numerical results with smoke visualizations and particle image velocimetry (PIV) on real
locusts. They found that flexibility prolongs the attachment of LEV on the wing surface
during the flapping cycle, which benefits the power economy for lift generation. Du and
Sun 26 performed a further study and clarified the detailed roles of various deformation in
insects’ aerodynamic performance. They concluded the spanwise twisting contributes to the
power economy, and bending enhances the lift generation.
For larger flying creatures, like birds or bats, they prefer the active-controlled flexibility
during flight27. After all, active morphing has more advantages in adapting to different com-
plex flight conditions than passive morphing. Tian et al. 28 added active-controlled leading
and trailing segments to a rigid plate to simulate the flexible wing. They found that the
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power economy of the flexible wing is largely improved compared with the rigid wing or
the passively flexible wing. Silva et al. 29 investigated the effects of active and passive con-
trol for acceleration reduction of a 2D flexible wing. Liu and Bose 30 studied the propulsive
performance of oscillating foils with spanwise flexibility using a time-domain panel method.
1.1.4 Formation and development of LEV
When a flapping wing travels several chord lengths, the flow separates from edges and forms
large organized vortices: LEV, trailing-edge vortex (TEV), and tip vortex (TiV), as shown in
Fig.1.1. Especially, the LEV, which creates a region of lower pressure above the wing surface,
plays a dominant role in the force generation and rapid manoeuvring31. Maxworthy 32 studied
the formation and maintenance of LEVs on the animal wings during the forward motion.
For a two-dimensional wing, the vorticity is removed locally by unsteady vortex shedding.
However, for an animal wing moved forward, which is a finite span, the flow separated from
the sharp leading edge and generated vorticity, which was transported along spanwise LEVs
and deposited to the TiVs.
In the early studies of insects’ wings, researchers have noticed that the delayed stall vortex
can significantly enhance the lift12. The prolonged attachment of LEV can also promote the
lift to be increased21. But the mechanism behind the stability of LEV was still unclear.
The dynamic stall vortex on an oscillating aerofoil easily breaks when the aerofoil starts to
translate. The study of the formation and growth of LEV is still in the state of the art of
aerodynamics.
The formation of the LEV is sustainably supplied by the separated shear layer33. How-
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Figure 1.1: Schematic of the three-dimensional flow over the top of the flapping wing at its
mid-point.
ever, there is a limitation of the size the LEV can grow. Dabiri 34 proposed and developed
the concept of optimal formation time to mark this growth limitation. It is defined as the
time that the LEV core is no longer able to sustain itself and is forced to cut off the supply
of circulation from the leading edge. After the optimal formation time is reached, the vortex
will pinch off and get shed in the downstream wake.
Rival et al. 35 utilized a topological argument and found that only vortices, which are
smaller than the wing’s chord, could stay stably attached to the wing. Ellington et al. 36
proposed that the stability of the LEV can be improved by the spanwise flow, which helps
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to remove vorticity from the LEV core to the tip vortices. Wong and Rival 37 found that
spanwise vorticity convection and vortex stretching have significant effects on the growth
of LEV. Wong and Rival 38 found that the attachment of vortex of a 2D flapping wing can
be prolonged by the spanwise vorticity convection, which drains circulation from the LEV.
Their further study39 demonstrated that the phase delay between spanwise bending and
flapping motion also has an important influence on the stability of the LEV. Jia et al. 2
conducted experiments and direct numerical simulations to investigate the changes in the
vortex dynamics of a flat plate undergoing a gradual spanwise bending when accelerated
from rest to a Re of 2400. They found that the action of bending delays the growth of the
LEV.
1.2 Concepts of flexible wing
According to whether flyers have the ability to change the wing shape, the deformation of
flexible wings can be divided into passive-controlled and active-controlled. As mentioned
above, most species of insects’ wings are deformed passively, and birds and bats can flex
their wings actively. In the wing design area, the deformation patterns can be classified into
two categories: the aerofoil-level morphing (2D) and the wing-level morphing (3D)40.
1.2.1 Aerofoil-level morphing
The aerofoil morphing is implemented by variable chamber and thickness40. It is designed
to reduce drag and improve lateral stability during the take-off and landing phases of flight.
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Morphing leading-edge
The design of the morphing leading-edge faces challenges like small design space and large
curvature at the wing leading edge. Kintscher et al. 41 applied an adaptive morphing droop-
nose into the wing leading edge and tested the model in the wind tunnel. The morphing
leading-edge wing can suppress the noise and reduce drag by promoting the surrounding flow
to be laminar42.
Morphing trailing-edge
The concept of morphing trailing-edge is proposed to design a smooth wing surface without
additional gaps to improve energy efficiency or reduce drag. A popular design of the mor-
phing trailing-edge is to put flexible ribs in the airfoil, whose position can be changed by
actuators43.
Variable thickness
Another uncommon design to reduce drag is to change the airfoil thickness over the wing
camber, which requires a more complicated mechanical structure. This design can enlarge
the area of laminar regions over the wing surface by pushing the location of the laminar-
to-turbulent flow transition towards the trailing-edge44. Popov et al. 45 designed such a
morphing wing by a real-time optimization and observed such delay of transition location in
a wind tunnel test.
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1.2.2 Wing-level morphing
Compared with the airfoil-level morphing, the wing-level morphing changes the entire wing
shape, which involves bending, twisting, sweep, and folding.
Spanwise bending
In the flapping-wing flight, the spanwise morphing mainly refers to the spanwise bending.
Wings with a high aspect ratio (AR) have advantages in the energy economy but lack
maneuverability. On the contrary, wings with a low AR have faster cruise speeds but cost
more energy. A flexible wing with spanwise bending can balance the advantages of these two
configurations. Shyy et al. 27 simulated a computational model of the anisotropic hawkmoth
wing by combining different stiffness materials. Ajaj et al. 46 utilized the compliant spars to
actively control the bending of wings. Tarabi et al. 47 compared several spanwise morphing
wing models in a wind tunnel and demonstrated that the spanwise bending could increase
flight endurance and reduce drag.
Twisting
The twisting is one of the most important and widely applied deformation patterns in nature.
It can modify the lift or pressure distribution along the wing surface by inducing ‘wash-in’
and ‘wash-out’ morphing. Besides these, it can reduce maneuver loads and take the place
of conventional control surfaces simultaneously. Vos et al. 48 designed an active-controlled
twisting wing to help the aircraft to achieve a higher lift-to-drag ratio at lower angles of
attack. Rodrigue et al. 49 designed a two-segment twisting wing, whose base segment is fixed
and the tip segment is actuated. Raither et al. 50 designed a semi-passive twisting wing,
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which improves thrust with smaller weight and higher energy efficiency.
Variable sweep
The variable-sweep wing concept was first proposed to help the military fighter aircraft ob-
tain supersonic cruising speeds in the 1950s. Nowadays, it is also applied in the design
of MAVs and UAVs to adapt to complex missions, like locomotion in both air and water.
Laursen 51 took inspiration from swift birds and utilized discrete feather-like elements to
design the variable-sweep wing, which can change its sweep angle by folding feathers back-
ward. Xu et al. 52 studied the dynamic responses of several variable-sweep wing prototypes
and concluded that the variable-sweep wings have non-negligible effects on the pitch.
Folding
The folding wing can change the wing area and, therefore, improve the performance in climb
rate, stall characteristics, and lateral stability. Lentink et al. 53 noticed that pigeons and
swifts in nature could utilize their folding wings to glide in flight to save energy. Ma et al. 54
studied the effects of an active folding deformation on aerodynamic forces by imitating bats’
motion. Mills and Ajaj 55 conducted wind tunnel experiments to investigate the effects of
folding wings on flight stability under large dynamic pressures. Wang and Dowell 56 investi-
gated and measured the natural frequencies of folding wings through series of experiments




The wing design usually involves many control variables, such as the shape variables, struc-
tural variables, and kinematic variables. It is impossible and unnecessary to conduct a
complete parametric study to achieve the optimal control of flexible wings for specific ob-
jectives. The optimization approaches have been widely applied to help wings obtain a
trade-off between aerodynamic forces, energy economy, and structural weight. Generally, the
optimization techniques can be classified as gradient-based methods57;58 and gradient-free
methods59–61 according to whether it needs the gradient information to update its control.
1.3.1 Gradient-based optimization
Gradient-based optimization are efficient at finding local minimum for high-dimensional and
convex problems. Tuncer and Kaya 62 utilized the gradient descent method to optimize a flap-
ping wing for the maximum thrust and efficiency. Their optimization followed the direction
of the steepest ascent of the objective function, set as the combination of thrust coefficient
and propulsive efficiency. Stanford and Beran 63 performed an analytical sensitivity analysis
of a flapping wing with active shape morphing by the vortex lattice method. This method
can reduce the computational cost at the expense of losing certain fidelity. The adjoint-based
approach has a huge advantage in the optimization with a large number of design variables
compared with other gradient-based methods57. However, their work handled the physical
moving boundary by a mapping function, which would cause a complicated formulation. Xu
and Wei 64 utilized the non-cylindrical calculus to derive the continuous adjoint equations
directly in a morphing domain and optimized the moving boundary in its original space
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without using a mapping function.
1.3.2 Gradient-free optimization
The gradient-free methods are often used in global optimization. They are able to find
multiple local optima while searching for the global optimum. Simulated annealing is a
probabilistic technique for approximating the global optimum of a given function. Sonmez 65
utilized this method to find globally optimal shapes for two-dimensional structures subject
to quasi-static loads and restraints. The evolutionary algorithm is a generic population-
based optimization algorithm inspired by biological evolution. All the candidate solutions
are determined by the loss function or the fitness function. Kai et al. used the evolutionary
algorithm to optimize a set of morphing curves66.
1.4 Present work
Flight control and wing shape control are always in the state of the art of aerodynamics.
The adjoint-based optimization approach, starting from the study of jet noise control67, has
been developed with the implementation of non-cylindrical calculus for moving boundary
problems, such as the optimizations for 2D flapping plates68 and 3D flapping rigid wings69.
I wanted to use this powerful tool to explore the aerodynamic potential of the wings
in terms of thrust and efficiency by introducing flexibility. And I also want to figure out
the main roles in the change based on the optimization results. Meanwhile, I would like to
investigate the effects of deformation on the stability of LEV from the perspective of vortex
dynamics. To achieve these goals, we need to answer following questions:
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• How do we simulate the different types of wing deformations?
• Can the aerodynamic performance be improved after introducing active-controlling
flexibility? What are the corresponding optimal controls?
• What are the main roles behind the aerodynamic improvement after optimization?
• How does the spanwise bending affect the stability of LEV?
I introduced different types of active-controlled deformation (spanwise bending and twist-
ing) to the rigid wing with optimized motions to explore the potentials in aerodynamic per-
formance (corresponding to thrust and efficiency). The powerful adjoint-based optimization
tool is also applied here to obtain the optimal control of deformation, which helps researchers
understand the weights of different control parameters in the improvement. I also studied
the effects of deformation on pressure distribution, the effective angle of attack, and other
factors to reveal the physical mechanism behind the improvement. A high-fidelity numer-
ical simulation is implemented to investigate the effects of bending on the LEV growth
at Re = 2400 in Chapter 4. The circulation growth computed from numerical simulation
matches well with the growth from the analytical model and experiments. Simultaneously,
the vorticity dynamics revealed how the bending affects the LEV growth by modifying the
vorticity convection flux.
The organization of this thesis is as follows. In Chapter 2, the numerical algorithms for the
simulation and optimization are introduced to help readers have a preliminary understanding
of the implementation of our simulation and optimization instead of treating them as black
boxes. The benchmark case, in which a rigid flapping wing is optimized for maximum
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propulsion, is conducted. Finally, the optimization for the propulsion efficiency of a rigid
wing is supplemented. In Chapter 3, different deformation patterns are added to the rigid
wing model to explore its aerodynamic potentials in terms of thrust and efficiency. The
impacts of deformation on aerodynamics are also investigated. In Chapter 4, the LEV
growth on a flat plate accelerating from rest to a Reynolds number of 2400 is simulated
and compared with the PIV measure. Its stability is analyzed via vorticity convection.
Conclusions are presented in Chapter 5.
The bibliography for individual chapters will be listed all together in the end.
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Chapter 2
Numerical algorithms for simulation
and optimization
In this chapter, I implemented the numerical algorithms for the simulation and optimization
used in this dissertation. The flow is described by the incompressible viscous Navier-Stokes
equation, and the wing is simulated by an ellipsoidal plate discretized by unstructured tri-
angle elements. The fluid-structure interactions are resolved by immersed boundary method
along with solid force projection. The adjoint-based approach with non-cylindrical calculus
is developed to handle the moving boundary or morphing domain in the optimization. At
last, the thrust and efficiency of the rigid wing are optimized, respectively.
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2.1 Governing equations and cost functions
The flow in this dissertation is described by the incompressible Navier–Stokes equations with
solid boundary conditions,
∇ · u = 0
∂u
∂t




u = V on S
u = 0 on Γ∞
∂p
∂n
= 0 on Γ∞
(2.2)
where Ω, S, and Γ∞ stands for the fluid domain, the solid boundary, and the far-field
boundary, respectively. u = [u, v, w] is the flow velocity vector, V is the velocity vector
at the solid boundary, and n is the normal unit vector at the Γ∞. For convenience, the
governing equations can be expressed using the Navier-Stokes operator N and flow varialbe
q = [p u]T
N (q) = 0 (2.3)
In this chapter, I mainly focus on the thrust and efficiency of wings. When I am going
to pursue the optimal thrust of wings, the objective function J is defined as negative thrust
coefficient CT ,











σ1 · ndsdt (2.5)
where Fx is the average force along x direction in the flapping period T , D0 is defined as
D0 = U











where δij is Kronecker’s delta, and σ1 = σ1j represents the stress contributing to the thrust
force along the x direction.
Sometimes flyers pay more attention to energy efficiency than maximum thrust. By
setting the cost function as J = −η, the optimization of efficiency can be regarded as a




















(u −U ) · (σ · n)dsdt (2.9)
where P0 and Pc stand for the output power of propulsion and the total consumed power
over one period. U = (U, 0) is the velocity at far field.
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2.2 Immersed boundary method
The immersed boundary method (IBM) proposed by Peskin70 has proved its excellent ability
to handle the complex motion or metabolic solid shape in fluid-structure interaction (FSI)
problems68;71–74. Its innovative procedure utilizes two sets of independent grids: a fixed
Eulerian grid for the fluid flow and a moving Lagrangian grid for the immersed boundary,
as shown in Fig. 2.1. A simple interpolation rule transfers the information between two
sets of meshes. Simultaneously, this method considers the effects of the solid on the fluid as
an external force term in the fluid governing equations and solves these equations over the
entire computational domain. Its most distinct advantage is avoiding the grid’s requirement
to conform to the complex geometrical structure of the solid75. In our studies, the immersed
boundary method (IBM) is applied to treat the moving boundaries for both the forward and
backward simulation.
In addition, the immersed boundary method can be divided into the continuous forcing
approach and the discrete forcing approach based on when to discrete the forcing term.
In the continuous forcing approach, the forcing term is directly added to the continuous
governing equations. In the discrete forcing approach, the forcing term is discretized firstly,
then added to the discretized governing equations76. In our dissertation, we utilized the
discrete forcing approach to deal with the solid boundary.
2.3 The adjoint analysis via non-cylindrical calculus
The adjoint-based approach is efficient and powerful for the problem with a large control
space because its computational cost is independent of the size of the control space77. And
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Figure 2.1: Schematic drawing of the immersed boundary method. The fluid domain is
denoted by Ω, and the boundary of solid is denoted by S. The fluid points are represented by
the interaction points of dashed lines (Eulerian points), and the boundaries are represented
by the Lagrangian points.
the non-cylindrical calculus provides an easy extension of the traditional adjoint-based ap-
proach to handle the optimization involving moving boundaries.
2.3.1 Non-cylindrical calculus
As shown in Fig.2.1, the major difficulty of the moving domain problem is that it easily causes
the discontinuity on the interface between fluid and solid78. The traditional adjoint-based
method solves the moving domain problem by an unsteady mapping function to transfer
the whole domain to a fixed computational domain79. However, it usually results in a very
complicated formulation. While the non-cylindrical calculus only focuses on the change on
the domain boundary, which greatly reduced the complexity80.
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For the domain Ω and control φ, the time evolution and control evolution can be described
by the flow map T (t, τ, φ) and the transverse map T̃ (t, ε, φ), respectively.
T (t, τ, φ) : Ω(t, φ)→ Ω(t+ τ, φ) (2.10)
T̃ (t, ε, φ) : Ω(t, φ)→ Ω(t, φ+ εφ′) (2.11)
Correspondingly, the flow map velocity V and the transverse map velocity Z are
V(t, φ, x) =
∂T (t, τ, φ, x)
∂τ
|τ=0 (2.12)
Z(t, φ, x) =
∂T̃ (t, ε, φ, x)
∂ε
|ε=0 (2.13)
Then for any function f(t, x), its perturbation derivative in Lagrangian point of view or
so-called non-cylindrical material derivative is
ḟ(t, x) = lim
ε→0
f(t, φ+ εφ′, T̃ )− f(t, φ, x)
ε
(2.14)
its perturbation derivative in Eulerian point of view or so-called non-cylindrical shape deriva-
tive is











2.3.2 Linearized perturbation equations
The adjoint-based optimization needs the gradient information g(φ) of the old control φold,
which is derived from the sensitivity of the cost function J to the control φ, to update the
new control φnew in each iteration.
φnew = φold − αg(φold) (2.17)
where α is the step length.
The linearized perturbation equations are derived using shape derivative:
∇ · u′ = 0
∂u′
∂t




u′ = V̇ − Z · ∇u on S (2.19)
Equation 2.18 can be expressed as
N ′(q ′) = 0 (2.20)
where q ′ = [p′ u′]T .
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2.3.3 Adjoint equations and gradient calculation
The sensitivity of the cost function J to the control φ is defined by the perturbed function
J ′ resulted from arbitrary perturbation φ′
J ′ = lim
ε→0
J (φ+ εφ′)− J (φ)
ε
(2.21)
Then introducing the adjoint variables q∗ = [p∗ u∗ ]T as the Lagrange multiplier for the
constraint of governing equations and adding it to the shape derivatives of the cost function.





q∗[N ′(q ′)]dsdt (2.22)
After integration by part, we obtain





q ′[N ∗(q∗)]dsdt (2.23)
where b is the boundary term, N ∗(q∗) are the adjoint equations,
∇ · u∗ = 0
∂u∗
∂t




However, the boundary conditions of the adjoint equations will vary with the objective
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function J . In the implementation of thrust optimization, the boundary conditions are
u∗ = −δ1 on S
u∗ = 0 on Γ∞
p∗ = 0 on Γ∞
(2.25)
with δ1 = δ1j. And in the implementation of efficiency optimization, the boundary conditions
are





(u −U ) on S
u∗ = 0 on Γ∞
p∗ = 0 on Γ∞
(2.26)
When both the flow and adjoint solutions are periodic, the gradient of cost function J



































Correspondingly, for the efficiency optimization, the gradient of cost function J with






































σijnj. The control being updated by the gradient leads to the
decrease of the cost function in optimization. More details are listed in our previous work.64
2.4 Numerical algorithms
A staggered Cartesian mesh with stretching functions as local refinement is utilized in our
simulation due to its benefits of computational efficiency and numerical stability. For the spa-
tial discretization and the time advancement, we chose the second-order central difference
scheme and the second-order Adams-Bashforth/Crank-Nicolson scheme, separately. The
pressure Poisson equation was solved by Fast Fourier transform (FFT) and a generalized
cyclic reduction algorithm81. At the same time, a typical projection method for incompress-








The flow velocities, which will be used in the adjoint simulation, are saved in single-
precision very other time steps to reduce the data storage pressure. The gradient of the
cost function with respect to all the control parameters could be calculated after both the
low and adjoint equations were solved once. To reduce the running time and computational
intensity in 3D simulation, parallelization is carried out via domain decomposition along one





As shown in Fig.2.2, its root is fixed at the origin point of the coordinate. The wing is
rolling along the global x-axis and pitching around its local spanwise z′ axis. The rolling
Figure 2.2: Schematic of the global perspective and the two-dimensional views of the three-
dimensional rigid wing1.
and pitching equations are
θx = −ax sin(2πft)
θz′ = −az sin((2πft+ ϕz)
(2.31)
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where θx and θz′ are the instantaneous rolling and pitching angles, ax and az are the am-
plitudes of rolling and pitching motions, ϕz is the phase difference between the rolling and
pitching motions, and f = 1 is the flapping frequency.
Figure 2.3: Definition of the angle of attack for the rigid wing1.
The effective angle of attack αr of the rigid wing is related to the local two-dimensional
heaving and pitching motions. It varies with span location on the wing. The vector diagram















where R is the length from root along span.
In this dissertation, the dynamic motions of the wing are controlled by the prescribed
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kinematics, which is mathematical and does not involve any forces associated with those
motions. Our research focuses on how birds or MAVs utilize active control to optimize the
movement or deformation of their wings to achieve optimal aerodynamic performance, rather
than on internal actuation mechanisms. Therefore, we ignore the definition of the material
or biological properties of the wings.
2.5.2 Solid and fluid meshes
The solid wing model and the computational mesh are presented in Fig.2.4. The wing is
simulated by an ellipsoidal plate discretized by unstructured triangle elements. The non-
dimensional span length of the wing is l = 1, the mid chord length is c = 0.5, and the
thickness is h = 0.05. The Cartesian mesh is stretched in the x and y directions and uniform
in the z-direction. It is refined and clustered uniformly near the solid region. The total
size of this grid is 240 × 200 × 200 in the domain 24c × 16c × 6c, and its minimum spatial
resolution is ∆x = ∆y = ∆z = 0.03c. The reason for choosing such a grid and a domain
size is listed in the next section.
2.5.3 Grid independence
Before we start the optimization, the grid and domain independence is tested in Table .2.1
by simulations with the initial control. The results of the coarse grid are not sufficient for
grid independence. The results of the finer mesh and larger domain are accurate enough but
require too many computation resources. The normal grid shows a good balance between
computational cost and accuracy. We mostly use the normal grid configuration to provide
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Figure 2.4: Schematics of a) the computational domain and Cartesian mesh employed in
the current simulation and b) a typical ellipsoidal plate used in the current study. The surface
of the plate is represented by unstructured meshes made of triangular elements1.
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computational results for the rest of this dissertation.
Table 2.1: Results of grid and domain independence study with inital control.
Grid Grid size Domain size Minimum grid size CT
Coarse 240× 140× 120 24c× 16c× 6c 0.05c 0.32
Normal 240× 200× 200 24c× 16c× 6c 0.03c 0.29
Finer Mesh 300× 260× 300 24c× 16c× 6c 0.02c 0.28
Larger domain 300× 240× 300 36c× 24c× 9c 0.03c 0.29
2.6 Optimization for thrust
In this section, the adjoint-based optimization is applied to achieve the maximum thrust of
the rigid rolling-pitching wing. The control φ in the optimization for thrust is defined as
φ = (ax, az, ϕz) (2.33)
During optimization, these parameters are limited in the range listed in Table 2.2. The range
Table 2.2: The range of control variables for thrust optimization.




of parameters is suggested by the study of the kinematics of the bluegill sunfish pectoral fin83.
The initial control for the optimization is set as
φint = (30
◦, 30◦, 90◦) (2.34)
29
The optimization started from a random chosen initial control φint = (30
◦, 30◦, 90◦) and
ended at the optimal control φopt = (45
◦, 35.9◦, 122.6◦). The initial control case in the
optimization for thrust of rigid wings is marked as Rigid Int, and the optimal control case
is marked Rigid Opt. Finally, the thrust coefficient CT is improved from 0.29 to 2.39 by
approximately eight times larger, as shown in Table 2.3. In the optimization, the rolling
amplitude is improved to the upper bound limit.
Table 2.3: The control parameters and thrust coefficients optimization in the current study.
Case Name ax, az, ϕz CT
Rigid Int 30◦, 30◦, 90◦ 0.29
Initial control of the optimization for
thrust of rigid wings
Rigid Opt 45◦, 35.9◦, 122.6◦ 2.39
Optimal control of the optimization for
thrust of rigid wings
The history of thrust coefficient CT for the initial and optimal cases are compared in
Fig.2.5. The peak of the thrust happens at about t/T = 0/0.5/1.0, when the plate is at
the rolling middle position with the largest absolute rolling velocity. The small drags of the
cases, which are generated when the wing is at the lowest or highest rolling position, are
almost the same. The increased rolling amplitude contributes most to the improvement of
thrust.
2.6.1 Effects on pressure distribution
The pressure distribution of the two cases when t/T = 0 is shown in Fig.2.6. After opti-
mization, the pressure difference between the upper and lower surfaces is much higher. The
regions with high pressure are at the leading edges near the wing tip.
The pressure distribution of the two cases when t/T = 0.2 is shown in Fig.2.7. At this
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Figure 2.5: Comparison of the instantaneous thrust coefficients of the rolling-pitching wing
in initial and optimal cases.
moment, the wing is at the end of the downstroke. In Fig.2.7 the pressure difference at the
wing tips of the Rigid Int case is larger than the pressure difference of the Rigid Opt case,
which corresponds to the larger drag in Fig.2.5.
2.6.2 Effects on effective angle of attack
The effective angles of attack at different span positions of the initial and optimal cases are
compared in Fig.2.8. The percentage of the span is defined by R/l. After optimization, the
magnitude of the peak angle is much improved. And for both cases, the magnitude of the
angle of attack becomes larger when the position is closer to the tip.
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Figure 2.6: The pressure distribution of the Rigid Int and Rigid Opt cases when t/T = 0.
2.6.3 Effects on wake topology
The effects of the optimization on the wake topology are shown in Fig.2.9. To compare the
effects on propagation and vortex strength simultaneously, two layers of the Q criterion are
presented: Q = 0.5 for vortex shell (in gray) and Q = 5 for vortex core (colored by streamwise
vorticity ωx). For the initial case, the downstream vortex rings annihilate quickly. In the
optimal case, the vortex strength is enhanced, and the shed vortex rings propagate a longer
distance without annihilation.
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Figure 2.7: The pressure distribution of the Rigid Int and Rigid Opt cases when t/T = 0.2.
2.7 Optimization for efficiency
Sometimes natural flyers pay more attention to energy efficiency rather than to improve
thrust endlessly. To explore the efficiency of rigid wings, we set the objective function as
J = −η, and chose the same control φ = (ax, az, ϕz) and parameter range. As shown in
Table 2.4, we set the control of Rigid Opt case as the initial control of Rigid Eff case. After
two main iterations, the efficiency η is improved from 0.14 to 0.17 but the thrust coefficient
is reduced from 2.39 to 1.97. And the optimal control for the efficiency is
φopt = (45
◦, 45◦, 102.1◦) (2.35)
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Figure 2.8: Comparison of the angles of attack of the two cases at a)50% span, and b) 70%
span.
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Figure 2.9: Comparison of the wake topology of the rolling–pitching wing with the a) initial
control, b) optimal control at t/T = 0.
As shown in Fig.2.10, both the input power and output power are small in the Rigid Int
case. The magnitude of input power in the Rigid Eff case is almost half of the magnitude
in the Rigid Opt case. Meanwhile, the magnitude of output power in the Rigid Eff case is
about 82.5% of the magnitude in the Rigid Opt case. And the peak of the output power in
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Table 2.4: The control parameters, efficiencies, and thrust coefficients of different cases.
Case Name ax, az, ϕz η CT
Rigid Int 30◦, 30◦, 90◦ 0.06 0.29
Rigid Opt 45◦, 35.9◦, 122.6◦ 0.14 2.39
Initial control of the optimization for
efficiency of rigid wings
Rigid Eff 45◦, 45◦, 102.1◦ 0.17 1.97
Optimal control of the optimization for
efficiency of rigid wings
the Rigid Eff case is delayed compared with the Rigid Opt case.
2.7.1 Effects on pressure distribution
The pressure difference between the upper and lower surfaces of the three cases when t/T = 0
is shown in Fig.2.11. Compared with the Rigid Opt case, the pressure difference in the
Rigid Eff is significantly reduced. It is slightly larger than the pressure difference in the
Rigid Int case.
2.7.2 Effects on effective angle of attack
The effective angles of attack of the initial and optimal cases are compared in Fig.2.12. After
optimization, the magnitude of the angle of attack in Rigid Eff is reduced compared with
the Rigid Opt case.
2.7.3 Effects on wake topology
The wake topology of the Rigid Opt and Rigid Eff cases are shown in Fig.2.13. The shell
and core of the vortex structures are visualized in the same way as Sec.2.6.3. Though the
thrust coefficient in the Rigid Eff case is 17.6% smaller than the thrust coefficient in the
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Figure 2.10: The comparison of the instantaneous history of a) total consumed power Pc,
and b) output power P0 of different cases.
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Figure 2.11: The pressure distribution of three cases when t/T = 0.
Rigid Opt case, the downstream vortex rings annihilate quickly.
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Figure 2.12: Comparison of a) the angle of attack at 50% span, and b) the angle of attack
at 70% span
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Figure 2.13: Comparison of the wake topology of a) the Rigid Opt case and b) the Rigid Eff
case at t/T = 0.
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Chapter 3
Optimization of flexible wings for
thrust and efficiency
In this chapter, I introduced different types of active-controlled deformation (spanwise bend-
ing and twisting) to the rigid wing with optimized motions to explore the potentials in
aerodynamic performance (corresponding to thrust and efficiency). I mimicked the span-
wise bending by the natural modes of the cantilevered Euler-Bernoulli beam. The effects of
wing shape on the thrust are also investigated by using more natural modes. The twisting
deformation is modeled by following Manta’s twisting pattern.
3.1 Spanwise bending modeling
The modeling logic of the wing’s flexibility is shown in Fig.3.1. The wing’s root is fixed at
the body, which can be regarded as a cantilevered beam. Its deflection characteristics can
be described by the Euler-Bernoulli beam theory, which is a linear theory of elasticity.
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Figure 3.1: The evolution from a biological wing to a cantilevered Euler-Bernoulli beam:
a) the wing of a hummingbird, b) the numerical models of the bird’s wing and body in the
simulation, c) the wing model is mimicked by an ellipse plate, d) the deformation of a wing
can be treated as the deflection of a cantilevered beam.
3.1.1 Euler-Bernoulli beam solutions
The natural modes of the cantilevered Euler-Bernoulli beam can be used as the basis func-
tions for the spanwise bending,
ψk(X) = Ck[cosh βkX − cos βkX +
cosh βkX + cos βkX
sinh βkX + sin βkX
(sinh βkX − sin βkX)] (3.1)
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where X is the location of the points projecting on the X-axis in the undeformed Lagrangian
coordinate, βk is the kth solution of
cosh(βkL) cos(βkL) + 1 = 0 (3.2)
Ck is the normalized coefficient to satisfy the condition
max |ψk(X)| = 1 (3.3)
The shapes of the first three natural modes and the corresponding β are shown in Fig.3.2.
3.1.2 Bending control




ak sin(2πft+ ϕk)ψk(X)I (3.4)
where n is the degrees of freedom for flexibility. For the rigid wing, n = k = 0. I =
(0, 1) means that the deformation is implemented in the normal direction of the undeformed
surface (or along Y-axis in the undeformed Lagrangian coordinate), as shown in Fig.3.3. For
convenience, we use s to take the place of s.
The control for the bending in the optimization is set as
φs = (a1, ϕ1, · · · , an, ϕn) (3.5)
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Figure 3.2: Shapes of the first three natural modes of the cantilever beam.
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Figure 3.3: The schematic of the flexible wing with spanwise bending1.
with limitation
|ak| ≤ 0.3, |ϕn| ≤ 90◦ for k > 0 (3.6)
3.1.3 Effective angle of attack
As shown in Fig.3.4, the heave velocity and the effective angle of attack will be affected after
introducing the bending to the rigid wing. Since both X and R are used to probe the points
in the undeformed Lagrangian frame, I used R to take the place of X for convenience. Then
















Figure 3.4: Effective angle of attack for the flexible wing with spanwise bending1.




ak2πfψk(R) cos(2πft+ ϕk) (3.8)
When there is no bending (s = 0), αs = αr.
3.1.4 Effective rolling angle
In the optimization for the thrust of the rigid wing, it is found that the major improvement of
thrust is contributed by the increased rolling amplitude69. As shown in Fig.3.5, the effective
rolling angle θ′ is defined by the instantaneous position of wing tip
θ′ = θx + tan
−1 s
R
= θx + tan
−1
∑n




For the wing tip, R = 1. Finally




ak sin(2πft+ ϕk)ψk(1) (3.10)
Its amplitude a′ can be used to describe the effects of bending on the rolling motion of the
wing tip. For the rigid wing, that is s = 0, θ
′
will degenerate back to θx and a
′ is equal to
ax.
Figure 3.5: Definition of effective rolling angle of the flexible wing.
3.2 Optimization for thrust
In the beginning, I just used the first natural mode ψ1(X) to mimic the bending, which
means the control in the optimization for thrust is
φs = (a1, ϕ1) (3.11)
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Here we still choose the negative thrust coefficient as the cost function J = −CT . The thrust








σ2 · ndsdt (3.12)
Where σ2 represents the stress contributing to the lift force along the y direction. However,
the optimization of the lift force is not considered in this dissertation.
To present the effects of optimized deformation on thrust, the optimal control of pitching-
rolling motion without deformation (Rigid Opt) is set as the initial control of optimization
for thrust of flexible wings, which can be also named as Flex Int as shown in Table 3.1. The
optimal control of the thrust optimization of flexible wings is named as Flex Opt. After two
main iterations in the adjoint-based optimization, the thrust coefficient is improved from
2.39 to 5.23, as shown in Table 3.1.
Table 3.1: The control parameters and thrust coefficients in the intial and optimal cases.
Case Name ax, az, ϕz a1, ϕ1 CT
Rigid Opt / Flex Int 45◦, 35.9◦, 122.6◦ 0, 0◦ 2.39
Initial control of the op-
timization for thrust of
flexible wings
Flex Opt 45◦, 35.9◦, 122.6◦ −0.3, 11.3◦ 5.23
Optimal control of the
optimization for thrust
of flexible wings
As shown in Fig.3.6 a), the spanwise bending can improve the lift-induced thrust largely
at the cost of a slight increase of viscous-induced drag. The effects of the phase delay ϕ1
between bending and rolling on the thrust coefficient CT are studied by a parametric study
shown in Fig.3.6 b). It shows that the gradient of thrust coefficient slows down near the
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peak.
3.2.1 Effects on effective rolling angle
In the optimization of the rigid wing, it was found that the main improvement in thrust
was caused by the increase in the rolling amplitude, and the magnitude of the angle of
attack decreased due to the increase in the pitching amplitude69. Figure 3.7 shows that after
introducing bending, the amplitude of rolling motion of the wing tip increases from 45◦ to
61.5◦.
In Table 3.2, after introducing the spanwise bending, the effective rolling amplitude a′
is increased from 45◦ to 61.5◦, and CT is improved from 2.39 to 5.23. In the Reference 1
case, whose wing is flexible and a′ is the same as the Rigid Opt case, its thrust coefficient is
12.6% smaller than that of the Rigid Opt case. In the Reference 2 case, whose wing is rigid
and a′ is the same as the Flex Opt case, its thrust coefficient is 6.9% larger than that of the
Flex Opt case. In the two comparisons mentioned above, the difference in thrust between
the rigid and flexible wings, which have the same a′, is caused by the change of the wing
shape after the spanwise bending is introduced.
3.2.2 Effects on pressure distribution
The pressure distribution on the wing surfaces of the Rigid Opt case and the Flex Opt case
is shown in Fig.3.8. Compared with the Rigid Opt (or Flex Int) case, in the Flex Opt case,
the high pressure occupies larger areas on the wing surfaces, and the pressure difference is
also increased after optimization. The enhanced pressure difference at the wing tip matches
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Figure 3.6: a) The comparison of the instantaneous thrust coefficient history, b) the effects
of the phase delay ϕ1 on the thrust coefficient in the Flex Opt case
1.
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Figure 3.7: The effective rolling angles in the Rigid Opt case (dashed line) and in the
Flex Opt case (solid line)
Table 3.2: The effective rolling amplitudes and thrust coefficients in different cases.
Case Name ax, az, ϕz as, ϕs a
′ CT
Rigid Opt 45◦, 35.9◦, 122.6◦ 0.0, 0.0◦ 45◦ 2.39
Rigid wing with opti-
mized motion
Reference 1 28.5◦, 35.9◦, 122.6◦ −0.3, 11.3◦ 45◦ 2.09
Flexible wing with
the same a′ as the
Rigid Opt case
Flex Opt 45◦, 35.9◦, 122.6◦ −0.3, 11.3◦ 61.5◦ 5.23 Flexible wing with op-
timized deformation
Reference 2 61.5◦, 35.9◦, 122.6◦ 0.0, 0.0◦ 61.5◦ 5.59
Rigid wing with the
same a′ as the Flex Opt
case
with the improvement of rolling amplitude.
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Figure 3.8: The pressure distribution of the Flex Int (Rigid Opt) and Flex Opt cases when
t/T = 01.
3.2.3 Effects on effective angle of attack
The effects of introducing the spanwise bending on the effective angle of attack are shown
in Fig.3.9. The spanwise bending slightly increased the magnitude of angle of attack.
52
Figure 3.9: Comparison of a) the angle of attack at 50% span, and b) the angle of attack
at 70% span1.
3.2.4 Effects on wake topology
The wake topology of the Rigid Opt (or Flex Int) case and the Flex Opt case at t/T = 0 is
compared in Fig.3.10. The spanwise bending enhances the strength of the vortex street and
53
reduces the wake deflection.
Figure 3.10: Wake topology of the plate with a) initial control and b) optimal control at
t/T = 0. The isosurface contours are color coded by the streamwise vorticity ωx
1.
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3.2.5 Effects of wing shape on thrust
The second natural mode is utilized here to extend the design space of the wing shape.
To investigate the effects of wing shape on thrust, we introduced the parameter γ in the
spanwise deformation s to confirm the instantaneous position of the wing tip would not be
changed. In this case, the deformation s can be defined as
s = a1 sin(2πft+ ϕ1)(γψ1 + (1− γ)ψ2) (3.13)
when γ = 1, the deformation is modeled only by ψ1, and when γ = 0, the deformation will
be modeled only by ψ2.
From Fig.3.11, when γ < 1, the thrust is less than the thrust of the Flex Opt case. The
wing shapes changing with γ are shown in Fig.3.12. In Fig.3.13, compared with the Flex Opt
case (γ = 1), the high pressure occupies larger areas on the wing surfaces, and the pressure
difference is also increased in the γ = 1.25 case.
3.3 Twisting modeling
The twisting is modeled by following Manta’s twisting pattern, whose main characteristic is
that the front and rear parts of the wings are twisted in opposite directions84, as shown in
Fig.3.14.






Figure 3.11: Thrust coefficient changes with different γ
ζ(t) = at sin(2πft+ ϕt) (3.15)
where nn stands for the portion of span length from root and changes from 0 to 100 (0 stands
for root and 100 stands for the tip), ζ(t) is the temporal twisting angle.
3.3.1 Effective angle of attack
As shown in Fig.3.15, the effective angle of attack αt of the twisting wing is changed directly
by introducing the twisting angle.
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Figure 3.12: Wing shapes with different γ when t/T = 0.2







− (θz′(t) + χnn(t)) (3.16)
where αt(t) stands for the effective angle of attack of the flexible wing with linear twisting
only, and R means the span location. In Eq. 3.16, the item of θz′(t) + χnn(t) is also defined




Figure 3.13: The pressure distribution on surfaces with different γ.
3.4 Optimization for efficiency
The control in the optimization for efficiency is defined as
φ = (at, ϕt) (3.17)
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Figure 3.14: Schematic of the flexible wing with linear twisting1.
Figure 3.15: Effective angle of attack for the flexible wing with twisting1.
with limitation
|at| ≤ 45◦, |ϕt| ≤ 180◦ (3.18)
The adjoint-based approach is one of the local optimization techniques. Since the effi-
ciency of the Rigid Opt case is one of the optimal local results, if it is selected as the initial
control, the optimization will get stuck in place. Another initial control (Twist Int) is ran-
domly chosen to avoid this local optimization trap. As shown in Table 3.3, the efficiency
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in the Twist Int case is very close to that in the Rigid Opt case. After the optimization of
the twisting control, the efficiency η is improved from 0.14 to 0.17. The comparison of the
three cases indicates that the improvement of aerodynamic performance requires not only
the introduction of physical mechanisms but also the coordination of appropriate control
parameters.
Table 3.3: The control parameters and efficiencies in different cases.
Case Name ax, az, ϕz at, ϕt η
Rigid Opt 45◦, 35.9◦, 122.6◦ 0◦, 0◦ 0.13 One of the local optima
Twist Int 45◦, 35.9◦, 122.6◦ 10◦, −60◦ 0.14
Initial control of the optimiza-
tion for efficiency of flexible
wings
Twist Opt 45◦, 35.9◦, 122.6◦ 40◦, −95.5◦ 0.17
Optimal control of the opti-
mization for efficiency of flexi-
ble wings
As shown in Fig.3.16 b), in the Twist Int case, the output power for propulsion P0 is the
same as that of the Rigid Opt case. However, its input power (or total consumed power) Pc
is slightly smaller as shown in Fig.3.16 a), which causes the efficiency of the Twist Int case is
slightly larger than the efficiency of the Rigid Opt case. After optimization, in the Twist Opt
case, the output power for propulsion P0 is reduced, but the input power Pc decreases with
a larger magnitude, which leads to an improvement of η from 0.14 to 0.17. Compared with
the rigid wings, the efficiency η of the flexible wings (twisting only) is improved by reducing
the total consumed energy while maintaining similar output energy for propulsion.
The effects of the phase delay between twisting and rolling ϕt on the efficiency η are
studied by a parametric study shown in Fig.3.17. In the Twist Opt case, as the phase delay
ϕt is between −180◦ and 0◦, its twisting pattern is classified in the delayed deformation
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Figure 3.16: The comparison of the instantaneous history of a) total consumed power Pc,
and b) output power P0 of different cases
1.
pattern85. When ϕt is around 95.5
◦, the difference between the efficiencies is very small.
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Figure 3.17: The instantaneous efficiency changes with the phase delay ϕt in the Twist Opt
case1.
3.4.1 Effects on pressure distribution
The effects of the delayed pattern twisting are studied in this section. In Fig.3.18, when
t/T = 0, the wings are on the downstroke. The magnitude and distribution of pressure
on the wing’s surface in the Rigid Opt case and the Twist Int case are very similar, which
corresponds to the similar efficiencies of the two cases. However, in the Twist Opt case,
the magnitude of pressure at the wingtip is largely reduced, and the pressure difference is
more concentrated on the leading edge. Thus the wing can flap by consuming less energy,
as shown in Fig.3.16 a).
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Figure 3.18: The pressure distribution of the Rigid Opt, Twist Int and Twist Opt cases
when t/T = 01.
3.4.2 Effects on effective angle of attack
By Eq. (3.16), a larger effective pitching angle θ
′
z′ will decrease the value of the effective
angle of attack αt. In Fig.3.19, the effective angles of attack of the Rigid Opt and Twist Int
are very close. However, the magnitude of the angle of attack at of the Twist Opt case is
smaller than that of the other two cases, which corresponds to the model in Fig.3.21, the
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lower total energy consumption P0 in Fig.3.16, and larger efficiency η of the Twist Opt case
in Table 3.3.
Figure 3.19: The comparison of the instantaneous angle of attack at 70% span in Rigid Opt,
Twist Int, and Twist Opt cases1.
The comparison of the instantaneous angle of attack at 70% span of Rigid Opt, Rigid Eff,
and Twist Opt cases is shown in Fig.3.20. We didn’t compare the angles of attack at 50%
span because the twisting angle at this place is 0◦ by definition. At 70% span, the magnitude
of the angle of attack in the Twist Opt case is in the middle of the magnitudes in the
Rigid Opt and the Rigid Eff cases. When t/T = 0, 0.5, 1, the angle of attack in the Twist Opt
case is almost the same as the angle of attack in the Rigid Eff case.
The effects of twisting on the effective angle of attack are illustrated in Fig.3.21. After
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Figure 3.20: The comparison of the instantaneous angles of attack at 70% span in
Rigid Opt, Rigid Eff, and Twist Opt cases.
introducing the twisting to the rigid wing, the thrust is maintained or slightly reduced with
a smaller total force by increasing the effective pitching angle.
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Vorticity transfer in a LEV due to
controlled bending
In nature, many flyers and swimmers can routinely deform theirs wings/fins to control the
formation and growth of the LEV that forms on the suction side during maneuvering at
a high angle of attack to enhance the force generation or efficiency. In this chapter, the
effects of the bending on the formation and growth of vortex on a flat plate airfoil, which
is accelerated from rest to a Reynolds number of 2400 and held at an angle of attack of
30◦, are studied. The bending of the plate is controlled to achieve a bending ratio of 0.65
and a maximum bending angle of 30◦ along span direction. The numerical results show
that the spanwise bending would delay the growth of LEV compared with the non-bending
case. At the same time, the circulation from numerical simulation are compared with the
experimental and analytic solution.
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4.1 Vorticity transfer
The vorticity equation is used to describe the evolution of the vorticity ω of a particle of
fluid.
The incompressible Navier-Stokes equations are
∂u
∂t
+ u · ∇u = −∇p+ 1
Re
∇2u (4.1)
Then taking the curl of both sides of the Navier-Stokes equations,
∇× (∂u
∂t
+ u · ∇u) = ∇× (−∇p+ 1
Re
∇2u) (4.2)






(∇× u) = ∂ω
∂t
(4.3)
The inertial term u · ∇u can be rewritten as
u · ∇u = 1
2
∇(u · u)− u × (∇× u) = ∇(u
2
2
)− u ×ω (4.4)
and then the second term on the left side can be rewritten as
∇× (u · ∇u) = ∇×∇(u
2
2
)−∇× (u ×ω) = ∇× (ω × u)
= (u · ∇)ω − (ω · ∇)u +ω(∇ · u) + u(∇ ·ω)
(4.5)
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Since ∇ · u = 0, and ∇ · (∇× u) = 0
∇× (u · ∇u) = (u · ∇)ω − (ω · ∇)u (4.6)






Putting everything together, we obtain the vorticity equation
∂ω
∂t
+ (u · ∇ω) = (ω · ∇)u + ν∇2ω (4.8)
where u = [u, v, w] is the velocity field and ω = [ωx, ωy, ωz] is the vorticity vector.
We focused on the spanwise (ωz) component of the vorticity transport equation, which







































denote the vortex tilting along the streamwise (x), and the





4.2 Plate model and kinematics
The experimental prototype, whose chord 5 cm, span 15 cm (aspect ratio 3), and thickness
4 mm, is shown in Fig.4.1 a). This flat plate was 3D printed, and two prebent rods were
inserted into the plate through two curved grooves to mimic the desired curvature of the tip
as shown in Fig.4.1 b). The bending ratio (BR) is defined as the ratio of the plate’s bent
length to the total span, and the bending angle is defined as the angle between the horizontal
and the tip-tangent. Finally the plate would achieve a bending ratio of 0.65 and a maximum
bending angle of 30◦, as shown in Fig.4.1 c).
Figure 4.1: The construction of the morphing plate: a) grooves inside a 3D printed plate for
holding prebent rods; b) the plate-rod assembly is connected to servos, which bend the plate
along the span; c) the definition of bending angle and bending ratio. The tips are marked by
AB and GH; the 50% span and the 80% span are, respectively, marked by CD and EF2.
The flat-plate wing was held at a constant angle of attack (α) of 30◦. The wing was
started from rest with an acceleration of 0.1 m/s2 and it reached the final towing velocity
0.05 m/s in 0.5 s (tac). The Reynolds number (Re), based on the chord and this final towing
velocity, was 2400. As the wing was accelerated from rest, the wing was bent dynamically for
1 s away from the towing direction. The nondimensional time t∗ was calculated by dividing
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time (t) with tac. Hence, bending was completed at t
∗ = 2, while the plate completed
acceleration at t∗ = 1 (Fig. 4.2).
Figure 4.2: The kinematics of the plate motion. The plate is accelerated for t∗ = 1 and
the bending is completed at t∗ = 2. u∗ is obtained by normalizing u (velocity) by U∞ (0.05
m/s)2.
The chord length (c) and the free stream speed (U∞) are chosen as the characteristic
length and the characteristic speed, respectively. In the simulation, the Reynolds number is
defined as Re = U∞c
ν
based on the free stream velocity and the chordwise length c. All the
non-dimensional values of the experimental parameters used in the simulation are shown in
Table 4.1.
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Table 4.1: Non-dimensional parameter space.
Variable Dimensional Value Nondimensional Value
Plate chord (c) 0.05 m 1
Plate span (l) 0.15 m 3
Accelerating time (tac) 0.5 s 0.5
Acceleration(a1) 0.1 m/s
2 2
Free stream speed (U∞) 0.05 m/s 1
Angle of attack (α) 30◦
Aspect ratio (AR) 3
Bending ratio (BR) 0.65
Reynolds number (Re) 2400
4.3 Computational configuration
The dimensions of the flat plate in our simulation are shown in Fig.4.3 b) with a chord length
of c, a span length of l = 3c, and a thickness of h = 0.08c. The angle of attack is 30◦. The
size of the computational domain is 12c × 4c × 5c, and the mesh along the x direction is
stretched to improve the computation efficiency in which the length of the uniform part is
5.8c. A corresponding stretched Cartesian mesh is used for an overall Eulerian description of
the combined fluid and the solid domain with a size of 600×400×500, as shown in Fig.4.3 a).
The grid is clustered near the solid region with a minimum size of ∆x = ∆y = ∆z = 0.01.
4.4 Grid independence
To verify the effects of grid size on our simulation results, we designed a similar case in
which the flat plate is moving with constant velocity U∞, and the Reynolds number is still
Re = 2400. Three different grid sizes of ∆1 = 0.02, ∆2 = 0.01 and ∆3 = 0.0075 are tested.
In Fig.4.4, we found that ∆1 = 0.02 is too coarse to capture the right vortex structures,
while ∆2 = 0.01 and ∆3 = 0.0075 are good enough to present the LEV structures at both
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Figure 4.3: Schematics of a) the computational domain and Cartesian mesh employed in
the current simulation. The mesh along the x direction is stretched and the length of the
uniform part is 5.8c; b) the dimensions of the plate used in the current study. The solid
arrow stands for the moving direction of the plate, which is along the x-axis direction2.
50% span and 80% span. Besides the qualitative description, in Fig.4.5, which describes the
histories of the aerodynamic forces, both ∆2 = 0.01 and ∆3 = 0.0075 get converged. Taking
the computational efficiency into consideration, ∆2 = 0.01 is an appropriate choice.
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Figure 4.4: a) The LEV on the midspan (50% span) of the plate with different grid sizes.
b) The LEV on 80% span of the plate with different grid sizes.
4.5 The growth of the LEV during bending
4.5.1 Analytical model
The analytical model was originally developed by Wong et al. 3 to analyze the growth of LEV
on a rigid plate. This model is modified by taking the effects of the bending velocity of the
leading edge on the effective leading-edge velocity into consideration. The wake vorticity and
bound vortex of the flat plate are disregarded, which is suggested by Ford and Babinsky 31 .
As illustrated by Fig.4.6, the LEV is represented by a semi-cylindrical region, which
gradually grows in size due to the mass flow brought in by the shear layer with fixed thickness
d. The outer shear layer velocity u(d, t) is assumed to be the sum of three separate velocity
components, namely,
u(d, t) = ub + ui + uk (4.10)
74
Figure 4.5: The aerodynamic force histories generated by different grid sizes(black lines:
∆2; red lines: ∆3).a) the comparison of the lift, b) the comparison of the drag.
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Figure 4.6: Details of the analytical model: a) The LEV is modeled as a semicylindrical
blockage in Wong et al. 3, where vorticity is being supplied by a shear layer; b) the modification
implemented in the analytical model in the present work, where the component of the bending
velocity was subtracted from the effective velocity on the leading edge2.
where ub is the component of velocity caused by the speeding up of the flow over the semi-
circular blockage, ui is the induced velocity from the vortex itself, and, finally, uk is the
component of the effective leading-edge velocity ue along the direction of shear layer velocity.
uk = ue sin(αe); (4.11)
To calculate the circulation growth on the part of the wing that is being bent, the component





where θ = 30◦, L1 = 0.35 ∗ span, and tbend = 1 s in the present case.
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The circulation is calculated by
Γ(t) =
∮
u.dl = πu(d, t)R(t) (4.13)
4.5.2 PIV measure
The flat plate was towed in a fish tank having a length of 1 m and a cross section of 0.45
m × 0.45 m (Fig.4.7). It was fitted with a traverse system (Velmex bi-slide) for towing the
models in water. The traversing slide’s speed and acceleration were tracked by an ultrasonic
motion sensor (PASCO PS-2103A3)2.
Figure 4.7: Experimental setup: a 1-m-long towing tank facility equipped with Velmex tra-
verse. The camera travels along with the plate; A skim plate is used to prevent the formation
of surface waves during towing. PIV measurements were conducted at 50% and 80% span of
the plate (CD and EF in Fig.4.1)2.
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The growth of the LEV at the plate’s midspan location, during the acceleration phase, is
shown in Fig.4.8 for both the no-bending and bending cases. These plots show the contours
of normalized vorticity —obtained from the PIV experiments —representing the cross section
of the LEV at the 50% span of the plate. The cutoff vorticity was selected such that the
contours excluded the plate boundary layer, and these cutoffs were maintained the same for
the bending and no-bending cases. It is evident that the LEV was not fully developed at the
instant the acceleration was completed (denoted by a t∗ = 1). In the flat (no-bending) case,
the LEV continued to grow up to t∗ = 1.9. The growth of the LEV at the midspan location
was very similar when the plate was subjected to dynamic bending in addition to being
accelerated from rest. These contour plots show that the bending action did not influence
the growth of the LEV substantially at the midspan.
However, quite dissimilar growth of the LEV was observed when I compared the contour
plots of normalized vorticity obtained at 80% span from the PIV experiments. Figure 4.9
shows that the development of the LEV was significantly delayed when the plate was bent
away from the flow dynamically. It is to be noted that this span location was situated in the
flexing part of the plate.
4.5.3 Numerical simulation
Figure 4.10 shows the simulation results presenting the LEV development at the 50% span.
At the 50% span, the vortex shapes of the LEV are almost the same for the flat and bending
cases at each moment. Hence, DNS also showed that the bending action did not influence
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Figure 4.8: The development of the LEV on the midspan CD (50% span) of the plate
from PIV measurements: when no bending was applied (left column) and when bending was
applied (right column). The contour plots are created from normalized spanwise vorticity.




























































































Figure 4.9: The development of the LEV on EF (80% span) of the plate from PIV mea-
surements: when no bending was applied (left column) and when bending was applied (right
column). The contour plots are created from normalized spanwise vorticity. When the plate
was dynamically bent, the growth of the LEV at 80% span was delayed2.
the vorticity convection are negligible, as shown in Figure 4.13, the vortex shapes of the
LEV should be similar, even the same. The details about the vorticity convection will be
discussed in the next section.
Figure 4.11 shows the growth of the LEV at the 80% span of the two cases obtained from
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Figure 4.10: The LEV development on CD (50% span) of the plate from DNS: (left column)
when no bending was applied; (right column) when bending was applied2.
DNS. Compared to the flat case, the LEV development in the bending case is significantly
delayed, especially at t∗ = 1.5 and 1.7. We note some differences between the DNS results
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and the experimental results at the 80% span at t∗ = 1.9. We ascribe this difference to
three-dimensional effects near the tip where the LEV is strongly affected by the tip vortices.
4.5.4 Comparison of LEV circulation
Here, we compared the variation of the non-dimensional circulation of the LEV with t∗,
obtained from the analytical model, the experiments, and the direct numerical simulations.
At the midspan location, the circulation growth from the analytical model is calculated
based on Eqs. (4.13), since this part of the span did not experience any bending. For the
bent part, we computed the circulation by adding Eqs. (4.12). For the experimental and
numerical data, the circulation inside the LEV was calculated by integrating the vorticity
values inside the outermost contours. The vorticity levels were chosen such that they exclude
the boundary layer on the plate. Our aim was to characterize the circulation growth only in
the LEV. Hence we did not calculate the circulation growth over the whole plate.
Figure 4.12 shows the result of this comparison. We note that the circulation results
of the bending and no-bending cases at 50% span matched well between the analytical,
experimental, and DNS results. This again corroborates the fact that spanwise bending
did not influence the flow at the midspan of the plate. However, the circulation growth
computed from simulation and experiment at 80% span for the no-bending case did not
match the analytical model. This illustrates that the original analytical model without
updating bending velocity does not account for any three-dimensional flow.
When the plate was being bent, we incorporated the bending velocity and updated the
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Figure 4.11: The LEV development on EF (80% span) of the plate from DNS: when no
bending was applied (left column) and when bending was applied (right column)2.
shear layer velocity to the analytical model. Since our plate is finite span, we expect that the
circulation at 80% span of the plate will not be similar to that of the midspan. The circulation
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growth in the bent part matched well between the analytical model, the experiments, and
the direct numerical simulations. However, we made no attempt to modify the analytical
model to account for this finite-span effect, as our focus was the bending part.









Experimental no bending 50% span
Experimental bending 50% span
DNS no bending 50% span
DNS bending 50% span
Experimental no bending 80% span
Experimental bending 80% span
DNS no bending 80% span
DNS bending 80% span
Figure 4.12: Comparison of the temporal growth of LEV circulation computed from the
analytical model, PIV experiment, and DNS study2.
When we develop the analytical model, we did not attempt to develop a complicated
three-dimensional model, which considers the spanwise vorticity convection. Developing
such a model would require detailed treatment of the finite wing effect. A major aspect
of the finite wing effect is the consideration of the downwash caused by the tip vortex.
The downwash has a significant impact on the development of LEVs near the tip. It would
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decrease the effective angle of attack and thus reduce the lift. However, our present analytical
model does not make any such attempt to model the downwash, which means the effects on
local effective angle of attack are not reflected.
4.6 Effect of bending on the convection of vorticity
This section discusses how the profile bending modifies the vorticity convection inside the
LEV by using the DNS data. The comparison of the spanwise vorticity convection flux
through the LEV cores of the flat and bending cases in a global view is shown in Fig.4.13
a). At the right tips in the two cases, where the plates are not deformed, the two cases’
vorticity convection flux is almost the same: the positive flux (red) and the negative flux
(blue) are mixed in a chaotic state. For the flat case, the spanwise distribution of the vorticity
convection flux is symmetric about the mid-chord line (50% span). However, for the bending
case, the positive vorticity convection flux occupies the entire bent part and plays a dominant
role, as shown in Fig.4.13 b). The positive vorticity convection is the primary mechanism
that delays the growth of the LEV in the deformed area. In the middle of the plate, the
effects of the vorticity convection are negligible for both the flat and the bending cases, which
explains the similarity of vorticity contours at 50% span.
The spanwise distribution of vorticity convection changing with time t∗ is shown in
Fig.4.14. The vorticity convection gets enhanced with time for both cases. For the flat
case, the spanwise vorticity convection mostly occurs near the tips and is always mixed. For
the bending case, there is always a long and narrow strip of the positive value along the bent
part of the plate. These findings conclusively prove that the bending alters the distribution
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Figure 4.13: The comparison of the spanwise vorticity convection flux through the LEV
cores of the flat and bending cases in a) a global view and b) a zoomed view when t∗ = 1.92.
of the vorticity convection flux along the span.
Figure 4.15 shows the spatial correlation of the LEV (solid black lines), the secondary
vortex (dashed black lines), and the vorticity convection flux (colored lines) at 80% spanwise
position when t∗ = 1.5 and 1.9. For the flat case, when t∗ = 1.5, the positive vorticity convec-
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Figure 4.14: The comparison of the spanwise vorticity convection flux of the flat (left) and
bending (right) cases at different moments in a zoomed view from DNS2.
tion flux occupies the upper part of the LEV. Meanwhile, the negative vorticity convection
flux dominates the secondary vortex and the boundary between vortices. When t∗ = 1.9, the
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secondary vortex rolls up and erodes the connection between the LEV and the leading-edge
shear layer, which prompts the LEV to be unstable. For the bending case, when t∗ = 1.5,
the positive vorticity convection dominates the area of the secondary vortex, the boundary
between the LEV and the secondary vortex, and part of the LEV. When t∗ = 1.9, the pos-
itive vorticity convection becomes dominating at the secondary vortex, the boundary, and
most of the LEV core. Compared with the flat case, the bending suppresses the development
of the secondary vortex and delays the growth of the LEV.
Figure 4.15: The vorticity contours and the vorticity convection flux at EF (80% span)
when t∗ = 1.5 (top) and t∗ = 1.9 (bottom). The solid lines and dashed lines represent the
LEV and the secondary vortex, respectively. The vorticity convection flux is colored2.
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4.7 Discussion
The above results show that the bending delays the development of the LEV on a plate
whose tip is bending away from the direction of the flow. However, we argue that the main
mechanism at play here is the varying shear layer velocity along the leading edge in the
bending case. This variation is an outcome of the relative velocity between the plate leading
edge and the incoming flow. As the plate’s tip moves away from the incoming flow, the shear
layer velocity along the leading edge reduces compared to the flat case. Due to this, lesser
vorticity is supplied into the LEV and, as a result, its growth gets delayed. This very fact




The adjoint-based approach with the implementation of non-cylindrical calculus for moving
boundary problems was developed and validated in the optimization for propulsion of rigid
wings. After optimization, the thrust coefficient is improved from 0.29 to 2.39. The increased
rolling amplitude ax and the adjustment of the phase delay ϕz contributed most to the
improvement of thrust. And a larger rolling amplitude results in a larger pressure difference
between the upper and lower surfaces. The optimal control enhanced the strength of the
vortex street and promoted the shed vortex rings to propagate a longer distance.
The modified adjoint-based method is also applied to optimize the active-controlled flex-
ibility (bending and twisting) and explore the aerodynamic potential of flexible wings in
terms of thrust and efficiency. The spanwise bending is mimicked by the first natural mode
of the Euler-Bernoulli beam. The optimization in spanwise bending on top of a flapping
wing in the motion optimized for a rigid wing shows that the bending may double the thrust
power at the price of a small reduction of efficiency. The concept of effective rolling angle,
which is defined by the instantaneous position of the wing tip, reveals that the spanwise
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bending can enhance the amplitude of wing tip motion to improve the thrust in a further
step. The effects of wing shape on the thrust are also investigated by adding the second
natural mode in the simulation of bending. By modifying the curve of wing shape without
changing the motion of the wing tip, the thrust continues to be enhanced.
On the other hand, the optimization of twisting can help the flexible wings maintain
a large thrust with a much lower total energy consumption. The efficiency is improved
from 0.14 to 0.17. After introducing the twisting, the magnitude of pressure at the wingtip
is largely reduced, and the pressure difference is more concentrated on the leading edge.
This improvement is explained by the physical model that the effective angle of attack is
decreased by the delayed linear twisting. This conclusion is also validated by the optimization
for the efficiency of the rigid wing, in which the pitching amplitude is improved to the upper
limitation, and the effective angle of attack is reduced. The two cases have the same effective
angles of attack and similar pressure distribution on surfaces when t/T = 0. These adjoint-
based optimizations provide us a unique opportunity to understand the flexibility mechanism
with active deformation and optimal guidance to the industrial design.
At last, the effects of bending on the growth of the LEV on a flat plate, which was accel-
erated from rest to a Reynolds number of 2400, are investigated. As the plate accelerated,
a part of its span was bent away from the flow. The numerical simulation showed that the
action of bending delays the growth of the LEV, which matches the experimental and an-
alytic results. The DNS results also showed that bending modifies the vorticity convection
flux along the plate’s bent part, resulting from varying shear layer velocity along the leading
edge. The bending action creates a relative velocity between the plate and the incoming flow,
which changes the shear layer velocity. Since the formation of the LEV on an accelerating
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plate depends on the vorticity-containing mass brought in by the leading-edge shear layer, a
reduced shear layer velocity will delay the growth of the LEV. The DNS results also showed
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Appendix A
The process of calculating the
circulation by the analytic model
For purposes of review, the completed process of calculating the circulation by the analytic
model is listed here. In the original model, the LEV, represented by a semi-cylindrical region,
gradually grows in size due to the mass flow brought in by the shear layer. This shear layer
is assumed to be of a fixed thickness d. The outer shear layer velocity u(d, t) is assumed to
be the sum of three separate velocity components, namely,
u(d, t) = ub + ui + uk (A.1)
where ub is the component of velocity caused by the speeding up of the flow over the semi-
circular blockage, ui is the induced velocity from the vortex itself, and, finally, uk is the
component of the effective leading-edge velocity ue along the direction of shear layer velocity.













uk = ue sin(αe); (A.4)
Here, R(t) is the radius of the semi-cylindrical blockage and r is the distance of the outer
shear layer from the center of the semi-circle, i.e., r = R(t) + d. αe is the effective angle of
attack and Γ(t) is the circulation of the LEV. In this formulation, we disregard wake vorticity
and the bound vortex of the flat plate itself.
















The final step is to calculate the circulation as
Γ(t) =
∮
u.dl = πu(d, t)R(t) (A.7)
To calculate Γ(t), we start with an initial ṁ at t = 0 using Eq. (A.1), where R(t) is assumed
to be zero at the first time step. After calculating ṁ at t = 0, we update R(t) in subsequent
time steps using Eq. (A.6) and calculate circulation Γ(t), using Eq. (A.7). Equations (A.1)
to (A.7) have been taken from Wong et al. 3 .
To calculate the circulation growth on the part of the wing that is being bent, at every
time step, we modify uk by subtracting the component of the bending velocity ubend from





where θ = 30◦, L1 = 0.35 ∗ span, and tbend = 1 s in the present case. Then, at every time
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step, we subtract the horizontal component of ubend and write
u′e(t) = ue(t)− ubend ∗ cos(θ(t)) (A.9)
Finally, we use this u′e in Eq. (A.4) to calculate uk.
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