By making use of inclusion theorem, we show in this paper the existence of solutions with a single semicycle for a general second-order rational difference equation. As
Introduction

M.R.S. Kulenovic and G. Ladas in their book
have given many detailed investigations and presented many Open Problems and Conjectures for the following general second-order rational difference equation 
when B + C = 0 and A > β + γ . In the case B + C = 0, Eq. (1.1) is a linear equation and its trajectory structure rule is very clear. Because all solutions of Eq. (1.1) are nonnegative, relative to the zero equilibrium point, every solution of Eq. (1.1) is a single semicycle, i.e., a positive semicycle. Thus, it suffices to consider positive equilibrium point when we study whether Eq. (1.1) possesses solutions with a single semicycle. Equation (1.1) has the following two special cases: 5) and 6) where p ∈ (0, ∞) and the initial conditions x −1 , x 0 ∈ (0, ∞). Equations (1.5) and (1.6) have a unique positive pointx = p + 1 andx = ( √ 5 − 1)/2, respectively. Equation (1.5) has been investigated in [1, 2] , where some global asymptotic stability and periodic two solutions, etc., were formulated. In view of Theorem 4.7.2(a) in [1] , if a solution {x n } ∞ n=−1 of Eq. (1.5) with p = 1 consists of a single semicycle, then {x n } ∞ n=−1 converges monotonically tox = 2. The question, however, is that it has been not known yet whether there exists a solution with a single semicycle for Eq. (1.5). So, the following conjecture was presented. Conjecture 2 is essentially equivalent to the conjecture that Eq. (1.6) possesses a solution above the equilibrium for all n −1, which is the same as Conjecture 1. The reason is that if {x n } ∞ n=−1 is a solution of Eq. (1.6) which remains above the equilibrium for all n −1, then, according to Eq. (1.6), we have
which produces x n−1 x n and so lim n→∞ x n =x. The above two conjectures are with respect to the existence of solutions above the equilibrium point, that is, w.r.t the existence of positive semicycle. This motivates our considering the existence of solutions with a single semicycles for Eq. (1.1), which is our main aim in this paper. Our main result is as follows. As an application, the following corollary is derived. So, our result presents positive confirmations to the two conjectures. The main tool to prove this theorem is to make use of L. Berg's inclusion theorem [3] . See also [4] for its correct proof. Now, for the sake of convenience of statement, we first state some preliminaries. For this, refer also to [3] . Consider a general real nonlinear difference equation of order m 1 with the form
where F : R m+1 → R, n ∈ N 0 . Let ϕ n and ψ n be two consequences satisfying ψ n > 0 and ψ n = o(ϕ n ) as n → ∞. Then (maybe under certain additional conditions), for any given > 0, there exist a solution {x n } ∞ n=−1 of Eq. (1.7) and an n 0 ( ) ∈ N such ϕ n − ψ n x n ϕ n + ψ n , n n 0 ( ).
(1.8)
which is called an asymptotic stripe. So, if x n ∈ X( ), then it is implied that there exists a real sequence C n such that x n = ϕ n + C n ψ n and |C n | for n n 0 ( ). We now state the inclusion theorem, which is the main result in [3] . Rational difference equation is a typical nonlinear difference equation; some prototypes for the development of the basic theory of the global behavior of nonlinear difference equations of order greater than one come from the results for rational difference equations. So, rational difference equation is always a subject studied in recent years. For its systematical investigations, refer to the monographs [1, 5, 6] and the papers [7] [8] [9] [10] [11] [12] [13] [14] and the references cited therein.
Proofs of main results
The proofs for Theorem 1.1 and Corollary 1.2 are formulated in this section. For Theorem 1.1 we only prove the existence of positive semicyle, i.e., for the solution {y n } ∞ n=−1 which is above the equilibrium for all n −1. For the case of negative semicycle, the proof is similar. 
, where c 1 , c 2 ∈ C and t 1 , t 2 are the two roots of the polynomial P (t) = (A + Bx + Cx)t 2 + (Cx − γ )t + (Bx − β) = 0. The known assumption Bx − β < 0 implies that P (0)P (1) < 0. So, P (t) = 0 has a positive root t lying in the interval (0, 1). Now, choose the solution z n = t n for this t ∈ (0, 1). For some λ ∈ (1, 2) , define the sequences {ϕ n } and {ψ n } respectively as follow ϕ n = t n and ψ n = t λn .
Obviously, ψ n > 0 and ψ n = o(ϕ n ) as n → ∞. Now, define again the function
Then the partial derivatives of F w.r.t. ω 0 , ω 1 , ω 2 respectively are
Moreover, from the definition of the function F and (2.3) and (2.4), after some calculation, we find Choose f n = t λn . Then we have both
Up to here, all conditions of Theorem 1.3 with m = 2 and k = 0 are satisfied. Accordingly, we see that, for arbitrary ∈ (0, 1) and for sufficiently large n, say n N 0 ∈ N, Eq. (2.1) has a solution {y n } ∞ n=−1 in the stripe ϕ n − ψ n y n ϕ n + ψ n , n N 0 , where ϕ n and ψ n are as defined in (2.3). Because ϕ n − ψ n > ϕ n − ψ n = t n − t λn > 0, y n > 0 for n N 0 . Thus, Eq. (1.1) has a solution {x n } ∞ n=−1 satisfying x n = y n +x >x for n N 0 . Since Eq. (1.1) is an autonomous equation, {x n+N 0 +1 } ∞ n=−1 still is its solution, which evidently satisfies x n+N 0 +1 >x for n −1. Therefore, the proof is complete. 2 Remark 2.1. If we take ϕ n = −t n in (2.3), then ϕ n + ψ n < −t n + t λn < 0. At this time, Eq. (1.1) possesses solutions {x n } ∞ n=−1 which remain below its equilibrium for all n −1, i.e., Eq. (1.1) has solutions with a single negative semicycle.
Proof of Corollary 1.2. Equations (1.5) and (1.6) are special cases of Eq. (1.1) under the conditions α = 0, β = 1, γ = p, A = B = 0, C = 1 and α = 1, β = 1, γ = 0, A = B = 0, C = 1, respectively. Clearly, Bx < β and Cx γ are satisfied. Hence, the conclusion of Corollary 1.2 is true by Theorem 1.1. 2
