Abstract. In this paper, a simulator of environment and measurement that considers camera characteristics is developed mainly for RoboCup four legged robot league. The simulator introduces server/client system, and realizes separation of each robot's information, introduction of each robot's difference and distribution of processes. For producing virtual images, the simulator utilizes OpenGL and considers the effects of blur by lens aberration and so on, random noise on each pixel, lens distortion and delayed exposure for each line of CMOS device. Some experiments show that the simulator imitates the real environment well, and is a useful tool for developing algorithms effectively for real robots.
Introduction
So as to develop robots or a multiple robots' systems that work in real, dynamic environment, it is necessary to assume a lot of conditions and test the robots or robots' systems for the conditions. However, this requires much cost by much trials and errors. To reduce the cost, simulation is effective. Many kinds of simulators have been developed for various applications, e.g., teleoperation [2] , autonomous mobile robot [3] . It is also the case in RoboCup and simulators have been developed [4, 5] . They simulate kinematics or motions, but sensing is not well considered that suffers noises, distortions, etc.
In this paper, we develop a simulator for multiple mobile robots that have the ability to produce images by considering explicitly the characteristics of a camera, and the ability to simulate the real robots' behaviors. The concrete target as the multiple mobile robots system is the RoboCup four legged robot league.
In developing the simulator, we focus on the following features:
-programs for real robots can be applied directly, -multiple robots can share environment and interact with each other, -images obtained by a real robot can be imitated well.
Outline of the Simulator
In the field, a lot of information are obtained from the ball, the landmarks, the robots, etc., and multiple tasks are executed simultaneously in real robots. The simulator is designed so that it produces virtual images precisely for each robot with arbitrary position and orientation, and that the following tasks can be executed virtually in the simulator. Consequently, debugging of programs and verification of algorithms can be effectively performed virtually on PC. Fig.1 illustrates the relation between a real robot and the simulator. Objects in the virtual field that is produced on the simulator are modeled with precise size by using OpenGL [7] (see Fig.2 .). Each robot on the virtual field produces images by evaluating its camera coordinate that is calculated using the position and orientation of the robot, the elbow angles of its legs, the pan/tilt angle of its neck(see Fig.3(a) .). By considering the characteristics of its CMOS camera, the simulator can produce images that imitate real images precisely(see Fig.3(b) .). Each robot applies a method of color detection for the synthesized images, and detects 8 kinds of color regions(see Fig.3(c) .).
Server/Client System
So as to realize the requirement that multiple robots can share environment and interact with each other, server/client system is introduced in the simulator; tasks are performed cooperatively by two kinds of processes, i.e., a server process and client processes. The server process administrates the environment of the field totally, and the client processes execute robots' behaviors. By introducing the server/client system, 1. separation of each robot's information, 2. realization of each robot's difference, 3. distribution of processes are realized. By 1., the condition is satisfied that each robot cannot acquire other robots' information explicitly without communication. By 2., robots' behaviors with different algorithms for each team can be implemented and a new algorithm can be easily tested. By 3., each process can be run on a different PC by using TCP/IP protocols, and calculation cost for each PC can be reduced. Fig. 4 illustrates the structure of the server/client system. Production of a virtual image, analysis of the image, active sensing and simulation of some behavior strategy are performed by clients. Each client program is assigned to the control of each robot. By executing multiple client programs simultaneously and connecting them to the same server, multiple robots in the same field are realized. At the same time, the server administrates the environment on the field; it administrates the connected clients and the ball, recognizes the collisions, etc. Each client can recognize the information on the field through the server. Information is communicated at a constant period among the server and the clients so as to adjust the field environment.
Consideration of Camera Characteristics
The images are generated by OpenGL assuming an ideal pinhole camera(see Fig.3(a) ), and thus they are different from real images obtained by the CMOS camera on the real robots. Therefore, we consider the camera characteristics of the CMOS camera so as to produce images that closely simulate the real images. The parameters of the ERS-2100's camera are as follows.
-CMOS 1/6inch, 178 × 144 pixels -Lens F2.0, f=2.18mm -Angle of View H:57.6deg, V:47.8deg -White Balance: 4300K -Frame Rate: 25fps -Shatter Speed: 1/200sec We consider the following characteristics.
-blur by lens aberration, focusing error, etc.
-random noise on each pixel -lens distortion -delayed exposure for each line of CMOS device 
Blur by Lens Aberration, etc.
Blur is generated by various lens aberration, focusing error, etc. Supposing the blur of each pixel is approximated by Gaussian distribution, we apply Gaussian filter to the virtual image. For an image f (u, v), two dimensional Gaussian distribution function
is convoluted, and the blurred image is obtained. In the simulator, the area of convolution is set to 5 × 5, and σ is set to 1. Fig.5(a) shows an image by the real camera for the ball with the distance of 1m. Fig.5(b) is the virtual image generated by the simulator on the same condition for Fig.5(a) . Fig.5(c),(d) are the close-ups of Fig.5(a),(b) . Fig.5(e) is the image generated from Fig.5(d) by applying Gaussian filter. It is shown that Fig.5(e) is closer to the real image, and additionally, aliasing that appears in Fig.5(d) is not observed.
Random Noise on Each Pixel
Random noise is inevitable, and it is remarkable in principle for CMOS device. The simulator adds the random noise on each pixel with the variance that is evaluated a priori by experiments. Fig.5(f) shows the image generated from Fig.5(d) by adding random noise. Additionally, we consider limb darkening generated by the lens as shown in Fig.5(g) . Parameters of limb darkening can be evaluated a priori by experiments.
Lens Distortion
Images are distorted by lens distortion. As the model of lens distortion, we apply the equation approximating a radial distortion:
to the virtual image, where (u, v) is the coordinates on an original image and (ũ,ṽ) is that on the distorted image. κ in eq.(2) can be evaluated by camera calibration. Fig.6 shows an example of the simulation of lens distortion.
Construction of Virtual CMOS Filter
In order to make the calculation time shorter, we integrate the multiple processes for camera characteristics into one filter, called CMOS filter. By using this filter, the cycle time of producing virtual images became shorter from 208[msec] to 112[msec] by PentiumIII 600MHz. Fig.7 shows the final image by applying the CMOS filter. 
Delayed Exposure for Each Line
For motions of the robots, two more camera characteristics have to be considered. One is the motion blur. This is regardless of the kind of the camera, and depends on the exposure time. The other is specific to CMOS cameras as the ERS-2100's: exposure for each line of the CMOS device is asynchronous. There exists about one frame time delay of the timing of exposure between the first and last line of a CMOS device as illustrated in Fig.8 . For ERS-2100, the phenomenon occurs especially when it fast rotates its head. Fig.9(a) shows an example for the velocity of 0.30deg/msec.
Scanning Line
Shatter In this section, we show some experimental results to verify that the proposed simulator well imitates the real environment. One experiment is measurement of the distance to a ball, and the other is self localization, both of which are essential and important technologies for the robocup games.
Evaluation for Ball Measurement
The distance to a ball was measured by a real robot and by a robot in the simulator. The algorithm to measure the distance was the same for both the real and the virtual robots: distance was measured from the number of pixels of the ball region, the coordinates of the center of the ball region, edge information, etc. The ball was set from constant distances from the robot as shown in Fig.10 , and the distance was measured 100 times and the average and the standard deviation were evaluated for each distance. Fig.11 and Fig.12 show the results of the average and the standard deviation respectively. In Fig.11 , the simulator measures almost the same distance as the real robot, especially when the camera characteristics are considered. In Fig.12 , when the camera characteristics are not considered, the standard deviations are zero; and when the characteristics are considered, the deviations by the simulator show the same tendency as that by the real robot. Fig.10 shows color detection for distance measurement with/without the consideration. When considered, the color detection seems much more realistic. 
Evaluation for Self-Localization
We have been applying Monte Carlo Localization(MCL) that is a kind of Markov Localization methods for self localization of real robots [6] . It is shown that the real robot and the simulator obtain similar results for self localization. However, the errors of the simulator are larger than of the real robot. The reason is perhaps that in the simulator, production of images and the cycle of waving head synchronized, and consequently, images had some bias. 
Conclusion
In this paper, we developed a simulator of environment and measurement that considers camera characteristics. The simulator introduced server/client system, and realized separation of each robot's information, introduction of each robot's difference and distribution of processes. For producing virtual images, the simulator utilized OpenGL and considered the effects of blur by lens aberration, etc., random noise on each pixel, lens distortion and delayed exposure for each line of CMOS device. Some experiments show that the simulator imitates the real environment well, and is a useful tool for developing algorithms effectively for multiple mobile robots.
