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EXACT MORSE INDEX COMPUTATION FOR NODAL RADIAL
SOLUTIONS OF LANE-EMDEN PROBLEMS
FRANCESCA DE MARCHIS, ISABELLA IANNI, FILOMENA PACELLA
Abstract. We consider the semilinear Lane-Emden problem{
−∆u = |u|p−1u in B
u = 0 on ∂B
(Ep)
where B is the unit ball of RN , N ≥ 2, centered at the origin and 1 < p < pS, with pS = +∞ if
N = 2 and pS =
N+2
N−2
if N ≥ 3. Our main result is to prove that in dimension N = 2 the Morse
index of the least energy sign-changing radial solution up of (Ep) is exactly 12 if p is sufficiently
large. As an intermediate step we compute explicitly the first eigenvalue of a limit weighted
problem in RN in any dimension N ≥ 2.
1. Introduction
We consider the classical Lane-Emden problem{ −∆u = |u|p−1u in B ⊂ RN
u = 0 on ∂B
(1.1)
where B is the unit ball of RN , N ≥ 2, centered at the origin and 1 < p < pS , with pS = +∞ if
N = 2 and pS = 2
∗ − 1 = N+2
N−2 if N ≥ 3.
It is well know that, due to the oddness of the nonlinearity, (1.1) admits infinitely many solutions.
In particular exactly two of them have constant sign and are radial, while all the others change
sign. Among these ones, one can select the least energy sign changing solution whose existence
can be proved by minimizing the associated energy functional on the nodal Nehari set in the
space H10 (B), exploiting the subcriticality of the exponent p (see [7] and [3] for details). Several
properties of these minimal solutions can be proved, in particular they have only two nodal
regions and their Morse index is precisely two. We recall that the Morse index m(u) of a
solution u of (1.1) is the maximal dimension of a subspace X ⊂ H10 (B) where the quadratic
form associated to the linearized operator at u
Lu = (−∆− p|u|p−1)
is negative definite. Equivalently, since B is a bounded domain, m(u) can be defined as the
number of the negative eigenvalues of Lu counted with their multiplicity.
By doing the same minimizing procedure on the nodal Nehari set in the Sobolev space of radial
functions H10,rad(B) one ends up with a least energy radial sign changing solution up of (1.1)
whose radial Morse index, i.e. in the space H10,rad(B), is precisely 2.
For some time it was an open question to establish whether the least energy radial nodal solu-
tion up was the least energy nodal solution in the whole space H
1
0 (B) or not. This question was
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2answered in [1] by showing, for general semilinear elliptic problems with autonomous nonlinear-
ities, that radial nodal solutions, in balls or annuli, have Morse index greater than or equal to
N + 2 (see Lemma 3.1), so they cannot be the least energy nodal solutions.
As a consequence the question of estimating or computing the Morse index m(up) of the least
energy nodal radial solution up in the whole space H
1
0 (B) raised.
In this paper we analyze this problem and our main result is the computation of m(up), in
dimension N = 2, for large exponents. More precisely we have:
Theorem 1.1. Let N = 2 and up be the least energy sign-changing radial solution to (1.1).
Then
m(up) = 12 for p sufficiently large
where m(up) is the Morse index of up in H
1
0 (B).
Let us explain how we achieve the result and why we get it in the two dimensional case and for
large exponents p.
Since our solution up is radial, to study the spectrum of the linearized operator Lp := Lup a
suitable procedure could be to decompose it as a sum of the spectrum of a radial weighted
operator and the spectrum of the Laplace-Beltrami operator on the unit sphere. This works well
when the domain is an annulus (see for example [2] and [16]) but leads to a weighted eigenvalue
problem with a singularity at the origin if the domain is a ball. To bypass this difficulty we first
approximate the ball B by annuli An with a small hole, showing that the number of negative
eigenvalues of the linearized operator Lp is preserved (see Section 3).
Then the computation of the Morse index of Lp in B corresponds to estimate the eigenvalues of
the operator
L˜np = |x|2 (−∆− Vp(x))
in H10 (An), where the potential Vp(x) is p|up(x)|p−1 (see Section 4). In particular it turns out
that the Morse index of up is determined mainly by the size of the first (radial) eigenvalue β˜1(p)
of this operator, with n = np fixed properly.
In order to study this eigenvalue, a good knowledge of the potential Vp(x) is needed, in other
words this means to know qualitative properties of the solution up of (1.1). Here is where the
hypotheses on the dimension and on the exponent p enter.
Recently, in the paper [17], a very accurate analysis of the asymptotic behavior of the least
energy radial nodal solution up of (1.1) in the ball in dimension N = 2 has been done, as the
exponent p tends to infinity.
In particular it has been shown that a suitable rescaling of the positive part u+p (assuming
up(0) > 0) converges to a regular solution of the Liouville problem in R
2, while a suitable
rescaling of the negative part u−p converges to a solution of a singular Liouville problem in R2
(see also [12] for more general symmetric domains).
This allows to detect precisely the asymptotic behavior as p → +∞ of the crucial eigenvalue
β˜1(p) by several nontrivial estimates (see Section 6). Let us point out that the results in Section
6, in particular Lemma 6.4, show clearly that the contribution to the Morse index of up comes
mainly from the negative nodal region of up. It is interesting also to observe the relation between
the value ofm(up) obtained in Theorem 1.1 and the value of the Morse index of the radial solution
of the singular Liouville problem in the whole plane which has been computed in [9] (and also
in [15]), see Remark 2.3 ahead.
3The asymptotic analysis fulfilled in [17] and [12] allows also to prove a peculiar blow-up (in
time) behavior of the solutions of the associated parabolic problem with initial data close to
these nodal stationary solutions, for p sufficiently large ([10, 14]).
In the case of higher dimensions, N ≥ 3, such an accurate asymptotic analysis of up, as p→ pS
is not yet available. Indeed the results of [4], where low energy nodal solutions of almost critical
problems are studied, do not allow to carry on all the estimates needed to compute the limit
of β˜1(p), as p → pS = N+2N−2 . Therefore the study of the case N ≥ 3 needs to be considered
separately (see [13]).
Finally, let us point out that another important step for the proof of Theorem 1.1 is to compute
the first eigenvalue of the limit weighted operator
L˜∗ = |x|2 [−∆− V (x)] , x ∈ RN
with V defined as in (5.1). This is done in Section 5 in every dimension N ≥ 2 and we believe
that the result could be useful also for other problems.
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2. Preliminary results in dimension N = 2
In this section we state previous results about the asymptotic behavior of nodal solutions of
(1.1) in dimension N = 2. We start by recalling the following well known qualitative properties
for radial least energy nodal solutions (which actually hold in any dimension N ≥ 2):
Proposition 2.1. Let (up) be a family of least energy radial nodal solutions to (1.1) with up(0) >
0, then:
(i) up has exactly 2 nodal regions
(ii) up(0) = ‖u‖∞
(iii) in each nodal region there is exactly one critical point (namely the maximum and the
minimum points)
From now on we will denote by rp the unique nodal radius of up and by sp the unique minimum
radius of up i.e., writing with abuse of notation up(r) = up(|x|),
rp ∈ (0, 1) is such that up(rp) = 0 (2.1)
4and
sp ∈ (rp, 1) is such that ‖u−p ‖∞ = u−p (sp) = −up(sp), (2.2)
where u−p is the negative part of up.
Next we recall the results obtained in [17] for least energy radial nodal solutions that we sum-
marize in the following theorem.
Theorem 2.2. Let N = 2 and let (up) be a family of least energy radial nodal solutions to (1.1)
with up(0) > 0. Let us define
(ε+p )
−2 := pup(0)p−1,
(ε−p )
−2 := pup(sp)p−1, (2.3)
and the rescaled functions
z+p (x) := p
up(ε
+
p x)− up(0)
up(0)
, x ∈ B
ε+p
(2.4)
z−p (x) := p
up(ε
−
p x)− up(sp)
up(sp)
, x ∈ B
ε−p
. (2.5)
Then
ε±p −→
p→+∞ 0 (2.6)
z+p −→
p→+∞ U in C
1
loc(R
2) (2.7)
z−p −→
p→+∞ Zℓ in C
1
loc(R
2 \ {0}) (2.8)
where
U(x) := log
(
1
1 + 18 |x|2
)2
(2.9)
is the regular solution of { −∆U = eU in R2∫
R2
eUdx = 8π,U(0) = 0
(2.10)
and
Zℓ(x) := log
(
2(γ + 2)2δγ+2|x|γ
(δγ+2 + |x|γ+2)2
)
, (2.11)
with
ℓ = lim
p→+∞
sp
ε−p
≈ 7.1979, γ =
√
2ℓ2 + 4− 2, δ = (γ + 4
γ
)
1
γ+2 ℓ, (2.12)
is a singular radial solution of { −∆Z = eZ +Hδ0 in R2∫
R2
eZdx <∞ (2.13)
where H = − ∫ ℓ0 eZℓ(s)s ds and δ0 is the Dirac measure centered at 0.
Moreover if we denote by rp the nodal radius of up, then
rp
ε+p
−→
p→+∞ +∞,
ε−p
rp
−→
p→+∞ +∞. (2.14)
5Remark 2.3. Note that it is the precise value of the constant ℓ (see (2.12)) that allows in [17] to
determine the unique radial solution Zℓ of the singular Liouville problem to which z
−
p converges.
As shown in [9], the Morse index of Zℓ is
m(Zℓ) = 1 + 2
[√
2ℓ2 + 4
2
]
= 11,
(where [x] denotes the biggest integer which is less or equal than x), and the kernel of the
linearized operator at Zℓ has dimension
k(Zℓ) = 1.
Also in our proof (see Section 6) it is crucial to know the exact value of ℓ in order to prove that
m(up) is precisely 12. The fact that
m(up) = m(Zℓ) + k(Zℓ),
seems to indicate a connection between the spectrum of the linearized operator at up and that
of the linearized operator at Zℓ. This stresses once again that the relevant contribution to the
Morse index of up is given by its negative nodal region.
For more general symmetric domains, as a consequence of a general profile decomposition theo-
rem, in the paper [12] further asymptotic results have been obtained. In particular we recall the
following estimate that we will need later, which corresponds to property (P k3 ) in [12, Proposi-
tion 2.2] (indeed in the radial case the origin is the only absolute maximum point of |up| and
k = 1 by [12, Proposition 3.6]):
p|y|2|up(y)|p−1 ≤ C for any y ∈ B. (2.15)
3. Linearized operator and approximation of its eigenvalues
Let up be a solution to (1.1) and let Lp : H
2(B) ∩H10 (B) → L2(B) be the linearized operator
at up, namely
Lpv := −∆v − p|up(x)|p−1v. (3.1)
It is well known that Lp admits a sequence of eigenvalues which, counting them according to
their multiplicity, we denote by
µ1(p) < µ2(p) ≤ . . . ≤ µi(p) ≤ . . . , µi(p)→ +∞ as i→ +∞.
We also recall their min-max characterization
µi(p) = inf
W⊂H10(B)
dimW=i
max
v∈W
v 6=0
Rp[v], i ∈ N+ (3.2)
where Rp[v] is the Rayleigh quotient
Rp[v] :=
Qp(v)∫
B
v(x)2dx
(3.3)
and Qp : H
1
0 (B)→ R denotes the quadratic form associated to Lp, namely
Qp(v) :=
∫
B
[|∇v(x)|2 − p|up(x)|p−1v(x)2] dx.
6The Morse index of up, denoted by m(up), is the maximal dimension of a subspace X ⊆ H10 (B)
such that Qp(v) < 0, ∀v ∈ X \ {0}. Since B is a bounded domain this is equivalent to say that
m(up) is the number of the negative eigenvalues of Lp counted with their multiplicity.
Now let up be a radial solution to (1.1), then, if it is sign-changing, from [1] we have the following
lower bound on its Morse index which applies in particular to least energy sign-changing radial
solutions of (1.1)
Lemma 3.1. Let p ∈ (1, pS) and let up be any sign-changing radial solution to (1.1), then
m(up) ≥ N + 2
Proof. The proof is given in [1] for semilinear equations with general autonomous nonlineari-
ties f(u), showing that the linearized operator Lp has at least N negative eigenvalues whose
corresponding eigenfunctions are non-radial and do change sign. Therefore, adding the first
eigenvalue, which is obviously associated to a radial eigenfunction, one gets at least N + 1 neg-
ative eigenvalues. In the case when f is superlinear, as for f(u) = |u|p−1u, p > 1, then it is
easy to see, testing the quadratic form on the solution up in each nodal region, that there are
at least as many radial negative eigenfunctions as the number of nodal regions of up. Therefore
m(up) ≥ N + 2. 
When up is a radial solution to (1.1) we can also consider the sequence of the radial eigenvalues
of Lp (i.e. eigenvalues which are associated to a radial eigenfunction) that we denote by
βi(p), i ∈ N+
counting them with their multiplicity. For the eigenvalues βi(p) an analogous characterization
holds:
βi(p) = inf
W⊂H10,rad(B)
dimW=i
max
v∈W
v 6=0
Rp[v] (3.4)
where Rp is as in (3.3) and H
1
0,rad(B) is the subspace of the radial functions of H
1
0 (B).
The radial Morse index of up, denoted by mrad(up), is then the number of the negative radial
eigenvalues βi(p) of Lp counted according to their multiplicity. It is well known (see for instance
[3]) that for least energy nodal radial solutions up to (1.1) we have
mrad(up) = 2 (3.5)
for any p ∈ (1, pS).
As mentioned in the introduction, in order to compute the Morse index of up we approximate
the eigenvalue problem for Lp with analogous problems in annuli.
Therefore we consider the annuli
An := {x ∈ RN : 1
n
< |x| < 1}, n ∈ N+, (3.6)
7and denote by
µni (p), i ∈ N+
the Dirichlet eigenvalues of Lp in An counted according to their multiplicity. Again they can be
characterized as
µni (p) = inf
V⊂H10 (An)
dimV=i
max
v∈V
v 6=0
Rnp [v] (3.7)
where Rnp is the corresponding Rayleigh quotient
Rnp [v] :=
Qnp (v)∫
An
v(x)2dx
(3.8)
and Qnp : H
1
0 (An)→ R is the associated quadratic form
Qnp(v) :=
∫
An
(|∇v(x)|2 − p|up(x)|p−1v(x)2) dx.
Let us denote by knp the number of negative eigenvalues µ
n
i (p).
For a radial solution up to (1.1) let us also set by
βni (p), i ∈ N+
the radial Dirichlet eigenvalues of Lp in An counted with their multiplicity. Again we have
βni (p) = inf
V⊂H10,rad(An)
dimV =i
max
v∈V
v 6=0
Rnp [v] (3.9)
where Rnp is as in (3.8).
Finally let knp,rad be the number of radial negative eigenvalues of Lp in An.
It is easy to see, using the canonical embedding H10 (An) ⊂ H10 (B) and the min-max characteri-
zations (3.2), (3.7) and (3.4), (3.9), that the following inequalities hold
µni (p) ≥ µi(p) and βni (p) ≥ βi(p) ∀ i, n ∈ N+. (3.10)
Similarly we have
µni (p) ≥ µn+1i (p) and βni (p) ≥ βn+1i (p) ∀ i, n ∈ N+. (3.11)
By the continuity of the eigenvalues with respect to the domain we have the following:
Lemma 3.2. Let p ∈ (1, pS) be fixed. Then
µni (p)ց µi(p) and βni (p)ց βi(p) as n→ +∞ ∀ i ∈ N+.
Proof. Though the proof relies on standard arguments we write it for the reader’s convenience.
Let us fix i ∈ N+ and, to shorten the notation, let us drop the dependence on p, so we write
µni := µ
n
i (p), µi := µi(p), β
n
i := β
n
i (p), βi := βi(p). Moreover for any function g ∈ H10 (An) we
still denote by g its extension to the whole ball B which is equal to zero in B \ An.
By (3.10) it is enough to prove the following
Claim. For any ε > 0 there exists nε ∈ N+ such that µni ≤ µi + ε, for n ≥ nε (3.12)
8Let ε > 0 be fixed. Then by the min-max characterization of µi there exists Wε ⊂ H10 (B),
dimWε = i such that
max
w∈Wε
w 6=0
Rp[w] < µi +
ε
2
(3.13)
Let us denote by wεj , j = 1, . . . , i an orthogonal basis of Wε, hence Wε = span{wε1, wε2, . . . , wεi }
and without loss of generality assume that
∫
B
wεj(x)
2dx = 1, for any j = 1, . . . , i.
We point out that for any function g ∈ H10 (B) there exists a sequence gn compactly supported
in B \ {0} such that gn → g in H10 (B). It is obviously possible to choose gn with its support in
An. Hence there exist sequences
(
vεn,j
)
n
∈ H10 (An) such that vεn,j → wεj , for any j ∈ {1, . . . , i}
in H10 (B) as n→ +∞ (extension to zero), j = 1, . . . , i.
For n large the space V εn ⊂ H10 (An), defined by
V εn := span{vεn,1, vεn,2, . . . , vεn,i}
satisfies dimV εn = i. Indeed if by contradiction there exist tn,j ∈ R such that
i∑
j=1
tn,jv
ε
n,j = 0 and (tn,1, . . . , tn,i) 6= (0, . . . , 0)
then also
i∑
j=1
tn,j
maxj{|tn,j |}v
ε
n,j = 0, (3.14)
but, being bounded,
tn,j
maxj{|tn,j |} → tj , up to subsequences, as n→ +∞ j = 1, . . . , i and it is not
difficult to see that, up to a subsequence, there exists ℓ ∈ {1, . . . , i} such that |tℓ| = 1. Passing
to the limit in (3.14) we get then
∑i
j=1 tjw
ε
j = 0 with |tℓ| = 1, which is in contradiction with
dimWε = i.
We now show the existence of nε ∈ N+ such that
max
v∈V εn
v 6=0
Rnp [v] ≤ max
w∈Wε
w 6=0
Rp[w] +
ε
2
, for n ≥ nε (3.15)
Since µni ≤ maxv∈V εn
v 6=0
Rnp [v], (3.15) together with (3.13) proves Claim (3.12) and so the assertion.
In order to prove (3.15) we argue by contradiction. Hence let us assume that there exists a
subsequence nk → +∞ such that
max
v∈V εnk
v 6=0
Rnkp [v] > max
w∈Wε
w 6=0
Rp[w] +
ε
2
, for any k (3.16)
Let v˜εk ∈ V εnk , v˜εk 6= 0 such that
Rnkp [v˜
ε
k] = max
v∈V εnk
v 6=0
Rnkp [v].
Since the Rayleigh quotient is 0-homogeneous we can assume without loss of generality that∫
Ank
v˜εk(x)
2dx = 1. (3.17)
By definition of the space V εnk there exists (t
ε
k,1, t
ε
k,2, . . . , t
ε
k,i) ∈ Ri such that
v˜εk = t
ε
k,1v
ε
nk,1
+ tεk,2v
ε
nk,2
+ . . . + tεk,iv
ε
nk,i
.
9Now recalling that each sequence vεnk,j → wεj in H10 (B) as k → +∞ for j = 1, . . . , i and that the
wεj , j = 1, . . . , i, form an orthogonal basis verifying ‖wεj‖L2(B) = 1 we deduce that the sequences(
tεk,j
)
k
, j = 1, . . . , i are bounded, being
1
(3.17)
=
∫
Ank
v˜εk(x)
2dx =
i∑
j=1
(
tεk,j
)2 ∫
Ank
vεnk,j(x)
2dx + ok(1)
i∑
j,ℓ=1
j 6=ℓ
tεk,j t
ε
k,ℓ
=
i∑
j=1
(
tεk,j
)2
+ ok(1) + ok(1)
i∑
j,ℓ=1
j 6=ℓ
tεk,j t
ε
k,ℓ,
then
i∑
j=1
(
tεk,j
)2 ≤ 1 + ok(1) + ok(1) i∑
j=1
(
tεk,j
)2
.
So there exists tεj ∈ R such that up to a subsequence tεk,j → tεj ∈ R, j = 1, . . . , i.
As a consequence, passing to a subsequence, that we continue to denote by (v˜εk)k, we get
v˜εk → wε := tε1wε1 + tε2wε2 + . . . + tεiwεi in H10 (B) as k → +∞.
Clearly the limit wε ∈Wε and moreover Rnkp [v˜εk] = Rp[v˜εk]→ Rp[wε] as k → +∞. Passing to the
limit in (3.16) as k → +∞ it follows that
Rp[wε] ≥ max
w∈Wε
w 6=0
Rp[w] +
ε
2
,
which is a contradiction.
In the same way the assertion on the convergence of the radial eigenvalues can be proved. 
By Lemma 3.2 and (3.10) it follows that the number of negative eigenvalues (resp. negative
radial eigenvalues) of the linearized operator Lp in B coincides with the number k
n
p (resp. k
n
p,rad)
of negative eigenvalues (resp. negative radial eigenvalues) of Lp in An, for n large:
Lemma 3.3. Let p ∈ (1, pS) and let up be a solution to (1.1). Then there exists n′p ∈ N+ such
that:
a) m(up) = k
n
p and, if up is radial, also mrad(up) = k
n
p,rad for n ≥ n′p.
b) In particular if up is the least energy nodal radial solution to (1.1) then by (3.5) it follows
that
knp,rad = 2 for n ≥ n′p.
4. Auxiliary weighted eigenvalue problems in annuli
For a radial solution up to (1.1), we consider the following linear operator L˜np : H
2(An) ∩
H10 (An)→ L2(An):
L˜npv := |x|2
(−∆v − p|up(x)|p−1v) , x ∈ An, (4.1)
10
where An are the annuli in (3.6) and let us denote by
µ˜ni (p), i ∈ N+
its eigenvalues counted with their multiplicity. The corresponding eigenfunctions hni,p satisfy
−∆hni,p(x)− p|up(x)|p−1hni,p(x) = µ˜ni (p)
hni,p(x)
|x|2 x ∈ An
hni,p = 0 on ∂An
(4.2)
Since the singularity x = 0 does not belong to the annulus An, the eigenvalues µ˜
n
i (p) can be
characterized as
µ˜ni (p) = inf
W⊂H10 (An)
dimW=i
max
v∈W
v 6=0
∫
An
(|∇v(x)|2 − p|up(x)|p−1v(x)2) dx∫
An
v(x)2
|x|2 dx
(4.3)
Let k˜np, be the number of the negative eigenvalues of the operator L˜
n
p , counted with their multi-
plicity.
Furthermore, since up is radial we consider the following linear operator with weight L˜np,rad :
H2(( 1
n
, 1)) ∩H10 (( 1n , 1))→ L2(( 1n , 1))
L˜np,radv := r
2
(
−v′′ − (N − 1)
r
v′ − p|up(r)|p−1v
)
, r ∈ ( 1
n
, 1)
and denote by
β˜ni (p), i ∈ N+
its eigenvalues counted with their multiplicity. Clearly β˜ni (p) is an eigenvalue of L˜
n
p,rad
if and
only if it is a radial eigenvalue of L˜np, (i.e. an eigenvalue associated with radial eigenfunctions)
and so the following characterization holds true
β˜ni (p) = inf
V⊂H10,rad(An)
dimV=i
max
v∈V
v 6=0
∫
An
(|∇v(x)|2 − p|up(x)|p−1v(x)2) dx∫
An
v(x)2
|x|2 dx
. (4.4)
Finally by k˜np,rad we mean the number of negative eigenvalues of the operator L˜
n
p rad
.
Denoting by σ(·) the spectrum of a linear operator we have the following decomposition result:
Lemma 4.1. Let p ∈ (1, pS) and up be a radial solution to (1.1). Then for any n ∈ N+
σ(L˜np ) = σ(L˜
n
p,rad
) + σ(−∆SN−1) (4.5)
where ∆SN−1 is the Laplace-Beltrami operator on the unit sphere S
N−1, N ≥ 2.
Proof. The proof is not difficult, we refer to [16] or [2]. 
By Lemma 4.1 we then have that, for any n ∈ N+, the eigenvalues µ˜nj (p) of L˜np are given by
µ˜nj (p) = β˜
n
i (p) + λk, for i, j = 1, 2, . . . , k = 0, 1, . . . (4.6)
11
where β˜ni (p), i = 1, 2, . . . are the eigenvalues of the radial operator L˜
n
prad
and λk, k = 0, 1, . . .
are the eigenvalues of the Laplace-Beltrami operator −∆SN−1 on the unit sphere SN−1, N ≥ 2.
It is known ([5, Proposition 4.1]) that
λk = k(k +N − 2), k = 0, 1, . . . (4.7)
with multiplicity
Nk −Nk−2 (4.8)
where
Nh :=
(
N − 1 + h
N − 1
)
=
(N − 1 + h)!
(N − 1)!h! , if h ≥ 0, Nh = 0, if h < 0.
It is important to note that in the previous decomposition only the eigenvalues β˜ni (p) depend
on the exponent p while the eigenvalues λk depend only on the dimension N.
Recall that by the approximation results in Section 3 we know that m(up) = k
n
p and mrad(up) =
knp,rad = 2 for n large, where k
n
p and k
n
p,rad are, respectively, the number of negative eigenval-
ues and the number of negative radial eigenvalues of the linearized operator Lp in the annulus An.
Next result establishes an important equivalence between knp and k
n
p,rad = 2 and the number of
negative eigenvalues of the auxiliary weighted operators L˜np and L˜
n
p,rad
that we have introduced
in this section:
Lemma 4.2. Let N ≥ 2, p ∈ (1, pS) and up be a solution to (1.1). Then
a) the number knp of negative eigenvalues µ
n
i (p) of Lp in An coincides with the number k˜
n
p of
negative eigenvalues µ˜ni (p) of L˜
n
p ;
b) if up is radial, then the number k
n
p,rad of negative radial eigenvalues β
n
i (p) of Lp in An coincides
with the number k˜np,rad of negative eigenvalues β˜
n
i (p) of L˜
n
p,rad
.
Proof. The proof of part a) is the same as in [16, Lemma 2.1] and we repeat it below for com-
pleteness, the proof of part b) follows similarly, restricting to radial functions.
Step 1. We show that knp ≥ k˜np .
Let h be an eigenfunction for the operator L˜np corresponding to a negative eigenvalue µ˜
n(p) < 0:{
−∆h(x)− p|up(x)|p−1h(x) = µ˜n(p)h(x)|x|2 x ∈ An
h = 0 on ∂An
(4.9)
Multiplying (4.9) by h and integrating over An we get
Qnp (h) =
∫
An
[|∇h(x)|2 − p|up(x)|p−1h(x)2] dx = µ˜n(p)∫
An
h(x)2
|x|2 dx < 0
namely h makes the quadratic form Qnp negative. The conclusion follows from the fact that the
set of all these eigenfunctions is a space of dimension k˜np .
Step 2. We show that knp ≤ k˜np .
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Let us assume by contradiction that knp > k˜
n
p and let W be the k
n
p -dimensional space spanned
by the orthogonal eigenfunctions ϕi associated to the negative Dirichlet eigenvalues of Lp in An
W := span{ϕ1, ϕ2, . . . , ϕknp } ⊂ H10 (An).
By the variational characterization (4.3) of the eigenvalues of L˜np we would have
µ˜nknp
(p) ≤ max
v∈W
v 6=0
∫
An
(|∇v(x)|2 − p|up(x)|p−1v(x)2) dx∫
An
v(x)2
|x|2 dx
< 0, (4.10)
reaching a contradiction. 
Combining the previous result with the approximation done in Section 3 we get:
Proposition 4.3. Let N ≥ 2, p ∈ (1, pS) and up be a solution to (1.1). Then there exists
n′p ∈ N+ such that:
a) the Morse index m(up) of up coincides with the number k˜np of negative eigenvalues µ˜
n
i (p)
(counted with their multiplicity) of L˜np for n ≥ n′p;
b) if up is radial, the radial Morse index mrad(up) of up coincides with the number k˜np,rad of
negative eigenvalues β˜ni (p) (counted with their multiplicity) of L˜
n
p,rad
for n ≥ n′p.
Proof. It follows with n′p ∈ N+ as in Lemma 3.3, combining the results in Lemma 3.3 and Lemma
4.2. 
Corollary 4.4. Let N ≥ 2, p ∈ (1, pS) and up be the least energy sign-changing radial solution
to (1.1). Then there exists n′p ∈ N+ such that:
a) k˜np ≥ N + 2, for n ≥ n′p;
b) k˜np,rad = 2, for n ≥ n′p.
Proof. From Lemma 3.1, (3.5) and Proposition 4.3. 
Next result gives an important estimate of the second eigenvalue β˜n2 (p) of the auxiliary weighted
radial operator L˜np,rad, when up is the least energy sign changing radial solution to (1.1).
Proposition 4.5. Let N ≥ 2, p ∈ (1, pS) and up be the least energy sign-changing radial solution
to (1.1) with up(0) > 0. Then there exists n
′′
p ∈ N+ such that:
β˜n2 (p) > −(N − 1) for any n ≥ n′′p.
Proof. By Proposition 2.1 we now that up has 2 nodal regions and that, letting rp ∈ (0, 1) be
the nodal radius as defined in (2.1), then up(r) > 0 for r ∈ (0, rp), up(r) < 0 for r ∈ (rp, 1),
up(r) is strictly decreasing for r ∈ (0, rp) and it has a unique minimum point sp ∈ (rp, 1).
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Moreover by the Hopf Lemma
∂up
∂r
(rp) < 0 and
∂up
∂r
(1) > 0. Let η(r) :=
∂up
∂r
. Hence by the above
considerations for any n ≥ n′′p := [ 1rp ] + 1, η satisfies L˜
n
p,rad
η = −(N − 1)η, r ∈ ( 1
n
, 1)
η( 1
n
) < 0
η(1) > 0
and moreover η has a unique zero in the interval ( 1
n
, 1) if n ≥ n′′p.
Let w be an eigenfunction of L˜np,rad associated with the eigenvalue β˜
n
2 , namely L˜
n
p,rad
w = β˜n2w, r ∈ ( 1n , 1)
w( 1
n
) = 0
w(1) = 0
Assume by contradiction that β˜n2 ≤ −(N − 1).
If β˜n2 = −(N − 1) then η and w are two solutions of the same Sturm-Liouville equation
(rN−1v′)′ +
[
p|up(r)|p−1rN−1 + β˜
n
2
r3−N
]
v = 0, r ∈ ( 1
n
, 1)
and they are linearly independent because η(1) 6= 0 = w(1). As a consequence (Sturm Separation
Theorem) the zeros of η and w must alternate. Since η has a unique zero in ( 1
n
, 1), this implies
that w > 0 in ( 1
n
, 1) and so β˜n2 = β˜
n
1 .
If −(N − 1) > β˜n2 then by the Sturm Comparison Theorem, η must have a zero between any
two consecutive zeros of w. As a consequence, since η has a unique zero, it must be w > 0 in
( 1
n
, 1) and again β˜n2 = β˜
n
1 which is not possible. 
5. A limit weighted eigenvalue problem
In this section we consider the weighted operator
L˜∗v := |x|2 [−∆v − V (x)v] , x ∈ RN , N ≥ 2,
where V is defined as follows
V (x) :=

eU(x) =
(
1
1+ 1
8
|x|2
)2
if N = 2.
pSU
pS−1(x) = N+2
N−2
(
N(N−2)
N(N−2)+|x|2
)2
if N ≥ 3
(5.1)
and U is defined as in (2.9) if N = 2, while for N ≥ 3
U(x) :=
(
N(N − 2)
N(N − 2) + |x|2
)N−2
2
(5.2)
is the unique positive bounded radial solution to the critical equation{
−∆U = U N+2N−2 in RN
U(0) = 1.
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We are interested in computing the first eigenvalue of L˜∗ and exhibit an associated eigenfunction.
In order to define the first eigenvalue we need first to introduce a suitable space of functions.
Let us recall that D1,2(RN ) is the Hilbert space defined as the closure of C∞c (RN ) with respect
to the Dirichlet norm ‖v‖D1,2(RN ) :=
(∫
RN
|∇v(x)|2dx) 12 and let us denote by D1,2rad(RN ) the
subspace of the radial functions in D1,2(RN ). Moreover let L21
|x|
(RN ) be the Hilbert space
L21
|x|
(RN ) :=
{
v : RN → R : v|x| ∈ L
2(RN )
}
endowed with the scalar product (u, v) :=
∫
RN
u(x)v(x)
|x|2 dx.
Then we can define the space
Drad(R
N ) := D1,2rad(R
N ) ∩ L21
|x|
(RN ) (5.3)
endowed with the scalar product
(u, v) =
∫
RN
∇u(x)∇v(x) dx +
∫
RN
u(x) v(x)
|x|2 dx.
Observe that Drad(R
N ) defined in (5.3) is an Hilbert space and obviously it embeds contin-
uously both in D1,2rad(R
N ) and in L21
|x|
(RN ). Moreover by the Hardy inequality ([18, 19, 20])
Drad(R
N ) = D1,2rad(R
N ) when N ≥ 3, while it is well known that Drad(R2) ( D1,2rad(R2).
Let us set
β˜∗ := inf
v∈Drad(RN )
v 6=0
R˜∗(v) (5.4)
where
R˜∗(v) :=
Q˜∗(v)
‖ v|x|‖2L2(RN )
,
Q˜∗(v) :=
∫
RN
(|∇v(x)|2 − V (x)v(x)2) dx
and Drad(R
N ) is the space in (5.3).
Since x 7→ V (x)|x|2 is bounded, Q˜∗(v) and R˜∗(v) are well defined for v ∈ Drad(RN ), in-
deed one has
∫
RN
|∇v(x)|2dx < ∞ and ∫
RN
V (x)v(x)2dx ≤ supRN (V (x)|x|2)
∫
RN
v(x)2
|x|2 dx =
C
∫
RN
v(x)2
|x|2 dx <∞.
Our main result is the following:
Theorem 5.1. For any N ≥ 2
β˜∗ = −(N − 1)
and it is achieved at the function
η1(x) =

|x|
1+ 1
8
|x|2 if N = 2
|x|
(1+
|x|2
N(N−2)
)
N
2
if N ≥ 3 . (5.5)
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The proof of Theorem 5.1 is postponed at the end of the section. Here we start with the following:
Proposition 5.2. Let λ ≤ 0 and let η ∈ C2(RN \ {0}) ∩Drad(RN ), η ≥ 0, η 6= 0, be a radial
solution to
−∆η(x)− V (x)η(x) = λη(x)|x|2 x ∈ R
N \ {0} (5.6)
Then
λ = −(N − 1).
Proof. It is easy to check that the function η1 in (5.5) is a solution to
−∆η1(x)− V (x)η1(x) = λ1 η1(x)|x|2 x ∈ R
N \ {0} (5.7)
with λ1 = −(N−1). Let us assume that there exists a function η2 ∈ C2(RN\{0})∩Drad(RN )\{0},
radial and nonnegative solving
−∆η2(x)− V (x)η2(x) = λ2 η2(x)|x|2 x ∈ R
N \ {0} (5.8)
for some λ2 ≤ 0.
Being
∫
RN
|∇η2|2dx < +∞ there exist two sequences of radii rn → 0 and Rn → +∞ such that
rNn |∇η2(rn)|2 → 0 and RNn |∇η2(Rn)|2 → 0 as n→ +∞,
so in particular
rNn |∇η2(rn)| → 0 and |∇η2(Rn)| → 0 as n→ +∞. (5.9)
Besides, applying Lemma A.1 and Lemma A.2 in the Appendix we get that
rN−1n η2(rn)→ 0 and
η2(Rn)
Rn
→ 0 as n→ +∞. (5.10)
Next, multiplying (5.7) by η2 and (5.8) by −η1, adding them and integrating over BRn(0)\Brn (0)
we get
(λ1 − λ2)
∫
BRn (0)\Brn (0)
η1(x)η2(x)
|x|2 dx =
∫
∂BRn (0)
η1∇η2 · ν dS︸ ︷︷ ︸
=:An
+
∫
∂BRn (0)
η2∇η1 · ν dS︸ ︷︷ ︸
=:Bn
−
∫
∂Brn (0)
η1∇η2 · ν dS︸ ︷︷ ︸
=:Cn
−
∫
∂Brn (0)
η2∇η1 · ν dS︸ ︷︷ ︸
=:Dn
(5.11)
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where ν is the outer normal to ∂BRn(0). Then by virtue of the previous considerations and using
the explicit expression of η1 in (5.5), we can estimate An, Bn Cn and Dn as follows:
|An| ≤ cNRN−1n η1(Rn)|∇η2(Rn)| ≤ cNRN−1n R−(N−1)n |∇η2(Rn)|
(5.9)−→ 0 as n→ +∞,
|Bn| ≤ cNRN−1n η2(Rn)|∇η1(Rn)| ≤ cNRN−1n η2(Rn)R−Nn =
cNη2(Rn)
Rn
(5.10)−→ 0 as n→ +∞,
|Cn| ≤ cNrN−1n η1(rn)|∇η2(rn)| ≤ cNrN−1n rn|∇η2(rn)|
(5.9)−→ 0 as n→ +∞,
|Dn| ≤ cNrN−1n η2(rn)|∇η1(rn)| ≤ cNrN−1n η2(rn)
(5.10)−→ 0 as n→ +∞,
where in the above estimates we have denoted by cN a generic constant depending only on N .
Thus passing to the limit in (5.11) we get
(λ1 − λ2)
∫
RN
η1(x)η2(x)
|x|2 dx = 0
which implies that λ2 = λ1 = −(N − 1), because η1 > 0 in RN \ {0} and by assumption η2 ≥ 0,
η2 6≡ 0. 
Lemma 5.3. β˜∗ ≤ −(N − 1) (< 0).
Proof. Let η1 be the function defined in (5.5). Then η1 ∈ Drad(RN ) and satisfies the equation
(5.6). Multiplying it by η1 and integrating over R
N we get
R˜∗(η1) = −(N − 1)
and the conclusion follows recalling the definition of β˜∗ in (5.4). 
Proof of Theorem 5.1. First we show a coercivity property: for all v ∈ Drad(RN ),
∫
RN
v(x)2
|x|2 dx =
1
Q˜∗(v) =
∫
RN
|∇v(x)|2dx−
∫
RN
V (x)|x|2 v(x)
2
|x|2 dx
≥
∫
RN
|∇v(x)|2dx− sup
RN
(
V (x)|x|2) ∫
RN
v(x)2
|x|2 dx
=
∫
RN
|∇v(x)|2dx− C (5.12)
where (0 <) C := supRN
(
V (x)|x|2) <∞. Since one can easily show that
β˜∗ = inf
v∈Drad(RN )
‖ v
|x|
‖2
L2(RN )
=1
Q˜∗(v),
then clearly (5.12) implies that β˜∗ > −∞.
Let (vn)n ⊂ Drad(RN ) be a minimizing sequence for (5.4) with ‖ vn|x|‖L2(RN ) = 1. Clearly we can
assume without loss of generality that vn ≥ 0 (because otherwise we could consider |vn|). By the
coercivity property (5.12) it follows that vn is bounded in D
1,2
rad(R
N ) and hence in Drad(R
N ),
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being ‖ vn|x|‖L2(RN ) = 1. Therefore, by the reflexivity of Drad(RN ), there exists v ∈ Drad(RN ) such
that up to a subsequence
vn ⇀ v in Drad(R
N )
vn → v in Lq(BR), 1 < q < +∞ if N = 2; 1 < q < 2N
N − 2 if N ≥ 3
vn ⇀ v in D
1,2
rad(R
N ) by the continuous embedding of Drad(R
N ) into D1,2rad(R
N )
vn ⇀ v in L
2
1
|x|2
(RN ) by the continuous embedding of Drad(R
N ) into L2 1
|x|2
(RN )
vn → v a.e. in RN .
Hence v ≥ 0,
‖∇v‖L2(RN ) ≤ lim inf
n→+∞ ‖∇vn‖L2(RN ) (5.13)
and ∥∥∥∥ v|x|
∥∥∥∥
L2(RN )
≤ lim inf
n→+∞
∥∥∥∥ vn|x|
∥∥∥∥
L2(RN )
= 1. (5.14)
Next we show that ∫
RN
V (x)vn(x)
2dx→
∫
RN
V (x)v(x)2dx as n→ +∞. (5.15)
Let us fix ε > 0 then∣∣∣∣∣
∫
{|x|>R}
V (x)(vn(x)
2 − v(x)2)dx
∣∣∣∣∣ ≤ sup|x|>R(V (x)|x|2)
[∫
{|x|>R}
vn(x)
2
|x|2 dx+
∫
{|x|>R}
v(x)2
|x|2 dx
]
(5.14)
≤ C
R2
<
ε
2
,
choosing R sufficiently large.
On the other hand, fixing the same R, since vn → v in L2(BR), also
V
1
2 vn → V
1
2 v in L2(BR)
and hence ∫
BR
V (x)vn(x)
2 dx→
∫
BR
V (x)v(x)2dx.
Therefore for n large ∣∣∣∣∫
BR
V (x)vn(x)
2 −
∫
BR
V (x)v(x)2
∣∣∣∣ < ǫ2 ,
thus proving (5.15).
By (5.13), (5.15) and Lemma 5.3 it follows that
Q˜∗(v) =
∫
RN
(|∇v(x)|2 − V (x)v(x)2) dx ≤ lim inf
n
∫
RN
(|∇vn(x)|2 − V (x)vn(x)2) dx
= β˜∗ ≤ −(N − 1) < 0, (5.16)
in particular Q˜∗(v) < 0 and so v 6= 0.
Next we show that ∥∥∥∥ v|x|
∥∥∥∥
L2(RN )
= 1. (5.17)
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By the definition of β˜∗ and (5.16) we have
β˜∗ ≤ R˜∗(v) = Q˜
∗(v)
‖ v|x|‖2L2(RN )
≤ β˜
∗
‖ v|x|‖2L2(RN )
. (5.18)
Since β˜∗ < 0 then necessarily ∥∥∥∥ v|x|
∥∥∥∥
L2(RN )
≥ 1
which together with (5.14) gives (5.17). As a consequence from (5.18) we get
R˜∗(v) = β˜∗
namely the infimum of problem (5.4) is attained at v.
Finally since v ≥ 0, v 6= 0, is a radial solution to
−∆v(x)− V (x)v(x) = β˜∗ v(x)|x|2 x ∈ R
N
with β˜∗ < 0 we can apply Proposition 5.2 obtaining that β˜∗ = −(N − 1). 
6. N = 2: asymptotic analysis of the eigenvalues β˜n1 (p)
In this section we focus on the case N = 2 and we study the value of the first eigenvalue β˜n1 (p)
of the auxiliary weighted radial operator L˜np,rad, when up is the least energy sign changing radial
solution to (1.1).
Our results concern the asymptotic behavior as p→ +∞ of a family of eigenvalues
β˜1(p) := β˜
np
1 (p) with np := max{n′p, n′′p, [(ε+p )−2] + 1} (6.1)
where n′p is defined in Corollary 4.4, while n′′p is introduced in Proposition 4.5 and ε+p is defined
in (2.3).
Notice that this choice of np and Corollary 4.4 imply that β˜1(p) < 0 for every p > 1.
The main result of this section is the following.
Theorem 6.1. Let N = 2, then
lim
p→+∞ β˜1(p) = −
ℓ2 + 2
2
≃ −26.9,
where ℓ is defined as in (2.12).
We emphasize that while all the results in the previous sections hold true in any dimension
N ≥ 2 and for any p ∈ (1, pS), Theorem 6.1 is related only to the case N = 2 and p → +∞.
Indeed, as we will see, the proof relies on the precise asymptotic behavior as p → +∞ of up
when N = 2, which has been investigated in [17, 12] as already recalled in Section 2.
19
For any fixed p > 1 let us set
Ap := Anp = {y ∈ R2 :
1
np
< |y| < 1} (6.2)
and let φp be the (radial and positive) eigenfunction of L˜
np
p, rad associated with the first eigenvalue
β˜1(p), which satisfies, for r = |x|{
−φ′′p − φ
′
p
r
− p|up|p−1φp = β˜1(p)φpr2 , r ∈ ( 1np , 1)
φp(
1
np
) = φp(1) = 0,
(6.3)
and normalized in such a way that ∥∥∥∥φp|y|
∥∥∥∥
L2(Ap)
= 1. (6.4)
Lemma 6.2. There exists C > 0 such that
sup{‖∇φp‖2L2(Ap) : p ∈ (1,+∞)} ≤ C.
Proof. Since β˜1(p) < 0 and recalling that p|up(y)|p−1|y|2 ≤ C for any y ∈ B (see (2.15)) we
have: ∫
Ap
|∇φp(y)|2dy =
∫
Ap
p|up(y)|p−1φp(y)2dy + β˜1(p)
∫
Ap
φp(y)
2
|y|2 dy
≤
∫
Ap
p|up(y)|p−1|y|2φp(y)
2
|y|2 dy ≤ C
∫
Ap
φp(y)
2
|y|2 dy = C
where the last equality follows by (6.4). 
We start by deriving a, still inaccurate, estimate from below of β˜1(p) that will be useful in the
sequel.
Lemma 6.3. There exists C > 0 such that
− C ≤ β˜1(p) (< 0). (6.5)
Proof. By (6.3), multiplying by φp and integrating over Ap we have∫
Ap
|∇φp(y)|2dy =
∫
Ap
p|up(y)|p−1φp(y)2dy + β˜1(p)
∫
Ap
φp(y)
2
|y|2 dy
=
∫
Ap
(
p|up(y)|p−1|y|2 + β˜1(p)
) φp(y)2
|y|2 dy
≤ max
y∈B
(
p|up(y)|p−1|y|2
)
+ β˜1(p),
where we have used (6.4). As a consequence β˜1(p) ≥ −maxy∈B
(
p|up(y)|p−1|y|2
) ≥ −C, where
the last inequality follows from (2.15). 
Next we give a bound from above of β˜1(p), for p large.
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Lemma 6.4. We have
lim sup
p→+∞
β˜1(p) ≤ −ℓ
2 + 2
2
.
Proof. We want to show that for any ε > 0 there exists pε > 1 such that for any p ≥ pε
β˜1(p) ≤ −ℓ
2 + 2
2
+ ε. (6.6)
The claim follows considering the radial function ΨR,p : B → [0,+∞)
ΨR,p(y) :=

ψp(
δε
−
p
R
)
(
δε
−
p
R
)
(|y| − δε
−
p
R
) |y| ∈ [ δε
−
p
2R ,
δε−p
R
)
ψp(|y|) |y| ∈ [ δε
−
p
R
, Rδε−p ]
−ψp(Rδε
−
p )
(Rδε−p )
(|y| − 2Rδε−p ) |y| ∈ [Rδε−p , 2Rδε−p )
0 |y| ∈ [0, δε
−
p
2R ] ∪ [2Rδε−p , 1]
(6.7)
for R sufficiently large, where ψp : [0, 1]→ [0,+∞) is defined as follows
ψp(r) :=
( r
δε−p
)
2+γ
2
1 + ( r
δε−p
)2+γ
, (6.8)
for δ as in (2.12). Indeed, for p large enough, being ΨR,p ∈ H10,rad(Ap), by the variational
characterization of β˜1(p) in (4.4) and Lemma A.3 in the Appendix we get
β˜1(p)
(4.4)
≤
∫
Ap
|∇ΨR,p(y)|2 − p|up(y)|p−1ΨR,p(y)2dy∫
Ap
ΨR,p(y)2
|y|2 dy
Lemma A.3≤ −ℓ
2 + 2
2
(1 + oR(1) + op(1))
(2.12)≈ −26.9 (1 + oR(1) + op(1)). (6.9)
Note that the function ΨR,p that we use to evaluate β˜1(p) is obtained by suitably cutting and
scaling η1, the eigenfunction associated to the first eigenvalue of the limit weighted operator L˜
∗
studied in Section 5 (see (5.5)), more precisely ψp(r) = η1
(
2
√
2( r
δε−p
)
2+γ
2
)
. 
In order to prove Theorem 6.1 one would like to pass to the limit as p→ +∞ into the equation
(6.3) and deduce the value of limp β˜1(p) by studying the limit equation. Anyway since the term
p|up|p−1 is not bounded it is more convenient to consider one of the two scalings of φp, defined
for x ∈ Ap
ε±p
, by
φ̂±p (x) := φp(ε±p x). (6.10)
and pass to the limit in the equation satisfied by it, which is, by (6.3), −∆φ̂±p (x)− V ±p (x)φ̂±p (x) = β˜1(p)
̂
φ±p (x)
|x|2 , x ∈
Ap
ε±
φ̂±p = 0 on ∂
(
Ap
ε±
) (6.11)
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where
V +p (x) :=
∣∣∣∣∣up(ε+p x)up(0)
∣∣∣∣∣
p−1
, V −p (x) :=
∣∣∣∣∣up(ε−p x)up(sp)
∣∣∣∣∣
p−1
. (6.12)
It is worth to point out that, by definition of ε±p , by (2.7), by (6.1) and by (2.14) (which implies
ε+p
ε−p
→ 0) we have that ε±p → 0, while npε±p → +∞ and so
Ap
ε±p
→ R2 \ {0} as p→ +∞. (6.13)
Moreover V ±p is bounded and more precisely, since by Theorem 2.2 we have as p→ +∞
z+p −→ U in C1loc(R2)
z−p −→ Zℓ in C1loc(R2 \ {0})
with z+p and z
−
p defined as in (2.4) and (2.5) and U and Zℓ as in (2.9) and (2.11) respectively,
it follows that, as p→ +∞:
V +p =
∣∣∣∣∣1 + z+pp
∣∣∣∣∣
p−1
→ V + := eU in C0loc(R2) (6.14)
V −p =
∣∣∣∣∣1 + z−pp
∣∣∣∣∣
p−1
→ V − := eZℓ in C0loc(R2 \ {0}) (6.15)
Also, denoting still by φ̂±p the extension to 0 of φ̂±p outside of
Ap
ε±p
, we have that φ̂±p is bounded
in Drad(R
2), indeed:
Lemma 6.5. There exists C > 0 such that
sup{‖∇φ̂±p ‖L2(R2) : p ∈ (1,+∞)} ≤ C. (6.16)
Moreover ∥∥∥∥∥ φ̂±p|x|
∥∥∥∥∥
L2(R2)
= 1. (6.17)
Proof. The proof of (6.16) follows immediately from the definitions of φ̂±p , observing that
∇φ̂±p (x) = ε±p ∇φp(ε±p x) from which∫
R2
|∇φ̂±p (x)|2dx =
∫
Ap
ε
±
p
(ε±p )
2|∇φp(ε±p x)|2dx =
∫
Ap
|∇φp(x)|2dx ≤ C (6.18)
by the bound of φp in Lemma 6.2.
The proof of (6.17) follows immediately from the definitions (6.10), indeed∫
R2
φ̂±p (x)2
|x|2 dx = (ε
±
p )
2
∫
Ap
ε
±
p
φp(ε
±
p x)
2
|ε±p x|2
dx =
∫
Ap
φp(y)
2
|y|2 dy
(6.4)
= 1.

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By the results in Lemma 6.3 and Lemma 6.4 and thanks to (6.13), (6.14), (6.15) and Lemma
6.5 we are now in the position to pass to the limit in (6.11). However the functions φ̂±p could
a priori vanish and this would not give any limit equation, so the crucial point is to show that
actually φ̂−p does not vanish in the limit as p → +∞. This will be obtained as consequence of
the following nontrivial result:
Proposition 6.6. There exists K > 1 such that
lim inf
p→+∞
∫
{|x|∈[ 1
K
,K]}
φ̂−p (x)
2
|x|2 dx > 0.
The proof of Proposition 6.6 needs several ingredients: the results of Section 5, the definition
of φ̂±p and its properties, the convergence result in (6.14), Lemma 6.4. Moreover it strongly
depends on the asymptotic behavior of up in dimension N = 2, in particular we need to analyze
the behavior of the function fp(r) := p|up(r)|p−1r2 in the positive and the negative nodal region
of up, which is done next and leads to Proposition 6.8 and Proposition 6.10 below. The proof of
Proposition 6.6 is therefore postponed after the study of fp.
Finally the conclusion of the proof of Theorem 6.1, obtained passing to the limit in the equation
of φ̂−p , is postponed at the end of the section. As it will be clear from the proof, the great part
of the contribution to the limit in Theorem 6.1 comes from the negative nodal region of up.
6.1. Study of the function fp(r) = p|up(r)|p−1r2.
We aim now to study the behavior of the function
fp(r) = p|up(r)|p−1r2 for r ∈ [0, 1]. (6.19)
where up is the least energy nodal radial solution to (1.1) when N = 2.
Lemma 6.7. The function fp has a unique critical point cp, which is a point of maximum,
in (0, rp), where rp is the nodal radius of up as in (2.1). Moreover fp is strictly increasing for
r ∈ (0, cp) and strictly decreasing for r ∈ (cp, rp).
Proof. Since, for r ∈ (0, rp), up(r) is nonnegative and
f ′p(r) = p(up(r))
p−2r[(p − 1)u′p(r)r + 2up(r)],
we have that cp ∈ (0, rp) is a critical point of fp if and only if
− u′p(cp) =
2up(cp)
(p− 1)cp . (6.20)
Let cp ∈ (0, rp) be a critical point of fp. Then computing the seconde derivative of fp we get
f ′′p (cp) = p(up(cp))
p−2cp[(p − 1)u′′p(cp)cp + (p+ 1)u′p(cp)],
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thus f ′′p (cp) has the same sign of
(p− 1)u′′p(cp)cp + (p + 1)u′p(cp)
(1.1)
= (p− 1)(−u
′
p(cp)
cp
− (up(cp))p)cp + (p+ 1)u′p(cp)
(6.20)
=
2up(cp)
cp
− (up(cp))p(p− 1)cp − p+ 1
p− 1
2up(cp)
cp
=
up(cp)
cp
[−(p− 1)c2p(up(cp))p−1 −
4
p− 1] < 0
and therefore cp is a strict maximum point. Being fp(0) = fp(rp) = 0 and fp > 0 for any
r ∈ (0, rp) the assertion follows immediately. Indeed note that there cannot be two points of
maxima otherwise there should be a minimum point in between . 
Proposition 6.8. For any ε > 0 there exists pε > 1 such that for any p ≥ pε:
fp(cp) = max
r∈[0,rp]
fp(r) ≤ 2 + ε,
with rp as in (2.1).
Proof. We set, for s ∈ [0, rp
ε+p
), gp(s) := fp(ε
+
p s). Then, by definition of ε
+
p (see (2.3)), and (6.14)
we obtain:
gp(s) = V
+
p (s)s
2 −→
p→+∞ V
+(s)s2 =
(
s
1 + s
2
8
)2
=: g(s) in C0loc([0,+∞)). (6.21)
Observe that for the function g it holds: g > 0 in (0,∞), g(0) = 0, g(s)→ 0 as s→ +∞, it has
a unique strict maximum at s =
√
8 with g(
√
8) = 2 and it is strictly increasing for s <
√
8 and
strictly decreasing for s >
√
8.
Let ε > 0 and let Kε >
√
8 be sufficiently large so that g(Kε) ≤ ε, then by (6.21)
gp → g in [0,Kε] uniformly. (6.22)
Hence in particular there exists pε > 1 such that for p ≥ pε
fp(0) = gp(0) ≤ g(0) + ε = ε (6.23)
fp(ε
+
p
√
8) = gp(
√
8) ≥ g(
√
8)− ε = 2− ε (6.24)
fp(ε
+
p Kε) = gp(Kε) ≤ g(Kε) + ε ≤ 2ε (6.25)
fp(r) = gp(
r
ε+p
) ≤ g(
√
8) + ε = 2 + ε ∀r ∈ [0, ε+p Kε] (6.26)
but [0, ε+p Kε] ⊂ [0, rp] for p sufficiently large (since rpε+p → +∞ by (2.14)) and by Lemma 6.7
we know that in [0, rp] the function fp has a unique maximum point cp and that it is strictly
increasing for r < cp and strictly decreasing for r > cp. Thus (6.23)-(6.24)-(6.25) necessarily
imply that for p large cp ∈ (0, ε+p Kε). The conclusion then follows by (6.26) applied at r = cp. 
Lemma 6.9. The function fp has a unique critical point dp, which is a point of maximum, in
(rp, 1), where rp is the nodal radius of up defined in (2.1). Moreover fp is strictly increasing for
r ∈ (rp, dp) and strictly decreasing for r ∈ (dp, 1).
24
Proof. Exactly as in the proof of Lemma 6.7 we have that dp ∈ (rp, 1) is a critical point of fp if
and only if
u′p(dp) =
2|up(dp)|
(p − 1)dp . (6.27)
Moreover, for any critical point dp ∈ (rp, 1),
f ′′p (dp) = p|up(dp)|p−1[−(p− 1)|up(dp)d2p −
4
p− 1] < 0,
Therefore, since fp(rp) = fp(1) = 0 and fp > 0 for any r ∈ (rp, 1) the assertion follows immedi-
ately. 
Proposition 6.10. There exists K > 1 and pK > 1 such that for any p ≥ pK :
max
r∈[rp, ε
−
p
K
]∪[ε−p K,1]
fp(r) ≤ 2,
with rp as in (2.1) and ε
−
p as in (2.3).
Proof. We set, for s ∈ ( rp
ε−p
, 1
ε−p
), hp(s) := fp(ε
−
p s). Then, by definition of ε
−
p , and (6.15) we
obtain:
hp(s) = V
−
p (s)s
2 −→
p→+∞ V
−(s)s2 =
2(γ + 2)2δγ+2sγ+2
(δγ+2 + sγ+2)2
=: h(s) in C0loc((0,+∞)), (6.28)
where the positive constants γ and δ are as in (2.12).
Observe that for the function h it holds: h > 0 in (0,∞), h(s) → 0 as s → 0+, h(s) → 0 as
s → +∞, it has a unique strict maximum at s = δ with h(δ) = ℓ2 + 2 > 51 (see (2.12) for the
definition and the value of ℓ) and it is strictly increasing for s < δ and strictly decreasing for
s > δ.
Hence there exists K > 0 sufficiently large such that 1
K
< δ < K and h(s) ≤ 1 for any
s ∈ (0, 1
K
] ∪ [K,+∞). Moreover, by (6.28)
hp → h in [ 1
K
,K] uniformly. (6.29)
hence in particular there exists pK > 1 such that for p ≥ pK
fp(
ε−p
K
) = hp(
1
K
) ≤ h( 1
K
) + 1 ≤ 2 (6.30)
fp(ε
−
p δ) = hp(δ) ≥ h(δ) − 1 = ℓ2 + 1 > 50 (6.31)
fp(ε
−
p K) = hp(K) ≤ h(K) + 1 ≤ 2 (6.32)
But [
ε−p
K
, ε−p K] ⊂ [rp, 1] for p sufficiently large (since ε−p → 0 and rpε−p → 0 by (2.14)) and by
Lemma 6.9 we know that in [rp, 1] the function fp has a unique maximum point dp and that
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it is strictly increasing for r < dp and strictly decreasing for r > dp. Hence (6.30)-(6.31)-(6.32)
necessarily imply that for p large dp ∈ (ε
−
p
K
, ε−p K) and
fp(r) ≤ fp(ε
−
p
K
)
(6.30)
≤ 2 for r ∈ [rp, ε
−
p
K
]
fp(r) ≤ fp(ε−p K)
(6.32)
≤ 2 for r ∈ [ε−p K, 1]
from which the conclusion follows. 
6.2. Proof of Proposition 6.6.
Proof of Proposition 6.6. By Theorem 5.1 we know that the value −1 coincides with the first
radial eigenvalue β˜∗ of the limit weighted operator L˜∗. Hence by evaluating the Rayleigh quotient
related to the variational characterization (5.4) of β˜∗ on the functions φ̂+p defined in (6.10) we
get
− 1 Theorem 5.1= β˜∗
(5.4)
≤
∫
RN
(
|∇φ̂+p (x)|2 − V +(x)φ̂+p (x)2
)
dx
(6.11)+(6.17)
= β˜1(p) +
∫
Ap
ε
+
p
[
V +p (x)− V +(x)
]
φ̂+p (x)
2dx (6.33)
where the set Ap is defined in (6.2), V
+
p in (6.12) and and V
+ = eU by (6.14). Next we estimate
the term
∫
Ap
ε
+
p
[
V +p (x)− V +(x)
]
φ̂+p (x)2dx.
Let ε ∈ (0, 13) and let us fix R ≥ 8√ε :∫
Ap
ε
+
p
[
V +p (x)− V +(x)
]
φ̂+p (x)
2dx ≤
∫
Ap
ε
+
p
∩{|x|≤R}
∣∣V +p (x)− V +(x)∣∣ φ̂+p (x)2dx+ ∫Ap
ε
+
p
∩{|x|>R}
V +(x)φ̂+p (x)
2dx
+
∫
Ap
ε
+
p
∩{|x|>R}
V +p (x)φ̂
+
p (x)
2dx
= Ip + IIp + IIIp. (6.34)
For the term Ip we may use the convergence result in (6.14), so there exists pR > 1 such that
for any p ≥ pR
Ip =
∫
Ap
ε
+
p
∩{|x|≤R}
∣∣V +p (x)− V +(x)∣∣ φ̂+p (x)2dx ≤ sup
BR(0)
∣∣V +p (x)− V +(x)∣∣R2 ∫
R2
φ̂+p (x)2
|x|2 dx
(6.17)
= sup
BR(0)
∣∣V +p (x)− V +(x)∣∣R2 (6.14)≤ ε.
Moreover for any p > 1 and by our choice of R:
IIp =
∫
Ap
ε
+
p
∩{|x|>R}
eU(x)|x|2 φ̂
+
p (x)2
|x|2 dx ≤ sup|x|>R
(
eU(x)|x|2
)∫
Ap
ε
+
p
∩{|x|>R}
φ̂+p (x)2
|x|2 dx
(2.9)
≤ 64
R2
∫
R2
φ̂+p (x)2
|x|2 dx
(6.17)
=
64
R2
≤ ε.
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We turn now to the estimate of IIIp for which we will need Proposition 6.8 and Proposition
6.10. Let K > 1 be as in Proposition 6.10. First observe that by (2.14) there exists pR,K > 1
such that
Rε+p < rp <
ε−p
K
for p ≥ pR,K . (6.35)
Thus for p ≥ max{pR,K , pǫ, pK} where pε is as in Proposition 6.8 and pK is as in Proposition
6.10, we have
IIIp =
∫
Ap
ε
+
p
∩{|x|>R}
V +p (x)φ̂
+
p
2
(x)dx
=
∫
Ap∩{|y|>ε+p R}
p|up(y)|p−1|y|2
φ2p(y)
|y|2 dy
(6.19)
=
∫
Ap∩{|y|>ε+p R}
fp(|y|)φp(y)
2
|y|2 dy
(6.35)
=
∫
{Rε+p ≤|y|≤ ε
−
p
K
}∪{Kε−p ≤|y|≤1}
fp(|y|)φp(y)
2
|y|2 dy
+
∫
{ ε
−
p
K
≤|y|≤Kε−p }
fp(|y|)φp(y)
2
|y|2 dy
(6.4)
≤ max
{Rε+p ≤r≤ ε
−
p
K
}∪{Kε−p ≤r≤1}
fp(r) +
∫
{ ε
−
p
K
≤|y|≤Kε−p }
fp(|y|)φp(y)
2
|y|2 dy
Propositions 6.8-6.10
(2.15)
≤ 2 + ε + C
∫
{ ε
−
p
K
≤|y|≤Kε−p }
φp(y)
2
|y|2 dy.
Finally combining the estimates of Ip, IIp and IIIp with (6.34) we get, for p sufficiently large,∫
Ap
ε
+
p
[
V +p (x)− V +(x)
]
φ̂+p (x)
2dx ≤ 2 + 3ε+ C
∫
{|y|∈[ ε
−
p
K
,Kε−p ]}
φp(y)
2
|y|2 dy
and so by (6.33) we get that for p sufficiently large
β˜1(p) ≥ −3− 3ε− C
∫
{|y|∈[ ε
−
p
K
,Kε−p ]}
φp(y)
2
|y|2 dy
ε< 1
3≥ −4− C
∫
{|x|∈[ 1
K
,K]}
φ̂−p (x)
2
|x|2 dx, (6.36)
where for the last inequality we also did a change of variable. Now, if by contradiction
lim inf
p→+∞
∫
{|x|∈[ 1
K
,K]}
φ̂−p (x)
2
|x|2 dx = 0,
then by (6.36) we would get lim sup
p→+∞
β˜1(p) > −4 which is impossible by Lemma 6.4. 
6.3. Proof of Theorem 6.1.
We are finally ready to prove Theorem 6.1.
27
Proof of Theorem 6.1. Let us consider the scaled functions φ̂−p defined in (6.10). For any fixed
ρ ∈ C∞0 (R2 \ {0}) we have for p sufficiently large that suppρ ⊂ Ap and so by (6.11)∫
R2\{0}
∇φ̂−p (x)∇ρ(x) dx−
∫
R2\{0}
V −p (x)φ̂
−
p (x)ρ(x) dx−β˜1(p)
∫
R2\{0}
φ̂−p (x)ρ(x)
|x|2 dx = 0. (6.37)
We want to pass to the limit as p→ +∞ into (6.37). By Lemma 6.5 we know that φ̂−p is bounded
in Drad(R
2), hence there exists φ̂ ∈ Drad(R2) such that up to a subsequence
φ̂−p ⇀ φ̂ in Drad(R2) as p→ +∞
and so by the continuous embedding of Drad(R
2) into D1,2rad(R
2) and L2 1
|x|2
(R2) respectively also
φ̂−p ⇀ φ̂ in D1,2rad(R
2) (6.38)
φ̂−p ⇀ φ̂ in L2 1
|x|2
(R2). (6.39)
Moreover for any bounded set M ⊂ R2, by the compact embedding H1(M) ⊂ L2(M) we have
φ̂−p → φ̂ in L2(M) (6.40)
and so also
φ̂−p → φ̂ a.e. in R2. (6.41)
Observe that by (6.41) φ̂ ≥ 0. Next we show that
φ̂ 6≡ 0. (6.42)
Indeed by Proposition 6.6 there exists K > 1 such that
lim inf
p→+∞
∫
{|x|∈[ 1
K
,K]}
φ̂−p (x)2
|x|2 dx =: m > 0. (6.43)
Hence taking M = {|x| ∈ [ 1
K
,K]}, by (6.40) we have∫
{|x|∈[ 1
K
,K]}
φ̂−p (x)2
|x|2 dx ≤ K
2
∫
{|x|∈[ 1
K
,K]}
φ̂−p (x)2dx −→ K2
∫
{|x|∈[ 1
K
,K]}
φ̂(x)2dx as p→ +∞
and so combining this with (6.43) we get∫
{|x|∈[ 1
K
,K]}
φ̂(x)2dx ≥ m
K2
> 0,
thus proving (6.42).
We pass to the limit as p → +∞ into (6.37) as follows: by Lemma 6.3 and Lemma 6.4 there
exists β˜1 < 0 such that up to a subsequence
β˜1(p)→ β˜1 as p→ +∞.
By (6.38) ∫
R2\{0}
∇φ̂−p (x)∇ρ(x) dx →
∫
R2\{0}
∇φ̂(x)∇ρ(x) dx as p→ +∞.
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By (6.39) ∫
R2\{0}
φ̂−p (x) ρ(x)
|x|2 dx→
∫
R2\{0}
φ̂(x) ρ(x)
|x|2 dx as p→ +∞. (6.44)
Last we show that∫
R2\{0}
V −p (x) φ̂
−
p (x) ρ(x) dx →
∫
R2\{0}
V −(x) φ̂(x) ρ(x) dx as p→ +∞,
indeed:∣∣∣∣∣
∫
R2\{0}
V −p (x) φ̂
−
p (x) ρ(x) dx −
∫
R2\{0}
V −(x) φ̂(x) ρ(x) dx
∣∣∣∣∣ ≤
≤ sup
supp(ρ)
(|x|2|V −p (x)− V −(x)|) ∫
R2\{0}
φ̂−p (x) |ρ(x)|
|x|2 dx +
∣∣∣∣∣∣∣∣∣
∫
R2\{0}
[φ̂−p (x)− φ̂(x)]
:=ρ˜(x)︷ ︸︸ ︷
|x|2V −(x)ρ(x)
|x|2 dx
∣∣∣∣∣∣∣∣∣
≤ sup
supp(ρ)
(|x|2|V −p (x)− V −(x)|) Cρ ‖ φ̂−p|x| ‖L2(R2) +
∣∣∣∣∣
∫
R2\{0}
[φ̂−p (x)− φ̂(x)]ρ˜(x)
|x|2 dx
∣∣∣∣∣
−→ 0 as p→ +∞,
where for the first term we have used the convergence result in (6.15) and the bound in (6.17),
while for the second term the convergence follows from (6.44) since ρ˜ := ρ|x|2V −(x) ∈ C∞0 (R2 \
{0}).
As a consequence by passing to the limit into (6.37) we get∫
R2\{0}
∇φ̂(x)∇ρ(x) dx−
∫
R2\{0}
V −(x) φ̂(x) ρ(x) dx− β˜1
∫
R2\{0}
φ̂(x) ρ(x)
|x|2 dx = 0, (6.45)
for any ρ ∈ C∞0 (R2 \ {0}), namely φ̂ is a (weak and so classical) nontrivial nonnegative solution
to the limit equation
−φ̂′′(s)− φ̂
′(s)
s
− V −(s)φ̂(s) = β˜1 φ̂(s)
s2
s ∈ (0,+∞),
where V −(s) = 2(γ+2)
2δγ+2sγ
(δγ+2+sγ+2)2
is the function given by the convergence result in (6.15).
Reasoning as in [15] and setting, for s ∈ (0,+∞), η(s) := φ̂(δ( s
2
√
2
)
2
2+γ ) we then have that η
satisfies
−η′′(s)− η
′(s)
s
− 1
(1 + 18s
2)2
η(s) =
4β˜1
(γ + 2)2
η(s)
s2
s ∈ (0,+∞).
with 4β˜1(γ+2)2 < 0 and thus by Proposition 5.2
4β˜1
(γ + 2)2
= −1.
Hence the definition of γ in (2.12) implies
β˜1 = −ℓ
2 + 2
2
.
The assertion follows considering the approximated value of ℓ ≈ 7.1979 (see (2.12)). 
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7. Proof of Theorem 1.1
This section is devoted to the proof of Theorem 1.1.
Proof. As already done in Section 6 (see (6.1)) we set for p ∈ (1,+∞)
np := max{n′p, n′′p, [(ε+p )−2] + 1} and β˜i(p) := β˜npi (p) for any i ∈ N+.
By Proposition 4.3 a) to determine m(up) is equivalent to count the number k˜
np
p of the negative
eigenvalues µ˜i
np(p) of the operator L˜
np
p defined in (4.1).
Hence it is enough to show that
k˜
np
p = 12 for p sufficiently large. (7.1)
From now on we simplify the notation as follows
µ˜i(p) := µ˜
np
i (p) for any i ∈ N+.
By Lemma 4.1 we have that
σ(L˜
np
p ) = σ(L˜
np
p, rad) + σ(−∆S1) (7.2)
namely the eigenvalues µ˜j(p) of L˜
np
p are given by
µ˜j(p) = β˜i(p) + λk, for i, j = 1, 2, . . . , k = 0, 1, . . . (7.3)
where β˜i(p), i = 1, 2, . . . are the eigenvalues of the radial operator L˜np rad and λk, k = 0, 1, . . . are
the eigenvalues of the Laplace-Beltrami operator −∆S1 on the unit sphere S1. Recall that
λk = k
2 (≥ 0), k = 0, 1, . . .
and that the eigenspace associated to λ0 has dimension 1 while the eigenspace associated to λk
has dimension 2 (see (4.7) and (4.8)).
By Corollary 4.4-b) we know that β˜1(p) ≤ β˜2(p) < 0 ≤ β˜3(p) < . . ., then
β˜i(p) + λk ≥ 0 for i = 3, 4, . . . , and k = 0, 1, . . . ,
namely β˜i(p), i = 3, 4, . . . do not give any contribution to the Morse index.
Next we study the remaining cases β˜i(p), i = 1, 2.
About β˜2(p), by Proposition 4.5 we know that β˜2(p) > −1 and this implies that
β˜2(p) + λh > 0 for h = 1, 2, . . .
while from Corollary 4.4-b) we have
β˜2(p) + λ0 = β˜2(p) < 0. (7.4)
This gives one negative eigenvalue of L˜
np
p recalling that λ0 = 0 has multiplicity 1.
Let us now consider β˜1(p).
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By Theorem 6.1 we know that
β˜1(p)→ −ℓ
2 + 2
2
≃ −26.9 as p→ +∞,
where ℓ is defined in (2.12). Therefore, for p large
−λ6 = −36 < β˜1(p) < −25 = −λ5
and as a consequence
β˜1(p) + λk > 0, k = 6, 7, . . .
while
β˜1(p) + λk < 0, k = 0, 1, 2, 3, 4, 5. (7.5)
We know that the multiplicity of λk is 1 when k = 0 and it is 2 when k 6= 0, hence (7.5)
gives 11 negative eigenvalues of L˜
np
p (the first of them is equal to β˜1(p) and it is the first radial
eigenvalue). By combining this with (7.4) we hence get
k˜
np
p = 12 for p large
and this concludes the proof. 
Appendix
Lemma A.1. Let N ≥ 3 and η ∈ C2(RN \ {0}) ∩Drad(RN ), then:
|x|N−1η(x)→ 0 as |x| → 0 and η(x)|x| → 0 as |x| → +∞.
Proof. Let w be the Kelvin transform of η
w(x) := |x|2−Nη( x|x|2 ), x ∈ R
N \ {0}.
We have that w ∈ D1,2rad(RN ), indeed∫
RN
|∇w(x)|2dx =
= NωN
∫ +∞
0
rN−1
[
(2−N)2r2−2Nη2(1
r
) + r−2N
(
η′(
1
r
)
)2
− 2(2−N)r1−2Nη(1
r
)η′(
1
r
)
]
dr
= NωN
∫ +∞
0
[(2−N)2sN−1 η
2(s)
s2
+ sN−1(η′(s))2 − 2(2−N)sN−12 η(s)
s
s
N−1
2 η′(s)]ds
≤ (2−N)2
∫
RN
η(x)2
|x|2 dx+
∫
RN
|∇η(x)|2dx+ 2(N − 2)
(∫
RN
η(x)2
|x|2 dx
) 1
2
(∫
RN
|∇η(x)|2dx
) 1
2
< +∞.
Applying Strauss Lemma (see [6]) to w
w(y) ≤ C
|y|N−22
for y 6= 0,
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so
|x|N−1η(x) = |x|w( x|x|2 ) ≤ C|x|
N
2 → 0 as |x| → 0.
On the other hand applying the Strauss Lemma directly to η we get that in particular
η(x)
|x| → 0 as |x| → +∞
and this concludes the proof. 
Lemma A.2. Let f ∈ L∞(R2), f ≥ 0 be such that 1|x|4 f( x|x|2 ) ∈ L∞(R2), let α ≥ 0 and let
η ∈ C2(R2 \ {0}) ∩Drad(R2), η ≥ 0 be a radial nontrivial solution of
−∆η(x)− f(x)η(x) = −α2 η|x|2 x ∈ R
2 \ {0} (A.6)
Then
|x|η(x)→ 0 as |x| → 0 and η(x)|x| → 0 as |x| → +∞.
Proof. The proof is inspired by [15, Lemma 2.4].
In polar coordinates η satisfies
− η′′ − η
′
s
− f(s)η = −α2 η
s2
s ∈ (0,+∞) (A.7)
Let us observe that there exists rn → 0 such that rαnη(rn) = o(1) as n → +∞. This is triv-
ial if α = 0, whereas if α > 0 such sequence does exist because, if not, we get η(s) ≥ C
sα
in a
neighborhood of 0 and this contradicts
∫ +∞
0
η2(s)
s
ds < +∞, which holds true being η ∈ Drad(R2).
Let R ∈ (0, 1], using (A.7) we have∫ R
rn
tα+1f(t)η(t) dt =
∫ R
rn
tα+1(−η′′(t)− η
′(t)
t
+ α2
η(t)
t2
)dt (A.8)
=
∫ R
rn
(−tα+1η′(t) + αtαη(t))′dt (A.9)
= −Rα+1η′(R) + rα+1n η′(rn) + αRαη(R)− αrαnη(rn). (A.10)
and since f ∈ L∞(R2) and ∫ +∞0 η2(t)t dt < +∞∫ 1
rn
tf(t)η(t) dt ≤ C
∫ 1
rn
η(t)
t
1
2
dt ≤ C
(∫ 1
rn
η2(t)
t
dt
) 1
2
≤ C. (A.11)
We now distinguish the case α > 0 from the case α = 0.
If α > 0, let us show that rα+1n η
′(rn) = o(1). Multiplying equation (A.7) by t and integrating
we get
−
∫ 1
rn
η′′(t)t dt =
∫ 1
rn
η′(t) dt− α2
∫ 1
rn
η(t)
t
dt+
∫ 1
rn
tf(t)η(t) dt,
in the other hand integrating by parts
−
∫ 1
rn
η′′(t)t dt = −η′(1) + η′(rn)rn +
∫ 1
rn
η′(t) dt.
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Then
− η′(1) + η′(rn)rn = −α2
∫ 1
rn
η(t)
t
dt+
∫ 1
rn
tf(t)η(t) dt, (A.12)
and multiplying by rαn we get
rα+1n η
′(rn) = O(rαn)− α2rαn
∫ 1
rn
η(t)
t
dt+ rαn
∫ 1
rn
tf(t)η(t) dt. (A.13)
Since
∫ +∞
0
η2(t)
t
dt < +∞
rαn
∫ 1
rn
η(t)
t
dt ≤ rαn
(∫ 1
rn
η2(t)
t
dt
) 1
2
(∫ 1
rn
1
t
dt
) 1
2
≤ rαnC(−log(rn))
1
2 (A.14)
then by (A.13), (A.14) and (A.11) we get the claim: rα+1n η
′(rn) = o(1) and so in turn by (A.8)∫ R
0
tα+1f(t)η(t) dt = −Rα+1η′(R) + αRαη(R).
Then for any s ∈ (0, 1]
η(s)
sα
− η(1) =
∫ 1
s
(
−η
′(R)
Rα
+ α
η(R)
Rα+1
)
dR
=
∫ 1
s
1
R2α+1
(∫ R
0
tα+1f(t)η(t) dt
)
dR
≤ C
∫ 1
s
1
R2α+1
(∫ R
0
tα+
3
2
η(t)
t
1
2
dt
)
dR
≤ C
∫ 1
s
1
R2α+1
(∫ R
0
t2α+3 dt
) 1
2
(∫ R
0
η2(t)
t
dt
) 1
2
dR
≤ C
∫ 1
s
R1−αdR
At last
η(s) ≤
 Cs
α, α < 2
Cs2 α > 2
Cs2| log(s)| α = 2
so sη(s)→ 0 as s→ 0.
For what concerns the case α = 0, reasoning as above to derive (A.12) it is easy to see that
η′(R)R =
∫ 1
R
tf(t)η(t) dt+ η′(1),
then for s ∈ (0, 1]
η(s)− η(1) = −
∫ 1
s
η′(R)dR = −
∫ 1
s
1
R
(Rη′(R))dR
= −
∫ 1
s
η′(R)dR = −
∫ 1
s
1
R
(
∫ 1
R
tf(t)η(t) dt+ η′(1))dR
f≥0, η≥0
≤ C| log(s)|,
so also in this case sη(s)→ 0 as s→ 0.
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Next let us consider w(s) = η(1
s
). It is not hard to see that w ∈ C2(R2 \ {0}) ∩Drad(R2) and it
solves
−w′′ − w
′
s
− 1
s4
f(
1
s
)w = −α2 w
s2
s ∈ (0,+∞)
So repeating the same reasoning as for η and using that 1
s4
f(1
s
) ∈ L∞((0,+∞)) we get that
sw(s)→ 0 as s→ 0 and so η(s)
s
→ 0 as s→ +∞ and this concludes the proof
It is worth to point out that actually if α > 0 the above estimates lead to a much stronger result,
as for example η ∈ L∞(R2). 
Lemma A.3. Let ΨR,p : Ap → R be the function defined in (6.8), then∫
Ap
|∇ΨR,p(y)|2 − p|up(y)|p−1ΨR,p(y)2dy∫
Ap
ΨR,p(y)2
|y|2 dy
≤ −ℓ
2 + 2
2
(1 + oR(1) + op(1)).
Proof. We set
Np :=
∫
Ap
|∇ΨR,p(y)|2 − p|up(y)|p−1ΨR,p(y)2dy,
Dp :=
∫
Ap
ΨR,p(y)
2
|y|2 dy > 0.
Then, setting, for 0 < a < b, A(a, b) := {a < |y| < b} we have:
Np
Dp
≤
=:N1,p︷ ︸︸ ︷∫
A(
δε
−
p
R
,δRε−p )
(|∇ΨR,p(y)|2 − p|up(y)|p−1ΨR,p(y)2)dy+
=:N2,p︷ ︸︸ ︷∫
A(
δε
−
p
2R
,
δε
−
p
R
)
|∇ΨR,p(y)|2dy+
=:N3,p︷ ︸︸ ︷∫
A(Rδε−p ,2Rδε
−
p )
|∇ΨR,p(y)|2dy∫
A(
δε
−
p
R
,δRε−p )
ΨR,p(y)
2
|y|2 dy︸ ︷︷ ︸
=:D1,p
+
∫
A(
δε
−
p
2R
,
δε
−
p
R
)
ΨR,p(y)
2
|y|2 dy︸ ︷︷ ︸
=:D2,p
+
∫
A(Rδε−p ,2Rδε
−
p )
ΨR,p(y)
2
|y|2 dy︸ ︷︷ ︸
=:D3,p
.
(A.15)
Computing explicitly N2,p and N3,p we obtain:
N2,p
2π
=
3
2
( 1
R
)2+γ
(1 + ( 1
R
)2+γ)2
≤ 3
2R2+γ
(A.16)
and
N3,p
2π
= 3
R2+γ
(1 +R2+γ)2
≤ 3
R2+γ
. (A.17)
Furthermore we can also easily estimate D1,p, D2,p and D3,p as follows:
D1,p
2π
=
∫ δε−p R
δε
−
p
R
( r
δε−p
)2+γ
(1 + ( r
δε−p
)2+γ)2
1
r
dr
t=( r
δε
−
p
)2+γ+1
≤ 1
2 + γ
∫ 1+R2+γ
1+( 1
R
)2+γ
dt
t2
dt ≤ 1
2 + γ
, (A.18)
D2,p
2π
=
∫ ε−p δ
R
ε
−
p δ
2R
ψ2p(
δε−p
R
)
(
δε−p
R
)2
(r − δε
−
p
2R
)2
1
r
dr ≤
∫ ε−p δ
R
ε
−
p δ
2R
1
R2+γ
(
2R
δε−p
)2(r − δε
−
p
2R
)2
2R
δε−p
dr =
1
3R2+γ
, (A.19)
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D3,p
2π
=
∫ 2Rε−p δ
Rε−p δ
ψ2p(Rε
−
p δ)
(Rε−p δ)2
(r − 2Rε−p δ)2
r
dr ≤
∫ 2Rε−p δ
Rε−p δ
1
R2+γ
1
(Rε−p δ)3
(r − 2Rε−p δ)2dr =
1
3R2+γ
.
(A.20)
Let us now estimate N1,p. In order to do so we define ψ˜p(s) := ψp(δε
−
p s), for s ∈ [ 1R , R]. Then
(recalling that sp is defined as in (2.2)) we have
N1,p
2π
=
∫ R
1
R
s
(ψ˜′p(s))2 −
∣∣∣∣∣up(δε−p s)up(sp)
∣∣∣∣∣
p−1
(ψ˜p(s))
2
 ds
(6.15)−→
p→+∞
∫ R
1
R
s
(
(2 + γ)2
4
sγ(1− s2+γ)2
(1 + s2+γ)4
− 2(2 + γ)
2sγ
(1 + s2+γ)2
s2+γ
(1 + s2+γ)2
)
ds
=
(2 + γ)2
4
[∫ R
1
R
((1 + s2+γ)2 − 12s2+γ)s1+γ
(1 + s2+γ)4
ds
]
t=1+s2+γ
=
2 + γ
4
[∫ 1+R2+γ
1+( 1
R
)2+γ
(t2 − 12t+ 12)
t4
dt
]
=
2 + γ
4
[
− 1
1 +R2+γ
+
1
1 + ( 1
R
)2+γ
+
6
(1 +R2+γ)2
− 6
(1 + ( 1
R
)2+γ)2
+
− 4
(1 +R2+γ)3
+
4
(1 + ( 1
R
)2+γ)3
]
≤ 2 + γ
4
[
1 +O(
1
R2+γ
)
]
.
Then
N1,p
2π
≤ −2 + γ
4
[
1 +O(
1
R2+γ
) + op(1)
]
, (A.21)
which is negative for sufficiently large R and p.
In conclusion, fixing R sufficiently large, there exists pR such that for any p ≥ pR we have
(collecting (A.15), (A.16), (A.17), (A.18), (A.19), (A.20) and (A.21)):
Np
Dp
≤ −
2+γ
4 (1 + oR(1) + op(1))
1
2+γ (1 + oR(1))
= −(2 + γ)
2
4
(1+oR(1)+op(1))
(2.12)
= −ℓ
2 + 2
2
(1+oR(1)+op(1))

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