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Converse estimates for the simultaneous
approximation by Bernstein polynomials with
integer coefficients
Borislav R. Draganov
Abstract
We prove a weak converse estimate for the simultaneous approximation
by several forms of the Bernstein polynomials with integer coefficients. It
is stated in terms of moduli of smoothness. In particular, it yields a big
O-characterization of the rate of that approximation. We also show that
the approximation process generated by these Bernstein polynomials with
integer coefficients is saturated. We identify its saturation rate and the
trivial class.
AMS classification: 41A10, 41A25, 41A27, 41A28, 41A29, 41A35, 41A36, 41A40.
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1 Main results
The Bernstein polynomials are defined for f ∈ C[0, 1], x ∈ [0, 1] and n ∈ N+ by
Bnf(x) :=
n∑
k=0
f
(
k
n
)
pn,k(x), pn,k(x) :=
(
n
k
)
xk(1− x)n−k.
It is known that if f ∈ C[0, 1], then
lim
n→∞
‖Bnf − f‖ = 0,
where ‖ ◦ ‖ is the sup-norm on the interval [0, 1]. The rate of this convergence
can be estimated by the Ditzian-Totik modulus of smoothness ω2ϕ(f, t) of the
second order with a varying step, controlled by the weight ϕ(x) :=
√
x(1 − x),
in the uniform norm on the interval [0, 1]. This modulus is defined by (see [5,
Chapter 2])
ω2ϕ(f, t) := sup
0<h≤t
‖∆¯2hϕf‖,
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where
∆¯2hϕ(x)f(x) :=
{
f(x+ hϕ(x)) − 2f(x) + f(x− hϕ(x)), x± hϕ(x) ∈ [0, 1],
0, otherwise.
It was shown that for all f ∈ C[0, 1] and n ∈ N+ there holds (see [14] and
[23], or [4, Chapter 10, (7.3)], or [3, Theorem 6.1])
(1.1) c−1ω2ϕ(f, n
−1/2) ≤ ‖Bnf − f‖ ≤ c ω
2
ϕ(f, n
−1/2).
Throughout c denotes positive constants, whose value is independent of f and
n. Instead of ω2ϕ(f, t) we can use the moduli defined and considered in [11, 12],
[10, 15, 16, 17, 18, 19, 22], or [9].
Being a linear positive polynomial operator, Bn cannot approximate a func-
tion too fast, no matter how “good” the function is. Moreover, Bn possesses
the property of saturation. More precisely, as (1.1) and the properties of the
modulus ω2ϕ(f, t) show, ‖Bnf − f‖ cannot tend to 0 faster than 1/n except if f
is a linear function, in which case we have Bnf = f for all n. Thus the satura-
tion rate of the Bernstein operator is 1/n, its saturation class consists of those
continuous functions f such that ω2ϕ(f, t) = O(t
2), and its trivial class is the set
of the linear functions. Let us recall that, by virtue of [5, Theorem 4.2.1(b)], we
have for f ∈ C[0, 1]
(1.2) ω2ϕ(f, t) = O(t
2) ⇐⇒ f ∈ AC[0, 1], f ′ ∈ ACloc(0, 1), ϕ
2f ′′ ∈ L∞[0, 1].
As is known, the Bernstein operator possesses the property of simultaneous
approximation. This means that, if f ∈ Cs[0, 1], s ∈ N+, then not only ‖Bnf −
f‖ → 0 as n → ∞, but also ‖(Bnf)
(i) − f (i)‖ → 0, i = 1, . . . , s (see e.g. [4,
Chapter 10, Theorem 2.1]). The rate of this convergence was characterized in [6].
In particular, Theorems 1.1 and 1.3 there with p =∞ and r = 1 imply that the
approximation process (Bnf)
(s) → f (s) in uniform norm as n→∞ is saturated
with the rate 1/n, the trivial class is the set of the algebraic polynomials of
degree at most max{1, s− 1}, and the saturation class consists of the functions
f ∈ Cs[0, 1] such that
ω2ϕ(f
(s), t) = O(t2) and ω1(f
(s), t) = O(t),
where
ω1(F, t) := sup
|x−y|≤t
x,y∈[0,1]
|F (x)− F (y)|
is the usual modulus of continuity in the uniform norm on the interval [0, 1].
In the present paper we will extend partially the above results to several
forms of the Bernstein polynomials with integer coefficients.
Kantorovich [13] (or e.g. [1, pp. 3–4], or [20, Chapter 2, Theorem 4.1]) first
introduced such a modification of Bn. He considered the operator
B˜n(f)(x) :=
n∑
k=0
[
f
(
k
n
)(
n
k
)]
xk(1− x)n−k.
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Above [α] denotes the largest integer that is less than or equal to the real α.
In [8] we considered another integer form of Bn. It is given by
B̂n(f)(x) :=
n∑
k=0
〈
f
(
k
n
)(
n
k
)〉
xk(1 − x)n−k,
where 〈α〉 denotes the nearest integer to the real α. More precisely, if α 6=
m + 1/2, m ∈ Z, we set 〈α〉 to be the integer at which minm∈Z |α − m| is
attained. If α = m+1/2, m ∈ Z, we set either 〈α〉 := m, or 〈α〉 := m+1 as the
definition may depend on whether m is positive or negative, even or odd. The
results we will prove are valid regardless of our choice in this case.
We write B˜n(f) and B̂n(f), rather than B˜nf and B̂nf , in order to emphasize
that these operators are not linear.
Kantorovich [13] showed that, if f ∈ C[0, 1] and f(0), f(1) ∈ Z, then
‖B˜n(f)−Bnf‖ ≤
1
n
.
Similarly, we have
‖B̂n(f)−Bnf‖ ≤
1
2n
.
Now, applying (1.1), we arrive at the characterization
c−1
(
ω2ϕ(f, n
−1/2) +
1
n
)
≤ ‖B˜n(f)− f‖+
1
n
≤ c
(
ω2ϕ(f, n
−1/2) +
1
n
)
(1.3)
and
c−1
(
ω2ϕ(f, n
−1/2) +
1
n
)
≤ ‖B̂n(f)− f‖+
1
n
≤ c
(
ω2ϕ(f, n
−1/2) +
1
n
)
(1.4)
valid for all f ∈ C[0, 1] with f(0), f(1) ∈ Z.
Consequently, if 0 < α ≤ 1, then
‖B˜n(f)− f‖ = O(n
−α) ⇐⇒ ω2ϕ(f, h) = O(h
2α)
and
‖B̂n(f)− f‖ = O(n
−α) ⇐⇒ ω2ϕ(f, h) = O(h
2α),(1.5)
provided that f ∈ C[0, 1] and f(0), f(1) ∈ Z. Moreover, as we will prove in
Theorem 1.4 below, the approximation generated by B˜n and B̂n is saturated
with the saturation rate of 1/n and if ‖B˜n(f) − f‖ = o(1/n) or ‖B̂n(f) −
f‖ = o(1/n), then, similarly to the Bernstein operator, we have that B˜n(f) =
B̂n(f) = f and f is a polynomial of the type px+ q, where p, q ∈ Z.
Here we will also establish analogues of these results for the simultaneous
approximation by the operators B˜n and B̂n.
In [8] we proved direct inequalities for the simultaneous approximation by
B˜n and B̂n. Here we will complement them with the following weak converse
estimate.
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Theorem 1.1. Let s ∈ N+ and 0 < α < 1. Let f ∈ C
s[0, 1], f(0), f(1) ∈ Z,
and
‖(B˜n(f))
(s) − f (s)‖ = O(n−α) or ‖(B̂n(f))
(s) − f (s)‖ = O(n−α).
Then
ω2ϕ(f
(s), h) = O(h2α) and ω1(f
(s), h) = O(hα).
Combining this theorem with [8, Theorems 1.1 and 1.2], we get the following
two big O-equivalence relations.
Corollary 1.2. Let s ∈ N+ and 0 < α < 1. Let f ∈ C
s[0, 1] be such that
f(0), f(1), f ′(0), f ′(1) ∈ Z and f (i)(0) = f (i)(1) = 0, i = 2, . . . , s. Let also there
exist n0 ∈ N+, n0 ≥ s, such that
f
(
k
n
)
≥ f(0) +
k
n
f ′(0), k = 1, . . . , s, n ≥ n0,
f
(
k
n
)
≥ f(1)−
(
1−
k
n
)
f ′(1), k = n− s, . . . , n− 1, n ≥ n0.
Then
‖(B˜n(f))
(s) − f (s)‖ = O(n−α)
⇐⇒ ω2ϕ(f
(s), h) = O(h2α) and ω1(f
(s), h) = O(hα).
Corollary 1.3. Let s ∈ N+ and 0 < α < 1. Let f ∈ C
s[0, 1] be such that
f(0), f(1), f ′(0), f ′(1) ∈ Z and f (i)(0) = f (i)(1) = 0, i = 2, . . . , s. Then
‖(B̂n(f))
(s) − f (s)‖ = O(n−α)
⇐⇒ ω2ϕ(f
(s), h) = O(h2α) and ω1(f
(s), h) = O(hα).
Let us note that the assumptions made in the corollaries are also necessary
in order to have simultaneous approximation (see [8, Theorems 3.1 and 3.2]).
We will also establish the following result, which shows that the approxima-
tion processes (B˜n(f))
(s) → f (s) and (B̂n(f))
(s) → f (s) in uniform norm are
saturated with the saturation rate of 1/n and the trivial class consists of the
polynomials of the form px + q with p, q ∈ Z. Note that these processes are
neither linear, nor positive.
Theorem 1.4. Let s ∈ N0 and f ∈ C
s[0, 1] be such that f(0), f(1) ∈ Z. If
‖(B˜n(f))
(s) − f (s)‖ = o(1/n) or ‖(B̂n(f))
(s) − f (s)‖ = o(1/n),
then f(x) = px+ q with some p, q ∈ Z and thus B˜n(f) = B̂n(f) = f for all n.
By virtue of the last theorem with s = 0, (1.3)-(1.4) and (1.2), we get the
following assertion about the saturation class of the integer forms B˜n and B̂n
of the Bernstein operator.
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Corollary 1.5. The operators B˜n and B̂n are saturated with the saturation rate
of 1/n. Their saturation class consists of those functions f ∈ AC[0, 1] such that
f(0), f(1) ∈ Z, f ′ ∈ ACloc(0, 1) and ϕ
2f ′′ ∈ L∞[0, 1].
I was not able to identify the saturation class of the approximation processes
(B˜n(f))
(s) → f (s) and (B̂n(f))
(s) → f (s) with s ≥ 1. In the proof of Theo-
rem 1.4 we will note that (B˜n(f))
(s)(x) and (B˜n(f))
(s)(x) interpolate f (s)(x) at
0 and 1 for large n, depending on f . Therefore the description of the saturation
class of these approximation processes might not involve the classical modulus
of continuity of f (s) as in Corollaries 1.2 and 1.3. However, under an additional
assumption, it is quite straightforward to establish the following converse result.
Proposition 1.6. Let s ∈ N+. Let f ∈ C
s[0, 1], f(0), f(1) ∈ Z, and f (s)(x) is
absolutely continuous with an essentially bounded derivative in some neighbour-
hoods of 0 and 1. If
‖(B˜n(f))
(s) − f (s)‖ = O(n−1) or ‖(B̂n(f))
(s) − f (s)‖ = O(n−1),
then
ω2ϕ(f
(s), h) = O(h2) and ω1(f
(s), h) = O(h);
hence f (s) ∈ AC[0, 1], f (s+1) ∈ ACloc(0, 1) and f
(s+1), ϕ2f (s+2) ∈ L∞[0, 1].
The contents of the paper are organized as follows. In the next section we
will establish the converse estimates formulated in Theorem 1.1. The third and
last section contains the proofs of Theorem 1.4 and Proposition 1.6.
2 Converse estimates
We will make use of the relation between each of the operators B˜n and B̂n with
Bn. In [8, Theorems 2.1 and 2.3] we showed that under the assumptions in
Corollaries 1.2 and 1.3 we have respectively
‖(Bnf)
(s) − (B˜n(f))
(s)‖ ≤ c
(
ω1(f
(s), n−1) +
1
n
)
, n ≥ n0,(2.1)
and
‖(Bnf)
(s) − (B̂n(f))
(s)‖ ≤ c
(
ω1(f
(s), n−1) +
1
n
)
, n ≥ 1.(2.2)
Let s ∈ N+ and f ∈ C
s[0, 1]. Theorems 1.1 and 1.3 in [6] with r = 1 and
p =∞, in view of [5, Theorem 2.1.1], imply the strong converse inequalities
ω2ϕ(f
(s), n−1/2) ≤ c
(
‖(Bnf)
(s) − f (s)‖+ ‖(BRnf)
(s) − f (s)‖
)
(2.3)
and
ω1(f
(s), n−1) ≤ c
(
‖(Bnf)
(s) − f (s)‖+ ‖(BRnf)
(s) − f (s)‖
)
(2.4)
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for n ≥ n0 with some positive integers R and n0, which are independent of f
and n. It was shown in [7, Theorem 1.1] that the two estimates above still hold
true without the second term on the right-hand side for s ≤ 6.
Next, we introduce several notations. We will denote the supremum norm
of F on the interval J by ‖F‖J . When J = [0, 1], we will just write ‖F‖. We
set
b˜n(k) := b˜
f
n(k) :=
[
f
(
k
n
)(
n
k
)] (
n
k
)−1
and
bˆn(k) := bˆ
f
n(k) :=
〈
f
(
k
n
)(
n
k
)〉 (
n
k
)−1
,
where k = 0, . . . , n. Then the operators B˜n and B̂n can be written respectively
in the form
B˜n(f)(x) =
n∑
k=0
b˜n(k) pn,k(x)
and
B̂n(f)(x) =
n∑
k=0
bˆn(k) pn,k(x).
We will use the forward finite difference operator ∆h with step h, defined by
∆hf(x) := f(x+ h)− f(x), ∆
s
h := ∆h(∆
s−1
h ).
The expanded form of ∆sh is
∆shf(x) =
s∑
i=0
(−1)i
(
s
i
)
f(x+ (s− i)h), x ∈ [0, 1− sh].
We also put ∆ := ∆1. Thus we have
∆sb˜n(k) =
s∑
i=0
(−1)i
(
s
i
)
b˜n(k + s− i), k = 0, . . . , n− s;
and analogously for bˆn.
Let s ∈ N+ and n ≥ s. As is known, the derivatives of Bnf are given by the
formula (see [21], or [4, Chapter 10, (2.3)])
(2.5) (Bnf)
(s)(x) =
n!
(n− s)!
n−s∑
k=0
∆s1/nf
(
k
n
)
pn−s,k(x), x ∈ [0, 1].
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Similarly, we have
(B˜n(f))
(s)(x) =
n!
(n− s)!
n−s∑
k=0
∆sb˜n(k) pn−s,k(x), x ∈ [0, 1],(2.6)
and
(B̂n(f))
(s)(x) =
n!
(n− s)!
n−s∑
k=0
∆sbˆn(k) pn−s,k(x), x ∈ [0, 1].(2.7)
The operators B̂n and B˜n are not linear. We will use the following property
to compensate that. It also incorporates a Bernstein-type inequality.
Lemma 2.1. Let s ∈ N+, f ∈ C
s[0, 1] and g ∈ Cs+1[0, 1]. Let f(0), f(1),
f ′(0), f ′(1) ∈ Z and f (i)(0) = f (i)(1) = 0, i = 2, . . . , s. Then
‖(B̂n(f))
(s+1) − (Bng)
(s+1)‖ ≤ c n
(
‖f (s) − g(s)‖+
1
n
‖g(s+1)‖+
1
n
)
, n ∈ N.
If also there exists n0 ∈ N+, n0 ≥ s, such that for n ≥ n0 there hold
f
(
k
n
)
≥ f(0) +
k
n
f ′(0), k = 1, . . . , s,
f
(
k
n
)
≥ f(1)−
(
1−
k
n
)
f ′(1), k = n− s, . . . , n− 1,
then
‖(B˜n(f))
(s+1) − (Bng)
(s+1)‖ ≤ c n
(
‖f (s) − g(s)‖+
1
n
‖g(s+1)‖+
1
n
)
, n ≥ n0.
The constant c is independent of f , g, and n.
Proof. We will consider in detail only the operator B̂n and indicate, in due
course, the minor changes for B˜n.
We assume that n ≥ s+ 1 since otherwise the assertion is trivial. We apply
(2.5) and (2.7) (or (2.6) for B˜n) with s + 1 in place of s, and the identities∑s+1
j=0
(
s+1
j
)
= 2s+1 and
∑n−s−1
k=0 pn−s−1,k(x) ≡ 1 to deduce for x ∈ [0, 1] that
|(B̂n(f))
(s+1)(x) − (Bng)
(s+1)(x)|
≤ ns+1
n−s−1∑
k=0
∣∣∣∣∆s+1bˆfn(k)−∆s+11/n g(kn
)∣∣∣∣ pn−s−1,k(x)
≤ ns+1
n−s−1∑
k=0
∣∣∣∣∆s+1bˆfn(k)−∆s+11/nf (kn
)∣∣∣∣ pn−s−1,k(x)
+ ns+1
n−s−1∑
k=0
∣∣∣∣∆s+11/n (f − g)(kn
)∣∣∣∣ pn−s−1,k(x)
≤ (2n)s+1 max
k=0,...,n
∣∣∣∣f (kn
)
− bˆfn(k)
∣∣∣∣+ ns+1‖∆s+11/n (f − g)‖[0,1−(s+1)/n].
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By virtue of [8, (2.17), (2.18) and (2.22)] (for B˜n we use [8, (2.9), (2.10) and
(2.15)] instead) and basic properties of the modulus of continuity, we arrive at∣∣∣∣f (kn
)
− bˆfn(k)
∣∣∣∣ ≤ cns
(
ω1(f
(s), n−1) +
1
n
)
≤
c
ns
(
ω1(f
(s) − g(s), n−1) + ω1(g
(s), n−1) +
1
n
)
≤
c
ns
(
‖f (s) − g(s)‖+
1
n
‖g(s+1)‖+
1
n
)
, k = 0, . . . , n.
To complete the proof it remains to recall that (see e.g. [4, p. 45])
‖∆s+11/n (f − g)‖[0,1−(s+1)/n] ≤ 2 ‖∆
s
1/n(f − g)‖[0,1−s/n] ≤
2
ns
‖f (s) − g(s)‖.
Now, we are ready to give the proof of the weak converse estimate.
Proof of Theorem 1.1. We will consider in detail only the operator B̂n. Just
the same arguments, but based on the corresponding properties of B˜n, yield the
assertion for it.
Let ‖(B̂n(f))
(s) − f (s)‖ ≤ Cf n
−α for n ≥ nf with some constants Cf > 0
and nf ∈ N that may depend on f . Henceforward we will denote by Cf positive
constants, which may depend on f , but not on n and h, δ, and g to be specified
below.
We have limn→∞ ‖(B̂n(f))
(s) − f (s)‖ = 0. Since f(0), f(1) ∈ Z, we have
limn→∞ ‖B̂n(f) − f‖ = 0 too. Now, [8, Theorem 3.1] implies that f
(i)(0) =
f (i)(1) = 0, i = 2, . . . , s. For B˜n we apply [8, Theorem 3.2] instead. Note also
that for both operators we have f ′(0), f ′(1) ∈ Z (see [8, Section 3]).
Then (2.2) (or (2.1) for B˜n), (2.3) and the monotonicity of the modulus of
continuity on its second argument imply
ω2ϕ(f
(s), n−1/2) ≤ c
(
‖(Bnf)
(s) − f (s)‖+ ‖(BRnf)
(s) − f (s)‖
)
≤ c
(
‖(Bnf)
(s) − (B̂n(f))
(s)‖+ ‖(B̂n(f))
(s) − f (s)‖
)
+ c
(
‖(BRnf)
(s) − (B̂Rn(f))
(s)‖+ ‖(B̂Rn(f))
(s) − f (s)‖
)
≤ Cf
(
ω1(f
(s), n−1) + n−α
)
.
Thus, to complete the proof, it suffices to show that
(2.8) ω1(f
(s), h) = O(hα)
and take into account the monotonicity of ω2ϕ(f
(s), h) on h.
We consider the K-functional
K(f (s), t) := inf
g∈Cs+1[0,1]
{‖f (s) − g(s)‖+ t ‖g(s+1)‖}.
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As is known (see e.g. [4, Chapter 6, Theorem 2.4 and its proof]),
ω1(f
(s), t) ≤ 2K(f (s), t);
hence, to establish (2.8), it is sufficient to show
(2.9) K(f (s), h) = O(hα).
To this end, we will apply a standard argument based on the Berens-Lorentz
Lemma (see [2], or e.g. [4, Chapter 10, Lemma 5.2]).
Let 0 < h ≤ δ ≤ 1/nf . Set n := [1/δ]. For any g ∈ C
s+1[0, 1], we have
K(f (s), h) ≤ ‖f (s) − (B̂n(f))
(s)‖+ h ‖(B̂n(f))
(s+1)‖
≤ Cf n
−α + h ‖(B̂n(f))
(s+1) − (Bng)
(s+1)‖+ h ‖(Bng)
(s+1)‖
≤ Cf δ
α + c
h
δ
(
‖f (s) − g(s)‖+ δ ‖g(s+1)‖+ δ
)
,
where, at the last step, we estimated the second term by Lemma 2.1, and the
third by [6, Proposition 4.1] with s + 1 in place of s, w = 1 and p = ∞. The
constant c above is independent of f , g, h, and δ, and Cf is a positive constant,
which may depend on f , but not on g, h, and δ.
We take the infimum on g ∈ Cs+1[0, 1] and thus arrive at
K(f (s), h) + h ≤ Cf δ
α + c
h
δ
(
K(f (s), δ) + δ
)
.
Now, the Berens-Lorentz Lemma with φ(x) := K(f (s), x2) + x2 and 2α in place
of α (in the notations of [4, Chapter 10, Lemma 5.2]) implies (2.9).
3 Saturation
In this section we will first prove Theorem 1.4. It shows that the approximation
processes (B˜n(f))
(s) → f (s) and (B̂n(f))
(s) → f (s) are saturated.
Proof of Theorem 1.4. We consider B̂n. The argument for B˜n is just the same.
First of all, let us note that if f(x) = px+ q with p, q ∈ Z, then(
p
k
n
+ q
)(
n
k
)
∈ Z, k = 0, . . . , n;
hence B̂n(f) = Bnf . As is known, Bn preserves the linear functions. Therefore
B̂n(f) = f for all n.
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We consider the case s = 0. Let δ ∈ (0, 1/2) be fixed. For x ∈ [δ, 1− δ] we
have
|Bnf(x)− B̂n(f)(x)| ≤
n−1∑
k=1
∣∣∣∣f (kn
)(
n
k
)
−
〈
f
(
k
n
)(
n
k
)〉∣∣∣∣xk(1− x)n−k
≤
1
2
n−1∑
k=1
xk(1− x)n−k ≤
1
2
n−1∑
k=1
(1− δ)k(1 − δ)n−k
=
n− 1
2
(1 − δ)n.
Consequently,
(3.1) ‖Bnf − f‖[δ,1−δ] = o(1/n).
Further, by virtue of (1.5) with α = 1 and ‖B̂n(f) − f‖ = o(1/n), we get
ω2ϕ(f, h) = O(h
2). Therefore f ∈ W 2∞[δ, 1− δ] (see (1.2)).
Now, Voronovskaya’s classical result (see e.g. [4, Chapter 10, Theorem 3.1])
and (3.1) yield that f ′′(x) = 0 a.e. in [δ, 1 − δ]. Since δ was arbitrarily fixed
in (0, 1/2), we arrive at f ′′(x) = 0 a.e. in [0, 1]. Consequently, f(x) is a linear
function. It assumes integral values at 0 and 1; hence f(x) = px+ q with some
p, q ∈ Z.
Let s ∈ N+. As is known, for any g ∈ C
s[0, 1] we have (see e.g. [4, Chapter
2, Theorem 5.6])
‖g(i)‖ ≤ c
(
‖g‖+ ‖g(s)‖
)
, i = 1, . . . , s− 1.
Therefore
lim
n→∞
‖B̂n(f)− f‖ = 0 and lim
n→∞
‖(B̂n(f))
(s) − f (s)‖ = 0
imply
lim
n→∞
‖(B̂n(f))
(i) − f (i)‖ = 0, i = 1, . . . , s− 1.
In particular, we have limn→∞(B̂n(f))
(i)(0) = f (i)(0), i = 0, . . . , s − 1. Since
(B̂n(f))
(i)(0) ∈ Z, we deduce that for all n large enough we have (B̂n(f))
(i)(0) =
f (i)(0), i = 0, . . . , s− 1.
Consequently,
B̂n(f)(x) − f(x) =
1
(s− 1)!
∫ x
0
(x − u)s−1
(
(B̂n(f))
(s)(u)− f (s)(u)
)
du;
hence
‖B̂n(f)− f‖ = o(1/n),
which reduces the assertion to the case s = 0.
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Proof of Proposition 1.6. We will consider only the operator B̂n. The proof for
B˜n is quite similar.
As in the proof of Theorem 1.1 we first deduce that f ′(0), f ′(1) ∈ Z and
f (i)(0) = f (i)(1) = 0, i = 2, . . . , s. Then we observe that the considerations in
the proof of [8, Theorem 2.3] actually imply
‖(Bnf)
(s)− (B̂n(f))
(s)‖ ≤ c
(
ω1(f
(s), n−1)[0,s/n] + ω1(f
(s), n−1)[1−s/n,1] +
1
n
)
,
where we have set for the interval J ⊂ [0, 1]
ω1(F, t)J := sup
|x−y|≤t
x,y∈J
|F (x) − F (y)|.
We have f (s) ∈ W 1∞[0, s/n] and f
(s) ∈ W 1∞[1 − s/n, 1] for all n large enough;
hence
‖(Bnf)
(s) − (B̂n(f))
(s)‖ = O(n−1).
Consequently,
‖(Bnf)
(s) − f (s)‖ = O(n−1).
By virtue of (2.3)-(2.4), this implies
ω2ϕ(f
(s), t) = O(t2) and ω1(f
(s), t) = O(t).
Basic properties of the moduli (see (1.2) and [4, Chapter 2, Theorem 9.3])
yield the second assertion of the proposition.
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