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Abstract
We establish consistency and derive asymptotic distributions for estimators of the
coefﬁcients of a subset vector autoregressive (SVAR) process. Using a martingale central
limit theorem, we ﬁrst derive the asymptotic distribution of the subset least squares (LS)
estimators. Exploiting the similarity of closed form expressions for the LS and Yule–Walker
(YW) estimators, we extend the asymptotics to the latter. Using the fact that the subset Yule–
Walker and recently proposed Burg estimators satisfy closely related recursive algorithms, we
then extend the asymptotic results to the Burg estimators. All estimators are shown to have the
same limiting distribution.
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1. Introduction
1.1. Subset modeling and subset prediction
Vector autoregressive (VAR) processes constitute a widely used class of models
for zero-mean stationary multivariate time series, i.e., series fXt ¼ ðXt;1;y; Xt;dÞ0;
t ¼ 0;71;yg for which EXt ¼ 0; and EðXtþhX0tÞ is ﬁnite and independent of t for all
integers h: The matrix GðhÞ ¼ EðXtþhX0tÞ is called the autocovariance at lag h of the
process fXtg:
The process fXt; t ¼ 0;71;yg; is a VARð pÞ process if it is a stationary solution
of the equations,
Xt ¼ Fð1ÞXt	1 þ?þ Fð pÞXt	p þ Zt;
where, Fð1Þ;y;Fð pÞ are d 
 d constant matrices (the VAR coefficients), and fZtg is
a sequence of zero-mean uncorrelated random vectors, each with covariance matrix
S: Such a process fZtg is termed white-noise, and we write: fZtgBWNð0;SÞ: A
stationary solution exists (and is unique) if and only if detðI 	 Fð1Þz 	?	 Fð pÞzpÞ
is non-zero for all complex z with jzj ¼ 1:
If there is a positive integer km and a proper subset K ¼ fk1;y; kmg of
f1; 2;y; kmg such that FðiÞ ¼ 0 for ieK ; and FðiÞa0 for iAK ; then fXtg is called a
SVARðKÞ process (subset vector autoregressive process with lags in K) with
coefﬁcients FKðiÞ; iAK ; and white-noise covariance matrix S; if it is a stationary
solution of the equations,
Xt ¼
X
iAK
FKðiÞXt	i þ Zt; fZtgBWNð0;SÞ: ð1Þ
The ﬁtting of SVAR models is appropriate when it is believed that the regression
of Xt on past values, say Xt	j; j ¼ 1;y; km; involves only a subset of the
lagged values.
For an arbitrary stationary process fXtg; the best linear forecast of Xt (i.e., the one
with minimum mean squared error for each component) in terms of fXt	i; iAKg
can be expressed as
#X
ð f Þ
t ðKÞ ¼
X
iAK
Fð f ÞK ðiÞXt	i; ð2Þ
with prediction error covariance matrix, U
ð f Þ
K  E½ðXt 	 #Xð f Þt ðKÞÞðXt 	 #Xð f Þt ðKÞÞ0:
The coefﬁcients, Fð f ÞK ðiÞ; iAK ; and error covariance matrix, U ð f ÞK ; can be determined
by solving the Yule–Walker (YW) equations,
GðkÞ ¼
X
iAK
Fð f ÞK ðiÞGðk 	 iÞ; kAK ; ð3Þ
U
ð f Þ
K ¼ Gð0Þ 	
X
iAK
Fð f ÞK ðiÞGðiÞ0: ð4Þ
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Remark 1.1. If fXtg satisﬁes (1) and Zt is uncorrelated with fXs; sotg for each t;
then Fð f ÞK ðiÞ ¼ FKðiÞ; iAK ; and U ð f ÞK ¼ S:
Remark 1.2. If GðÞ is unknown, it can be estimated from the sample x1;y; xn as
#GðhÞ ¼
1
n
Pn	h
t¼1
xtþhx0t if hX0;
#Gð	hÞ0 if ho0:
8><
>: ð5Þ
Eqs. (3) and (4) are then known as the empirical Yule–Walker equations for Fð f ÞK ðiÞ;
iAK; and U ð f ÞK :
As well as the best linear forecast deﬁned above, we need to introduce the best
linear backward estimate of Xt in terms of fXtþi; iAKg; i.e.,
#X
ðbÞ
t ðKÞ ¼
X
iAK
CðbÞK ðiÞXtþi;
which is determined, together with the corresponding error covariance matrix,
V
ðbÞ
K ¼ E½ðXt 	 #XðbÞt ðKÞÞðXt 	 #XðbÞt ðKÞÞ0; by the backward Yule–Walker equations,
GðkÞ0 ¼
X
iAK
CðbÞK ðiÞGðk 	 iÞ0; kAK; ð6Þ
V
ðbÞ
K ¼ Gð0Þ 	
X
iAK
CðbÞK ðiÞGðiÞ: ð7Þ
The problems of ﬁtting a subset VAR model and of computing forecasts based on
a speciﬁed set of lagged observations are closely related. This relationship will play a
key role in the asymptotic development.
1.2. Objectives
Given observations of a stationary time series, a variety of methods are available
for estimating the parameters of a subset VAR model for the data. Least squares
(LS), Yule–Walker (YW) and Burg estimators are all easily calculated natural
generalizations of the corresponding full-set estimators. The aim of this article is to
determine their asymptotic distributions when the true model is (1) and the subset K
is known.
Our strategy will be to ﬁnd the asymptotic distribution of the subset LS estimator,
and to deduce that of the subset YW estimator via the similarity of their closed-form
representations. Using the fact that the YW and Burg estimators satisfy very closely
related recursive relations, the asymptotics are then extended to the latter. We
consider three subset versions of the Burg estimator recently proposed by Brockwell
et al. [1].
A partial derivation of the asymptotics for the full-set LS estimator can be found
in [10], Section 3.2. In generalizing this argument to the subset case, we will use
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martingale theory to establish a central limit theorem for a key quantity in
the LS estimator. Hannan [7], Section 6.2, derives the asymptotic distribution
of the full-set YW estimator. In generalizing his result, we will extend the
univariate full-set arguments of Brockwell and Davis [2], Section 8.10, to the
multivariate subset case. The asymptotics for two versions of a full-set Burg
estimator, were recently considered by Hainz [5]. These versions, like ours, involve a
modiﬁcation of the multivariate Levinson–Durbin Algorithm. Like Hainz, we will
use induction on the number of lags, taking advantage of the recursive deﬁnition of
the Burg estimator.
The subset least squares, Yule–Walker and Burg estimators are deﬁned in
Sections 2, 3 and 4 respectively. The subset Yule–Walker equations (15) and (16)
below, could in principle be solved directly, but the coefﬁcient matrix has dimension
md 
 md which can be very large. In order to avoid the resulting numerical
problems, Whittle [15] and Wiggins and Robinson [16], devised a recursive algorithm
which requires calculations with matrices of dimension d 
 d only. (See [4], Section
3.7, for a detailed account of this and related algorithms, as well as their genesis.)
The subset version of this algorithm, due to Pemn and Terrell [13], is speciﬁed as
Algorithm 3.1. An equivalent set of recursions for the Yule–Walker estimators due
to Brockwell et al. [1] is given as Algorithm 4.1. The latter, in the spirit of Burg’s [3]
original algorithm, is the starting point for the deﬁnition of the subset Burg
estimators, each of which involve calculations with d 
 d matrices only, and each of
which includes as a special case the corresponding full-subset algorithm. Our concern
here is with the asymptotic behavior of these estimators. For a more detailed
discussion of their origins, related estimators, and illustration of their ﬁnite sample
performance, see [1].
1.3. Definitions and notation
For ease of reference we now specify two conditions to be imposed at various
stages on the process, fXt ¼ ðXt;1;y; Xt;dÞ0g:
Condition I. fXtg is stationary and ergodic with full rank, zero mean and
autocovariance function, EðXtþhX0tÞ ¼ GðhÞ; h ¼ 0;71;y: (Full rank means that
ðX0t1 ;y;X0tnÞ0 has non-singular covariance matrix for every ﬁnite set of times
ðt1;y; tnÞ:)
Condition II. fXtg is the unique stationary solution of the causal SVARðKÞ
equations,
Xt ¼
X
iAK
FKðiÞXt	i þ Zt; fZtgBIIDð0;SÞ: ð8Þ
(Causality means that fXtg can be written as, Xt ¼
PN
j¼0 UjZt	j; with absolutely
summable matrix coefﬁcients fUjg: It is equivalent to the condition that,
detðI 	PiAKFKðiÞziÞa0; for all complex z such that jzjp1:)
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Remark 1.3. Condition II is stronger than Condition I.
Remark 1.4. Although the model for the data is assumed to be causal,
there is no guarantee that the fitted model (based on a ﬁnite number,
n; of observation vectors) will be causal. The consistency results established
below do however show that if the lags for the ﬁtted model are correctly
speciﬁed, then the estimated coefﬁcient matrices converge in probability
as n-N to the coefﬁcients of a causal model. Non-causality of the
ﬁtted model for large n is an indication that the lags have been incorrectly
speciﬁed.
We shall use the following notation throughout:
(i) To distinguish between estimators obtained by different methods,
we denote LS, YW, and Burg estimators by means of breve ð3Þ; hat ð4Þ;
and tilde ðBÞ; respectively. (Hats will also be used to denote the sample
autocovariances as in (5).)
(ii) FK is the d 
 dm matrix of coefﬁcients, deﬁned (in block form) by
FK  ½FKðk1Þ;FKðk2Þ;y;FKðkm	1Þ;FKðkmÞ:
(iii) GK is the d 
 dm matrix of covariances, deﬁned (in block form) by
GK  ½Gðk1Þ;Gðk2Þ;y;Gðkm	1Þ;GðkmÞ:
(iv) With k0  0; deﬁne RK to be the symmetric dðm þ 1Þ 
 dðm þ 1Þ matrix
whose ði; jÞ-block is the d 
 d matrix,
RKði; jÞ  Gðkj	1 	 ki	1Þ; ipj; i; j ¼ 1;y; m þ 1:
(v) GK is the dm 
 dm matrix obtained from RK by deleting the ﬁrst row and
column of d 
 d matrices.
2. The subset least-squares estimator
The ensuing derivation of the asymptotics for the LS estimator, closely parallels
Sections 3.2.1 and 3.2.2 of Lu¨tkepohl [10]. Throughout this section we will assume
that fXtg satisﬁes Condition II.
2.1. The estimator
We begin by noting that model (8) can be written as
Xt ¼ ½FKðk1Þ;y;FKðkmÞ
Xt	k1
^
Xt	km
2
64
3
75þ Zt; fZtgBIIDð0;SÞ:
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For the set of random vectors fX1;y;Xng from this model, we can write the above
concisely in block matrix form
½Xkmþ1;y;Xn|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
Yðd
ðn	kmÞÞ
¼ FK|{z}
ðd
dmÞ
Xkmþ1	k1
^
X1
2
64
3
75;y; Xn	k1^
Xn	km
2
64
3
75
0
B@
1
CA
|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
MK ðdm
ðn	kmÞÞ
þ ½Zkmþ1;y;Zn|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
Zðd
ðn	kmÞÞ
;
which, in the compact notation of the underbraces, becomes
Y ¼ FK MK þ Z:
Deﬁning y  vec Y ; aK  vecFK ; and z  vec Z; and taking vecs of both sides, we
obtain
y ¼ ðM 0K#IdÞaK þ z:
Letting SZ denote the covariance matrix of z; we see that
SZ ¼
S 0
&
0 S
2
64
3
75 ¼ In	km#S:
The LS estimator of aK is the value which minimizes the quadratic form
SðaKÞ ¼ z0S	1Z z
which, by A-4 and A-7 of Appendix A, yields the normal equations
ðMK M 0K#S	1Þ&aK ¼ ðMK#S	1Þy:
Using A-2, A-3, and A-4, these equations have solution
&aK ¼ ððMK M 0KÞ	1MK#IdÞy ð9Þ
¼ aK þ ððMK M 0KÞ	1MK#IdÞz ð10Þ
¼ vecðYM 0KðMK M 0KÞ	1Þ; ð11Þ
which implies that
&FK ¼YM 0KðMK M 0KÞ	1
¼ðFK MK þ ZÞM 0KðMK M 0KÞ	1 ð12Þ
¼ FK þ ZM 0KðMK M 0KÞ	1: ð13Þ
2.2. Asymptotics
We now establish asymptotic normality for the distribution of the subset LS
estimator. The approach uses a martingale central limit theorem and is similar to the
argument of Lai and Wei [9] for the univariate model with an additional moment
assumption on the errors. The extension to the subset YW and Burg estimators is
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given in Sections 3 and 4. Recalling that GK is the matrix deﬁned at the end of
Section 1, we begin with the following self-evident result.
Lemma 2.1. For a process fXtg satisfying Condition II,
MK M
0
K
n
!p GK :
Lemma 2.2. For a process fXtg satisfying Condition II,
1ﬃﬃﬃ
n
p vecðZM 0KÞ!
d
Nð0; GK#SÞ:
Proof. First note that the d 
 dm matrix ZM 0K is given by,
ZM 0K ¼
Xn
t¼kmþ1
ZtX
0
t	k1 ;y;
Xn
t¼kmþ1
ZtX
0
t	km
" #
¼Zkmþ1½X0kmþ1	k1 ;y;X01 þ Zkmþ2½X0kmþ2	k1 ;y;X02
þ?þ Zn½X0n	k1 ;y;X0n	km :
By A-5,
Ut  vecðZt½X0t	k1 ;y;X0t	km Þ ¼
Xt	k1
^
Xt	km
2
64
3
75#Zt;
so that
vecðZM 0KÞ ¼
Xn
t¼kmþ1
Ut ¼
Xn
t¼1
Ut þ Opð1Þ:
For any kARd
2m; Wn;t  1ﬃﬃnp k0Ut;
1ﬃﬃﬃ
n
p k0 vecðZM 0KÞ ¼
Xn
t¼1
1ﬃﬃﬃ
n
p k0Ut þ Opð1=
ﬃﬃﬃ
n
p Þ
¼
Xn
t¼1
Wn;t þ Opð1=
ﬃﬃﬃ
n
p Þ;
where Wn;t ¼ 1ﬃﬃnp k0Ut:
The causality of the model implies that Zt is independent of fXt	k1 ;y;Xt	kmg;
and hence fUtg is a stationary vector-valued martingale difference sequence. Using
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identities A-1 and A-4, we ﬁnd that
EðUtU0tÞ ¼E
Xt	k1
^
Xt	km
2
64
3
75#Zt
0
B@
1
CAð½X0t	k1 ;y;X0t	km #Z0tÞ
¼E
Xt	k1
^
Xt	km
2
64
3
75½X0t	k1 ;y;X0t	km #ZtZ0t
0
B@
1
CA
¼E
Xt	k1X
0
t	k1 ? Xt	k1X
0
t	km
^ & ^
Xt	kmX
0
t	k1 ? Xt	kmX
0
t	km
2
64
3
75
0
B@
1
CA#EðZtZ0tÞ
¼GK#S;
and
VarðWn;tÞ ¼ 1
n
k0EðUtU0tÞk ¼
1
n
k0ðGK#SÞk: ð14Þ
A routine argument shows that the sequence fWn;tg satisﬁes the conditions,
(i)
Pn
t¼1 E½W 2n;tjFt	1!
p
k0ðGK#SÞk;
(ii) max1ptpn jWn;tj!p 0; and
(iii) Eðmax1ptpn W 2n;tÞ is bounded in n;
and hence by Theorem 3.2 and Corollary 3.1 of Hall and Heyde [6],
1ﬃﬃﬃ
n
p k0 vecðZM 0KÞ!
d
Nð0; k0ðGK#SÞkÞ:
Finally, since k was arbitrarily chosen from Rd
2m; the result follows from the
Cramer–Wold device. &
Theorem 2.1 (Consistency and CLT for the subset LS estimators). The LS
estimators of SVAR model (8), satisfy
(a) &FK !p FK ;
(b)
ﬃﬃﬃ
n
p ð&aK 	 aKÞ!d Nð0; G	1K #SÞ:
Proof. (a) From (13) we have,
&FK 	 FK ¼ ZM 0KðMK M 0KÞ	1 ¼
ZM 0K
n
MK M
0
K
n
 	1
:
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By Lemma 2.1, the term in brackets converges in probability to a non-singular
matrix; while Lemma 2.2 implies that
ZM 0
K
n !
p
0: Therefore, ð &FK 	 FKÞ!p 0:
(b) From (10), Lemma 2.1, and the continuous mapping theorem,ﬃﬃﬃ
n
p ð&aK 	 aKÞ ¼
ﬃﬃﬃ
n
p ððMK M 0KÞ	1MK#IdÞz
¼ MK M
0
K
n
 	1
#Id
 !
1ﬃﬃﬃ
n
p ðMK#IdÞz!d ðG	1K #IdÞN;
where NBNð0; GK#SÞ: By successive application of identity A-4,
Var½ðG	1K #IdÞN ¼ ðG	1K #IdÞðGK#SÞðG	1K #IdÞ0 ¼ G	1K #S;
and since
1ﬃﬃﬃ
n
p ðMK#IdÞz ¼ 1ﬃﬃﬃ
n
p vecðZM 0KÞ!
d
Nð0; GK#SÞ;
the result follows. &
3. The subset Yule–Walker estimators
In this section we establish asymptotic normality of the subset YW estimators. The
results and proofs here are extensions of Brockwell and Davis [2], Theorem 8.1.1, to
the multivariate subset case. We again assume that Condition II holds.
3.1. The estimators
The YW estimators of the parameters of model (8) are obtained from the empirical
YW equations,
#GðkÞ ¼
X
iAK
#FKðiÞ #Gðk 	 iÞ; kAK ; ð15Þ
UˆK ¼ #Gð0Þ 	
X
iAK
#FKðiÞ #GðiÞ0; ð16Þ
where #GðhÞ is the sample autocovariance at lag h deﬁned in (5), and UˆK is the YW
estimator of S: (If #GðÞ is replaced by GðÞ in these equations, #FKðiÞ becomes the
coefﬁcient of Xt	i in (2).) We can rewrite (15) and (16) concisely as,
#FK ¼ #GK Gˆ	1K ; ð17Þ
UˆK ¼ #Gð0Þ 	 #FK #G0K : ð18Þ
Using A-2, we ﬁnd from (17) that #aK  vec #FK ¼ ðGˆ	1K #IdÞ vec #GK :
Direct inversion of the dm 
 dm matrix GˆK can be avoided by using
a subset version of the Levinson–Durbin Algorithm, proposed by Pemn and
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Terrell [13], which allows the pair of matrices ð #FK ; UˆKÞ to be computed
recursively.
Algorithm 3.1 (Levinson–Durbin solution of the empirical YW equations).
#FKðkmÞ ¼ #GðkmÞ 	
X
iAJ
#FJðiÞ #Gðkm 	 iÞ
 !
Vˆ	1J
#FKðiÞ ¼ #FJðiÞ 	 #FKðkmÞ #CJ ðkm 	 iÞ; iAJ ð19Þ
#CK ðkmÞ ¼ #GðkmÞ0 	
X
jAJ
#CJ ð jÞ #Gðkm 	 jÞ0
 !
Uˆ	1J ð20Þ
#CK ð jÞ ¼ #CJ ð jÞ 	 #CK ðkmÞ #FJðkm 	 jÞ; jAJ
UˆK ¼ UˆJ 	 #FKðkmÞVˆJ #FKðkmÞ0
VˆK ¼ VˆJ 	 #CK ðkmÞUˆJ #CK ðkmÞ0
where we deﬁne K  fkm 	 km	1;y; km 	 k1; kmg; and the sets of lags
J and J are obtained from K and K; respectively, by omitting the
highest lag, km: The initial conditions are Uˆ| ¼ Vˆ| ¼ #Gð0Þ and the recursions
are solved successively for all relevant sets of lags, ﬁrst with m ¼ 1; then
m ¼ 2; 3;y: (See [14] for a detailed description of the implementation of this type
of algorithm.)
The original full-set multivariate Levinson–Durbin Algorithm on which Algo-
rithm 3.1 is based, was developed by several authors over a period of years. See the
references in [1], and [4], Section 3.7, for detailed accounts.
3.2. Asymptotics
We begin with the following lemma, the proof of which is deferred to
Appendix B.
Lemma 3.1. For a process fXtg satisfying Condition II,
(a)
ﬃﬃﬃ
n
p ½ #GK 	 YM
0
K
n
!p 0; YM 0Kn !
p
GK ;
(b)
ﬃﬃﬃ
n
p ½Gˆ	1K 	 ðMK M
0
K
n
Þ	1!p 0:
We are now ready for the main result of this section.
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Theorem 3.1 (Consistency and CLT for the Subset YW Estimators). The YW
estimators of the SVAR model (8), satisfy
(a) #FK !p FK ; UˆK !p S;
(b) ﬃﬃﬃnp ð#aK 	 aKÞ!d Nð0; G	1K #SÞ:
Proof. (a) From (17), #FK ¼ #GK Gˆ	1K : Since #GðhÞ!
p
GðhÞ; for every integer h; #GK !p GK ;
and GˆK !p GK : Therefore, by the continuous mapping theorem, #FK !p GK G	1K  FK :
From (18), UˆK ¼ #Gð0Þ 	 #FK #G0K ; and since #FK !
p
FK ; the second result follows also.
(b) The subset LS and YW estimators are respectively:
&aK ¼ ððMK M 0KÞ	1MK#IdÞy; and; #aK ¼ ðGˆ	1K #IdÞ vec #GK :
In view of Lemma 2.2, and the fact thatﬃﬃﬃ
n
p ð#aK 	 &aKÞ ¼ ½
ﬃﬃﬃ
n
p ð#aK 	 aKÞ 	
ﬃﬃﬃ
n
p ð&aK 	 aKÞ;
it sufﬁces to show that
ﬃﬃﬃ
n
p ð#aK 	 &aKÞ!p 0: But this follows from (17), (11), and
Lemma 3.1, sinceﬃﬃﬃ
n
p ð #FK 	 &FKÞ ¼
ﬃﬃﬃ
n
p ½ #GK Gˆ	1K 	 YM 0KðMK M 0KÞ	1
¼ ﬃﬃﬃnp #GK 	 YM 0K
n
  
Gˆ	1K þ
YM 0K
n
  ﬃﬃﬃ
n
p
Gˆ	1K 	
MK M
0
K
n
 	1" #
!p 0: &
4. The subset Burg estimator
In this section we show that three versions of the multivariate subset Burg
estimator recently proposed by Brockwell et al. [1], have the same asymptotic
distribution as the YW estimator. Our approach will be to show that these versions
differ from the YW estimator by terms of order at most Opð1=nÞ: In so doing, we will
generalize and extend the work of Hainz [5], who considered multivariate full-
subset counterparts of two of these versions. Throughout this section we assume
Condition I holds.
4.1. The estimator
In a landmark article, Burg [3] introduced a recursive autoregressive estimation
algorithm based on empirical prediction errors. Multivariate full-subset vector
versions of this algorithm can be found in the book of Marple [12]. An analogous set
of recursions for solving the multivariate subset empirical Yule–Walker equations was
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derived by Brockwell et al. [1]. The recursions (Algorithm 4.1 below), like the
Levinson–Durbin recursions, generate a sequence of estimates of the coefﬁcients
FKðiÞ; iAK ; and corresponding white noise covariance matrices UK : These
estimators satisfy the empirical Yule–Walker equations (3)–(4) and can also be
regarded as empirical estimates of the coefﬁcients in the best linear predictor (2) and
of its error covariance matrix. The vectors #eKðtÞ appearing in the algorithm are the
corresponding empirical prediction errors. The coefﬁcients #CK ð jÞ; jAK; covariance
matrices VˆK and vectors #gK ðtÞ have analogous interpretations in terms of backward
estimation and satisfy the backward Yule–Walker equations (6)–(7) with K replaced
by K and G replaced by #G:
Algorithm 4.1 (Prediction error solution of the empirical YW equations).
#FKðkmÞ ¼ 1
n
X
t
#eJðtÞ#gJ ðt 	 kmÞ
 !
Vˆ	1J ð21Þ
#FKðiÞ ¼ #FJðiÞ 	 #FKðkmÞ #CJ ðkm 	 iÞ; iAJ
#CK ðkmÞ ¼ VˆJ #FKðkmÞ0Uˆ	1J ð22Þ
#CK ð jÞ ¼ #CJ ð jÞ 	 #CK ðkmÞ #FJðkm 	 jÞ; jAJ ð23Þ
UˆK ¼ UˆJ 	 #FKðkmÞVˆJ #FKðkmÞ0 ð24Þ
VˆK ¼ VˆJ 	 #CK ðkmÞUˆJ #CK ðkmÞ0 ð25Þ
#eKðtÞ ¼ #eJðtÞ 	 #FKðkmÞ#gJ ðt 	 kmÞ ð26Þ
#gK ðtÞ ¼ #gJ ðtÞ 	 #CK ðkmÞ#eJðt þ kmÞ ð27Þ
with initial conditions,
#e|ðtÞ ¼ #g|ðtÞ ¼ Xt; t ¼ 0;71;72;y
Uˆ| ¼ #Gð0Þ ¼ Vˆ|:
Remark 4.1. Algorithms 3.1 and 4.1 are equivalent in the sense that they both give
the solution ð #FK ; UˆKÞ of the empirical Yule–Walker equations (17)–(18).
Burg’s goal however was not to solve the empirical Yule–Walker equations. In
Burg’s (univariate full-subset) algorithm the univariate equivalent of #FKðkmÞ is
updated, not by (21), but by minimizing the sums of squares of the empirical forward
and backward prediction errors over the range of the observed data. This idea was
extended by Brockwell et al. [1], who deﬁned a multivariate subset version of Burg’s
estimator to be a solution ð *FðiÞ; iAK ; U˜KÞ of the recursions of Algorithm 4.1 with
(21) replaced by the speciﬁcation that *FKðkmÞ should be chosen to minimize the
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required sum of squares. This gives the following version of the subset Burg
algorithm for the estimates of the coefﬁcients #FKðiÞ in model (8).
Algorithm 4.2 (The subset Burg algorithm). In Algorithm 4.1 replace 4 by B
throughout and replace (21) by
vec *FKðkmÞ ¼ ½ *OZZ#Id þ V˜2J#U˜	1J *OeeU˜	1J 	1

 ½Id2 þ V˜J#U˜	1J  vec *OeZ; ð28Þ
where *Oee ¼ 1n
Pn
t¼kmþ1 *eJðtÞ*eJðtÞ
0; *OeZ ¼ 1n
Pn
t¼kmþ1 *eJðtÞ*gJ ðt 	 kmÞ
0; and *OZZ ¼
1
n
Pn
t¼kmþ1 *gJ ðt 	 kmÞ*gJ ðt 	 kmÞ
0:
In the spirit of existing multivariate full-subset counterparts (see [8], for a
compendium), Brockwell et al. [1] introduce two additional versions of this
Algorithm, both of which also involve modifying only (21).
Algorithm 4.3 (The subset Nuttall–Strand algorithm). In Algorithm 4.1 replace 4
by B throughout and replace (21) by
vec *FKðkmÞ ¼ 2ðV˜	1J#IdÞ½ *OZZV˜	1J#Id þ Id# *OeeU˜	1J 	1 vec *OeZ: ð29Þ
Algorithm 4.4 (The subset Vieira–Morf algorithm). In Algorithm 4.1 replace 4 by B
throughout and replace (21) by
vec *FKðkmÞ ¼ vec½U˜1=2J *O	1=2ee *OeZ *O	1=2ZZ V˜	1=2J 
¼ ½V˜	1=2J *O	1=2ZZ #U˜1=2J *O	1=2ee  vec *OeZ: ð30Þ
4.2. Asymptotics
The YW estimators can be obtained either by direct solution of the empirical YW
equations, (17) and (18), or recursively via Algorithms 3.1 or 4.1. To establish the
asymptotics of the three versions of the Burg estimators embodied by Algorithms
4.2, 4.3, and 4.4, we will exploit the similarity between each of these and Algorithm
4.1 for the Yule–Walker estimators. The recursive solution of the equations deﬁning
each of the Burg estimators, generates a family of Burg estimators of subset models
of increasing orders in the same way that application of the Levinson–Durbin
Algorithm ﬁts models of gradually increasing order until the required order is
reached. The next lemma shows that the YW and Burg estimators differ by terms of
order Opð1=nÞ: We defer the proof to Appendix B.
Lemma 4.1. If fXtg satisfies Condition I, then the matrices generated by Algorithm 4.1
and each of Algorithms 4.2–4.4 satisfy
(a) *FK ¼ #FK þ Opð1=nÞ;
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(b) *CK ¼ #CK þ Opð1=nÞ;
(c) U˜K ¼ UˆK þ Opð1=nÞ;
(d) V˜K ¼ VˆK þ Opð1=nÞ;
where the matrices in the first two equations are defined analogously to FK in
Section 1.3. In addition, we have the following auxiliary relationships:
(e) *Oee ¼ U˜J þ Opð1=nÞ;
(f ) *OZZ ¼ V˜J þ Opð1=nÞ;
(g) *OeZ ¼ #FKðkmÞVˆJ þ Opð1=nÞ:
Theorem 4.1 (Consistency and CLT for the subset Burg estimators). The
Burg estimators for the SVAR model (8) arising from each of Algorithms 4.2–4.4,
satisfy
(a) *FK !p FK ; U˜K !p S;
(b) ﬃﬃﬃnp ð*aK 	 aKÞ!d Nð0; G	1K #SÞ:
Proof. Since Lemma 4.1 states that the Burg and YW estimators differ by terms of
order Opð1=nÞ when fXtg satisﬁes Condition I, we then have convergence in
distribution/probability of the Burg estimators to the same limiting random vectors
as in Theorem 3.1. Since fXtg satisfying Condition II also satisﬁes Condition I, the
proof is complete. &
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Appendix A. Vec and Kronecker product identities
Let A; B; C; D be conformable matrices, and a; b vectors. The following identities
can be found in Lu¨tkepohl [11].
[A-1] ðA#BÞ0 ¼ A0#B0
[A-2] vecðABCÞ ¼ ðC0#AÞ vec B
[A-3] ðA#BÞ	1 ¼ A	1#B	1; for generalized inverses
[A-4] ðA#BÞðC#DÞ ¼ ðAC#BDÞ
[A-5] vecðab0Þ ¼ b#a
[A-6] ðA þ BÞ#C ¼ A#C þ B#C
[A-7] TrðA0BÞ ¼ ðvec AÞ0 vec B
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Appendix B. Proofs
Proof of Lemma 3.1. (a) Since
YM 0K ¼
Xn
t¼kmþ1
XtX
0
t	k1 ;y;
Xn
t¼kmþ1
XtX
0
t	km
" #
;
and
#GK ¼ ½ #Gðk1Þ;y; #GðkmÞ ¼ 1
n
Xn	k1
t¼1
Xtþk1X
0
t;y;
1
n
Xn	km
t¼1
XtþkmX
0
t
" #
;
the jth, 1pjpm; block matrix entry of ﬃﬃﬃnp ½ #GK 	 YM 0Kn  has the form
1ﬃﬃﬃ
n
p
Xn	kj
t¼1
XtþkjX
0
t 	
Xn
t¼kmþ1
XtX
0
t	kj
" #
¼ 1ﬃﬃﬃ
n
p
Xkm	kj
t¼1
XtþkjX
0
t !
p
0:
Therefore, the jth block matrix entry of ½ #GK 	 YM
0
K
n
 is
1
n
Xkm	kj
t¼1
XtþkjX
0
t !
p
0; as n-N:
(b) By Cauchy–Schwarz,
ﬃﬃﬃ
n
p
Gˆ	1K 	
MK M
0
K
n
 	1!!!!!
!!!!!
!!!!!
!!!!!
2
pjjGˆ	1K jj2
ﬃﬃﬃ
n
p MK M 0K
n
	 GˆK
 !!!!
!!!!
!!!!
!!!!
2
MK M
0
K
n
 	1!!!!!
!!!!!
!!!!!
!!!!!
2
;
where jjAjj2 denotes the Euclidean norm of vec A: A similar argument to the proof of
part (a), gives
ﬃﬃﬃ
n
p ðMK M 0K
n
	 GˆKÞ!p 0; which, noting Lemma 2.1, gives the required
result. &
Proof of Lemma 4.1. We will prove this only for the Burg estimators arising from
Algorithm 4.2; the proof for Algorithms 4.3 and 4.4 follows by virtually identical
arguments. We use induction on the cardinality ðmÞ of the set of lags, K ; in the
prediction problem. Suppose ﬁrst that K consists of a single positive integer, km:
Note that J ¼ | ¼ J: Now, from the YW algorithm,
vec #FKðkmÞ ¼ ½ #Gð0Þ	1#Id  vec #GðkmÞ: ðB:1Þ
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Recalling that #GðhÞ ¼ 1
n
Pn	h
t¼1 XtþhX
0
t; we can express (28) as
vec *FKðkmÞ ¼ ½ #Gð0Þ#Id þ #Gð0Þ2# #Gð0Þ	1 þ Opð1=nÞ	1

 ½Id2 þ #Gð0Þ# #Gð0Þ	1 vec #GðkmÞ: ðB:2Þ
The ﬁrst term on the right of (B.2) can be written as
½ #Gð0Þ#Id þ #Gð0Þ2# #Gð0Þ	1	1 þ Opð1=nÞ
¼ ½ðId#Id þ #Gð0Þ# #Gð0Þ	1Þð #Gð0Þ#IdÞ	1 þ Opð1=nÞ; by A-4;
¼ ½ #Gð0Þ#Id 	1½Id2 þ #Gð0Þ# #Gð0Þ	1	1 þ Opð1=nÞ; by A-6:
Substituting this into (B.2) and applying A-3, gives
vec *FKðkmÞ ¼ ½ #Gð0Þ#Id 	1 vec #GðkmÞ þ Opð1=nÞ
¼ vec #FKðkmÞ þ Opð1=nÞ; from ðB:1Þ;
thus establishing (a).
To establish (b), note that (22) in the Burg algorithm implies
*CK ðkmÞU˜J ¼ V˜J *FKðkmÞ0; ðB:3Þ
and similarly for the YW estimators, so that with V˜J ¼ Gð0Þ ¼ U˜J ;
*CK ðkmÞ ¼Gð0Þ½ #FKðkmÞ þ Opð1=nÞ0Gð0Þ	1
¼ #CK ðkmÞ þ Opð1=nÞ:
Now for (c) and (d), we have from (24) of the Burg algorithm,
U˜K ¼ U˜J 	 *FKðkmÞV˜J *FKðkmÞ0
¼ ½Id 	 *FKðkmÞ *CK ðkmÞU˜J ; from ðB:3Þ
¼ ½Id 	 #FKðkmÞ #CK ðkmÞ #Gð0Þ þ Opð1=nÞ
¼ UˆK þ Opð1=nÞ;
and similarly from (25), V˜K ¼ VˆK þ Opð1=nÞ: For the auxiliary relationships, we
have
*Oee ¼ 1
n
Xn
t¼kmþ1
XtX
0
t ¼ #Gð0Þ þ Opð1=nÞ ¼ U˜J þ Opð1=nÞ;
and similarly, *OZZ ¼ V˜J þ Opð1=nÞ; and *OeZ ¼ #GðkmÞ ¼ #FKðkmÞVˆJ ; from (19).
This ends the inductive step when K is any subset of size one. Now suppose the
theorem holds for all subsets of size m 	 1 or less, and consider a generic set K ¼
fk1;y; kmg; of size m: Recall that the sets K ¼ fkm 	 km	1;y; km 	 k1; kmg;
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J ¼ K\fkmg; and J ¼ K\fkmg; are all constructed from K : For this part of the
inductive step, we will need to go one level deeper in the recursions, and deﬁne
additionally the following sets constructed from K :
* JðJÞ ¼ fk1; k2;y; km	2g:
* JðJÞ ¼ fkm	1 	 km	2; km	1 	 km	3;y; km	1 	 k1g:
* JðJÞ ¼ fkm 	 km	1; km 	 km	2;y; km 	 k2g:
* JðJÞ ¼ fk2 	 k1; k3 	 k1;y; km	1 	 k1g:
* JðKÞ ¼ fk2 	 k1; k3 	 k1;y; km 	 k1g:
Now, by the inductive hypothesis, we have the following relationships:
(i) *FJ ¼ #FJ þ Opð1=nÞ:
(ii) *CJ ¼ #CJ þ Opð1=nÞ:
(iii) U˜J ¼ UˆJ þ Opð1=nÞ:
(iv) V˜J ¼ VˆJ þ Opð1=nÞ:
(v) 1
n
Pn
t¼km	1þ1 *eJðJÞðtÞ*eJðJÞðtÞ
0 ¼ U˜JðJÞ þ Opð1=nÞ:
(vi) 1
n
Pn
t¼km	1þ1 *gJðJÞðt 	 km	1Þ*gJðJÞðt 	 km	1Þ
0 ¼ V˜JðJÞ þ Opð1=nÞ:
(vii)
1
n
Pn
t¼km	1þ1 *eJðJÞðtÞ*gJðJÞðt 	 km	1Þ
0 ¼ #FJðkm	1ÞVˆJðJÞ þ Opð1=nÞ:
(viii)
1
n
Pn
t¼kmþ1 *eJðJÞðt 	 k1Þ*eJðJÞðt 	 k1Þ
0 ¼ U˜JðJÞ þ Opð1=nÞ:
(ix)
1
n
Pn
t¼kmþ1 *gJðJÞðt 	 kmÞ*gJðJÞðt 	 kmÞ
0 ¼ V˜JðJÞ þ Opð1=nÞ:
(x)
1
n
Pn
t¼kmþ1 *eJðJÞðt 	 k1Þ*gJðJÞðt 	 kmÞ
0 ¼ #FJðKÞðkm 	 k1ÞVˆJðJÞ þ Opð1=nÞ:
(xi) From (B.3), V˜JðJÞ *FJðkm	1Þ0 ¼ *CJðKÞðkm	1ÞU˜JðJÞ: (Also holds with for the
YW estimators i.e., tildes can be replaced with hats throughout.)
(xii) From (B.3), U˜J ¼ ½Id 	 *FJðkm	1Þ *CJðKÞðkm	1ÞU˜JðJÞ:
(xiii) *eJðtÞ ¼ *eJðJÞðtÞ 	 *FJðkm	1Þ*gJðJÞðt 	 km	1Þ:
(xiv) *gJ ðt 	 kmÞ ¼ *gJðJÞðt 	 kmÞ 	 *CJ ðkm 	 k1Þ*eJðJÞðt 	 k1Þ:
(xv) From (B.3), *CJ ðkm 	 k1ÞU˜JðJÞ ¼ V˜JðJÞ *FJðKÞðkm 	 k1Þ0: (Also holds for the
YW estimators i.e., tildes can be replaced with hats throughout.)
(xvi) Set K ¼ J and k ¼ km 	 j; jAJ ð) kAJÞ; in (15) to obtain,X
iAJ
#FJðiÞ #Gðkm 	 j 	 iÞ ¼ #Gðkm 	 jÞ for every jAJ:
(xvii) From (B.3), V˜J ¼ ½Id 	 *CJ ðkm 	 k1Þ *CJðKÞðkm 	 k1ÞV˜JðJÞ:
It is easy to show that (v)–(x) hold when m ¼ 2:
We will now complete the inductive argument by showing in order: (e), (f ), (g),
(a1), (b1), (a2), (b2), (c), (d). Note that we have decomposed (a) and (b) into (a1),
(a2), and (b1), (b2), respectively, as:
(a1) *FKðkmÞ ¼ #FKðkmÞ þ Opð1=nÞ:
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(a2) *FKðiÞ ¼ #FKðiÞ þ Opð1=nÞ; for every iAJ:
(b1) *CK ðkmÞ ¼ #CK ðkmÞ þ Opð1=nÞ:
(b2) *CK ð jÞ ¼ #CK ð jÞ þ Opð1=nÞ; for every jAJ:
(e) From (xiii),
1
n
Xn
t¼kmþ1
*eJðtÞ*eJðtÞ0 ¼ 1
n
Xn
t¼km	1þ1
*eJðJÞðtÞ*eJðJÞðtÞ0
 !
	 1
n
Xn
t¼km	1þ1
*eJðJÞðtÞ*gJðJÞðt 	 km	1Þ0
 !
*FJðkm	1Þ0
	 *FJðkm	1Þ 1
n
Xn
t¼km	1þ1
*eJðJÞðtÞ*gJðJÞðt 	 km	1Þ0
 !0
þ *FJðkm	1Þ

 1
n
Xn
t¼km	1þ1
*gJðJÞðt 	 km	1Þ*gJðJÞðt 	 km	1Þ0
 !

 *FJðkm	1Þ0 þ Opð1=nÞ;
and using (v), (vii), (vii), and (vi), respectively, in each of the these summations,
gives
*Oee ¼ U˜JðJÞ 	 #FJðkm	1ÞVˆJðJÞ *FJðkm	1Þ0 	 *FJðkm	1ÞVˆJðJÞ #FJðkm	1Þ0
þ *FJðkm	1ÞVˆJðJÞ *FJðkm	1Þ0 þ Opð1=nÞ:
By (i) and (iv), we can interchange Burg and YW estimators to within Opð1=nÞ; so
that
*Oee ¼ U˜JðJÞ 	 *FJðkm	1ÞV˜JðJÞ *FJðkm	1Þ0 þ Opð1=nÞ
¼ U˜JðJÞ 	 *FJðkm	1Þ *CJðKÞðkm	1ÞU˜JðJÞ þ Opð1=nÞ; by ðxiÞ;
¼ U˜J þ Opð1=nÞ; by ðxiiÞ:
(f ) From (xiv), this result follows via a similar argument to (e), but this time using
(ix), (x), (x), and (viii), respectively, on each of the resulting summands.
(g) By deﬁnition,
*eJðtÞ ¼ Xt 	
X
iAJ
*FJðiÞXt	i;
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and
*gJ ðt 	 kmÞ ¼ Xt	km 	
X
jAJ
*CJ ð jÞXt	kmþj;
and this implies
*OeZ ¼ #GðkmÞ 	
X
jAJ
#Gðkm 	 jÞ *CJ ð jÞ0 	
X
iAJ
*FJðiÞ #Gðkm 	 iÞ
þ
X
jAJ
X
iAJ
#Gðkm 	 j 	 iÞ
 !
|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
#Gðkm	jÞ; by ðxviÞ
*CJ ð jÞ0 þ Opð1=nÞ
¼ #GðkmÞ 	
X
iAJ
#FJðiÞ #Gðkm 	 iÞ þ Opð1=nÞ;
since *FJðiÞ ¼ #FJðiÞ þ Opð1=nÞ: Thus by (19),
*OeZ ¼ #FKðkmÞVˆJ þ Opð1=nÞ:
(a1) Using (e), (f ), and (g) in (28), gives ultimately
vec *FKðkmÞ ¼ ½V˜J#Id þ V˜2J#U˜	1J 	1½Id2 þ V˜J#U˜	1J 

 ðVˆJ#IdÞ vec #FKðkmÞ þ Opð1=nÞ:
By (iv), we can replace ðVˆJ#IdÞ with ðV˜J#IdÞ þ Opð1=nÞ; to give
vec *FKðkmÞ ¼ ½V˜J#Id þ V˜2J#U˜	1J 	1ðId2 þ V˜J#U˜	1J Þ

 ðV˜J#IdÞ vec #FKðkmÞ þ Opð1=nÞ
¼ vec #FKðkmÞ þ Opð1=nÞ;
since by A-6 and A-4,
ðId2 þ V˜J#U˜	1J ÞðV˜J#IdÞ ¼ V˜J#Id þ V˜2J#U˜	1J :
(b1) From (B.3),
*CK ðkmÞ ¼ V˜J *FKðkmÞ0U˜	1J
¼ VˆJ #FKðkmÞ0Uˆ	1J þ Opð1=nÞ; by ðiiiÞ; ðivÞ; and ða1Þ;
¼ #CK ðkmÞ þ Opð1=nÞ; again from ðB:3Þ:
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(a2) From the Burg algorithm,
*FKðiÞ ¼ *FJðiÞ 	 *FKðkmÞ *CJ ðkm 	 iÞ; for every iAJ;
¼ #FJðiÞ 	 #FKðkmÞ #CJ ðkm 	 iÞ þ Opð1=nÞ; by ðiÞ; ða1Þ; ðiiÞ;
¼ #FKðiÞ þ Opð1=nÞ;
by the YW algorithm.
(b2) This is proved via a similar argument to (a2), using (ii), (b1), and (i).
(c) Similarly,
U˜K ¼ U˜J 	 *FKðkmÞV˜J *FKðkmÞ0
¼ ½Id 	 *FKðkmÞ *CK ðkmÞU˜J ; from ðB:3Þ;
¼ ½Id 	 #FKðkmÞ #CK ðkmÞUˆJ þ Opð1=nÞ; from ða1Þ; ðb1Þ; ðiiiÞ;
¼ UˆK þ Opð1=nÞ:
(d) This is proved via a similar argument to (c), but using (iv) in the third
equality.
This completes the induction argument, and therefore the statement of the
theorem holds for an arbitrary set of lags K : &
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