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1
Introduction
1.1 Indium-based spintronics
For decades, spin-orbit interaction (SOI), the relativistic coupling of the spin de-
gree of freedom to the movement of carriers in an electric ﬁeld, has sparked a rich
variety both of fundamental research in spin physics and of new spin-based techno-
logical applications. In 1984, Bychkov and Rashba [1] formulated the concept of a
SOI that arises from the spatial inversion asymmetry of the conﬁning potential of
low-dimensional carrier systems: the Rashba spin-orbit coupling (SOC). The pos-
sibility to tailor and actively inﬂuence this potential and hence to manipulate the
spin magnetic moment has been driving new developments in material science ever
since, ultimately leading to the crystallization of the highly active ﬁeld of spintronics
[2, 3, 4]. Semiconductor spintronics, spin-based electronics where it is the moving
carriers' spin degree of freedom rather than a charged carrier state that is addressed
by SOI to encode and process information, may allow spin-based logic, communica-
tion and storage operations in the quest for future solid-state computational concepts
going beyond the physical restrictions of today's charge-based silicon electronics [5].
With its central role also for novel states of matter, e.g. topological insulators, Ma-
jorana fermions or two-dimensional (2D) Dirac materials, the Rashba-type of SOI
is still adding exciting new facets to the reel of spintronic research ﬁelds [6].
As a catalyst to many scientiﬁc developments in this ﬁeld, a key part in spintronical
device prospects is ascribed to the all-electrical spin ﬁeld-eﬀect transistor (FET) fa-
mously proposed by Datta and Das in 1990 [7]. Their concept requires the creation
of a polarized density of spins injected from magnetized contacts into a semiconduct-
ing 2D channel, the electrical SOC-induced manipulation of these spins during their
ballistic time of ﬂight provided a low spin relaxation rate, and the subsequent detec-
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tion of the new spin state. As an essential ingredient for spin FET functionality, the
ability to provoke spin precession by external metallic-gate-controlled electric ﬁelds
is given by the presence of the intrinsic Rashba spin-orbit interaction of the semicon-
ductor material. The Rashba ﬁeld induced by a broken structural inversion symme-
try of the conﬁning potential in quantum well (QW) heterostructures relativistically
transforms into an eﬀective momentum-dependent magnetic ﬁeld that lifts the de-
generacy of spin states. Despite the conceptual clarity and the great progress already
having been achieved in electrical spin injection and detection, e.g. [8, 9], outstand-
ing technical and physical challenges have been impeding a technologically relevant
demonstration of a spin FET in a semiconductor material system.
Exceptionally large Rashba spin splitting is found in narrow-direct-gap semi-
conductor compounds with strongly non-parabolic subband dispersions, such as InAs
and InSb [10, 11]. Indeed, the calculated characteristic Rashba coeﬃcients of the top-
most conduction and valence subbands of indium arsenide (InAs), r6c6c41 = 117.1 eÅ
2
and r7v7v41 = −43.35 eÅ2, respectively, greatly exceed e.g. the gallium arsenide (GaAs)
ones, r6c6c41 = 5.206 eÅ
2 and r7v7v41 = −9.720 eÅ2, or that of other common materials
[11]. III-V heterosystem alloys based on the high-SOC material indium (In) have
consequently been among the ﬁrst to enable the demonstration of gate-induced spin
manipulation via Rashba SOI by Nitta, Koga and co-workers [12, 13, 14] as well
as of the fabrication of a spin-injected Datta-Das-type of device by Koo et al. [15]
modulating a non-local high-mobility channel conductance. Early this year, Chuang
et al. [16] then succeeded in the striking realization of a functional all-electrical and
all-semiconductor spin FET device from an In0.75Al0.25As/In0.75Ga0.25As/InAs two-
dimensional electron gas (2DEG) system where the spin orientation is manipulated
in direct ballistic source-drain conductance. Here the authors engaged asymmetri-
cally biased pairs of quantum point contacts (QPCs), also prepared from indium-
based ternaries, replacing common ferromagnetic contacts to create a spin-orbit-
induced non-equilibrium spin distribution for an eﬃcient spin generation and detec-
tion [17, 18]. These novel all-semiconductor designs should ease the integration of
these nanostructures into current semiconductor circuit architectures.
With the great experimental progress having been achieved in pursuing the
prospects of spintronics in electronic systems, research on emerging high-mobility
2D hole systems has been intensiﬁed as well given their advantageous properties:
The Rashba SOI strength in hole systems should be more signiﬁcant owing to the
p-like character of the valence band (VB) wave function with respect to the s-like
conduction band (CB). Also the eﬀective masses of carriers are in principle higher
for holes than for electrons [11]. However, a strong SOI represents a double-edged
condition: While the ability of an eﬀective Rashba spin manipulation is enhanced,
also the degree of spin relaxation increases, detrimental for the coherent modulation
of a spin signal. Still, long spin dephasing times are reported from 2D hole spin
dynamics in low-doped p-type AlGaAs/GaAs QW samples at low temperatures by
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Korn et al. originating from details within the complexity of the valence band struc-
ture [19, 20]. Enhanced 2D hole spin conservation is also found in the persistent state
of the spin helix symmetry that arises when the Rashba SOI parameter α is tuned to
match the strength of the Dresselhaus parameter β, which marks the ﬁxed SOI from
the inversion asymmetry in non-centrosymmetric crystals [21, 22, 23, 24, 25, 26]. A
tunability of the Rashba coeﬃcient α, parametrizing the strength of the interaction,
is hence highly important.
This work intends to contribute to the understanding of the spin-orbit cou-
pling within the two-dimensional hole gas (2DHG) systems of InAs-based quantum
well heterostructures. We particularly explore the tunability of the Rashba param-
eter α in manganese-doped In0.75Al0.25As/In0.75Ga0.25As/InAs QW heterostructures
by both the variation of the concentration of the p-type doping and external electric
gating, hence varying an eﬀective internal Rashba magnetic ﬁeld. In these studies,
the strength of the SOI is probed by its distinct inﬂuence on 2D transport phe-
nomena of quantum interference that manifest in low-ﬁeld corrections to the lon-
gitudinal Drude magnetoresistivity. From the emerging rich hole density spectrum
of these quantum corrections in low-temperature magnetotransport experiments on
Hall bar devices, the characteristic spin- and phase-relaxation times of the 2DHG
system are extracted and information on the valence subband spin splitting as well
as on the tuning of the Rashba parameter is presented. As the doping concentration
and 2D hole density are signiﬁcantly reduced, localizing eﬀects of disorder start to
dominate the diﬀusive 2D transport replacing signatures of pronounced hole-hole
interaction.
In the course of these transport experiments, a reproducible phenomenon of
remarkable robustness emerged in the transverse Hall magnetoresistivity of these in-
dium 2DHG systems: High-In compound heterostructures are epitaxially realized on
GaAs substrates with the use of an InxAl1−xAs step-graded metamorphic buﬀer layer
system to compensate the crystal lattice mismatch. As a consequence of the strain
relaxation process, these material systems are characterized by anisotropic proper-
ties along diﬀerent crystallographic directions. We identify an oﬀset phenomenon
in the zero-ﬁeld Hall magnetoresistance in directions other than the distinct ori-
entations of the anisotropic system that is being accompanied by an overshooting
signature in the quantum Hall regime. An experimental materials study and the-
oretical considerations demonstrate these phenomena to be of universal interest in
anisotropic systems.
4 1 Introduction
1.2 The structure of this work
The composition of this thesis starts in Chapter 2 with the introduction of the the-
oretical concepts fundamental to the experiments on 2D hole systems, focussing on
the eﬀects of 2D Drude magnetotransport in a magnetic ﬁeld and on the SOI in 2D
hole systems as well as the associated mechanism of spin relaxation.
Chapter 3 then provides the technological background to the molecular beam epi-
taxial growth process of III-V semiconductor heterocrystals and the methods of their
subsequent structural and magnetotransport characterization in the low-temperature
experiments of this work. An optimized and reliable growth process of high-In al-
loys on a GaAs substrate via the incorporation of a step-graded metamorphic buﬀer
layer concept is addressed in Chapter 4 by structural investigations and by mag-
netotransport measurements on 2DEG systems in undoped QW structures. On the
basis of these epitaxial studies, this work's In0.75Al0.25As/In0.75Ga0.25As/InAs QW
heterostructures with manganese (Mn) modulation doping are composed and ex-
plored in 2D hole magnetotransport in the following.
Anisotropic morphological and magnetotransport characteristics along diﬀerent crys-
tallographic directions of the high-In 2D carrier system are featured in Chapter 5. We
present anomalies that occur in the classical and quantum Hall resistivities regard-
ing crystallographic orientations, which we analyze extensively both experimentally
and theoretically.
The main part of this thesis, Chapter 6, then discusses the tunability of the Rashba
spin-orbit interaction of 2DHGs in disordered InAs:Mn QW heterostructures by in-
vestigating a signiﬁcant hole density spectrum of quantum interference signatures.
From the characteristics of the longitudinal magnetoresistivity in a high-density
regime, corrections due to hole-hole interaction are identiﬁed and the anisotropic
eﬀective hole masses of the system are carefully extracted. Fitting the weak an-
tilocalization feature by theory yields the characteristic dephasing and spin-orbit
scattering times that are evaluated on their gate- and temperature-dependences,
respectively. As the system is transferred into a low-density regime characterized by
insulating eﬀects of localization, a combined hole density evolution of the energy
spin splitting and of the Rashba parameter can be given.
Chapter 7 adds aspects of strong localization from exchange coupling in highly di-
luted magnetic InAs:Mn QW systems where a low concentration of magnetic Mn2+-
ions is placed in the vicinity of the 2D hole gas.
Chapter 8 concludes the experimental results achieved and discusses perspectives of
the material system.
Supplementary information on the fabrication of samples and their basic experimen-
tal characterization is provided in Appendices A and B, respectively.
2
Theoretical concepts
This chapter is designed to be the backbone of theoretical concepts relevant in this
study, particularly for 2D hole magnetotransport in low-dimensional III-V semi-
conductor systems. The First part features an introduction to the basics of diﬀusive
transport in a magnetic ﬁeld and certain magnetoresistive phenomena therein, while
the second half focusses on the nature and properties of the valence band structure
of 2D hole systems in the presence of spin-orbit interaction.
Speciﬁc theoretical background to the eﬀects discussed is additionally provided in
each corresponding experimental section along with brief reviews of associated his-
toric experimental and theoretical preliminary works.
2.1 Magnetotransport in two-dimensional systems
The emerging success of molecular beam epitaxy (MBE) has enabled the atomi-
cally precise composition of layered semiconductor heterosystems where the energy
band structure can eﬀectively be tailored to create low-dimensional carrier systems.
Magnetotransport of carriers in these potential environments has consequently been
triggering the discovery and understanding of important quantum phenomena like
the quantum Hall eﬀect and the localizing eﬀects of quantum interference that are
presented in the following sections.
2.1.1 The two-dimensional carrier gas
A two-dimensional gas of charge carriers, electrons or holes, is created by conﬁning
their motional degree of freedom in one direction (z-direction) leaving the carriers
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to move freely perpendicular to it in the plane spanned by the other two direc-
tions (deﬁned as x- and y-direction). Band engineering of heterostructures forms a
conﬁnement potential, usually in growth direction z, either at the interface of two
semiconductor materials of diﬀerent energy band gaps, or by embedding a low-band-
gap material into a semiconductor of wider energy gap creating the quantum well
formation (e.g. InAs or GaAs compounds in between InAlAs or AlGaAs, respec-
tively). When only the lowest state of quantized energy subbands is occupied at low
temperatures, the system is regarded to be eﬀectively two-dimensional.
For the motion in the x-y-plane the dispersion relation in these heterostructures
is parabolic, with
En,k = En +
~2k2‖
2m∗
, (2.1)
where k‖ = (kx, ky) denotes the in-plane wave vector and m∗ is the constant eﬀec-
tive mass of carriers. Each state (n,k) is described by an envelope wave function
ψn,k (x, y, z) = χn (z) e
i(kxx+kyy) with a function χn characterizing the quantization
in z-direction and plane Bloch waves of the free in-plane motion of carriers [10].
It follows from a parabolic dispersion that the 2D density of states D2D for each
subband n is constant as a function of the energy,
D2D (E) = gsgvm
∗
2pi~2
. (2.2)
Here, the degree of spin degeneracy is gs = 2 in both GaAs heterostructures and
e.g. Si MOSFETs1, and gv represents the valley degeneracy of conduction band
minima, which is gv = 1 in GaAs heterosystems. For two-dimensional hole gas
systems, however, the dispersion relation is non-parabolic at higher values of k‖
leading to an energy-dependent eﬀective hole mass and a density of states that is
constant only in ﬁrst approximation.
In the quantum limit of one occupied quantized subband at low temperatures, only
states at the Fermi energy are contributing to the two-dimensional transport with
a sheet density of the carrier gas ns = D2D ·EF . The Fermi energy EF is thus given
as
EF =
~2pi
m∗
·ns, (2.3)
with the corresponding states in k space being occupied up to the Fermi wavenum-
ber
kF =
√
2m∗EF
~2
=
√
4pins
gsgv
, (2.4)
deﬁned via the dispersion relation.
1Metaloxidesemiconductor ﬁeld-eﬀect transistor
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2.1.2 2D Drude transport in a magnetic ﬁeld
At small magnetic ﬁelds where quantum eﬀects are still negligible, two-dimensional
transport of carriers is well described in the framework of the Drude theory [27, 10].
Here, the system is treated as a gas of free carriers scattering elastically by lattice
atoms or other carriers within a mean transport scattering time τtr. Accelerated by
an electric ﬁeld E in between collision events, carriers have gained a mean, so-called
drift velocity vD in steady state. In a magnetic ﬁeld B, perpendicular to the 2D
motion, carriers of charge |e| are deﬂected by the Lorentz force, such that in steady
state the equation of motion reads
m∗
τtr
vD = |e| (E + vD ×B) . (2.5)
At B = 0 T, the characteristic mobility µ of the system can be derived as the
proportionality constant that couples the drift velocity vD of carriers and the electric
ﬁeld E as
µ =
|e|τtr
m∗
, (2.6)
determined by the mean transport scattering time τtr between two collisions. The
resulting current density j is then calculated from the drift velocity by
j = σE = |e|nsµE = |e|nsvD, (2.7)
with the electrical conductivity σ connecting j and E.
The Hall eﬀect
Applying a ﬁnite magnetic ﬁeld in z-direction perpendicular to the x-y-plane of the
two-dimensional carrier gas, the conductivity σ of Ohm's law (2.7) transforms into
a 2× 2 tensor, hence (
jx
jy
)
=
(
σxx σxy
σyx σyy
)
·
(
Ex
Ey
)
. (2.8)
For reasons of the symmetry in isotropic systems, σxx = σyy and σxy = −σyx ap-
plies for the components of the conductivity tensor σ. From tensor inversion the
components of the isotropic tensor of the speciﬁc resistivity ρ = σ−1 eventually
yield
ρxx = ρyy =
σxx
σ2xx + σ
2
xy
=
m∗
nse2τtr
, (2.9)
ρxy = −ρyx = σxy
σ2xx + σ
2
xy
=
B
|e|ns . (2.10)
While the longitudinal resistivity component ρxx is constant, independent of B, yet
determined by the characteristic scattering times limiting the mobility of the system,
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the Hall resistivity ρxy is a linear function of the magnetic ﬁeld. On the basis of
these considerations, the system's essential properties of sheet carrier density ns
and mobility µ can thus be derived from Equations (2.9) and (2.10) by
ens = (dρxy/dB|B=0)−1 , (2.11)
µ = ensρxx (B = 0) . (2.12)
These characteristic indicators for the quality of the 2D carrier system are typically
acquired from low-temperature magnetotransport experiments at low B on samples
patterned in a so-called Hall bar (HB) geometry as depicted in Fig. 2.1. This device
layout guarantees the correct measurement of the Hall resistivity, ρxy = UHI = RH ,
along the y-direction, precisely perpendicular to the direction of the longitudinal
resistivity, ρxx = UI
W
L
= Rxx
W
L
, along the x-direction of the current ﬂow. The
factor W/L of width W and length L accounts for the geometry of the Hall bar.
Equipotential lines in Figure 2.1 normal to the electric ﬁeld vector E visualize the
Figure 2.1: Scheme of a stan-
dard Hall bar geometry of width
W and length L used for trans-
port measurements in a mag-
netic ﬁeld, featuring the equipo-
tential lines normal to the direc-
tion of E that visualize the ori-
gin of the classical Hall voltage
UH , adapted from [10].
generation of the Hall voltage UH , with the directions of the current density vector
j and of E enclosing the Hall angle θ, which becomes zero as B → 0 T obeying
tan θ = µB.
The two-dimensional carrier system is validly described by the classical Drude
model of conductivity only for weak magnetic ﬁelds where ωcτtr  1, with the time
scale of the cyclotron frequency ωc = eB/m∗ competing with τtr, the transport
scattering time.
2.1.3 Quantum Hall eﬀect
For higher magnetic ﬁelds µB = ωcτtr > 1, the constant density of states at zero
magnetic ﬁeld, Eq. (2.2), condenses into a series of Landau levels (LL), δ-peaks
equally separated in energy by ~ωc, as a result of the Bohr-Sommerfeld quantization
of self-interfering carriers. In real systems, these peak levels experience a Lorentzian-
type of broadening into bands due to scattering by impurities. Landau levels are
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highly degenerate with the number of states per unit area NL = eBgs/h depending
on the magnetic ﬁeld: as the ﬁeld increases, the separation of LLs grows, leading to
a reduction of the number of increasingly degenerate LLs below the Fermi energy,
which is expressed by the ﬁlling factor
ν =
ns
NL
=
nsh
eBgs
. (2.13)
Here, the two spin levels of states spin-up and spin-down, are regarded as separated
energy levels. At high magnetic ﬁelds, the spin degeneracy of each Landau level is
lifted by the Zeeman energy g∗µBB, where g∗ is the eﬀective g-factor and µB is the
Bohr magneton, such that the degree of spin degeneracy is gs = 1.
In magnetotransport experiments on 2D carrier systems, Landau quantization
manifests in the magnetoresistive phenomena of Shubnikov-de Haas (SdH) oscilla-
tions in the trace of ρxx (see Sec. 2.1.4) and the integer quantum Hall eﬀect (QHE)
in ρxy. Figure 2.2 demonstrates exemplarily that the transverse Hall resistance is
Figure 2.2: Exemplary mag-
netotransport measurement of
a 2DHG at low temperature,
which, as a consequence of Lan-
dau level formation, exhibits
Shubnikov-de Haas oscillations
in the longitudinal resistivity
ρxx (B) as well as quantum Hall
plateaus at integer ﬁlling fac-
tors in the transverse resistiv-
ity ρxy (B) at higher magnetic
ﬁelds.
characterized by sharp plateaus in ρxy (B) at higher magnetic ﬁelds, independent of
the material or sample geometry, that appear precisely at resistance values
ρxy =
1
ν
h
e2
=
1
ν
·RK , ν ∈ N, (2.14)
with RK = h/e2 = 25812.807 Ω, the von-Klitzing constant [28], while ρxx (B) expe-
riences a minimum in magnitude.
The QHE can be explained in the framework of the Landauer-Büttiker formalism
by the existence of states on the edges of a ﬁnitely sized sample. When the Fermi
energy lies exactly in between two LLs via localized states within the sample, trans-
port is carried solely along these one-dimensional edge channels, dissipationless and
ballistically, in opposite directions along opposite edges of the structure. By this
macroscopic separation of counterpropagating edge states, scattering from edge to
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edge and backscattering of carriers is reduced, hence causing quantized plateaus in
ρxy (B) and a minimal or even zero ρxx (B) at stronger magnetic ﬁelds.
More detailed reviews on the QHE are presented in e.g. [27] or [10]. In the
following, the eﬀect of SdH oscillations is discussed in order to provide the basic
analytical tools to experimentally deduce important material parameters of this
study.
2.1.4 Shubnikov-de Haas eﬀect
In an increasing magnetic ﬁeld, Shubnikov-de Haas oscillations in ρxx (B) arise from
the tuning of the increasingly quantized density of states of broadened Landau levels
oscillating at the Fermi level. The minima and maxima of SdH oscillations are 1/B-
periodic with
∆
(
1
B
)
=
gse
nsh
, (2.15)
which can be employed in the experimental acquisition of the sheet carrier density.
If only one electric subband is occupied, the oscillating part of the magnetore-
sistance ρxx (B) is described by Ando [29, 30] and Coleridge [31] et al. by
∆ρxx
ρ0
= 4
χ
sinhχ
exp
( −pi
ωcτq
)
cos
(
2pi
~ωc
− pi
)
, (2.16)
with the temperature-dependent Dingle factor χ/ sinhχ, where χ = 2pi2kBT/ (~ωc),
with the cyclotron frequency ωc = eB/m∗, the amplitude of the relative magne-
toresistivity ∆ρxx (B) = (ρxx (B)− ρ0), where ρ0 is the resistivity at magnetic ﬁeld
B = 0 T, and  = EF − E1 representing the energy diﬀerence between the energies
of the Fermi level and the ﬁrst occupied subband.
Following Elhamri et al. [32] by approximating sinhχ by expχ/2, and considering
that at the extrema of the SdH oscillations the cosine term is ±1, yields a simpliﬁed
Ando relation
ln
(
A
T
)
≈ C1 − 2pi
2kBm
∗
e~B
T, (2.17)
with the T -dependent SdH amplitude A = ∆ρxx/ρ0 and a T -independent term C1.
Fitting this modiﬁed Ando formula to a plot of ln (A/T ) versus T , gives a linear
slope from which the eﬀective mass m∗ (B) for a ﬁxed magnetic ﬁeld B can be ex-
tracted. This procedure has been applied for the evaluation of the eﬀective masses
of 2DHGs in the InAs heterostructures of this thesis, see Section 6.2.2.
The B-dependent, exponential decay of the envelope function of the SdH oscilla-
tions is governed by the quantum scattering time τq in Eq. 2.16. This single particle
lifetime τq diﬀers from the classical Drude transport scattering time τtr in a way
that in Boltzmann theory the scattering rate 1/τtr =
∫
P (θ) dΩ, with the quan-
tum mechanic transition probability P from one particular momentum eigenstate to
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another and the scattering angle θ, emphasizes the importance of large-angle scat-
tering over small-angle scattering, whilst 1/τq =
∫
P (θ) (1− cos θ) dΩ includes the
total scattering events of the system [31]. The quantum scattering time therefore is
a measure for the Lorentzian collision broadening of Landau levels with the FWHM2
Γ = ~/2τq [10]. At a ﬁxed temperature, τq can be derived from Eq. 2.16 from the
linear slope of a Dingle plot [33, 32]
ln
(
1
4
∆ρ
ρ0
sinhχ
χ
)
= C2 −
(
pim∗
eτq
)
1
B
, (2.18)
where C2 is a non-oscillating term. Knowing the value of the eﬀective mass, τq has
been calculated from Eq. 2.18 to determine the Dingle ratio τtr/τq of scattering pro-
cesses in InAs heterostructures, also to be found in Section 6.2.2.
The Drude theory considers quantum mechanical scattering by individual impu-
rities. In the 1980s, however, scattering theories were developed that systematically
incorporated the phase-coherent motion between multiple scattering events, describ-
ing the eﬀects of quantum interference in diﬀusive systems, where scattering occurs
on length scales that are small compared to the sample size [10].
2.1.5 Quantum interference in diﬀusive transport
In disordered metal and semiconductor systems, conduction charge carriers are scat-
tered by defects or impurities. As illustrated in Fig. 2.3, multiple phase-coherent
scattering events lead to constructive interference of two time-reversed partial waves
travelling along the same closed trajectory but in opposite directions. This quantum
mechanical eﬀect of weak localization (WL) eﬀectively enhances the backscattering
probability of carriers leading to a quantum reduction of the conductance and an
increase of the resistivity. A prerequisite for this interference eﬀect is that the phase
coherence length exceeds the elastic mean free path of the diﬀusive transport. In an
external magnetic ﬁeld B, the time-reversal symmetry is broken as the waves propa-
gating along the two paths acquire a phase diﬀerence that suppresses constructive
interference. Thus, a restoration of the original conductance without the quantum
interference correction can be observed as a positive magnetoconductivity or a nega-
tive magnetoresistivity (NMR), respectively, forming a peak signature around B = 0
[34]. A more detailed view on the suppression of the WL by a magnetic ﬁeld will
be given in Section 6.4. In the presence of strong spin-orbit interaction (see Sec-
tion 2.2), however, the phase-coherent backscattering probability is reduced. Spin
dephasing of the two time-reversed partial waves leads to destructive spin interfer-
ence which gives rise to an enhanced conductance. An external magnetic ﬁeld again
destroys the phase-coherent time-reversal symmetry, which appears as a positive
magnetoresistive eﬀect in form of a dip at low magnetic ﬁelds around B = 0.
2Full width at half maximum
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Figure 2.3: Interfering partial waves
experiencing multiple scattering events
in a diﬀusive system as they propagate
in opposite directions on a time-reversed
trajectory.
A qualitative approach to the understanding of this weak antilocalization (WAL)
eﬀect will be given following the reasoning of Bergmann [35] in [10]. A consequence
of SOI is that spins are rotated by an eﬀective magnetic ﬁeld in between or during
scattering events in a diﬀusive system (see Section 2.2.3). This way, a particular ini-
tial spin state |s〉 of a partial wave is transferred into a state |s′〉 = R|s〉 on the Bloch
sphere where the rotation operator R is the product of subsequent inﬁnitesimal ro-
tations. The counterpropagating, time-reversed partial wave experiences the same
subsequent rotations, but in reverse order and with inverted angles of the individual
rotations. At the end of the trajectory the spin arrives at a ﬁnal state |s′′〉 = R˜|s〉
having performed a ﬁnite rotation R˜ = R−1. The contribution to the return proba-
bility of the interfering spin states of the two time-reversed paths is then given by the
matrix element 〈s′′|s′〉 = 〈s′′|R2|s′〉. In the case of negligible SOI essentially no spin
rotation takes place and the expectation value of 〈s′′|s′〉 is 1, thus resembling the
enhanced backscattering probability of the weak localization. If, however, spin-orbit
coupling is strong, the initial spin polarization gets completely randomized while
scattering along the trajectory. Still, the complementary spin on the time-reversed
path performs the exact opposite rotation and so the expectation value of the matrix
element 〈s′′|s′〉 yields an average interference contribution of −1/2 on averaging over
many pairs of interfering time-reversed paths [35]. This concludes that strong SOI
reduces the backscattering probability leading to weak antilocalization dominated
by destructive interference.
The appearance of WAL therefore unambiguously marks the inﬂuence of spin-
orbit coupling in a system, making this eﬀect a suitable experimental tool for eva-
luating the strength of the interaction. In this work, this access to characteristic
parameters of SOC is employed extensively in the investigation of quantum interfer-
ence phenomena of 2DHGs in indium-based QW heterostructures in Section 6.2.3.
2.2 Spin-orbit coupling in two-dimensional systems
The spin and the orbital motion of a carrier interact via spin-orbit coupling. Due to
relativistic Lorentz transformation, an electron that moves in the strong Coulomb
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potential of an atom or crystal lattice at rest will experience the eﬀective electric
ﬁeld E = − (1/q)∇V0 as an eﬀective magnetic ﬁeld in its own rest frame. In lowest
order of v/c, the magnetic ﬁeld B′ = − (1/c2) v×E couples to the carrier's magnetic
moment, the spin, via a Zeeman-type interaction3. The non-relativistic approxima-
tion to the relativistic Dirac equation then gives rise to the Pauli spin-orbit (SO)
correction term to the Hamiltonian
HSO = − ~
4m20c
2
σ ·p× (∇V0) , (2.19)
as the microscopic driving force for spin-orbit coupling eﬀects [11]. Here ~ is the
Planck's constant, m0 is the free electron mass, σ = (σx, σy, σz) is the vector of the
Pauli spin matrices, p is the momentum operator and V0 represents the Coulomb
potential.
The strength of the atomic SOI thus depends on the gradient of the potential,
which is also true for the periodic potential in crystals. The potential gradient, in
turn, is larger the higher the nuclear charge of the element, making SO eﬀects more
important with elements of higher atomic number. III-V semiconductors like gallium
arsenide and in particular indium arsenide, as well as the elementary semiconductor
germanium (Ge), therefore show stronger SO eﬀects than e.g. silicon (Si) [10].
The eﬀective electric ﬁeld in the lattice-periodic potential of a three-dimensional
crystalline solid on the other hand, will only be non-zero if the crystal lattice lacks a
certain inversion symmetry. In binary III-V semiconductors manifesting in the zinc
blende crystal structure, a fcc-type of lattice with a basis consisting of two diﬀerent
species of atoms, the so-called bulk inversion asymmetry (BIA) thus adds another
contribution to the SOI as it originates from the ionic nature of these bulk compound
materials, where microscopic electric ﬁelds are inverted when switching the anionic
and cationic sites.
Spin-orbit interaction has a profound inﬂuence on the energy band structure,
and, in addition, new SOC phenomena will appear in low-dimensional systems due
to size quantization.
2.2.1 Energy band structure of III-V semiconductor
compounds
The motion of carriers in crystalline solids is determined by energy bands En(k) of
band index n and the wave vector k. The calculation of such band structures using
pseudopotential methods is presented in Fig. 2.4 for III-V semiconductor compounds
GaAs (a) and InAs (b). In both cases, in GaAs as in InAs, the valence band maxi-
mum (Γv8) and the conduction band minimum (Γ
c
6) are at the Γ point, separated by
a direct band gap energy of 1.52 eV in GaAs and only small 0.42 eV in InAs at low
temperatures [37]. Due to the similarities in band and crystal parameters of binary
3c denotes the velocity of light in vacuum and primed variables refer to the electron rest frame.
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(a) (b)
Figure 2.4: Calculated band structures of the direct-band-gap III-V semiconduc-
tor compound materials (a) GaAs and (b) InAs applying pseudopotential methods
including spin-orbit eﬀects, [36, 10].
compound III-V semiconductors, like GaAs, AlAs, InAs and GaSb, all crystallizing
in the zinc blende structure, the theoretical aspects in the following apply for both
systems.
Figure 2.5 (left) qualitatively illustrates the band structure of bulk GaAs around
the Γ point. In a tight-binding picture the conduction band electronic states are
described by s-like atomic orbitals with orbital angular momentum l = 0, whereas
the states of the valence band have p-like symmetry with l = 1 [11, 38]. When taking
into account the spin s = 1/2 (Fig. 2.5, middle), conduction band electron states
have a total angular momentum j = l + s = 1/2, while atomic spin-orbit coupling
splits the sixfold degeneracy of the p-type VB into a fourfold degenerate state of
j = 3/2 and a twofold spin degenerate split-oﬀ band of j = 1/2. Here, this gap
energy ∆0 separating j = 3/2 and j = 1/2 VB states can serve as a measure of
the strength of the Pauli SOI aﬀecting the system. With ∆0 = 341 meV in GaAs
and even 390 meV in InAs [37], compared to 44 meV in Si [10], it is another indi-
cation of the importance of SO eﬀects in III-V hole systems. At an in-plane wave
vector k‖ 6= 0, the fourfold degenerate topmost VB state of eﬀective spin j = 3/2
further splits into the so-called heavy hole (HH) and light hole (LH) degenerate
pairs of states, characterized by z components of angular momenta mj = ±3/2 and
mj = ±1/2, respectively. New phenomena of SOC eﬀects arise in low-dimensional
systems as depicted on the right of Fig. 2.5. Here, conﬁnement along the axis z
induces a size quantization that lifts the fourfold degeneracy of the HH and LH
subbands even at k‖ = 0. It should be noted that an additional source of subband
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Figure 2.5: Qualitative sketch of the band structure of bulk GaAs in the vicinity
of the Γ point at k‖ = 0. (Left) An energy gap separates the s-like conduction
band (CB) from the p-like valence band (VB). (Middle) Spin-orbit interaction lifts
the sixfold degeneracy of the VB separating j = 3/2 and j = 1/2 states by the split-
oﬀ gap ∆0. (Right) In 2D systems size quantization lifts the fourfold degenerate
j = 3/2 VB subband states generating a HH-LH splitting even at k‖ = 0 with a spin
quantization axis perpendicular to the 2D plane, [38].
quantization may arise by strain applied to the bulk crystal.
As designated, `heavy' and `light' hole states have large and small eﬀective hole
masses, respectively, regarding the bound motion perpendicular to the plane of the
2D system. For the in-plane motion, however, the so-called mass inversion occurs
where the HH subband is characterized by a smaller in-plane eﬀective mass than the
LH subband. This leads to an anticrossing of the strongly bound HH states' steep
dispersion relation and of the ﬂat dispersion of the weakly bound LH subband states
at ﬁnite k‖ as a result of HH-LH mixing (Fig. 2.6).
In 2DHG systems of typical hole densities of p ≈ 1011 cm−2, the Fermi energy level
lies between the topmost LH and HH subbands, which is why in the quantum limit at
Figure 2.6: Split HH and LH disper-
sion relations E(k‖) avoiding crossing
at k‖ 6= 0, [11].
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low temperatures generally only the HH subband is occupied [39, 10]. The eﬀective
masses of heavy holes in GaAs are listed as m∗hh = 0.51m0 and as m
∗
hh = 0.39m0 in
InAs (for [001] growth direction), with m0 being the free electron mass, thus by far
exceeding the CB eﬀective electron masses of m∗e = 0.067m0 (GaAs) and 0.0239m0
(InAs) [40, 37, 41]. Winkler argues in [11] that, since a remarkable symmetry in
the analytical expressions for SO coupling terms of electrons and holes is found, SO
coupling eﬀects for both particle states are, in principle, also of the same order of
magnitude. SO coupling energies of electrons and holes then are to be compared in
relation to their kinetic energies, which therefore suggests that hole systems, having
the greater eﬀective mass, are more subject to the inﬂuence of SOI than electron
systems.
In addition, it needs to be considered that, while electrons in the CB of bulk semi-
conductors and 2D systems have an almost isotropic and parabolic dispersion E(k),
the energy dispersions of HH and LH hole states are highly anisotropic and non-
parabolic depending on the direction of the wave vector k and its magnitude. As
illustrated in Fig. 2.7 (a) these `warped spheres' of the Fermi surface characterize
the eﬀective hole mass to be an anisotropic parameter, and the values above only
to be regarded as estimates [42].
Figure 2.7 (b) exemplarily shows the numerical result of the calculation of the hole
(a) (b)
Figure 2.7: (a) The anisotropic Fermi contours of the spin-split 2D hole subband
dispersion, [42], and (b) the calculated anisotropic hole subband dispersion E(k‖) in
[100] and [110] crystallographic directions of a 150 Å wide GaAs/Al0.3Ga0.7As QW
in [001] growth direction, [11]. Dotted lines represent the axial approximation.
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subband dispersion E(k‖) for a GaAs QW in [001] growth direction based on a 8×8
k ·p Hamiltonian from reference [11], where also further information on the calcu-
lation can be found. It should be noted that for the high-symmetry crystallographic
growth directions [001] and [111] the hole subband states at k‖ = 0 are pure HH
and LH states (if small k-linear terms coupling HH and LH states are neglected),
other than for low-symmetry directions [113] and [110] where weak mixing of HH-LH
eigenstates occurs [43, 38].
Having established the inﬂuence of SOI and conﬁnement on the band structure,
in particular on the VB structure, other important SO coupling phenomena can
be distinguished in a two-dimensional system, particularly a 2D hole system, also
within a given subband. The next section will introduce these so-called Dresselhaus
and Rashba SO phenomena, with the focus on the latter.
2.2.2 Spin splitting of 2D hole systems
Spin degeneracy of the carrier energies, E↑ (k) = E↓(k), in a periodic solid-state sys-
tem at B = 0 is a combined eﬀect of space inversion symmetry, E↑ (k) = E↑(−k),
and time inversion symmetry, E↑ (k) = E↓(−k), according to the Kramers degen-
eracy theorem. Here, k is the wave vector and arrows ↑, ↓ represent the projection
of spin-up and spin-down states, respectively. Space inversion asymmetry, however,
lifts this degeneracy even in the absence of an external magnetic ﬁeld and splits the
energy dispersion into two branches, E↑ (k) and E↓(k). In a 2D system, this breaking
of the spatial symmetry can be caused either by bulk inversion asymmetry of the
underlying crystal structure or by structure inversion asymmetry (SIA) of a conﬁn-
ing potential. Additionally, low atomic symmetry of heterointerfaces can contribute
to the zero-ﬁeld spin splitting [11].
In the non-centrosymmetric zinc blende lattice structure of III-V binary com-
pounds, like GaAs, InAs and InSb, the well known BIA contribution to the spin
splitting, often referred to as the Dresselhaus term in the Hamiltonian [44], is es-
sentially a ﬁxed materials property. While the BIA spin splitting of the conduction
band is characterized by a bulk Dresselhaus term with cubic symmetry of the wave
vector k, the Dresselhaus term of 2D electron gases exhibits a linear dependence in
the lowest order of k [10].
The SIA-induced spin splitting in quantum structures, on the other hand, can
be tuned by the conﬁning potential V (r) causing a spatial inversion asymmetry
that is characterized by an eﬀective electric ﬁeld E . This potential may consist of
a built-in potential or an external potential. Since both options can be addressed
experimentally by the tailored epitaxy of heterostructures or by external gating,
respectively, the SIA SO coupling is in the heart of interest with respect to the
application in future spintronic devices (see the Introduction 1.1). Honoring the
fundamental theoretical works of Bychkov and Rashba [1], the spin splitting due to
SIA is commonly referred to as the Bychkov-Rashba or simply Rashba SO splitting.
In lowest order of k, the Rashba term of the SIA spin splitting of CB electron states
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induced by the eﬀective electric ﬁeld E = (0, 0, Ez) is expressed as
HeR = αEzi (k−σ+ − k+σ−) , (2.20)
where σ± = 12(σx± iσy) are the Pauli spin matrices and k± = 12(kx± iky), with kx, ky
denoting the components of the in-plane wave vector k‖. The Rashba coeﬃcient α
is a prefactor that depends on the material [38].
In case of the Rashba model for the valence band, however, the situation is
rather diﬀerent. Following symmetry hierarchy arguments in [11], the quantization
axis due to size quantization (as the usually dominant eﬀect) of hole states of orbital
quantum number l = 1 and eﬀective spin j = 3/2 is enforced along the direction
of growth, perpendicular to the 2D plane. As already discussed, size quantization
separates the HH states with a z component of the angular momentum mj = ±3/2
from the LH states along this quantization axis in energy. Generally, the eﬀective
Hamiltonian of the SOI tends to orient the spin vector in the plane of the 2D
system. Yet, since there can only be one quantization axis in the system, this eﬀect
has to compete with the energy quantization of the HH-LH splitting along the
growth direction. This constitutes that for HH subband states ofmj = ±3/2 Rashba
SO splitting at B = 0 is a higher order correction, unlike for LH subband states
of mj = ±1/2 or CB electrons of l = 1/2 which are not aﬀected by subband
quantization [11]. Therefore, the spin splitting of HH subbands due to Rashba SIA
is considered to be cubic in k and, in contrast, k-linear in case of LH subbands
[45], similar to CB electrons described by Eq. (2.20). It was shown that k-linear
splitting of the HH states is dominated by BIA, however, it is negligible for typical
hole densities [43].
The Hamiltonian of the cubic Rashba SO splitting of a HH subband is then described
by
HHHR = αhEzi
(
k3+σ− − k3−σ+
)
, (2.21)
where the eﬀective electric ﬁeld Ez = ep/(20) is proportional to the density p [38,
11], with  and 0 denoting the dielectric permittivity and the vacuum permittivity,
respectively. This relation implies that modulation of Ez, and thus of the Rashba
SOI, is accessible via the hole density p. The density, in turn, can be tuned externally
by a metallic gate or in-situ by variation of the concentration or spacer width of an
asymmetric modulation doping.
In contrast to electron systems where the Rashba coeﬃcient is material-speciﬁc
and independent of the geometry of the 2D system, third order perturbation theory
yields a Rashba coeﬃcient of
αh =
e~4
m20
aγ3 (γ2 + γ3)
[
1
∆hl11
(
1
∆hl12
− 1
∆hh12
)
+
1
∆hl12∆
hh
12
]
, (2.22)
for the ﬁrst HH subband, with e.g. a = 64/(9pi2) for an inﬁnitely deep, rectangular
QW grown in [001] [38, 11]. In this expression, γ2 and γ3 are the material-dependent
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Luttinger parameters and the splitting ∆νν
′
λλ′ = E
ν
λ − Eν′λ′ with Ehλ and Elλ being the
energies of the λth HH and LH subbands, respectively. It is apparent from Eq. (2.22)
that the Rashba spin splitting of a HH system not only depends on the eﬀective
electric ﬁeld Ez but also on the separation of the HH and LH subband states thus
illustrating the fact that in 2DHG systems SO coupling eﬀects are always competing
with HH-LH splitting [11].
As it is convenient, numerical results of the Rashba SOI are often represented by the
eﬀective Rashba coeﬃcient αhEz [39]. With a cubic spin-split HH subband dispersion
of E±
(
k‖
)
= 〈µh〉k2‖ ±
〈
αhEz
〉
k3‖
4 in the lowest order of k‖, where µh (times 2/~2)
describes the reciprocal eﬀective hole mass, the eﬀective cubic Rashba coeﬃcient
is 〈
αhEz
〉
=
√
2
pi
〈µh〉 p (p˜+ − p˜−) + ∆p (p˜+ + p˜−)
6p2 + 2∆p2
, (2.23)
with p˜± =
√
p±∆p. This illustrates that, since the branches of the dispersion
relations diﬀer, a spin-split HH subband could eﬀectively be regarded as a two sub-
band system having diﬀerent subband densities p± with opposite spin orientations
±3/2.
An exemplary self-consistent numerical calculation of the energy dispersion
E
(
k‖
)
of the HH subband by Winkler [43, 11] is demonstrated in the lower part of
Fig. 2.8 for a [001] grown GaAs/Al0.40Ga0.5As heterostructure with a total density
of p = 2× 1011 cm−2. Here, the calculation was performed fully taking into account
both SIA and BIA terms. As a result, lines of diﬀerent style demonstrate that
Figure 2.8: Self-consistent calculation based on a
14 × 14 extended Kane model of (lower part) the
anisotropic energy dispersion E±
(
k‖
)
and (upper
part) the spin splitting ∆E = E+
(
k‖
) − E− (k‖) of
the topmost HH subband of a GaAs/Al0.40Ga0.5As
heterostructure grown in [001] direction with a total
density of p = 2× 1011 cm−2. Lines of diﬀerent style
refer to diﬀerent directions of the wave vector k‖ and
the dotted line in E±
(
k‖
)
indicates the position of
the Fermi level, whereas the dotted line in ∆E
(
k‖
)
traces the LH subband splitting, [43].
the dispersion E
(
k‖
)
reveals a distinct anisotropy of ∆k‖ for diﬀerent directions of
k‖ at the Fermi level (dotted line). The corresponding HH spin splitting ∆E
(
k‖
)
in the upper part of Fig. 2.8 reﬂects this anisotropy. It is found that the splitting
is highest along [110] and lowest along [11¯0] with the [100] direction following an
4Angular brackets indicate averaging over position-dependent quantities in the calculation [39].
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intermediate level. Note, however, that the sign of the electric ﬁeld Ez is not deﬁned
unambiguously in [43]. In general, the HH energy splitting, being only small in
magnitude at low k‖, is basically dominated by the k3‖ proportionality at larger k‖.
Unlike that, the splitting of the LH subband is linear for low k‖ and of higher order
only for larger k‖ because of HH-LH mixing and an increasing non-parabolicity of
bands in the latter case.
Figure 2.9 presents the spin-split Fermi contours of a 2DHG considering again
both SIA and BIA (of unequal strength) as well as the combined eﬀective magnetic
SO ﬁeld BSO
(
k‖
)
, as calculated by Dollinger in [46]. Combining BIA and SIA
Figure 2.9: Fermi contours for diﬀerent
spin directions and corresponding eﬀective
SO ﬁeld of a spin-split 2DHG according to
the model of Dollinger taking into account
unequal BIA and SIA. Blue and red contours
k± (θ) indicate the angular anisotropy of the
two subband spin species. Blue arrows illus-
trate the momentum-dependent orientation
and strength of the SO ﬁeld BSO
(
k‖
)
, [46].
terms, considering both cubic in k‖ contributions being dominant, yields an angular
spin splitting for the HH subband of
E+
(
k‖
)− E− (k‖) = 2k3‖√α2 + β2 − 2αβ sin (2θ), (2.24)
where α =
〈
αhEz
〉
denotes the eﬀective Rashba and β the Dresselhaus coeﬃcient [47,
11]. The interplay of Rashba and Dresselhaus eﬀects reduces the fourfold symmetry
pattern of the HH contours of constant energy in the plane of k‖ = (kx, ky) =(
k‖ cos θ, k‖ sin θ
)
(see also Fig. 2.7 (a)) to a twofold symmetry with the main axes
in [110] and [11¯0] direction. In turn, the symmetry axis of this twofold symmetry
and, as a consequence, the angular anisotropy of the splitting, depends on the sign
of the product αβ in Eq. (2.24) [48]. This implies, since the Dresselhaus parameter
β is a ﬁxed material constant, that the symmetry of the SOI anisotropy may be
inverted via a tuning of the eﬀective Rashba potential. Experimentally, this has
been demonstrated for the interfering Rashba and Dresselhaus SOI of GaAs 2DEGs
in [49] or at the interfaces of Fe/GaAs/Au heterojunctions in [50]. Here, in Fig. 2.9,
∆k‖ = k+ − k−, with the subscripts +/− assigned to the upper and lower energy
branch of the spin-split dispersion, respectively, is highest along [1¯10], intermediate
along [100] and minimal in [110] direction. Since ∆k‖ can be expressed in terms of
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the Rashba parameter α as the characteristic energy length scale (2m∗α) /~2 (for
parabolic dispersions) [7, 51, 11], it can be regarded as a reﬂection of the anisotropy
of the energy splitting.
Spin-orbit interaction of a spin in a certain state k‖ is induced by an eﬀective k‖-
dependent magnetic ﬁeld BSO
(
k‖
)
which is aligned parallel with the orientation of
the spin expectation value 〈S〉 in the kx-ky-plane. In Fig. 2.9 the strength of this
eﬀective magnetic SO ﬁeld BSO = 〈S〉∆k‖ is represented through the dimensions of
its arrows. Thus, in some k‖ regions of BSO the vectorial interference of BIA and
SIA contributions is additive while in others it can lead to a decrease of the spin
splitting [11].
Figures 2.8 and 2.9 have shown that the subtle, anisotropic eﬀects of SOI on
the spin splitting of the energy subband structure of 2D hole systems arising from
inversion asymmetry can be quantiﬁed either by ∆E at a ﬁxed wave vector k‖
or by ∆k‖ at a given energy E. The latter quantity ∆k‖ will particularly be of
importance in spin-dependent scattering processes leading to spin relaxation, which
will be highlighted brieﬂy in the next section.
In the end, it should be noted that strain may also have a signiﬁcant impact
on the energy band structure. For 2DHGs in strained QWs for instance, the order of
the topmost HH and LH subbands can be reversed generating a spin splitting linear
in k‖ [52]. For more information on the eﬀects of strain on the SO coupling of 2D
electron and hole systems the reader is referred to the detailed descriptions in [53]
and [54].
2.2.3 Spin relaxation
In a system which is characterized by energy spin splitting due to a strong SO
coupling, spin relaxation is aﬀected by the eﬀective magnetic SO ﬁeld BSO that
depends on the wave vector k. In a more intuitive picture, this relativistic ﬁeld
may be viewed as a close resemblance to a Zeeman ﬁeld. Breaking of the time
inversion symmetry by an external magnetic ﬁeld B causes a ﬁnite energy spin
splitting ∆E = g∗µBB that is referred to as the Zeeman spin splitting, with the
eﬀective g-factor g∗ and the Bohr magneton µB [11]. In close analogy to the Zeeman
Hamiltonian Hz6c = 12g∗µBB ·σ for a spin-1/2 electron of the Γc6 conduction band,
the Rashba SO Hamiltonian of a 2D electron system (2.20) can be rewritten in the
form
HeR =
1
2
BSO (k) ·σ, (2.25)
with the internal eﬀective magnetic ﬁeld BSO = 2αEz (ky,−kx, 0) [38].
The spin of a carrier in a certain momentum state k is subject to this k-dependent
eﬀective SO magnetic ﬁeld BSO and will precess about its axis with an average
frequency 〈ΩSO〉, given by ΩSO ≡ BSO/~ [38]. Upon scattering into another mo-
mentum state k′ on the Fermi surface, the spin precession will be characterized by
a diﬀerent rotation axis deﬁned by an eﬀective ﬁeld BSO (k′) of diﬀerent orienta-
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tion and magnitude. In between two scattering events, the eﬀective magnetic ﬁeld
BSO is regarded to be constant and the spin will precess about an angle 〈ΩSO〉 · τp
for the eﬀective elastic momentum scattering time τp. In the diﬀusive limit, when
the momentum scattering time is shorter than the time for a full precession cycle,
i.e. 〈ΩSO〉 · τp  1, the spin orientation performs a random walk of successive small
fractional cycles on the Bloch sphere and will eventually have lost its initial direction
after a large number of random scattering events. By this important spin relaxation
mechanism, the D'yakonov-Perel' mechanism (DP) [55], the spin polarization decays
with a rate that is proportional to the momentum scattering time, namely
τ−1SO ∝ 〈Ω2SO〉 · τp, (2.26)
where the characteristic time τSO scales the randomization of the spin direction due
to SOI.
The DP mechanism is considered to be the major spin-dependent scattering mech-
anism in inversion asymmetric III-V semiconductor compounds and their corres-
ponding low-dimensional heterostructures5 [10, 3]. Relation (2.26) illustrates the
counterintuitive fact that in disordered systems, where 〈ΩSO〉 · τp  1, the larger
scattering rate results in a decrease of the spin relaxation, hence a longer spin lifetime
τSO, analogous to the eﬀect of motional narrowing. With the scattering rate being
high in the diﬀusive regime, the angle of precession remains small before the next
momentum scattering so that the initial spin orientation is conserved over numerous
scattering events. As the spin splitting ∆k‖ has been found to diﬀer in systems char-
acterized by both BIA and SIA in the previous section, spin relaxation due to the
DP mechanism may also be anisotropic in diﬀerent crystallographic directions.
The analogy to a Zeeman ﬁeld which was used to describe the eﬀective magnetic
SO ﬁeld of the electronic spin splitting more instructively, however, does not hold
for hole systems. Winkler has shown that, strictly speaking, SOI for hole systems of
angular momentum j = 3/2 cannot be written in terms of an eﬀective Zeeman ﬁeld
and that spin precession for hole systems qualitatively diﬀers as being understood
as a non-trivial periodic motion in spin space [38]. In general, SO coupling is more
important in the energy spectrum of the valence band, and spin orientation is lost
faster, often disappearing with τSO on the scale of τp. The relation 〈ΩSO〉 · τp  1 so
holds less frequently than for electrons in experimentally accessible systems. Still, it
was discussed that in the strong momentum scattering regime (〈ΩSO〉 · τp  1) the
overall situation is similar to electron spin relaxation and the same random walk
model of the DP mechanism can be adapted [56].
It should be noted that the elastic collisions, determining the total eﬀective
momentum relaxation time τp which governs the motional narrowing eﬀect of the DP
mechanism, may be a result of carrier transport scattering by impurities and phonons
(τtr = µm∗/e) as well as of electron-electron (e-e) or hole-hole (h-h) scattering not
5With exception of narrow-gap materials exhibiting a huge separation of the topmost VB and the
SO split-oﬀ band, as in InSb, where EY mechanism dominates (see below).
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aﬀecting the mobility [57], hence, τ−1p = τ
−1
tr + τ
−1
e−e,h−h, respectively. The latter e-e
scattering in particular has been shown to dominate the DP mechanism in n-type
zinc blende semiconductors of high density and high mobility 2DEGs at elevated
temperatures, T  TF , with τtr being the dominant time scale below the Fermi
temperature TF [58].
While the DP mechanism does not alter the spin orientation during an elastic
scattering event, the Elliott-Yafet mechanism (EY) [59, 60] exactly describes the
occurrence of spin-ﬂip during momentum scattering by impurities or phonons due
to the coupling of spin eigenstates. Complementary to the DP eﬀect, the spin orien-
tation is then preserved in between scattering events instead. Thus, the spin-orbit
scattering rate increases with an increasing momentum scattering rate, and hence,
the linear proportionality here is τ−1SO ∝ τ−1p , unlike for the DP mechanism.
At last, two other spin-dependent scattering mechanisms of minor importance
in zinc blende semiconductors shall be named brieﬂy: The Bir-Aronov-Pikus mech-
anism is relevant in p-doped semiconductors where electron-hole exchange interac-
tion creates ﬂuctuating local magnetic ﬁelds that lead to spin relaxation. And, for
completeness, hyperﬁne interaction causes spin relaxation of carriers in semicon-
ductor crystal lattices whose atomic nuclei possess a non-zero magnetic moment
that induces spin randomization upon scattering. A detailed review of all discussed
spin-dependent scattering mechanisms is provided by [3].

3
Experimental methods
The novel indium-based III-V heteromaterials of this project have been created by
molecular beam epitaxial crystal growth. This chapter is designed to introduce the
technical features of the growth process as well as the experimental methods of
structural and physical characterization of III-V semiconductor material samples
for low-temperature magnetotransport experiments.
3.1 Molecular beam epitaxy
In semiconductor research, crystalline heterostructures of high quality are realized
by molecular beam epitaxy, since this process technique provides sharp interfaces of
atomic monolayer-precision as well as exact doping proﬁles. High-purity materials
are evaporated or sublimated from heated Knudsen-type eﬀusion cells into an UHV1
environment that contains a manipulator stage mounting the heated wafer substrate.
Impinging molecular beams interact with this heated crystalline substrate material
as the adsorbed atoms diﬀuse on the ﬂat substrate surface, form two-dimensional
clusters or re-evaporate. Incorporation of atoms on energetically favorable lattice
sites then takes place at lattice steps or after migration along these steps at a kink
in Frank-van der Merwe step growth mode forming semiconductor ﬁlms monolayer
by monolayer. In this regime, the growth kinetics of III-V semiconductors are de-
termined by the three temperatures of the substrate temperature lying in between
the evaporation temperatures of the group-III and group-V materials. III-V crystal
growth at the characteristically small growth rates of MBE is typically performed
1Ultra-high vacuum at a typical base pressure below 10−11 mbar to ensure low concentrations of
residual background impurities in the growth chamber
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at a beam ﬂux ratio V/III  1, eﬀectively being controlled by the ﬂux of group-III
atoms and hence the temperature of the source-III material at an abundance of
arsenic. Pneumatically triggered tantalum shutters at the openings of the eﬀusion
cells provide the abrupt regulation of molecular beam ﬂuxes, with the simultaneous
opening of two group-III cells enabling the epitaxy of ternary III-V semiconductor
materials.
The spintronic MBE system
The molecular beam epitaxy of all III-V heterostructure systems of this project
was realized in a modiﬁed Veeco GEN II solid-source MBE system, the so-called
spintronic chamber C. The spintronic MBE system is part of the Regensburg MBE
Figure 3.1: Panoramic view of the Regensburg MBE cluster currently featuring,
from right to left, the III-V spintronic chamber, the metals chamber and the group-IV
SiGe chamber, all connected by an UHV transfer channel.
cluster facility of the Bougeard Group, see Fig. 3.1, which currently consists of the
III-V spintronic chamber, the metals chamber managed by the Back Group and
the group-IV SiGe chamber. All three chambers are connected via an UHV transfer
channel at their integrated buﬀering and loading chambers to enable wafer substrate
exchange in between growth chambers without breaking the vacuum for high-purity
hybrid metal/semiconductor heterostructures. For the growth of III-V semiconduc-
tor compound heterostructures, the spintronic chamber is equipped with a number
of solid-source eﬀusion cells that store the high-purity materials in conical pyrolytic
boron nitride crucibles. In addition to the group-III indium cell, two gallium cells
and an aluminium cell, as well as the group-V arsenic valved cracker cell, also subli-
mating manganese eﬀusion and silicon or carbon ﬁlament cells are integrated for p-
and n-type doping. Details on ﬁlament and eﬀusion cell architectures are presented
in e.g. [61, 62, 63]. Providing uniformly good thermal contact, liquid gallium ﬁxes
the 2-inch GaAs substrate wafers (here, GaAs crystals grown in (100) orientation)
on tantalum holders which are mounted on a manipulator heater inside the cham-
ber after several degassing steps. During growth, continuous azimuthal rotation of
the substrate manipulator at a standard speed of 7 rpm maximizes the homogeneity
of epitaxial ﬁlms and minimizes material gradients across the wafer that originate
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from the asymmetric spatial arrangement of the eﬀusion cell ports in the system. A
so-called beam ﬂux ionization gauge is installed on the back side of the manipulator
to determine the beam equivalent pressures (BEP) of material ﬂux ratios when ro-
tated to face the eﬀusion cells, yielding e.g. a maximum BEPAs ≈ 1× 10−5 Torr for
arsenic. The manipulator is housed inside liquid-nitrogen-cooled cryopanels that line
the main chamber walls absorbing the arsenic pressure during growth and, together
with a cryogenic pump, providing a background pressure below 10−11 mbar. An
auxiliary titanium sublimation pump supports an optimum UHV by the pumping
of hydrogen gas. The substrate temperature TS is measured via the intensity of in-
frared radiation by engaging an Ircon-2000 pyrometer for TS & 400 ◦C or an Impac
IP120 pyrometer sensitive for TS ≈ 300− 400 ◦C. Below TS ≈ 300 ◦C, the commer-
cial Bandit system may be used to perform pyrometry via band edge spectroscopy
as established in [63].
As an important instrument for in-situ monitoring and characterization of the
growth status of crystalline ﬁlms, a RHEED2 gun together with a photoluminescent
detector screen are implemented in the MBE chamber. RHEED is a highly surface-
sensitive method due to the very small angle of grazing incidence of the high-energy
electron beam (accelerated at 15 kV) interfering at the sample surface. A compre-
hensive survey of the diﬀraction patterns characteristic for various stages of growth
surfaces is listed in [63]. By digitally recording and analyzing the periodic intensity
oscillations of the specular beam reﬂection, which occur during the completion of
monolayer by monolayer growth, the growth rates are deduced. The calibration of
GaAs and AlAs growth rates RGaAs and RAlAs, respectively, is conducted prior to
each sample growth session using a dedicated RHEED sample3 to accommodate
small day-to-day ﬂuctuations of the beam ﬂuxes at constant cell temperatures.
In this work, high-quality crystalline layers of GaAs-based compound heterosys-
tems have been realized at a growth rate of RGaAs ≈ 2.83 Å/s, substrate tempera-
tures of TS ≈ 620 ◦C and arsenic-rich conditions of a BEPAs ≈ 0.6− 1× 10−5 Torr.
For In-containing ternary alloys the substrate temperature needs to be lowered to
TS < 500
◦C to enhance the incorporation of indium atoms and avoid clustering or
island formation. Further information on the growth process of In heterostructures
will be provided in the next Chapter 4.
Indium cell calibration
In the fabrication of the main high-In ternary alloys of this project, which are
based on a step-graded InxAl1−xAs buﬀer system of increasing In content x (see
Chapter 4), a calibration of the InAs growth rate RInAs is essential. Here, the In ﬂux
was calibrated by monitoring RHEED oscillations from again the standard GaAs
RHEED sample, since monolayer-smooth InAs substrates are demanding in surface
2Reﬂection high-energy electron diﬀraction
3An approximately 4× 4 mm2 piece of smooth GaAs wafer material
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preparation for RHEED observation and rather costly. The determination of the
InAs growth rate is achieved by comparing the AlAs growth rate and an InxAl1−xAs
growth rate with a small In fraction x at a certain temperature of the In eﬀusion
cell, hence RInAs = RInAlAs −RAlAs. At TS = 430 ◦C, ﬁrst the AlAs growth rate is
deduced from RHEED oscillations before the InAlAs growth rate is recorded when
opening the In cell. Despite the occurring lattice mismatch from the incorporation of
indium, the growth of thin InxAl1−xAs compound layers proceeds pseudomorphically
as the In fraction remains small. In between the RHEED calibration steps of RInAs,
the sample surface is smoothed by growing AlGaAs/GaAs superlattice layers at
TS & 620 ◦C. As this procedure is rather time consuming, the ﬂux calibration of the
In cell is performed in regular extended time intervals or after major maintenance
operations at the MBE system. Figure 3.2 documents two sets of RInAs calibrations
at various In cell temperatures in the time period relevant for the growth of the In
heterostructures of this thesis. The relative concurrence of the data points illustrates
the stability of RInAs in time.
Figure 3.2: Calibrations of the InAs growth rate RInAs in the growth period relevant
for the In-containing heterosystems of this thesis demonstrating the stability of the
performance of the indium cell.
In general, very small growth rates RInAs could also be calibrated by observ-
ing the formation of strain-induced InAs quantum dots on (001) GaAs at a critical
thickness of 1.65 - 1.85 monolayers of InAs provoking a signiﬁcant transition in the
RHEED pattern [64, 65].
A conﬁrmation of the accuracy of the established method of RInAs determination is
given by ex-situ structural characterization: The In concentration of the heterosys-
tem achieved can either be controlled by X-ray diﬀraction (XRD) or by Secondary
ion mass spectroscopy (SIMS) analysis, which is also able to conﬁrm grown layer
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thicknesses, as it will be introduced brieﬂy amongst other methods in the next sec-
tion.
3.2 Characterizing the crystal
To ensure the speciﬁcations and quality of III-V epitaxial crystal growth, the follow-
ing listed methods of structural characterization were engaged in the optimization
of InAs-based heterosystems.
Secondary ion mass spectroscopy
At the beginning of this work, secondary ion mass spectroscopy performed at Pro-
bion4 labs yielded valuable information on the speciﬁc elemental composition and
the intended layer thicknesses of the In heterostructure growth process. With this
technique, a focussed primary ion beam of an energy ranging from 500 eV to 15 keV
destructively sputters the surface of the specimen and ejects a fraction of ionized
atoms from the sample. These secondary ions are collected by an extraction electrode
and analyzed by mass spectrometry at the ion detector. A proﬁlometer simultane-
ously provides a depth-resolved calibration of the system as the sputtering of the
sample progresses. Quantiﬁcation of the mass spectrometry results is possible by pro-
cessing a variety of standards of known composition in the same run under identical
experimental conditions. Depending on the required analysis, Cs+-ions or O+2 -ions
are frequently used as primary ion species. In the given process, sputtering by pri-
mary Cs+-ions and detection of secondary MCs+-ions was engaged in the so-called
MCs+ mode to quantify the atomic concentration of the elements of interest M,
namely In, Ga and Al, with the simultaneous monitoring of As. This method is
supposed to show only small inﬂuence of the ternary matrix composition on the
ionization rate producing a SIMS signal directly proportional to the depth-resolved
concentration of single elements in the sample.
Transmission electron microscopy
Transmission electron microscopy (TEM) exploits the wave nature of high-energy
electrons to image and analyze the crystal structure of semiconductor systems on
a sub-Å atomic resolution. Electron plane waves with a small de Broglie wave-
length interact with the atoms of the crystal lattice as they pass through ultra-thin
sample specimens (around 100 nm in thickness). Complex processes of scattering
and diﬀraction by the periodic atomic Coulomb potentials modulate the electron
wave amplitude and phase generating a contrast information that is detected after
4Maurice Quillec, www.probion.fr, Bagneux, France
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a system of objective apertures and lenses. In this thesis, TEM5 imaging of het-
erostructure cross-sections provides information on the nature of dislocations in a
step-graded metamorphic buﬀer system established for strain relaxation in high-In
compounds, see Sec. 4.1. Details on TEM functionality and the applied methods of
contrast generation are presented in [66].
Atomic force microscopy
The topography of the surface of the indium-based heterosystems of this thesis
is screened by atomic force microscopy (AFM) in order to quantify characteristic
morphological parameters like the surface roughness or possible dislocation defect
densities.
The scanning movement of an oscillating cantilever's Si probe tip in close distance
to the sample surface (tapping mode) is being mapped by a laser beam reﬂected
from the back side of the cantilever tip. As the amplitude of the oscillation of the
cantilever changes with the sample surface morphology, information on the topogra-
phy is recorded by monitoring these deviations and hence keeping the mean relative
distance of the oscillating tip to the surface constant by closing a feedback loop that
maintains a constant oscillation amplitude. For our studies, a Veeco Dimension Icon
atomic force microscope6 with ScanAsyst was used for high-resolution imaging of
10× 10 µm2- or 20× 20 µm2-sized sample details with a common Si tip.
3.3 Low-temperature magnetotransport
Low-temperature electrical characterization and magnetotransport experiments on
the grown heterosystems were conducted in cryogenic setups applying high external
magnetic ﬁelds on diﬀerent types of 2D transport devices.
Magnetotransport device design
A fast and convenient way to acquire information on the quality of established two-
dimensional carrier systems is provided by samples in the van der Pauw (vdP) geome-
try as these require only little eﬀort in preparation [67, 10]. Illustrated in Fig. 3.3 (a),
up to eight alloyed InZn ohmic contacts7 are placed in the corners and on the ﬂats
of typically 5× 5 mm2 quadratic wafer pieces. The sheet resistivity is deduced from
the cyclic permutation of contacts according to the vdP method by automated four-
terminal measurements at low temperatures. A more detailed description of the van
5FEI Tecnai F30 operating at 300 kV, Group of Prof. Dr. Zweck, University of Regensburg. All
imaging of this thesis was realized by Florian Aumeier [66].
6Courtesy of the Chair of Prof. Dr. Weiss, University of Regensburg. All imaging was performed
by Imke Gronwald.
7Recipes for alloyed n- and p-type InZn ohmic contacts are listed in Appendix A
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(a) (b) (c)
Figure 3.3: Illustrations of samples fabricated in (a) the van der Pauw geometry
and in form of (b) a regular L-shaped and of (c) the modiﬁed L-shaped Hall bar,
featuring a Ti/Au gate electrode, with I denoting the applied current, UH and UL
the measured Hall and longitudinal voltage, respectively, and UG the gate potential.
der Pauw procedure is given in Appendix B. In a Hall measurement conﬁguration,
as it is indicated in Fig. 3.3 (a), the sheet carrier density is then derived from the
low-ﬁeld slope of the Hall magnetoresistance by Eq. (2.11), with the sheet carrier mo-
bility being acquired by Eq. (2.12) from the zero-ﬁeld longitudinal resistance. Also,
basic ﬁrst 2D magnetoresistance characterizations in the quantum Hall regime have
been performed in vdP geometry, see Appendix B, where typically no information
on the crystallographic orientation of magnetotransport properties is recorded. For
precise low-temperature magnetotransport measurements on well-deﬁned structural
premises along certain crystallographic orientations hence various mesoscopic Hall
bar concepts were realized: Besides a regular straight Hall bar design (not shown),
variations of L-shaped Hall bars were patterned by standard optical lithography and
wet chemical etching (cf. Fig. 3.3 (b)) with their legs along distinguished orthog-
onal crystallographic directions, here [1¯10] and [110]. For a detailed listing of the
parameters of each processing step required, the reader is referred to the recipes
in Appendix A. In order to determine magnetotransport properties along three dif-
ferent distinguished crystallographic directions simultaneously, e.g. [1¯10], [100] and
[110], also the modiﬁed L-shaped design illustrated in Fig. 3.3 (c) was frequently
engaged. Here, the exemplary device in the inset of Figure 3.3 (c) features a golden
metallic topgate electrode allowing the gate-induced variation of the sheet carrier
density by the electric ﬁeld eﬀect. Details on the fabrication of Ti/Au gate electrodes
above insulating layers of Al2O3 are found in Appendix A as well.
The dimensions of the Hall bars in width and length, W/L, are set to be either
200 µm/1000 µm for regular straight and L-shaped Hall bars (cf. Fig. 3.3 (b)) or
50 µm/50 µm for modiﬁed L-shaped devices (cf. Fig. 3.3 (c)). During the evalua-
tion of magnetotransport properties, the corresponding geometrical factorsW/L are
considered whenever needed.
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Cryogenic measurement setups
Low-temperature magnetotransport experiments on these devices were carried out
in cryogenic measurement environments of variable temperature range and mag-
netic ﬁeld strengths chosen according to the experimental requirements. A standard
low-frequency lock-in technique at a reference frequency of 17 Hz was engaged with
constant bias currents ranging from 10 nA up to 1 µA. Every sample provided with a
topgate electrode was tested for current leakage across the insulating layers. Illumi-
nation by a red light emitting diode (LED) generating a persistent photoconductivity
eﬀect is possible in each setup.
4He dewar
The majority of magnetotransport experiments of this study was conducted in a
4He dewar cryostat setup, which allows a quick characterization of magnetotrans-
port properties at T = 4.2 K and T = 1.44 K under external magnetic ﬁelds up
to B = 6 T applied perpendicularly to the sample plane. As it is illustrated in Fig-
ure 3.4, a vacuum isolated magnetic rod mounting a superconducting magnet coil
is lowered into the dewar vessel ﬁlled with liquid 4He. Within the magnet rod, the
sample rod is inserted, cooling the sample mount (see the right of Fig. 3.4 for a
detailed view) inside the coil to a temperature of T = 4.2 K. By pumping on the
interior 4He volume of the magnet rod with a closed needle valve, connecting the
sample volume inside the magnet rod to the 4He reservoir, temperatures as low as
T = 1.44 K can be reached. The temperature of the system is controlled by a diode
temperature sensor in close vicinity to the sample.
Figure 3.4: Sketch of the 4He
dewar cryostat employed for magne-
totransport experiments at tempera-
tures of 4.2 K and 1.44 K featuring
a detail view of the tip of the sample
rod that mounts two sample sockets
and the LED. The sample rod is in-
serted in a magnet rod which has
been lowered into the liquid helium
reservoir.
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3He/4He dilution refrigeration
Cryogenic temperatures in the mK-range are achieved in a dilution refrigeration
system8 that harnesses the unique properties of a mixture of liquid 4He and 3He. In
a mixing chamber, the 3He/4He mixture separates into two phases below a temper-
ature of 0.87 K: A lighter, concentrated 3He phase and a heavier, diluted 4He-rich
mixed phase. The diluted phase contains 6.6% 3He as the maximum soluble con-
centration of 3He in 4He, while above this concentration, two separate phases are
energetically favorable. A cooling eﬀect is generated by pumping 3He via the still
from the diluted phase at the bottom of the mixing chamber9, leading 3He to `evap-
orate' from the concentrated phase into the diluted phase to maintain a constant
concentration of diluted 3He in the mixture. The energy of the change in enthalpy
of 3He required for this phase transition is retrieved thermally from the surround-
ings, eﬀectively cooling the mixing system to a base temperature of about 15 mK.
Figure 3.5 displays the principle of operation of a 3He/4He dilution refrigerator
schematically. The insert of the 3He/4He circulation system housed in the inner vac-
uum chamber is itself placed in a 4He reservoir inside the outer vacuum chamber
where superconducting magnet coils enable magnetic ﬁelds up to 19 T, see the left
of Fig. 3.5.
Figure 3.5: Simpliﬁed scheme of the setup and operation mode of a toploading
3He/4He dilution refrigeration system realizing temperatures between 1 K and 15 mK
as well as magnetic ﬁelds up to 19 T.
8Toploading OXFORD KelvinoxTLM dilution refrigerator, Chair of Prof. Dr. Weiss, University
of Regensburg
9Evaporation of 3He in the still is enhanced due to a latent heat of 3He three orders of magnitude
smaller than of 4He at T ≈ 0.7 K.

4
Designing InAlAs/InGaAs/InAs
QW heterostructures for 2D
magnetotransport
Two-dimensional electron gas systems based on InxAl1−xAs/InxGa1−xAs quantum
wells, with or without an incorporated InAs channel well, have intensely been stud-
ied as these potentially oﬀer superior properties for spin-dependent device appli-
cation over the AlxGa1−xAs/GaAs material compound system: A strong intrin-
sic spin-orbit interaction, small eﬀective electron masses and a particularly large
bare g-factor (cf. Introduction 1.1). The majority of experiments on high-mobility
2DEGs in these indium heterosystems yet has been performed on the basis of the
In0.52Al0.48As/In0.53Ga0.47As system of ﬁxed material alloy composition, since it can
readily be grown epitaxially lattice-matched on the commercially available binary
substrate InP [13, 68, 69, 15]. As this substrate, however, presets the ﬁnal indium
concentration in the active layers, it would be desirable to gain a higher ﬂexibility
in heterostructure alloy composition and thus a potential tunability of material pa-
rameters. It was found that an arbitrary ﬁnal indium content x can be achieved in
ternary alloys by employing a step-graded buﬀer layer system: The indium concen-
tration is increased gradually in order to adapt the ﬁnal high-In layers to a highly
lattice-mismatched standard GaAs substrate [70, 71]. With the occurring strain
being released during metamorphic buﬀer layer growth via the formation of dislo-
cations buried deep beneath the active layers, the mobilities of 2D carrier systems
are not degraded. Very high indium concentrations are ultimately enabled by this
necessary buﬀer layer system, which also hold the beneﬁts of minimizing alloy disor-
der scattering, highest for x . 0.50 [72], as well as of providing highly transmissive
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metal-semiconductor interfaces in devices for x & 0.75 [73].
4.1 Strain engineering by step-graded InxAl1-xAs
buﬀer layer growth
With the lattice constant of InAs aInAs = 6.0583 Å distinctively exceeding aGaAs =
5.65325 Å of GaAs (at T = 300 K, [37]), high-In compositions on conventional GaAs
substrates suﬀer from the strong lattice mismatch of a maximum ∆a ≈ 6.7%. During
growth, the in-plane lattice constants of a thin InAs ﬁlm would so pseudomorphically
adapt the lattice constant of the GaAs substrate, while its out-of-plane lattice con-
stant expands in accommodation to the compressive strain. At a critical thickness,
the epitaxial build-up of strain-induced elastic energy in the thin pseudomorphic
ﬁlm may relax by the formation of energetically more favorable crystal lattice de-
fects. Typically, so-called misﬁt dislocations manifest in missing lattice (half-)planes
conﬁned in a plane parallel to the heterointerfaces. Depending on interactions within
this distribution of misﬁt dislocations, so-called threading dislocations may arise
along crystal lattice planes diﬀerent from the plane of growth. Threading dislo-
cations are thus particularly to be minimized as they degrade the mobility when
penetrating the active epilayers where they act as scattering centers for free carriers
in 2D systems.
To overcome the lattice mismatch of the given GaAs substrates to the aspired
In0.75Al0.25As/In0.75Ga0.25As QW heterosystems of this thesis, a step-graded buﬀer
layer design of suitable indium gradient is employed, which acts to conﬁne the dis-
locations from strain relaxation and so to provide the defect-free, lattice-matched
new virtual substrate for an active QW region of high 2D carrier mobility. Our ex-
periments on strain engineering are based on the buﬀer layer concepts established
by Capotondi [74] and Ercolani [75] and colleagues.
Sketched schematically in the left of Fig. 4.1, the common composition of all buﬀered
high-In heterostructures is as follows: The undoped semi-insulating GaAs (001) sub-
strate wafer is covered by short-period Al0.50Ga0.50As/GaAs superlattice (SL) layers
of 5 nm each, repeated 10 times. The incorporation of this additional superlattice
layer was demonstrated to be crucial to decrease the density of threading dislocations
in the system, as it screens impurities located at the surface of the wafer substrate.
These impurities prevent a gliding of nucleating dislocation threads during growth.
The further threading dislocations are able to propagate unimpaired at the front
of monolayer step ﬂow growth towards the edges of the sample, the longer is the
resulting extension of misﬁt dislocation segments and hence the degree of relaxation
[76, 77].
Subsequent to the superlattice layers, strain and lateral lattice constants are grad-
ually adapted during the metamorphic growth of 50 nm thick (above the critical
thickness) InxAl1−xAs buﬀer layers with a slowly increasing indium content x. For
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Figure 4.1: Sketch of the metamorphic step-graded buﬀer layer design applied
for lattice-matched growth of fully relaxed In0.75Al0.25As/In0.75Ga0.25As/InAs het-
erosystems on a standard GaAs substrate. The indium fraction x is increased gradu-
ally from x ≈ 0.05 to an overshooting x = 0.85 to accommodate to a lattice-matched
In0.75Al0.25As virtual substrate. A cross-sectional TEM image along the [110] crys-
tallographic direction illustrates strain relaxation by the formation of in-plane misﬁt
dislocations up to the last overshooting layers of the buﬀer sequence (green arrow).
Red dotted lines in the center right ﬁgure mark the predominantly curved shape of
the dislocation segments from contributions of 60◦ threading dislocations at their
ends, from [66]. Within the cross-sectional detail of the main ﬁgure, the virtual
substrate layers of constant composition and the active QW layers above are found
to be completely defect-free. Still, the upper right AFM image of the surface of this
In heterostructure reveals the asymmetric cross-hatching topography of undulations
along the 〈110〉 directions, characteristic for these step-graded buﬀered systems.
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the growth of the In-containing buﬀer layer, the temperature was reduced from
TS = 620
◦C during SL growth to TS = 360 ◦C (330 ◦C at an earlier stage of our
studies) to avoid the formation of three-dimensional islands [78]. With the Al rate
being kept constant in the continuous growth of the InxAl1−xAs layers, the pro-
cess is controlled by ramping the indium cell temperature stepwise. Therein, the
indium concentration x is increased by ∆x = 0.05 from a starting x ≈ 0.07 up to
the ﬁnal indium content x = 0.75. In an advancement compared to a strictly linear
step-graded design towards x = 0.75, additional control of a residual strain in the
QW region is gained from a buﬀer layout incorporating extra, so-called overshooting
steps of indium concentrations exceeding the nominally desired ﬁnal indium fraction
of x = 0.75 [79]. Residual strain is present in the last buﬀer layers, since the forma-
tion of plastic defects requires elastic energy, thus generating shorter lateral lattice
constants than in the case of a fully unstrained system of the same desired nom-
inal composition. Following the thorough quantitative studies on strain relaxation
through generation of misﬁt dislocations by Capotondi et al. [80, 81], we adopt a
step-graded InxAl1−xAs buﬀer layer sequence where the In content is increased lin-
early to a maximum indium concentration of x = 0.85. The gradient of 1%/10 nm
below x = 0.75, blue line in Fig. 4.1, changes to a smaller gradient above x = 0.75,
as indicated by the yellow line. Above the x = 0.75 step, the overshooting lay-
ers are slightly wider to take account of the ﬁnite time the indium cell needs to
reach the thermal equilibrium required for the speciﬁc high-In compositions of the
overshooting. The correctness of the In concentrations achieved within each com-
positional step and the thicknesses of individual steps of the buﬀer system were
controlled by SIMS analysis. A 400− 500 nm thick In0.75Al0.25As layer of constant
composition of again x = 0.75 then provides the strain-relaxed virtual substrate for
the various electrically active In0.75Al0.25As/In0.75Ga0.25As/InAs QW layouts which
host the two-dimensional carrier systems as introduced in the following sections.
In a series of samples with diﬀerent maximum indium concentrations of the over-
shooting, we could consistently conﬁrm good magnetotransport properties for a ﬁnal
overshooting of x = 0.85 (see also the next Section 4.2). This suggests a high de-
gree of strain relaxation by the compensation of residual strain within this buﬀered
system.
For an in-depth investigation on the structural process of strain relaxation
through the incorporation of intentional defects, detailed transmission electron mi-
croscopy studies on the presented step-graded InxAl1−xAs buﬀer layout including
an overshooting region were conducted by Aumeier1 [66]. A representative cross-
sectional bright ﬁeld TEM image of the heterosystem along the [110] crystallographic
direction is depicted as the background of the main Fig. 4.1 and also in the inset
center right micrograph. As intended, strain induced by lattice mismatch is released
via the formation of misﬁt dislocations which are mostly conﬁned within the plane of
1Group of Prof. Dr. Zweck, University of Regensburg. Speciﬁcally imaging samples from wafers
C120314B, C120314C and C120322A, cf. Appendix B.
4.1 Strain engineering by step-graded InxAl1-xAs buﬀer layer growth 39
growth, concentrated on the brink of the graded In concentration steps. The overall
density of dislocations declines slightly in the upper overshooting layers of smaller
gradient, hence reducing the interactions between misﬁt dislocations that generate
threading nucleation. Applying the so-called weak beam dark ﬁeld imaging tech-
nique, Aumeier was able to identify the nature of the threading dislocations, which
are visible in between successive layers of misﬁt dislocation segments, as mostly 60◦-
dislocations [66]. Indicated by red dotted lines in the inset ﬁgure at the center right
of Fig. 4.1, these 60◦-dislocations add to the formation of overall curved shapes of
dislocation segments [66]. Judging from the statistical TEM cross-section detail of
the main Figure 4.1 in the [110] direction, misﬁt dislocations seize to appear within
the overshooting layers (green arrow), leaving the constant In0.75Al0.25As composi-
tion layer and the well separated active QW layers above free of defects and, on
average, unstrained [73]. Additional TEM investigations along the [100] crystallo-
graphic direction (not shown) indicated defects extending about 20 nm wider up
into the overshooting layers than in the [110] direction of Fig. 4.1 [66]. Diﬀerences
in the extension of the defect-free region may originate from the known preferential
elongation of misﬁt dislocations parallel to the [1¯10] direction. This may cause a
small asymmetry in strain relaxation along the orthogonal 〈110〉 directions due to
the anisotropic conditions for nucleation and propagation of dislocations [80].
In another structural characteristic common to all In-heterostructures based on
the described step-graded buﬀer system, their surface reveals a striking anisotropic
topography: A representative plan-view AFM image in the upper right of Fig. 4.1
illustrates that the surface is corrugated by 10− 20 nm deep trenches accurately
aligned along the 〈110〉 crystallographic directions in a sort of cross-hatching pattern.
The periodicity of undulations of this surface morphology along these directions is
highly anisotropic: A periodicity of around 1− 1.5 µm along the [1¯10] crystallo-
graphic direction consistently exceeds a periodicity of 0.5− 1 µm along [110].
The dynamics of this phenomenon are still under discussion. It is suggested that
lateral mass transport in the surface step ﬂow during growth causes these undu-
lations in order to eliminate steps from dislocations forming and gliding on {111}
planes [82]. Most commonly, however, although the last layers of misﬁt dislocations
are buried deep beneath the surface, the roots of this cross-hatching pattern are
being attributed to an orthogonal network of misﬁt dislocations which forms along
the 〈110〉 directions within the InxAl1−xAs step-graded buﬀer during strain relax-
ation [83, 76]. Spatial changes in the strain ﬁelds of these networks of dislocations
may then lead to a locally modulated growth rate [84, 85]. The coexistence of a
characteristic network of dislocations in the buﬀer and its imprint as a pattern of
undulations on the surface then suggests that this asymmetric morphology also im-
pacts the properties of the active QW layers in between.
A quantitative analysis of this anisotropic structural phenomenon and its profound
inﬂuence on 2D magnetotransport are subject to detailed discussion in the next
Chapter 5 of this thesis.
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Having created a strain-relaxed and defect-free In0.75Al0.25As substrate of high
indium concentration, diﬀerent designs of active QW heterosystems can now be
realized for experiments on 2D carrier systems. In the following two sections, we
introduce two sets of active layers: The ﬁrst hosting 2DEGs in undoped InAs QW
heterostructures, and the second generating 2DHGs from diﬀerent manganese mod-
ulation doping concepts.
4.2 Heterostructure optimization by 2DEGs in
undoped InAs QW systems
The process of establishing the optimal growth parameters for high-quality strain-
relaxed buﬀer systems was evaluated, aside from methods of structural characteri-
zation, by measuring the low-temperature transport mobility of a two-dimensional
electron gas readily emerging in completely undoped InAs QW heterostructures.
The experimental parameter of a high 2DEG mobility lets us infer on the quality of
unstrained active high-In-layers.
For the generation of these 2D electron systems without any intentional n-type
doping, a special property of the In0.75Al0.25As/In0.75Ga0.25As heterosystem is uti-
lized: the ionization of deep-level donor states within the energy band oﬀset of the
In0.75Al0.25As/In0.75Ga0.25As heterojunction [78]. By deep-level photo-induced cur-
rent transient spectroscopy on an unintentionally doped In0.75Al0.25As bulk sample
as a reference, Capotondi et al. [78] could verify that charge carrier transfer into the
In0.75Ga0.25As quantum well takes place from deep donor levels identiﬁed as lying
within the conduction energy band discontinuity of In0.75Al0.25As/In0.75Ga0.25As at
an activation energy of 0.12− 0.17 eV below the In0.75Al0.25As conduction band min-
imum. This mechanism therefore enables 2D electronic magnetotransport and can
reproducibly be controlled by the growth conditions serving as a quality criterion
for the buﬀered heterosystem.
Figure 4.2 (a) depicts the detailed QW region of the engaged heterosystem as it
is grown lattice-matched upon the strain-relaxed In0.75Al0.25As virtual substrate. An
In0.75Ga0.25As quantum well of 30 nm total thickness with a symmetrically embedded
InAs channel of 4 nm is formed in between In0.75Al0.25As barrier layers. On top of the
upper 120 nm In0.75Al0.25As layer a 10 nm In0.75Ga0.25As layer caps the heterosystem
to prevent oxidation, which is optional in case of a high ﬁnal fraction of indium.
No intentional modulation doping layer has been incorporated in the In0.75Al0.25As
barrier layers of Fig. 4.2 (a).
The concept of the InAs-channel-insertion in between In0.75Ga0.25As QW layers was
introduced by Akazaki et al. [86] and adapted by Richter et al. [87] for Si-doped
In0.75Al0.25As/In0.75Ga0.25As QW heterosystems. Compared to a simple, channel-
free In0.75Ga0.25As QW, an additional InAs channel has proven beneﬁcial for the 2D
electron mobility, since alloy disorder scattering is reduced signiﬁcantly for a carrier
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(a) (b)
Figure 4.2: (a) Layer sequence of the active QW region of the unintentionally doped
InAs heterostructure concept on the basis of a strain-relaxed In0.75Al0.25As virtual
substrate. The 2DEG is conﬁned in an In0.75Ga0.25As QW featuring a symmetrically
embedded InAs channel. (b) Representative magnetoresistive traces demonstrate the
formation of a pronounced quantum Hall system featuring SdH oscillations in the
longitudinal magnetoresistivity ρxx (B) and quantum Hall plateaus in the transverse
resistivity ρxy (B) at T = 1.44 K. Illumination frequently leads to the occupation of
a second subband for structures grown at Tactive = 470 ◦C, which manifests itself in
a classical two-band positive magnetoresistivity ρxx (B) at low magnetic ﬁelds (red
set of magnetoresistivity traces).
density proﬁle conﬁned in the binary InAs compound layer. An enhanced mobility
has also been conﬁrmed by Capotondi et al. [88] and later by Ercolani et al. [73], who
transferred this method to the given symmetric QW layout of Fig. 4.2 (a). With
the lattice mismatch of InAs and In0.75Al0.25As still being about 1.7%2, the InAs
layer is compressively strained. The critical thickness of pseudomorphic growth was
determined to be 7± 1 nm, while highest 2DEG mobilities were measured for a 4 nm
channel width [88]. The width of the InAs channel was consequently set to 4 nm for
all respective InAs QW heterosystems of this thesis.
In order to optimize device quality and stability, we prepared an extensive epi-
taxial series of heterostructures on the basis of this 2DEG system varying the growth
temperature parameters under a consistently high As4 ﬂux of BEPAs ≈ 8×10−6 Torr.
Low-temperature magnetotransport measurements as a function of a perpendicular
magnetic ﬁeld were performed in van der Pauw geometry (cf. Sec. 3.3 and Ap-
pendix B) not explicitly considering the transport anisotropies of the cross-hatched
2Lattice constants aInxGa1−xAs = 6.058− 0.405(1− x) Å and aInAs = 6.0583 Å [40, 37]
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system.
We found that keeping the growth temperatures of both the buﬀered substrate and
the active QW layers equally ﬁxed at TS ≈ 330− 360 ◦C typically yields 2D systems
of poor electron mobility µe  1× 103 cm2/Vs that are subject to strong magne-
toresistive characteristics of localization. A record µe = 6.0× 104 cm2/Vs was still
achieved in one particular sample (wafer ID: C110705A) of low electron density
ns = 2.6× 1011 cm−2 at T = 1.44 K, yet only after the activation of deep level
donor states by the illumination from a red LED with a photon energy above the
energy gap. However, structures of similar performance could not be re-grown repro-
ducibly, demonstrating the lack of stability applying these growth temperatures. We
achieved improved device stability at a high electron mobility, without the need for
illumination, by ramping the growth temperature from Tbuffer ≈ 360 ◦C for the step-
graded buﬀer towards Tactive = 470 ◦C during the epitaxy of high-In active layers,
as it is also reported in [78].
Figure 4.2 (b) exemplarily documents the magnetoresistivities of such a 2DEG at
T = 1.44 K conﬁned in completely undoped QW epilayers grown at Tactive = 470 ◦C.
The black set of traces indicates the 2D nature of a quantum Hall system manifest-
ing in the formation of Shubnikov-de Haas oscillations in the longitudinal magne-
toresistivity ρxx (B) and quantum Hall plateaus in the transverse Hall resistivity
ρxy (B) at higher magnetic ﬁelds. The negative Hall coeﬃcient of ρxy (B) demon-
strates electron transport, with a mobility of µe = 9.5× 103 cm2/Vs at an electron
sheet density of ns = 3.6× 1011 cm−2. A small peak in ρxx at zero magnetic ﬁeld
may be attributed to the weak localization correction (see Sec. 2.1.5). In general,
the systems grown at Tactive = 470 ◦C are found to exhibit a mobility ranging from
µe = 8− 10× 103 cm2/Vs at a density of ns = 3.5− 5× 1011 cm−2.
With this, a set of growth parameters for stable buﬀered and strain-relaxed InAs ma-
terial heterosystems with a high-In content has been determined in the optimization
of unintentionally doped 2DEG systems.
After illumination, however, these systems were found to show an increased
tendency to form a parabolic drop of the ρxx (B) signature near zero magnetic
ﬁeld. The red traces of Fig. 4.2 (b) of then µe = 1.5× 104 cm2/Vs at a density of
ns = 5− 6× 1011 cm−2 illustrate this positive magnetoresistivity correction to ρxx,
which saturates at higher ﬁelds and is accompanied by a small non-linear anomaly in
the trace of ρxy around B = 0 T. Such characteristics of the longitudinal and trans-
verse magnetoresistivities can be associated with classical two-band electron mag-
netotransport due to the population of a second quantized energy subband [89, 90].
The two types of charge carriers of diﬀerent densities and mobilities, contributing to
the longitudinal magnetotransport on two subband energy channels, also manifest in
a beating modulation of the ρxx (B) oscillations in Fig. 4.2 (b). With the minima of
ρxx (B) approaching zero resistivity at higher magnetic ﬁelds, a parallel conducting
channel of the QW heterostructure can be excluded [91].
The foundation of a growth process established so far by means of structural
and transport characterization can now be adapted in the fabrication of 2D hole gas
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InAs QW heterosystems with a p-type modulation doping aiming to the investigation
of spin-orbit-related eﬀects.
4.3 2DHG systems from p-type Mn modulation
doping
Two-dimensional hole systems are of particular interest for spintronic device appli-
cation, since spin manipulation via the Rashba SO interaction should potentially be
more signiﬁcant owing to the higher eﬀective masses of holes as compared to the
lower eﬀective electron masses of the high-mobility 2DEGs discussed before.
While Hirmer et al. [92] have demonstrated 2D hole conductivity in InAs heterostruc-
tures using non-magnetic carbon (C) in a special p-type doping scheme, we employ
the transition metal manganese as a diluted magnetic acceptor material in the In-
AlAs barriers of the In0.75Al0.25As/In0.75Ga0.25As/InAs QW heterosystem, following
the works of Wurstbauer [93]. During molecular beam epitaxy, Mn dopants are sub-
stituting lattice sites of group-III elements In, Al or Ga in the III-V host matrix,
providing a localized spin magnetic moment of S = 5/2, as well as a free hole charge
carrier [94]. For the incorporation of the Mn modulation doping layer, the MBE
growth temperature is reduced slightly from TS = 360 ◦C to about TS < 330 ◦C to
avoid a three-dimensional clustering of manganese atoms.
In the following two paragraphs, two concepts of Mn modulation doping are in-
troduced in more detail that fundamentally diﬀer in their eﬀects on low-temperature
magnetotransport experiments of 2DHGs in InAs QW heterosystems: A regular dop-
ing scheme, where the Mn doping is performed after the QW growth, and an inverted
doping layout, where the Mn-doped layer is deposited before the QW leading to an
asymmetric broadening of the Mn doping proﬁle into the vicinity of the 2DHG.
Non-magnetic 2DHG systems
Figure 4.3 (a) presents the layer scheme of the single-sided regular Mn modula-
tion doping employed for the formation of the non-magnetic 2DHG systems in the
InAs QW heterostructures of our studies. Based on a strain-relaxed and defect-
free In0.75Al0.25As virtual substrate, a 2DHG system is hosted in a 20 nm wide
In0.75Ga0.25As QW region featuring an InAs channel of 4 nm that is asymmetrically
embedded within the In0.75Ga0.25As barrier layers providing hole states above the
Fermi level. A 5 nm In0.75Al0.25As spacer separates this compressively strained InAs
channel of the 2DHG and the 7 nm wide In0.75Al0.25As layer of diluted Mn doping.
As the doping layer is grown after the QW, the presence of magnetic Mn2+-ions in
the vicinity of the free 2D carriers due to backdiﬀusion is not readily expected and
the system therefore regarded as non-magnetic. A ﬁnal In0.75Al0.25As layer of 36 nm
then caps the heterosystem.
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(a) (b)
Figure 4.3: (a) Layer sequence of the active QW region of the non-inverted, reg-
ular doping layout. An InAlAs:Mn layer of diluted manganese doping, separated by
an InAlAs spacer layer from the QW, provides the 2D hole carriers conﬁned in the
InAs channel well which is asymmetrically embedded within the InGaAs QW lay-
ers. (b) Representative magnetotransport measurements of a Hall bar sample at
T = 4.2 K (wafer C120314B, TMn = 787 ◦C, cf. Appendix B) document a 2DHG
quantum Hall system featuring SdH oscillations in the longitudinal magnetoresistiv-
ity ρxx (B) and quantum Hall plateaus in the transverse resistivity ρxy (B). The inset
highlights a distinct weak antilocalization signature of ρxx (B) at B = 0 T.
Successful generation of a two-dimensional hole gas system is indicated in the
magnetotransport Figure 4.3 (b) by a positive coeﬃcient of the Hall resistivity
ρxy (B) featuring quantum Hall plateaus at higher magnetic ﬁelds, while pronounced
Shubnikov-de Haas oscillations shape the longitudinal magnetoresistivity ρxx (B).
No inﬂuence of the magnetic Mn impurities in the proximity of the 2DHG is ob-
served, which indicates suﬃciently low Mn doping concentrations for an unimpaired
2DHG of a hole density p = 5.0× 1011 cm−2 and a mobility µh = 1.0× 104 cm2/Vs
at T = 4.2 K. The model magnetotransport curves of Fig. 4.3 (b) also feature a
distinct WAL dip in ρxx (B) at B = 0 T, a quantum correction to the longitudinal
magnetoresistivity which will be subject to detailed discussion in Chapter 6, as its
presence oﬀers a gateway to the spin-orbit-related parameters of the high-In system
(see Sec. 2.1.5).
In general, the non-magnetic 2D hole system of regular doping is the primary
system of investigation in this thesis, since aside from the main SO-interaction-
related discussions in Chapter 6 also anisotropic anomalies in the magnetotransport
properties of InAs systems will be presented on the basis of this heterostructure in
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the next Chapter 5.
Diluted magnetic 2DHG systems
In contrast to the regular doping layout introduced in the previous paragraph, in the
inverted concept adapted from Richter et al. [87] and Heyn et al. [77], the doping layer
is grown before the active In0.75Ga0.25As/InAs QW layers, see the layer sequence
of Fig. 4.4 (a). With a fraction of manganese atoms segregating along with the
active zone of epitaxial growth, a signiﬁcant amount of magnetic Mn2+-ions also
resides in the vicinity of the InAs channel of the QW region, as illustrated. This
asymmetric broadening of the Mn doping proﬁle has been conﬁrmed qualitatively
by SIMS analysis in [93].
(a) (b)
Figure 4.4: (a) Layer sequence of the active QW region of the inverted doping
concept. Contrary to the regular scheme in Fig. 4.3 (a), the carrier supplying In-
AlAs:Mn doping layer is grown prior to the InGaAs/InAs QW layers leading to a
signiﬁcant concentration of manganese ions in the vicinity of the 2DHG in the InAs
channel due to segregation. (b) As a consequence, the longitudinal magnetoresistiv-
ity ρxx (B) is dominated by a strong localization correction peak around B = 0 T due
to exchange coupling of the spins of itinerant holes and localized Mn2+-ions, which
also manifests in an AHE feature of the transverse resistivity at ρxy (0) (representa-
tive curves from wafer C120224B, TMn = 798 ◦C, at T = 1.44 K).
Exact quantiﬁcation of the Mn doping concentration has remained a diﬃ-
cult task. Calculations from ﬂux calibration of the Mn eﬀusion cell by Wurstbauer
et al. [93] claim to yield an absolute Mn acceptor concentration < 1− 2× 1020 cm−3
in the doped layers of an inverted InAs:Mn structure, where, according to SIMS,
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roughly more than 1% of that maximum doping concentration is estimated to have
segregated into the InAs channel. We could likely regard these values as rough upper
limits of the Mn concentration in the investigated InAs:Mn samples of this thesis, as
we consistently engaged lower temperatures of the Mn eﬀusion cell. However, these
attempts of quantiﬁcation are questionable, as, due to the small probing volume of
the doping layer and the very low concentrations of the diﬀusing Mn atoms, SIMS
analysis has reached its detection limit. Therefore, we use the temperature of the
manganese eﬀusion cell as the parameter of relative classiﬁcation of the Mn doping
concentrations of all InAs:Mn QW heterostructures, see Appendix B, given that
these were grown within a short period of time.
As a consequence of manganese segregation, drastic diﬀerences in magneto-
transport are observed with respect to the non-inverted doping layout. Figure 4.4 (b)
exemplarily documents the strong reduction of the longitudinal resistivity under the
application of a perpendicular magnetic ﬁeld forming a pronounced peak of ρxx (B)
at B = 0 T. This negative magnetoresistivity correction is ascribed to an eﬀect of
strong localization due to the coupling of itinerant free holes and localized magnetic
moments of the Mn2+-ions in the vicinity of the InAs channel. Eﬀects of mag-
netic coupling further manifest themselves in the distinct non-linear signature of the
anomalous Hall eﬀect (AHE) in the transverse Hall magnetoresistivity around zero
ﬁeld.
Since these interesting properties of magnetoresistive phenomena of the inverted
doping scheme have been investigated thoroughly by Wurstbauer et al. [95, 96] re-
garding the eﬀects of a signiﬁcant concentration of Mn2+-ions xMn2+ in the plane of
the 2DHG system, we will focus on the regime of highly diluted Mn concentrations
in the channel and particularly comment on the eﬀects on the low-ﬁeld metal-to-
insulator transition in Chapter 7.
In a systematic approach to explore the regimes of the occurring magnetore-
sistive eﬀects at a changing ratio of p/xMn2+ in the inverted structures, and at a
changing hole density p in non-inverted structures, we have extensively varied the
Mn doping concentration in both presented InAs:Mn heterostructure schemes by
predominantly lowering the Mn cell temperature, see Appendix B.
It shall be noted that, besides the regular and the inverted modulation-doped
InAs heterosystems introduced above, also a series of structures in the so-called
double-sided Mn doping design was prepared. These combine both doping concepts
in joint upper and lower Mn modulation doping layers spatially separated from an
In0.75Ga0.25As QW well, where the InAs channel now is symmetrically embedded.
This way, an additional lever is oﬀered to manipulate the ratio of manganese ions
and the hole density, with, for instance, the amount of manganese ions in the channel
being comparable to an inverted sample doped at the same Mn cell temperature.
Although these samples did not contribute signiﬁcantly to the studies of this thesis,
their low-temperature magnetotransport characterization in van der Pauw geometry
is still featured in Appendix B for completeness.
5
Magnetotransport in anisotropic
2D carrier systems
With the origin of the pronounced cross-hatching surface topography of indium-
based heterosystems lying in the growth process of the buﬀer, as introduced in
Sec. 4.1, this characteristic texture should also be reﬂected in the morphology of the
active QW layers in between and hence aﬀect the two-dimensional magnetotransport
properties: Indeed, Hall bar experiments along diﬀerent crystallographic directions
reveal anisotropies of the longitudinal magnetoresistivities and also anomalies in the
transverse Hall resistivity occur, deﬁning the anisotropic magnetotransport in these
2D carrier systems. A knowledge of these anisotropies is vital for the comprehen-
sive and correct analysis of any transport property of 2D hole gases in the InAs
heterostructure systems of interest in this thesis.
Isotropically, the low-temperature mobility of 2D hole gas systems is limited
by ionized impurity scattering due to background impurities or remote acceptors, as
well as by alloy disorder scattering in ternary compounds from local compositional
potential ﬂuctuations in the crystal [30, 97, 10]. Other, anisotropic scattering mech-
anisms are therefore to be discussed for the cause of the observed asymmetries in
the 2D magnetotransport of cross-hatched indium systems.
5.1 Anisotropic scattering of 2DHGs in high-In
systems
Depending on the crystallographic direction of the current ﬂow, all Hall bar mag-
netotransport experiments on 2D hole gas systems in non-inversely doped InAs:Mn
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QW heterostructures reveal signiﬁcantly diﬀering longitudinal magnetoresistivities.
Figure 5.1 (a) illustrates the characteristics of ρxx (B) for current densities j aligned
parallel to the crystallographic directions [1¯10] and [110] and for the so-called di-
agonal alignment along [010] and [100] at T = 4.2 K, exemplarily from samples of
wafer C120314B (TMn = 787 ◦C, see Appendix B). Experimentally, these conﬁgura-
(a) (b)
Figure 5.1: (a) The longitudinal magnetoresistivity curves ρxx (B) of the 2DHG
InAs:Mn QW heterosystem in L-shaped Hall bars of wafer C120314B, which are
oriented as sketched in scheme (b) with respect to the cross-hatched system: either
parallel to the distinguished cross-hatching directions along [1¯10] and [110], or in
diagonal orientation along [010] and [100] crystallographic directions (Hall bars are
not in scale to the AFM image). The zero-ﬁeld resistivities in (a) at T = 4.2 K
clearly illustrate the hole mobility anisotropy µ[1¯10] > µ[010],[100] > µ[110] of the InAs
system.
tions are realized by patterning L-shaped Hall bars with orientations parallel to the
cross-hatching as well as diagonally oriented to the distinguished orthogonal 〈110〉
directions, as it is illustrated in Fig. 5.1 (b) on the background of the AFM image
of the investigated wafer. The zero-ﬁeld longitudinal resistivity ρxx (0) is systemati-
cally found to be lowest along the [1¯10] direction, highest along the [110] direction
and intermediate in directions [010] and [100]. Judging from the B-positions of the
SdH minima, the 2D hole sheet densities do hardly vary for the diﬀerent crystallo-
graphic directions and can thus be regarded as constant across the Hall bar samples
(cf. Table 5.1). By that, the zero-ﬁeld resistivity anisotropy is directly translated
via Eq. (2.12) into a hole mobility anisotropy µ[1¯10] > µ[010],[100] > µ[110] in these
systems. Identically asymmetric behavior has also been reported for the 2D hole
mobilities of Mn-doped [95, 98] and C-doped [92] InAs QW heterostructures, as well
as for 2DEGs in indium QW heterosystems based on a similar metamorphic buﬀer
layer design, e.g. [99, 87, 100, 73].
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For quantiﬁcation and comparability, we deﬁne the mobility anisotropy as ∆µ =(
µ[1¯10] − µ[110]
)
/µ[1¯10]. Any other proposed anisotropy quantiﬁcation of parameters
in this chapter will be calculated accordingly. With this, we ﬁnd the maximum hole
mobility of µ[1¯10] = 1.560× 104 cm2/Vs exceeding the lowest mobility of µ[110] =
1.027× 104 cm2/Vs by ∆µ = 34.2%.
Table 5.1 correlates the established magnetotransport properties with parameters
of the cross-hatching formation deduced from a quantitative analysis of line scans
of the corresponding AFM image (see Fig. 5.1 (b)) by Gwyddion data visualization
and analysis software. For the morphologically relevant parameters of the cross-
Crystal Hole density p Hole mobility µ RMS roughness Periodicity
direction [×1011 cm−2] [×104 cm2/Vs] [nm] [µm]
[110] 4.98 1.027 2.89± 0.30 ≈ 0.896
[010] 5.06 1.252 2.54± 0.32 -
[100] 5.09 1.287 2.39± 0.35 -
[1¯10] 5.04 1.560 2.01± 0.36 ≈ 1.334
Anisotropy - 34.2% 30.4% 32.8%
Table 5.1: Characteristic magnetotransport properties in the respective crystallo-
graphic directions deduced from Fig. 5.1 (a), as well as the surface morphology pa-
rameters, RMS roughness and periodicity, extracted from the corresponding AFM
image analysis of Fig. 5.1 (b). The Anisotropies of the cross-hatching morphol-
ogy parameters in the 〈110〉 directions are found to be in the range of the mobility
anisotropy.
hatching, the RMS1 roughness and the periodicity of the periodic undulations from
FFT2 analysis, we consistently identify the lowest (strongest) RMS roughness to be
in the [1¯10] ([110]) direction, which is the direction of longest (shortest) periodic-
ity. This suggests smooth topographical variation of the InAs QW channel plane
hosting the 2DHG in the [1¯10] direction, whereas scattering should be enhanced
along the [110] direction. While the RMS roughness in diagonal directions [010]
and [100] is intermediate in value, no information on the periodicity can conﬁdently
be extracted from the FFT analysis along these crystallographic directions. Being
aware of small possible statistical deviations between the cross-hatching formations
of the mapped AFM sample and the actual Hall bar samples of magnetotransport
measurements, we ﬁnd good agreement between ∆µ = 34.2% and the acquired cross-
hatching anisotropies of 30.4% and 32.8% for both the statistical RMS roughness
and the periodicity, respectively, see Tab. 5.1.
However, although the actual amplitude of the surface roughness can reach more
than 20 nm (cf. Fig. 5.1 (b)), it still is modulated on a long µm-scaled periodicity.
Indeed, detailed TEM cross-sections of the QW region have shown not to indicate
1Root mean square
2Fast Fourier transform
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any pronounced interface roughness on length scales in the range of the elastic mean
free paths (cf. le,[1¯10] ≈ 183 nm and le,[110] ≈ 120 nm) but rather suggest atomically
smooth interfaces. Therefore, a direct correlation of the roughness and periodicity
of the cross-hatching with an anisotropic scattering potential due to a structural
non-planarity of the heterointerfaces of the 4 nm InAs channel seems improbable.
In general, literature favors anisotropic spatial variations in residual in-plane
strain correlated with the cross-hatched morphology of metamorphic buﬀer layer
growth as the explanation for anisotropic carrier mobilities [101, 102, 103, 76, 100].
Other than that, again interface roughness [87, 104, 97] and piezoelectric eﬀects
of sheer non-zero uniaxial strain [102] or roughness-induced piezoelectric charges
in lattice-mismatched systems [105] are proposed to play a role in the asymmetric
scattering mechanism limiting carrier mobilities.
According to calculations by Capotondi et al. [88] and Ercolani et al. [73], inter-
face roughness is indeed identiﬁed only as a minor contribution to the anisotropic
scattering in buﬀered high-In QW heterostructures. By means of spatially resolved
photoemission electron microscopy, Ercolani and co-workers [73] could instead demon-
strate that the indium concentration within a ternary In0.75Ga0.25As QW alloy is
modulated locally according to the periodicity and roughness of the respective AFM
topography, highly asymmetrically in the distinguished 〈110〉 crystallographic direc-
tions of the cross-hatching. It was then calculated that these variations of the indium
concentration modulate the conduction band energy proﬁle in association with the
given transport anisotropy of the 2DEG system in the InGaAs QW heterostruc-
ture of that study [73, 106]. Hirmer [107] performed energy band simulations of the
valence band edge during her investigations on carbon-doped InAs:QW 2DHG het-
erostructures on identical buﬀered substrates, where the indium target fraction x in
the active layers was varied from x = 0.40 to x = 0.75 and InAs channels of 4 nm,
2 nm and 0 nm width were inserted. For one occupied subband, the hole density
proﬁle always showed to penetrate the interfaces of the InAs channel, asymmetri-
cally embedded in InGaAs QW layers [107]. With a signiﬁcant portion of the hole
wave function leaking into the surrounding ternary In0.75Ga0.25As compound layers
of the InAs-channel-inserted 2DHG QW system, a similar modulation of the indium
concentration in correlation with the cross-hatching morphology as in the study of
Ercolani [73] could be regarded in our system. A proposed associated modulation
of the valence band energy proﬁle could then be assumed to cause anisotropic hole
transport properties. The inﬂuence of compositional ﬂuctuations of the indium con-
centration in the ternary QW layers is further supported by the ﬁndings of Ercolani
et al. [73] and Hirmer [107] upon the insertion of the binary InAs channel in the
InGaAs QW: Apart from an overall increase of the hole mobility due to the re-
duction of alloy disorder scattering, also the mobility anisotropy is reduced, all the
more, the greater the width of the binary InAs channel region where no composi-
tional ﬂuctuations are expected.
Aside from this introduced asymmetric energy band modulation due to the
compositional In ﬂuctuations in the ternary compound layers, Hirmer further claims
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that variations of residual strain contribute to the anisotropic scattering in the cross-
hatched 2D system [107]. X-ray diﬀraction measurements conﬁrm an anisotropic
strain relaxation in the active layers with the lattice constant being almost fully re-
laxed along the [1¯10] crystallographic direction, while a residual compressive strain
was identiﬁed for the lattice constant along the low-mobility [110] direction [107].
In conclusion, the inherent asymmetric residual strain of the system from
the network of dislocations in the step-graded buﬀer layers, see Sec. 4.1, and the
hence preferential incorporation of indium in low-strain-regions during the growth
of ternary alloys may lead to both the accumulating roughness of the cross-hatching
morphology and a local modulation of the In concentration, which aﬀects the en-
ergy band modulation then directly and by eﬀects of strain. The particular interplay
of these mechanisms in the anisotropic longitudinal magnetotransport properties of
buﬀered high-In QW systems is still an open question.
5.2 Hall eﬀect anomalies in anisotropic systems
Unlike the anisotropic zero-ﬁeld levels of ρxx (0) and related hole mobilities observed
in the previous section due to anisotropic scattering, no deviation should be found
in the transverse resistivity ρxy (B) as the trace of the Hall resistance in a perpen-
dicular magnetic ﬁeld is expected to be independent of scattering details, since it is
determined by the carrier density (cf. Sec. 2.1.2, Eq. (2.10)). While this is true for
ρxy at B = 0 T in the situation of j ‖ [1¯10] and j ‖ [110], a reproducible anomaly
of ρxy (0) is witnessed for magnetotransport experiments on 2DHGs in InAs-based
heterosystems when the current density is aligned along the diagonal directions [010]
and [100].
5.2.1 Phenomenology
Figure 5.2 introduces the transverse Hall resistivity curves ρxy (B) directly associated
with the anisotropic longitudinal resistivities ρxx (B) and corresponding magneto-
transport properties presented in Fig. 5.1 and Tab. 5.1, respectively. Like earlier in
Sec. 5.1, experiments on the 2DHG system were conducted on L-shaped HB de-
vices of the non-inversely doped InAs:Mn QW heterostructure (wafer C120314B,
TMn = 787
◦C) at T = 4.2 K, either aligned along the parallel crystallographic di-
rections [1¯10] and [110] or the diagonal directions [010] and [100].
As expected from textbook Hall eﬀect theory (see Sec. 2.1.3), the traces of ρxy (B)
in the 〈110〉 directions of extreme cross-hatching periodicity and roughness, and
hence of extreme mobilities, coincide, following a typical Hall characteristic includ-
ing quantum Hall plateaus of ρxy (B) in between higher quantizing magnetic ﬁelds.
However, in the case of a current applied along a Hall bar in the diagonal directions
of intermediate mobilities, a rather unexpected phenomenon emerges: As the detail
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view of the zero-ﬁeld region in the inset of Fig. 5.2 highlights, ρxy (B) is shifted from
zero resistivity towards negative values of ρxy (0) for j ‖ [010] and towards positive
values for j ‖ [100], even at B = 0 T. Reading a signiﬁcant ∆ρxy,[010] (0) = 219 Ω
Figure 5.2: Transverse Hall resistivity curves ρxy (B) from the magnetotransport
experiments of the cross-hatched InAlAs/InGaAs/InAs:Mn heterosystem in Fig. 5.1
at T = 4.2 K under diﬀerent crystallographic alignments of the current density j.
The inset reveals the unusual oﬀset phenomenon of ρxy (B): For the diagonal di-
rections [010] and [100] only, the Hall traces are shifted in opposite directions even
at B = 0 T. As a consequence of this ﬁnite oﬀset in ρxy (B), a non-monotonic
overshoot-like anomaly is visible at quantized Hall plateaus, here most pronounced
for ν = 4 (dashed level).
along [010] and ∆ρxy,[100] (0) = 210 Ω along [100], the traces of the Hall resistivities
are shifted symmetrically in opposite directions. We have found the orientation of
this ﬁnite, non-zero oﬀset of the zero-ﬁeld Hall resistivity to be reproducible for
each crystallographic direction in every diagonal Hall bar sample made from the
InAs system. Variation of the temperature in a range from T = 30 mK up to 4.2 K
brought no notable change to this phenomenology at B = 0 T (not shown).
As a second peculiar feature of the Hall magnetoresistivity, an apparent anomaly
of ρxy (B) at quantizing ﬁelds arises from this oﬀset of ρxy (0) along diagonal crys-
tallographic directions: Indicated exemplarily for ν = 4 in Fig. 5.2, the resistivity
traces do not seem to reach the plateau of the universal resistivity value associated
with the respective ﬁlling factor (cf. Eq. 2.14, dashed line as a guide to the eye in
Fig. 5.2). Additionally, they exhibit an unusual overshooting characteristic in their
shape, a property that will be revisited in Sec. 5.2.3 of this chapter.
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Most commonly, a ﬁnite value of the transversal Hall resistivity ρxy in the ab-
sence of a magnetic ﬁeld is thought to be a manifestation of ohmic contacts not being
aligned exactly opposing each other, hence giving rise to a longitudinal contribu-
tion to the transverse resistivity. Since, however, it is the nature and purpose of the
Hall bar structure to provide a precisely deﬁned measurement geometry minimiz-
ing this mixing of diﬀerent contributions in the resistivities, this argument should
be regarded as a rather speculative approach. Even though it may still be a fairly
accepted explanation for single devices, the discovery that these robust oﬀsets in
ρxy (0) are found for every Hall bar in the diagonal conﬁguration in a reproducible
manner clearly speaks for a more general principle at the root of this observation.
In order to further investigate the nature of this oﬀset phenomenon and to simulta-
neously exclude any inﬂuence of the L-shaped geometry, we patterned straight Hall
bars along various angles relative to the cross-hatching, also in between the diago-
nal and parallel crystallographic directions. Figure 5.3 (a) sketches these Hall bar
(a) (b)
Figure 5.3: (a) Scheme of Hall bars patterned along various crystallographic direc-
tions of the cross-hatched InAs system and their angles of orientation ϕ with respect
to the direction [1¯10]. Plotting the zero-ﬁeld transversal magnetoresistivity ∆ρxy (0)
from magnetotransport experiments at T = 4.2 K according to these orientations
in (b), a clear overall sinusoidal trend of oﬀsets ∆ρxy (0) is revealed by the dashed
sine function ﬁtted to the color-referenced data points.
orientations on the background of an exemplary AFM image of the wafer's cross-
hatched surface morphology. Figure 5.3 (b) then indicates that, while there are again
ﬁnite oﬀsets ∆ρxy (0) to be witnessed in the diagonal 〈100〉 orientations at angles
ϕ = ±45◦ with respect to the [1¯10] direction (ϕ = 0◦), there is also a signiﬁcant,
yet smaller oﬀset in the orientations of about ϕ = +22.5◦ and −22.5◦. Combining
the data of all orientations, one recognizes the amplitudes of the oﬀset to follow a
clear sinusoidal trend illustrated by the dashed line ﬁtted to a sine function. This
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observation further underlines the importance of the geometrical aspect of this ef-
fect with respect to the distinguished in-plane crystallographic directions along the
cross-hatching where ∆ρxy (0) = 0.
A further indication of the universality of the eﬀect in cross-hatched InAs-hete-
rostructures is given by the fact that this oﬀset phenomenon has been documented
before in comparable InAs-based 2D hole gas QW systems doped with carbon in the
magnetotransport studies conducted by Hirmer [107]. Here, the eﬀect was mainly
attributed to a possible direction-dependent scattering process manifesting in the
diagonal directions of the cross-hatched morphology due to eﬀects of the orthogonal
〈110〉 directions' broken mirror symmetry of the periodic surface grating. This is
then believed to result in a non-zero Hall voltage by holes scattered towards the
opposite edges of the HB, already at B = 0 T.
A piezoelectric oﬀset voltage in Hall eﬀect devices in the absence of a magnetic ﬁeld
was also reported as sensitive to mechanical strain in [108]. However, no reason-
able conﬁguration of any intrinsic residual strain from the metamorphic buﬀer layer
growth (see Sec. 4.1) nor of the compressively strained InAs channel can be thought
of that would produce oﬀset voltages of such mirror symmetry in the diagonal crys-
tallographic directions only.
These approaches to the explanation of the oﬀset eﬀect are therefore not entirely
conclusive for the given situation. In an eﬀort to narrow down possible options of its
exact physical origin, we have thus tracked the eﬀect in a systematic study of various
semiconductor materials. Engaging the resources of MBE-grown III-V compound
heterostructures at hand, we will investigate both 2D hole and electron gases in
systems with and without a distinct cross-hatching morphology in the following
section. Within this pool of material systems, diﬀerent strengths of the spin-orbit
interaction are also to be expected.
5.2.2 Materials study
For orientation, Figure 5.4 displays the simpliﬁed layer schemes of all III-V semi-
conductor systems of this section's material study beneath the corresponding AFM
images of their respective heterostructure surfaces. All systems under investigation
host a two-dimensional carrier system conﬁned in a quantum well, Fig. 5.4 (a), (b)
and (d), or in the triangular potential of a single interface, Fig. 5.4 (c). They, how-
ever, diﬀer in the presence of a type of cross-hatching formation, which exists in (a)
and (b), while there is only the diﬀuse texture of a smooth surface in (c) and (d).
The corresponding magnetotransport ﬁgures discussed in this section all high-
light magnetoresistance traces in the regime of B → 0 T, if possible, on similar
scales for comparability. Therein, traces of the transverse Hall magnetoresistivities
are displayed by their positive absolute values calculated from again the absolute
values of recorded Hall voltages over the applied electric current.
Depending on the heterosystem, the curves of ρxx (B) will exhibit various corrections
5.2 Hall eﬀect anomalies in anisotropic systems 55
(a) (b) (c) (d)
Figure 5.4: For orientation, the simpliﬁed schemes of the layered semiconductor
2D heterosystems under study beneath the corresponding AFM images of the het-
erostructure surfaces: (a) InAlAs/InGaAs/InAs:Mn (wafer ID: C120314B), (b) In-
AlAs/InGaAs/InAs:Si (C061122A), (c) AlGaAs/GaAs:Si (C120531B) and (d) Al-
GaAs/GaAs:C (D090723A).
to the magnetoresistivity, whose nature will be identiﬁed here yet not discussed in
great detail, as the underlying physical eﬀects are addressed elsewhere in this thesis
and will not have any crucial inﬂuence on the outcome of this study.
The oﬀset to the transverse magnetoresistivity of interest has clearly been docu-
mented in the diagonal directions [010] and [100] of InAs:Mn, see Fig. 5.2, and InAs:C
[107] QW heterostructures. Both 2D hole gas systems are characterized by distinct
crystallographic anisotropies in magnetotransport due to their pronounced cross-
hatching morphology. So, in order to further support the likely morphological origin
of the phenomenon and to exclude any major inﬂuence of the hole nature of the car-
rier system, we commence our study with a 2DEG in a similar InAlAs/InGaAs/InAs
heterosystem doped with silicon, see Fig. 5.4 (b), also exhibiting a comparable cross-
hatching formation. Figure 5.5 depicts these magnetoresistive experiments on again
L-shaped Hall bars at T = 1.44 K with the electric current being aligned along di-
rections [1¯10] and [110] in (a), while Fig. 5.5 (b) demonstrates the measurements in
diagonal conﬁguration of j ‖ [010] and j ‖ [100] (see also the inset illustrations of
both L-shaped HB conﬁgurations in Fig. 5.5 for orientation). Both sets of traces of
ρxx (B) are dominated by eﬀects of quantum interference in the vicinity of B = 0 T
(cf. Sec. 2.1.5). Again, we ﬁnd the known mobility anisotropy of the cross-hatched
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(a) (b)
Figure 5.5: Magnetotransport of a 2DEG system in an InAlAs/InGaAs/-
InAs:Si heterostructure, cf. Fig. 5.4 (b), at T = 1.44 K, with the current aligned
along (a) the [1¯10] (black) and the [110] (green) crystallographic direction, as well
as along (b) the [010] (blue) and the [100] (red) direction (see the inset illustra-
tions of the L-shaped Hall bars). A clear oﬀset in ρxy (0) of (b) is observed in this
cross-hatched system of anisotropic mobilities.
InAs system manifesting in ρxx,[1¯10] (0) < ρxx,[110] (0) in Fig. 5.5 (a), while ρxx (0)
in (b) is virtually identical for [010] and [100], although smaller in magnitude than
in (a). Mobilities are µ[1¯10] = 2.28× 104 cm2/Vs and µ[110] = 2.21× 104 cm2/Vs in
Fig. 5.5 (a), yielding only a small anisotropy ∆µ = 3.1 %, and a surprisingly higher
diagonal mobility of µ[010],[100] = 2.67× 104 cm2/Vs in (b).
Apparently from ρxy (0) in (b), a clear, but small oﬀset exists in this system with
∆ρxy (0) = 11 Ω. Its occurrence stresses that the oﬀset phenomenon of InAs 2D
heterosystems may indeed be regarded as some form of yet another direct implica-
tion of the cross-hatching morphology on zero-ﬁeld anisotropic scattering as it has
been speculated earlier by Hirmer [107]. Additionally, the relatively small value of
∆ρxy (0) in the 2D electron system with respect to the InAs hole system before in
Sec. 5.2.1 may indicate that the higher eﬀective mass of holes could play a role in
the magnitude of the eﬀect.
Next, to put this reasoning to the test, we switch within III-V semiconduc-
tor compounds from InAs-based to GaAs-based 2D heterosystems. These are not
known to exhibit any form of a distinctive cross-hatching formation of their het-
erostructures, which has been conﬁrmed by AFM imaging in Fig. 5.4 (c) and (d). In
particular, we continue our study of crystallographically resolved magnetotransport
experiments in Fig. 5.6 with a high-mobility 2DEG in the modulation-doped, single
interface system AlGaAs/GaAs:Si, see Fig. 5.4 (c).
Indeed, no oﬀset eﬀect of ρxy (B) can be distinguished in the diagonal conﬁg-
uration in Fig. 5.6 (b), as ρxy (0) is exactly zero for both these directions. This,
once again, strengthens a cross-hatching-based hypothesis for the explanation of the
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(a) (b)
Figure 5.6: Magnetotransport of a 2DEG system in an AlGaAs/GaAs:Si het-
erostructure, cf. Fig. 5.4 (c), at T = 1.44 K, with the current aligned along (a) the
[1¯10] (black) and the [110] (green) crystallographic direction, as well as along (b) the
[010] (blue) and the [100] (red) direction (see the inset illustrations of the L-shaped
Hall bars). There is no traceable oﬀset in ρxy (0) of (b) in this high-mobility system.
phenomenon. There exists a rather small anisotropy of the mobilities along [1¯10]
and [110] in Fig. 5.6 (a), with ∆µ = 8.8 % from µ[1¯10] = 1.04× 106 cm2/Vs and
µ[110] = 1.14× 106 cm2/Vs, and also µ[010],[100] = 1.13× 106 cm2/Vs in Fig. 5.6 (b) is
quite similar. SdH oscillations of the high-mobility system dominate ρxx (B) already
at low ﬁeld strengths of about B = 200 mT, while the negative magnetoresistive
background of ρxx (B) around B = 0 T in these high-mobility 2DEG systems is
commonly attributed to electron interaction eﬀects with long-range potential ﬂuc-
tuations in the ballistic transport regime [109]. Apart from a slight asymmetry of
ρxx (B) with respect to B = 0 T, there, however, seems to be a greater degree of
overall concurrence of both sets of ρxx (B) traces in the examined magnetic ﬁeld
range than in Fig 5.5. In general, this high-mobility system therefore does not seem
to be aﬀected from any crystallographically anisotropic scattering conditions.
To our surprise, as we were studying a 2D hole gas system of an AlGaAs/GaAs:C
QW heterostructure (see Fig. 5.4 (d)) next, in Fig. 5.7 at T = 1.44 K, a very pro-
nounced oﬀset eﬀect of ∆ρxy (0) = 36 Ω unexpectedly reappeared for the diagonal di-
rections in Fig. 5.7 (b). Since the AlGaAs/GaAs system has no morphologic texture
that would be comparable to the cross-hatching topography, see the AFM images
of Fig. 5.4 (c) and (d), this would then contradict any peculiarities of scattering by
morphological anisotropy potentials to be the sole origin of this distinct oﬀset eﬀect.
Also, the prominently strong anisotropy of mobilities µ[1¯10] = 6.79× 104 cm2/Vs
and µ[110] = 4.18× 104 cm2/Vs in Fig. 5.7 (a) is striking and not readily clear.
For high-mobility electron systems in modulation-doped AlGaAs/GaAs struc-
tures, interface roughness is usually identiﬁed as the cause of anisotropic mobilities
along the 〈110〉 directions [110, 111, 112, 113], since the else important mobility-
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(a) (b)
Figure 5.7: Magnetotransport of a 2DHG system in an AlGaAs/GaAs:C het-
erostructure, cf. Fig. 5.4 (d), at T = 1.44 K, with the current aligned along (a) the
[1¯10] (black) and the [110] (green) crystallographic direction, as well as along (b)
the [010] (blue) and the [100] (red) direction. A pronounced oﬀset occurs in ρxy (0)
of (b). Although the system lacks of any cross-hatching morphology, it still exhibits
a strong anisotropy of ρxx (0) in (a) indicating an anisotropic scattering process.
limiting processes of background impurity scattering and scattering by remote im-
purities, as well as of alloy disorder scattering are of isotropic nature. Roughness
at the heterointerfaces of AlGaAs/GaAs arises from the kinetics during growth of
GaAs-based compounds: With the capture rate for migrating Ga atoms on a (001)
growth surface being higher at atomic steps in the [1¯10] than in the [110] direction,
randomly formed terraces or monolayer-thick islands are shaped, which are prefer-
entially elongated in the [1¯10] crystallographic direction [114, 111, 112, 113]. If such
atomic-scaled steps are conserved at the interfaces of the AlGaAs/GaAs heterostruc-
ture, scattering is then reduced for carriers near the interface along the [1¯10] direc-
tion, while it is enhanced for transport along the [110] direction. By that, depending
on the growth conditions of the samples, electron mobility anisotropies as high as
∆µ = 40 % are reported, increasing with the carrier density [114, 110, 111, 112],
while ∆µ is stated as low as 5− 10 % for ultra-high-mobility 2DEG structures of
comparably low carrier density, µ > 107 cm2/Vs and n = 2.4× 1011 cm−2, respec-
tively, [112].
Indeed, in the high-mobility AlGaAs/GaAs 2D hole gas system of Fig. 5.7 (a), we
ﬁnd a strong mobility anisotropy of ∆µ = 38.4 % and apparently also µ[1¯10] > µ[110],
which is thus to be ascribed as due to interface roughness scattering. The absence
of a distinct anisotropy in the high-mobility 2DEG of the AlGaAs/GaAs sample
in Fig. 5.6 (∆µ = 8.8 %) on the other hand, may then be regarded as an indica-
tion of only a small contribution of interface roughness in this high-mobility and
low-electron-density system, or of another process, like e-e interaction, dominating,
since moreover µ[110] > µ[1¯10].
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By now, it seems that the oﬀset phenomenon of ρxy (B) along the diagonal
crystallographic directions 〈100〉 is no more restricted to cross-hatched morphologic
systems only, but is, more universally, directly related to an existing general mobility
anisotropy in the orthogonal directions 〈110〉.
In a ﬁnal test, we also transferred this hypothesis from III-V to group-IV het-
erosystems, in particular to a Si/SiGe:P QW system hosting a 2DEG, which was
grown in the SiGe chamber of the MBE cluster facility. As a consequence of SiGe
graded buﬀer layer growth, the system is also characterized by a distinct cross-
hatching formation. Indications of an existing oﬀset in ρxy (0) in diagonal conﬁgura-
tion to the anisotropic system were indeed witnessed, yet could not be featured in
this ﬁnal study due to reoccurring technical diﬃculties with single ohmic contacts.
Concluding this comparative study, Table 5.2 oﬀers a survey of the investigated
semiconductor heterosystems next to the criteria relevant for approaching a possible
explanation of the oﬀset in ρxy (B) along diagonal crystallographic directions.
Semiconductor heterosystem Cross-hatching System ∆µ ∆ρxy (0)
InAlAs/InGaAs/InAs:Mn X 2DHG 35.4 % X
InAlAs/InGaAs/InAs:C [107] X 2DHG ≈ 20 % X
InAlAs/InGaAs/InAs:Si X 2DEG 3.1 % X
AlGaAs/GaAs:Si − 2DEG 8.8 % −
AlGaAs/GaAs:C − 2DHG 38.4 % X
Table 5.2: Comparative survey of the III-V heterosystems of this materials study
together with the characteristics relevant to the discussion of the origin of the oﬀset
phenomenon ∆ρxy (0). Only the high-mobility AlGaAs/GaAs 2DEG system of rel-
atively small mobility anisotropy and without a cross-hatching at its surface misses
the oﬀset phenomenon.
The common denominator for the occurrence of this universal phenomenon in
the Hall resistivity across all studied semiconductor carrier systems seems to be the
general existence of a twofold anisotropic scattering mechanism causing anisotropic
mobilities, independent of the material-speciﬁc reasons for said anisotropic scatter-
ing. The resulting situation of diﬀerent ρxx (0) levels along distinguished orthogonal
crystallographic directions is then accompanied by altered ρxy traces of Hall systems
that are misaligned by an in-plane angle to the anisotropic reference system. Over-
all, a sinusoidal trend is generated in the emerging ∆ρxy (0) oﬀset values of diﬀerent
angular orientations, as seen in Fig. 5.3 of Sec. 5.2.1.
Next, we will therefore solve the given situation of randomly oriented Hall
bars in the framework of the standard Drude model in a magnetic ﬁeld explicitly
considering anisotropic scattering times, a problem that has, to the best of our
knowledge, not been demonstrated in literature.
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5.2.3 Drude model of magnetotransport in an anisotropic
system
Following the reasoning of the previous section, we will ﬁrst derive the tensorial
representation of the classical Hall eﬀect in an anisotropic system within an expanded
textbook framework of the Drude model in a magnetic ﬁeld and afterwards view
the situation for arbitrary orientations with respect to the anisotropic reference
frame. In contrast to the considerations made in Sec. 2.1.3, isotropic symmetry
approximations for the components of the conductivity tensor do not hold any longer
in the anisotropic case.
According to Section 2.1.2, the equation of motion of carrier drift in a magnetic
ﬁeld B = (0, 0, Bz) perpendicular to the x-y-plane is
m∗
(
dv
dt
+
∑
i
vi
τi
~ei
)
= q (E + v ×B) , (5.1)
with i ∈ {x, y} and E = (Ex, Ey, 0). We now accommodate the anisotropy of the
system by deﬁning anisotropic scattering times τx and τy in the x- and y-direction
of the coordinate system, respectively, setting
τ ≡ τx = α · τy, (5.2)
where α is the factor parametrizing the anisotropic ratio of τx and τy. In the steady
state of the system, with dv
dt
= 0, the components of Eq. (5.1) read as
m∗
vx
τ
= qEx + qvyB = qEx + vym
∗ωc (5.3)
α ·m∗
vy
τ
= qEy + qvxB = qEy − vxm∗ωc, (5.4)
with the cyclotron frequency ωc = eB/m∗. By setting the electric charge q = −e
and using j = −nse
(
vx
vy
)
in Eq. (5.3) and (5.4), we ﬁnd for the components of the
electric current density j:
jx = λ (αEx + ωcτEy) (5.5)
jy = λ (−ωcτEx + Ey) , (5.6)
where
λ =
nse
2τ
m∗
[
α + (ωcτ)
2] . (5.7)
The tensorial representation of j can thus be written as
j = λ
(
α ωcτ
−ωcτ 1
)
E = σE. (5.8)
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Tensor inversion of the conductivity σ in Eq. (5.8) then gives the general tensor of
the speciﬁc resistivity ρ in an anisotropic system
ρ =
1
λ
[
α + (ωcτ)
2] ( 1 −ωcτωcτ α
)
=
m∗
nse2τ
(
1 −ωcτ
ωcτ α
)
. (5.9)
Now, we rotate the coordinate system of the current density j and electric ﬁeld E
with respect to the original anisotropic reference system by an angle ϕ engaging the
rotational operator Rϕ =
(
cosϕ − sinϕ
sinϕ cosϕ
)
, such that j′ = Rϕj = RϕσR−1ϕ RϕE = σ˜E′.
The rotated conductivity tensor σ˜ thus yields
σ˜ = λ
(
α cos2 ϕ+ sin2 ϕ ωcτ + (α− 1) cosϕ sinϕ
−ωcτ + (α− 1) cosϕ sinϕ cos2 ϕ+ α sin2 ϕ,
)
. (5.10)
This way, the general resistivity tensor ρ˜ = σ˜−1 with respect to an anisotropic 2D
system is then given by
ρ˜ =
1
λ
[
α + (ωcτ)
2] (12 [1 + α + (1− α) cos 2ϕ] −ωcτ + (1− α) cosϕ sinϕωcτ + (1− α) cosϕ sinϕ 12 [1 + α− (1− α) cos 2ϕ]
)
.
(5.11)
Considering the situation at zero magnetic ﬁeld B = 0 and j′ =
(j′
x′
0
)
, with
j′y′ = 0 and j
′
x′ along the main axis of a rotated Hall bar, the components of E
′ = ρ˜j′
are (
E ′x′
E ′y′
)
=
1
nseµ
(
1
2
[1 + α + (1− α) cos 2ϕ]
1
2
(1− α) sin 2ϕ
)
j′x′ . (5.12)
By this, we have deduced an expression for the Hall resistivity component
ρ˜x′y′ =
1
nseµ
(1− α)
2
sin 2ϕ, (5.13)
which is non-zero, even at B = 0 T, for a rotation with respect to an anisotropic
system, meaning ϕ 6= 0◦ or 90◦ and α 6= 1. Additionally, Eq. (5.13) reveals the
characteristic sine-dependence of the oﬀset phenomenology we searched for, being
maximal for ϕ = ±45◦ in diagonal conﬁguration to the anisotropic system.
The newly established Eq. (5.13) is now applied in ﬁtting the experimental data
of oﬀsets ∆ρ˜x′y′ (0) of various angular orientations ϕ with respect to the anisotropic
system, ﬁrst for the set of InAs:Mn HB samples of Sec. 5.2.1 (wafer C120314B) which
was used to introduce the empirical sinusoidal trend of the phenomenon in Fig. 5.3
in the ﬁrst place. The notation of the assigned angles of crystallographic directions
is slightly changed in the manner of the scheme Fig. 5.8 (a), again sketched on the
background of an AFM image of the cross-hatched surface of the indium system.
Precise angles were deduced from measuring light-optical microscope images of the
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(a) (b)
Figure 5.8: (a) Scheme of the range of angular Hall bar orientations ϕ with respect
to the [110] direction of ϕ = 0◦ in the spectrum of studied crystallographic directions
of the cross-hatched InAs system. (b) The acquired experimental oﬀsets ∆ρ˜x′y′ (0) of
the InAs:Mn system (wafer C120314B), already introduced in Fig. 5.3 of Sec. 5.2.1,
for diﬀerent orientations ϕ in the notation of (a) at T = 4.2 K. The sinusoidal
trend of ∆ρ˜x′y′ (0) (ϕ) is excellently ﬁtted by Eq. (5.13) (red curve) suggesting an
anisotropy of 36.1 % from the anisotropy factor α = 1.5635.
(a) (b)
Figure 5.9: Experimental oﬀset data ∆ρ˜x′y′ (0) of various rotated Hall bar sam-
ples of orientations ϕ according to the scheme Fig. 5.8 (a) at T = 1.44 K of an-
other InAs:Mn (wafer C120405A) (a) and the AlGaAs:C QW heterosystem (wafer
D090723A) (b). Applying Eq. (5.13) in ﬁtting a sine function to the experimental
oﬀsets (red traces) yields anisotropy factors α that correspond well with the partic-
ular experimental mobility anisotropies.
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devices with respect to the cross-hatching or the sharp breaking edges of the samples
along the 〈110〉 directions.
We ﬁnd that the data in Fig. 5.8 (b) can be ﬁtted precisely by Eq. (5.13) using the
experimentally acquired hole density and maximum hole mobility µ ≡ µ[1¯10], with
the anisotropy factor α being the sole ﬁtting parameter. Thereby, we yield a factor
of α = 1.564 or, in other terms, an anisotropy of 36.1 %. This is in good agreement
with the mobility anisotropy of this particular set of Hall bars of about ∆µ = 35.4 %
(cf. Tab. 5.2). Hence, this suggests that the oﬀset phenomenology of a system ro-
tated in-plane really is the direct consequence of existing anisotropic mobilities in
the reference system.
In order to put this ﬁnding on a ﬁrm experimental basis, we also performed angu-
lar scans of another identical InAs:Mn QW heterosystem (wafer C120405A, TMn =
690 ◦C), as well as of again the AlGaAs:C QW system (wafer D090723A) already pre-
sented in Fig. 5.7 of Sec. 5.2.2, by Hall bars patterned along diﬀerent orientations ϕ.
Once again, excellent correlation of the experimental oﬀset data ∆ρ˜x′y′ (0) and
the sine ﬁtting curve from Eq. (5.13) is achieved for both the InAs:Mn system in
Fig 5.9 (a) and the AlGaAs:C system in Fig. 5.9 (b). For the InAs:Mn system, 2D
hole mobilities of µ[1¯10] = 1.91× 104 cm2/Vs and µ[110] = 1.05× 104 cm2/Vs yield
a mobility anisotropy of ∆µ = 45.0 % that reﬂects well the system's anisotropy of
about 44.4 % suggested by the ﬁt parameter α = 1.797 in Fig. 5.9 (a). Anisotropic
interface roughness in the AlGaAs:C system was identiﬁed to cause a ∆µ ≈ 38.4 %
in the previous Section 5.2.2 (cf. Tab. 5.2). This is also very well represented by the
anisotropy factor α = 1.6139 in Fig. 5.9 (b), giving an anisotropy of about 38.0 %.
Employing an extended framework of the Drude magnetotransport model in
a magnetic ﬁeld including distinguished anisotropic scattering times, we have thus
comprehensively described the oﬀset phenomenon of the classical Hall eﬀect as a
direct consequence of the deviating alignment of a Hall system with respect to a
given system of twofold anisotropic mobility axes.
5.2.4 Overshooting of ρxy (B) at quantizing ﬁelds
As it was already indicated in the oﬀset traces of the transverse magnetoresistivities
of Hall bars in diagonal crystallographic conﬁguration at T = 4.2 K in Fig. 5.2 of
Sec. 5.2.1, anomalies in the quantized plateaus of ρxy (B) are emerging as the system
enters the integer quantum Hall regime at higher magnetic ﬁelds, µB = ωcτtr > 1.
These anomalies shape up to become a clear, well pronounced overshooting of ρxy (B)
at the low-magnetic ﬁeld ends of quantized Hall plateaus when the temperature of
the system is reduced. Figure 5.10 depicts these prominent non-monotonic over-
shootings of ρxy (B) in the magnetotransport curves of a HB sample A (red traces)
that is aligned along the [100] direction at T = 30 mK, fabricated from the known
InAs:Mn wafer C120314B of previous sections. A second ρxy (B) curve of another
HB device B (black trace) from the same InAs wafer, yet aligned in [1¯10] orien-
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Figure 5.10: Characteristic low-temperature 2DHG magnetotransport measure-
ments at T = 30 mK of two Hall bar devices of wafer C120314B known from previ-
ous sections: ρxy (B) and ρxx (B) of a sample A, where the current is aligned along
the diagonal crystallographic direction j ‖ [100] (red curves), are shown, and, for
comparison, ρxy (B) of another sample B with j ‖ [1¯10] (black curve). A clear over-
shooting is observed at the beginning of the expected quantum Hall plateaus in ρxy (B)
of sample A at both even and odd ﬁlling factors, while there is nothing alike in the
ρxy trace of sample B. As seen from the inset, the relative magnitude of the overshoot
∆ρxy increases linearly (red dashed line) with decreasing ﬁlling factor ν.
tation, is included as a reference system of the regular quantum Hall eﬀect. The
overshooting occurs for sample A only, at both even and odd ﬁlling factors, being
most pronounced below ν = 5. It is found that the relative magnitude of the re-
sistivity overshooting, ∆ρxy =
(
ρxy,max − RKν
)
/RK
ν
, decreases linearly with respect
to the dimensionless ﬁlling factor ν. This is indicated in the inset of Fig. 5.10 by
the red dashed line as a guide to the eye, including ∆ρxy at ν = 1, not shown in
the main plot. Despite the oﬀset of ρxy (B) along the [100] direction, the expected
resistance value of the respective quantum Hall plateau is still restored at higher
magnetic ﬁelds beyond the overshooting at the low-magnetic-ﬁeld beginning of the
plateau.
The formation of this robust phenomenon is obviously again related to the
crystallographic orientation of the Hall bar, since a pronounced overshooting in
ρxy (B) only arises in oﬀset directions to the distinguished anisotropic directions
[1¯10] and [110].
In the explanation of this phenomenon, therefore, a number of models found in
literature for similar overshooting behaviors of ρxy (B) are likely to be disregarded,
as they are typically based on more isotropic approaches, regardless of any causal
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relation to anisotropies.
Overshoots in the Hall magnetoresistance of AlGaAs/GaAs heterosystems have
been documented by Komiyama et al. [115] and Richter et al. [116] in the early 1990s,
yet only for odd integer ﬁlling factors arising from the Zeeman splitting of quantized
energy levels according to their interpretation. Richter et al. [116] claimed exchange
enhancement of the eﬀective g-factor to cause a rapid decoupling of the highest ﬁlled
and lowest empty bulk energy levels of opposite spin, thus resolving a previously
unresolved, strongly coupled spin-split Landau level at certain magnetic ﬁelds. The
overshooting therefore emerges at the onset of the expected spin-resolved quantized
plateau where the two spin-split levels are not yet separated.
Alternatively, Komiyama et al. [115] stated that spin-orbit interaction plays a domi-
nant role in the cause of this eﬀect at odd ﬁlling factors by the scattering occurring
from the mixing of opposite spin states in a LL, which are strongly coupled at the
edges of the sample while being decoupled in the bulk. Later, Ramvall et al. [117]
followed these considerations of coupling eﬀects in between such resolving spin-split
energy levels in the interpretation of overshootings in the magnetotransport of an
In0.75Ga0.25As/InP QW heterosystem at again exclusively odd integer ﬁlling fac-
tors.
Recently, Kendirlik et al. [118] demonstrated the anomalous resistance over-
shoot in quantum Hall plateaus of a 2DEG in AlGaAs/GaAs heterosystems. The
eﬀect occurred for both odd and even integer ﬁlling factors making a spin-dependent
approach less promising. While the previous discussions were based on the Landau-
er-Büttiker formalism of one-dimensional edge channels (cf. Sec. 2.1.3), here, the
authors employed the idea of scattering between coexisting edge or bulk so-called
evanescent incompressible strips in the framework of the self-consistent screening
theory of the integer quantum Hall eﬀect (see also [10]). The particular compre-
hensive model used was ﬁrst introduced by Sailer and Wild et al. [119] for the over-
shooting in Si/SiGe QW heterostructures, where they crucially considered the direct
Coulomb interaction in the 2D carrier system. In the framework of the screening
theory, quantized Hall plateaus directly emerge from the conﬁnement of current to
incompressible regions, so-called strips, within the 2D carrier system. Under cer-
tain conditions, these incompressible strips are to become evanescent below the
low-magnetic ﬁeld edge of a quantum Hall plateau at the edges of the sample,
meaning carriers leak into surrounding so-called compressible regions, before fad-
ing completely. Depending on the experimental conditions, more than one of these
evanescent incompressible strips of diﬀerent ﬁlling factors are supposed to coexist at
the edges of the sample for certain magnetic ﬁelds. If these strips are then narrower
than the Fermi wavelength but exceed the magnetic length, carriers can scatter in
between these adjacent evanescent incompressible regions. This leads to the forma-
tion of the overshoot, as such leaking incompressible strips are characterized by
dissipative current transport [118]. A detailed complete picture of this concept can
be found in [119] and [120].
In their experimental investigations of the resistance overshoot, Sailer et al. re-
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ported on a temperature-(current-)dependence of the magnitude of the eﬀect that is
decreasing with increasing temperature (current) [119, 120]. The same experimental
behavior is found for the overshoots in ρxy (B) of our exemplary InAs:Mn sample A
of Fig. 5.10 along the [100] crystallographic orientation. The reduction of the mag-
nitude of the eﬀect by heating the carrier gas from T = 30 mK up to T = 800 mK
is demonstrated in the Figure 5.11 (a) detail view of ρxy (B) at the resistivity level
corresponding to ν = 3 for a constant excitation current of I = 200 nA. A linear
(a) (b)
Figure 5.11: (a) Detail view of the temperature-dependence of the overshooting of
ρxy (B) for j ‖ [100] at the onset of the quantum Hall plateau associated with ν = 3
in Fig. 5.10. The shape of the overshoot clearly varies with increasing temperature
for a constant current of I = 200 nA: The inset reveals the relative magnitude of
the eﬀect ∆ρxy to be reduced linearly with increasing temperature, while the width of
the overshoot ∆BFWHM increases exponentially (dashed lines are guides to the eye).
(b) The dependence of the same overshoot formation on varying the current strength
at a constant temperature of T = 200 mK. With the magnitude of the eﬀect again
being reduced and the width being increased with enhanced strength of the current,
both dependences are of similar character.
decrease of the relative magnitudes ∆ρxy of the overshooting with the temperature
is documented in the inset of Fig. 5.11 (a). Simultaneously, the width of the over-
shoot ∆BFWHM is broadened exponentially above T = 100 mK3 (also see the inset
of Fig. 5.11 (a)), while the peak position of the overshooting is being shifted to-
wards higher magnetic ﬁelds within the plateau. A similar dependence of ρxy (B)
is observed for varying the strength of the current at a constant temperature of
T = 200 mK in Fig. 5.11 (b). Since current transport is dissipative in the overshoot-
ing regime, Joule heating has a comparable eﬀect on the overshooting formation as
increasing the temperature of the system before.
3Below T = 100 mK, ∆BFWHM saturates.
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While there is a resemblance to be found in these dependences to the obser-
vations made by e.g. Sailer et al., none of the experiments from literature presented
above seem to experience the oﬀset phenomenon at ρxy (0) that is inseparably cor-
related with the occurrence of the observed type of overshooting in both odd and
even quantized Hall plateaus of the anisotropic systems of this chapter. In fact, no
speciﬁcations are typically given regarding the exact crystallographic orientation of
sample structures.
Instead, the discussed approaches seem to share a common theme of the overshoot-
ing eﬀect being correlated with the coupling of closely spaced energy levels. In Sec-
tions 5.2.2 through 5.2.4, we have identiﬁed and established diﬀering orientations
of anisotropic mobilities with respect to a reference system to provoke both the oﬀ-
set and the simultaneously occurring overshoot phenomenon. Qualitatively, the two
distinguished anisotropic mobilities might resemble a sort of two-level system closely
spaced in energy. The reason for the overshooting along the oﬀ-directions may then
lie within a dissipative coupling or mixing of these energy levels overlapping, which
could be resolved at higher magnetic ﬁelds. A thermal broadening of such levels
would then shift the restoration of an expected plateau towards higher magnetic
ﬁelds as it is indicated in the exponential temperature-dependence of ∆BFWHM in
the inset of Fig. 5.11 (a).
In the picture of evanescent incompressible strips, their coexistence seems to be more
pronounced in diagonal directions for reasons still to be investigated.
Further experimental and theoretical studies are required to back these ﬁrst
qualitative considerations. Angular-resolved HB magnetotransport measurements of
ρxy (B) in the overshooting regime of the magnetic ﬁeld for instance, could further
support this two-mobility-mixing hypothesis.
5.3 Conclusion
In this chapter, we have illustrated that the magnetotransport properties of InAs
heterostructures are highly anisotropic. The cross-hatching morphology, which orig-
inates from peculiarities of metamorphic buﬀer layer growth for strain relaxed layers
of high indium content, crucially inﬂuences scattering and hence the mobilities along
the distinguished 〈110〉 crystallographic directions. Corresponding to the character-
istic periodicities of the cross-hatching undulations, the hole mobility is highest in
[1¯10], lowest in [110] and intermediate in the [100] and [010] directions. Particularly,
both the asymmetric valence energy band modulation due to periodic ﬂuctuations
of the indium concentration in the ternary In0.75Ga0.25As layers as well as spatial
variations of residual strain seem to contribute to the anisotropic scattering of hole
transport in the cross-hatched 2D system.
The anisotropic nature of the system is also key to the occurrence of magneto-
transport anomalies in the transverse Hall resistivity curves of the two-dimensional
carrier system. In the so-called diagonal Hall bar conﬁguration aligned along the
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〈100〉 crystallographic directions of the InAs system, ρxy (B) is characterized by
overshootings at the beginning of quantum Hall plateaus and by a robust, sym-
metric oﬀset even at B = 0 T. Although ﬁrst prominently identiﬁed in the cross-
hatched InAs 2D hole gas system, a comparative study of a variety of semiconductor
heterosystems revealed that this oﬀset eﬀect is in fact a more universally relevant
phenomenon scaling with the occurrence of a periodic perturbation: Within an ex-
tended framework of the magnetic Drude model explicitly considering a general
twofold anisotropy of the system, we were able to demonstrate that any 2D system
experiencing anisotropic scattering is bound to show this eﬀect in the classical Hall
regime along any orientation diﬀering from the 〈110〉 directions of the distinguished
anisotropies.
We believe that this non-zero Hall resistance at zero magnetic ﬁeld is an important
issue to be addressed, as this universal aspect of magnetotransport experiments in
anisotropic systems is not well known and thus commonly lacks interpretation or
may even be misinterpreted.
As for the correlated overshooting phenomenon in the quantum Hall regime of
anisotropic systems, further investigations are needed to prove a similar causal re-
lation to the existence and possible eﬀective mixing of anisotropic scattering.
Having established a profound impression of fundamental anisotropic magne-
totransport features arising from the peculiarities of the cross-hatching morphology
of the InAs system, we can now focus on the magnetoresistive subtleties of the
InAs:Mn QW 2D hole gas system. In the next, main chapter of this thesis, a thor-
ough analysis of the corrections to the longitudinal magnetoresistivity in particular
will provide more information on the nature of the hole gas transport of the system
and on key objectives of our study, like the investigation of the tunability of the
spin-orbit interaction.
6
Spin-orbit interaction and
quantum interference of 2DHGs in
disordered InAs:Mn QW
heterostructures
6.1 Introduction
Research in the ﬁeld of spintronics has been fuelled by the idea to electrically gener-
ate, modulate and detect a spin-polarized current in semiconductor heterostructures.
In this eﬀort, many approaches make use of the materials' intrinsic property of spin-
orbit interaction. With the Dresselhaus SO term from bulk inversion asymmetry
basically being a ﬁxed property of the semiconductor material, it is the Rashba
SO ﬁeld generated by the structure inversion asymmetry of the potential conﬁn-
ing a 2D carrier system (cf. Sec. 2.2.2) that oﬀers a way to tune the SO splitting
experimentally. In this chapter, we evaluate the possibilities the In0.75Al0.25As/-
In0.75Ga0.25As/InAs:Mn 2DHG QW system oﬀers in the ﬁeld of `spin-orbitronics'
[121], as we characterize the nature and strength of the SO interaction by its mani-
festation in magnetoresistive phenomena of quantum interference.
Spin-orbit coupling in indium-based heterosystems
Historically, amongst several methods allowing for the experimental characterization
of the spin-orbit-induced subband spin splitting of 2D carrier systems, the obser-
vation of the so-called beating signature in SdH oscillations of the high-ﬁeld lon-
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gitudinal magnetoresistance has proven to be the most conveniently accessible one
[122]. Analyzing this characteristic pattern of two subbands with slightly diﬀering
densities, thus Störmer et al. [123] provided the ﬁrst demonstration of an inversion
asymmetry-induced spin splitting for a 2D hole gas in the valence subbands of an
AlGaAs/GaAs heterojunction, which was backed by cyclotron resonance experi-
ments. Eisenstein et al. [124] subsequently conﬁrmed the structurally asymmetric
origin of the lifting of the spin degeneracy in the lowest AlGaAs/GaAS QW va-
lence subband, until it were Luo et al. [125] and Das et al. [126] who independently
reported spin splitting of 2DEGs by beatings in the conduction band magnetotrans-
port of GaSb/InAs and InGaAs/InAlAs heterostructures, respectively. A more indi-
rect and subtle approach on the quantiﬁcation of the spin-orbit interaction was then
led by Dresselhaus et al. [127] by evaluating the precession of spins from the weak
antilocalization eﬀect of quantum interference at low magnetic ﬁelds of a 2DEG in
AlGaAs/GaAs inversion layers (see Sec. 2.1.5). In an innovative work, Jusserand and
colleagues [128] were also able to engage Raman scattering experiments in providing
comprehensive data on the spin splitting of 2DEGs in AlGaAs/GaAs QWs. Addition-
ally, by measuring the spin-galvanic photocurrent on n-type InAs QWs, Ganichev
et al. [129] have found a direct way to extract information on the ratio of Rashba
and Dresselhaus SO terms.
A variation of the Rashba SOI in indium-based systems by the ﬁeld eﬀect of a
metallic gate electrode has particularly remained an interesting challenge, since it
closely resembled the original proposal of the electronic analogue of the electro-optic
modulator by Datta and Das [7], where current modulation arises from the SOC-
induced spin precession in a narrow-gap semiconductor [11]. In 1997, Nitta et al. [12]
and Engels et al. [130] were the ﬁrst to succeed in demonstrating the tuning of the
Rashba SOI parameter α and of the spin splitting energy by an external gate bias
in n-type InGaAs/InAlAs and InGaAs/InP QW heterostructures, respectively. Also
using indium-based III-V compound systems, Grundler [131] then showed in an
InAlAs/InGaAs QW with inserted InAs channel that the SIA Rashba coeﬃcient of
the 2D electron system really is tuned by an external topgate voltage, as the total
density was being kept ﬁxed by a second backgate. This was attributed to the fact
that the wave function asymmetrically penetrating the interface barriers provided
the main contribution to the Rashba term.
Being now able to fabricate strain relaxed QW heterostructures with a high
fraction of the high-SOC material indium, the In0.75Al0.25As/In0.75Ga0.25As/InAs
system presented in Section 4.3 hosting a 2D hole gas of high eﬀective masses is
suited to study a pronounced Rashba SO interaction. Here, we present an extensive
investigation of the tunability of the Rashba SOI in this 2DHG system in terms of a
continuous tuning of the hole density p. A signiﬁcant change in p could be achieved
by the joint eﬀorts of the variation of the Mn doping concentration during epitaxy
and an additional external electric gating of magnetotransport devices. An exter-
nal electric ﬁeld induced by the metallic gate electrodes and the internal potential
of an asymmetric doping proﬁle should aﬀect both the density and the structural
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asymmetry of the well, and hence its internal eﬀective electric ﬁeld, making p a
viable parameter to indicate the ﬁeld modulation (cf. Eq. (2.21) in Sec. 2.2.2). The
existence of a pronounced SOI, however, is also a double-edged condition: On the
one hand, spin manipulation is enabled, yet on the other hand, it also represents a
source of spin relaxation with spins precessing around the eﬀective Rashba ﬁeld (see
Sec. 2.2.3). In order to address these aspects of the SO system, we focus our stud-
ies of this ﬁeld variation particularly in correlation to a hole density reduction, to
quantify the nature of the interaction and to follow its inﬂuence on spin relaxation.
In the framework of the DP mechanism (see Sec. 2.2.3), enhanced spin coherence
might be possible in a low-density regime of the InAs 2DHG QW system due to an
increased scattering by disorder.
Deﬁning regimes of longitudinal magnetoresistive phenomena
by variation of the hole density
All insights from this study are based on a set of four diﬀerent MBE-grown wafers
whose initial concentration of manganese doping was systematically decreased by a
reduction of the temperature of the Mn eﬀusion cell TMn: starting from TMn = 787 ◦C
for the wafer of ID C120314B, by TMn = 690 ◦C for C120405A, to TMn = 663 ◦C
for C120404B and TMn = 656 ◦C for C120530A (cf. Appendix B). By reducing the
total density of holes in gated Hall bar devices within this variety of non-magnetic
InAs:Mn QW heterostructures, the 2DHG systems are found to probe diﬀerent
regimes of magnetoresistive phenomena in the low-temperature longitudinal mag-
netoresistance. A survey, Fig. 6.1, is thought to provide a general ﬁrst orientation
in this complex spectrum of magnetoresistive phenomena in the traces of ρxx (B)
and to give an impression of the need to disentangle their individual contributions
in order to extract reasonable SO-related parameters. The complete accessible den-
sity regime ranging from about p = 6× 1011 cm−2 down to p = 2× 1011 cm−2, as
indicated by the p-scale in Fig. 6.1, can be divided into a high- and a low-density
part of the spectrum with the borderline being set at about p = 4× 1011 cm−2.
For orientation, wafers showing magnetoresistive features associated with the high-
density regime, wafers C120314B and C120405A, or with the low-density regime,
C120404B and C120530A, are placed along the p-scale according to their intrin-
sic sheet carrier densities. Two characteristic longitudinal magnetotransport traces
ρxx (B) at T = 30 mK from representative measurements of the high-density (right
diagram in Fig. 6.1) and the low-density regime (left diagram) illustrate this diﬀer-
entiation. Distinctively diﬀerent magnetoresistive phenomena are found in the high-,
mid- and low-ﬁeld-regimes of applied magnetic ﬁelds B (indicated by white and grey
shaded areas): For the low-ﬁeld region, the inset detail views of ρxx (B → 0) above
both main plots of Fig. 6.1 reveal eﬀects of quantum interference shaping the trace
of ρxx around B = 0 T. In the high-density regime, weak antilocalization dominates,
while a dominant weak localization signature emerges when the system descends into
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Figure 6.1: A survey sketch for the classiﬁcation of the characteristic high-, mid-
and low-B-ﬁeld phenomena of the longitudinal magnetoresistivities ρxx (B) of 2D
hole gases in this work's non-inversely doped InAs:Mn QW heterostructures, as
they are expected and discussed in this chapter in terms of hole density variation.
The density p is continuously tuned from a high-density (associated with wafers
C120314B and C120405A) to a low-density regime (C120404B and C120530A) via
a combination of reducing the Mn doping concentration by lowering the temperature
of the Mn eﬀusion cell (TMn of the depicted wafers) and additional external electric
gating. Special interest is paid to the evolution of the low-ﬁeld quantum interference
eﬀects of weak antilocalization and weak localization (see the detailed view of ρxx
around B = 0 T above the main plots) as the they oﬀer a gateway to the spin-orbit
interaction of this system.
the low-density regime. In the so-called mid-ﬁeld region (white segments in Fig. 6.1)
beyond these quantum interference eﬀects and before the SdH oscillations dominate
the high-ﬁeld quantum Hall region in the light grey area, a pronounced negative
parabolic background characterizing the trace of ρxx (B) is most clearly visible in
both carrier density regimes. The presence of the sharp weak antilocalization SO
feature in the vicinity of B = 0 T enables the analysis of an apparently strong SO
coupling in the 2DHG InAs QW systems of this work.
Given the introduced classiﬁcation of magnetoresistive regimes, this chapter is
composed as follows: From HB measurements of wafers C120314B and C120405A,
Section 6.2 ﬁrst considers the individual analysis of the characteristic high-, mid-
and low-ﬁeld features of the longitudinal magnetoresistances in the high-density part
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of the p-spectrum of the right side in Fig. 6.1. Therein, in Sec. 6.2.1, the nature of
the prominent mid-ﬁeld parabolic NMR background of the white region in the right
panel is identiﬁed, which then allows the approximation of the anisotropic eﬀective
hole mass from the T -dependence of the SdH oscillations in the high-ﬁeld regime in
Section 6.2.2, a property essential to the further discussion. Indicated in the inset
of the right panel, the low-ﬁeld behavior of the magnetoresistance is dominated by
a pronounced WAL dip signature of SO quantum interference, whose analysis in
terms of crystallographic directions as well as gate- and temperature-dependence
in Sec. 6.2.3 allows to characterize the phase- and spin-coherent transport of the
anisotropic diﬀusive SO system.
With the density of the InAs 2DHG system being lowered, we ﬁnd in Section 6.3 that
the WAL undergoes a transition towards a WL-dominated magnetoresistance in the
low-density regime (Sec. 6.3.1, see the insets of the right and left panel in Fig. 6.1,
respectively). This implies a possible manipulation of the Rashba SOI and hence the
splitting of hole spin subbands (Sec. 6.3.2). By eventually addressing the localization-
induced enhancement of the low- and mid-ﬁeld magnetoresistive behavior in the
low-density limit of this study in Sec. 6.4 from measurements of wafers C120404B
and C120530A, a comprehensive picture of the evolution of quantum interference
phenomena in the disordered InAs:Mn hole gas QW system has been compiled in
this range of hole densities.
6.2 Diﬀusive magnetotransport of high-density
2DHGs
The experiments of this chapter were performed in a 3He/4He dilution refrigeration
system with a base temperature of 15 mK for measurements up to 1000 mK in a
perpendicularly applied magnetic ﬁeld up to 19 T, while a 4He dewar cryostat en-
abled temperatures of 4.2 K and 1.44 K at B = 6 T (see Sec. 3.3). For the electric
characterization, standard lock-in techniques at a frequency of 17 Hz were applied
with constant excitation currents of normally 10 nA or 300 nA in the dilution sys-
tem and up to 1 µA in the dewar refrigerator. Samples were modelled in Hall bar
geometries of diﬀerent crystallographic orientations, as introduced in Sec. 3.3, and
equipped with a metallic Ti/Au-topgate above insulating layers of Al2O3 (see Ap-
pendix A for fabrication details). The density of the 2D hole gas is determined from
the 1/B-periodicity of the minima of the SdH oscillations in ρxx (B) and conﬁrmed
by the slope of the Hall resistivity ρxy (B), with the average 2D carrier mobilities
then being calculated from the zero-ﬁeld magnetoresistivity ρxx (0) by Eq. (2.12).
Both the density and the mobility change systematically with the gate bias VG.
Figure 6.2 displays a typical p (VG)-characteristic of a gated HB sample, here from
wafer C120314B, which reveals an apparently strong hysteretic behavior between an
initial accumulating sweep of VG from about +30 V down to −30 V (black branch)
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Figure 6.2: An exemplary continu-
ous variation of the hole density p by
a gate bias voltage VG reveals a pro-
nounced hysteresis between an accumu-
lating sweep of VG (black) and a back
sweep of VG depleting (red) the 2DHG.
Details of diﬀerent stages of this evolu-
tion of p (VG) at corresponding Roman
numerals are provided in the text.
and an immediate subsequent back sweep of the gate bias depleting the 2DHG (red
branch). Starting in a state of lowest hole density at VG = +30 V, we observe a linear
increase in density (I) as a decreasing gate electrode bias capacitively accumulates
holes in the QW plane by the ﬁeld eﬀect, as it is expected for gated structures from
theory [10]. With further reduction of the gate bias, however, the system enters a
regime of saturation (II). This behavior was already discussed in other works for
comparable doping schemes [132, 133, 134]: The doping layer of the heterosystem
is situated between the topgate and the QW (cf. Fig. 4.3 in Sec. 4.3). Inducing
an energy band bending by reducing the gate bias, carriers start to occupy either
non-ionized remote acceptor states in the interjacent doping layer or charge `traps'
at the semiconductor-insulator interface, when the energy levels of these sites meet
the Fermi energy level in the QW. A charge transfer via then energetically allowed
tunnelling of carriers from the QW into these sites above the valence band edge sets
in. By further reduction of the gate voltage, also the VB maximum of the doping
layer reaches EF enabling charge reconﬁguration from the 2DHG into the doping
layer with subsequent relaxation into higher localized states. By these processes,
further increase of the 2D carrier density in the QW by the gate electric ﬁeld is
getting compensated due to an electrostatic potential build-up in the doping layer
and saturation of p (VG) is observed. Reversing the gate bias at VG = −30 V, the
state of maximum hole density accumulation is rapidly decreasing linearly by the
immediate capacitative depletion of the QW in (III) at a similar rate as in (I) with
tunnelling from the 2DHG into the doping layer still being possible. As the impurity
energy states fall below the Fermi energy with increasing VG in (IV), the slope of
p (VG) decreases, since the reverse charge transfer from the doping layer to the 2D
hole system is too slow to cause a pronounced change of p [133]. The diﬀerent regimes
of the two segments (II) and (IV) thus illustrate asymmetric charge reconﬁguration
rates from the 2DHG to the doping layer and vice versa [133]. Finally, the system
descends into a saturated level of the initial hole density in (V) as the doping layer
is fully ionized.
In general, the absence of leakage currents in this range of comparably high gate
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voltages indicates that excellent insulating quality of the dielectricum was achieved.
Yet, the high voltages required to gain a signiﬁcant change in the hole density also
demonstrate that the capacitive coupling of the gate and the 2DHG in the QW is
rather weak.
The gate-density-dependent measurements of this chapter have all been con-
ducted starting from a hole gas system in a fully accumulated state. Following the
red branch of p (VG) in Fig. 6.2, lower levels of carrier densities are then succes-
sively adjusted by gate-depleting the hole system. All magnetoresistive experiments
of this Section 6.2 were performed on Hall bar samples of the high-density range of
Fig. 6.1 with hole sheet densities above p = 4× 1011 cm−2 and corresponding hole
mobilities between about µh = 1.0× 104 cm2/Vs and 2.5× 104 cm2/Vs. In all plots
of longitudinal resistivities ρxx of this chapter, the measured Hall bar magnetore-
sistances have been scaled according to their corresponding geometrical factor W/L
(cf. Sec. 3.3).
6.2.1 Negative correction to the longitudinal
magnetoresistivity
Apparent from Survey 6.1, aside from high-ﬁeld SdH oscillations, all longitudinal
magnetoresistivity traces ρxx (B) of this study's regularly doped InAs:Mn QW het-
erostructures most prominently share a distinct parabolic negative background as a
common feature in the magnetoresistance range of medium perpendicularly applied
magnetic ﬁelds. A characteristic example of this negative correction to ρxx (B) is on
display in Fig. 6.3 for a HB sample of TMn = 690 ◦C with a corresponding high hole
density of p = 4.58× 1011 cm−2 and a mobility of µ = 1.37× 104 cm2/Vs, aligned
along the [010] crystallographic direction at T = 1 K. The magnetoresistive back-
ground (red dashed line in Fig. 6.3) is most clearly visible in the ρxx data below
B ≈ 0.8 T, before the onset of the SdH oscillations.
Generally, the ﬁeld-dependent correction to the Drude magnetoresistance is most
pronounced in ρxx (B) along the low-mobility crystallographic direction and is en-
Figure 6.3: Display of a typical curve
of ρxx (B) in the [010] direction of a HB
sample (TMn = 690 ◦C) at T = 1 K
that is dominated by a distinct parabolic
NMR background most clearly visible at
magnetic ﬁelds below B ≈ 0.8 T, as in-
dicated by the red dashed line.
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hanced by reducing both the carrier density or the temperature. It is reported that
a strong quasiclassical low-temperature NMR eﬀect from the combined scattering
by smooth long-range disorder and rare strong scatterers would manifest itself in a
parabolic signature that is independent of temperature [135]. In contrast, here, the
origin of this highly temperature-responsive correction may rather be attributed to
the process of carrier-carrier interaction in the following.
It was Al'tshuler and Aronov [136] who led the theoretical interpretation of
the carrier-carrier-interaction-induced correction to the classical Drude conductivity,
which has its origin in the Coulomb interaction between carriers enhanced by their
diﬀusive motion (kBTτ/~  1). Gornyi together with Mirlin [137] extended the
theory to the ballistic transport regime (kBTτ/~ 1). In the last decades, the eﬀect
has then widely been identiﬁed in e.g. high-quality AlGaAs/GaAs heterostructures
for both high-mobility 2DEGs [138, 139, 109, 140] and high-mobility 2DHGs [141,
142].
From perturbation theory, a parabolic correction to the longitudinal component of
the magnetoresistivity is described by [139, 143]
ρxx (B) = ρ
2
0
(
ω2cτ
2 − 1) δσhh, (6.1)
where δσhh denotes the correction to the Drude conductivity σ0 = 1/ρ0 induced
by carrier-carrier interaction, henceforth hole-hole interaction, in the diﬀusive, so-
called `metallic' regime of EF τhh/~  1. When kBTτhh/~ < 1, the correction δσhh
in two-dimensional carrier systems is then given as [139, 143]
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2pi
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2
)]−1
, the Hartree interaction factor, being the angular
average over the statistically screened Coulomb interaction, the Fermi wave vector
kF and the inverse screening length κ.
The h-h interaction is characterized by the time scale of impurity scatter-
ing, τhh. It is expected that short-range scattering by magnetic impurities in the
given modulation-doped InAs:Mn QW heterostructures is reduced, since the ion-
ized impurities are well separated from the 2DHG by an undoped InAlAs spacer
(cf. Sec. 4.3) and evidence of back diﬀusion of Mn dopants from the InAlAs:Mn
layer into the QW and the spacer region beneath is missing. However, scattering by
the long-range potential of remote Mn impurities with a correlation length depend-
ing on the thickness of the spacer layer still prevails.
In the following, the details of the interaction correction to ρxx (B) are investi-
gated by adopting the method established by Choi et al. [139]. In order to verify
its parabolic nature, the correction [ρxx (B)− ρxx (0)] /ρxx (0) to the Drude magne-
toresistivity is thus plotted versus B2 in Figure 6.4 for temperatures ranging from
T = 1000 mK down to T = 30 mK, exemplarily for two gated Hall bar structures
of wafers with (a) TMn = 690 ◦C and (b) TMn = 656 ◦C (cf. Fig. 6.1), both oriented
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Figure 6.4: Plotting negative corrections to the longitudinal Drude magnetoresistiv-
ity [ρxx (B)− ρxx (0)] /ρxx (0) versus B2 for various temperatures from T = 30 mK
up to T = 1 K reveals the parabolic nature of the corrections in the mid-ﬁeld
range of gated Hall bar samples of (a) TMn = 690 ◦C and (b) TMn = 656 ◦C
aligned along the [010] crystallographic direction, with corresponding hole densities
p = 4.58× 1011 cm−2 and p = 3.88× 1011 cm−2, respectively (For clarity, only se-
lected temperature traces are shown in both main plots). Dashed lines in the main
plots represent the linear ﬁts to the interaction corrections of slopes γ, while the in-
sets show these T -dependent, linear slopes γ as a function of ln (1/T ). Here, again
linear ﬁts to the data applying combined Equations (6.1) and (6.2) (red dashed lines)
provide the h-h interaction times τhh of the systems.
along the [010] crystallographic direction. While a second negative magnetoresis-
tivity feature around zero magnetic ﬁeld is associated with the suppression of the
weak localization eﬀect (see Sec. 2.1.5 and our later discussion in Sec. 6.4) and SdH
oscillations start to dominate the traces above B ≈ 0.3 T, both sets of data exhibit
T -dependent, linear slopes γ at medium magnetic ﬁelds. Dashed lines in the main
plots of Fig. 6.4 indicating the corresponding linear ﬁts (cf. Eq. (6.1)) demonstrate
that the magnitude of the slopes increases with reduced temperature. Plotting γ
versus ln(1/T ), as seen in the inset of Fig. 6.4, the h-h scattering times can then be
extracted from linear ﬁts combining Equations (6.1) and (6.2) under usage of the
corresponding experimentally determined hole densities of p = 4.58× 1011 cm−2,
Fig. 6.4 (a), and p = 3.88× 1011 cm−2, Fig. 6.4 (b). Here, τhh and the Hartree fac-
tor F are engaged as ﬁtting parameters. This way, linear ﬁts (red dashes in the
insets of Fig. 6.4) suggest τhh ≈ 0.37 ps for the sample of TMn = 690 ◦C (a) and a
signiﬁcantly longer τhh ≈ 1.8 ps in case of TMn = 656 ◦C (b). The factor F yields
approximately 1.665 in both cases (cf. F = 1.5− 1.7 in [107]).
Unexpectedly, there is a distinct deviation from the linear temperature-dependence
of γ that occurs between temperatures T = 400 mK and 200 mK in the inset of
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Figure 6.4 (a) and between T = 200 mK and 100 mK in the inset of (b). In fact,
this behavior was found in all HB structures of various crystallographic alignments
that were evaluated during this study, with the temperature range of its appearance
varying. A rather similar phenomenon was reported by Wurstbauer et al. [144] for
identical InAs:Mn QW heterostructures of a signiﬁcantly higher Mn doping concen-
tration at comparable temperatures between T = 610 mK and 600 mK. The authors
linked the occurrence of two diﬀerent slopes in γ versus ln(1/T ) in each of the crys-
tallographic directions [1¯10] and [110] to a simultaneously observed T -dependent
transition from a weak-antilocalization-dominated signature around zero magnetic
ﬁeld to a signature of ρxx (B) which was associated with an anisotropic magnetore-
sistance (AMR). The origin of the emerging AMR was suggested to be due to a phase
transition from paramagnetic towards spontaneous ferromagnetic ordering of mag-
netic Mn2+-ions in the InAlAs:Mn layer close to the 2DHG. It was argued that the
resulting change in the properties of the impurity interaction times at the transition
temperatures was hence related to exchange coupling of magnetically ordered mo-
ments and the free 2D holes' magnetic moments, as their wave functions are believed
to penetrate into the doping layer region. In our work, however, a transition towards
an AMR-like feature was observed only once: in the intermediate [010] direction of
one particular HB structure (TMn = 690 ◦C, p = 6.0× 1011 cm−2) at a transition
temperature between 4.2 K to 1.44 K, hence at higher T than in [144]. This tran-
sition is depicted in Figure 6.5 (a) where a distinctly increasing magnetoresistance
feature at low magnetic ﬁelds emerges from a ρxx curve characterized by a small
WAL signature at B = 0 T when cooling the sample from T = 4.2 K down to
T = 1.44 K. While the WAL minimum in ρxx (B) still superimposing the eﬀect at
T = 1.44 K remains located at B = 0 T upon inverting the sweep direction of the
magnetic ﬁeld in Fig. 6.5 (b), a small hysteresis of the magnetoresistive changes
in the vicinity of B = 0 T illustrates the magnetic origin of the eﬀect. This phe-
nomenon was else absent in every other HB sample of this study and in particular
in the other crystallographic HB orientations of this sample. The uniqueness of this
ﬁnding thus indicates that this single observation most likely was due to local ﬂuc-
tuations of highest manganese doping concentrations. More importantly, our study
demonstrates the occurrence of a deviation from a continuous linear dependence of γ
at low temperatures in Fig. 6.4 in the clear absence of the AMR eﬀect. We conclude
that both phenomena are not necessarily linked as suggested in [144]. Still, in this
context it should be noted that the evaluation of the h-h interaction time in iden-
tical InAs QW heterostructures, yet doped with non-magnetic carbon, by Hirmer
revealed only a single linear slope in γ (ln 1/T ) [107]. Also, the insets of Fig. 6.4 sug-
gest a transition temperature scaling with the system's Mn doping concentration,
as it is slightly lower for a signiﬁcantly lower TMn. Consequently, both these argu-
ments could support the reasoning for the origin of the low-temperature deviation
in magnetic exchange coupling.
Apart from that, however, we have deduced an increased value of τhh at reduced
concentrations of Mn from Fig. 6.4 which implies a reduced h-h interaction. The im-
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Figure 6.5: (a) Single experimental observation of the magnetoresistive transition
from a WAL- to an AMR-dominated ρxx (B) trace in the vicinity of B = 0 T for the
[010] direction of a HB sample (TMn = 690 ◦C, p = 6.0× 1011 cm−2) upon reducing
the temperature from 4.2 K down to 1.44 K. (b) Changing the sweep direction of
the magnetic ﬁeld (dashed arrows) reveals a hysteretic behavior of ρxx (B) at low
B-ﬁelds that demonstrates the magnetic origin of the eﬀect.
portance of carrier-carrier interactions in 2D systems is often parametrized by the
dimensionless Wigner-Seitz radius rs = EC/EF = (pip)
−1/2 /aB [113, 145, 146, 147],
as the average inter-electron separation measured in the eﬀective Bohr radius aB,
deﬁning the ratio of the Coulomb energy EC to the Fermi energy EF . Therefore, h-h
Coulomb interactions are supposed to become more prominent at lower hole densi-
ties p, hence lower Mn doping concentrations. This cannot be conﬁrmed from our
ﬁndings for τhh in Fig. 6.4. For that reason, instead of eﬀects of magnetic ordering,
we favor emerging localization due to insuﬃcient screening from long-range bare
Coulombic disorder of charged impurities as an explanation for the low-temperature
deviations in the given regular InAs 2D QW systems. While γ shows a more or less
saturating behavior at lowest temperatures in the inset of Fig. 6.4 (a), it follows a
dependence ∝ ln(1/T ) in Fig. 6.4 (b) (black dashed line). This latter dependence
might be connected to a low-temperature, logarithmic increase of the resistance
in the insulating phase of low-density disordered systems. We shall revisit and ex-
tend this interpretation of a disorder-dominated system in Section 6.2.3 focussing
on spin dephasing by inelastic scattering and in Section 6.4 dealing with the eﬀects
of increasing disorder due to less screening in systems of further reduced density.
Thereby, also the intuitively controversial observation that the magnitude of a h-h-
interaction-induced background of the magnetoresistivity gets more pronounced with
decreasing hole density or decreasing temperature is tackled. For now, we conclude
that a background can be ﬁtted with a parabolic correction to the longitudinal mag-
netoresistivity in all investigated samples reﬂecting h-h interaction. We subtract this
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background from ρxx (B) in order to study the dependences of high-ﬁeld SdH oscil-
lations or low-ﬁeld eﬀects of quantum interference in the following sections of this
chapter.
6.2.2 Temperature damping of SdH oscillations: m∗h and τq
We will determine the eﬀective masses of holes m∗h and also the quantum scattering
time τq by an iterative analysis of the temperature- and magnetic-ﬁeld-dependence,
respectively, of the peak amplitudes of Shubnikov-de Haas oscillations. Since the
physical interpretation of the longitudinal magnetoresistivity ρxx (B) at higher mag-
netic ﬁelds is complicated by Zeeman splitting, only the lower-ﬁeld minima are con-
sidered, where the amplitudes can accurately be extracted. Due to the absence of an
oscillating beating signature in ρxx (B) of all 2DHG samples investigated, one can
assume that there are no contributions of two diﬀerent subbands and only the ﬁrst
HH subband is occupied.
If only one subband is occupied, in order to obtain the eﬀective mass, the relative
longitudinal magnetoresistivity ∆ρxx (B) = ρxx (B)−ρ0 normalized to the zero-ﬁeld
longitudinal resistivity ρ0 is commonly ﬁtted to the Dingle factor χ/ sinhχ of the
Ando formula, Eq. (2.16), where χ = 2pi2kBT/ (~ωc). The procedure is illustrated
exemplarily in Fig. 6.6 for the [010] direction of a 2DHG with a high hole density
of p = 5.09× 1011 cm−2 (TMn = 787 ◦C). Engaging the simpliﬁed Ando formalism,
Eq. (2.17), as introduced in Section 2.1.4, we can deduce the eﬀective mass m∗h (B)
from the linear slope [−2pi2kBm∗h/ (e~B)] of the plot ln [∆ρxx/ (ρ0T )] versus T for a
ﬁxed magnetic ﬁeld in the main plot of Fig. 6.6 (a). There, the inset of (a) depicts
the corresponding normalized ∆ρxx (B) for temperatures T = 30 mK and 4.2 K. In
the given example, the data of minima at diﬀerent B-ﬁelds are evaluated for temper-
atures only above 100 mK, where each slope in Fig. 6.6 (a) is suﬃciently linear for
the simpliﬁed form to be valid. Deviations from this linearity for T ≤ 100 mK may
be related to the growing inﬂuence of insulating behavior as proposed in the previ-
ous section. The extracted values of the eﬀective hole masses m∗h (B) are reported
in Fig. 6.6 (b), exhibiting a linear dependence on the magnetic ﬁeld. The procedure
has been conducted in numerous 2DHG heterostructures: m∗h (B) varies signiﬁcantly
with B in all samples analyzed, a fact that was also observed in other studies of
2DHGs in III-V systems [124, 148, 144] and is yet to be understood. It may arise
from non-parabolicity of the HH subband at higher values of k‖ [95]. Here, linear
extrapolation of m∗h (B) to B = 0 T reveals m
∗
h,[010] ≈ (0.12± 0.089) m01. With a
relative error of 74%, the accuracy of this result, as of all values of m∗h gained by this
method, is limited. Not only does the subtraction of the parabolic background pro-
duce an uncertainty in the resulting amplitudes of ρxx (B), but also, more crucially,
the linearly ﬁtted slope of ln [∆ρxx/ (ρ0T )] (T ), and thus m∗h (B), is highly sensitive
to the chosen range of temperatures.
1m∗h in terms of the free electron mass m0 = 9.109× 10−31 kg
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Figure 6.6: Exemplary evaluation of the eﬀective mass m∗h of a 2DHG in [010]
direction with p = 5.09× 1011 cm−2 by ﬁtting the temperature damping of the nor-
malized amplitudes ∆ρxx/ρ0 in a range of T = 30 mK to 4.2 K (see the inset in (a)).
A second order polynomial background due to the h-h-interaction-induced NMR cor-
rection to ρxx (B), which was ﬁtted in the low-ﬁeld range between ±1.2 T before the
magnetoresistance starts to oscillate, had necessarily been subtracted. (a) Applying
the simpliﬁed Ando formula, m∗h (B) can be deduced from the linear slope of a plot
ln [∆ρxx/ (ρ0T )] versus T . Extrapolating m∗h (B) to B = 0 T in (b) then suggests
m∗h,[010] ≈ (0.12± 0.089) m0.
In the literature, experimental and theoretical values of HH eﬀective masses m∗HH
in InAs are also diverging to a great extent as a survey listed in [41], ranging from
0.15m0 up to even 0.95m0, suggests. A comparison, however, is diﬃcult given the
complexity of hole band structures of diﬀerent heterosystems. In this thesis, m∗HH
has persistently been found to be less than the theoretically proposed high HH value
for InAs of m∗HH = 0.39m0 [40]. Considering a signiﬁcant fraction of the hole wave
function spreading from the InAs channel into the surrounding InGaAs QW layers,
where m∗HH = 0.465m0 (In0.53Ga0.47As, [40]) is even higher, cannot explain these
ﬁndings. The deviation could, however, arise from a mixing of the split HH and LH
subband states, where the eﬀective light-hole mass reads as m∗LH = 0.026m0, at
higher k‖ (cf. Fig. 2.6 of Sec. 2.2.1).
We further note that calculating m∗h for diﬀerent crystallographic directions always
yields the eﬀective hole mass to be highest in [110], lowest in [1¯10] and intermediate
in [010]. On the basis of the evaluation of a number of InAs 2DHG heterostruc-
tures of diﬀerent wafers, the anisotropic eﬀective hole masses are observed to be
m∗h,[1¯10] ≡ 0.10m0, m∗h,[010] ≡ 0.12m0 and m∗h,[110] ≡ 0.15m0 in accordance with the
ﬁndings by Wurstbauer [144] and Hirmer [107] regarding both the absolute values
and the direction-dependence of m∗h for 2DHGs in InAs QW systems of identical
design. The eﬀective masses have been determined by the same approach, involving
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large error bars, in all three works. Although these values cannot claim to be accu-
rate, with their deviations lying within large error margins, they still consistently
reﬂect the anisotropic character of the eﬀective hole mass in these indium systems
qualitatively.
While the non-parabolic energy dispersion of HH subbands typically suggests un-
equal values ofm∗h in k‖ directions 〈100〉 and 〈110〉 in the (001)-plane (see Fig. 2.7 (a)),
the diﬀerences in the orthogonal directions [110] and [1¯10] may be a consequence
of the anisotropic energy dispersion of a combined both cubic BIA and SIA spin
splitting as it was presented in Fig. 2.9 in Sec. 2.2.2. The anisotropy of m∗h could,
however, also reﬂect an anisotropic modulation of the potential landscape origi-
nating from the inhomogeneous distribution of indium that has been discussed in
Section 5.1 [144].
Keeping the temperature ﬁxed, in a complementary analysis to the calculation
of m∗h, the Ando formalism Eq. (2.16) also provides access to the quantum scatter-
ing time τq that deﬁnes the quantum mechanical corrections to the B-dependent
envelope function of low-ﬁeld SdH oscillations (see Section 2.1.4). Engaging our ex-
perimentally determined, anisotropic eﬀective hole masses, one can derive τq from
the slope of the simpliﬁed Dingle plot at a ﬁxed temperature according to Eq. (2.18)
by Elhamri et al. [32]. Figure 6.7 (a) summarizes the acquired values of the Dingle
ratio τtr/τq of the Drude transport scattering time τtr = µm∗h/e over the quantum
scattering time τq for diﬀerent crystallographic directions at T = 1.44 K as a func-
tion of the achieved hole density range p of this study. Experimental variation of p
(a) (b)
Figure 6.7: (a) The summarized Dingle ratios of transport scattering and quantum
scattering times τtr/τq > 1 (dotted level) in diﬀerent crystallographic directions at
T = 1.44 K indicate the dominance of small-angle scattering by long-range Coulomb
potentials throughout the investigated hole density range. Theory predicts τtr/τq =
(2kFd)
2 for scattering by a smooth disorder, illustrated by the calculated dashed line.
(b) The individual p-trends of τtr and τq associated with the ratios τtr/τq in (a).
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was realized in heterostructures of varied Mn doping concentrations, with each struc-
ture additionally oﬀering the possibility of gate-induced modulation of the carrier
density.
We ﬁnd for any crystallographic direction and hole density a ratio τtr/τq > 1 (values
above the dotted line in Fig. 6.7 (a)), suggesting a dominating fraction of small-
angle scattering, typically induced by the long-range Coulomb potential of remote
impurities [10]. The dominating inﬂuence of long-range scattering potentials is also
supported by the impression that the distribution of τtr/τq (p) roughly follows the
theoretically predicted relation τtr/τq = (2kFd)2 for scattering by smooth disorder
(calculated grey dashed line in Fig. 6.7 (a)) [149], where d = 7.5 nm is determined
by the average spacing between the 2D hole gas and the remote ionized dopants
(cf. Fig. 4.3 in Sec. 4.3). Figure 6.7 (b) provides the individual p-dependences of the
time scales τtr and τq, associated with the values of the ratio τtr/τq in Fig. 6.7 (b),
with τtr being found mainly in the upper half and τq in the lower half of the di-
agram. Their p-trends suggest that the overall trend of a decreasing Dingle ratio
τtr/τq (p) seems to be governed by the decline of the transport scattering time τtr ∝ p,
as τq is rather constant over the whole range of p along each crystallographic direc-
tion. The evolution of τtr/τq (p) is thus to be interpreted as a mere reﬂection of the
mobility and density evolution of the system. In Section 6.4, a reduced screening
from disorder is identiﬁed as the mobility limiting scattering process when driving
the system towards lower hole densities.
6.2.3 Weak antilocalization analysis of SO parameters
On the basis of the earlier considerations regarding the parabolic h-h interaction
contribution to the resistivity and with a profound knowledge of the anisotropic
eﬀective hole mass of the system, we experimentally address SOI-related quantities,
like the spin splitting of the energy spectrum or the spin and also phase relax-
ation processes, by the analysis of the characteristic weak antilocalization dip in the
longitudinal magnetoresistance at zero magnetic ﬁeld. While the reduced conduc-
tance due to weak localization is the result of constructive quantum interference of
time-reversed partial waves scattered in a disordered system, weak antilocalization
instead enhances the conductance with the partial waves interfering destructively
under the inﬂuence of spin dephasing due to SOI (see Sec. 2.1.5 on quantum inter-
ference in diﬀusive transport). A perpendicular external magnetic ﬁeld breaks the
spatial phase coherence along the two closed paths and a negatively curved signature
of the magnetoconductance is formed.
The rivalling coexistence of WL and WAL at low magnetic ﬁelds was ﬁrst
predicted by Hikami et al. [150] already in 1980 and soon thereafter observed ex-
perimentally by Bergmann [151] in the magnetoconductance of thin metallic ﬁlms
of magnesium covered with layers of the high-SOC-material gold of varied thick-
nesses. For semiconductor materials, Poole et al. [152] then were the ﬁrst to demon-
strate WAL in the 2D inversion layer of an InP MOSFET and, in the following,
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e.g. Kawaguchi et al. [153] in n-inversion layers of InAs, until in 1992, Dresselhaus
[127] and also Chen et al. [154] succeeded in quantifying the spin splitting parameters
of conduction subbands of GaAs/AlGaAs and AlSb(ZnTe)/InAs/AlSb heterostruc-
tures, respectively, from the analysis of the low-ﬁeld WAL. In subsequent years,
the eﬀect was employed to study the spin splitting in numerous n- and also p-type
systems, as e.g. for 2DEGs in InGaAs/InAlAs QWs [13], for a hole gas in strained
InGaAs/GaAs QW heterostructures [155], or in carbon-doped GaAs/AlGaAs het-
erostructures [90].
In their pioneering works, Al'tshuler et al. [156] and Hikami et al. [150] describe the
low-ﬁeld behavior of the magnetoconductance to be determined by the leading spin
relaxation mechanism of the system. While the theory of Hikami, Larkin and Na-
gaoka (HLN) [150], originally developed in the context of metallic systems, assumes
Elliott-Yafet skew scattering, Pikus and Pikus [157] and later Knap [34] found that in
systems, where the mechanism of D'yakonov and Perel' prevails, an improved quan-
titative ﬁtting can be achieved by the model of Iordanskii, Lyanda-Geller and Pikus
(ILP) [158], which readily includes the DP mechanism of spin relaxation (for both
spin relaxation mechanisms, see Sec. 2.2.3). They furthermore extended the theory
for the case that both linear and cubic Rashba and Dresselhaus contributions to the
spin relaxation rate have to be considered, while the HLN theory regards k3-terms
only (see Sec. 2.2.2). Finally, Golub [159] optimized the ILP theory for WAL in
ballistic two-dimensional systems of high mobility.
In 2D semiconductor heterostructure systems with inversion asymmetry, it is
commonly accepted that the observation of a weak antilocalization minimum in the
magnetoresistance is an unambiguous sign that the DP spin relaxation mechanism
dominates [34], see Sections 2.1.5 and 2.2.3. The quantum correction to the magne-
toconductance associated with WAL then usually is ﬁtted by either the ILP or also
the HLN theory to quantify the SOI strength from extracting the characteristic time
scales of spin-orbit scattering and phase coherence. If only k3-terms are considered
and linear terms can reasonably be omitted, the ILP theory provides the same result
for SOI-induced corrections to the magnetoconductivity σ (B) as the HLN theory,
in form of [150, 158, 34]
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(6.3)
with the digamma function Ψ(x), and, as ﬁtting parameters, the phase coherence
ﬁeld Bφ = ~/(4Deτφ) as well as the spin-orbit scattering ﬁeld BSO = ~/(4DeτSO).
For a 2DHG in a disordered system, the dephasing time τφ and the SO scattering
time τSO can then be calculated from these characteristic ﬁelds with the use of the
diﬀusion constant D = v2F τtr/d, where d = 2 is the eﬀective dimensionality of the
system, vF = ~kF/m∗h is the Fermi velocity and kF =
√
2pip the Fermi wave vector,
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by the known elastic carrier mean free time τtr, the eﬀective hole mass m∗h and the
hole density p.
We have successfully adapted the HLN model in the low-ﬁeld WAL analysis of
all gated InAs heterostructures of this study. It seems reasonable from the theory of
spin splitting in 2DHGs in Section 2.2.2 that, in our samples, holes conﬁned in an
InAs QW occupying the highest HH subband states are only inﬂuenced by dominat-
ing k3 both Dresselhaus and Rashba SOI contributions due to the coupling of HH and
LH subbands [39, 11]. Yet, it has to be kept in mind that, since Hikami et al. based
their considerations on electron systems, individual contributions of mixed cubic
BIA and SIA terms to the spin splitting are not separable.
The WAL eﬀect of quantum interference is best observed in systems of mobilities
µ < 105 cm2/Vs [10], hence in the diﬀusive regime where τtr  τSO, when the phase
coherence length of the carriers lφ exceeds le, their elastic mean free path. As a
representative of the highest density system of this study with TMn = 787 ◦C, traces
of ∆ρxx = ρxx (B) − ρxx (0) of a 2DHG with p = 5.44× 1011 cm−2 in an L-shaped
HB aligned along [1¯10], [010] and [110] crystallographic directions at T = 100 mK
are displayed in Fig. 6.8 (a). Every curve of reduced magnetoresistivity is found to
exhibit a pronounced WAL signature of positive magnetoresistance. The eﬀect is
(a) (b)
Figure 6.8: (a) Raw data of reduced magnetoresistivities ∆ρxx (B) along diﬀer-
ent crystallographic directions of a high-density 2DHG of p = 5.44× 1011 cm−2
(C120314B, TMn = 787 ◦C) at T = 100 mK and (b) the corresponding edited mag-
netoconductivities ∆σxx (B) (see text) ﬁtted in consistency with the k3 HLN theory
(solid lines).
most distinct in ∆ρxx along the low-mobility direction [110]. For the reduced magne-
toconductivity correction ∆σxx = σxx (B)−σxx (0) in Fig. 6.8 (b), with σxx = 1/ρxx,
the parabolic h-h background was subtracted from the measured resistivities ρxx (B)
in a physically reasonable magnetic ﬁeld range prior to the emergence of SdH os-
cillations, before the data was spline interpolated and symmetrized to improve the
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terms and quality of the ﬁt. Since the model of HLN is based on the diﬀusion ap-
proximation, its formal validity is limited by the transport ﬁeld Btr = ~/(2el2e). For
comparability, the ﬁtting interval was thus chosen to be deﬁned as B ≤ ±20 mT
for all WAL signatures of every sample investigated, since Btr was calculated to be
at least 20 mT in the whole experimentally accessible density range. Intervals of a
wider range of low magnetic ﬁelds did not improve the quality of the ﬁts.
The solid lines in Fig 6.8 (b) demonstrate that the experimental ∆σxx data can
be reproduced precisely below the transport ﬁeld in consistency with the k3 HLN
model (6.3). For higher magnetic ﬁelds, the ﬁt deviates signiﬁcantly from the ex-
periment, since the diﬀusive condition B < Btr is no longer satisﬁed. Having
adapted the diﬀusion constant D (m∗h) separately for each conductivity correction,
τSO,[1¯10] = 1.72 ps and τφ,[1¯10] = 31.1 ps are extracted in the [1¯10] direction and
τSO,[110] = 5.06 ps and τφ,[110] = 41.5 ps in [110], while the time scales in the crystal-
lographic direction [010] are of intermediate values, τSO,[010] = 3.30 ps and τφ,[010] =
34.2 ps (cf. Table 6.1). For [1¯10], τSO nearly matches the value of τtr = 0.92 ps,
which is a characteristic sign for a system in the regime of strong SOC [90]. This
Crystal direction τSO [ps] lSO [nm] τφ [ps] lφ [nm] τtr [ps] le [nm]
[110] 5.06 218.6 41.5 626.0 0.93 198.3
[010] 3.30 218.3 34.2 702.8 0.91 114.4
[1¯10] 1.72 190.3 31.1 809.6 0.92 139.5
Table 6.1: Summarized anisotropic transport- and SO-parameters for diﬀerent crys-
tallographic directions retrieved from the WAL analysis of Fig. 6.8 at T = 100 mK.
is reﬂected by the observation of the pure WAL eﬀect in the magnetoconductivity
data of the [1¯10] direction in Fig. 6.8 (b), whereas in [110], where τSO > τtr, a slight
positive curvature of ∆σxx at higher magnetic ﬁelds hints at an underlying wider
WL eﬀect. Strictly speaking, as SOI is considered only a weak perturbation in the
HLN theory (τSO  τtr) [150, 158], the model would formally be inadequate in the
limit of strong SOI (τSO ≤ τtr).
As a side aspect it should be noted that ﬁtting with τφ and τSO as the only ﬁtting
parameters in Eq. (6.3) via B = ~/ (4Deτ) together with adapted diﬀusion con-
stants D (m∗h) yields calculated values of the characteristic ﬁelds Bφ and BSO that
are identical with the results in case of Bφ and BSO as the direct ﬁtting parameters.
This suggests that the inﬂuence of the respective D (m∗h), and thus of the uncertain
anisotropic eﬀective hole masses of Sec. 6.2.2, on the evaluated SOI parameters is
either small or that our experimentally determined eﬀective hole masses are plausi-
ble. Also, characteristic lengths derived from the values of direct ﬁt parameters BSO
and Bφ in Eq. (6.3) do not diﬀer from lengths calculated from the diﬀusion constant
and ﬁtting parameter τ via l =
√
D · τ , hence supporting the general conﬁdence in
the ﬁtting procedure.
It can be seen from Fig. 6.8 that the crystallographic direction of the small-
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est reduction of ∆ρxx, the [1¯10] direction, is also the one of the strongest relative
enhancement of ∆σxx. With τSO,[1¯10] < τSO,[110], this suggests that the SOI acts
strongest in the high-mobility direction [1¯10] and by that indicates that the na-
ture of the spin relaxation mechanism should be the DP one, as discussed in Sec-
tion 2.2.3. Hence, the spin-orbit relaxation length lSO = 218.6 nm in [110] exceeds
lSO = 190.3 nm in the [1¯10] direction, as noted in Table 6.1. So, considering that
the phase coherence lengths are lφ = 626.0 nm in [110] and lφ = 809.6 nm in [1¯10]
at T = 100 mK, the fabrication of 2D-hole-based nanodevices of dimensions, where
spin- and phase-coherent manipulation of holes can be performed, is technologically
within reach given the long characteristic length scales of this system.
Having demonstrated the anisotropic nature of SOI parameters in terms of
the crystallographic directions of p-type InAs heterostructures, the next paragraph
studies the inﬂuence of a topgate on these SO parameters. The ability to change the
Rashba SO ﬁeld while the cubic Dresselhaus contribution remains ﬁxed will then be
discussed in Sec. 6.3.
Reducing spin relaxation by the DP mechanism
By using metallic topgates on InAs:Mn QW heterostructures, signiﬁcant hole den-
sity variations were achieved during this thesis. In an L-shaped HB specimen of
the next lowest Mn doping concentration (C120405A, TMn = 690 ◦C) with respect
to the samples discussed earlier in this paragraph, hole density reduction by a
gate bias voltage was possible from p = 5.13× 1011 cm−2 at VG = −25V down
to p = 4.06× 1011 cm−2 at VG = +5V . This goes along with a decrease of the
anisotropic mobilities from 2.45 to 1.80× 104 cm2/Vs in [1¯10] and from 1.48 to
1.13× 104 cm2/Vs in [110] direction at T = 30 mK. The eﬀect of gate bias tun-
ing on the prevailing WAL correction to the magnetoconductivity is presented in
Fig. 6.9 (a) exemplarily for the [1¯10] crystallographic direction. The magnitude
of the eﬀect ∆σxx as well as the B-position of the minimum of the characteristic
magnetoconductivity, marked by the minima of the individual solid ﬁtting curves,
are seen to decrease with reduced density. It is commonly accepted [34] that the
position of the minimum of the conductance is largely determined by the spin-orbit
ﬁeld BSO, and hence by the spin relaxation rate, whereas the height of ∆σxx is
predominantly set by Bφ, and thus by the phase relaxation rate. As the minimum
shifts towards higher magnetic ﬁelds with increasing carrier density, an increasing
contribution of the dominant BSO-ﬁeld and therefore a reduced τSO are implied.
Figure 6.9 (b) combines the extracted τSO values from ﬁtting ∆σxx again to the
k3 HLN model (6.3), together with the calculated elastic transport scattering time
τtr over the tuned density of holes, each for T = 30 mK and directions [1¯10] and
[110]. Upon reduction of the hole density, τSO indeed is found to increase, while
at the same time the elastic transport scattering time τtr shows the inverse behav-
ior. This documents the following two aspects: First, it is clearly conﬁrmed that
the DP mechanism is the dominant mechanism of spin relaxation in this system,
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Figure 6.9: (a) Exemplary gate-bias-dependence of the reduced magnetoconductiv-
ity in [1¯10] direction at T = 30 mK in terms of the hole density p ﬁtted according
to the HLN model (solid lines). (b) Summary of extracted τSO and τtr times over
the tunable density range from directions [1¯10] and [110] at T = 30 mK. The lin-
ear relations of spin-orbit scattering times and inverse transport scattering times,
τSO ∝ τ−1tr , in both directions clearly identify the D'yakonov-Perel' spin relaxation
mechanism (note the diﬀerent time scales left and right).
as τSO (p) ∝ τ−1tr (p) (cf. Eq. 2.26). Secondly, it suggests that the scattering process
deﬁning the SO correction to the conductivity is the elastic scattering by potential
ﬂuctuations from disorder rather than elastic h-h scattering. Since the lowest val-
ues of τtr are in the low-mobility direction [110], this is also the direction of the
longest τSO times. The corresponding maximal spin-orbit length is lSO ≈ 240 nm at
the gate-induced low-density limit. It should also be noted that τSO as well as τtr
miss a distinct reaction to the variation of the temperature, as the data for various
temperatures practically coincide (not shown). This T -dependence is reasonable for
scattering by disorder.
From the HLN ﬁttings, the second characteristic SOI time scale τφ, like τtr,
is found to decrease weakly with reduced hole density, e.g. from 56 ps to 49 ps at
T = 30 mK in [110] direction (not shown). In contrast to τSO, the phase breaking
time τφ is determined by inelastic scattering processes and highly sensitive to tem-
perature changes, an issue that will be addressed in the next section.
Dephasing by inelastic scattering
Eﬀects of quantum interference are observed at low temperatures in weakly disor-
dered, diﬀusive systems, where carriers experience multiple elastic scattering, be-
fore the coherence of their wave function is broken by inelastic processes. In low-
temperature 2DEG semiconductor systems, the temperature-dependence of these
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eﬀects' amplitudes is often described in terms of the dephasing or phase breaking
rate given as [136, 160, 161]
1
τφ (T )
=
1
τ 0φ
+
1
τ ′φ (T )
, where again
1
τ ′φ (T )
=
1
τe−e
+
1
τe−p
, (6.4)
with a contribution independent of temperature τ 0φ and a temperature-dependent
dephasing time τ ′φ (T ). The rate 1/τ
′
φ (T ) in turn is determined by contributions
of inelastic electron-electron (τe−e) and electron-phonon (τe−p) scattering. With
lattice vibrations getting suppressed at low temperatures, e-e interactions domi-
nate the decoherence of electron waves. This mechanism typically is diﬀerentiated
into interactions with a large energy transfer revealing a temperature-dependence
of the dephasing rate 1/τ ′φ ∝ T 2 at temperatures above a critical temperature,
T > Tc = ~/ (kBτtr), and into interactions with small energy transfer that are char-
acterized by 1/τ ′φ ∝ T at T < ~/ (kBτtr) in two dimensions [162, 163]. The latter,
so-called Nyquist mechanism, can be interpreted as the quasielastic interaction of
an electron with ﬂuctuations in the electromagnetic background produced by the
thermal motion of a sea of electrons [161].
Assuming that these considerations are valid for 2D hole dephasing, we discuss the
temperature evolution of the phase breaking rate exemplarily in the [1¯10] and the
[010] direction of a 2DHG system (TMn = 690 ◦C) of density p = 5.0× 1011 cm−2 and
mobilities µ[1¯10] = 2.40× 104 cm2/Vs and µ[010] = 1.95× 104 cm2/Vs at T = 1 K.
The dephasing time τφ was extracted from ﬁtting the WAL correction ∆σxx to the
HLN theory as demonstrated in the upper and lower right part of Fig. 6.10 sepa-
rately for selected temperatures of the [1¯10] and [010] direction, respectively. The
left of Fig. 6.10 then summarizes 1/τφ (T ) for temperatures between 20 mK and
4.2 K. Using the known elastic transport scattering times, we obtain the critical
temperatures Tc,[1¯10] = 5.7 K and Tc,[010] = 6.1 K marking the transition from large
to small energy transfer mechanisms. Hence, for the given temperature range, de-
phasing is dominated by quasielastic small energy h-h scattering [162]. It is found
that 1/τφ,[1¯10] > 1/τφ,[010], since h-h scattering is enhanced due to the higher mo-
bility in [1¯10] crystallographic direction. In this regime, several authors found for
σ  e2/~ [162, 136, 164, 10]
1
τφ
≈ e
2/~
σ
ln
(
σ
e2/~
)
kBT
~
= a ·T. (6.5)
In both crystallographic directions, 1/τφ (T ) follows a linear dependence only for
temperatures above 600 mK, illustrated by linear dashed traces in the left of Fig. 6.10,
with the [1¯10] direction exhibiting a ﬁnite, negative intercept at T = 0. While in
[010] direction the slope a = 0.03915 Kps−1 of the dashed linear ﬁt is well as-
certained by the value 0.03881 Kps−1 calculated with Eq. (6.5), the ﬁtted slope
a = 0.05988 Kps−1 in [1¯10] diﬀers signiﬁcantly from a calculated 0.03465 Kps−1, even
though the dephasing rate perfectly follows a linear T -dependence above 600 mK.
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Figure 6.10: (left) The temperature evolution of the phase decoherence rate 1/τφ (T )
deduced from adapting the HLN model to the conductivity correction ∆σxx in [1¯10]
(upper right) and [010] (lower right) direction at selected temperatures ranging from
20 mK to 4.2 K. The dashed lines of 1/τφ versus T in the left represent the linear de-
pendence of the experimental values above 600 mK. Below T = 600 mK a saturating
behavior of the dephasing rate is observed for both crystallographic directions.
This surprising deviation from the theoretical value is also reported in several other
works [165, 166]. Knott et al. [98] mentioned a similar discrepancy of the dephasing
rate in the high-mobility direction [1¯10] in contrast to consistent slopes of τ−1φ (T ) in
the [110] direction of an InAs QW heterostructure identical to the ones investigated
in this chapter, yet of slightly higher hole density p = 5.45× 1011 cm−2. Some au-
thors attributed this deviation to unconsidered details of the subband structure or
to the fact that inelastic scattering by alloy disorder and interface roughness, as well
as intersubband scattering are not included in Eq. (6.5) [166]. While this might be
true, still, since these aspects apply for both orthogonal directions [1¯10] and [110],
the cause of the unidirectional deviation for only the [1¯10] direction in the given
example of Fig. 6.10 and in [98] is not explained by these arguments and remains
an open question.
As a second aspect, unexpected from pure h-h scattering, 1/τφ (T ) ≡ 1/τ 0φ sa-
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turates in both directions below 600 mK at a ﬁnite value and diverges as T → 0K.
While the divergence below T = 200 mK may be related to eﬀects of sample heating,
since a current of 300 nA was applied during the low-temperature measurements of
Fig. 6.10, there must be an additional temperature-independent dephasing mecha-
nism leading to saturation. Knott et al. [98] assumed that the deviation from the
expected linear slope of h-h scattering was associated with an AMR feature which
they observed in the [1¯10] direction at a transition temperature between 4.2 K and
1.65 K, while it was missing in the [110] direction. This AMR eﬀect, mentioned
earlier in Sec. 6.2.1, is supposed to mark a phase transition towards spontaneous
ferromagnetic ordering in the (001) plane of the doping layer of magnetic Mn2+-ions
in close vicinity to the 2DHG. Such an observation was also clearly reported by
Wurstbauer et al. [144] in an identical heterostructure of slightly lower Mn concen-
tration, yet in both the [1¯10] and the [110] direction of ρxx (B) with the transition
occurring between 610 and 600 mK for that latter work. With the exception of a
single HB sample (TMn = 690 ◦C, [010] direction) already presented in Fig. 6.5 of
Sec. 6.2.1, in our work no traces of AMR were found at mK-temperatures, even with
a higher overall concentration of Mn doping. The samples investigated in this thesis
thus are predominantly below the doping limit inducing the AMR eﬀect. Hence, scat-
tering by the intrinsic ﬁelds of a spontaneously magnetized or long-ranged-ordered
diluted magnetic doping layer in the vicinity of the 2DHG cannot be the cause of
the saturation of 1/τ 0φ in our structures. Interestingly, this eﬀect is also reported
for 2DHGs in identical InAs QW heterostructures doped with non-magnetic carbon
[107], ruling out the AMR to be the sole origin of this observation.
Although the saturation is widely reported, seemingly being universal among ma-
terials and in dimensionality, its microscopic origin remains unresolved with several
possible dephasing processes likely coexisting in a given system [161, 167]. Here,
with inelastic h-h scattering being less eﬃcient at low temperatures, a dominat-
ing inelastic scattering by potential ﬂuctuations due to disorder could explain the
isotropic low-temperature-independent behavior of the phase breaking rate τ−1φ (T )
in the investigated heterostructures.
Concluding this section, the dependences of the characteristic spin-orbit times
τSO (p) and dephasing times τφ (T ) suggest, ﬁrst, that the DP mechanism preserves
spin orientation by enhanced elastic scattering of holes at disordered Coulomb po-
tentials due to a reduced screening eﬀect of low hole densities. Secondly, inelastic
scattering due to disorder could contribute to the dephasing at lowest temperatures
while else hole-hole scattering with small energy transfer is the dominating process
at temperatures from 600 mK up to 4.2 K.
So far, the SO analysis of the WAL quantum interference eﬀect has been conducted
in samples from the high-hole-density range of Figure 6.1. Having established that
the DP mechanism provides longer spin relaxation lengths when reducing the hole
density, the next section ﬁrst pursues this development by studying samples from
the low-density spectrum, and afterwards highlights the combined overall carrier-
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density-dependent evolution of quantum interference phenomena parametrized by
characteristic length scales. In the second part of the section, the eﬀective tunability
of the SIA-induced spin splitting of the system is then discussed.
6.3 Tunability of the spin splitting by SIA-induced
Rashba SOI
In their pioneering work, Koga et al. [13] were able to experimentally settle the
debate whether the Rashba SOI really is caused by structure inversion asymmetry
in quantum well systems, as they witnessed a transition from weak antilocalization
to weak localization in the low-ﬁeld magnetoresistance of a 2DEG that could clearly
be associated with the degree of symmetry of an InGaAs QW. The variation of the
QW symmetry was realized by changing the ratio of two carrier-supplying doping
layers in four heterostructures, while keeping the overall impurity concentration
constant and the sheet carrier density ﬁxed by a gate electrode. A symmetric QW
showed WL, whereas WAL was provoked by asymmetric doping.
A similar, yet gate-induced transitional behavior between these eﬀects of quantum
interference has then been reported several times for 2DEGs e.g. in InAlAs/InGaAs
QW heterostructures by Kohda et al. [168] and Faniel et al. [169], as well as for
2DHGs e.g. in GaAs/InGaAs QWs by Minkov et al. [155] and also in Ge/SiGe QW
structures by Moriya et al. [170]. Furthermore, analyzing the WAL-WL crossover
has also become a viable tool to study SOI in one-dimensional n-type InGaAs or
InAs narrow stripes and nanowires [171, 172, 173, 174], where lateral conﬁnement
acts as the main source of Rashba SIA.
In the following, we will present a gate-induced transition of quantum inter-
ference eﬀects, which has, to the best of our knowledge, not yet been documented
for 2D hole gases in these InAs QW heterostructures. The underlying ability to
tune the spin-orbit scattering time to some extent suggests that direct control of
a Rashba-type SOI by an external electric ﬁeld perpendicular to the 2DHG plane
is possible. Hence, the variation of a zero-ﬁeld spin splitting by the strong Rashba
SOI of this system could pave the way for spin manipulation in future spintronic
devices.
6.3.1 Suppression of weak antilocalization by Rashba SOI
In the previous section, it was found that the magnitude of the weak antilocalization
eﬀect depends on the ratio of the phase breaking and spin relaxation rates. A small
phase breaking rate and fast spin relaxation increase the magnitude of the WAL,
while a long spin relaxation length and decreasing phase coherence led to a reduction
of the eﬀect. A display of this behavior is provided by Figure 6.11 (a). It describes a
gate-induced suppression of the amplitude of the WAL correction to the longitudinal
magnetoconductivity of a HB sample in the [110] direction at T = 1.44 K, processed
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Figure 6.11: The gate-induced suppression of (a) the reduced magnetoconductiv-
ity correction ∆σxx in the [110] direction of a low-density sample (TMn = 663 ◦C,
C120404B) at T = 1.44 K can be correlated to (b) the point at p = 2.4× 1011 cm−2
where the condition τφ = τSO  τtr of characteristic time scales deduced from the
solid HLN ﬁtting curves in (a) is matched (dashed lines are guides to the eye).
from the low-TMn wafer C120404B (cf. Fig. 6.1). Here, the transition from WAL to
WL upon reducing the hole density can in fact be correlated with crossing trends
of the characteristic τSO (p) and τφ (p) times in Figure 6.11 (b), again deduced from
the ﬁtting of the low-ﬁeld magnetoconductivity correction to the HLN theory (6.3)
in Fig. 6.11(a). For τSO < τφ, the WAL peak is observed at zero magnetic ﬁeld,
and for τSO > τφ, there is only the positive magnetoconductivity of the WL eﬀect,
since phase-coherent backscattering still exists as τφ  τtr. The WAL peak vanishes,
when the two rates τ−1φ (p) = τ
−1
SO (p) are comparable at about p = 2.4× 1011 cm−2.
While τSO is enhanced by the DP mechanism, the decline of both the dephasing
time and the relatively small transport scattering time with hole density reduction
is a consequence of a decreasing hole mobility. Since the phase coherence time τφ,
however, strongly depends on the temperature, with the SO scattering time τSO
being T -independent, the occurrence of the transition from WAL to WL at τφ = τSO
is a temperature-dependent phenomenon. Higher temperatures favor the suppression
of the WAL eﬀect, as they lead to an enhanced dephasing of the hole wave function
and hence to shorter phase breaking times making it easier to match the condition
τSO = τφ.
As an interesting side aspect, contrary to lSO,[110] > lSO,[1¯10] stated in the pre-
vious Sec. 6.2.3 on anisotropies in structures from the high-carrier-density limit
(cf. Tab. 6.1), the spin relaxation length lSO,[1¯10] ≈ 265 nm in the low-density limit
is slightly higher than lSO,[110] ≈ 244 nm, even though τSO was continuously found
to exceed the [1¯10]-values in the [110] direction throughout the whole p-range. This
fact documents that this anisotropy of lSO is a sensitive product, lSO =
√
D · τSO,
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of the SO scattering time and the relative change of the diﬀusion coeﬃcient D. The
latter D declines with decreasing density and mobility, on average more signiﬁcantly
in [1¯10] than in the [110] direction, thus leading to the change in the relative crys-
tallographic anisotropy of lSO over p.
At this point, a full survey of the p-evolution of the quantum interference
phenomena of the InAs:Mn 2DHG system can be presented in Fig. 6.12 for the
whole experimentally accessible density range, parametrized by its characteristic
length scales lSO, lφ and ltr. As demonstrated, the hole density was consistently tuned
by a combination of external electric gating and the variation of the p-type dopant
concentration. For simplicity, the data of only the [1¯10] direction, conducted from
measurements of just three diﬀerent HB samples, is shown. All other characterized
HB samples of the investigated density range conﬁrmed these trends and values.
The inconsistency of lφ (p) at T = 800 mK with respect to the data obtained at
Figure 6.12: Survey of the combined p-evolution of characteristic length scales of
three diﬀerent gated InAs:Mn QW samples probing the complete 2D hole density
spectrum investigated (dashed lines are guides to the eye). Three regimes of varying
WAL or WL dominance in the low-ﬁeld magnetoresistance can be identiﬁed that are
diﬀerentiated by the relative values of the spin relaxation length lSO with respect to
the phase coherence length lφ and the elastic mean free path ltr.
T = 1.44 K, else, demonstrates once again the sensitivity of the dephasing processes
on the temperature.
In accordance to [10], the whole spectrum of quantum interference eﬀects could be
probed, as the system is transferred from a regime of very strong SOI (I) with lSO ≤
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ltr  lφ, where a pure WAL correction dominates the longitudinal magnetoresistance
at p & 5.2× 1011 cm−2, into a wide, most common transition regime (II) with
ltr  lSO  lφ, where the WAL due to SOI is superimposed on the WL eﬀect. At
a transition point p ≈ 2.5× 1011 cm−2, where ltr  lSO = lφ, the system enters the
pure WL regime (III) of small SOI with ltr < lφ < lSO for a low-density 2DHG.
The occurrence of quantum interference phenomena in Fig. 6.12 is governed by the
SO scattering length and hence by the Rashba SOI. The enhancement of lSO at low
densities, however, is smaller than expected from the tunability of τSO (p) (e.g. in
Figures 6.9 and 6.11), as it is restricted by a declining diﬀusion coeﬃcient of the
increasingly disordered system.
By adding the carrier density evolution of the Fermi wavelength λF = 2pi/kF in
Fig. 6.13 as another length scale with respect to the mean free path ltr (p), it is found
that the initially large values of ltr at high densities, fulﬁlling the Ioﬀe-Regel criterion
kF ltr  1 [10], intersect with λF (p) at the hole density of p ≈ 2.5× 1011 cm−2 which
characterizes the suppression of the WAL eﬀect in Fig. 6.12. When the energy
Figure 6.13: The dependences of
the Fermi wavelength λF (p) and the
mean free path ltr (p), corresponding to
Fig. 6.12, intersect with decreasing hole
densities at p ≈ 2.5× 1011 cm−2, the
density value that also marks the sup-
pression of WAL by the WL eﬀect, hence
indicating a localization-dominated sys-
tem.
criterion approaches kF le = 1 (kF le ≈ 4.4 at p = 2.1× 1011 cm−2 while kF le ≈ 42.3
at p = 5.6× 1011 cm−2) and both quantities λF and ltr become comparable, the wave
functions tend to localize [10]. The WL eﬀect then dominates the WAL phenomenon.
The role of localization in these corrections to the longitudinal magnetoresistivity
in the low-carrier-density regime will be revisited in Sec. 6.4 at the end of this
chapter.
As the entire picture of quantum interference phenomena in the vicinity of zero
magnetic ﬁeld, Fig. 6.1, however, correlates with the evolution of characteristic SO
parameters, the next section investigates in detail how the variation of the Rashba
SOI aﬀects the spin splitting of this 2D hole system.
6.3.2 Tunability of the Rashba spin splitting
Breaking the spatial inversion symmetry by the BIA of a non-centrosymmetric zinc
blende crystal structure and by the SIA of a conﬁning potential leads to a spin
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splitting of hole states even at B = 0 T. The Dresselhaus term is essentially a ﬁxed
material property with its relevance only changing slightly with the geometry of the
system, i.e. the QW width, and with the Fermi wave vector [11]. Thus, the expe-
rimental access to the variation of the splitting is given by the eﬀective potential
gradient Ez of the dominant Rashba SIA generated through external metallic gating
or the internal potential of an asymmetric modulation doping (cf. Section 2.2.2). In
a QW heterostructure, a single front gate has the twofold eﬀect of aﬀecting both
the asymmetry and the 2D density of the well.
The WAL correction is an unambiguous sign of spin-orbit interaction. Since
we have experimentally clearly demonstrated the D'yakonov-Perel' mechanism to
dominate the spin relaxation via the eﬀective magnetic SO ﬁeld in this diﬀusive
2DHG system, data of the spin splitting energy spectrum ∆E can be generated
from the DP relation τ−1SO = 2Ω
2
SO · τtr, as (cf. Section 2.2.3) [155, 38]
∆E ≡ BSO = ~ΩSO = ~√
2τSOτtr
. (6.6)
Figure 6.14 combines the results of the complete ∆E (p) spectrum covering
the hole density range achieved in this study. In both anisotropic crystallographic
directions [1¯10] and [110], the spin splitting energy drastically increases with in-
Figure 6.14: The combined spin splitting energies ∆E (p) from diﬀerent HB sys-
tems vary with the hole density, roughly by a factor 2, from 0.18 meV to 0.37 meV
in direction [1¯10] and from 0.13 meV to 0.22 meV in [110]. Inset: Linear ﬁts to
the logarithmic spin splitting energies plotted versus logarithmic densities suggest
pa-dependences with exponents a[1¯10] ≈ 0.71± 0.04 and a[110] ≈ 0.51± 0.04.
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creasing hole density. In the [1¯10] direction, a tuning of ∆E[1¯10] (p) is possible
from approximately ∆E[1¯10] = 0.18 meV to 0.37 meV, roughly by a factor of 2,
between densities of p = 2.1× 1011 cm−2 and p = 5.6× 1011 cm−2. At the same
time, ∆E[110] (p) was found to be systematically smaller than ∆E[1¯10] (p), varying
from about ∆E[110] = 0.13 meV up to 0.22 meV. This fact basically reﬂects the
dominance of the anisotropy of the long SO scattering times τSO documented in
Fig. 6.9. It so again seemingly conﬁrms that the SOI acts strongest in the [1¯10] di-
rection via the DP mechanism in an anisotropically disordered system. Surprisingly,
the absolute magnitudes of the splitting are comparatively small over the whole
range of hole densities. When put into relation to their corresponding kinetic en-
ergies Ekin = m∗hv
2
F/2, the ratio of the anisotropic spin splitting energies ∆E with
respect to Ekin is ranging from about ∆E/Ekin = 2.3% in the high-density limit up
to 3.9% in the low-density limit, in fact similarly in both crystallographic directions.
The fraction of ∆E to Ekin is less signiﬁcant than expected from the Fermi energy
of holes, which is typically small due to a high eﬀective hole mass supporting the
impression of a small spin splitting for reasons unclear. As another aspect, the simi-
larity of ∆E in both crystallographic directions indicates rather an isotropic ﬁeld of
SO interaction although one might expect anisotropic manipulation by an eﬀective
SO ﬁeld of unequal strength in the orthogonal crystallographic directions from the
simulation in Fig. 2.9 of Sec. 2.2.2.
In the previous sections, the HLN expression (6.3) has proven to be a suitable
model to describe the WAL correction to the low-ﬁeld longitudinal magnetoresis-
tance of this system. The SOI therefore is regarded to be dominated by k3-symmetric
terms, as it is reasonable in a system of HH-LH separation at k = 0, where only
the highest HH subband is occupied [43, 11, 38]. Considering exclusively Rashba
SOI terms cubic in the in-plane momentum wave vector k‖, ∆E can be expressed
according to Eq. (2.24) by
∆E = αhEzk3‖, (6.7)
where the eﬀective electric ﬁeld perpendicular to the QW plane Ez is in ﬁrst order
proportional to p (cf. Sec. 2.2.2), and k‖ = kF at the Fermi level, with kF ∝ p1/2. An
attempt to deduce the experimental pa-evolution of the spin splitting in Fig. 6.14
by linearly ﬁtting plots of log ∆E versus log p (see the inset) yet yields exponents
a[1¯10] ≈ 0.71± 0.04 and a[110] ≈ 0.51± 0.04. These a-values are signiﬁcantly smaller
than the expected p3/2-characteristic of the k3-splitting and rather point to a ∆E (p)
that is proportional to about p1/2. Hence, the change in carrier density cannot be
the driving force in the variation of the spin splitting energy.
To obtain a more profound opinion on the nature of the eﬀective ﬁeld that
induces the spin splitting, it is convenient to display the numerical results in terms
of the eﬀective Rashba coeﬃcient αhEz [11] (Figure 6.15). The eﬀective coeﬃcient,
calculated from relations (6.6) and (6.7), is then found to decrease with increasing
density roughly by αhEz ∝ p−1, as suggested by linear ﬁts in the inset of Fig. 6.15.
Since αhEz is, however, expected to increase, as Ez ∝ p [11], this again nourishes the
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Figure 6.15: The combined eﬀective Rashba coeﬃcients αEz (p) of directions [1¯10]
and [110], deduced from the spin splitting energy ∆E (p) in Fig. 6.14, systematically
decrease with increasing hole density. Inset: Linear ﬁts to logαEz versus log p suggest
a proportionality ∝ pa of the eﬀective Rashba coeﬃcient characterized by a[1¯10] ≈
−0.79± 0.04 and a[110] ≈ −0.99± 0.04.
impression that the Rashba SO splitting is not controlled by p. In Equation (2.22)
of Section 2.2.2, the bare Rashba coeﬃcient αh in 2D HH systems is deﬁned to be
inversely proportional to the separation of HH and LH subbands [11]. An increasing
separation of HH and LH energies at k = 0 is thus bound to reduce the Rashba
coeﬃcient. The HH-LH splitting in turn is strongly inﬂuenced by the quantum con-
ﬁnement of the QW system and its inherent strain. While in a single heterostructure
the subband separation, and hence αh, is indeed approximately proportional to an
electric ﬁeld Ez [39], the conﬁnement of a strained rectangular QW on the other
hand, especially at small carrier densities and with a small asymmetry of the well,
means that the system is essentially controlled by the potential steps at the QW
interfaces. There, variations of both p or Ez are assigned only a minor role with re-
spect to the large HH-LH splitting. The latter aspect then implies that the Rashba
coeﬃcient αh should only be weakly aﬀected by gate voltage modulation. These con-
siderations lead us to the conclusion that the tunability of the SIA-induced Rashba
spin splitting in Fig. 6.14 observed in our InAs:Mn 2DHG QW system is a direct
eﬀect of the external gate electric ﬁeld in the QW rather than provoked by a ma-
nipulation of the Rashba coeﬃcient αh.
We determine the cubic Rashba coeﬃcient αh3 in our structures, similarly to
Eq. (2.22) in Sec. 2.2.2, from the separation of HH and LH energies, EHH and ELH ,
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respectively, measured with respect to the bulk band edge, by
αh3 =
−3e~4γ23
2m20 (EHH − ELH)2
, (6.8)
following the method of Ohkawa and Uemura [175] in [170]. 8 × 8-band k ·p sim-
ulations performed by Hirmer for a comparable C-doped InAs heterostructure in
[107] suggest a high HH-LH separation of approximately 60 meV at k = 0, which
greatly exceeds the spin splitting energies in Fig. 6.14. This high splitting is the
consequence of strong quantum conﬁnement in the highly compressively strained
pseudomorphic InAs QW channel embedded in between InGaAs layers. Employing
the Luttinger parameter γ3 = 9.2 for InAs [37] in Eq. (6.8) then suggests a cubic
Rashba coeﬃcient of αh3 = 2.05× 106 eÅ4, independent of the density and the exter-
nal gate bias. This is comparable to values of αh3 obtained for AlGaAs/GaAs single
heterostructures [39] and exceeds the Rashba coeﬃcient of a SiGe/Ge QW 2DHG
structure [170] by one order of magnitude due to a smaller HH-LH spacing, under-
lining the general potential of the indium-based 2DHG system for Rashba-type of
spin manipulation.
Another implication of a large HH-LH splitting is that these subbands couple at
higher values of k‖, leading to a nearly isotropic instead of an anisotropically warped
VB dispersion at small values of k‖ (see Sec. 2.2.1) [107], as already presumed earlier
in this section. Hence, the crystallographic anisotropies in Figures 6.14 and 6.15 are
no indication of an interplay of SIA and BIA creating an anisotropic spin-orbit ﬁeld
and splitting, like it was introduced in Fig. 2.9 of Sec. 2.2.2, but rather reﬂect the
works of the anisotropic DP scattering.
In conclusion, this 2DHG system of the In0.75Al0.25As/In0.75Ga0.25As/InAs:Mn
heterostructure oﬀers a high preservation of the spin orientation when driven to
lower hole densities, while simultaneously HH subband energy spin splitting exists
within the complete range of densities. Although the splitting is small in magnitude,
it can be addressed by an external electric ﬁeld inducing a distinct relative change
of ∆E as it is desired for spin manipulation in systems relevant for implementation
in spintronic devices.
Still, the Rashba coeﬃcient αh could not be manipulated by the variation of p, as the
coeﬃcient αh of QW heterostructures is dominated by the HH-LH separation, which
is large in our system. A more signiﬁcant, direct tunability of αh may be obtained
by means of strain engineering or by a variation of the width of the QW [39]. In
the InAs:Mn QW heterostructures of this work including a strained InAs channel,
however, strain and QW width bare only little room for structural improvement,
since these are already highly optimized for the realization of high-quality 2D hole
gases in QWs on top of strain relaxed virtual substrates with high In content.
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6.4 Quantum corrections to the Drude resistivity
in low-density disordered systems
Demonstrated in Sec. 6.3.1, the SO-induced WAL gradually weakens due to the in-
creasingly dominant role of the WL eﬀect as the 2D hole system is driven towards
a low-density regime by the joint reduction of the Mn doping concentration and the
gate electric ﬁeld eﬀect. First indications of weak localization in the low-ﬁeld longi-
tudinal magnetoresistivity ρxx (B) are found early in this process of decreasing p, in
the regime corresponding to ltr  lSO  lφ, as discussed in Fig. 6.12, with the WL
eﬀect completely taking over the WAL when ltr  lφ ≤ lSO. Associated with the
emergence of WL is a pronounced h-h-interaction-induced parabolic correction to
ρxx (B) at medium magnetic ﬁelds, introduced in Sec. 6.2.1. It is already observable
for the highest carrier densities of this study, in the lSO ≤ ltr ≤ lφ regime, where
traces of a distinct WL peak around B = 0 T are still absent.
Concluding the journey of this chapter from the high- to the low-density regime of
2DHGs in regularly doped InAs:Mn heterostructures, this section highlights these
quantum corrections to the Drude resistivity on the low-density side of the p-
spectrum. The ﬁndings are mainly represented by HB measurements of wafers
TMn = 663
◦C and TMn = 656 ◦C (cf. Survey 6.1) which exhibit the most distinct
parabolic background to ρxx (B) of the study and can have negligible WAL due to
a pronounced WL at B = 0 T.
Both many-body quantum phenomena of the disordered low-density system,
the WL and h-h interaction, tend to localize the wave function of carriers through
constructive interference. On the one hand, weak localization originates from one-
particle self-interference of phase-coherent partial waves multiply scattered on coun-
terpropagating trajectories (cf. Sec. 2.1.5), and on the other hand, multiply scattered
holes interfere on h-h interaction amplitudes on their diﬀusive motion through a dis-
ordered system [176, 10].
Figure 6.16 demonstrates this localizing trend in the low-density-dependence of the
longitudinal magnetoresistivity ρxx (B) of a gated HB structure (TMn = 656 ◦C)
in [010] direction at T = 1.44 K for densities tuned from p = 3.88× 1011 cm−2
down to p = 1.85× 1011 cm−2 with a corresponding reduction of mobilities from
µh = 1.46× 104 cm2/Vs to 3.7× 103 cm2/Vs. As the QW system is depleted by
the ﬁeld eﬀect, it undergoes a transition towards a regime of increasingly insulat-
ing character where both contributions to the zero-ﬁeld resistivity, the WL peak
and the associated parabolic background, are enhanced, as it is illustrated for the
latter by the dashed lines of second order polynomial ﬁts to the magnetoresistivity
in the medium ﬁeld range below B ≈ ±1.5 T in Fig. 6.16 (a). Around B = 0 T,
the WL eﬀect is suppressed by the inﬂuence of a small magnetic ﬁeld on the phase
coherence of the orbital part of the partial wave functions of the carriers, with the
magnetic ﬁeld Bc marking the crossover from the WL-dominated regime towards
the h-h-interaction-dominated NMR correction at higher ﬁelds. The dependence of
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Figure 6.16: The p-dependence of ρxx (B) in the [010] direction of a low-density HB
sample (C120530A, TMn = 656 ◦C) at T = 1.44 K is governed by the characteristic
corrections to the Drude magnetoresistivity of (a) the h-h interaction at magnetic
ﬁelds B > Bc and (b) the weak localization correction ∆ρxx = ρxx (B) − ρxx (0)
for B < Bc (parabolic background, dashed lines in (a), removed). Both corrections
are enhanced with gate-reduced density p. Inset: A log-log plot of ρxx (Bc) versus p
yields a density-dependence that is close to ∝ p−5/2, an indication for scattering by
a smooth random potential.
the magnitude of the WL resistance peak ∆ρxx = ρxx (B)− ρxx (0) (parabolic back-
ground removed) on the hole density is explicitly depicted in Fig. 6.16 (b). The
inset traces the value of ρxx (Bc) at the crossover ﬁeld versus p on a log-log scale
and reveals ρxx (Bc) ∝ p−5/2, which is characteristic for scattering by smooth disor-
der [149]. Although both correction features slightly vary in magnitude for diﬀerent
crystallographic directions of ρxx following the overall mobility anisotropy of the
cross-hatched system, they qualitatively share the same phenomenologies in every
direction. Therefore, remote doping impurities are normally regarded to serve as
the isotropic main source of this disorder, before scattering by residual background
impurities in the QW or by interface roughness are to become important.
The phenomenon of enhanced scattering at reduced hole density due to an increas-
ing inﬂuence of disorder, as it has been proposed a couple of times earlier in this
chapter in Sec. 6.2.1 or in Sec. 6.2.3, is best understood in the framework of the
non-linear screening from ﬂuctuating potentials [177, 10, 145]. According to this
theory, a correlated 2D carrier system of high-density eﬀectively screens the long-
range potentials of remote charged impurities. As the density is lowered, the system
ceases to be spatially homogeneous since spatial ﬂuctuations of the random impurity
distribution cause a local failure of eﬀective screening. Fragmenting into a poten-
tial landscape of `hills' and charge `puddles' in this non-linear breakdown of the
screening, localizing spatial inhomogeneities give rise to a semiclassical percolation
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transition into an eﬀectively insulating phase [178, 179, 180].
The situation of a weakly localized system (kF le > 1, rs < 1) in an insuﬃciently
screened regime also becomes apparent in the temperature-dependence of the given
HB heterostructure at a ﬁxed p = 3.8× 1011 cm−2 in Fig. 6.17. Upon cooling the
Figure 6.17: Reducing the temperature of the HB system of Fig. 6.16 from
T = 1.44 K down to T = 30 mK at p = 3.8× 1011 cm−2, reveals a transition of
ρxx (B) from the quantum Hall regime at high magnetic ﬁelds towards an insulat-
ing phase below a common ﬁeld Bc ≈ ±2.5 T. As the disordered system approaches
zero temperature, increasing localization of carriers on insuﬃciently screened poten-
tial sites of remote ionized impurities enhances the sharpness and magnitude of the
WL, ∆ρxx (B) (inset), and the parabolic background. Sample heating masks a further
diﬀerentiation of ρxx (B) below T = 100 mK.
system from T = 1.44 K down to T = 30 mK, a similarly strong increase in ρxx (B)
is found to emerge at magnetic ﬁelds below a critical ﬁeld of Bc ≈ ±2.5 T, common
to all temperatures. At this critical ﬁeld, the oscillating quantum Hall state un-
dergoes a transition towards insulating properties. Both the parabolic background
and the weak localization correction to the Drude resistivity ∆ρxx (B) (inset of
Fig. 6.17) logarithmically increase with reduced temperature, albeit sample heat-
ing masking a further diﬀerentiation of the magnetoresistivity for T ≤ 100 mK.
Such a temperature-induced transition of a disordered 2D carrier system towards
an eﬀective insulator is predicted by the well established scaling theory [181] of
Anderson-Mott localization [182] in the thermodynamic limit of zero temperature.
At low temperatures, potential ﬂuctuations tend to localize wave functions to the
localization length scale ζ. The strength of the localization in a 2D system can then
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be estimated by the exponential relation [10]
ζ ≈ le ekF le/2, (6.9)
assuming kF le  1. Deduced from the measurements in Fig. 6.17, Figure 6.18 hence
illustrates that the localization length rapidly approaches the scale of the Fermi
wavelength λF as the temperature is reduced, with ζ ≈ λF around T = 400 mK and
even ζ  λF for temperatures below. The system has reached the regime of strong
localization [10]. Carriers are then said to be localized around single impurities
Figure 6.18: The increasing strength
of localization with decreasing temper-
ature in Fig. 6.17 can be parametrized
by the localization length ζ of Eq. (6.9)
that becomes comparable to the Fermi
wavelength at T = 400 mK and even
smaller than λF for temperatures below,
hence reﬂecting the strong localization of
this system (note the logarithmic scale -
dashed lines are guides to the eye).
and transport is characterized by hopping in between localization sites either by
thermal activation or by quantum tunnelling [10]. As the density would be increased,
however, weak potential ﬂuctuations due to an eﬃcient screening lead to delocalized
extended states of ζ  λF at the Fermi level.
For more than two decades, the nature of the transition towards such an ex-
tended two-dimensional state, which, contradicting the scaling theory, might exist
even at absolute zero temperature in form of a zero or ﬁnite resistivity, has been
widely discussed as a phenomenon commonly referred to as the 2D metal-insulator
transition (MIT) [183]. The MIT is indicated in the density-tuned crossover from
a low-density insulating temperature-dependence of the zero magnetic ﬁeld longi-
tudinal resistivity ρxx,0 (T ), characterized by a large negative ∂ρxx,0 (T ) /∂T < 0
as T → 0, to a high-density eﬀectively `metallic' regime of a weak or moderately
positive ∂ρxx,0 (T ) /∂T & 0 at low temperatures [184]. This alleged quantum phase
transition of the ground state critically depends on the strength of the ﬂuctuat-
ing potential, and therefore on the carrier density. It is characteristically triggered
by a sharp critical density pc separating the low-density insulating phase (p < pc)
from the high-density metallic phase (p > pc) at the lowest temperatures accessible
[185, 145].
The ﬁrst report of an unambiguously identiﬁed MIT is ascribed to Kravchenko
et al. in 1994 [186] in the inversion layers of an n-type high-mobility, low-density Si
MOSFET. Although challenging the conventional 2D scaling theory of localization
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for non-interacting carriers in weakly disordered systems [187], the MIT has subse-
quently been observed numerously in a variety of materials like n-type [188, 189]
and p-type [141, 190, 142] AlGaAs/GaAs heterostructures, as well as p-type Si/SiGe
[147, 191] or n-type InAs [192] QW systems.
Figure 6.19 presents a weak eﬀective metallic phase in ρxx,0 (T ), a rare occurrence
in the range of the p-type InAs:Mn 2DHG QW systems of this study, along the
[010] direction of an ungated HB sample (TMn = 690 ◦C) at a 2D hole density of
p = 4.72× 1011 cm−2 (red data). Next to that, the typical ρxx,0 (T ) traces of strong
insulating behavior at T → 0 of a gated sample (TMn = 656 ◦C) at lower hole densi-
ties p = 3.70× 1011 cm−2 and p = 2.75× 1011 cm−2 are shown (black data). In the
Figure 6.19: Indications of a possible MIT in the regularly doped InAs:Mn 2DHG
system emerge within the variety of samples as an illuminated, ungated HB sample
of high density p = 4.72× 1011 cm−2 (TMn = 690 ◦C) demonstrates a weakly positive
∂ρxx,0/∂T & 0 when the system approaches absolute zero temperature (red data,
lines are guides to the eye), whereas the black data traces exemplarily illustrate
the otherwise common insulating phase of a large negative ∂ρxx,0/∂T < 0 for an
also illuminated, yet additionally gated sample of TMn = 656 ◦C at lower densities
p = 3.70× 1011 cm−2 and p = 2.75× 1011 cm−2. For clarity, note the diﬀerent scales
of ρxx,0 (T ).
insulating phase, we see that the smaller the density, the stronger is the inﬂuence of
localizing potential ﬂuctuations at low temperatures. It should be noted that both
samples of this example have been illuminated, hence the metallic phase was gen-
erated by externally enhancing the carrier density and thus the eﬀective screening
from partially neutralized impurities.
In the context of this discussion, having a knowledge of the impurity doping
density Nd, the threshold density pc of the MIT is calculated according to Efros
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et al. by [177, 193, 10]
pc = β
√
Nd
s
, (6.10)
where β = 0.11 is a numerical coeﬃcient and s = 7.5 nm denotes the separation of
the modulation doping layer (regarded as δ-shaped) from the 2DHG plane. Here,
assuming that the relation is valid for 2D hole systems and that the critical den-
sity is pc . 4.7× 1011 cm−2, judging from the emergence of the MIT in Fig. 6.19,
an attempt to quantify the eﬀective Mn doping concentration in this sample of
TMn = 690
◦C would thus yield Nd & 1.47× 1019 cm−3, which represents a lower
bound to the doping concentration of the system. In general, a clear observation of
the MIT so can provide a method for the quantiﬁcation of the modulation doping
concentration of the system.
Although not explicitly witnessed within the density and temperature varia-
tions of ρxx,0 (T, p) of one single sample, the anomalous low-temperature behavior in
Fig. 6.19 still suggests that a MIT is probable for some of the highest densities and
mobilities of 2DHGs in the given InAs material, in a sense that suﬃcient screening
leads to an eﬀective 2D metallic phase rather than a real quantum phase transition
might occur. Yet, the prevailing insulating trend in the absence of the MIT con-
ﬁrms that the 2D hole systems of this study's density range are predominantly in
a density-inhomogeneity-driven percolation state of insuﬃciently screened, smooth
long-range Coulombic potentials of disordered ionized impurities [145]. This strongly
supports this chapter's established basic assumption of disorder as the main source
of scattering in the diﬀusive transport of this system.
In the considerations above, low-temperature density-induced insulating be-
havior at B = 0 T and enhanced quantum corrections to the Drude magnetoresis-
tivity were shown to be governed by an interplay of carrier-carrier interactions and
quantum localization due to strong disorder. In the low-density regime, the frame-
work of the screening theory suits the realistically dominant long-range impurity
Coulomb potentials. In the high density regime earlier in Sec. 6.2.1, we discussed
experimentally similar behavior of a parabolic background in ρxx (B) in the spirit of
carrier-carrier interaction, formally described under the assumption of h-h construc-
tive interference upon scattering on short-ranged impurity potentials and associated
so-called Friedel oscillations [194, 142, 10]. Following Das Sarma et al. [145], both
these descriptions, the h-h interaction and the screening theory, are to be seen as
complementary approaches to the nature of the low-density insulating regime of
2DHGs in regularly doped disordered InAs:Mn QW heterostructures.
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6.5 Conclusion
The possibilities of an eﬀective tuning of the Rashba SOI in a two-dimensional hole
gas system have been explored by continuously and signiﬁcantly decreasing the den-
sity in Mn-doped QW heterostructure alloys based on the high-SOC material InAs
by the joint reduction of the doping concentration and external electric gating for the
ﬁrst time in this system. The emerging rich density spectrum of regimes of interfer-
ence and interaction quantum corrections to the longitudinal Drude magnetoresistiv-
ity could be correlated with the relative carrier-density- and temperature-evolution
of spin- and phase-relaxation times of the 2DHG system. These characteristic time
scales were deduced from the analysis of the low-ﬁeld WAL interference phenomenon
on the basis of anisotropic transport parameters and eﬀective hole masses. Although
small in magnitude, the spin splitting energy of the HH subband was distinctly
modiﬁed over the whole range of achieved densities. This variation was found to
represent the direct eﬀect of the external electric ﬁeld rather than a manipulation
of the Rashba parameter. Indeed, this parameter is determined mainly by the large
HH-LH splitting of the strained QW channel than by the externally applied electric
ﬁeld. Spin-dependent scattering by the D'yakonov-Perel' mechanism in the SO ﬁeld
leads to a higher preservation of spin orientation at the low-carrier-density limit of
the density spectrum covered.
In general, the principle governing the trends of spin- and phase-dependent transport
parameters over the studied range of densities has consistently been identiﬁed, most
clearly in the low-carrier-density regime, as the enhanced localization and scattering
within the diﬀusive percolating motion of holes in a 2D landscape of insuﬃciently
screened, randomly distributed Coulomb potentials of remote doping impurities.
7
Highly diluted magnetic InAs:Mn
QW heterostructures
The image established in the previous chapter of non-magnetic 2D hole gases in dif-
fusive InAs:Mn QW heterosystems governed by quantum localization and quantum
interference phenomena changes dramatically when charged magnetic impurities re-
side in close proximity to the free hole gas in the InAs channel. As introduced and
illustrated in Sec. 4.3, a small change of the doping concept in the inverted InAs:Mn
heterosystem leads to the direct incorporation of magnetic manganese impurities
from segregation into the channel region during growth. There, they act as sources
of strong localization of carrier spin magnetic moments via magnetic exchange cou-
pling. Instead of long-range Coulomb potential ﬂuctuations from disordered remote
impurities, short-range magnetic exchange interaction now is the prevailing mech-
anism in inverted InAs:Mn systems. Within the strong interplay of free holes and
localized Mn2+-ions, magnetic exchange interaction also aﬀects other properties of
the diluted magnetic semiconductor (DMS) system as it may generate a giant en-
ergy band spin splitting, the formation of bound magnetic polarons, spin-disorder
scattering and carrier-mediated ferromagnetic ordering [176, 195]. The modulation
doping proﬁle thereby potentially enables high carrier mobilities in the InAs channel
to study the eﬀects of the DMS system in magnetotransport experiments.
Continuing our systematic eﬀorts on the consistent classiﬁcation of magnetore-
sistive phenomena within the spectrum of manganese-doped InAs QW heterosys-
tems, we have extended the range of inverted InAs:Mn heterostructures grown at
various Mn ﬂuxes predominantly towards low temperatures of the Mn eﬀusion cell,
hence low concentrations of Mn2+-ions in the InAs channel. With this, we want to
document magnetoresistive eﬀects at the transition into the highly diluted limit of
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the inverted InAs:Mn system. A survey of all MBE-grown inverted InAs:Mn QW
heterostructures of this study is featured in Appendix B.
Figure 7.1 presents exemplary magnetotransport measurement data of the lon-
gitudinal resistivity together with the absolute value of the Hall resistivity of an
inverted InAs:Mn Hall bar sample of ﬁxed Mn doping concentration, TMn = 717 ◦C
(wafer C120322A, cf. Appendix B), with the current applied along the diagonal [100]
crystallographic direction at various low temperatures.
The traces of the Hall resistivity ρxy (B) are found to be characterized by a num-
Figure 7.1: Reducing the temperature from T = 800 mK down to T = 100 mK
enhances the low-ﬁeld longitudinal NMR signal of strong localization around B = 0 T
of an inverted InAs:Mn Hall bar structure (C120322A, TMn = 717 ◦C) along the [100]
crystallographic direction. All traces of ρxx (B) share a common magnetoresistivity
value at BT = 3.3 T that marks the transition from the low-ﬁeld localized regime to
the high-ﬁeld delocalized quantum Hall regime. A negative bending of ρxy (B) from
the classical Hall resistivity (indicated by a grey dashed line) is observed for higher
magnetic ﬁelds.
ber of anomalous features: Besides the ﬁnite oﬀset phenomenon at B = 0 T known
from Sec. 5.2 for diagonally aligned structures, which is accompanied by overshoot-
ing signatures at higher ﬁelds around B ≈ 10− 11 T, there are signatures of the
anomalous Hall contribution around exactly zero magnetic ﬁeld, regardless of the
oﬀsetting. Other than that, a slight negative bending of the Hall magnetoresistivity
traces is visible from the expected classically linear Hall resistivity, which would be
indicated by a grey dashed line for the trace of T = 30 mK. This latter phenomenon
has been associated with an additional band of delocalized extended states (see be-
low) [95, 195], as parallel conductance in the InAlAs:Mn doping layer can reasonably
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be excluded with the minima of ρxx (B) approaching zero resistance for high mag-
netic ﬁelds [91].
In the longitudinal magnetoresistivity ρxx (B), low-ﬁeld strong localization coexists
with the SdH oscillations of the quantum Hall regime at higher magnetic ﬁelds.
Exchange coupling of the itinerant hole spins and the localized distribution of
magnetic Mn2+-ions residing in the channel region has been introduced in Sec. 4.3
to cause a pronounced reduction of magnetoconductivity at low magnetic ﬁelds
due to the strong localization of the carriers on Mn acceptor sites. At the absence
of an external magnetic ﬁeld, hole spins are coupled to the parent Mn acceptors
in antiparallel alignment of the spin moments by strong p-d exchange interaction,
forming an energetically favorable spin singlet state [94, 95]. In this strongly lo-
calized regime, charge carrier transport may occur by hopping between localized
states in the tail region of highly degenerate LLs broadened by magnetic disorder
[196, 197, 195]. With the application of a magnetic ﬁeld perpendicular to the 2D
InAs channel plane, hole spins and Mn magnetic moments are then being oriented
in parallel to form a triplet-type of state, signiﬁcantly increasing the radius of lo-
calization and consequently decreasing the coupling of holes to the Mn2+-ions due
to the Pauli principle. With the potential landscape eﬀectively being ﬂattened as
the magnetic moments are aligned in parallel, delocalized extended hole spin states
are emerging. This leads to an enhanced conductance in either a spin-up or a spin-
down spin channel depending on the polarization of the external magnetic ﬁeld. The
common value of ρxx (BT ) at a magnetic ﬁeld BT ≈ 3.3 T in Fig. 7.1 thus marks
the transition from the regime of strong localization to the delocalized 2D quantum
Hall regime with SdH oscillations developing at higher magnetic ﬁelds. This ob-
servation of a transition ﬁeld is reminiscent of the temperature-induced increase of
ρxx (0) in the insulating regime of the Anderson-Mott MIT [182] below a critical car-
rier density, which was introduced in Sec. 6.4 for non-inverted InAs:Mn systems. A
temperature-dependent reduction of the scaling of the localization in Fig. 7.1 below
BT may also be associated with an enhancement of hopping transport processes by
thermal activation increasing the amount of free holes.
In general, the characteristic magnetoresistive properties of the inverted diluted
magnetic 2DHG systems in the regime of strong localization crucially depend on the
ratio of the 2D hole density to the manganese ions in the vicinity of the InAs chan-
nel, p/xMn2+ , rather than mainly on the absolute hole density itself, as it was the
case for the non-inverted system in Sec. 6.3.
We can demonstrate this issue in Figure 7.2 (a) by the evolution of the magnetoresis-
tive traces ρxx (B) with the reduction of the Mn doping concentration temperature
from TMn = 825 ◦C to TMn = 700 ◦C in various vdP-type of samples at T = 1.44 K,
cf. Appendix B. For concentrations above TMn = 825 ◦C, samples were found to be
insulating in the whole magnetic ﬁeld range. In Fig. 7.2 (a), the zero-ﬁeld resistivity
peak ρxx (0) of strong localization dominating the longitudinal magnetoresistance
is reduced greatly with decreasing Mn doping concentration on a logarithmic scale.
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Figure 7.2: (a) Longitudinal magnetoresistivities ρxx (B) of vdP samples in de-
pendence of diﬀerent selected Mn doping temperatures TMn on a logarithmic scale
at T = 1.44 K. The dominating NMR signature of strong localization in ρxx around
B = 0 T decreases with decreasing Mn doping concentration, TMn, simultaneously re-
ducing the hole density p. Inset: Associated non-linear corrections to selected ρxy (B)
at low magnetic ﬁelds due to the contributions of the AHE. The signature vanishes
with a decreasing concentration of magnetic Mn2+-ions in the InAs channel. (b)
Instead, the gate-induced density variation of ρxx (B) for a ﬁxed Mn concentration
(HB structure of wafer C120322A, TMn = 717 ◦C) at T = 4.2 K demonstrates an
enhancement of strong localization with reduced hole density (note the logarithmic
scale of ρxx). Inset: A log-log plot of the overall ∆ρxx (0) versus p then suggests a
density-dependence ∝ p−3/2.
Reducing TMn, decreases both, the amount of segregated Mn2+-ions in the channel
as well as the 2D hole density, the latter here from about p = 9.1× 1011 cm−2 down
to p = 6.4× 1011 cm−2. Since SdH oscillations are suppressed in a wide range of
magnetic ﬁelds due to the dominating strong localization correction for high xMn2+ ,
hole densities were retrieved from the slope of the classical part of the Hall resistivity.
It should also be noted that the 2D hole mobility is not a well deﬁned quantity of the
DMS system at low magnetic ﬁelds when the zero-ﬁeld value of ρxx is determined
by the localization signature. By this predominance, also zero-ﬁeld corrections of
quantum interference are irrelevant in the regime of strong localization.
A clear trend of the NMR peak of strong localization becoming less and less domi-
nant in ρxx (B) is found in Fig. 7.2 (a) as the ratio p/xMn2+ of free holes decoupled
from less and less Mn2+-ions increases. The same phenomenon is witnessed in the
low-ﬁeld Hall characteristics of the anomalous Hall eﬀect, as depicted for selected
TMn in the inset of Fig. 7.2 (a): A decreasing non-linear signal of the AHE indicates a
ceasing relevance of the magnetic exchange coupling with reduced Mn concentration.
Similar ﬁndings are presented and analyzed in more detail regarding the intrinsic
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and extrinsic SO-dependent mechanisms contributing to the AHE in these DMS
systems by Wensauer and Vogel in [198] and [199], respectively. Nagaosa et al. give
an extensive general review of the anomalous Hall eﬀect in [197].
A second possibility to manipulate the ratio p/xMn2+ is provided by the gate-
induced variation of p while keeping the Mn concentration ﬁxed. This is demon-
strated in Fig. 7.2 (b) at T = 4.2 K for a gated Hall bar sample of again TMn = 717 ◦C
from the lower spectrum of Mn doping concentrations. In the InAs:Mn heterosys-
tems of the inverted doping concept, p-tunability via the gate electric ﬁeld eﬀect
is more eﬃcient due to the absence of an upper screening InAlAs:Mn layer that is
present in the case of the regular doping scheme (see Sec. 6.2). Again, from the Hall
slope in the classical part of ρxy (B) (not shown), we ﬁnd that the 2DHG system
can be depleted from p = 1.1× 1012 cm−2 to p = 4.4× 1011 cm−2 by gate, which
leads to a strong increase of the zero-ﬁeld sheet resistivity ∆ρxx (0) and the degree
of the localization signal (note the logarithmic scale in Fig. 7.2 (b)). A log-log plot
of ∆ρxx (0) as a function of the hole density p suggests a dependence ∝ p−1.6 (red
dashed line). Decreasing the ratio of p/xMn2+ in the 2DHG system, leads to a gate-
induced loss of many-body screening from magnetic impurity sites in the channel
and therefore to an enhanced localization of hole spins.
In conclusion, the experiments of Fig. 7.2 have demonstrated that the opposing
trends of an increasing strong localization eﬀect with (a) increasing both p and xMn2+
and with (b) a decreasing p at a ﬁxed xMn2+ clearly suggest the ratio p/xMn2+ to be
the key property of the inverted DMS system, conﬁrming the current understanding
of the system as established in e.g. [200, 96].
In our experiments, we did not witness the prominent colossal and hysteretic,
temperature-dependent and magnetic-ﬁeld-induced quantum-Hall-to-insulator jumps
over several orders of magnitude in the zero-ﬁeld range of the longitudinal NMR that
were reported by Wurstbauer for the InAs:Mn DMS system [201, 93, 202, 96]. The
model presented in [96] considers the resistance jumps to be a result of hole over-
heating eﬀects, while the hysteresis is to be due to a magnetic anisotropy energy
barrier of the heavy holes bound to the Mn acceptors by the strong p-d exchange
interaction. While temperatures below T = 1.44 K are likely to be required for an
observation at TMn ≥ 700 ◦C in Fig. 7.2 (a), the absence of this clear phase transi-
tion even at mk-temperatures in Fig. 7.1 here suggests a ratio of p/xMn2+ suﬃciently
high enough to prevent the extremely insulating low-ﬁeld regime under the presented
conditions. Moreover, no evidence of long-range ferromagnetic correlation of diluted
Mn2+-ions in the vicinity of the 2DHG has been found.
At this point, we want to extend our studies within the spectrum of inverted
diluted InAs:Mn QW heterostructures towards further reduced Mn doping concen-
trations, as we proceed with the characterization of samples containing InAlAs:Mn
layers grown at even lower temperatures of the Mn eﬀusion cell (cf. Appendix B).
Starting from TMn = 700 ◦C, we can track a distinct change in the nature of the lon-
gitudinal magnetoresistivity in Fig. 7.3 (a): While the zero-ﬁeld resistivity ∆ρxx (0)
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Figure 7.3: (a) Combined longitudinal magnetoresistivities at T = 1.44 K from the
continued reduction of the Mn doping concentration in the range of TMn = 700 ◦C
to TMn = 656 ◦C on the background of the indicated dashed ρxx traces of higher TMn
from Fig. 7.2 (a). (b) Summarized zero-ﬁeld resistivities ∆ρxx (0) as a function of
the temperature of the Mn eﬀusion cell TMn. The dashed line is a guide to the eye.
was found to decrease continuously with reduced TMn in Fig. 7.2 (a), we now observe
a strong increase of ∆ρxx (0) below TMn = 700 ◦C, reaching a maximum for about
TMn = 660
◦C. Figure 7.3 (b) illustrates this development by combining the values
of ∆ρxx (0) from the complete spectrum of inverted systems as a function of TMn1
on a logarithmic scale.
Interestingly, in this regime of highly diluted Mn concentrations below TMn = 700 ◦C,
the traces of the longitudinal magnetoresistivity in Fig. 7.3 (a) reveal a close resem-
blance to the characteristic enhancement of ρxx (B) in non-inverted InAs:Mn QW
systems for low Mn concentrations investigated in the previous Section 6.4 (also see
the Survey 6.1). Decreasing the Mn doping concentration in the inverted InAs QW
system of course leads to a reduced amount of Mn2+-ions in the channel and a re-
duced 2D hole density. It seems that at about TMn = 700 ◦C a critical ratio p/xMn2+
is reached where the system in the regime of strong localization via exchange cou-
pling of Mn2+-ions is transferred into an increasing eﬀectively insulating regime of
localization by long-range potential ﬂuctuations of remote disordered Mn acceptors,
independent of the external magnetic ﬁeld. The hole density has become too low to
form delocalized extended states and transport in a density-disorder-driven perco-
lation state prevails.
It should be noted that enhancing the hole density by illumination (see Appendix B)
generates longitudinal magnetoresistivity signatures of high-mobility quantum Hall
systems without the pronounced strong localization or insulating features, instead
1The determination of hole densities from the low-TMn magnetoresistivities lacks of suﬃcient
accuracy for p to serve as the scaling.
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rather showing the characteristic small peak signature of weak localization correc-
tion to ρxx at B = 0 T. This clearly demonstrates an absence or overcompensation
of robustly screened, highly diluted Mn2+-sites in the channel region.
We conclude that 2D hole magnetotransport characteristics of inverted highly
diluted magnetic InAs:Mn systems join the Anderson-Mott insulating regime of low-
density non-magnetic InAs:Mn systems below a certain threshold ratio of p/xMn2+
at TMn ≈ 700 ◦C as the inﬂuence of exchange coupling by magnetic Mn2+-ions on a
low-density 2DHG ceases.

8
Conclusions and perspective
The present work aimed at the investigation of the complex Rashba spin-orbit inter-
action of 2D hole systems in Mn-modulation-doped In0.75Al0.25As/In0.75Ga0.25As/-
InAs quantum well heterostructures as due to its key role for spin manipulation in
spintronic functionality. For the ﬁrst time, we were able to evaluate the tunability
of Rashba-SOC-related parameters in these 2DHG structures experimentally from
an extensive analysis of the hole density evolution of quantum interference eﬀects at
low magnetic ﬁelds. We achieved to cover a signiﬁcant range of hole density varia-
tion by the joint action of the variation of the doping concentration during epitaxy
and external ﬁeld-eﬀect-mediated manipulation in transport devices by a metallic
topgate.
Molecular beam epitaxy of indium-based ternary alloys of variably high In
content was performed on GaAs substrates employing a special metamorphic step-
graded buﬀer concept of InxAl1−xAs layers with gradually increasing In concen-
tration x, in order to compensate for the mismatch of lattice constants. Strain is
released by the intentional formation of misﬁt dislocations within the buﬀer sys-
tem, which is composed of two In gradients including ﬁnal overshooting layers of
x = 0.85. Detailed high-resolution TEM cross-sectional studies of the heterostruc-
ture crystal documented the distribution of dislocations from strain relaxation in
the buﬀer and the consequent realization of defect-free, high-quality crystal layers
of constant composition below the QW region.
The optimized set of growth parameters was also established from magnetotransport
experiments on 2D electron systems in undoped InAs QW heterostructures, where
the carriers originate from ionized deep level donor states.
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Strain relaxation in buﬀered high-In heterosystems via the formation of net-
works of dislocations is crystallographically inhomogeneous. This leads to a preferen-
tial incorporation of indium in low-strain-regions during the growth of the ternary al-
loyed system as it is reﬂected in a morphologically anisotropic cross-hatching pattern
of periodic undulations of the surface. AFM investigations of cross-hatched InAs:Mn
QW heterostructures could link these topographies to the characteristic anisotropic
2DHG magnetotransport behavior of the system, where the highest carrier mobilities
are observed in the [1¯10] direction of longest periodicity of the crosshatching undu-
lations. Periodic compositional ﬂuctuations of the In concentration in the ternary
compound layers aﬀecting the valence energy band modulation and inherent vari-
ations of residual strain are supposed to contribute to the anisotropic scattering
potentials of the cross-hatched system limiting the 2D hole mobilities along the dis-
tinguished 〈110〉 directions.
In the course of crystal-direction-resolved low-temperature 2D magnetotransport
experiments on this anisotropic system, persistent anomalies of the transverse mag-
netoresistivity were identiﬁed along Hall bar orientations other than the distinct
cross-hatching directions. In this diagonal alignment, Hall magnetoresistivities were
discovered to be non-zero at zero magnetic ﬁeld and to show overshooting signa-
tures in the quantum Hall regime. Carrying out an extensive comparative study of
2D hole and electron systems in various semiconductor compound heterostructures
with or without a cross-hatching formation, we identiﬁed the oﬀset in ρxy (0) along
any orientation diﬀering from the directions of the distinguished anisotropies to be
an inherent consequence of a 2D carrier system experiencing a twofold anisotropic
perturbation. Empirical sinusoidal characteristics of ∆ρxy (0) for arbitrary Hall bar
orientations with respect to the asymmetric reference system could consistently be
ﬁtted within an extended framework of the magnetic Drude model explicitly con-
sidering a twofold anisotropic scattering potential. The deduced anisotropy factors
of this oﬀset phenomenon in the classical Hall regime were found to be in consis-
tency with the anisotropy of the corresponding 2D carrier mobilities, supporting
the universal relevance of this eﬀect in 2D systems deﬁned by anisotropic scattering
conditions.
In the quantum Hall regime, future studies on the overshooting signatures, which
are possibly connected to the shear existence respectively eﬀective mixing of an
anisotropic two-level system, not to issues of misaligned contact fabrication, need to
be conducted for further clariﬁcation.
The fundamental anisotropic character of the InAs:Mn 2DHG system was also
found to be reﬂected in the eﬀective hole masses, m∗h,[1¯10] = 0.10m0, m
∗
h,[010] =
0.12m0 and m∗h,[110] = 0.15m0, carefully deduced experimentally from the temper-
ature damping of the SdH oscillations of the high-ﬁeld longitudinal magnetoresis-
tivity ρxx (B). Again, from the temperature-dependence of ρxx (B), we established
hole-hole interaction to induce a negative parabolic correction to the mid-ﬁeld lon-
gitudinal magnetoresistivity where deviations in the T -dependence at lowest system
temperatures are likely to be caused by emerging localization due to insuﬃcient
117
screening of the long-range Coulomb potentials of disordered charged doping impu-
rities.
Taking into account this background of magnetotransport properties of the
InAs:Mn QW 2DHG system, we performed a thorough analysis of the low-ﬁeld
positive magnetoresistive correction to ρxx (B), the dip signature of the weak an-
tilocalization, as an unambiguous sign of high spin-orbit interaction. As the WAL
magnetoconductivity data could excellently be ﬁtted by the Hikami-Larkin-Nagaoka
model considering cubic in k SOI terms for HH subband occupation only, we ob-
tained the characteristic phase coherence and spin-orbit scattering times of the sys-
tem, τφ and τSO, respectively. Again, these were of anisotropic character in terms of
crystallographic directions, like all parameters of the system.
In gate-dependent experiments, an increasing τSO with a decreasing elastic transport
scattering time τtr at reduced hole density p then clearly revealed the works of the
DP mechanism as the dominant mechanism of spin relaxation in this system. Spin
relaxation lengths up to lSO,[1¯10] ≈ 265 nm in the low-density limit have shown that
the spin orientation is preserved via the DP mechanism through enhanced elastic
scattering of holes in disordered Coulomb potentials due to a reduced screening eﬀect
at low hole densities. A saturation of the low-temperature-dependence of dephasing
times τφ (T ) at T → 0 K suggested that inelastic scattering by potential ﬂuctuations
induced by disorder could also contribute to the dephasing at lowest temperatures,
while else hole-hole scattering with small energy transfer is the dominant process at
temperatures above T ≈ 600 mK.
As the doping concentration of the InAs:Mn QW system was lowered, we were
able to witness gate-induced transitions from weak antilocalization to weak local-
ization in 2DHG magnetotransport that could be linked to crossing trends of the
characteristic τSO (p) and τφ (p) times. In fact, a survey of the evolution of quantum
interference phenomena was presented in correlation with the relative magnitudes
of characteristic time and length scales across the complete experimentally accessi-
ble density regime. Combining external electric gating and variation of the p-type
doping concentration, a maximum density range from p = 6× 1011 cm−2 down to
p = 2× 1011 cm−2 could be probed. Therein, a high-density regime of pure WAL,
where lSO ≤ ltr  lφ, descends into a regime of mixed WAL and WL signatures,
where ltr  lSO  lφ, and into a ﬁnal regime of pure WL of ltr < lφ < lSO at lowest
hole densities.
With these transitions being governed by the relative strength of SO-related pa-
rameters, we were able to vary the HH subband energy spin splitting by a factor
of 2 across the complete range of densities, its absolute value yet being unexpect-
edly small in magnitude. The evaluated dependences of the spin splitting ∆E (p)
and of the eﬀective Rashba coeﬃcient αhEz, however, suggest that these are not ad-
dressed by the Rashba SOI via a variation of p but rather inﬂuenced by the external
electric ﬁeld itself. As the cubic Rashba coeﬃcient αh3 is dominated by the large
HH-LH separation of the 2DHG system due to the compressive strain within the
InAs channel, it cannot be manipulated signiﬁcantly in these indium-based 2DHG
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QW heterostructures, limiting a direct tunability.
Concluding our study on low-density 2DHGs, we investigated the insulating
nature of strongly localizing eﬀects due to the non-linear breakdown of an eﬀective
screening from impurity potentials. We found similar phenomenology in both the
regularly and inversely doped InAs:Mn QW heterostructures: In regularly doped
structures, we see the universally dominating inﬂuence of insuﬃciently screened
smooth disorder conﬁrmed by the occurrence of a MIT towards eﬀectively screened
delocalized extended states at highest carrier densities. In inverted structures of
highly diluted magnetic Mn doping in the vicinity of the low-density 2DHG chan-
nel, we observe that below a threshold ratio p/xMn2+ at TMn ≈ 700 ◦C the inﬂuence
of strongly localizing magnetic exchange coupling at higher concentrations of mag-
netic Mn2+-ions is replaced by localizing long-range impurity potentials.
In summary, while we found the spin relaxation to be reduced in the low-density
2D hole gas system of the anisotropic In0.75Al0.25As/In0.75Ga0.25As/InAs:Mn QW
heterostructure by the D'yakonov-Perel' mechanism and the hole energy spin split-
ting to be varied, a manipulation of the Rashba parameter is yet suppressed. Within
the complexity of the valence band hole states, there is a potentiality in tuning the
strain-induced HH-LH splitting to inﬂuence the Rashba SO parameter. By that, a
signiﬁcant spin manipulation via strong Rashba SOI could be balanced at the given
suﬃcient spin conservation at low 2D hole carrier densities, in order to advance in
the investigation of spintronic 2D hole gas devices based on indium arsenide.
A
Processing gated Hall bar
structures
1. Optical lithography and wet chemical etching
 Scribe the wafer by a tungsten carbide needle and break pieces of re-
quired size - usually 5 mm × 5 mm. Mark each piece for unambiguous
determinability of the crystal orientation.
Cleanroom ambience:
 Perform standard cleaning procedure of successive acetone baths assisted
by ultrasound. Rinse and store the piece in isopropanol until further use.
 Dry piece with nitrogen and coat with positive photoresist Shipley 1813 in
spin coater at 4500 U/min for 30 s. Perform soft bake to remove remaining
water on a hotplate at 90 ◦C for 4 min.
 Expose masked resist to UV light (274 W) in mask aligner for ca. 54 s
(Hall bar structures used are located on masks 43/44b & 58 - mask 52
for gate structures).
 Develop exposed resist using NaOH-based ARP 300-26 : H2O = 1 : 3 for
ca. 42 s. Rinse in a cascade of clear water, dry with N2 and control the
resulting resist pattern under microscope.
 Perform wet chemical etching of III-V alloys with stirred acetic acid :
H2O2 : H2O = 5 : 1 : 5 for ca. 50 s (corresponding to ca. 170 - 190 nm
etch depth). Rinse in a cascade of clear water, perform standard cleaning
and dry with N2 before conﬁrming the achieved Hall bar height via Dektak
surface proﬁlometer.
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2. Ohmic contacts
 Scratch the contact pads of the Hall bar by a tungsten carbide needle
from the center region of the pads across the edges to surely contact
conducting edge channels.
n-type contacts
 Solder droplets of pure indium (In 6N) upon the scratches.
 Alloy the In contacts at 460 ◦C for 300 s at a ramp of 300 s in forming
gas atmosphere.
p-type contacts
 Solder droplets of indium-zinc mixture (4-6% Zn, In 6N) upon the scratches.
 Alloy the InZn contacts at 350 ◦C for 60 s at a ramp of 60 s in forming
gas atmosphere.
3. Insulating layers
PECVD
 Heat cleaned samples on the table of the conditioned plasma reaction
chamber to 150 ◦C.
 Cover the sample with ca. 14 nm SiO2 from a 2× 10 s plasma of reacting
gases SiH4 (170 sccm) and N2O (710 sccm) at 20 W and 650 mTorr.
Pause by brieﬂy venting the chamber to vary the distribution of pinholes
and thus to improve the overall impermeability of SiO2.
 If possible: Leave the sample exposed to atmosphere over night to improve
oxidization of SiO2.
ALD
 Adjust a gas ﬂow of 20 sccm N2.
 Deposit 50 nm of Al2O3 in a two-step process of
 100 cycles at 80 ◦C of 0.015 s pulse H2O/60 s purge and 0.015 s pulse
TMA/60 s purge
 400 cycles at 150 ◦C of 0.015 s pulse H2O/20-60 s purge and 0.015 s
pulse TMA/20-60 s purge
4. Metallic gate electrode
 Perform optical lithography of gate structures.
 Evacuate the chamber of UNIVEX 450 to a base pressure< 5× 10−6 mbar.
 Deposit 10 nm of titanium at max. 0.9 Å/s.
 Deposit 200 nm of gold at ca. 1.8 Å/s.
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 Perform lift-oﬀ by dissolving the resist in an acetone bath at 60 ◦C, rinse
in isopropanol, control the quality of the lift-oﬀ under microscope and
blow dry with N2.
5. Completing the sample
 Solder In droplets for ohmic contact to the metallic gate if existing.
 Solder gold wires to all contacts used and ﬁx the device to the sample
carrier using vacuum grease.
 Connect the sample with the measurement environment by soldering the
gold wires to the carrier's electrode pins.
 Characterize the contacts by their resistance quality.

B
Van der Pauw characterization of
InAs:Mn QW systems
The van der Pauw method [67] oﬀers a quick way to extract the charge carrier
density and the mobility of samples in order to gain ﬁrst impressions of new wafers'
characteristics on a daily basis without the need to pattern a Hall bar geometry. It
is valid for ﬁnite samples of arbitrary, yet completely ﬁlled planar shape, where the
contacts are small and located along the sample edge. Figure B.1 shows a scheme
of the van der Pauw geometry used for the pre-characterization of the wafers of
this study, along with the typical conﬁguration for magnetotransport measurements
on these vdP samples, with eight small contacts on the corners and in the middle
of the ﬂats of a 5 × 5 mm2 squared sample. The sheet resistivity is determined in
four-terminal measurements by perturbatively switching contacts. The resistance to
Figure B.1: Sample geometry and exemplary elec-
trical conﬁguration for measuring the sheet resis-
tivity, as well as ρxx (B) and ρxy (B) in magneto-
transport experiments based on the van der Pauw
method.
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be measured is deﬁned as e.g.
RPQ,RS =
UPQ
IRS
, (B.1)
and ρxx can then be calculated from e.g. RPQ,RS and RQR,SP by [67],
ρxx =
pi
ln 2
RPQ,RS +RQR,SP
2
f
(
RPQ,RS
RQR,SP
)
, (B.2)
with f being the numerical geometry correction factor for the vdP method [10].
Detailed information on these calculations can be found in [67] and [10]. Accordingly,
in a magnetic ﬁeld B⊥ normal to the sample plane, the Hall resistivity can be
acquired from [10]
ρxy (B) =
RPR,QS (B)−RPR,QS (0) +RQS,RP (B)−RQS,RP (0)
2
. (B.3)
The following pages are regarded as a catalogue of the InAs:Mn QW het-
erostructures of this study for orientation and future use, as they feature a collection
of vdP magnetotransport curves of every Mn doping series of 2DHG heterostruc-
tures grown during this work, sorted by their type of doping proﬁle. With the Mn
concentration having been systematically reduced for each doping scheme down to
levels of doping concentration where no 2D hole system could be generated any
longer, the following diagrams, recorded at T = 1.44 K for B = −6 T → +6 T
with and without illumination, can also serve as a rough survey of the regimes of
magnetoresistive phenomena discussed in this thesis.
The reliability of the van der Pauw geometry in Hall magnetotransport mea-
surements is, however, restricted, since handmade contacts do not precisely oppose
each other causing asymmetric resistance curves. The data traces have therefore
been symmetrized (anti-symmetrized) to display Rxx (B) (Rxy (B)). Observed spo-
radic jumps in the resistance traces may have their origin in contacts that are not
penetrating the 2D system safely at the edges of the sample. Also, anisotropic mo-
bilities are not considered explicitly, since crystallographic directions have not been
tracked in the routine of van der Pauw sample preparation and measurement.
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Single-sided Mn doping
T = 1.44 K - dark T = 1.44 K - illuminated
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T = 1.44 K - dark T = 1.44 K - illuminated
Figure B.2: Single-sided Mn doping. Variation of the Mn concentration by the
temperature of the Mn eﬀusion cell TMn.
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Inverted single-sided Mn doping
T = 1.44 K - dark T = 1.44 K - illuminated
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T = 1.44 K - dark T = 1.44 K - illuminated
129
T = 1.44 K - dark T = 1.44 K - illuminated
130 B Van der Pauw characterization of InAs:Mn QW systems
T = 1.44 K - dark T = 1.44 K - illuminated
Figure B.3: Inverted single-sided Mn doping. Variation of the Mn concentra-
tion by the temperature of the Mn eﬀusion cell TMn.
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Double-sided Mn doping
T = 1.44 K - dark T = 1.44 K - illuminated
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T = 1.44 K - dark T = 1.44 K - illuminated
Figure B.4: Double-sided Mn doping. Variation of the Mn concentration by the
temperature of the Mn eﬀusion cell TMn.
C
Abbreviations and constants
Constant Value Meaning
c 2.99792458× 108 m · s−1 speed of light in vacuum
e 1.602176565× 10−19 C electron charge
me/0 9.10938291× 10−31 kg free electron mass
h 6.62606957× 10−34 J · s Planck's constant
4.135667516× 10−15 eV · s
~ 1.054571726× 10−34 J · s reduced Planck's constant
6.58211928× 10−16 eV · s
kB 1.3806488× 10−23 J · K−1 Boltzmann constant
µB 9.27400968× 10−24 J · T−1 Bohr magneton
RK 25812.807 Ω von-Klitzing constant
Table C.1: Physical constants and their meaning
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134 C Abbreviations and constants
Abbreviation Meaning
2D two-dimensional
2DEG two-dimensional electron gas
2DHG two-dimensional hole gas
AHE anomalous Hall eﬀect
AFM atomic force microscopy
AMR anisotropic magnetoresistance
BEP beam equivalent pressure
BIA bulk inversion asymmetry
CB conduction band
DMS diluted magnetic semiconductor
DP D'yakonov-Perel'
e-e electron-electron
EY Elliott-Yafet
FET ﬁeld-eﬀect transistor
FFT fast Fourier transformation
h-h hole-hole
HB Hall bar
HH heavy hole
HLN Hikami-Larkin-Nagaoka
ILP Iordanskii, Lyanda-Geller and Pikus
IR infrared
LED light emitting diode
LH light hole
LL Landau level
MBE molecular beam epitaxy
MIT metal-insulator transition
MOSFET metal-oxide-semiconductor ﬁeld-eﬀect transistor
NMR negative magnetoresistance
RHEED reﬂection high energy electron diﬀraction
SIA structure inversion asymmetry
SdH Shubnikov-de Haas
SIMS secondary ion mass spectroscopy
SL superlattice
SO spin-orbit
SOC spin-orbit coupling
SOI spin-orbit interaction
TEM transmission electron microscopy
QHE quantum Hall eﬀect
QPC quantum point contact
QW quantum well
UHV ultra-high vacuum
VB valence band
vdP van der Pauw
WAL weak antilocalization
WL weak localization
XRD X-ray diﬀraction
Table C.2: Abbreviations and their meaning
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Symbol Meaning
L, W length/width of system size
T temperature
B (external) magnetic ﬁeld
E electric ﬁeld
V , U voltage
VG gate voltage
I current
j current density
R resistance
ρ resistivity
σ conductivity
µ mobility
D density of states
k‖ in-plane wave vector
Nd doping density
ns sheet carrier density
ne,h electron/hole density
p hole density
ν ﬁlling factor
ωc cyclotron frequency
m∗e,h eﬀective electron/hole mass
g∗ eﬀective Landé-g-factor
D diﬀusion constant
TF Fermi temperature
EF Fermi energy
vF Fermi velocity
kF Fermi wave vector
λF Fermi wavelength
rs Wigner-Seitz radius
∆SO, ∆E spin splitting energy
β1,3 linear/cubic Dresselhaus coeﬃcient
α1,3 linear/cubic Rashba coeﬃcient
le,tr elastic mean free path
lSO spin-orbit scattering length
lφ phase coherence length
τp momentum scattering time
τe,tr elastic/transport scattering time
τq quantum life time
τh−h,hh hole-hole interaction time
τSO spin-orbit scattering time
τφ dephasing/phase coherence time
BSO spin-orbit eﬀective magnetic ﬁeld
ΩSO spin-orbit precession frequency
R rotational operator/growth rate
Table C.3: Physical symbols and their meaning
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