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Resumen
En este art́ıculo se presenta la aplicación de
una metodoloǵıa de selección de lazos de control
y ajuste de controladores para controlar un sis-
tema multivariable no lineal denominado unidad
caldera-turbina. Se plantearon dos escenarios y se
definieron dos conceptos de diseño (combinaciones
de lazos de control), cada uno con seis objetivos.
Se muestra como la metodoloǵıa permite estable-
cer un marco de comparación global de cada con-
cepto de diseño y ofrece información detallada a
un diseñador para que de acuerdo con sus pref-
erencias pueda seleccionar una solución adecuada
para controlar el sistema bajo estudio.
Palabras clave: Sistemas de control multi-
variable, sistemas no lineales, lazos de control,
optimización evolutiva multiobjetivo.
1 Introducción
Los sistemas con múltiples entradas y múltiples
salidas (MIMO) demandan cada vez exigencias
más altas para su control. Para controlar este tipo
de sistemas existen dos grandes enfoques, con-
trol centralizado [6], y control descentralizado [2],
[22]. En un esquema de control descentralizado se
tienen varios controladores independientes, y se
establecen lazos de control entre sus variables de
entrada y salida. Esto tiene una ventaja impĺıcita
ya que por ejemplo en caso de mantenimiento o
fallo de algún lazo de control es posible aislarlo
sin dejar toda la planta fuera de servicio [15], [21].
Aśı también debido a que existen técnicas sencillas
para sintonizarlos, los controladores descentraliza-
dos son de amplio uso [16].
En los esquemas de control descentralizados
clásicos (como por ejemplo RGA [5]), se requiere
generalmente medir las interacciones que ocurren
entre las variables de entrada y salida del sis-
tema para establecer lazos de control de forma
conveniente. Es importante mencionar que las
metodoloǵıas tradicionales de selección de lazos
de control pueden sugerir diferentes combina-
ciones de lazos de control para un mismo sis-
tema. Además analizan la selección de lazos de
control independientemente del ajuste de los con-
troladores del sistema.
Los aspectos mencionados anteriormente indican
que el problema de seleccionar adecuadamente la-
zos de control en sistemas multivariables es una
tarea no trivial y compleja [14]. Debido al con-
flicto de resultados que ofrecen las metodoloǵıas
tradicionales de selección de lazos de control es re-
comendable abordar esta problemática desde un
enfoque de optimización multiobjetivo. Los en-
foques de diseño basados en optimización multi-
objetivo permiten analizar problemas que tienen
objetivos de diseño en conflicto. Estos enfoques
se han aplicado satisfactoriamente al modelado y
control de sistemas como por ejemplo en [12], [13].
En este art́ıculo se muestra una metodoloǵıa
que aplica un enfoque de optimización multi-
objetivo para realizar un control descentralizado
de sistemas multivariables [10], [11], [14]. La
metodoloǵıa fusiona tanto la selección de lazos de
control como el ajuste de los controladores en lo
que se denomina un concepto de diseño. Está for-
mada por tres etapas, en la primera se plantea
cada problema multiobjetivo (MOP) y se estable-
cen los conceptos de diseño. La segunda etapa cor-
responde al proceso de optimización, aqúı se usó
para encontrar los frentes de Pareto el algoritmo
evolutivo multiobjetivo ev -MOGA [9],[17], (sin
embargo la metodoloǵıa puede ser aplicada con
diferentes algoritmos de optimización). La tercera
etapa corresponde al análisis y visualización de los
frentes de Pareto para la toma de decisiones. En
esta etapa se usó la herramienta de visualización
de frentes de Pareto multidimensionales denomi-
nado level diagrams (LD) [3], [4].
Este art́ıculo está estructurado de la siguiente
manera: la sección 2 describe la metodoloǵıa de
selección de lazos de control y ajuste de contro-
ladores. En la sección 3 se muestra la aplicación
de esta metodoloǵıa sobre el sistema multivariable
no lineal denominado unidad caldera-turbina. En
la sección 4 se muestran los resultados obtenidos y
se realiza una discusión de los mismos. Finalmente
algunas conclusiones se muestran en la sección 5.
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2 Metodoloǵıa multiobjetivo para
el control de sistemas
multivariables
Dado un sistema con n entradas (u1, . . . , un) y
n salidas (y1, . . . , yn), como se muestra en la
ecuación (1).
ẋ = f(x, u)
y = h(x, u)
(1)
Donde x = (x1, x2, . . . , xm) ∈ Rm representa el
vector de estado, ui,yi ∈ Rn son los vectores con
las entradas y salidas del sistema. El control mul-
tivariable descentralizado para el sistema descrito
en (1) (la metodoloǵıa es aplicable para otras for-
mas de representación de un sistema multivariable
mientras pueda ser simulado) en una determinada
zona de operación está definido por:
• Un vector ck cuyos elementos representan los
controladores para estabilizar las salidas del
sistema como se muestra en (2). El vector
ck representa una alternativa al control del
sistema, lo que se denomina un concepto de
diseño.
• Una matriz de selección de lazos de control
Lckp que conecta las salidas ûi de cada contro-
lador con las entradas ui del sistema MIMO
como se muestra en (3).
ck =
[
Ccky1,û1 , . . . C
ck
yi,ûi























k ∈ {1, . . . , w}; k,w ∈ Z+
El elemento Cckyi,ûi en la ecuación (2) representa el
controlador de la salida yi del vector de control ck
(el supeŕındice ck está asociado a cada concepto
de diseño ck, por ejemplo para c1 se asocia c1).
Por lo cual el controlador Cckyi,ûi genera la salida
ûi la cual se conecta con la entrada ui del sistema
multivariable usando la matriz de selección de la-
zos de control Lckp como se muestra en la figura
1. Lckp es una matriz Booleana como se muestra
en (4). La matriz Lckp está formada únicamente
por un valor lógico 1 en cada una de sus filas o
columnas como se muestra en (4).
Figura 1: Diagrama de bloques del sistema de con-
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Cada controlador Cckyi,ûi se ajusta de forma óptima
a través de un vector de parámetros xck y teniendo
en consideración la combinación de lazos de con-
trol de acuerdo con Lckp . Por lo tanto, el control
del proceso se parametriza por el vector que se
muestra en (8). Para cada concepto de diseño, se











xck ≤ xck ≤ xck (7)
Donde, xck y xck representan los ĺımites superiores
e inferiores del espacio de busqueda del vector de
parámetros xck para el concepto de diseño ck.
xck = [xcky1, . . . ,x
ck
yn] (8)
Al aplicar la metodoloǵıa se genera para cada con-
cepto de diseño un conjunto de soluciones óptimas
de Pareto Xck y los correspondientes frentes de
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Pareto J (Xck). Finalmente se comparan los
frentes de Pareto obtenidos para cada MOP (que
corresponden a distintos lazos de control, cada uno
con una estructura de control). La metodoloǵıa se
resume en la tabla 1 (se pueden encontrar todos
los detalles en [14]).
Tabla 1: Metodoloǵıa multiobjetivo para ajustar
las estructuras de control en sistemas MIMO.
ETAPA A: Definición del problema
1: Definir el escenario
Objetivos J (xck) =
[
J1(x
ck), . . . , Js(x
ck)
]
Conjunto de restricciones sobre J (xck)
2: Definir conceptos de diseño a considerar
{c1, . . . , ck}
3: Plantear MOPs
MOPc1 , MOPc2 , . . . , MOPck
ETAPA B: Optimización multiobjetivo
Optimizar cada MOPck para obtener:
4: Los frentes de Pareto J (X∗p
ck)
5: Los conjuntos de Pareto para cada concepto X∗p
ck
ETAPA C: Toma de decisiones
6. Compara conceptos de diseño J (X∗p
ck), X∗p
ck
7. Usando preferencias selecciona los controladores
para el sistema MIMO
¿El procedimiento y los controladores son satisfactorios?
Si, entonces finaliza el procedimiento
No, puede regresar a la etapa A y considerar agregar
nuevos conceptos y/o nuevos objetivos de diseño.
3 Ejemplo de aplicación
En esta sección se aplica la metodologia mostrada
en este art́ıculo (ver tabla 1) a un sistema mul-
tivariable no lineal denominado unidad caldera-
turbina [1]. El sistema propuesto en [1] presenta
tres entradas u1, u2, u3 y tres salidas y1, y2, y3 y se
usó para la generación de enerǵıa eléctrica.
La dinámica del sistema fue modelada en [1], y se
fundamentó en el grupo caldera-turbina P16/G16
de la planta Sydvenska Kraft AB en Malmö, Sue-
cia [7], [8]. El modelo en primeros principios del
sistema se muestra en las ecuaciones (9)-(13).
ẋ1 = −0.0018u2x9/81 + 0.9u1 − 0.15u3 (9)
ẋ2 = (0.073u2 − 0.016)x9/81 − 0.1x2 (10)
ẋ3 = (141u3 − (1.1u2 − 0.19)x1)/85 (11)
y1 = x1; y2 = x2 (12)
y3 = 0.05(0.13073x3 + 100acs + qe/9− 67.975)
(13)
Donde: x1, x2, y x3 son las variables de estado del
sistema y representan; x1: presión de la caldera
[Kg/cm2]; x2: potencia eléctrica de salida [MW ];
x3: densidad del fluido [Kg/m
3].
Las entradas se denotan por u1, u2, y u3 y rep-
resentan; u1: posición de la válvula para el flujo
de combustible; u2: posición de la válvula para el
control del vapor; u3: posición de la válvula para
el control de flujo de agua de alimentación.
La salida y1 representa la presión de la caldera en
[Kg/cm2]; y2 es la potencia eléctrica de salida en
[MW ]; y la salida y3 representa el nivel del agua
en el colector de la caldera en [m] con respecto
del nivel de referencia para el punto de operación
nominal del sistema. La salida y3 puede ser tanto
positiva como negativa y depende de acs y qe que
representan la calidad del vapor y la tasa de evap-
oración en [Kg/s] respectivamente y se detallan
en las ecuaciones (14), (15).
acs =





Los actuadores del sistema presentan restricciones
como se detalla en [1]. Algunos puntos de op-
eración (℘) del sistema descrito en [1] son prop-
uestos en [18], [20] y se muestran en la tabla 2.
Tabla 2: Puntos de operación de la unidad
caldera-turbina.
℘ ℘1 ℘2 ℘3 ℘4 ℘5 ℘6 ℘7
x01 75.60 86.40 97.20 108 118.8 129.6 140.4
x02 15.27 36.65 50.52 66.65 85.06 105.8 128.9
x03 299.6 324.4 385.2 428 470.8 513.6 556.4
u01 0.156 0.209 0.271 0.34 0.418 0.505 0.6
u02 0.483 0.552 0.621 0.69 0.759 0.828 0.897
u03 0.183 0.256 0.340 0.433 0.543 0.663 0.793
y03 -0.97 -0.65 -0.32 0 0.32 0.64 0.98
El punto de operación nominal del sistema es
usualmente el punto ℘4 (de acuerdo con [1], [20]).
Si se linealiza el sistema en este punto de operación
se obtiene la planta propuesta en [8], que se mues-

















































El cálculo de RGA del sistema de acuerdo con [8]
se muestra en la ecuación (26). Se puede observar
en (23)-(25) que la salida y3 tiene un polo en el
origen (s = 0), por lo cual el RGA calculado en





y1 0.3119 0.6824 0.0058
y2 0.9294 0.3176 −0.2474
y3 −0.2413 0 1.2413

 (26)
De acuerdo con RGA la combinación de lazos
entrada-salida sugerido para controlar el sistema
de manera descentralizada es: y1−u2; y2−u1; y3−
u3. Analizando la ecuación (26) se puede ver que
existen otras combinacones de lazos de control que
posibilitan controlar el sistema como por ejemplo
y1 − u1; y2 − u2; y3 − u3.
De forma general la metodoloǵıa mostrada puede
ser aplicada directamente sobre sistemas multi-
variables no lineales, aunque para delimitar el
análisis del conjunto de posibles combinaciones de
bucles de entrada-salida puede ser útil indagar ini-
cialmente las ganancias relativas del sistema en
cada punto de operación (calculando RGA o apli-
cando cualquier metodoloǵıa clásica de selección
de lazos de control). De esta forma se analizaŕıa
solo aquellos bucles de control en donde los ele-
mentos de RGA sean mayores que cero (que en
principio son las combinaciones viables para con-
trolar el sistema). Esto también reduce el número
de MOP a analizar y por tanto el coste computa-
cional de la metodoloǵıa. Es válido mencionar que
la selección de un bucle de control u otro puede
estar influenciada por el punto de operación del
sistema como se mostró en [11].
Para analizar detalladamente como seleccionar la-
zos entrada-salida óptimos para controlar el sis-
tema propuesto en [1] y ajustar los controladores
se aplica la metodoloǵıa propuesta en [10], [11],
[14].
Se analizan dos combinaciones de lazos de control
para reducir el número de conceptos de diseño y
el coste computacional de la metodoloǵıa (sin em-
bargo puede ser aplicada para analizar múltiples
combinaciones de lazos de control).
Se establecen dos conceptos de diseño c1 (lazos
de control LP1 : y1 − u2; y2 − u1; y3 − u3); y c2
(lazos de control LP2 : y1 − u1; y2 − u2; y3 − u3).
Se usan controladores PIs de un grado de libertad

























































































































Para cada concepto de diseño se plantea un MOP
(k = 1 para el concepto c1 ; lazos LP1, y k = 2
para el concepto c2; lazos LP2), donde cada MOP
tiene seis objetivos de diseño. Tres objetivos se
plantean para analizar el desempeño de cada una
de las salidas (y1, y2, y3) aplicando el indicador
IAE y los tres objetivos restantes analizan los
esfuerzos de control del sistema (u1, u2, u3) apli-
cando el indicador IADU. De esta forma se evalúa
el desempeño de cada salida del sistema de manera
independiente, es decir, sin mezclar desempeños
con esfuerzos de control del sistema, para evi-
tar enmascarar información que podŕıa ser impor-
tante para que un diseñador tome una decisión.









































































η = 1 hasta 3
tf = 500 segundos
xck ≤ xck ≤ xck (39)
J1(x
ck) ≤ 12 · 104, J2(xck) ≤ 2.5 · 105
J3(x
ck) ≤ 600, J4(xck) ≤ 150,
J5(x

















Los ĺımites del vector de decisión xck se mues-
tran en la tabla 3. Estos ĺımites se establecieron
tomando en consideración los controladores de
referencia propuestos en [20]. Si no se dispone
de experimentos previos, es posible ajustar un
controlador de referencia usando alguna técnica
de sintonización clásica. El objetivo de usar
un controlador de referencia es acotar el espa-
cio de búsqueda de soluciones del algoritmo ev -
MOGA [9] y disminuir el coste computacional de
la metodoloǵıa.
Tabla 3: Ĺımites de los vectores de decisión xc1
y xc2 para el ajuste de controladores del sistema
caldera-turbina.











xc1 0.001 10 0.001 5 5 15
xc1 1 50 1 20 10 30











xc2 0.001 40 -1 50 5 50
xc2 1 60 0.1 70 10 150
4 Resultados y discusión
Luego de la optimización multiobjetivo de cada
MOP se obtuvieron los frentes de Pareto que se
muestran mediante LD en las figuras 2 y 3. En la
figura 2 se aplicó la norma-∞ para representar los
frentes, ya que esta permite realizar un análisis de
compensaciones entre los objetivos de diseño de
cada MOP (un incremento en esta norma indica
un degradamiento de al menos uno de los objetivos
del MOP). Se puede observar en los objetivos J1,
J2, y J3 de la figura 2 que el control LP1 tiene
mejores prestaciones para seguimiento de referen-
cias de las salidas y1, y2, y3 comparado con el con-
trol LP2 ya que LP1 cubre una región que LP2
no alcanza y que corresponde a los mejores de-
sempeños para cada una de las salidas, especial-
mente para y1 y y2. Esta región corresponde a:
J1(x
c1) < 2557, J2(x
c1) < 9476, J3(x
c1) < 2.47.
Con respecto a las acciones de control del sistema
se puede observar en los objetivos J4, J5, y J6
de la figura 2 que el control LP1 consigue menores
esfuerzos de control para controlar el sistema com-
parado con el control LP2. En la figura 3 se mues-
tra los frentes de Pareto de LP1 y LP2 aplicando
la norma QI (detalles de la norma QI se muestran
en [17], [19]). Es posible observar que el control
LP1 tiene una región que domina al control LP2,
esta zona corresponde a las soluciones del frente
de LP1 donde QI < 1 (es decir, las soluciones que
están bajo la unidad). Para analizar con mayor
detalle el desempeño de LP1 y LP2 se seleccionó
una solución en cada frente de Pareto. La solución
PA del concepto de diseño LP1 y PB del concepto
de diseño LP2.
Se analizó el comportamiento del sistema cuando
se mueve de su punto de operación nominal (℘4)
a un punto de operación cercano. Para lo cual en
t = 100 s, la presión de la caldera y1 cambia de 108
Kg/cm2 hasta 120 Kg/cm2, la potencia eléctrica
de salida y2 de 66.65 MW a 100 MW y el nivel
de agua en el colector de caldera y3 se mantiene
en su valor nominal (0 m). Las respuestas del sis-
tema se muestran en la figura 4. Aqúı se puede
observar que tanto el controlador PA como el PB
estabilizan el sistema, pero está claro que el con-
trolador en PA (control LP1) tiene un mejor de-
sempeño que el controlador en PB (control LP2).
Esto tambien se muestra en la tabla 4 (ver obje-
tivos J1, J2, J3). Los esfuerzos de control del con-
trolador PA son menos agresivos que los del PB
(ver objetivos J4, J5, J6)
Tabla 4: Parámetros y desempeños de contro-
ladores PIs seleccionados en las figuras 2 y 3.





































Para analizar el sistema en un punto de operación
alejado del punto nominal de trabajo, se simula
su comportamiento cuando en t = 100 s, y1 cam-
bia de 108 Kg/cm2 a 150 Kg/cm2 , y2 de 66.65
MW a 100 MW , y el nivel de agua en el colec-
tor de caldera y3 cambia de 0 m a 0.5 m. Las
respuestas del sistema se muestran en la figura 5,
donde se puede observar que el controlador en PA
(lazo de control LP1) sigue manteniendo un mejor
desempeño para estabilizar el sistema comparado
con el controlador en PB (lazo de control LP2).
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evalúan los esfuerzos de control u1, u2, u3 respectivamente.














































Figura 3: Frentes de Pareto para los lazos LP1 y LP2 usando LD con norma-QI. Se grafican solamente las
soluciones donde QI < 5. J1(x
ck), J2(x
ck), J3(x




ck) evalúan los esfuerzos de control u1, u2, u3 respectivamente.
5 Conclusiones
En este art́ıculo se muestra un ejemplo de apli-
cación para controlar de forma descentralizada
sistemas multivariables con un enfoque de opti-
mización multiobjetivo. La metodoloǵıa usada
permite tanto la selección de lazos de control como
el ajuste óptimo de sus controladores. Se aplicó
la metodoloǵıa a un sistema multivariable no lin-
eal denominado unidad caldera-turbina, para lo
cual se plantearon dos conceptos de diseño (LP1 y
LP2). Se mostró detalladamente que el concepto
LP1 tiene un mejor desempeño para controlar el
sistema que el concepto LP2. Un aspecto intere-
sante es que la metodoloǵıa se aplicó directamente
sobre el sistema no lineal, es decir no fue necesario
linealizarlo. En el ejemplo de aplicación se mues-
tra como la metodoloǵıa ofrece a un diseñador in-
formación detallada para que en base a sus prefer-
encias pueda elegir tanto los lazos de control como
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Figura 4: Salidas del sistema para los controladores PA, PB en un punto de operación cercano al punto
de operación nominal de la unidad caldera-turbina.
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Figura 5: Salidas del sistema para los controladores PA, PB en un punto de operación alejado del punto
nominal de trabajo de la unidad caldera-turbina.
el ajuste óptimo de los controladores del sistema
bajo estudio.
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