Abstract. We investigate Riesz bases of wavelets generated from multiresolution analysis. This investigation leads us to a study of refinement equations with masks being exponentially decaying sequences. In order to study such refinement equations we introduce the cascade operator and the transition operator. It turns out that the transition operator associated with an exponentially decaying mask is a compact operator on a certain Banach space of sequences. With the help of the spectral theory of the compact operator we are able to characterize the convergence of the cascade algorithm associated with an exponentially decaying mask in terms of the spectrum of the corresponding transition operator. As an application of this study we establish the main result of this paper which gives a complete characterization of all possible Riesz bases of compactly supported wavelets generated from multiresolution analysis. Several interesting examples are provided to illustrate the general theory.
Introduction
The purpose of this paper is to investigate Riesz bases of wavelets generated from multiresolution analysis. Our main result gives a complete characterization for an affine family of wavelets induced by a compactly supported refinable function to form a Riesz basis of L 2 (R s ). For wavelets on the real line, the pioneer work was done by Daubechies [10] on orthogonal wavelets, by Cohen, Daubechies, and Feauveau [9] on biorthogonal wavelets, and by Chui and Wang [6] on semi-orthogonal wavelets. Recently, Jia, Wang, and Zhou [25] gave a general method of constructing compactly supported wavelet bases. All these wavelets form Riesz bases of L 2 (R), the space of square integrable functions on R.
As usual, we use N, Z, R, and C to denote the set of positive integers, integers, real numbers, and complex numbers, respectively. Let φ be a compactly supported function in L 2 (R) such that R φ(x) dx = 0. Assume that φ satisfies the refinement equation In the aforementioned work, various methods were given for construction of the sequence c such that {ψ k,α : k, α ∈ Z} forms a Riesz basis of L 2 (R). In this paper we wish to investigate all possible sequences c such that {ψ k,α : k, α ∈ Z} forms a Riesz basis of L 2 (R). Our investigation is not restricted to wavelets on the real line. We will also consider all possible compactly supported wavelets generated from a multivariate refinable function.
Let us introduce some notation. where g(x) denotes the complex conjugate of g (x) .
Let H be a Hilbert space. The inner product of two elements f and g in H is denoted by f, g . If f, g = 0, then we say that f is orthogonal to g. Let X be a Banach space equipped with norm · . If T is a bounded linear operator on X, then its norm T X is given by T X := sup{ T x : x ∈ X, x = 1}. If no ambiguity arises, T X will be abbreviated as T . The spectral radius of T is denoted by ρ(T ). It is well known that ρ(T ) = lim n→∞ T n 1/n . Now suppose that T is a compact linear operator on an infinite dimensional Banach space X. The Riesz Theory of compact operators (see, e.g., §3.4 of [31] ) tells us that the spectrum of T is a countable compact set whose only possible limit point is 0. Moreover, if θ ∈ C \ {0} and θ is in the spectrum of T , then θ is an eigenvalue of T of finite multiplicity. In particular, there exists an eigenvalue θ of T such that ρ(T ) = |θ|. A nice result of Newburgh (see Corollary to Theorem 3 of [32] ) asserts that the spectrum of a compact operator on a Banach space depends continuously on the operator. Consequently, if (T n ) n=1,2,... is a sequence of bounded linear operators on X such that T n − T → 0 as n → ∞, then lim n→∞ ρ(T n ) = ρ(T ).
Fourier analysis is an indispensable tool in our study. The Fourier transform of a function
The Fourier transform can be naturally extended to functions in L 2 (R The bracket product of two functions f, g ∈ L 2 (R s ) is defined as follows:
See [24] and [1] 
where the Plancherel theorem has been used to derive the last equality. Consequently, 
) satisfying the refinement equation
where a is a finitely supported sequence on Z s , and M is an s × s expansive integer matrix. A square matrix is said to be expansive if all its eigenvalues are greater than 1 in modulus. We always assume that a satisfies In what follows we assume that the (multi-integer) shifts of φ are stable, that is,
. In this case,φ(0) = 0 and the refinement mask a satisfies the basic sum rule (see [21] ), that is,
In general, a summable sequence b on Z s satisfies the basic sum rule if and only if
. In other words, the family of subspaces (V k ) k∈Z forms a multiresolution of L 2 (R s ) (see [24] ). 
(1.4)
The main goal of this paper is to find necessary and sufficient conditions for the family of functions
. Applying the Fourier transform to both sides of (1.3), we obtain
In what follows we assume that this is the case.
Suppose that Ψ : 
(1.6)
Since the sequences (φ(·−α)) α∈Z s and (φ(·−α)) α∈Z s are biorthogonal, we have
We introduce two m × m matrices G(ξ) andG(ξ) as follows: 
where E(ξ) := det(G(ξ)) and E j (ξ) = det(G j (ξ)) with G j (ξ) being the matrix obtained from G(ξ) by replacing the jth row with the row vector (δ 0ω ) ω∈Ω . Note that E(ξ) and E j (ξ) (j = 0, 1, . . . , m − 1) all are trigonometric polynomials of ξ. Hence, there exist exponentially decaying sequencesc j (j = 0, 1, . . . , m − 1) such that
Letã :=c 0 . Since a satisfies the basic sum rule,
ω ) has a zero column. This shows that
Therefore,ã satisfies the basic sum rule. Before going on, we introduce the weighted L p and p spaces as follows. Let | · | be a vector norm on R Consider the linear operator Tb on 1,µ given by
This operator is called the transition operator associated withb. It is easily seen that are less than 1 in modulus. For such a choice of the vector norm it will be proved in Section 3 that Tb is a compact operator on 1,µ .
We are in a position to state the main result of this paper. 
, whereF 0 is given by (1.9) . There exists some µ > 0 such thatã ∈ 1,µ . Letb :=ã ã/m. Then the family of functions
A characterization for Riesz bases of L 2 (R) generated from a B-spline was stated by Cohen and Daubechies in Theorem 6.1 of [8] without proof. In [30] Lorentz and Oswald gave criteria for hierarchical bases in Sobolev spaces. But we want to emphasize that the necessity part of the above theorem was not resolved in [30] . Indeed, our proof of the necessity part of Theorem 1.1 relies on the recent work of Bownik [2] on Riesz wavelets and generalized multiresolution analysis. See [26] and [27] for some related results.
Here is an outline of the paper. In Section 2 we introduce the cascade operator and study convergence of the cascade algorithm associated with an infinite mask. In Section 3 we introduce the transition operator and demonstrate that the transition operator associated with an exponentially decaying sequence is a compact operator on a certain weighted sequence space. In Section 4 we give a characterization for the convergence of the cascade algorithm associated with an exponentially decaying mask. On the basis of the results in Section 4 we complete the proof of Theorem 1.1 in Section 5. Finally, in Section 6, we provide some interesting examples to illustrate the general theory established in Section 5.
Riesz bases of wavelets play a vital role in applications such as image processing, computer graphics, and numerical solutions of differential equations. It is expected that the characterization given in the present paper will facilitate the development of both theory and applications of Riesz bases of wavelets.
The Cascade Operator
In this section we investigate the cascade algorithm associated with an infinite mask. When the mask is finitely supported, interpolatory subdivision schemes were investigated by Deslauriers and Dubuc [12] , and general subdivision schemes and cascade algorithms were studied by Cavaretta, Dahmen, and Micchelli [3] , and by Daubechies and Lagarias [11] . Also, see the work of Villemoes [36] on refinement equations. Cascade algorithms in Sobolev spaces were explored by Jia, Jiang and Lee [23] , and by Chen and Plonka [4] . Here, we follow the lines of [19] and [16] in our investigation of cascade algorithms.
. Consider the iteration scheme φ n := Q n a φ 0 , n = 1, 2, . . .. This iteration scheme is called the cascade algorithm associated with a. The cascade algorithm has been extensively studied for the case when a is finitely supported. In such a case, in order for the cascade algorithm to converge in L p (R s ), the initial function φ 0 must satisfy the Strang-Fix conditions of order 1. Recall that a function φ 0 in L 1 (R s ) is said to satisfy the Strang-Fix conditions of order 1 (see [35] ) ifφ
Then g is 1-periodic and
Hence, φ 0 satisfies the Strang-Fix conditions of order 1 if and only if Consequently, φ = Q a φ. In other words, φ satisfies the refinement equation
In this paper, we concentrate our study on the cascade algorithm in
. Applying the Fourier transform to both sides of (2.1), we obtain
where m = |detM |. Iterating the above relation n times gives
Consequently, for n = 1, 2, . . ., we have
where a 0 is the δ sequence given by δ(0) = 1 and
We claim that, for n = 1, 2, . . .,
This is true for n = 1. Suppose n > 1 and (2.5) has been established for n − 1. Then
It follows that
Changing β to M n−1 α − β in the above inner sum, we obtain
where (2.3) has been used to derive the second equality. This completes the induction procedure. Therefore, (2.5) is valid for all n ∈ N.
where Ω is a complete set of representatives of the distinct cosets of Z
Let S denote the sum on the right-hand side of (2.6). Then
.
This verifies (2.6). For two functions f and g in L 2 (R s ), f g is defined as follows:
It is easily seen that f g lies in C 0 (R 
This shows that
where b n is given byb
Consequently, b n = a n a n /m n . The following lemma is motivated by the work of Goodman, Micchelli, and Ward [15] .
where (2.5) has been used to derive the last equality. It follows that
This completes the proof of the lemma.
For y ∈ R s , let ∇ y denote the difference operator given by 
The following lemma gives a necessary condition for the convergence of a cascade algorithm in L 2 (R s ). Recall that Y is the linear space given in (1.10).
In particular, there exists a constant C 1 such that φ n 2 C 1 for all n ∈ N. We have
Since the shifts of φ 0 are stable, there exists a positive constant C 2 such that
, it follows from (2.9) that
Since the shifts of φ 0 are stable, we obtain
and n ∈ N we have
This will be proved in the next lemma. By (2.5) we have
This verifies (2.8), as desired.
Lemma 2.3. Every element v in Y can be represented as
Proof: The proof proceeds with induction on the dimension s. First, consider the case s = 1. For v ∈ Y , let u be the sequence on Z given by
It follows that
Let us show u ∈ 1 (Z). Since β∈Z v(β) = 0, we have
Consequently, by the definition of Y we have
Similarly,
Therefore, u lies in 1 (Z). Now let s > 1 and assume that the lemma has been established for
It follows that 
Let u s be the sequence on Z s given by
It follows that v − w = ∇ s u s . An argument similar to the proof for the case s = 1 tells us that u s ∈ 1 (Z s ). Finally, we have
This completes the induction procedure.
The Transition Operator
In this section we show that the transition operator associated with an exponentially decaying mask is a compact operator on a certain Banach space. This fact was already observed by Cohen and Daubechies in [8] , where a technique based on the trace-class operator was developed. Our theory is more general than their results and is based on the continuity of the spectrum of the transition operator.
Suppose a ∈ 1,µ (Z 
In particular, T a u p,ν a 1,µ u p,ν for all u ∈ p,ν .
Proof: For 0 < ν rµ and α ∈ Z s we have
It follows that Proof: For N = 1, 2, . . ., let R N be the operator on p,ν given by
where u ∈ p,ν . Evidently, each R N is a linear operator of finite rank. Thus, in order to prove that T a is a compact operator, it suffices to show that
Let us estimate the norms of the operator T a − R N on ∞,ν and 1,ν . Consider the case
where The above estimates tell us that
Having established (3.6) and (3.7), we may apply the Riesz-Thorin interpolation theorem and conclude that (3.5) is true. This shows that T a is indeed a compact operator on p,ν for 1 p ∞ and 0 < ν < rµ.
With the help of Lemma 3.2 we are able to establish the following result on the spectral radius of the transition operator. 
Convergence of the Cascade Algorithm
In this section we give a characterization for convergence of the cascade algorithm in L 2 (R s ) in terms of the spectral properties of the corresponding transition operator. This extends the work of Han and Jia [16] and Lawton, Lee and Shen [28] on convergence of the cascade algorithm associated with a finitely supported mask. Also, see [20] for some related results.
Recall that Y is the linear space of all sequences v on Z 
This contradiction demonstrates that 1,ν ∩ Y is invariant under T b . Consequently, b satisfies the basic sum rule. Since u / ∈ Y , we have α∈Z s u(α) = 0. Hence, 
In other words, b satisfies the basic sum rule. Consequently, a satisfies the basic sum rule.
For y ∈ Z s we use ∆ y to denote the difference operator given by
where u is a sequence on Z
We are in a position to establish a characterization for convergence of the cascade algorithm in L 2 (R s ). 
Combining (4.3) and (4.4) together, we see that there exists a constant K > 0 such that
for the time being. Let
E n and the union is disjoint. Hence,
There exists a constant B > 1 such that 1 + |η|
Since φ = Q n a φ, we obtain
Consequently,
It follows from (2.5) and (2.6) that
Since the cascade algorithm associated with a converges in L 2 (R s ), by Theorem 4.2 there exists two constants C 1 > 0 and t ∈ (0, 1) such that
Choose λ > 0 sufficiently small such thatt := B λ t < 1. The above estimates tell us that
It is easily seen that 
Characterization of Riesz Bases
We are in a position to prove Theorem 1.1, the main result of this paper. In light of the results in the previous section we may restate Theorem 1.1 as follows. 
, and let W k be the closure of the linear span of {ψ j,k,α :
Suppose that {v k,n : n ∈ N} is a Riesz basis of V k . By considering the dual basis we see that there exists a Riesz basis {ṽ k,n : n ∈ N} ofṼ k such that ṽ k,n , v k,n = δ nn . Moreover,ṽ k,n ∈Ṽ k is uniquely determined by the above condition.
We observe that
} is a Riesz basis ofṼ 1 . On the other hand, it follows from 
In light of the discussion in Section 1,F j (j = 0, 1, . . . , m − 1) are the functions given in (1.9).
Letã be the sequence on Z s such thatâ = mF 0 . Thenã lies in 1,µ (Z s ) for some µ > 0 and satisfies the basic sum rule. The functionφ satisfies the refinement equatioñ
whereã n is the sequence given bŷ a n (ξ) : 
, by (5.1) we have
Repeating this argument n times, we obtain [φ n , φ n ](ξ) = 1 for all ξ ∈ R s . Consequently,
Letting n → ∞ in the above equation, we get
For j = 0, 1, . . . , m − 1, let ψ j andψ j be the functions given in (1.3) and (1.6), respectively. Then ψ 0 = φ andψ 0 =φ. Moreover, it follows from (5.1) and (5.2) that ). This will be established in the following two lemmas. Consequently, both sequences in (5.4 
The proof of the following lemma is motivated by the work of Cohen and Daubechies [7] . Also, see Chapter 3 of the monograph [34] of Stöckler for a thorough treatment of Bessel sequences and their upper bounds.
Butψ(ξ) = q(ξ)φ(ξ). The Cauchy-Schwarz inequality gives
We deduce from the above estimates that 
Examples
In this section we provide some interesting examples to illustrate the general theory established in the previous section.
Examples of Riesz bases of wavelets generated from splines were considered in [8] and [30] . Recently, Han and Shen in [17] gave a construction of Riesz wavelets with short support generated from B-splines. Their work is related to the study of Fan and Sun [13] on Butterworth filters. Note that Butterworth filters can be realized in engineering (see [33] ). In addition, Han and Shen [18] investigated Riesz wavelets generated from the Loop scheme, which have applications in computer graphics. Also, see the related work of Chui and Jiang [5] on matrix-valued subdivision schemes for surface generation.
In the first example we give a precise characterization for the L 2 -convergence of the cascade algorithm associated with an exponentially decaying sequence on Z.
Example 6.1. Suppose that r is a positive real number and q = r + 1. Let a be the sequence on Z given by a(j) = 0 for j < 0 and
It is easily seen that a ∈ 1,µ (Z) for 0 < µ < ln(q/r). Consider the cascade algorithm associated with the matrix M = (2) and the mask a. Then the cascade algorithm associated with a converges in L 2 (R) if and only if q 2 + r 2 < 2, i.e., 0 < r < ( √ 7 − 1)/2. In particular, if r = ( √ 7 − 1)/2 and q = ( √ 7 + 1)/2, the cascade algorithm associated with a does not converge in L 2 (R).
Proof: Let c be the sequence on Z given by we havê
By the Parseval identity for Fourier series we deduce that
By Theorem 4.2 we see that the cascade algorithm associated with a converges in L 2 (R) if and only if the cascade algorithm associated with c converges in L 2 (R). It is known that the cascade algorithm associated with c converges in L 2 (R) if and only if q 2 + r 2 < 2 (see [36] and [19] ). This verifies our assertion.
In the second example, we investigate the tensor product of Riesz bases of compactly supported wavelets. We stress that the characterization given in the previous section is essential for the argument. 
