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Abstract
In this note we consider identical laws satisﬁed by two-dimensional (picture) languages, collections of rectangular arrays
over a given alphabet. We prove that an identity  =  holds for all picture languages if and only if  and  represent the
same bi-language (a subset of a free bi-monoid). As a consequence, we obtain decidability of the equational theory of picture
languages, a description of free objects in the variety generated by picture language algebras, and prove that such a variety does
not have a ﬁnite equational axiomatization.
© 2004 Elsevier B.V. All rights reserved.
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The writing of the following note was mainly motivated by the survey chapter of Giammarresi and Restivo [9], reviewing the
extensions of the methods of formal language theory to two dimensions. Besides this crucial reference, the papers [7,8] should be
mentioned. The topic of two-dimensional languages owes its growing interest to the problems which came from contemporary
computer science ﬁelds such as pattern recognition, image processing, cellular automata and parallel computing. We refer to
[5,11] as classical texts in some of these areas.
Let X be an alphabet. A two-dimensional word or a picture is just a ﬁnite matrix of elements from X,
P =


x11 · · · x1n
...
. . .
...
xm1 · · · xmn

 ,
where xij ∈ X for all 1 im, 1jn, or an empty array, called the empty picture and denoted by ε. The set of all pictures
over X is denoted by X∗∗. We consider two kinds of concatenation on X∗∗: if P1 = [xij ]m×n and P2 = [yij ]p×q are nonempty
pictures, then the column concatenation P1 → P2 is deﬁned if and only if m = p, and the resulting picture is an m× (n + q)
matrix

x11 · · · x1n y11 ... y1q
...
. . .
...
...
. . .
...
xm1 · · · xmn ym1 · · · ymq

 .
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Similarly, the row concatenation P1 ↓ P2 is deﬁned if and only if n= q, and the result is of dimensions (m+ p)× n:

x11 · · · x1n
...
. . .
...
xm1 · · · xmn
y11 · · · y1n
...
. . .
...
yp1 · · · ypn


.
The empty picture ε is a unit element for both operations, ε → P = P → ε = ε ↓ P = P ↓ ε = P . So, these operations turn
X∗∗ into a partial monoid.
Now, a two-dimensional language (or a picture language) is just a set of pictures.Among others, wemay consider the following
operations on such objects: the union L1 ∪ L2, the column product
L1 → L2 = {P1 → P2 : P1 ∈ L1, P2 ∈ L2, and P1 → P2 is deﬁned},
the row product
L1 ↓ L2 = {P1 ↓ P2 : P1 ∈ L1, P2 ∈ L2, and P1 ↓ P2 is deﬁned},
and two kinds of closure: the column closure
L> =
⋃
n0
L
n→,
where L
0→ = {ε}, and for n1, L n→ = L→ · · · → L (n− 1 times→), and the row closure
L∨ =
⋃
n0
L↓n
with similar conventions as above. Of course, we have the constants ∅ and {ε}. Let us mention that [9] introduces other operations
on picture languages as well: the boolean operations of intersection and complementation, and further, rotation, row–column
combination, etc. These operations are certainly very interesting from the algebraic point of view, too, but we choose for now to
conﬁne ourselves only to the listed ones. The motivation for such a choice comes from the classical theory of regular expressions,
algebras of ordinary (string) languages and their identities.
Hence, we have the algebra of picture languages over X:
PictX = (P(X∗∗),∪,→,↓ ,>,∨,∅, {ε}).
It is our primary objective here to investigate the identities satisﬁed by these algebras. In the present note, we are going to show
that the equational theory of picture algebras coincides with that of bi-languages (subsets of a free bi-monoid, equipped with
two associative operations and a common identity element). Taking the recent results of Ésik [3] and Ésik and Németh [4] into
account, these are precisely the identities satisﬁed by all algebras of series–parallel biposets.As a consequence, we obtain a quite
satisfactory description of free objects in the variety generated by algebras PictX .
In what follows, denote the signature {→,↓} by 0. We deﬁne a bi-word to be either ε (the empty bi-word), or a class of all
0-terms (over a given alphabet X) which are equivalent to a given 0-term b as a consequence of associative laws for→ and ↓.
In fact, a bi-word can be (in the latter case) identiﬁed with b itself, given that all ‘unnecessary’ parentheses are removed from it.
Bi-words can also be imagined as ﬁnite trees, whose leaves are labelled by letters from X, while all other vertices are labelled by
→ and ↓ such that all vertices on the same ‘ﬂoor’ are labelled with the same operation symbol, and the labels of ﬂoors alternate.
In addition, ε would stand for an empty tree.
A bi-word b is→-irreducible if b ≡ b1 → b2 fails for any two nonempty bi-words b1, b2. The notion of ↓-irreducibility is
analogous. Clearly, each→-(↓-)reducible bi-word b has a maximal decomposition into a→-(↓-)product of→-(↓-)irreducible
bi-words.
A bi-language is a set of bi-words, and we obtain the algebra of bi-languages
BiLangX = (P(BWX),∪,→,↓ ,>,∨,∅, {ε}),
where BWX denotes the set of all bi-words over X. A term in the signature 0 ∪ {∪,>,∨,∅, ε} will be called a bi-regular
expression. The value of a bi-regular expression = (x1, . . . , xn) under the so-called standard interpretation x → {x}, x ∈ X,
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is denoted by B(), and a bi-language L is bi-regular if L=B() for some expression . The latter deﬁnition gives rise to the
algebra of bi-regular languages BiRegX .
The following key result leads to the conclusion that picture languages satisfy no nontrivial bi-word equation.
Proposition 1. Let b = b(x1, . . . , xn) be a bi-word over X = {x1, . . . , xn}. There exist an alphabet Y, a picture Pb ∈ Y ∗∗ and
(ﬁnite) picture languages L1, . . . , Ln ⊆ Y ∗∗ such that for any bi-word b′ over X we have Pb ∈ b′(L1, . . . , Ln) if and only if
b′ ≡ b.
Proof. Call a picture homogeneous if the set of letters occurring in it is a singleton—these are just rectangles ﬁlled with one
kind of letter only.We achieve our goal so that Pb will be obtained from b by substituting each occurrence of a letter from X by a
corresponding homogeneous picture—where every new picture is set up from a different letter—and by interpreting the symbols
→,↓ as picture operations. It will be made sure that the described property carries over the whole inductive construction of Pb.
To make this just a little bit more precise, we are going to obtain Pb as Pb = t (H1, . . . , Hs), where the picturesHj , 1js,
are homogeneous, and t is a 0-term which (1) contains each of its letters exactly once, and (2) determines a bi-word from
which b is obtained through a suitable identiﬁcation of letters. Obviously, for a given t, such identiﬁcation is unique, and so for
1 in, we deﬁne Li to be the set of all pictures Hj with the property that xj is identiﬁed with xi in the process of obtaining
b from t.
First of all, if b ≡ ε, it sufﬁces to take Y to be any nonempty alphabet, and by deﬁnition all languages L1, . . . , Ln are empty.
Thus if b′ is any bi-word different from ε, we have b′(L1, . . . , Ln)= ∅, and so Pε = ε is just what we need.
On the other hand, if b consists of a single letter, b ≡ xi , choose Y = {y}. Then Li = {[y]} and Lj = ∅ for all j = i. Again,
the required statement is obviously satisﬁed by choosing Pb = [y].
Suppose, without any loss of generality, that b is→-reducible,
b ≡ b1 → · · · → bk,
where bi , 1 ik, are→-irreducible (i.e. either single letters, or ↓-reducible). Further, assume that pictures Pb1 , . . . , Pbk have
been already constructed, so that we have alphabets Y1, . . . , Yk and languages L
(i)
1 , . . . , L
(i)
n (deﬁned as above) such that for
each 1 ik we have Pbi ∈ Y ∗∗i and
Pbi ∈ b′(L(i)1 , . . . , L(i)n ) if and only if b′ ≡ bi
for any bi-word b′ over X. We will take it for granted that the alphabets Y1, . . . , Yk are disjoint (if this is not the case, then the
letters may be suitably renamed). We let Y = Y1 ∪ · · · ∪ Yk .
Now we describe what will be called a row (p, q)-extension Ext↓(P, p, q) of a picture P of dimension m× . Let P ′ be the
ﬁrst row of P, P ′ = [P(1, 1) · · ·P(1, )], while P ′′ = [P(m, 1) · · ·P(m, )] is the last row of P. Then we set
Ext↓(P, p, q)= ((P ′)↓p) ↓ P ↓ ((P ′′)↓q).
In fact, P ′ is repeated p times above P, while P ′′ is repeated q times below P.
It is not difﬁcult to see that if a picture P is set up from some smaller pictures, say P = t (P1, . . . , Ps) (where t is a 0-term),
then Ext↓(P, p, q) is set up ‘in the same way’, i.e. Ext↓(P, p, q)= t (Pˆ1, . . . , Pˆs ), where for all 1js we have
Pˆj =


Ext↓(Pj , p, 0) if Pj has a pixel in the ﬁrst row of P,
Ext↓(Pj , 0, q) if Pj has a pixel in the last row of P,
Pj otherwise.
So, letm1, . . . , mk be the heights of Pb1 , . . . , Pbk , respectively. Denote pi =m1+· · ·+mi−1 for 2 ik and qj =mj+1+· · · +mk for 1jk − 1 (for completeness, let p1 = qk = 0). We deﬁne
Pb = Ext↓(Pb1 , 0, q1)→ · · · → Ext↓(Pbi , pi , qi)→ · · · → Ext↓(Pbk , pk, 0).
Recall that Pbi is obtained by applying a 0-term ti to certain homogeneous pictures (over Yi ⊆ Y ),
Pbi = ti (H (i)1 , . . . , H (i)si ),
such that ti represents a bi-word from which bi is obtained by some identiﬁcation of letters. By the above remarks, the same
holds for Ext↓(Pbi , pi , qi), namely,
Ext↓(Pbi , pi , qi)= ti (Hˆ (i)1 , . . . , Hˆ (i)si )
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.
.
.
Pb1
Pb2
Pb k
m 1
m 2
mk
Ext↓(Pb1 , 0, q1 ) Ext ↓(Pb2 , p2 , q2 ) Ext ↓(Pbk , pk , 0)
Fig. 1. The construction of Pb .
(where the transformation H → Hˆ is analogous to the above one, and now it involves the picture Pbi and the parameters pi, qi
instead of P, p, q, respectively). As Yi ∩ Yj = ∅ for i = j , Pb is related to b in the same fashion, i.e. one obtains Pb from b
by replacing the occurrences of letters by some homogeneous pictures, no two occurrences being replaced by pictures ﬁlled by
same letter (from Y). Therefore, the very deﬁnition of languages Li , 1 in, implies Pb ∈ b(L1, . . . , Ln). Furthermore, it is
now not too difﬁcult to see that
Ext↓(Pbi , pi , qi) ∈ b′(Lˆ(i)1 , . . . , Lˆ(i)n ) if and only if b′ ≡ bi,
where for 1rn, Lˆ(i)r = {Hˆ : H ∈ L(i)r } (Fig. 1).
So, let Pb ∈ b′(L1, . . . , Ln). Our aim is to prove that b′ must coincide with b. To this end, observe ﬁrst that Pb is ↓-
irreducible over L∗∗, where L= L1 ∪ · · · ∪ Ln, and L∗∗ denotes the set of all pictures set up by pictures from L. Suppose not,
Pb = P ↓ Q, P,Q being nonempty. Let m be the height of P, and let i be the width of Pbi , 1 ik. If mm1, then the pixel
Pb(m, 1+· · ·+k)—which is the lower right corner of P—would be the lower right corner of one of the homogeneous pictures
from which Pb (and P) are set up. Then the letter which ﬁlls the considered homogeneous picture should occur only in P, i.e.
in the ﬁrst m rows of Pb, and not in Q, since each homogeneous picture from L occurs in Pb exactly once, by construction. But
this is obviously not true: if we restrict ourselves only to the last k columns of Pb, we have Ext↓(Pbk , pk, 0), where the mth
and the (m+ 1)th row both coincide with the ﬁrst row of Pbk , asmm1<pk . For entirely analogous reasons, the casem>m1
is also impossible (one should consider the lower left corner of P, and the Ext↓(Pb1 , 0, q1) segment of Pb).
Actually, we have just proved a little more. First, that any sub-picture of Pb consisting of consecutive columns of Pb which are
not all contained in one of Ext↓(Pb1 , 0, q1), Ext↓(Pb2 , p2, q2), . . . , Ext↓(Pbk , pk, 0) is ↓-irreducible over L∗∗. And second,
since Pb1 , . . . , Pbk are constructed according to our algorithm, each of the above extended pictures is→-irreducible over L∗∗.
Therefore, b′ is→-reducible, b′ ≡ b′1 → · · · → b′r , where b′i are all→-irreducible. Since Ext↓(Pb1 , 0, q1), Ext↓(Pb2 , p2,
q2), . . . , Ext↓(Pbk , pk, 0) are the only maximal ↓-reducible (over L∗∗) column factors of Pb, we have rk, and each of these
factors comes from the column concatenation of some of the b′
i
(L1, . . . , Ln). On the other hand, the considered factors are
→-irreducible over L∗∗, thus r = k and
Ext↓(Pbi , pi , qi) ∈ b′i (L1, . . . , Ln)= b′i (Lˆ(i)1 , . . . , Lˆ(i)n )
for all 1 ik. We have already argued that the above implies b′
i
≡ bi . Hence, b′ ≡ b, as required. 
Example 2. Consider the following bi-word:
b(x, y, z)= ((x → y) ↓ (z→ x))→ y.
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Then, by the above algorithm, Y = {1, 2, 3, 4, 5} (say)
Pb =


1 2 2 2 5
1 2 2 2 5
3 3 3 4 5
3 3 3 4 5
3 3 3 4 5

 ,
L1 consists of the pictures
[
1
1
]
,
[4
4
4
]
,


5
5
5
5
5

 ,
the only picture of L2 is
[
2 2 2
2 2 2
]
and the only picture of L3 is
[3 3 3
3 3 3
3 3 3
]
.
Remark 3. If <1 and <2 are strict partial orders on a set A, then the structure (A,<1, <2) is called a bi-poset. Following the
approach presented in [3,4], nonempty bi-words (over X) can be considered as bi-posets whose elements are labelled by X (i.e.
we have a labelling function A : A → X). Namely, a letter x ∈ X can be regarded as a singleton poset Sx labelled by x, and
new posets are obtained by two binary operations ◦1, ◦2, where A◦iB (i = 1, 2) is deﬁned on A ∪ B by
<
A◦iB
j
=
{
<A
j
∪<B
j
if j = i,
<A
j
∪<B
j
∪ (A× B) if j = i.
A bi-poset is series–parallel (sp for short) if it is generated from the singletons by the two product operations. A nonempty
bi-word b(x1, . . . , xn) is naturally associated to the sp-bi-poset b(Sx1 , . . . , Sxn), thus it was proved in [3] that all sp-bi-poset
form a free bi-semigroup on a given set of generators.
This approach offers a nice possibility to illustrate a part of the (rather involved) proof of Proposition 1 above. Namely, there is
an easy way to reconstruct b from the ‘witness’ picture Pb. Consider the bi-poset whose vertices are the maximal homogeneous
subpictures of Pb (these are exactly the ones that constitute the languages Li , 1 in). The vertices are labelled by X so that
(H) = xi if and only if H ∈ Li . For such subpictures H1, H2, H1 = H2, deﬁne H1<1H2 if and only if H2 is horizontally
to the right of H1, i.e. if the x-coordinate of any pixel of H2 is greater than the x-coordinate of any pixel of H1 (<2 is deﬁned
analogously regarding the y-coordinates). It is quite easy to see that the resulting labelled bi-poset corresponds to the bi-word b.
The following assertion is the analogue of the corresponding statement for ordinary languages, saying that the laws of language
algebras are the same as pairs of regular expressions denoting the same regular language.
Proposition 4. Let (x1, . . . , xn) be a bi-regular expression. Then for all picture languages (bi-languages)L1, . . . , Ln we have
(L1, . . . , Ln)=
⋃
b∈B()
b(L1, . . . , Ln).
Proof. This is basically just a routine induction on the complexity of . Let A =B(). Clearly, A = ∅ for  ≡ ∅, A = {ε} for
 ≡ ε, and A= {xi} for  ≡ xi , so that the proposition holds in these trivial cases.
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If  ≡  ∪ , then A= B ∪ C, where B =B() and C =B(), and so
(L1, . . . , Ln)= (L1, . . . , Ln) ∪ (L1, . . . , Ln)
=

⋃
b∈B
b(L1, . . . , Ln)

 ∪

⋃
b∈C
b(L1, . . . , Ln)


=
⋃
b∈B∪C
b(L1, . . . , Ln).
If = → , then (with the same notation as above) A= B → C, thus
(L1, . . . , Ln)= (L1, . . . , Ln)→ (L1, . . . , Ln)
=

⋃
b∈B
b(L1, . . . , Ln)

→

⋃
b∈C
b(L1, . . . , Ln)


=
⋃
b′∈B
⋃
b′′∈C
b′(L1, . . . , Ln)→ b′′(L1, . . . , Ln)
=
⋃
b∈B→C
b(L1, . . . , Ln),
where the third equality holds because one can easily prove that→ distributes over arbitrary (ﬁnite or inﬁnite) unions.
If = >, then A= B>. Hence,
(L1, . . . , Ln)= ((L1, . . . , Ln))>
=

⋃
b∈B
b(L1, . . . , Ln)


>
=
⋃
k0

⋃
b∈B
b(L1, . . . , Ln)


k→
=
⋃
k0
⋃
b∈B k→
b(L1, . . . , Ln)
=
⋃
b∈B>
b(L1, . . . , Ln),
where the fourth equality holds because of the same reasons as in the previous paragraph.
An analogous argument for the row concatenation and iteration completes the inductive proof. 
Theorem 5. Picture languages (bi-languages) satisfy the identity =  if and only if B()=B().
Proof. (⇒) The statement for bi-languages is clear, since it sufﬁces to apply the standard interpretation of variables. So, assume
that the identity =  holds for picture languages. Further, let b ∈ B(). By Proposition 1, there exists a picture Pb and picture
languagesL1, . . . , Ln over a certain alphabetY, such that for any bi-word b′ we have Pb ∈ b′(L1, . . . , Ln) if and only if b′ ≡ b.
In the setting just presented, it follows
Pb ∈ b(L1, . . . , Ln) ⊆ (L1, . . . , Ln)= (L1, . . . , Ln),
where the above inclusion follows by Proposition 4. Using the latter proposition again, we obtain that Pb ∈ b′(L1, . . . , Ln) for
some bi-word b′ ∈ B(). Now we must have b′ ≡ b, and so b ∈ B(), showing thatB() ⊆ B(). By switching the roles of 
and  in the above argument, we obtain the converse inclusion, therefore B()=B().
(⇐) This follows immediately from Proposition 4. 
Since it was proved in [3] that any bi-regular language (called there bi-rational) can be recognized by a ﬁnite bi-monoid, and
since the equality of two recognizable bi-languages is decidable, just as in the case of tree languages (see [6]), we immediately
have the following result.
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Corollary 6. The equational theory of picture languages is decidable.
An alternative argument showing decidability of the equality problem for bi-regular languages is recently presented in [10].
As announced, we have an explicit description of free objects in the variety generated by all algebras PictX .
Corollary 7. BiRegX is the free algebra (on X, by identifying x ∈ X and {x}) in the variety generated by picture language
(bi-language) algebras.
Proof. This is a consequence of the above theorem and some elementary universal algebra (cf. [1]). Namely, given a class C of
algebras of a similarity type , letV be the variety generated by C. Then, one of the ways to construct theV-free algebra on a
set X is as follows. Take the (absolutely free) term algebra T(X), and deﬁne the following relation:
C = {(t1, t2) : t1, t2 are -terms, C t1 = t2}.
Then C is easily seen to be a congruence on T(X), and T(X)/C is (isomorphic to) theV-free algebra on X. Now take C
to be the class of all picture language (bi-language) algebras, and =0 ∪ {∪,>,∨,∅} (so that T(X) consists of all bi-regular
expressions over X). The above theorem sufﬁces to show in a routine manner that  : T(X)/C → BiRegX deﬁned by
(/C)=B() for any expression , is a well-deﬁned isomorphism. 
Remark 8. In [9], just after Deﬁnition 2.7, the following remark can be found (the quotation is exact, except for the notation
introduced in this paper): “Remark that in the consecutive applications of row and column closure respectively, the two operations
commute. Thus, we deﬁne L∗∗ = (L>)∨ = (L∨)>: this notation is coherent with the fact that ∗∗ denotes the set of all possible
pictures over the alphabet .”
However, it is now apparent that the picture language identity from the above quotation is actually false. One way to see this
is to consider the language L over {a, b, c} consisting of the 1 × 1 pictures [a] and [b] and the 1 × 2 picture [c c]. The 2 × 2
picture[
a b
c c
]
belongs to (L>)∨, but it obviously does not belong to (L∨)>. Or, alternatively, it sufﬁces to see that B((x>)∨) consists of
bi-words of the form
(x → · · · → x) ↓ (x → · · · → x) ↓ · · · ↓ (x → · · · → x),
while B((x∨)>) consists of the following bi-words:
(x ↓ · · · ↓ x)→ (x ↓ · · · ↓ x)→ · · · → (x ↓ · · · ↓ x).
These two are clearly not the same. The correct formula for L∗∗ would be rather the inﬁnite expression
L∗∗ = L> ∪ L∨ ∪ (L>)∨ ∪ (L∨)> ∪ ((L>)∨)> ∪ ((L∨)>)∨ ∪ · · · .
It can be noted that one can always delete an arbitrary ﬁnite set of summands in the above formula.
There is a question that might be a subject of further investigation.
Problem 1. Find a nontrivial equational axiomatization for the identities of picture languages.
It seems quite feasible to conjecture that the laws for string languages in the signature {∪,→ ,>, 0, 1}, plus the same laws in
the signature {∪,↓ ,∨, 0, 1}, constitute a complete system of axioms for identities of picture languages.
Anyway, the equational theory of picture languages does not have a ﬁnite axiomatization, as the following result shows. It is
also a consequence of our main theorem.
Corollary 9. The identities of picture languages are not ﬁnitely based.
Proof. For a bi-regular expression , denote by  the regular expression obtained from  by replacing the concatenation operation
symbols→ and ↓ by ·, while the iteration symbols >,∨ are replaced by ∗. Similarly, if  is a set of identities in the signature
of picture language algebras, let  denote the set of all identities = , where =  is from .
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It is a matter of a routine veriﬁcation by induction on the length of the formal proof (within the corresponding equational
logic, see [1]) that if=, then=. Therefore, if picture languages would have a ﬁnite equational base for its identities,
say , then the ﬁnite set  would imply all the identities of string language algebras.
On the other hand, it follows from Theorem 3 that the identities  hold for string languages. Namely, ifL(r) denotes the
string language denoted by the regular expression r, then one easily shows (e.g. by induction) thatL()= {b : b ∈ B()} holds
for any bi-regular expression  (the word b is obtained from the tree b by reading the letters on its leaves from the left to the
right). Hence, if  and  denote the same bi-language, then  and  denote the same string language.
Thus, it would follow that the identities of string language algebras are ﬁnitely axiomatized by , which is false, as proved
by Redko [12], see also [2]. A contradiction. 
By an analogous argument as above, the identities of picture languages over the one-letter alphabet are not ﬁnitely axiomati-
zable, too. However, the following question might be somewhat more approachable.
Problem 2. Find a nontrivial equational axiomatization for the identities of picture languages over the one-letter alphabet.
Concerning this problem, one can formulate an analogous conjecture as above.
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