Abstract. We consider the Neumann problem for an elliptic system of two equations involving the critical Sobolev nonlinearity. Our main objective is to study the effect of the coefficient of the critical Sobolev nonlinearity on the existence and nonexistence of least energy solutions. As a by-product we obtain a new weighted Sobolev inequality.
Introduction.
The main purpose of this work is to study the existence of a solution to the following problem:
where λ 1 , λ 2 > 0 are parameters, α, β > 1 and α + β = 2 ⋆ , where 2 ⋆ denotes the critical Sobolev exponent, that is, 2 ⋆ = 2N/(N − 2), N ≥ 3. ν is the unit outward normal at the boundary ∂Ω. We assume that Ω ⊂ R N is a bounded domain with a smooth boundary ∂Ω. The coefficient Q is Hölder continuous on Ω and Q(x) > 0 for x ∈ Ω. Further conditions guaranteeing the solvability of problem (1 Λ ) will be formulated later. Systems (1 Λ ) appear in biological pattern formation theory (see [13] , [15] , [12] ). In this paper we establish the existence of least energy solutions. We also examine the concentration phenomena of these solutions when λ 1 → ∞ and λ 2 → ∞. We use a variational approach to problem (1 Λ ) based on a version of P.-L. Lions' concentration-compactness principle [14] which is suitable for the Neumann problem. To study the concentration phenomena of the least energy solutions we adopt the technique from the paper [4] .
where by H 1 (Ω) we denote the usual Sobolev space equipped with the norm
It is known that
where S is the best Sobolev constant (see Theorem 5 in [7] ). For the future use we set
We recall that the best Sobolev constant is defined by
where D 1,2 (R N ) is the space obtained as the completion of C ∞ 0 (R N ) with respect to the norm u
The best Sobolev constant is achieved by
The function U , called an instanton, satisfies the equation
We also have
We set
If y = 0, we write U ε = U ε,0 . We denote strong convergence in H 1 (Ω) by "→" and weak convergence by "⇀".
We need the following lemmas:
Proof. By Sobolev's embedding theorem we may assume that u n → u
the result readily follows. 
Proof. This is a modification of P.-L. Lions' [14] concentration-compactness principle. We only sketch the proof. First, we prove the result assuming that u = v = 0 on ∂Ω. Then (iii) is a consequence of (1) . To obtain (iv) we need the following modification of the result due to X. J. Wang [16] : (A) if h ≡ 0, then (see [7] )
for every ε > 0 there exists a δ > 0 depending only on ε such that if |∇h| ≤ δ, then
Using this result we deduce (iv). The general case u ≡ 0 and v ≡ 0 can be reduced to the above case through the substitution u 1 n = u n − u, v 1 n = v n − v and Lemma 2.1 (see [18] ).
Existence results.
We formulate the existence results for a slightly more general system
We assume that the matrix of coefficients A = a b b c is positive definite. We write
where U = u v . Solutions to problem (1 A ) will be obtained as minimizers of the constrained variational problem
A minimizer (u, v) for S A satisfies the system
Hence a rescaled minimizer (u/S
) is a solution of the system (1 A ).
then there exists a minimizer for S A .
This combined with (4) implies that ν
and by the lower semicontinuity of J A with respect to the weak convergence we have
This means that (u, v) is a minimizer for S A . Since (u n , v n ) can be replaced by (|u n |, |v n |) we may assume that u, v ≥ 0 on Ω. By the strong maximum principle we have u, v > 0 on Ω.
In a similar manner we can prove
We now formulate conditions guaranteeing that (4) holds. We need an additional assumption:
(H) there exists a point y ∈ ∂Ω such that Q m = Q(y) and H(y) > 0 and moreover
Here H(y) denotes the mean curvature of ∂Ω at y ∈ ∂Ω with respect to the inner normal to ∂Ω at y. It is also known that (see [1] , [2] , [17] )
where A N > 0 is a constant depending on N . Let s, t > 0. Then
, where
We now set s/t = β/α. Using (H) we see that
for sufficiently small ε > 0. The condition (7), under assumption (6), certainly holds for any positive definite matrix A with sufficiently small coefficients a, b and c.
System (1 Λ
. First we rescale a solution (u, v) of (1 Λ ) in the following way. We set u 1 = su, v 1 = tv to get
Choosing s and t so that
For the future use we note the formula
Indeed, solving the equations (8) we get
.
By easy computations we get
and the formula (9) follows.
where s, t > 0 are constants satisfying (8) .
Proof. (i) The rescaled functions u 1 = su and v 1 = tv satisfy (1 Λ * ). From this we deduce that
By the maximum principle we have u 1 = v 1 on Ω. Setting u 1 = v 1 = w, we see that w satisfies (10) and the result follows.
(ii) The difference u 1 − v 1 satisfies
By the maximum principle we get
In what follows, we study the behaviour of the least energy solutions of (1 Λ ) as λ 1 , λ 2 → ∞. According to the previous section, these solutions are minimizers of the problem
, where s and t satisfy the equations (8) .
where
and by Proposition 4.1(ii),
and our claim follows. We now define
Since M 4/(N −2) λ ≥ λ 2 /Q M and λ 1 = λ 2 + m, we see that ε 2 λ λ 1 and ε 2 λ λ 2 are bounded as λ 2 → ∞. The elliptic regularity theory implies that u 1 λ → u and
This can be easily established using the concentration-compactness principle. Hence ( u, v) is a solution of the problem
where Ω ε λ → Ω ∞ as λ 2 → ∞. Since v 1 λ (0) = 1 we see that v ≡ 0. We now show that u ≡ 0. (As we will see later, Ω ∞ is either R N or a half-space in R N + .) By the Fatou lemma
Hence v ≡ 0 on Ω ∞ in both cases Ω ∞ = R N and Ω ∞ = R N + , which is a contradiction. By Pokhozhaev's identity (see Appendix) a 1 = a 2 = 0. Therefore the system (12) is reduced to
By Proposition 4.1(i), we see that u = v on Ω ∞ . We now distinguish two cases:
In the first case we have
Here we have used the fact that lim λ 2 →∞ λ 1
From the above inequality and (9) we deduce that
which is equivalent to 2Q
, which is impossible. Therefore case (b) prevails and x • ∈ ∂Ω. In this case we may assume that Ω ∞ = R N + and estimate (14) takes the form
From this we deduce that Q(x • ) ≥ Q m and hence Q(x • ) = Q m . Therefore, the above inequality becomes, in fact, equality. On the other hand, by the Fatou lemma and the fact that u 1 λ → U (bx) and
and b
From this we deduce that
and the result readily follows.
The case Q
. As in the previous section the parameters λ 1 , λ 2 satisfy λ 1 = λ 2 + m, where m > 0 is fixed. In Theorem 5.3 below we show that least energy solutions exist for λ 2 ∈ (0, λ) for some λ > 0 and there are no solutions for λ 2 > λ. This means that
for large n, then there exist sequences {δ n }, δ n > 0, and {y n } ⊂ Ω such that, modulo a subsequence, δ n /σ n → 1, y n → P • and Proof. We argue indirectly. Assume that there exists a least energy so-
As in the proof of Theorem 4.2 we show that M λ → ∞ as λ 2 → ∞ and also u 1 λ ≤ v 1 λ on Ω. We now apply the blow-up technique to the rescaled solutions 
. By the Fatou lemma we have
, from which we deduce, using formula (9) , that Q(x • ) ≥ Q M and necessarily Q(x • ) = Q M . We now observe that by the above argument we also have
As in the proof of Theorem 4.2 we show that
we may assume that along a subsequence λ n 2 → ∞ we have
Then by (16) ,
We now set
Using Lemma 5.1 with P n = x λ n , we get sequences {y n } such that, modulo a subsequence, ε λ n /σ n → 1, y n → x • and moreover
Lemma 5.2 implies that
Ì Ω (|∇w n | 2 + λ n w 2 n ) dx > S for large n. This contradiction completes the proof.
We now define λ = inf{λ 2 ; (1 Λ ) has no least energy solution}. It is clear that 
and on the other hand, by the lower semicontinuity of the norm with respect to the weak convergence, we get
and the result follows.
6. Remark on a weighted Sobolev inequality. As a by-product of Theorem 5.5 we obtain the following inequality:
for all u, v ∈ H 1 (Ω).
Appendix.
We extend the Pokhozhaev identity to a system of two equations. We also have
We now observe that
and this completes the proof. 
This yields
and consequently u = v = 0 on R N .
