Evaluation of Charge Penetration between Distributed Multipolar Expansions by Freitag, Mark Alan et al.
Chemistry Publications Chemistry
5-2000
Evaluation of Charge Penetration between
Distributed Multipolar Expansions
Mark Alan Freitag
Iowa State University
Mark S. Gordon
Iowa State University, mgordon@iastate.edu
Jan H. Jensen
University of Iowa
Walter J. Stevens
National Institute of Standards and Technology
Follow this and additional works at: http://lib.dr.iastate.edu/chem_pubs
Part of the Chemistry Commons
The complete bibliographic information for this item can be found at http://lib.dr.iastate.edu/
chem_pubs/401. For information on how to cite this item, please visit http://lib.dr.iastate.edu/
howtocite.html.
This Article is brought to you for free and open access by the Chemistry at Iowa State University Digital Repository. It has been accepted for inclusion
in Chemistry Publications by an authorized administrator of Iowa State University Digital Repository. For more information, please contact
digirep@iastate.edu.
Evaluation of Charge Penetration between Distributed Multipolar
Expansions
Abstract
A formula to calculate the charge penetration energy that results when two charge densities overlap has been
derived for molecules described by an effective fragment potential (EFP). The method has been compared
with the ab initio charge penetration, taken to be the difference between the electrostatic energy from a
Morokuma analysis and Stone’s Distributed Multipole Analysis. The average absolute difference between the
EFP method and the ab initio charge penetration for dimers of methanol, acetonitrile, acetone, DMSO, and
dichloromethane at their respective equilibrium geometries is 0.32 kcal mol−1.
Keywords
Ab initio calculations, Carrier density, Electrostatics
Disciplines
Chemistry
Comments
This article is from Journal of Chemical Physics 112 (2000): 7300, doi:10.1063/1.481370.
Rights
Works produced by employees of the U.S. Government as part of their official duties are not copyrighted
within the U.S. The content of this document is not copyrighted.
This article is available at Iowa State University Digital Repository: http://lib.dr.iastate.edu/chem_pubs/401
Evaluation of charge penetration between distributed multipolar expansions
Mark A. Freitag, Mark S. Gordon, Jan H. Jensen, and Walter J. Stevens 
 
Citation: The Journal of Chemical Physics 112, 7300 (2000); doi: 10.1063/1.481370 
View online: http://dx.doi.org/10.1063/1.481370 
View Table of Contents: http://scitation.aip.org/content/aip/journal/jcp/112/17?ver=pdfcov 
Published by the AIP Publishing 
 
Articles you may be interested in 
Non-additivity between substitution and cooperative effects in enhancing hydrogen bonds 
J. Chem. Phys. 141, 244305 (2014); 10.1063/1.4904294 
 
Dynamics simulation of the interaction between serine and water 
J. Chem. Phys. 138, 205101 (2013); 10.1063/1.4807004 
 
Asymptotic multipolar expansion of collision-induced properties 
J. Chem. Phys. 134, 104309 (2011); 10.1063/1.3562210 
 
Unusual halogen-bonded complex F Br δ + ⋯ Br δ + F and hydrogen-bonded complex F Br δ + ⋯ H δ + F
formed by interactions between two positively charged atoms of different polar molecules 
J. Chem. Phys. 126, 144301 (2007); 10.1063/1.2715559 
 
Interaction between benzenedithiolate and gold: Classical force field for chemical bonding 
J. Chem. Phys. 122, 244721 (2005); 10.1063/1.1942468 
 
 
 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:
129.186.176.217 On: Wed, 02 Dec 2015 15:26:57
Evaluation of charge penetration between distributed
multipolar expansions
Mark A. Freitag and Mark S. Gordon
Department of Chemistry, Iowa State University, Ames, Iowa 50011
Jan H. Jensen
Department of Chemistry, University of Iowa, Iowa City, Iowa 52242
Walter J. Stevens
Physical and Chemical Properties Division (838), National Institute of Standards and Technology,
Gaithersburg, Maryland 20899-8380
~Received 30 December 1999; accepted 10 February 2000!
A formula to calculate the charge penetration energy that results when two charge densities overlap
has been derived for molecules described by an effective fragment potential ~EFP!. The method has
been compared with the ab initio charge penetration, taken to be the difference between the
electrostatic energy from a Morokuma analysis and Stone’s Distributed Multipole Analysis. The
average absolute difference between the EFP method and the ab initio charge penetration for dimers
of methanol, acetonitrile, acetone, DMSO, and dichloromethane at their respective equilibrium
geometries is 0.32 kcal mol21. © 2000 American Institute of Physics. @S0021-9606~00!30817-0#
I. INTRODUCTION
There are several fundamental long- and short-range in-
termolecular interactions that occur between closed shell
molecules in their ground states: Long-range interactions
(U}r2n) are due to electrostatics, polarization, and disper-
sion; while exchange repulsion, charge transfer, and charge
penetration are considered to be short-range (U}e2ar).1 In
principle, one can calculate all these interactions to a desired
level of accuracy from the system’s approximate wave func-
tion using ab initio techniques. In practice, the computational
demands of such calculations quickly become insurmount-
able as the size of the system increases. This is a particularly
difficult problem when one wishes to study solvated species,
and so in recent years there has been considerable work in
developing discrete potentials, given in terms of the above
intermolecular interactions, for common solvents, particu-
larly water.2 The goal in these studies is to develop a pseudo-
quantum potential that can recover ab initio results while
requiring minimal CPU time.
One such effort has been the development of the Effec-
tive Fragment Potential ~EFP! method.3 In this method, one
typically divides the total system into two parts, an ab initio,
or active region, and a fragment region ~although there is no
explicit need for an ab initio region!. Then the fragment–
fragment and/or fragment-ab initio interactions are calcu-
lated within the framework of the EFP methodology. Since
the EFP model to date has been based on Hartree–Fock
theory, EFPs allow for the calculation of those intermolecu-
lar interactions that one would expect to find at the Hartree–
Fock level of theory: Electrostatics, polarization, exchange
repulsion/charge transfer, and charge penetration.
In several recent papers a modification of the original
EFP method has been discussed,4 the key feature of which is
the method’s generalization to any solvent. This discussion is
continued in the present work with a focus on the calculation
of fragment–fragment charge penetration.
Conceptually, charge penetration can be understood in
the following way: Consider two molecules separated by a
large distance from one another in space. The electrostatic
interaction between these two species is then very well rep-
resented by Stone’s distributed multipolar analysis ~DMA!,5
in which the electrostatic potential of each molecule is ex-
panded about several points, typically the atom centers and
bond midpoints, into monopoles, dipoles, quadrupoles, octo-
poles, etc.6 The interaction energy is then calculated using
the expressions for classical multipolar interactions. How-
ever, if the two molecules are brought close enough, such
that their charge densities overlap, the nuclei on one mol-
ecule will no longer be shielded by its own electron density,
and will experience a greater attraction for the electron den-
sity associated with the other species. The energy difference
resulting from this increased attraction is referred to as
charge penetration.
Mathematically, Stone demonstrated the origin of charge
penetration through the following simple example:1 Consider
the interaction of a hydrogenlike atom with nuclear charge Z
and a proton. The wave function of the former is given by
c~r !5S Z3p D
1/2
e2Zr ~1!
and the electron charge density is given by
r~r !52
Z3
p
e22Zr. ~2!
One can then use Poisson’s equation („2V52(r/«0)),
where «0 is the permittivity of free space, to find the poten-
tial due to that density. This results in
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V~r !52
1
r
1e22ZrS Z1 1
r
D . ~3!
Since a multipolar expansion is in essence a Taylor expan-
sion of the potential, which is a simple function of 1/r , the
second term in Eq. ~3! is identified as the charge penetration.
At moderate distances, the charge penetration falls off as a
simple exponential.
It is well known that the exchange repulsion decays ex-
ponentially with distance. Murrell and Teixeira-Dias7 have
shown that charge penetration (Epen) and exchange repulsion
energies (EXR) behave similarly, and have suggested the fol-
lowing relation between the two:
EXR52Epen~a1bR !, ~4!
where a and b are empirical parameters, and R is the inter-
molecular separation. Conceptually, charge penetration
should also be related to the intermolecular overlap. Murrell
had earlier observed that
EXR5
kS2
R , ~5!
where k is an empirical parameter and S is the overlap inte-
gral between two molecular wave functions. Taken together,
Eqs. ~4! and ~5! suggest that Epen roughly scales as the
square of the intermolecular overlap. This suggestion is sup-
ported by a recently published equation8 for Epen between
two nonorthogonal MOs i and j,
Ei j
pen522S 122 ln Si j D
1/2 Si j
2
Ri j
, ~6!
where Ri j is the distance between Gaussian centers. Equation
~6! is derived within the Spherical Gaussian Overlap9 ap-
proximation, and yields charge penetration energies that are,
on average, within 0.25 kcal mol21 ~Ref. 10! of the exact
result for six different homomolecular dimers of common
solvents.8
An alternative, presumably less computationally de-
manding, way to calculate charge penetration between frag-
ments is to introduce a damping function that multiplies the
electrostatic potential. Consider Eq. ~3!, when rewritten as1
V~r !5@12e22Zr~11rZ !#F2 1
r
G5 f damp~r !Vmult~r !. ~7!
This suggests that a multipole expansion of the electrostatic
potential (Vmult) can be corrected for charge penetration ef-
fects by using a damping function, f damp. Indeed, as part of
the original EFP method, Day et al. have used a damping
function to model the electrostatic charge penetration be-
tween a distributed multipole expansion and an ab initio
charge density.3 Damping functions have also been used to
correct multipolar expansion models of the induction
energy,11 and dispersion energy.12
The present paper describes the use of damping func-
tions to model charge penetration effects between two or
more multipole expansions, i.e., to correct the DMA electro-
static interactions between EFPs. The basic procedure is as
follows: One must choose the parameter in the damping
function such that the function fits the molecular ab initio
electrostatic potential well in the region of interest. Then the
difference between the damped and undamped electrostatic
interactions, within the framework of the DMA, will be a
good approximation to the charge penetration. A derivation
of this EFP/EFP charge penetration energy, along with an
explanation of how the damping function parameter is found,
is given in Sec. II. The success of this method for several
homomolecular dimers is demonstrated in Sec. III. A sum-
mary of our findings is presented in Sec. IV. The entire pro-
cedure described here has been implemented in the electronic
structure code GAMESS.13
II. THEORY
The notation used in the following equations is defined
in Fig. 1. The charge densities rA and rB are centered at
points A and B, respectively. These points represent the
atomic centers and bond midpoints for EFPs. Points 1 and 2
represent electronic positions associated with rA and rB ,
respectively. All points are referenced from an arbitrary ori-
gin, O. Using these definitions, the electrostatic interaction of
two charge densities rA and rB is given by
EElec5E E dr1 dr2rA~r1A!rB~r2B!ur12u21
5E dr1rA~r1A!E dr2rB~r2B!ur12u21, ~8!
where r1A5r12RA . In the EFP method the electrostatic po-
tential due to the charge density is expanded in terms of
charges, dipoles, quadrupoles, and octupoles at each atomic
center and bond midpoint using Stone’s distributed multipo-
lar analysis:
EElec5E dr1rA~r1A!E dr2rB~r2B!F ur1Bu21
2
~r122r1B!r1B
r1B
3 1flG
5E dr1rA~r1A!VBmult~r1B!, ~9!
where, as suggested by Eq. ~9!, VB
mult is expanded in multi-
polar terms:
FIG. 1. Notation used in Sec. II. ~See text for explanation.!
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VB
mult~r1B!5VB
charge~r1B!1VB
dipole~r1B!1fl . ~10!
Then, as indicated above, the effect of charge penetration is
accounted for by multiplying Eq. ~10! by a damping func-
tion. This damping function should have a number of fea-
tures: ~a! go to unity for large RAB and fall off toward zero as
RAB approaches zero ~where RAB is the distance between
points A and B!; ~b! fit well to the ab initio electrostatic
potential of an isolated fragment in a region near its van der
Waals radius; and ~c! give rise to tractable integrals in Eq.
~9!. After numerous tests with many functions that fit one or
more of these criteria, it was found that a simple exponential
function gave the best balance of the desired qualities:
V˜ A
mult~r1A!5~12e2aAr1A!VA
mult~r1A!. ~11!
The parameter a is determined by minimizing the difference,
D, between the quantum mechanical electrostatic potential
~ES! and the multipolar expansion of the potential over a grid
of points:
D5 (
grid points
@Vab initio
ES 2Vdamped multipole
ES #2.
To account for the fact that two damped distributed multipo-
lar expansions are interacting, the charge density on
A ,rA(r1A), is found by applying Poisson’s equation to the
damped charge potential, Eq. ~11!:
rA~r1A!52«0„
2V˜ A
mult~r1A!5rA
charge~r1A!1rA
dipole~r1A!
1fl . ~12!
Since Poisson’s equation is applied to each term in the
damped charge electrostatic potential, the charge density is
also expressed in terms of charge, dipole, quadrupole, etc.,
contributions. Then using Eqs. ~12! and ~10!, the integral in
Eq. ~9! becomes
E˜ Elec5E dr1rA~r1A!V˜ Bmult~r1B!
5E dr1@rAcharge~r1A!1rAdipole~r1A!1fl#
3@V˜ B
charge~r1B!1V˜ B
dipole~r1B!1fl# . ~13!
Consider the first integral in Eq. ~13!:
E˜ chg–chg
Elec ’E dr1rAcharge~r1A!V˜ Bcharge~r1B!. ~14!
The approximate equality in Eq. ~14! is due to the fact that it
is not symmetric with respect to interchange of points A and
B. In Eq. ~14!, the charge density on A interacts with the
damped charge potential on B. If the points are interchanged,
the charge density on B interacts with the damped charge
potential on A. Since we wish to calculate, e.g., charge–
charge, charge–dipole, dipole–charge, etc., interactions
separately, the integrals must be symmetrized with respect to
interchange of points. This is done by adding the inter-
changed integral and taking a simple average of the resulting
energies; for example,
E˜ chg–chg
Elec 5
1
2 F E dr1rAcharge~r1A!V˜ Bcharge~r1B!
1E dr1rBcharge~r1B!V˜ Acharge~r1A!G . ~15!
For clarity, only the integral Eq. ~14! will be explicitly dis-
cussed; the second term in Eq. ~15! can be found trivially at
the end of the derivation by exchanging points A and B.
From Eqs. ~10!, ~11!, and ~12! one finds
rA
charge~r1A!5
qAaA
2 «0
r1A
e2aAr1A, ~16!
V˜ B
charge~r1B!5@12e2aBr1B#qBr1B
21
, ~17!
where the charge at point A ,qA , is found using Stone’s
method,5 and «0 is the permittivity of free space.1 Then Eq.
~14! becomes
E˜ chg–chg
Elec ’qAqBaA
2 «0F E dr1 e2aAr1Ar1Ar1B
2E dr1 e2aAr1Ae2aBr1Br1Ar1B G , ~18!
which can be evaluated using the method described by
Coulson14 to yield
E˜ chg–chg
Elec ’
qAqB
RAB
F12e2aARAB
2
aA
2
~aA
2 2aB
2 !
@e2aBRAB2e2aARAB#G ~19!
when aAÞaB , and
E˜ chg–chg
Elec ’
qAqB
RAB
F12e2aRABS 11 aRAB2 D G ~20!
when aA5aB5a . In deriving Eqs. ~19! and ~20!, we have
used the fact that 4p«051 in atomic units, and RAB repre-
sents the distance between expansion points A and B.
A similar procedure is used to calculate electron-nuclear
interactions; here the damped monopole contribution to the
density is allowed to interact with the unscreened nuclear
charge. Again, starting from Eq. ~9!, the interaction is given
by
Echg
Elec–Nuc5E dr1rAcharge~r1A!ZBr1B21
1E dr1rBcharge~r1B!ZAr1A21
5qAZBaA
2 E dr1 e2aAr1Ar1Ar1B
1qBZAaB
2 E dr1 e2aBr1Br1Ar1B
5
qAZB
RAB
@12e2aARAB#1
qBZA
RAB
@12e2aBRAB# .
~21!
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Note that Eq. ~21! is already symmetric with respect to in-
terchange of A and B. Finally, summing Eqs. ~19! and ~21!,
including the symmetrization, and subtracting out the un-
damped interactions, the charge penetration energy for
charge–charge interactions only becomes
Echg–chg
Pen
52
1
2RAB
3F qA~qB12ZB!e2aARAB1qB~qA12ZA!e2aBRAB1 qAqB~aA2 1aB2 !
aA
2 2aB
2 ~e
2aBRAB2e2aARAB! G ,
~22!
where aAÞaB and ZA ,B50 for bond midpoints. For the
aA5aB5a case,
Echg–chg
Pen 52
1
RAB
FqAqBS 11 aRAB2 D
1qAZB1qBZAGe2aRAB. ~23!
Note in Eqs. ~22! and ~23! the total charge penetration is the
sum of all charge penetration energies between unique pairs
of intermolecular DMA points A and B.
If one follows the above procedures for charge–dipole
interactions, an equation analogous to Eq. ~13! is found:
E dr1rAcharge~r1A!V˜ Bdipole~r1B!
5qAmBaA
2 «0F E dr1 e2aAr1A
r1Ar1B
2 cos uB
1E dr1 e2aAr1Ae2aBr1B
r1Ar1B
2 cos uBG . ~24!
The integrals in Eq. ~24! can also be evaluated analytically
using Coulson’s method, however, the first two dipole–
charge integrals,
E dr1rAdipole~r1A!V˜ Bcharge~r1B!
5qBmAaA«03
2E dr1 e2aAr1A cos uA
r1A
3
r1B
22
3E dr1 e2aAr1Ae2aBr1B cos uA
r1A
3
r1B
1aAE dr1 e2aAr1A cos uA
r1A
2
r1B
2aA
3E dr1 e2aAr1Ae2aBr1B cos uA
r1A
2
r1B
4 , ~25!
do not converge analytically. The resulting increase in CPU
time rules out a numerical analysis of these integrals, and
evaluating charge–dipole interactions without dipole–charge
means not including all terms of a given order. Since this is
undesirable as well, the following analysis includes only
charge–charge interactions. It will be shown that even with
such a seemingly severe truncation, a major percentage of
the total charge penetration is still recovered.
Before the results of the above analysis are given, the
procedure for determining the alpha parameter in the damp-
ing function will be briefly described. Consider the error
function
D5 (
grid point
@Vab initio
ES 2Vdamped multipole
ES #2, ~26!
based on the difference between the ab initio and multipolar
electrostatic potentials. A grid is defined about an isolated
fragment molecule in the following manner: Concentric
spheres are placed about each of the atom centers at 67% and
FIG. 2. Charge penetration error in
kcal mol21 as a function of oxygen–
oxygen distance in the water dimer,
and as a function of rmin ~separate
curves!. rmax is 300% of the Van der
Waals radius of each atom.
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300% of the van der Waals radius of the corresponding atom.
As will be shown in the next section, these values were cho-
sen because they result in the best fit of the damping function
to the ab initio density, and they were found to describe the
physically most important regions in terms of charge pen-
etration. The fragment is then placed within a three-
dimensional Cartesian grid with a spacing of 0.50 Bohr in
each direction, and any point not within the two spheres is
discarded. It was found that the spacing has little effect on
the fit unless the distance between grid points becomes too
large; 0.50 Bohr balances run time and accuracy well. The
ab initio density is calculated on the fragment during a
GAMESS run, and the electrostatic potential is computed at
each grid point. Finally, the parameter a is optimized in the
exponential damping function such that D in Eq. ~26! is
minimized. Note that a is a property of the isolated monomer
molecule.
III. RESULTS AND DISCUSSION
Several tests were run to determine the optimal values of
(rmin /rmax) for the radii of the concentric spheres about each
atom to determine the set grid of points used in Eq. ~19!.
Figure 2 shows the results on the water dimer using charge–
charge interactions only. The dimer geometry used here was
obtained by first finding the ab initio geometry at the RHF/
6-311G(d ,p) level of theory, and then superimposing the
individual fragment monomer geometries on the dimer
FIG. 3. Charge penetration error in
kcal mol21 for six homomolecular
dimers at their equilibrium geometries,
as described in the text. The charge
penetration error is given as a function
of rmin . rmax5300% of the Van der
Waals radius on each atom.
FIG. 4. The average error, standard deviation, and
weighted average of the six homomolecular dimers in
Fig. 3, as described in the text. The charge penetration
error is given as a function of rmin . rmax5300% of the
Van der Waals radius on each atom.
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structure.8 The abscissa is the relative distance between the
water molecules; 0 Å represents the equilibrium distance be-
tween the oxygen atoms, negative values bring the fragments
closer together, positive values move them further apart
along a line connecting the oxygen atoms.
The fragment geometries described above are used for
the Morokuma analysis @6-311G(d ,p)# , and the resulting
electrostatic energies are taken to be the exact interactions
for ab initio electronic densities. The FRAGONLY electrostatic
energies are obtained from a fragment-only calculation on
the dimer, and do not include any damping in the DMA. The
difference between the Morokuma analysis and the
FRAGONLY run is then taken to be the charge penetration that
the present method is meant to calculate. It has been shown
that a simple model of undamped electrostatics and hard
spheres leads to a good prediction of equilibrium geometries
for Van der Waals complexes,15 so only the relevant interac-
tion energies, with and without charge penetration, are re-
ported here. In Fig. 2, rmax is set at 300% of the Van der
Waals radius of each atom, and rmin is varied from 30% to
70% of the Van der Waals radius. The ordinate is the differ-
ence between our calculated charge penetration and the exact
~Morokuma-FRAGONLY! charge penetration.
As rmin approaches the atomic nuclei, the simplistic ex-
ponential damping function breaks down as evidenced by the
large error for the rmin530% curve. To understand this, con-
sider the functional form of Stone’s estimate of charge pen-
etration given by the second term of Eq. ~3! versus a simple
exponential. The single parameter exponential function
crosses the ordinate at unity when r50, whereas Stone’s
function rises toward infinity. Therefore the exponential
function does not contain adequate flexibility to fit the ab
initio potential in this region close to the nuclear cusp. De-
pending on the specific monomer potential being fit, a break-
down is expected to occur somewhere in this region. Once
this region has been entered, the alpha fitting procedure for
the simple exponential quickly deteriorates, the foundation
of the method erodes and results in unpredictable error in the
calculated charge penetration. This can be seen in Fig. 3 for
other dimers, where the average breakdown point occurs in
the region of rmin555% – 60%. Referring back to Fig. 2: For
the higher values of rmin as the monomers move farther apart
the charge penetration, and thus the error, goes to zero. At
roughly rmin540%, almost all of the charge penetration is
recovered at the equilibrium water dimer geometry, although
we have seen that this value is most likely too close to the
nuclear center to be used in general.
Tests on solvents other than water are shown in Fig. 3. It
should be noted that although these tests were done on
dimers of identical monomers, the method does not require
this restriction; the charge penetration between any types of
fragments can be found this way. The geometries were found
using the same method as described above for water dimer.
The Morokuma analysis was also performed using the 6-31
1G(d ,p) basis. Again we note that at smaller values of rmin
the absolute error in all of the dimers increases unpredict-
ably. As rmin increases to a range of 60%–80%, the error
becomes more stable, and as rmin increases further, outside of
the physically meaningful region for charge penetration, the
error increases again for most dimers. One could find an
optimal value of rmin for each of the dimers shown, but over-
all the best choice seems to be in the range 60%–80%. Fig-
ure 4 shows the average error of the six dimers, the standard
TABLE I. Charge penetration results, 6-311G(d ,p), for dimers of six
common solvents; rmin /rmax567%/300% of van der Waals radius on each
atom.a
Dimer
Electrostatic energies
Difference Charge–charge ErrorMorokuma FRAGONLY
~CH3!2SO 210.89 28.42 22.47 22.89 0.42
CH3CN 25.12 24.22 20.90 20.78 20.12
~CH3!2CO 23.26 22.66 20.59 20.78 0.19
CH3OH 28.12 26.89 21.23 20.59 20.65
CH2Cl2 21.74 21.47 20.28 20.33 20.06
H2O 28.21 27.12 21.09 20.60 20.49
aGrid spacing50.50 Bohr. All values are in kcal mol1. The average absolute
error is 0.32 kcal mol1. See text for discussion.
TABLE II. Values of the alpha parameter used for the monomers that make
up the dimers in Table I.a
Monomer DMA point Alpha
C 2.91
H 1.66
S 1.82
~CH3!2SO O 1.94
S-C bm 1.22
S-O bm 10.00
C-H bm 1.49
CH3CN
C~methyl! 2.17
C ~cyano! 1.96
N 1.81
H 1.76
C-N bm 1.48
C-C bm 0.56
C-H 1.54
~CH3!2CO
C ~methyl! 1.89
C ~carboxyl! 1.75
O 1.97
H 1.75
C-O bm 1.57
C-C bm 1.03
C-H bm 2.08
CH3OH
C 9.87
O 1.93
H ~methyl! 1.65
H ~hydroxyl! 3.06
C-H bm 1.63
C-O bm 10.00
O-H bm 10.00
CH2Cl2
C 10.00
Cl 1.78
H 1.76
C-H bm 2.00
C-Cl bm 10.00
O 1.88
H2O H 2.95
O-H bm 10.00
aThe abbreviation ‘‘bm’’ refers to bond mid-point.
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deviation, and the average error weighted against the stan-
dard deviation. This plot shows where the standard deviation
is both small and centered about zero error. Although this
plot suggests the optimal value of rmin is 60%, the weighted
average difference between rmin560% and 67% is only 0.05
kcal mol21, so very little is lost by choosing the larger, more
conservative value of rmin567%. This choice is merely a
suggestion based on the six dimers tested, and can be
changed in GAMESS by the user. Table I shows the numerical
results when rmin567%. The average absolute error is 0.32
kcal mol21; the largest absolute error is 0.65 kcal mol21 for
methanol. If rmin580%, the average absolute error for these
six dimers is reduced to 0.27 kcal mol21; however, this value
of rmin seems too high, since it nears the Van der Waals
radius and the error is not spread as evenly about zero. Note
that only the absolute value of the error is important. The
overall charge penetration itself is attractive and thus nega-
tive, but there is no assurance that the charge penetration will
not be overestimated using this method. This is especially
true since only charge–charge interactions are included.
The values of alpha for rmin567% are given in Table II.
Note that since a is found by fitting the isolated monomer,
these values will not change when used in heteromolecular
fragment systems.
IV. SUMMARY AND CONCLUSIONS
A formula to calculate the charge penetration energy that
results when two charge densities overlap has been derived
for molecules described by an effective fragment potential
~EFP!. The method has been compared with the ab initio
charge penetration, taken to be the difference between the
electrostatic energy from a Morokuma analysis and Stone’s
Distributed Multipole Analysis. The average absolute differ-
ence between the EFP method and the ab initio charge pen-
etration for dimers of water, methanol, acetonitrile, acetone,
DMSO, and dichloromethane at their equilibrium geometry
is 0.32 kcal mol21.
The EFP method in general has been shown to reproduce
ab initio results very accurately for water,16 and this work is
another step in the continuing development of a general EFP
method that will accurately model any solvent. The deriva-
tion and implementation of dispersion and a parameter-free
charge transfer in the EFP will be the subjects of future
work.
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