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We investigate connections between complexity of a function f from a Polish space X to
a Polish space Y and complexity of the set C( f ) = {K ∈K(X); fK is continuous}, where
K(X) denotes the space of all compact subsets of X equipped with the Vietoris topology.
We prove that if C( f ) is analytic, then f is Borel; and assuming Δ12-determinacy we show
that f is Borel if and only if C( f ) is coanalytic. Similar results for projective classes are
also presented.
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1. Introduction
Let X be a Polish space. Denote the space of all compact subsets of X , which is equipped with the Vietoris topology,
by K(X). At least since the important paper [4] it is well known that descriptive properties of families of compact sets and
their set structure (like being σ -ideal or ideal) can interact in a nontrivial way (see [5] for a recent survey). These general
results were applied in different parts of analysis, mainly in the theory of exceptional sets in harmonic analysis.
Jordan [1,2] studies the following situation. Let f be a function from a Polish space X to a Polish space Y and
C( f ) := {K ∈K(X); fK is continuous}.
Jordan investigates relationships between descriptive properties of the function f and the ideal C( f ). Besides other results
he showed that, if f is Borel, then f is a Baire class one function provided C( f ) is an Fσδ subset of K(X). He also proved
that if f is Borel and C( f ) is analytic, then C( f ) is Borel. In this note we show that the assumption of Borelness of f can
be omitted by proving the following result.
Theorem 1.1. Let X, Y be Polish spaces and f : X → Y be a function. If C( f ) is an analytic subset of K(X), then f is Borel.
One can show that if f is Borel, then C( f ) is coanalytic (see Theorem 2.5(i)). This and Theorem 1.1 imply the next
corollary giving a restriction on complexity of ideals of compact sets of the form C( f ).
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Borel.
Compare this result with those of [4], which are of a similar nature.
Further we show that, assuming Δ12-determinacy, Borelness of f can be actually characterized by descriptive properties
of C( f ).
Theorem 1.3. (Det(Δ12)) Let X, Y be Polish spaces and f : X → Y be a function. Then f is Borel if and only if C( f ) is a coanalytic
subset of K(X).
Remark. We do not know whether the assumption on determinacy of Δ12 games can be omitted in Theorem 1.3.
The next section contains more detailed versions of our results. We formulate them also for projective classes. Proofs
are given in the last section. Throughout the paper we follow the notation used in [3], where one can also ﬁnd all needed
deﬁnitions.
2. Results
A connection between complexities of C( f ) and graph f is established by the following result.
Theorem 2.1. Let X, Y be Polish spaces, f : X → Y be a function, and Γ be a class of subsets of Polish spaces which is closed under
Borel preimages. If C( f ) ∈ Γ , thenK(graph f ) ∈ Γ and graph f ∈ Γ .
The next corollary immediately follows from Theorem 2.1. Note that it is easy to see that f is Δ1n-measurable if and only
if graph f ∈Σ1n .
Corollary 2.2. Let X, Y be Polish spaces, n 1, and f : X → Y be a function. If C( f ) isΠ1n (Σ1n respectively), then graph f isΠ1n (Σ1n
respectively). In the latter case f isΔ1n-measurable.
More general forms of Theorem 1.1 and Corollary 1.2 read as follows. Theorem 2.3 was proved by Jordan [1] using an
additional assumption that f is Borel.
Theorem 2.3. Let X, Y be Polish spaces and f : X → Y be a function. Then the following are equivalent:
(i) C( f ) is Borel,
(ii) C( f ) is analytic,
(iii) f has a Gδ graph.
Theorem 2.4. Let X, Y be Polish spaces and f : X → Y be a function. If C( f ) is Σ1n, then C( f ) isΔ1n.
The following theorem provides a characterization of Δ1n-measurable functions (the assertions (i) and (ii)) and of func-
tions having Π1n graph ((iii) and (iv)) assuming Det(Δ
1
n+1).
Theorem 2.5. Let X, Y be Polish spaces, n 1, and f : X → Y be a function.
(i) If f isΔ1n-measurable, then C( f ) isΠ
1
n.
(ii) (Det(Δ1n+1)) If C( f ) isΠ1n, then f isΔ1n-measurable.
(iii) If f hasΠ1n graph, then C( f ) isΔ
1
n+1 .
(iv) (Det(Δ1n+1)) If C( f ) isΔ1n+1 , then f has aΠ1n graph.
Corollary 2.2 and Theorem 2.5(i) give a ZFC result on projective functions, i.e., on functions which are Δ1n-measurable for
some n 1.
Corollary 2.6. Let X, Y be Polish spaces and f : X → Y be a function. Then f is a projective function if and only if C( f ) is projective.
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3.1. Notation
Let X and Y be Polish spaces and f : X → Y be a continuous function. Then the function f̂ :K(X) → K(Y ) is deﬁned
by f̂ (K ) = f (K ). If A ⊂ X , then K(A) stands for the set of all compact subsets of A. The symbols πX and πY denote the
projections from X × Y to X and to Y respectively. If x ∈ X , then U(x) denotes the family of all open neighborhoods of x.
3.2. Proof of Theorem 2.1
Lemma 3.1. Let X, Y be Polish spaces and f : X → Y be a function. Then C( f ) = π̂X (K(graph f )).
Proof. Deﬁne Ψ : X → X × Y by Ψ (x) = (x, f (x)). Let K ∈ C( f ). Then Ψ is continuous on K . Consequently, Ψ (K ) ⊂ graph f
is compact. So, K ∈ π̂X (K(graph f )).
Let K ∈ π̂X (K(graph f )) be arbitrary. Then graph( fK ) is compact and fK is clearly continuous. 
Lemma 3.2. Let X be a Polish space and D be a countable dense subset of X . Then there exists a Borel functionΦ :K(X) →K(X) such
that for every K ∈K(X)
• K ⊂ Φ(K ) ⊂ K ∪ D,
• Φ(K ) ∩ D = Φ(K ).
Proof. Let ρ be a compatible complete metric on X with ρ  1. Let dH be the corresponding Hausdorff metric on K(X).
Let (Fi)i∈ω be a sequence of all ﬁnite subsets of D . For every n ∈ ω we deﬁne an auxiliary function ϕn :K(X) →K(X) as
follows. The value ϕn(K ) equals F j where j ∈ ω is the smallest number with dH (K , F j) < 1n+1 . Since {Fi; i ∈ ω} is dense
in K(X), the deﬁnition is correct and limn ϕn(K ) = K for every K ∈K(X). Thus, K ∪⋃n∈ω ϕn(K ) ∈K(X).
We deﬁne Φ :K(X) →K(X) by
Φ(K ) = K ∪
⋃
n∈ω
ϕn(K ).
Let V ⊂ X be open. Since ϕn is obviously Borel for each n ∈ ω and Φ(K ) ∩ V = ∅ if and only if
K ∩ V = ∅ or ∃n ∈ ω: ϕn(K ) ∩ V = ∅,
we see that the set {K ∈K(X); Φ(K ) ∩ V = ∅} is Borel. Now it is easy to infer that Φ is a Borel function.
Let K ∈K(X). Then K ⊂ Φ(K ) ⊂ K ∪ D by deﬁnition. Further, we have
Φ(K ) ⊂
⋃
n∈ω
ϕn(K ) ⊂ Φ(K ) ∩ D ⊂ Φ(K )
and we are done. 
Proof of Theorem2.1. Find a set D ⊂ graph f which is countable and dense in graph f . Let Φ :K(D) →K(D) be the function
from Lemma 3.2, where X is replaced by D . We show
(π̂X ◦ Φ)−1
(
C( f )
)=K(graph f ). (3.1)
Let K ∈K(graph f ) be arbitrary. Since Φ(K ) ⊂ K ∪ D ⊂ graph f , we have Φ(K ) ∈K(graph f ). By Lemma 3.1, π̂X (Φ(K )) ∈
C( f ) and therefore K ∈ (π̂X ◦ Φ)−1(C( f )).
Let K ∈ (π̂X ◦ Φ)−1(C( f )). The graph of fπX (Φ(K )) is compact and Φ(K ) ∩ D ⊂ graph( fπX (Φ(K ))). Then
K ⊂ Φ(K ) = Φ(K ) ∩ D ⊂ graph( fπX (Φ(K ))) = graph( fπX (Φ(K ))) ⊂ graph f .
Thus, K ∈K(graph f ) and (3.1) is proved.
Let C( f ) ∈ Γ . The formula (3.1) implies that K(graph f ) ∈ Γ . Further, the function S : X →K(X) deﬁned by x → {x} is
continuous. Then we have graph f = S−1(K(graph f )). This implies graph f ∈ Γ . 
3.3. Proof of Theorem 2.3
(iii) ⇒ (i) According to the well-known fact that K(A) is Gδ provided that A is a Gδ set, we have that K(graph f ) is Gδ .
The function π̂XK(graph f ) is injective and by Lemma 3.1 we have C( f ) = π̂X (K(graph f )). Thus, C( f ) is Borel.
(ii) ⇒ (iii) The set K(graph f ) is clearly a σ -ideal and it is analytic by Theorem 2.1. Theorem 11 of [4, Section 1] says
that each analytic σ -ideal is in fact Gδ . Thus, K(graph f ) is Gδ and, consequently, graph f is Gδ as well.
(i) ⇒ (ii) This implication is trivial.
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Assume that C( f ) is Σ1n . Then Corollary 2.2 gives that f is Δ
1
n-measurable.
If A ⊂ X is Π1n , then it is easy to verify that the set
Z := {(K , x) ∈K(X) × X; x ∈ K & x /∈ A}
is Σ1n . Since K(X) \K(A) = πK(X)(Z) we get that K(X) \K(A) is Σ1n . Consequently, we have that K(A) is Π1n provided A
is Π1n . This and the next lemma give that C( f ) is Π
1
n . Thus, C( f ) is Δ
1
n .
The next lemma is inspired by [2].
Lemma 3.3. Let X, Y be Polish spaces, n  1, and f : X → Y be a function. If f is Δ1n-measurable, then there exist sets Hil ∈Δ1n(X),
i, l ∈ ω, such that C( f ) =⋂l∈ω⋃i∈ωK(Hil ).
Proof. Let ρ and β be compatible complete metrics on X and Y respectively. Set Ax = πY (A ∩ ({x} × Y )) for x ∈ X and
A ⊂ X×Y . Let V (U respectively) be a family of the form {B(z, r); z ∈ D, r ∈Q+}, where D is a countable dense subset of X
(of Y respectively) and B(z, r) stands for the closed ball in X (in Y respectively) with center at z and with radius r. LetW be
the set of all ﬁnite collections Z of sets of the form B1 × B2 with B1 ∈ V , B2 ∈ U . Further we deﬁne Wl , l ∈ ω, as the system
of all Z ∈W such that diamβ((⋃Z)x) < 1l+1 whenever x ∈ πX (⋃Z). Let Wl = {Z il ; i ∈ ω}. Set Hil = πX ((⋃Z il ) ∩ graph f ).
We have that Hil is Δ
1
n by Δ
1
n-measurability of f . Set T =
⋂
l∈ω
⋃
i∈ωK(Hil ). We prove T = C( f ).
Let K ∈ T , x ∈ K , and ε > 0 be arbitrary. Then there exist l ∈ ω and Z ∈Wl such that 1l+1 < ε and K ⊂ πX ((
⋃Z) ∩
graph f ). Set P = {B1 × B2 ∈ Z; x /∈ B1}. Since Z is ﬁnite, one can ﬁnd δ > 0 with Bρ(x, δ) ∩ πX (⋃P) = ∅. Let x˜ ∈
Bρ(x, δ) ∩ K be arbitrary. Then f (x˜) ∈ πY (⋃(Z \ P)) = (⋃Z)x . Thus, β( f (x), f (x˜)) < ε since diam(⋃Z)x < 1l+1 < ε. This
gives K ∈ C( f ).
Let K ∈ C( f ) and l ∈ ω be arbitrary. Then there exists m ∈ ω such that for every x, x˜ ∈ K with ρ(x, x˜) < 2m we have
β( f (x), f (x˜)) < 14l+4 . Then for every x ∈ K there exist B1,x ∈ V and B2,x ∈ U such that
(a) x is in the interior of B1,x ,
(b) diamρ B1,x < 1m ,
(c) f (B1,x ∩ K ) ⊂ B2,x , and
(d) diamβ B2,x < 14l+4 .
Clearly, the union of interiors of B1,x , x ∈ K , covers K . Since K is compact, we can ﬁnd ﬁnitely many points x1, . . . , xm
in K such that the balls B1,x1 , . . . , B1,xm cover K . Set
Z = {B1,xs × B2,xs ; s = 1, . . . ,m}.
Let xˆ ∈ πX (⋃Z) and y, z ∈ (⋃Z)xˆ . Then there exist 1  i, j  m such that y ∈ B2,xi , z ∈ B2,x j , and xˆ ∈ B1,xi ∩ B1,x j .
This yields ρ(xi, x j)  2m and, consequently, β( f (xi), f (x j)) <
1
4l+4 . Using (c) and (d) we also have β( f (xi), y) 
1
4l+4 and
β( f (x j), z) 14l+4 . Therefore, β(y, z) <
3
4l+4 and, consequently, diamβ(
⋃Z)xˆ < 1l+1 . This implies Z ∈Wl . Using (c) we get
that Z covers graph( fK ). Thus, we have K ∈ T . 
3.5. Proof of Theorem 2.5
Lemma 3.4. Let X, Y be Polish spaces, n  1, and f : X → Y be a function. If f is not Δ1n-measurable then there exist x ∈ X and
U ∈ U( f (x)) such that, for every U˜ ∈ U( f (x)) and V ∈ U(x), the set f −1(U˜ ) ∩ V cannot be separated from the set f −1(Y \ U ) ∩ V
by aΠ1n subset of V .
Proof. Let V and U be countable open bases of X and Y respectively. Since f is not Δ1n-measurable one can ﬁnd an open
set W ⊂ Y such that f −1(W ) is not in Π1n . For U˜ ∈ U and V ∈ V , let G(U˜ , V ) be a Π1n subset of V separating f −1(U˜ ) ∩ V
from f −1(Y \ W ) ∩ V , if such a set exists, otherwise set G(U˜ , V ) := ∅.
Suppose towards a contradiction that the desired x and U do not exist. Then f −1(W ) =⋃{G(U˜ , V ); U˜ ∈ U , V ∈ V}.
Since U and V are countable, we have that f −1(W ) is Π1n , a contradiction. 
Lemma 3.5. (Det(Δ1n+1)) Let X be a Polish space, n 1, A, B ∈Δ1n+1(X), and A ∩ B = ∅. If there is no Π1n set separating A from B,
then there is a compact set C ⊂ A ∪ B such that C ∩ A is Σ1n-hard. In particular, if D ⊂ X isΔ1n+1 \Π1n, then D is Σ1n-hard.
Proof. First assume that X = ωω . Let Q ⊂ 2ω be Σ1n-complete. Consider the separation game SG(Q ; A, B) as in [3, 21.F].
This game is determined by Det(Δ1n+1). Since there is no Π1n set separating A from B , player I cannot have a winning
strategy. So II has a winning strategy, which gives a compact set C ⊂ A ∪ B such that C ∩ A is Σ1n-hard (see [3, 21.F]).
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A˜, B˜ are Δ1n+1. Assume that T ⊂ ωω is a Π1n set separating A˜ from B˜ . Then X \ϕ(ωω \ T ) is a Π1n set separating A from B ,
a contradiction. Thus, A˜ cannot be separated by a Π1n set from B˜ . This means that there is a compact set C˜ ⊂ A˜ ∪ B˜ such
that C˜ ∩ A˜ is Σ1n-hard. Setting C := ϕ(C˜) we are done. 
The next lemma is also inspired by [2].
Lemma 3.6. (Det(Δ1n+1)) Let X, Y be Polish spaces, n  1, and f : X → Y be a function. If f is not Δ1n-measurable and f is Δ1n+1-
measurable, then C( f ) is Σ1n-hard.
Proof. Let ρ be a complete compatible metric on X and let β be a complete compatible metric on Y . By Lemma 3.4, there
are p ∈ X , U ∈ U( f (p)), and decreasing sequences (Vl) and (Ul) of open sets in X and Y respectively such that
• liml diamρ Vl = 0,
• liml diamβ Ul = 0
and, for every l ∈ ω,
• p ∈ Vl , f (p) ∈ Ul ⊂ U ,
• Al := f −1(Ul) ∩ Vl cannot be separated from the set Bl := f −1(Y \ U ) ∩ Vl by a Π1n subset of Vl .
Since Al, Bl ∈ Δ1n+1(X) and Al ∩ Bl = ∅, Lemma 3.5 guarantees that there is a compact set Kl ⊂ Al ∪ Bl ⊂ Vl such that
Dl := Kl ∩ Al is Σ1n-hard.
Set K := {p} ∪⋃l∈ω Kl . The set K is clearly compact, since Kl → {p}. Let h :∏l∈ω Kl →K(K ) be deﬁned by
h(σ ) = {σ(l); l ∈ ω}∪ {p}.
It is easy to verify that h is well-deﬁned, continuous, and that
T := h−1(C( fK ))= {σ ∈∏
l∈ω
Kl; ∃i0 ∈ ω ∀i > i0: σ(i) ∈ Di
}
.
We show that T is Σ1n-hard. Let B be a Σ
1
n subset of ω
ω . Find a continuous function ϕl :ωω → Kl such that ϕ−1l (Dl) = B .
Let ψ :ωω →∏l∈ω Kl be deﬁned by ψ(ν)(l) = ϕl(ν). It is easy to see that ψ−1(T ) = B and ψ is continuous. Thus, C( fK ) is
Σ1n-hard. So, C( f ) is Σ
1
n-hard. 
Proof of Theorem 2.5. (i) Let f be Δ1n-measurable. By Lemma 3.3 there exist sets H
i
l ∈ Δ1n(X) such that C( f ) =⋂
l∈ω
⋃
i∈ωK(Hil ). Since K(Hil ) is Π1n , we get C( f ) ∈Π1n(K(X)).
(ii) Let C( f ) be Π1n . By Corollary 2.2 the function f is Δ
1
n+1-measurable. Suppose f is not Δ1n-measurable. According to
Lemma 3.6, C( f ) is Σ1n-hard, a contradiction.
(iii) Let f have Π1n graph. Then K(graph f ) is Π1n in K(X × Y ). By Lemma 3.1 we have C( f ) = π̂X (K(graph f )). This
gives that C( f ) is Σ1n+1. Now Theorem 2.4 implies the desired conclusion.
(iv) Suppose that C( f ) is Δ1n+1 and graph f is not Π1n . Then by Theorem 2.1, graph f is in Δ1n+1 \Π1n . Using Lemma 3.5
we have that graph f is Σ1n-hard. Using Lemma [5, Lemma 1.1] (cf. Lemma 1 in [4, Section 1]) we have that K(graph f ) is
Π1n+1-hard. On the other hand, K(graph f ) is Δ1n+1 by Theorem 2.1. This is a contradiction. 
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