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Abstract: In this study, we propose a face recognition scheme using local Zernike moments (LZM),
which can be used for both identification and verification. In this scheme, local patches around the
landmarks are extracted from the complex components obtained by LZM transformation. Then, phase
magnitude histograms are constructed within these patches to create descriptors for face images.
An image pyramid is utilized to extract features at multiple scales, and the descriptors are constructed
for each image in this pyramid. We used three different public datasets to examine the performance
of the proposed method:Face Recognition Technology (FERET), Labeled Faces in the Wild (LFW),
and Surveillance Cameras Face (SCface). The results revealed that the proposed method is robust
against variations such as illumination, facial expression, and pose. Aside from this, it can be used
for low-resolution face images acquired in uncontrolled environments or in the infrared spectrum.
Experimental results show that our method outperforms state-of-the-art methods on FERET and
SCface datasets.
Keywords: face recognition; local Zernike moments; local descriptors; face identification;
face verification
1. Introduction
Face recognition is actively used in many applications, such as entertainment, social media, security,
and law enforcement. Despite the great deal of progress in the last two decades, face recognition systems
have not fully met expectations [1]. In particular, for real-world security-related problems, powerful
systems are needed that can work on images with different quality and resolutions recorded in different
spectra and obtained from controlled and uncontrolled environments.
In previous studies, the face recognition problem has been tackled in different ways according to
the type of data used. Among them, the number of studies on 2D still images in the visible spectrum is
quite high [2]. The main reason for this is the need for methods that can be used on 2D still images
for many real-world problems. On the other hand, since video recording is now performed in many
environments with surveillance cameras, methods developed for use on 2D video data also have
an important place in the field of face recognition [3]. In addition to illuminated environments, to
also enable recognition in dark environments, heterogeneous methods are developed to compare
the images in infrared and visible spectra [4]. Another example of heterogeneous face recognition is
sketch-photo matching [4], which is often used to detect suspects in forensic cases. In addition to 2D
data, with the easy access to sensors used to acquire 3D data in recent years, 3D face images have
become widely used for facial recognition [5] and facial analysis [6] for different purposes. In this
work, we propose a face recognition scheme for 2D still images in visible and infrared spectra.
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The face recognition problem is generally addressed in two different ways; identification and
verification. In the identification problem, the aim is to find the identity of a person from a face image.
In the verification problem, it is desired to verify if two (or more) different facial images belong to the
same person. The face recognition systems for both problems have two important parts: extraction of
face descriptors and classification of these descriptors. The performance of these systems depends
largely on the quality of the descriptors used. Therefore, there are many studies in the literature about
how to construct descriptors that will maintain intra-class similarities and inter-class differences.
Face descriptors are generally divided into three parts: deep learning-based, learning-based, and
hand-crafted descriptors. Significant achievements have been obtained with deep learning-based
methods, especially in recent years [7–9]. Among these methods, convolutional neural networks
(CNNs) are the most-studied method, and the highest face recognition performances are typically
obtained with CNNs [10]. In the literature, many learning-based and hand-crafted representations
have been proposed to construct descriptors from face images. Principal component analysis (PCA)
[11], linear discriminant analysis (LDA) [12], and independent component analysis (ICA) [13] are
well-known examples of the former group. In these methods, the descriptors are constructed by
projecting the face images into a subspace. Because the construction of the descriptors using these
methods is performed globally on the images, these descriptors are quite sensitive to variations in
illumination and facial expression [14].
In most of the recent hand-crafted methods, descriptors are computed locally on face images.
Local binary patterns (LBP) [15] is one of the best known local methods used in face recognition.
Following its successful results, many other LBP-like methods with local encodings have been
developed in the literature [16–19]. Tan et al. [20] use ternary codes (−1, 0 and 1) instead of binary
codes. Zhang et al. [21] encode high-order local differences in different directions with local derivative
patterns. Another recent study makes use of dual cross patterns [2]. In this method, the second-order
pattern is encoded in four different directions (0, π/2, π, and 3π/4). Gabor wavelets [22] are another
local method commonly used to construct local descriptors for face images. In the majority of studies, 40
complex images are obtained by applying 40 Gabor filters to face images in 8 different orientations and
5 different frequencies [14]. Apart from Gabor and LBP-like methods, histograms of oriented gradients
(HOGs) [23], scale invariant feature transform (SIFT), [24], patterns of oriented edge magnitudes
(POEM) [25] and local quantized patterns (LQP) [26] are also used to generate the descriptors.
In this study, the descriptors for face images are generated using Zernike moments (ZMs) [27].
In addition to face recognition, there are many other studies that use ZMs for different recognition
problems—for instance, fingerprint [28], character [29], and iris [30]. Studies on face recognition can be
summarized as follows: Foon et al. [31] introduced a face verification method which combines ZMs
with wavelet transforms [32]. Ouanan et al. [33] use Gabor filters to extract texture features, and ZMs
to compute facial shape features. In [34], a global feature descriptor is proposed using Gabor filters
and ZMs. First, they generate multi-scale Gabor maps and then compute ZMs of these maps. In [35],
the face images are divided into sub-regions and for each sub-region, and local and global features
are calculated using LBP and ZMs, respectively. A similar approach is proposed by Singh et al. [36].
Along with the global ZMs, they use the local features obtained with SIFT keypoints. Huang et al. [37]
modified the ZMs calculations and obtained the spatially-weighted ZMs to enhance the effect of
distinctive regions on the face. In [38], the ZMs are calculated separately for the non-overlapping
sub-regions of the face images, and the moments are weighted adaptively according to the regions.
It is known that powerful descriptors can be constructed with ZMs for images which have explicit
shapes, such as fingerprint and optical characters [28,29]. However, for face recognition, local structures
are more distinctive and prominent than global shape information. For this reason, as mentioned above,
along with the local feature extraction operators, ZMs are used for general shape characteristics of
face images in most of the previous studies. To expose local patterns from face images using ZMs in
a robust way, in our previous work we developed a method called the local Zernike moments (LZM)
transformation [39]. In contrast to ZMs calculated from the entire image, LZM representation is obtained
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by applying the ZM transform at each pixel using its neighborhood to capture the micro-structure
around this pixel. By using the complex ZMs calculated for each pixel, a different number of complex
images are generated according to the moment degree. Different studies have been carried out on face
recognition with LZM transformation. In [40], using a scale-space representation, a face identification
method for low-resolution images is proposed. Kahraman et al. [41] have developed a face verification
method with metric learning techniques on the feature vectors generated from LZM maps. In some
studies, complex images obtained by LZM transformation have been encoded using different operators,
and then descriptors have been created for face images. Basaran et al. [42] use local Zernike xor patterns
(LZXP) obtained by encoding LZM images with the xor operator. In [43], real and imaginary LZM
components are encoded with a local phase quantization method. In addition to face recognition, there
are also some studies on facial expression recognition using LZM transformation. Sariyanidi et al.
[44] proposed quantized local ZMs encoding complex ZMs with binary quantization. In [45], LZM
features are used with LZXP features and global ZMs.
A face recognition scheme developed using complex LZM components is proposed in this
work, named multi-scale local Zernike moments (MS-LZM). Similar to [39], in MS-LZM, the LZM
transformation is applied twice in succession. With the first transformation, the effects of lighting
and blurring on the images are removed. The outputs of the second transformation are used to create
feature vectors for face images. In most studies using local methods [20,46,47], the images generated by
encoding with the local operators are divided into sub-regions and histograms are calculated in each
sub-region to obtain the features. Recently, methods that use features around facial points have become
popular [2,48,49], and we prefer to use this approach. For each complex LZM component, we calculate
the phase-magnitude histograms (PMHs) on the patches around the facial points. Then, these PMHs
calculated on all components are concatenated to form a feature vector for each facial point. Using
both local and global shape properties improves performance [50]. Hence, we build an image pyramid
and calculate the features using the images of each different scale. In this way, the local and global
patterns are extracted by using large- and small-scale images, respectively. In the last step of MS-LZM,
the dimension of the feature vectors obtained for each facial point is reduced using whitened principal
component analysis (WPCA) [51].
In recent years, high-performance face recognition methods [7–9,52] have been developed using
deep learning techniques. For the training of the proposed models in these supervised methods, a large
number of labeled images are needed. Models that are trained in some studies are shared with the
public. However, when these studies are to be repeated for any real-world problem, both data and
some high-quality hardware are needed. MS-LZM proposed in this study does not require any labeled
images, since it is an unsupervised method. In addition, PCA matrices can be easily learned using
very few images.
In our previous work [53], we used multiple grids of different sizes to extract features around
facial points from single-scale LZM components, and we showed the performance of the proposed
method on images obtained from controlled environments. In this study, face images are encoded
with the LZM transformation in a multi-scale manner, and the features are extracted from the resulting
multi-scale LZM components using a single grid. To evaluate the method, we used three different
datasets with different properties. The contributions of this study are as follows: (1) In previous studies
using LZM transformation, methods have been proposed for only face identification [39,42,43,53]
or verification [41]. In this study, we develop an unsupervised face recognition scheme for both
identification and verification; (2) In most of the LZM-based studies [39,41,42,53], only one dataset is
used to evaluate the methods. In this study, using Face Recognition Technology (FERET) [54], Labeled
Faces in the Wild (LFW) [55], and Surveillance Cameras Face (SCface) [56] datasets, which have very
different characteristics from each other, we show the performance of MS-LZM (the code is available
at https://github.com/ebsrn/lzm-face) on unconstrained and low-resolution images acquired in
uncontrolled environments or in infrared spectrum. Therefore, this work is important to show that
the LZM transformation can be used successfully in very different real-world conditions; (3) The
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experimental results demonstrate that the proposed approach outperformed the state-of-the-art for
FERET and SCface. In addition, the results for LFW were comparable to the best known results in
literature.
2. Local Zernike Moments Transformation
In this section, we first give general information about Zernike moments. We then describe the
local Zernike moments transformation that allows ZMs to be computed locally around each pixel.
2.1. Zernike Moments
Zernike moments consist of Zernike orthogonal polynomials defined in polar coordinates [27].
Two-dimensional Zernike moments with moment order n and repetition m of an image f (i, j),
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In the above equations, n and m parameters take values as 0 ≤ n, 0 ≤ |m| ≤ n, and n− |m| is
even. Zernike polynomials calculated using n values up to 5 are illustrated in Figure 1.
m543210-1-2-3-4-5 n12345 543210-1-2-3-4-5 -1-0.8-0.6-0.4-0.2 0 0.2 0.4 0.6 0.8 1
Figure 1. Zernike polynomials calculated using values up to n = 5 (left), and 7× 7 local Zernike
moments (LZM) filters corresponding to these polynomials (right). Negative values of m represent
imaginary, while positive values represent real components.
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2.2. Local Zernike Moments
Zernike moments describe the holistic characterization of images using radial polynomials at
different orders and repetitions. Each of these radial polynomials used corresponds to a different
characteristic of the image [57]. In problems such as face recognition, rather than the holistic
characterization of images, local statistics have more importance [14]. Therefore, the local Zernike
moments (LZM) [39] transformation was proposed to extract local variations by calculating these
moments around each pixel on the face images.
In the LZM transformation, Vnm(ρ, θ) are used as k× k filtering kernels:
Vknm(i, j) = Vnm(ρij, θij). (5)
Because Zernike polynomials are defined in polar coordinates, the real and imaginary components
of these filters can be obtained by converting the filters to cartesian form. The real and imaginary
components of the filtering kernels calculated with n values up to 5 are shown in Figure 1. Using








f (i− p, j− q)Vknm(p, q). (6)
Since the imaginary component of ZMs for m = 0 is not available, the filters calculated using
m values different from 0 are used in the LZM transformation. As a result, a different number of
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Figure 2 shows the real and imaginary components obtained for a face image using LZM filters









Figure 2. Real and imaginary components obtained for a face image using theLZM filters given in Figure 1.
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3. MS-LZM Face Recognition Scheme






















Figure 3. Steps of the proposed multi-scale feature extraction scheme using LZM components. Shows
the process of construction of a feature vector for only a facial point.
In this scheme, we first construct an image pyramid to extract both local and global features
from face images. Then, on the images in the pyramid, we apply the LZM transformation twice in
succession. As explained in Section 3.2, it is aimed to eliminate the effects of lighting and blurring on
the images with the first LZM transformation. The complex components obtained with the second
LZM transformation are used to compute the features. We extract these features from the regions
around the facial points which are detected on the face images. By concatenating the feature vectors
constructed using multi-scale LZM maps, we obtain a rich representation for each facial point. At the
last stage, we use WPCA to reduce the dimensions of the vectors and also to obtain more distinctive
vectors. In this section, we explain these steps in detail.
3.1. Multiscale Feature Extraction Around Facial Points
In MS-LZM, an image pyramid is created by sub-sampling the face images by a factor of 3/4
for each coordinate, and then the LZM transformation is applied on these images separately. On the
complex-valued images obtained as a result of these transformations, the feature vectors are constructed
around the points corresponding to the facial points determined on the facial image. To calculate these
feature vectors, overlapping grids are located on the LZM components to be the facial points at the
central point, and a phase-magnitude histogram (PMH) is constructed as described in [39] for each
sub-region of these grids as follows:




A(Ii,j)s(Φ(Ii,j), b, B). (9)
Here, I is a complex image, and i and j indicate pixel coordinates. A(Ii,j) and Φ(Ii,j) represent




im(Ii,j)2 + re(Ii,j)2, (10)
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Φ(Ii,j) = tan−1(im(Ii,j)/re(Ii,j)). (11)
In (8) and (9), B represents the number of bins in the PMH, and the function s(φ, b, B), which is
used in (9), defined as
s(φ, b, B) =
{





The PMHs computed for each facial point on the LZM components of different sizes are
concatenated to obtain a feature vector for each facial point. To detect the facial points, we used
a toolkit [58] which contains the implementation of the method proposed by Kazemi et al. [59].
In Figure 4a, the detected 68 facial points are shown. In this study, not all of these points were used.
Only the 21 points given in Figure 4b were used, and to determine these points, we performed some
experiments. We created subgroups using points around the eyes, mouth, and nose. Then, we selected
the group with the highest performance in the experiments.
(a) (b)
Figure 4. (a) Sixty-eight facial points detected using the algorithm suggested by Kazemi et al. [59]; (b)
21 facial points used to extract facial features.
3.2. Cascaded LZM Transform
Recognition performance is directly related to the quality of the face images. Undesirable
conditions such as illumination and blur on images can cause serious differences between images of the
same person. To avoid this unfavorable effect on textures, it is recommended to calculate the gradient
information of the images and to use this gradient information to extract the texture features [60,61].
There are many studies that have adopted this approach in face recognition. Ding et al. [2] calculated
the gradient values at four different angles on the face images before performing the feature extraction
with local operators. Likewise, in [46], they calculated the features with local operators using horizontal
and vertical gradient values.
In this study, the LZM transformation is applied twice in succession as suggested in [39]. As a
result of the first transformation, complex images are obtained from the facial image. Then, the LZM
transformation is applied again on the real and imaginary components of these complex images.
With the first transformation, the unfavorable features such as illumination and blur on the face
images are eliminated, as it is done by calculating the gradients in the other studies mentioned above.
The PMHs described in the previous section are calculated on the complex images obtained from the
second transformation.
3.3. Dimensionality Reduction and Distance Calculation
By using the method described in Section 3.1, a feature vector is computed for each facial point.
In this study, Whitened Principal Component Analysis (WPCA) [51], which is an unsupervised
dimension reduction method, is used to both reduce the size of these feature vectors and improve face
recognition performance.
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In the dimension reduction process with PCA, an orthogonal projection matrix U is learned
by using training data, and the dimensions of the feature vectors are reduced by using this matrix.
U consists of eigenvectors corresponding to eigenvalues that are sorted from large to small. Hence,
rather than the distinguishing properties, the general properties of the face images are encoded with
the first vectors in the U matrix [2], and the effect of these encoded values on the face recognition
performance is high [62]. In order to overcome this problem, WPCA is a widely-used method.
In WPCA, each eigenvector in U is divided by the square root of its own eigenvalue, and in this way,
the effect of the distinguishing properties of face images is enhanced.
In this paper, the similarity values between facial points are used to calculate the similarity
between two facial images. First, the similarities between the feature vectors whose dimensions are
reduced by WPCA and belong to the same facial point are calculated. Then, these similarity values are
summed up, and thus the similarity between the two facial images is obtained.
There are many similarity and distance functions commonly used in literature to calculate
similarity values. Since these functions have direct effects on performance [63], extensive research
has been conducted to determine the most appropriate method. As a result, it is found that the best
performance is obtained using weighted angle-based similarity, which is used in [46] to compute the
distance between the vectors projected into WPCA subspace, given as:













where X and Y are the feature vectors and λi is the eigenvalue of the ith vector of matrix U. As noted
above, the features computed using the eigenvectors corresponding to the large eigenvalues are not
useful for face recognition. For this reason, in (13), we reduce the contribution of features that include
general information about the faces, using inversely proportional weights to the eigenvalues.
4. Experimental Results
In order to evaluate the performance of MS-LZM, we performed experiments on three different
face datasets which are frequently used in the literature. The first of these was FERET [54], and using
this, the identification performance of MS-LZM was evaluated. In addition to this, since there is
only one image for each person in the gallery of this dataset, single sample per person success was
also tested. LFW [55] was another dataset used in the experiments and is a dataset collected for the
verification problem. The evaluation of the verification performance of MS-LZM was measured by
performing experiments on this dataset. The last dataset used in this study was SCface [56], which has
very-low-resolution probe images. This dataset was used to observe the performance of MS-LZM for
video surveillance.
Some preprocessing operations were done on the images in the datasets mentioned above before
the feature extraction. First, the images were aligned using a similarity transform so that the horizontal
coordinates of the eyes were the same. Then, an image pyramid was generated because a multi-scale
feature extraction approach was adopted in this study. The number of scales used differed according
to the dataset since each image was presented in different sizes and resolutions in each dataset.
While more scales and higher image sizes were used for datasets with high-resolution images, less
scales and smaller image sizes were used for datasets with low-resolution images. To remove the effect
of illumination on the images in the image pyramid, images were normalized to have unit variance
and zero mean, and the resulting images were used in the feature extraction process. This process was
performed as described in Section 3. On the aligned and normalized face images, the cascaded LZM
transformation was applied and then PMHs were calculated using the complex images obtained by
the second transformation. Before each LZM transformation, we separately re-normalized the k× k
local regions to be encoded to have zero mean and unit variance. In order to calculate PMHs, as a
result of the experiments, we decided to use 18 bins for each histogram and 40× 40 grids with 4× 4
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cells which were located at each facial point. After normalizing PMHs using the z-score, all histograms
were concatenated and thus a feature vector for each facial point was constructed. In the last stage,
WPCA was applied on the feature vectors, and for each facial point, descriptors with a length of 1000
were obtained.
4.1. Experiments on FERET
FERET [54] includes a gallery set called Fa and four different probe sets called Fb, Fc, Dup1,
and Dup2. There are 1196 different people in Fa, and each person has only one image. In the probe
sets, there are 1195, 194, 722, and 234 images, respectively. The images in Fb have different facial
expressions and the same lighting conditions as those in Fa, and these two sets are composed of
images which were recorded with the same camera on the same day. Likewise, Fc and Fa sets also
consist of images which were recorded on the same day. However, these images have different lighting
conditions. The images in Dup1 were recorded in the same year as the images in Fa, but on different
days. The last probe set Dup2 consists of images which were recorded in different years from the
images in Fa. Dup1 and Dup2 sets were recorded using different cameras. These sets have facial
expressions, occlusion, scale, and lighting conditions than Fa. In Figure 5, some sample images taken
from FERET are shown. We followed the standard protocol of FERET in the experiments and reported
the identification performance with Rank 1 recognition rate.
Figure 5. Sample face images from the FERET dataset. Images were aligned using a similarity
transformation and cropped.
The characteristics of the filters used in the LZM transformation are quite different from each
other, as shown in Figure 1. Therefore, different features of face images are extracted with each filter.
In order to understand the effects of these filters on the recognition performance, we computed features
separately with the filters obtained for each different (n, m) pair. Using these features, the results
achieved for Fb, Fc, Dup1, and Dup2 are shown graphically in Figure 6.
When these results were calculated, facial images were used in only one scale and resized so that
the distance between the eyes was 80 pixels. Feature vectors were constructed around the 21 facial
points shown in Figure 4. Dimensionality reduction was not performed on the vectors and the L1-norm
was chosen as the distance criterion, since we did not have eigenvalues to use the similarity function
given in (13).
In the graphs given in Figure 6, the results computed using the filters up to n = 6 are shown.
The blue markings on these graphs show the recognition rates achieved using each filter separately.
The red markings (cumulative results) show the rates achieved using the concatenation of the feature
vectors which are computed using filters up to n = 6. When these results were examined, it was
seen that the performance of each filter was quite different, especially for Dup1 and Dup2. The sixth
filter corresponding to n = 4 and |m| = 4 pairs had the lowest success for Fb, Dup1, and Dup2.
When cumulative results were examined, it could also be seen that the filters with low success had
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no negative effect on the result. The second and fifth filters were the most successful. In particular,
the success achieved with the fifth filter was the same as the cumulative success.
11 22n|m| 31 33 42 44 51 53 55 64 6662








































































































Figure 6. Identification rates obtained for (a) Fb; (b) Fc; (c) Dup1; and (d) Dup2, using single LZM
transformation. Blue markings indicate the performance per filter, and red markings indicate the
cumulative performance.
The LZM transformation was applied twice in succession in this study. Therefore, in order to
analyze the changes in performance when filters were used repeatedly, the graphs given in Figure
7 were generated for Dup1 and Dup2. Here, the results obtained with filters up to n = 4 in the
first transform and up to n = 5 in the second transform are shown. In order to make a better
comparison, the results given in Figure 6 are also shown in Figure 7. The best results for Dup1 and
Dup2 (the cumulative filter results when n = 6 and |m| = 6) from Figure 6 are given by the green
horizontal lines. The yellow markings show the performance per filter from Figure 6. These results
are shown in accordance with the values of n2 and |m2|, and they are repeated for each different
n1 and |m1| pair. Comparing blue and yellow markings, it can be seen that better results could be
obtained for the majority of filters if the filters were applied in succession. In addition, when red
markings and green lines are compared, it is clear that better results were achieved with cascaded
LZM transformations. As mentioned in Section 2, LZM is a linear transformation. Therefore, the
filters used in the cascaded LZM transformation can be combined, and with the filters obtained in
this way, complex LZM images can be generated. In Figure 8, we compare Dup2 results calculated
using the cascaded and the combined filters which are obtained using different n and |m| values.
As can be seen from these results, using the cascaded and the combined filters, very close results were
obtained, as expected. The reason why the results were not exactly the same is that in the cascaded
LZM transformation, the local regions were normalized separately before each transformation.
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11 22n1|m1| 31 33 42 44
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10.90.80.70.60.5 per filter successcumulative filter success l1 - per filter successl1 - best result
Figure 7. Per-filter and cumulative filter identification rates obtained for Dup1 (top) and Dup2
(bottom), using single (yellow markings and green line) and cascaded LZM (red and blue markings)
transformations. Blue markings indicate the performance per filter, and red markings indicate the
cumulative performance. Green line and yellow markings indicate the best results and the performance
per filter given in Figure 6, respectively.
11 11n1|m1| 11 222 22 22 31 31 33 33 4233
10.90.80.70.60.5 42 44 444211 31n2|m2| 51 2 42 51 22 42 11 44 1133 42 33 5155cascaded lter successcombined lter success
Figure 8. Dup2 results calculated using cascaded and combined filters which were obtained using
different n and |m| values.
In this paper, as described in Section 3, a multi-scale feature extraction method, MS-LZM,
is proposed. In this method, the features are computed around the facial points and the sizes of
the feature vectors obtained for each point are reduced individually using WPCA. It was mentioned
earlier that 21 facial points were specified. For the number of scales and the sizes of the face images,
we performed comprehensive experiments, and we decided to use the images in five different sizes
as follows: 300× 300, 225× 225, 168× 168, 126× 126, and 94× 94. For 300× 300 images, the eye
coordinates were set to (110, 122) and (185, 122). Aside from this, moment degrees and size of the
filters used in the LZM transformations must also be determined. As a result of the experiments carried
out, the best performance was achieved when the moment degree was n = 4 and the filter size was
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k = 5 for both LZM transformations. The results obtained are given in Table 1 together with the best
known results in the literature.
Table 1. Identification rates on FERET with state-of-the-art results. MS-LZM: multi-scale local Zernike
moments.
Method Fb Fc Dup1 Dup2 Avg
LMEGW//LN + LGXP [64] 99.9 100 94.7 91.9 97.5
s-POEM + POD + WPCA [65] 99.7 100 94.9 94.0 97.7
GOM [66] 99.9 100 95.7 93.1 97.9
LMEGW//LN + LGBP [64] 99.9 100 95.6 93.6 98.0
Basaran et al. [42] 99.8 100 96.0 94.9 98.2
MDML-DCPs + WPCA [2] 99.8 100 96.1 95.7 98.3
Basaran et al. [53] 99.8 100 97.5 96.6 98.8
LPOG + WPCA [46] 99.8 100 97.4 97.0 98.8
MS-LZM 99.7 100 98.1 97.9 99.1
While these results were calculated, the feature vectors were constructed concatenating the PMHs
with 18 bins which were calculated in each 4× 4 cells of 40× 40 grids. The dimension of the feature
vectors was reduced to 1000 with WPCA. Using Equation (13), the similarity values between the
vectors, whose dimensions were reduced, corresponding to the same facial point were calculated and
further summed in order to obtain the similarity between two face images.
In the results given in Table 1, it is obvious that the best identification results were obtained with
the proposed method. Only four images from the Fb set could not be correctly identified. However,
this is almost the same level as the highest results for this set. The results for the Fc set were all 100%.
The superiority of MS-LZM is evidenced by the results obtained for Dup1 and Dup2. The images
in these sets were recorded at different times from the gallery set and are the hardest sets in FERET.
All studies compared in Table 1 use local feature extraction, methods as in MS-LZM. The results
obtained in these studies using different local operators, including Gabor and LBP, were not better
than the results obtained using LZM features in this study. On the other hand, our results are higher
than those given in other studies [42,53] using LZM features. In [2,53], features are obtained around
the facial points and the dimensions of the vectors are reduced with WPCA. Therefore, these methods
are structurally more similar to MS-LZM. However, the results obtained in this study are better than
the results achieved in both studies.
4.2. Experiments on LFW
Labeled Faces in the Wild (LFW) [55] is composed of images collected over the web. For this reason,
the dataset is quite rich in terms of variations in photo quality, pose, illumination, resolution, age, race,
accessories, make-up, occlusion, background, and facial expression. There are 13,233 face images
detected by the Viola–Jones face detector [67], and 5749 different people in this dataset. There is a
different number of images for each person, and the number of people with two or more images is 1680.
Within LFW, there are two separate sets called View1 and View2. View1 was used for model selection
and algorithm development, and View2 was used for calculating the success of the used methods.
View2 has 10 subsets, and the images in the subsets do not overlap with each other. In each subset,
there are 300 matched and 300 unmatched pairs. While performance was being calculated, 10-fold
cross-validation was performed using 10 subsets. The performance for each subset was calculated
separately and the remaining 9 subsets were used for training operations. In studies conducted in the
literature, the results obtained are generally given in six different categories. Unsupervised methods
are compared in one of them, and supervised methods are compared in the other. In this study, since an
unsupervised method is used, the results obtained are given together with the best known results in
the unsupervised category. In many studies in the literature, besides the original LFW, frontalized
versions of this dataset are also used. In this study, we use the images which are frontalized with the
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method proposed by Zhu et al. [49]. Sample images (original and frontalized) of this dataset are given
in Figure 9. To measure the verification performance on LFW in the unsupervised category, the area
under the curve (AUC) of the receiver operating characteristic (ROC) curve was used as specified in its
standard protocol [55]. The AUC value for each subset was calculated, and the average of these AUC
values is reported.
Figure 9. Sample face images from Labeled Faces in the Wild (LFW). The first, third and fifth columns
show original images, and the second, fourth, and sixth columns show frontalized images.
Table 2 shows the results obtained using MS-LZM for LFW together with the best known results
in the literature. While these results were calculated, face images were used in five different scales,
and the sizes used for images were the same as those used in FERET experiments. For first and
second LZM transformations applied on multi-scale images, the moment degrees were four and the
filter sizes were seven. When the experiments were performed on this dataset, WPCA matrices were
learned using 1200 images randomly selected from nine subsets other than the subset used for the
performance calculation.




SA-BSIF + WPCA [70] 0.9318
LBPNet [10] 0.9404




As in Table 1, in the methods compared in Table 2, the features for face images were
computed using local operators. With MS-LZM, we obtained better results than the others except
for MRF-Fusion-CSKDA [73]. In MRF-Fusion-CSKDA (which is proposed only for the verification
problem), features were obtained with three different local methods (Multiscale Local Binary Patterns
(MLBP) [74], Multiscale Local Phase Quantization (MLPQ) [75], and Multiresolution of Binarised
Statistical Image Features (MBSIF) [76]), and these features were fused with a nonlinear binary classifier
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(CSKDA [73]). In this study, we used only LZM features and propose MS-LZM for both identification
and verification problems.
4.3. Experiments on SCface
SCface [56] is a dataset that has been created in accordance with real-world conditions [56]. Images
in this dataset were recorded in uncontrolled indoor environments using seven surveillance cameras
with different qualities and resolutions. Two of these cameras recorded in infrared spectrum (IR).
While the images were being recorded, the cameras were placed at a higher position than the heads
of the people (at a height of 2.25 m) and images were taken at three different distances: 4.2 m, 2.6 m,
and 1 m. There are a total of 4160 images taken from 130 different people in the dataset.
Within SCface, there are two different identification protocols, DayTime and NightTime. In the
DayTime protocol, a gallery set consisting of mugshot images of 130 different people is used, and there
are a total of 15 probe sets created from images taken at 3 different distances using 5 different cameras
(cam1-5). In the NightTime, both the gallery images used in the DayTime protocol and a gallery set
consisting of 130 mugshot images recorded in infrared spectrum can be used as a gallery set. In this
protocol, there are a total of six probe sets which are created with the IR images taken at three different
distances using two different IR cameras. Grgic et al. [56] recommend that external images should be
used as a training set, so that the results obtained in these protocols are more consistent. Therefore,
the Fa set of FERET was used to learn the PCA matrices in the experiments performed in this study.
According to the standard protocol of SCface, the identification performance was given as Rank 1
recognition rate, as it was in FERET.
Sample images of SCface are presented in Figure 10. There are too many images with low
resolution in this dataset. For this reason, the feature vectors, which were constructed using the images
in five different scales in the previous sections, were constructed here in only three different scales.
Face images were resized to three different sizes as follows: 126× 126, 94× 94, and 70× 70. For the
126× 126 image, the eye coordinates were set to (50, 66) and (75, 66). When facial images are used in




Figure 10. Images from SCface. (a) In visible and (b) in infra-red spectrum. In the first column, mugshot
gallery images are given. In second, third, and fourth columns, the images recorded at distance 1, 2,
and 3 are given, respectively.
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Table 3 shows the results obtained for the DayTime protocol with the best known results in the
literature. While these results were calculated, the moment degrees in the first and second LZM
transformations were set to four, and the filter size was seven in both transformations.
Table 3. Results of SCface DayTime protocol with state-of-the-art results.




cam1_2 7.7 56.2 73.1 75.4
cam1_3 5.4 45.4 47.7 42.3
cam2_1 3.1 36.9 57.7 62.3
cam2_2 7.7 50.8 66.2 74.6
cam2_3 3.9 42.3 48.5 43.1
cam3_1 1.5 34.6 49.2 53.9
cam3_2 3.9 46.9 63.1 80.8
cam3_3 7.7 51.5 54.6 54.6
cam4_1 0.7 32.3 43.9 69.2
cam4_2 3.9 50.0 75.4 82.3
cam4_3 8.5 50.8 58.5 56.9
cam5_1 1.5 36.2 53.9 64.6
cam5_2 7.7 32.3 52.3 64.6
cam5_3 5.4 31.5 38.5 36.2
Average 4.7 16.4 20.2 42.7 56.8 62.2
According to the results given in Table 3, it can be seen that the proposed method achieved
the highest result in average success. The results obtained were approximately 6% higher than the
best known result (Local Patterns of Gradients (LPOG) [46]). In [46], the DayTime gallery set was
used as the training set while the LPOG results given here were calculated. When they used Fa set
as the training set, the average success achieved with LPOG was 50.8%. Since only Fa was used as
the training set in this study, the improvement achieved was actually more than 10%. In the SCface
Daytime protocol, there are a total of 15 probe sets. These consist of images taken at three different
distances by using five different cameras. Taking the results obtained into account, it can be seen that
the results obtained for distance 2 (2.6 m) were better than distances 1 (4.2 m) and 3 (1 m). Although
distance 3 is closer than 2, the main reason why the results for distance 3 were not better is the angular
difference caused by the camera being above the head alignment. Comparing MS-LZM with other
methods, it can be seen that the results obtained for distances 1 and 2 were better. Despite the fact
that the recorded images for distance 1 have low resolution, MS-LZM achieved significant progress,
especially for cameras 3, 4, and 5.
The results obtained for SCface NightTime protocol are given in Table 4 with the best known
results in the literature. In order to calculate these results, the moment degrees used in the first and
second LZM transformations were 1 and 4, respectively, and the filter size was 7 in both transformations.
With the proposed method, it is obvious that the best performance was obtained for the average success
for the NightTime protocol. In addition, the best results were achieved in all probe sets. In experiments
for this protocol, both Daytime and NightTime gallery sets were used together. To learn PCA matrices,
only the Fa set was used as in the DayTime protocol.
Table 4. Results on the SCface NightTime Protocol with state-of-the-art results.
Probe PCA [56] ELBP [79] LPOG [46] MS-LZM
cam6_1 1.5 9.2 13.1 21.5
cam6_2 3.1 15.4 23.9 38.5
cam6_3 3.9 25.4 31.5 33.1
cam7_1 0.7 13.1 17.7 27.7
cam7_2 5.4 13.1 20.0 34.6
cam7_3 4.6 13.9 19.2 25.4
Average 3.2 15.0 20.9 30.1
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4.4. Discussion
4.4.1. Results
In this paper, using three different datasets with different characteristics, we show the performance
of the proposed method against different problems that can be encountered in real-world conditions.
The major problems can be listed as follows: variations of illumination, pose, facial expression, and low
resolution. As mentioned in Section 4.1, FERET has four different subsets (Fb, Fc, Dup1, and Dup2)
with different properties. The images in Fb have different facial expressions from the gallery set, and
using MS-LZM on this set, we achieved results at the same level as the best known results. The images
in Fc were recorded under different lighting conditions. As can be seen in Table 1, MS-LZM and the
other methods achieved 100% performance on this set. The reason for this is that the local feature
extraction methods are robust against illumination changes [14]. Dup1 and Dup2 sets are the most
challenging ones in FERET, and they have different poses, scales and facial expressions. With MS-LZM,
we achieved the highest results, reducing the error rates for these sets by 26.9% and 30%, respectively.
In the datasets used in this study, LFW is the most challenging one in terms of pose differences. For this
reason, as in many studies in the literature, frontalized images were used in this study. However, as can
be seen in Figure 9, the frontalization process can lead to severe degradations in some images. Besides,
the fact that there are many variations in the dataset (e.g., resolution, facial expression, and occlusion)
also make this set very difficult. However, using MS-LZM, we were able to achieve a satisfactory
result with a 0.9515 (AUC result) on this dataset. SCface is a dataset that was collected considering
real-world conditions. The images were recorded on different days and in uncontrolled environments
in terms of lighting. In addition, since the individuals were recorded in their natural state and did not
look to a fixed point during recording, the dataset has pose variations and facial expression. There are
also very-low-resolution images in the dataset. Since SCface is not divided into subsets for different
problems, it is not easy to mention MS-LZM’s performance separately on this dataset for different
problems. However, since the images recorded at distance 1 have very low resolution as shown in
Figure 10, we can talk about the performance of MS-LZM on low-resolution images. According to the
results in Tables 3 and 4, MS-LZM had better performance for all of the subsets recorded at distance 1,
and the average error rate at distance 1 was reduced by 21.4% for SCface-Vis and 10.9% for SCface-IR.
On the other hand, we can say that MS-LZM was more robust than the other methods against the
mentioned problems when we consider the average results obtained on all subsets of SCface. In Tables
3 and 4, we reduced the error rates by 12.5% and 11.6% (on average), respectively.
4.4.2. Parameters
In this study, some parameter values used in the experiments performed on FERET, LFW,
and SCface datasets were different. These are as follows:
• The number of scales used for extracting multi-scale features and the sizes of face images
• Moment degrees and filter sizes used in LZM transformations.
The parameter values used for each dataset are given in Table 5. These values are different because
the resolutions of the images presented in the datasets are very different from each other. There are
too many low-resolution images in SCface, since the images of the moving persons are recorded at
different distances with surveillance cameras. In order to ensure that the image distortions on the face
images are not excessive, the face images were used in only three different sizes in the experiments
performed with this dataset. In FERET and LFW, the quality of the images is better and therefore five
different scales were used to reveal the details in the faces better.
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Table 5. Parameter values used for each dataset and feature extraction time for different settings.
Dataset n1 n2 k1 k2 #Scales Time
FERET 4 4 5 5 5 0.82 s
LFW 4 4 7 7 5 0.95 s
SCface-Vis 4 4 7 7 3 0.39 s
SCface-IR 1 4 7 7 3 0.10 s
(n1, k1) and (n2, k2) parameter pairs are for first and second LZM transformation, respectively. IR: infrared
spectrum; Vis: visible spectrum.
An image can be reconstructed using its own Zernike moments. As the moment degree used
increases while the Zernike moments are calculated, the error level of the reconstructed image
decreases [80]. In other words, the details of an image can be better encoded by increasing the
moment degree. In the experiments performed with FERET, LFW, and SCface-Vis (DayTime protocol),
the moment degree was four in both transformations. However, in the experiments performed with
SCface-IR (NightTime protocol), the moment degree was one in the first transformation and four
in the second transformation. The reason for this situation is that there are fewer details about the
faces in the images in SCface-IR. In the first transformation, when low-resolution face images were
encoded by taking the moment degree small, intra-class similarities and between-class differences were
better preserved. When the moment degree was selected larger, the similarities between the classes
increased because there was less distinguishing information to be encoded in the images. While five
was used as the filter size in both LZM transformations for FERET, seven was used for other datasets.
FERET consists of images obtained from controlled environments, and the images in this dataset have
better resolution than the other datasets used in this study. Hence, the area to be locally encoded
was kept narrower, so that the details of the face images were more discriminatively encoded. Since
the other datasets consist of images from uncontrolled environments, the details in the images have
less distinguishing information. Therefore, larger regions were encoded using a larger filter size for
these datasets.
In Table 5, we provide the execution time for each different setting to extract features from a
face image. When calculating execution times, we did not include the time spent on dimensionality
reduction operations in order to clearly see the effect of the parameter values used on execution time.
It is possible to reduce the given feature extraction times with a careful implementation and using
parallel programming techniques. We have implemented MS-LZM using C++ with OpenCV library,
and performed the experiments on a PC with Intel Core i7-3930K CPU and 40 GB RAM.
With the LZM transformation, the desired number of filters can be obtained according to the
selected moment degree and number of repetitions. Since the characteristics of these filters are different
from each other, different features of face images are extracted with each filter. In this study, all the
filters obtained according to the used moment degree were used to construct the feature vectors.
Instead of using all filters, using a suitable optimization method, a subset of the filters can be selected
that enables the extraction of more distinctive features, and thus better results are likely to be obtained.
5. Conclusions
In this study, we introduced a face recognition scheme using the LZM transformation. The two
most important issues for successful face recognition, especially for face images obtained from
uncontrolled environments, are the used image descriptor and the designed face recognition scheme.
In MS-LZM, which is proposed in this work, the descriptors are obtained using complex images
generated by LZM transformation. First, an image pyramid is created for each face image to reveal
both local and global properties of the face images. Then, a cascaded LZM transformation is applied to
each image in this pyramid. With the first transformation, undesirable conditions such as illumination
and blur effects are removed as much as possible. On the LZM images obtained as a result of the
second transformation, phase-magnitude histograms (PMH) are calculated around the facial points.
Appl. Sci. 2018, 8, 827 18 of 22
In previous face recognition studies performed with LZM transformation, only face identification
or verification problem was taken into consideration. In this study, for both of these problem,
we proposed an unsupervised face recognition scheme and achieved high performance on FERET,
LFW, and SCface datasets. Each of the datasets used has different characteristics than the others.
Since FERET contains a single image for each person in the gallery set, the results for this dataset
showed the single sample per person success of MS-LZM. LFW is a popular dataset which consists
of unconstrained face images and is used for the verification problem. The last dataset, SCface,
was created using images taken from surveillance cameras. Using this dataset, MS-LZM was measured
for both low-resolution images and for infrared images. Experimental results showed that our method
outperformed state-of-the-art methods on FERET and SCface datasets, and the results obtained for
LFW were comparable to the best known results. Taking these results into consideration, it can be
easily concluded that MS-LZM is a powerful method that can be used to solve face identification and
verification problems encountered in real-world applications.
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