We study a realistic numerical model of an autonomous all-optical neural network based on two coherent optical cavities in order to demonstrate its high potential for high-speed signal processing with low power consumption.
Introduction
Reservoir computing is a bio-inspired approach based on recurrent neural networks to process time-dependent signals [1] . Several implementations of reservoir computers (RCs) have demonstrated state-of-the-art performance on a wide range of complex tasks such as time series prediction, speech recognition and nonlinear channel equalization [2] [3] [4] [5] . Recently, we demonstrated a photonic RC based on a coherently driven passive cavity with very low error rate and intrinsic low power consumption [6] . In all these works, the readout layer was implemented through digital post-processing. Nonetheless, a proof of concept analog readout layer was demonstrated in [7] , whose aim is to directly generate the output signal without any off-line post-processing.
In the present work we show in simulation how an optical analog readout layer can be adapted to a photonic RC based on a coherently driven passive cavity [6] . Implementation of an analog readout layer requires a form of analog summation. To this end, an electrical low pass filter was used as an integrator in [7] . Here we exploit a second passive cavity as an all-optical integrator. Also, while the nonlinearity indispensable to RC operation is provided by the readout photodiode in [6] , here a sine nonlinearity is implemented on the input signal through a Mach-Zehnder modulator (M-Z), whereas both the reservoir itself and the readout layer are kept linear.
Our simulations include all the experimental limitations of the setup (e.g., device bandwidths, sampling rates, noise, resolutions, etc.) and show state-of-the-art error rates. This system will be the first all-optical autonomous reservoir computer.
Operation principle
Using the discrete time variable n and N neurons xi(n), our reservoir dynamics can be approximated by
, where u(n) is the input signal to process, α is the feedback gain, β is the input gain, mi is a randomly chosen input mask, and γ is the bias. The output signal is given by ( ) = ∑ ( )
=1
, using N readout weights W i .
During a training step, the first part of the input sequence u(n) is used to optimize α, β, γ and W i by minimizing the mean square error [y [6] . First, during a training step, channel 1 (Ch1) and channel 2 (Ch2) record the phase and the amplitude of the neurons states xi(t) used to compute the readout weights Wi(t) off-line. Then, the analog readout M-Z output Wi(t)xi(t) is integrated by the optical cavity of the analog readout layer to yield y(t). This output signal y(t) is finally recorded using channel 3 (Ch3).
Nonlinear noisy channel equalization results
The goal is to recover an input symbol sequence from the signal received at the output of a standardized nonlinear noisy multipath RF (radio-frequency) channel. For a complete description of the task, see [3] . Results in Fig. 2 (c) were obtained using 10 sequences of 3000 training symbols and 6000 test symbols, with N=30 for our simulated setup. Note that all the 60000 symbols were correctly classified for a signal-to-noise ratio of 32dB. [7] . SNR: Signal-to-Noise Ratio; SER: Symbol Error Rate.
The processing speed being scalable, these results pave the way to ultrafast autonomous all-optical analog computing. In addition to its low error rate performance, the linear and passive nature of the cavities used makes the system intrinsically power efficient.
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