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KLASIFIKASI BERITA HOAX DENGAN ENSEMBLE MODEL 
MENGGUNAKAN TEKNIK STACKING DAN MULTIPLE 





 Berita hoaks perlu diklasifikasikan karena merupakan informasi menyesatkan 
dan dapat berbahaya bagi orang yang membaca dan menyebarkannya. Berita hoaks 
dapat diklasifikasikan dengan bantuan pembelajaran mesin. Berdasarkan penelitian 
terdahulu, model klasifikasi dengan algoritma Naïve Bayes terbukti memiliki hasil 
terbaik diantara algoritma lainnya seperti SVM dan C4.5. Ensemble model dengan 
teknik stacking memanfaatkan kemampuan model dengan performa baik pada 
klasifikasi untuk menghasilkan hasil yang lebih baik. Berdasarkan fakta dan 
permasalahan tersebut, penelitian ini bertujuan untuk mengklasifikasikan berita 
hoaks dengan ensemble stacking menggunakan beberapa model Naïve Bayes. Jenis 
Naïve Bayes yang dapat digunakan untuk klasifikasi berita hoaks dengan ekstraksi 
fitur TF-IDF yaitu Gaussian Naïve Bayes, Multinomial Naïve Bayes, dan 
Complement Naïve Bayes. Penelitian menggunakan dataset yang diperoleh dari 
Mendeley berisi 600 berita yang telah diberi label oleh tiga orang penilai. Berita 
dalam dataset terdiri dari 372 berita dengan label valid dan 228 berita berlabel 
hoaks. Uji coba dengan empat kombinasi base classifiers dilakukan untuk 
mengetahui pengaruh jumlah classifiers yang digunakan dalam ensemble stacking. 
Hasil uji coba dengan kombinasi tiga classifiers menempati peringkat ketiga dengan 
rata-rata f1-score 76.4%, sedangkan peringkat pertama dan kedua dihasilkan oleh 
kombinasi dua classifiers dengan rata-rata f1-score tertinggi 76.6%. Hasil tersebut 
membuktikan bahwa dalam klasifikasi berita hoaks, jenis classifier lebih 
berpengaruh dibandingkan dengan jumlah classifiers yang digunakan terhadap 
performa ensemble stacking. Hasil penelitian yang dilakukan menunjukkan rata-
rata f1-score tertinggi dihasilkan oleh klasifikasi berita hoaks menggunakan 
ensemble stacking Gaussian Naïve Bayes dan Multinomial Naïve Bayes dengan 
rata-rata f1-score 76.6%. 
 
Kata Kunci: Complement Naïve Bayes, ensemble learning, Gaussian Naïve Bayes, 
    klasifikasi hoaks, Multinomial Naïve Bayes, stacking
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HOAX NEWS CLASSIFICATION WITH ENSEMBLE MODEL 
USING STACKING AND MULTIPLE  





 Hoax news needs to be classified because misleading information can be 
dangerous for people who read and spread it. Hoax news can be classified with the 
help of machine learning. Based on previous research, classification model using 
Naïve Bayes algorithm is proven to produce best results among other classification 
algorithm such as SVM and C4.5. Ensemble stacking takes advantage of the ability 
of base models with good performance in classification to produce even better 
results. Therefore, this study aims to classify hoax news by stacking several Naïve 
Bayes models to produce better results. The types of Naïve Bayes that can be used 
to classify hoax news with TF-IDF feature extraction are Gaussian Naïve Bayes, 
Multinomial Naïve Bayes, and Complement Naïve Bayes. Dataset used for this 
study was obtained from Mendeley containing 600 news that had been labeled by 
three referees. This dataset consists of 372 news with valid labels and 228 news 
labeled as hoaxes. Experiment was carried out with four combinations of base 
classifiers used for ensemble stacking to determine whether the effect of the number 
of classifiers used in ensemble stacking will influence the performance, which can 
be measured by f1-score. Experiment using a combination of three classifiers were 
ranked third with an average f1-score of 76.4%, while the first and second ranks 
were the results from two different combinations of two classifiers with the highest 
average f1-score of 76.6%. Proving that in the case of hoax news classification with 
ensemble stacking, choosing the right type of classifier is more influential than 
increasing the number of classifiers. The best ensemble stacking for classifying 
hoax news uses Gaussian Naïve Bayes and Multinomial Naïve Bayes as base 
classifiers, which produced the highest average f1-score of 76.6% 
 
Keywords: Complement Naïve Bayes, ensemble learning, Gaussian Naïve Bayes,  
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