The growing acceptance of database systems makes their performance increasingly more important. One way to gain performance is to off-load some of the functions of the database system to abackend computer. The problem is what functions should be off-loaded to maximize the benefits of distributed processing.
1, INTRODUCTION
As databases grow in size and their use becomes more widespread, the load on a computer due to a database system becomes a prime performance problem. This paper examines various methods for off-loading different functional parts of the database software to a second machine. The goal is to reduce the load on the first computer by distributing part of the database system to the second computer. Permission to copy without fee all or part of this material is granted provided that the copies are not made or distributed for direct commercial advantage, the ACM copyright notice and the title of the publication and its date appear, and notice is given that copying is by permission of the Association for Computing Machinery. To copy otherwise, or to republish, requires a fee and/or specific permission. * R. 8. Hagmann and D. Fenari For the remainder of the paper, this additional machine is called a back-end computer, and the first computer is called the front-end. Throughout this study, we did not attempt to do specialization of the backend. There was no hardware assist to perform database functions, and we did not use a special or highly tuned operating system on the back-end. All of these are excellent methods to improve performance, but are beyond the scope of this work.
This study investigates the performance impact of a database system's functional subdivision by constructing the proposed software configurations. Once the functional subdivisions were constructed, experiments were run to determine their performance. The software of a real database system was modified so that parts of it could run on different computers.
An empirical approach was chosen because a database system is not a standalone entity: it executes on physical hardware and (usually) runs under the control of an operating system. The interrelationships among hardware, operating system, and software are quite complex and can best be studied by observing an actual system.
The Problem This paper addresses the general problem of how the software that implements a database system's functions should be functionally subdivided between the front-end and back-end. One way to view the two parts of the database system is to consider them as running on a pair of computers consisting of the front-end and the back-end machines. However, the problem addressed in this work does not only arise in the case of a central computer assisted by a back-end machine. It is also found in a distributed system consisting of a set of computers, possibly personal computers, that communicate with one or more database servers. In both cases the database software must be functionally partitioned into two pieces: the code for the front-end(s) and the code for the back-end (or database server).
Motivation
The issue of database system performance has existed since the first of these systems were built. Several machines, either to assist or to perform the database function, have been proposed, prototyped, and, in some cases, built. Some of these machines have been built upon intuition: their creators have proposed a technical solution to what they perceived as the performance problem of database systems. A second way to approach the problem of database machine performance the method used in this work, is the experimental way: with this method, each of several proposed functional divisions of the database system is built and tested before deciding the tasks to he assigned to the back-end machine or how the system ought to be organized.
Database systems are hard to construct and often run poorly, since the functions they must perform are often not in harmony with those provided by the operating system or the underlying hardware. Examples of these discrepancies are double-paging (the operating system pages the database system's buffer pool), delayed writes (the operating system delays a tile system write to gain efficiency), lack of fast, stable storage (any data that must survive a crash or power failure ACM Transactions on Databeae Systems, Vol. 11, No. 1, March ,986.
The University of California at Berkeley has many DEC VAX-II' series computers running the Berkeley version of the UNIX' operating system [15, 231. The particular version of Berkeley UNIX used in the experiment, a predecessor of 4.2 BSD, incorporated networking facilities, the 3.Mhz version of the Ethernet, called Research Ethernet [19] , and the TCP/IP network and transport protocol [Zl, 221. In addition, the INGRES database system [26] that was developed at Berkeley was available for experimentation. Due to the availability of the VAX computers, the Berkeley UNIX operating system, the INGRES database system (Version 7), and local expertise in these two software systems, the choice of the hardware and software bases for the experiment was quite easy.
Two computers were used in the study, Medea and Ingvax. Medea is a VAX-11/750 and Ingvax a VAX-11/780. Medea always served as the front-end and Ingvax as the back-end.
Paper Organization
The next section describes the partitioning of the database system. Section 3 then describes the experiment, benchmarks, and measurements. Some implementation details are put into the Appendix that appears at the end of the paper. Section 4 gives the experimental results, and Section 5 compares the results between the configurations. The final section draws some conclusions.
THE PARTITIONING OF INGRES
A General Description of INGRES Except for the utilities, Version 7 of INGRES, running on the VAX-11 series under the UNIX operating system, uses four processes when executing with the standard terminal monitor (an ad hoc query processor initialization process that sets up connections for, and establishes, the next two processes. The bulk of the system's execution involves the process for the ad hoc query processor (monitor) and the process for the database system (uaxingres). (Both the initialization process and the monitor process may be replaced by an application that directly interfaces to the database process vaxingres.) The monitor and vaxingres processes are connected by a pair of UNIX pipes. A pipe is a data stream between two processes on the same machine: data written into a pipe by one process can be read sequentially by the other process. Queries coded in ASCII flow across this interface using one of the pipes. The queries are processed by the vaxingres process. Results are returned using the second pipe. If a sort is needed it is invoked as a process by vaxingres. The sort process, ksort, communicates with the vaxingres process by reading and writing specific tiles in the tile system. During the implementation phase of this research, the ksort process was merged into the vaxingres process to save process startup overhead.
One way to understand how a query is processed in INGRES is to follow the query through its execution. This discussion is quite brief and many details have been omitted. First the query coded in the INGRES query language QUEL is entered into the user interface module located in the monitor process (recall that the monitor process can be replaced by an application program). The user interface deals with the terminal and does some preprocessing on the query (e.g., macro expansion). The query is then passed to the query parser located, as are all other functions, in the main database process uaxingres. Here the query is parsed and checked for semantic and syntactic correctness. Protection and view processing are also done at this time. Next the query is sent to the query decomposition andplanning module (decomposition), which breaks the query into a sequence of subqueries that involve only one variable (i.e., one relation). Each subquery is passed to the inner loop (also called the one-variable query processor (OVQP)) for execution. The access methods support the inner loop by accessing tuples (records) in the database. The access methods use the UNIX file system to access the data on the disk. Results are returned to the user interface by the inner loop as they become available, or the results are written into a (possibly new) relation (see [26] for more details).
The Configurations of INGRES
As stated earlier, each subdivision of functions between the front-end and backend computers is called a configuration. Although a larger number of possible software configurations exist, this study focuses on the six configurations discussed below. These configurations were chosen on the basis of three criteria. The first was that almost all tightly coupled processing he done in one machine. The reason for this requirement was to make the network traffic manageable, as well as to reduce the synchronization overhead needed between the two machines. Second, it must be reasonably simple to implement each configuration starting from the basic INGRES system. The final criterion was the existence of an example of the configuration either in the real world or in the literature in the form of a proposal. The configurations are described in order of increasing responsibilities for the back-end machine.
In our description we refer to the block diagram in Figure 1 . The first configuration, Ingres, is trival to build, since it consists of the existing, ACM Tlanssetions on Database Systems, "0,. 11, No. 1. March ,986. nondistributed INGRES system. This configuration corresponds to all the functions shown in Figure 1 being performed by the front-end computer. This configuration was tested using only one computer. The Ingres configuration is included in the study because of its historic and commercial importance, and because it provides a yardstick with which the other configurations can be compared.
The second configuration includes an intelligent disk controller, and is called smart disk (see horizontal line "a" in Figure 1 ). Here the file system functions have been moved to the back-end machine. For the rest of the configurations the file system will be in the back-end. Examples of the interface functions between the machines are opens and closes for files and reads and writes for disk pages. The smart disk has sufficient buffer space and processing power to allow it to make intelligent decisions regarding buffering policies. This configuration is represented in the commercial world by the IBM 3880 Model 13 Disk Controller [13] and in research by the Xerox WFS file server [29] .
The third configuration, called access methods, continues the migration of functions to the back-end machine (see horizontal line "h" in Figure 1 ). In it, the software that gets, replaces, finds, inserts, and deletes tuples (records) from/in the database (i.e., the software that is normally called the access methods) also resides in the back-and machine. This configuration is similar to that proposed for a CODASYL-style back-end database machine by Canaday et al. [5] , to the Navigational Interface in [2] , to the ADABAS Data Base Machine marketed hy Software AG [24] , and to the IDMS hack-end machine built by Cullinane [6] .
The fourth configuration also moves the "inner loop" of query execution to the back-end machine, and is called inner loop (see line "c" in Figure 1 ). Most operations on the database take the form of queries. If the query is nontrivial, the database system must read and process more than a single record. This involves looping through records and processing the data found in them. In INGRES this is called the one-variable query processor (OVQP). It is reasonable to move OVQP entirely to the back-end because of the high amount of time the database spends in its inner loop for complicated queries and the tight dependency of the inner loop on the data from the database. Dividing the inner loop and the data would tend to generate too large an amount of network traffic. The idea of moving the inner loop computation to the back-end is also used in DIRECT [7] and by Intel in the iDBP [14] . However, the inner loop in both DIRECT and the iDBP is much larger than the loop migrated in this configuration. A single backend call in DIRECT and in the iDBP is done to perform a join, while in the inner loop configuration this operation could require many calls.
The fifth configuration is called decomposition (see line "d" in Figure 1 ). The back-end machine has now become a query execution engine. A parsed and validated database query is sent from the front-end to the back-end machine. The full query is executed in the back-end machine. This configuration is reasonable because the interface is particularly simple: the front-end sends over the parsed query and the back-end machine responds with status information and possibly a data stream. A similar organization has been adopted by BrittonLee [8] in the IDM.
In the sixth and final configuration, called parser, the back-end computer is a full back-end database machine (see line "e" in Figure 1 ). Unparsed and unvalidated queries are sent from the front-end to the back-end machine. The response is some status information (e.g., an error message indicating a malformed query) and possibly a data stream. Only the user interface or the application program remain in the front-end. The Relational Interface [2] , which is still in the prototyping stage, is a potential commercial example of this configuration. The Data Base Computer (DBC) is a university research example of the parser configuration [3] .
Generality of Partitioning
Although INGRES was particularly suited to these configurations, we believe that similar partitioning of other database systems are possible. Without indepth knowledge of the code for any of these systems, we cannot specify exactly what these partitions would be. However, almost all systems have buffer managers that correspond to the smart disk configuration. Considering System R [2] , there is a division of the system into two parts: the relational storage system (RSS), that corresponds with the access methods configuration and the relational data system (RDS), a part of whose interface is quite similar to the decomposition configuration.
THE EXPERIMENTAL APPROACH
At least four methods of investigation can be employed to answer the question discussed in the previous section: analytical modeling, simulation, careful measurement of a database system running on a single computer, and construction and measurement of a multiple computer database system. Each of these approaches represents a well-respected method of investigation. However, both analytical modeling and simulation are critically dependent on the assumptions the evaluator makes about what is important to model. During the selection process for an approach it was felt that in this study it would be impossible to make sufficiently good assumptions to justify a modeling method. The careful measurement of a single computer system could be effective if the functions that ACM Transactions on Database Systems. Vol. LL. No. 1. March 1986. would in reality be performed by each of the separate computers could easily be identified and measured. This approach was rejected for two reasons: first because of low clock resolution and inaccuracies in performance statistics kept by UNIX and second because actually building the system would be a more accurate way of doing the study.
Once a configuration had been identified, the software of the database system was examined to determine exactly which functions would be migrated to the back-end. Sometimes these functions were performed by a complete process or a set of modules in the original database system. In these cases the mechanisms used by the processes or modules to communicate with that part of the system that would reside in the front-end machine could be simply converted to allow them to communicate over a network connection. In the rest of the configurations, software was constructed to perform the necessary interfacing functions. The implementation of this interface usually took the form of a remote procedure call. That is, the arguments and return values were specified by copy semantics (not by pointers) and the call was synchronous (blocking). When the interface software was in place, the correctness of the configuration's implementation was tested by using the standard system exerciser for the database system selected for the experiment. We discuss the implementation of the various configurations in more detail below.
Of course, this approach is not without disadvantages. First of all it is by far the one that requires the largest amount of work. The system must also be built on an existing database system and communication software. This caused problems in that the partitioning and its performance was effected by the internal database system structure, and the communication software is known to be costly in CPU time. Subtle but critical implementation problems arose and could not be finessed, as would have been possible in the other approaches. Analytic modeling and simulation can typically examine a broader range of parameters than an experimental approach. Each "run" of a model of this type is usually much cheaper, and therefore more runs can be performed. However, the greater accuracy of the results produced by the experimental approach makes this objection much less important in studies like the one described in this paper.
Implementation
See the Appendix for further details on implementation.
Databases Used in the Experiment
Any experiment in database system performance requires that one or more databases and one or more query streams that refer to these databases be selected. In an attempt to get results that would be less tied to the particular database used in the experiment, this experiment was performed on two different databases. One was mostly synthetic, but was constructed to be representative of data and queries used in a statistical application. In particular, the application was concerned with census data and was called the Regional Accounting System (RAS) at the Lawrence Berkeley Laboratory [16] . In normal operation the RAS database is used to answer moderately complex queries. Some updating of RAS was performed, but most writes were done to temporary relations. stream was designed to be representative of how a true census database would be used.
Since the second database gave results that are similar to those obtained from the first, those results are not reported in this paper. The interested reader can find the database description and test results in [12] .
Network Benchmarks
During the design of the experiment it was anticipated that for some configurations the results would be dominated by network performance. Some configurations would be heavy network users, and since the communication was layered over network software with known high cost, the networking costs could dominate all other costs. Hence a series of experiments were designed and carried out to measure the CPU overhead and the delay associated with the network.
It was hoped that a simple empirical model of network performance could be constructed. However, contrary to intuition and common practice, these tests revealed that message delay was not a nice linear function of a few selected performance variables (number of logical messages, number of packets, and number of bytes).
Each type of remote procedure call had a characteristic message pattern: a certain number of bytes would be sent and some number of bytes would be returned. The network was benchmarked for each logical message size combination that was used in some remote procedure call used in any configuration. This was done by writing a program that first created a copy of itself on a remote machine with a TCP/IP connection between them. These two processes would then exchange a large number of messages of the desired size. Very little processing was performed by the processes in either machine. In such an environment the average time to exchange one message could be computed. Both computers used in this experiment were dedicated, and were the same machines used in the database system measurement experiments.
Criteria for Comparison of the Configurations
Part of the goal of this research was to keep the experiment and the measurements as general as possible. One consequence of this is that there are no fixed criteria that we anticipated using to compare the configurations. We also chose to run the query streams without "think time," to stress the behavior of the database system as much as possible. Thus the query streams do not simulate human users, since there is a lack of think time. While the measurements taken can be used to calculate throughput, they lack the detail to compute the responsiveness to individual queries.
Measurements and Instrumentation
In a study like the one described in this paper it is normal to measure the following quantities: elapsed time, central processor time, main memory utilization, disk I/OS, number of messages, and total number of message bytes transmitted. If at all possible, each of these statistics should be broken down into the contributions of the individual modules that consumed the resource. Since the ACM Transactions on Datsbase Systetems, Vol. 11, No. 1, March ,986. * 9 programs were not memory-limited, it was not necessary to measure main memory utilization. This study used internal counters and statistics kept by the operating system on a per process basis as an approximation to the above ideal.
To get better measurements the hardware and/or the operating system would have to be changed, and this was felt to be beyond the scope of our study. When getting measurements it is desirable to obtain the same or related data in as many ways as possible, so that they can be checked against each other to insure their correctness. This experiment used three methods to obtain performance data.
While running a database system configuration, each process, just before exiting, did a system call to the operating system to request the collection of performance data. These data were obtained by the "vtimes" system call, and are called process data. The process data obtained included user and system CPU time, average use of program and data space in memory, disk I/O reads and writes charged to the process, and the number of page faults and swaps of the process. These data were sent back, eventually, to the terminal monitor process, and then printed on a per process basis.
Each process in a configuration also kept its own internal statistics. The number of logical reads and writes from or to relation pages was recorded. Also kept were the number of logical messages sent, an approximation of the message size distribution, and the total number of bytes sent over the network.
Finally, a program was constructed to measure the total amounts of resources consumed by the system during a test. This program, endstat, also relied on the operating system as the collector of measurement data. It recorded computerwide user and system CPU time, the number of disk transfers, the number of input and output packets, the number of input and output network errors, and packet collisions. We refer to the data so collected as system-wide data.
EXPERIMENTAL RESULTS

Network Measurements
The network used in our experiment was the 3-megabits per second version of the Ethernet. At the time of this experiment only two families of protocols had been implemented: those for shipping unreliable messages and those involving reliable byte streams. Only the reliable byte stream family of protocols (TCP/IP) was used in this experiment.
As mentioned above, in most cases the front-end and back-end machines communicate via remote procedure calls. The arguments and the necessary global variables, preceded by a small header, were packaged in a message and written onto the stream to the back-end. When this message arrived it was unpackaged and the call was executed. The results of the procedure call plus any changed glob& were then packaged into a response message and sent back to the frontend. The front-end would then unpackage the results and glob&, and return would be done to the originating procedure in the front-end.
Therefore, the interaction between the front-end and back-end usually consisted of a message sent and a reply returned. The length of a message depended on the type of procedure call. By recording the distribution of message sizes, it ACM Transactions 0" Database systems. "0,. was possible to determine the counts of the various types of exchanges (e.g., to distinguish "open" calls from "get" calls). A separate test was run for each size combination of message (send/reply) pairs exchanged between the front-end and back-end. All the message size combinations were determined and clustered. Fifteen benchmarks were then run to get network performance data.
Due to the way connections were established this exchange was sometimes performed on a single connection. Occasionally, however, a separate reply connection was established to minimize the changes required when converting from simplex UNIX pipes to duplex network connections. The existence of a separate connection made a higher packet traffic likely, since the packet acknowledgments could not be piggy-backed on the replies. Also, a second message was sometimes sent before the response to the first had been received.
Except for a test (not shown in Table I ) that exchanged one message, all tests made 5000 simulated calls to the back-end. During measurement data collection the only significant work that was done in either the front-end or back-end was ACM Tmneaaetions on Database 8ystems, "0,. 11, NO. 1. March 1986. to exchange the messages. In the results presented in Table I , separate reply (Sep reply) entries indicate that two connections were used. The "Split F/B" column means that the data were written using two writes instead of one in the frontend (F) or back-end (B), respectively. A blank entry in that column means that the data were not split. The packets sent and received by the front-end include those necessary to start the test. Exchanging only one message caused 14 packets to be sent and 16 packets to be received in 10.9 seconds. The "Adjusted time" in the table is the time it took each test to run, less the single message time of 10.9 seconds. This is to eliminate process activation and communication establishment time from the total time required to do the simulated calls. Finally, the values in the exchanges per second column (Exch per set) are computed by dividing 5000 (the number of calls) by the adjusted time.
All tests were run twice, and the results used in the rest of this section are the average of the two measurements. Two runs seemed sufficient, since the test results were all within 4 percent of each other. This indicates a high degree of repeatability, and is consistent with the 3 percent variability found in the database benchmarks (see below).
Database System Measurements
Each configuration was measured with the database described in Section 2. Only one simulated user performed the queries without "think time" between the completion on one query and the start of the next query.
Ideally, several executions of the benchmarks should have been done to compute confidence intervals for the results. Due to the length of the benchmarks and the need for dedicated machine time, each configuration was measured only once. However, prior to the final measurement sessions, several debugging runs were performed, in particular for the Ingres configuration. The results from these runs indicate that there was at most a 3 percent variability in the major measurements: elapsed time, CPU utilization, and number of physical disk I/O operations.
The first column in each table is named "Config," and contains the contigu ration of INGRES as described in Section 2. Some abbreviations are used. The Ingres configuration was benchmarked twice: once on a VAX-11/780 (Ingvax) and once on a VAX-11/750 (Medea). The results are denoted in the "Conlig" column by Ing(I) and big(M), respectively. For each configuration there is a line, where the "Config" name appears, which contains test-wide results (e.g., "Net time"). On some tables this line is blank except for the configuration name. All configurations except Ingres have separate lines for the front-end ("front") and back-end ("back") data in all tables except for the summary tables.
CPU Utilization Measurements
Table II presents CPU utilization data. These data were acquired by both the process and endstat (system-wide) methods. The "Process CPU" column shows the total time charged by UNIX to all the processes in the configuration. "Systemwide CPU time" reports the machine-wide use of CPU time during the test. This time is broken down into User, System, and Idle time. The VAX-11/750 and VAX-l l/780 do not have the same performance characteristics. The total system ACM Transactiona on Database Systems, "0,. columns present the raw measurements unadjusted for differences in the processors. To get a balanced view of the CPU time expended it is necessary to adjust the time of one machine to the other. Hence the VAX-11/750 CPU time is adjusted to VAX-11/780 time. The system CPU times consumed when running the Ing(1) and Ing(M) benchmarks were used to determine the multiplier, and this turned out to be 0.629. The "Total 780" times were computed by finding the total CPU time and multiplying by 0.629 if this portion of the test was run on a VAX-11/750. The two values of "Total 780" CPU times obtained from process and system-wide are given in Table II. One problem encountered in the benchmarking experiment was an apparent bug in the 4.la Berkeley UNIX software. Several of the 23 subtests had more characters than normal in the query inputs. The apparent bug in the operating system made the remote shell that was sending this query data to loop. Although functionally correct, this distorted the measurements. This extra CPU time showed up principally as system time in the back-end. Hence only the user time was used to adjust the values of "net time" in the network overhead results below.
The only measurement results that need to be explained, once the above bug is discounted, are those for system-wide user CPU times. Here we see a nice progression of CPU cycles used from the front-end to the back-end as more functionality is added to the back-end (see Figure 2) . However, the system-wide user CPU time for smart disk (2339 seconds) is greater than the time for Ingres (Ing(M) used 2141 seconds). There are two reasons why this should not be very alarming. First, there is extra copying of data between buffers in the smart disk configuration, which certainly causes an increase in user CPU time. Second, there is the 3 percent variability from run to run mentioned in the previous subsection. The combination of these two factors makes these measurements The busy time, and hence "% Busy," was estimated by taking the average disk I/O to be 30 milliseconds. Relation reads and writes were counted by the database software. A relation read or write is made when the database system cannot find a page it needs in its own internal buffers or it has a page to be written to disk and must request the file system to do the operation. These counts are called "Relation Read" and "Relation Write" in the tables. Note that these requests may not generate actual I/O operations: the page to be read may already be in the UNIX file system buffer pool. Process data also records all the reads and writes that UNIX charges to any process in the database software. These counts are reported in the "Process Reads" and "Process Writes" columns. Note that these three methods of measuring disk I/O activity are not equivalent. A disk I/O operation may be due to some other cause besides one that is directly charged to database processes (e.g., cleaning a virtual memory page). A relation read or write may not cause a physical I/O because of file system buffering. Finally, other system calls besides read or write can cause disk I/O operations to occur. As can be seen in Table III , and graphically in Figure 3 , the various ways of measuring disk I/O lead to different results. One would hope that there would be a simple relationship between the measurements from the various sources. The internal counts of relation disk I/O should be somewhat greater than the process counts due to file system buffering. Other reads and writes to files occur in INGRES besides those to relations, but these were insignificant in our tests (5-10 read/writes per test). The sum of reads and writes reported by process data plus the number of disk I/O operations due to paging should about equal the number of physical disk I/OS.
Consider the Ingres configuration running on Ingvax (Table III , label Ing (1)). Here the number of relation reads was 42,376, process data recorded 16,108 reads, there were 1156 page faults (recorded by process data but not shown in the tables), and a total of 36,957 physical disk I/OS. The smart disk configuration used a ten-page read buffer. This cut the number of relation reads down to 13,996, with the process data count down to 12,079.
In the Ingws configuration the internal count of relation reads (42,376) was substantially larger than the process data count (16, 108) . However, when allowance is made for tile system buffering by looking at the smart disk configuration's 12,079 process data count reads, there is a discrepancy. Since the smart disk used only a ten-page buffer (much smaller than that of the UNIX file system), the 12,079 reads it did are an upper bound on the number of real disk I/OS for relation reads. There are about 4000 extra disk reads charged to the process that cannot be accounted for by relation disk I/O operations. While there were 10,286 relation writes, process data charged the process with 16,659 writes. The total reads reported by process data (16, 108) There should have been up to about 12,000 relation reads, 10,000 relation writes, and 1000 page fault reads. This means that there should be about 23,000 physical disk I/O operations. In fact, there were about 3'7,000. What were the other 14,000 disk I/O operations? Some of this discrepancy is due to the difference between what is counted as a relation read/write and a read/write as reported by process data. By analyzing the Berkeley version of UNIX used in the experiment, it was determined that many system calls could cause the write counter for process data to be incremented, and that their list includes almost all the system calls that deal with the file system or with process management. Note that these system calls could, but are not guaranteed to, cause disk I/O operations.
To process the queries only 23,000 disk I/OS were needed. An additional 11,000 disk I/O operations occurred, presumably due to system calls. That leaves 3000 disk I/O operations that cannot be accounted for, and were apparently due to internal functions in the operating system kernel. We believe that examples of this may be cleaning memory by the paging machinery, reading and writing of file system disk page allocations tables, and updating the file name and 12 percent extra disk I/O operations due to internal functions in the operating system kernel. Hence 60 percent more disk I/O operations than strictly necessary were performed.
This problem was even worse for other configurations. For the smart disk configuration, no relation disk I/O operations occurred in the front-end. Process data reported 632 reads and 742 writes, and there were 1348 page faults. However, the number of physical disk I/O operations counted by endstat (system-wide measurements) was 10,150. The other configurations have discrepancies between 6000 and 7000 physical disk I/O operations. All of these discrepancies are to be attributed to the operating system kernel.
The conclusion is that running under an operating system is expensive. Many more disk I/O operations occur than are strictly needed.
Network Overhead Results
Table IV presents the network overhead results. The database system has internal counters to record the number of logical messages sent ("Msgs") and the total number of megabytes of message data ("Megabytes").
System-wide data shows the total number of output packets sent by a machine ("Output pkts"). From this number and the wall-clock elapsed time, the number of output packets per second ("Opkts/sec") sent by a machine can be computed. The percentage of time that data are present on the Ethernet cable is computed by knowing the number of * megabytes, the number of packets (each packet has an 80-byte header), and the duration of the run. This value is reported in the percent wire busy column ("% Wire busy"). Finally, using the distribution of message sizes recorded internally by the processes, the count of each type of call (e.g., get a page, replace a tuple) was computed. Using the network benchmark data from Table I , these counts were used to compute the total amount of time spent in purely network overhead for the test. The sum is reported in the "Net time" column. Since these ACM Transactions on Database Systems, "0,. 11, NO. I, March 1986. The results reported in Table IV seem quite reasonable. Only two points are worth mentioning.
First, the amount of time that the Ethernet was busy ("% Wire busy") was quite low. Access methods was the configuration that used the network the most, and it only kept the network busy about 7 percent of the time. Second, to get the access methods configuration to perform reasonably well, it was necessary to tune this configuration by implementing page-level buffering for "get" calls. This meant that part of the code for the access methods was duplicated in the front-end from the back-end. The tuning cut the number of messages by about a factor of 5.7 and the number of bytes transmitted by a factor of 9.
Summary Time Data
Table V presents summary time data. The "Wall-clock" column reports the time it took each test to run from beginning to end. The startup time for a null query stream was also computed, and subtracted the proper number of times (the benchmark did more than one startup) from the raw elapsed time to obtain the pure elapsed time ("Wall-clock less null"). The "Adjusted wall-clock less null" time is the "Wall-clock less null" time one would have if the test were run on two VAX-11/780s instead of one VAX-l l/750 and one VAX-11/780. This column was computed by subtracting 0.271 (i.e., 1.00 -0.629) times the system-wide user time for the front-end from the "Wall-clock less null" time. The "Net time" column is the same as in Table IV . Finally, the elapsed time this test would have taken if run on two VAX-11/780s, with no startup time and no network overhead, was estimated and is reported in the "Adjusted wall-clock" column. This column was computed by subtracting "Net time" from the "Adjusted wall-clock less null" time.
If there was no additional resource consumption introduced in constructing the configurations, the values in the "Adjusted wall-clock" column should he fairly independent of the configuration. In fact, in Table V this is nearly true for  all configurations (the times range from 36~00 to 42:00), except for inner loop. Due to the high data synchronization costs in the inner loop configuration, a higher value was expected here, and the conjecture was confirmed by the results. The conclusion we can draw is that the construction of the configurations did ACM Transections on Database Srstems, Vol. 11. NO. 1. March 1986. * 13. B. Hagmann and D. Ferrari not induce any large performance problems into the database system software, and did not, therefore, unacceptably distort our comparisons.
CONFIGURATION COMPARISONS
Each configuration consumed different amounts of resources in the experiment. Depending on the performance metric chosen as the most important one, each configuration could be considered the best performer. No configuration was uniformly better than all other configurations on the basis of the tests described in the previous sections. The parameters of the communication medium and the protocol overhead, the relative speeds of processors and disks, the relative processing powers of the front-end and back-end, and their respective processing loads can cause one configuration to outperform all other configurations. In addition, certain design factors of a back-end database machine for navigational database systems (e.g., IMS and CODASYL) make some configurations infeasible. This is because the semantic level of the interface between an application program and the database system is quite low in navigational database systems. Hence, the higher level interfaces, those found in the inner loop, decomposition, and parser configurations, could not be built for these types of database systems. This section examines each configuration and describes the environment in which it is expected to perform best.
It should be noted that almost all the factors referred to in this section are related to performance or cost. In practice, other factors are certainly not less important: market-place acceptance, overload of the front-end, protection, portability, and maintainability should all be considered in building a real-world database back-end.
lngres
This configuration is included as a reference; it is not a serious contender for a back-end database system. It does not have multiple processors, and there is little possibility to specialize the hardware and software for the back-end as in other configurations. However, the Ingres configuration has two advantages over all other configurations: it can be built using only one machine and uses no additional hardware components. If the query load is light, the extra cost of a more complex back-end than a simple disk controller may not be justified. Even a smart disk controller may not be cost-effective if the type of query load does not lend itself to effective buffering (e.g., semirandom single-tuple retrieval out of a large database). Ingres has the advantage over the other configurations in that all decisions are made in one machine. This configuration used the fewest total CPU cycles. The reason for this is simple: the communication and the coordination needed in the other configurations are not free.
Smart Disk
The smart disk configuration did not perform as well as expected. A small amount of buffering worked quite well, but its effectiveness did not scale to larger buffers. Including fast, stable storage in the controller can be very effective, but only if the query load does a comparatively large number of updates [X2] . In this work ACM T*ansaetions on Database Systems, Vol. 11, No. 1, March was.
Performance Analysis of Back-End Database Architectures * 19 we did not deal with concurrency control, and this could he a major problem in building a smart disk with multiple front-ends. We feel that the following properties are necessary in a smart disk controller to be used as a database system's back-end. First, the controller must possess an accurate model of the processing order of the disk pages [ZS] . Some inserted tuples cause disk pages to be split and an overflow page created. These overflow pages are to be logically inserted into the body of the file when it is read serially. Second, the controller should have sufficient stable storage to perform the delayed writing of some amount of committed data. Note that only committed data for nontemporary relations needs to be buffered in a stable manner: a system crash can destroy database internal temporary relations without any major consequences. Third, multiple pages should be read from disk when the cost of doing this is sufficiently low and when the processing order of pages makes it likely that some of the additional pages will be used. Finally, the disk controller must do "load through." As stated above, when a page is needed that resides only on disk, it is likely that the controller will choose to buffer more data than that actually requested. However, it must send the requested page to the front-end as soon as possible.
Access Methods
The access methods configuration does not make sense for relational database systems. For navigational database systems, it is hard to imagine circumstances where this configuration performs well. As the network performance results in Section 3 indicate, the access methods configuration caused the heaviest load on the network. Before page buffering was added this difference was even more extreme. Clearly, the access methods configuration requires a high-bandwidth, low-overhead interface.
The market for this type of back-end machine may be quite narrow. The backend must be a moderately powerful computer, since it has to perform fairly complex tasks. Thus it cannot be an inexpensive machine. A high-bandwidth and low-overhead communications medium must be used (e.g., a bus or parallel I/O channel). When a back-end is being built to support an existing database system, this configuration can run efficiently only if the access methods are on a process boundary in the original database software. For new systems being built, the process structure should satisfy the same requirement. This may very well be the case in IMS-or CODASYL-style database systems. The underlying reason for this structural requirement is that the database system must protect itself from the user, and the only real protection mechanism in most systems is that of process isolation. (Use of privileged modes is an alternative strategy.) In IMSor CODASYL-style database systems the interface to an application program is at the access methods level. We speculate that the main savings for the frontend when the access methods are moved to the back-end are not primarily in user CPU time, but rather in context-switch overhead time. Each call to the database usually causes two full context switches: one to the database process and one back to the user process. By moving the access methods to the backend, the two full switches become two half switches: a half switch to the operating ACM Trmsaetions on DataLme Systems, Vol. 11, No. 1, March 1986. * R. B. Hagmann and D. Ferrari system to issue the request to the back-end and a half switch from the operating system back to the user process when the request is completed. (A full-context switch is a change from one process to another process; a half-context switch is either a process giving up control to the operating system kernel without starting a different user process, or the operating system giving control to a user process.) For this configuration to be competitive, the overhead of communications must be much less than the savings due to context-switch overhead. The cost of this type of back-end must be offset by saving CPU cycles in the front-end. While this is possible in IMS-and CODASYL-style database systems, it is unlikely to be effective in a relational database system. For systems where there are other protection mechanisms besides process isolation (such as protection rings), the access methods configuration is even less appealing, since this savings of context switches is not there, and extra context switches may actually be produced.
Inner Loop
The inner loop configuration used more CPU time in both the front-end and back-end than the decomposition configuration.
It is, therefore, never to be preferred to decomposition.
This configuration resulted in the best distribution of the CPU usage between the front-end and back-end. However, the amount of coordination required between the two machines made this configuration almost impractical. Although initial analysis of this configuration made it appear to be viable, testing proved that this was not the case. We feel this was because the level of the interface was too low: the back-end should have been able to do joins in response to a single request from the front-end, instead of usually requiring several requests.
Decomposition
This configuration was quite successful, as it combined a reasonably low amount of communication with high processing locality in the back-end. If the back-end is built to sustain its load effectively, decomposition is expected to do quite well. Unfortunately, this configuration is only applicable in relational database systems.
Both this and the parser configuration provide a high-level interface to the back-end machine: the semantic content of the messages exchanged by the two machines is large, the messages are fairly infrequent, and the context-switch time consumed is small. Both configurations also match well the protection boundaries of the database system with the physical boundary between the two machines. In the decomposition configuration the back-end must check that the parse tree passed to it has certain properties. This is necessary to insure that the parse tree makes sense and to provide some protection in the back-end, which may be necessary if the back-end is to be interfaced to multiple front-ends. Most of this checking must be done in the parser anyhow, but in the decomposition configuration some of the checks must he duplicated in the back-end.
Parser
Like the previous configuration, parser was successful, but is only applicable in relational database systems. In fact, our experiments suggest that the performance difference between these two configurations is probably smaller than the effects caused by our design decisions and by the errors affecting our measurement results. A cost advantage in the back-end, the network communication speed, or a bottleneck could make either configuration preferable to the other.
As noted above, in this configuration the natural database protection boundary nearly coincides with the machine interface.
CONCLUSIONS The Experimental Approach
As discussed in Section 3, this research used the experimental approach. The main reason given there was that such an approach would give the best results, since building accurate models would he too hard and running them too expensive. We begin this section by reviewing that decision on the basis of the experimental results.
Some of the configurations were quite hard to build and debug. In Section 2, we did not really describe the problems of the actual implementation.
The performance of the system can be quite adversely affected by a migration of some (apparently) small functions between the front-end and back-end (e.g., adding page-level buffering in the front-end for the access methods). To get reasonable performance data, each configuration was tuned. This resulted in some minor functions being duplicated or moved between the two machines; in some cases a cache was added to the front-end.
Some features that are conceptually quite easy are tremendously hard to implement and debug. Examples of these features are those needed to ensure tile and buffer consistency. Details of the implementation, such as internal relation numbers, must be kept consistent between the front-end and hack-end. All this entails additional code to be written and run and extra messages or data to be exchanged between the front-end and back-end.
All of these problems, which made the experimental approach quite difficult to implement, would make it even harder to build a realistic analytic or simulation model.
In the "Disk I/O Measurements" section above, it was pointed out that in some tests 60 percent more disk I/O was performed than was necessary. In the above section we examined the causes of disk I/O, but the point here is that this operating system overhead would not have been predicted by a simple model of database use.
The conclusion is that the proper choice was experimentation.
Even very sophisticated models built without having confronted practical implementation problems beforehand would have ignored several significant aspects of an actual database system. The experience and insight gained by really building the software were quite different from that needed to plan the configurations. the implementation problems we encountered, we feel that the experimental approach gave us the most reliable results. Another important problem is that of the generality of results. When running an experiment on real software, the performance data obtained could be relevant only to that particular software system. The following questions can be asked. Are the conclusions one may draw from the results valid for all types of database systems? Are the conclusions valid for at least all relational database systems? Are the conclusions valid for all databases and query streams or only those used in the experiment? Are they valid over the whole spectrum of hardware configurations and capacities, and over that of operating system organizations and implementations?
We believe, but cannot demonstrate, that the results obtained for some of the configurations are valid for all database systems. This is the case for the access methods and smart disk configurations, where the least amount of functionality was migrated to the back-end. For relational database systems, we believe that our results have a somewhat wider generality. Only the inner loop configuration is clearly applicable solely to INGRES. Individual database systems use different methods for implementing the various database system functions (e.g., join methods, type of locking). However, the functions performed by INGRES must have some counterpart in any relational database system. Hence, the actual results from measuring INGRES are not directly applicable to all relational database systems, but the indications from JNGRES do have some implications for all relational database systems. As mentioned above, there were two distinct databases and query streams used in the experiment. Hence, the results should not reflect the idiosyncrasies of a particular database. To enhance the credibility of the results, all the configurations were tuned. Usually the tuning was quite simple, but for two of the configurations it involved substantial changes and additional buffering.
However, even with these substantial drawbacks, we believe that the experimental method provided the most reliable information about how a real database system would perform in the ways we have experimented with when functionally partitioned between two computers.
Final Remaks
The primary goal of this work was to investigate the relative performances of several functional subdivisions of a database system. If the choice of performance metric, the relative processing power of the two computers, the network overhead, and other factors are taken into account, there is no configuration that is uniformly better than all others. The smart disk configuration should be used when there is a strong concern with overloading the back-end, since it uses the least processing power in the back-end. The acce.s~ methods configuration can perform well for IMS or CODASYL style databases, provided that communication is very inexpensive. The decomposition and parser configurations were both found to be excellent choices for relational database systems. The data collected in this study could not adequately distinguish them. Hence each configuration, except inner loop, is to be preferred to all other configurations in certain cases or contexts. ACM Transactions cm Database Systems, Vol. 11, No. 1, March 1986. * 23 The INGRES system did not run queries the same way every time, since the system needs a unique identifier, and it constructs one from the process identifier. This is inconvenient when benchmarking the system for performance since tests are not repeatable. Any system that uses unique identifiers, such as process identifiers, has a similar problem.
The network protocols dominated the performance of one of the configurations (access methods) and was quite significant in two other configurations (inner loop and smart disk). Although we did expect the protocols to have a significant impact on performance, the degree to which they influenced performance in some configurations was not expected. To send a one-packet message takes around 10 milliseconds (i.e., about 10 times the context-switching time). It is beyond the scope of this paper to examine in detail the causes of this phenomenon.
A second interesting feature of the network performance is that it is not a simple function of the number of messages, the number of packets, and the number of bytes sent. The network seemed to be improving its performance as messages got longer.
One of the most impressive results was the size of the operating system overhead. One measurement indicated that 60 percent more disk I/O occurred than was necessary (i.e., about 40 percent of disk I/O was overhead). We speculate that there is a similar large overhead in CPU cycles. We feel that these overheads were primarily due to the mismatch between the database system and operating system requirements. The conclusion is that a back-end should not run under a standard operating system, as the performance penalties of using a standard operating system are too large. Instead, a specially tailored runtime executive is about all that is needed. Functions that are candidates for omission from the executive are memory management, device management, processor management, and those in the file system. Memory management can be performed better by the database system since it can make a more intelligent use of buffer space. Device management for the disk is important because of crash recovery. Processor management by the database system can help prevent convoys. Finally, the general file system provided by typical operating systems is too rich in functionality and too expensive to run with a database system.
We also observed that in INGRES there appears to be a trade-off between modularity and performance. By adding some semantics of the higher level functions to the low-Ievel implementation, a gain in performance can be achieved. This can be seen in disk page buffering, in adding the concept of temporary tiles to a file system, and in disk-head scheduling.
Future Work
At the beginning of this work we did not have sufficient data to build accurate models of a database system, or in particular of the INGRES database system. Our work can now be extended to build a model of INGRES based on the data obtained in our experiments. A more general model of relational database systems based on the underlying data model could also be constructed.
A further extension of this work would be to test additional configurations. In particular, a configuration similar to inner loop that also did join processing in a single call to the back-end would be interesting. Implementation Details With respect to the implementation, the configurations could be divided into three classes: the Ingres configuration, which did not require any work as it was already available; some other configurations, which needed only a moderate amount of work because the functional division fell on or near an existing process or module boundary; the rest of the configurations, where this was not the case, which required substantial amounts of software modification and construction. The code of INGRES is structured as a group of modules. A process is a set of modules. These modules can call each other whether or not they reside in the same process. Calls are either local within a process or encoded and sent over a pipe connecting (eventually) tbe source process to the process that contains the module to be called. Hence it is possible to repartition the software of INGRES into additional processes. In fact, the PDP-11 version of INGRES running under the UNIX operating system executes using more processes than the VAX-11 version.
The feature analogous to a pipe in the Berkeley UNIX operating system implementation of the TCP/IP protocols is a reliable byte stream connection. If INGRES is partitioned following module boundaries into processes on a single machine, then the pipes can be converted to connections when INGRES is run on two machines. This is basically what was done for the parser and decomposition configurations. Due to some peculiarities in the implementation of INGRES, the processes allocated to the front-end still have to be able to access the same file system as the back-end. (This was necessary for various functions such as storing and accessing macros and reading the text for error messages.) Hence a simple version of the smart disk back-end (described below) was also connected to the front-end processes. The code for the smart disk back-end always ran in the back-end.
The inner loop configuration also followed module boundaries. However, subtle problems concerned with file synchronization and shared global data structures made this configuration hard to build. The basic method of communication between the processes and with the smart disk back-end was the same as for the parser and decomposition configurations.
The remaining two configurations, smart disk and access metkods, did not functionally divide INGRES along module boundaries. For these configurations the following building methodology was used. First, the function or procedure calls that were to be done remotely were identified, thereby determining the functional boundary between the two machines. A "stub" was built to catch all calls from the front-end machine to functions in the back-end. The stub contains a function of the same name as the function to be executed remotely. The first call to any function in the stub causes the creation of the back-end process and establishes a reliable byte stream connection to it. All calls to functions in the stub are then passed to the remote process by doing a remote procedure call [ 17, 20, 251 . This means that the calls are converted to messages on the connection. Each message identifies the function to be performed and the arguments and global variables needed. The back-end, upon receiving the message, determines which function is to be called, sets up its own copy of the global variables, and calls the function with the received arguments. The return value of the function, ACM Tramaction* on Database Systems, "0,. 11, NO. 1, March 1986. together with all potentially modified arguments and global variables, are sent to the front-end. The front-end decodes the response and copies the arguments and global variables back to their original locations.
For the access methods configuration, this remote procedure call was synchronous: it blocked in the front-end waiting for the back-end. The smart disk configuration was optimized to allow file system write calls to be nonblocking. This was done to simulate more realistically the use of nonvolatile storage. However, since a write was very rarely followed by another write, this bad very little effect on system performance. All other remote calls were blocking.
