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Statistical inference from surveys typically relies on the assumption that observations received are an accurate, unbiased, and independently drawn reflection of factual "truth," or at least that misreporting is effectively random with respect to the research question. However, there are often differences between what is reported by respondents and their actual behaviors and statuses. Large bodies of literature and effort have been dedicated to theoretical development underlying misreporting, attempts to measure its effect, survey methodologies designed to minimize misreporting, and statistical methods to account for it after data have been collected. One key piece of conventional wisdom in survey best practices is that the gender of the surveyor should match the gender of the participant for live interviews to minimize biases due to social pressures.
Social distance theory predicts that reporting bias will increase with social distance between the interviewer and interviewee as well as with the relative importance of the question asked. 1 In practice, social distance may not always be clearly defined. However, the source of bias is fairly intuitive: the more the interviewers' perceived norms differ from participants' actual behavior or knowledge, the more likely subjects are to modify their responses to comply with perceived norms. While social distance was originally mostly defined across race, literature increasingly focused on gender differences. 2, 3 While differential responses to male and female interviewers seem likely conceptually, evidence on interviewer gender effects is limited and somewhat contradictory. 3 Interviewer gender effects appear to be best documented in cases of sexual behaviors [4] [5] [6] [7] [8] [9] [10] and gender-related political and social issues. [11] [12] [13] [14] [15] Effects were also observed in areas that were seemingly unrelated to sex and gender, including disclosure of loan amounts, 16 youth criminal activity, 17 and reporting concussion symptoms. 18 Findings are often inconsistent across geographic regions. 4 Interviewer gender effects even been observed in cases where the data collection took place without a live interviewer. 5, 6, 11, 12, 17 In this paper, we use data from large population-representative household surveys in four African countries using both male and female interviewers to assess the degree to which survey gender predicts survey responses.
Methods

Data
We analyze four recent household surveys implemented by the World Bank in collaboration with ministries of health and local survey partners in Burkina Faso (2014), Cameroon (2012), Central African Republic (2012), and Republic of Congo (2014) as baselines surveys for current Results-based financing intervention projects conducted in these countries. All surveys used a two-stage cluster-randomized sampling procedure, first randomly selecting enumeration areas (EAs), and then randomly selecting households with women of ages 15-49 for the surveys. Respondents in this sample consisted only of adults (18+). For all surveys, a standardized household questionnaire was used. In all four surveys, selection of interviewers was left to local survey implementers, who recruited and trained surveyors specifically for these surveys. We use standard OLS regression models in our analysis. Given that surveyor team gender composition (27% female on average, ranging from 11% to 48%) varies across regions and villages, we include enumeration area fixed effects in our empirical models, and thus explore within-cluster variation in responses only. This model allows correct causal inference under the assumption that households within a given community are randomly assigned to interviewers, which seems plausible given that survey supervisors -who assign households to interviewers -generally have no information on households and simply assign households sequentially to staff based on the list of eligible households.
For binary variables, we used logistic regression models; for continuous variables, standard OLS models were used. All estimates include enumeration area clustered standard errors and confidence intervals. Country-specific fixed effects are directly absorbed by the lower level cluster fixed effects. To explore possible interaction effects between the genders of the surveyor and the participant we include dummy terms for all combinations in the analysis of the household variables (where respondent gender varies).
To explore heterogeneity across countries for all questions, we run separate country-specific regressions to estimate the impact of surveyor gender for each country.
We additionally use meta-analysis to estimate pooled effects across categories of dependent variables, referred to in the text as "meta-pooled" coefficients. We assume a random-effects model, where we are estimating an average effect across several independent effects, rather than assuming the existence of a "true" effect. In order to make coefficients more comparable across variables, we additionally used zscore, or a standard normalized variant of the dependent variables. Dependent variables were transformed into standardized outcomes by subtracting the mean and dividing by the standard deviation, yielding a zscore. This allows use of both continuous and binary variables together in meta-regression, whereas the logistic meta regression only allows binary outcomes variables.
All analysis and charts were generated using Stata 14.
19 Meta-analysis was performed using the metan package. 20 The full model equations and standardization formulas we estimate are shown in Appendix 1. Descriptive statistics includes all interviews in the dataset, with both male and female surveyors. Standard deviations in parentheses
Results
The four surveys captured a total of 51,423 individuals from 22,835 households, as shown in Table 1 . 57% of respondents were women, with a mean age of 33. There were 54 female interviewers out of the 199 total interviewers across the four surveys, with 27% of the interviewers being female, and 31% of interviews performed by female interviewers. As shown in Table 2 , average differences in reported household size and owned goods are small and generally not statistically significant. However, all effects measured for household size and goods are positive. When all four variables in this category are converted to z-scores and combined using metaanalysis, we find that female interviewers have a significant increase average in reporting of household size and goods, with 1.094 (95% CI: 1.024,1.169) times the odds of reporting household goods for the three binary variables in this category. On average, households with a female respondent (mostly with a female head of household) were smaller and marginally poorer. We did not find evidence for differential gender effects in households with female respondents in any individual question, nor were significant effects observed when pooling questions together in meta-regression. The odds of reporting each of the four questions pertaining to pregnancy events increased significantly when asked by a female surveyor, as shown in Table 3 . When interviewed by a female, the odds of reporting a live birth increased 51% (OR 1.505, 95% CI: 1.292,1.753), the odds of reporting at least one live birth increased 13% (OR 1.126, 95% CI: 1.044,1.214), the odds of reporting a stillbirth increased 29% (OR 1.291, 95% CI: 1.118,1.492), and the odds of reporting a miscarriage increased 17% (OR 1.173, 95% CI: 1.072,1.284). When pooled together in meta-regression, the mean impact of having a female surveyor an increase in the odds of reporting a pregnancy-related event was 25% greater (OR 1.246, 95% CI: 1.115,1.393). Table 4 shows the main regression results on reproductive health. No significant difference was observed for being currently pregnant nor for currently having a regular sex partner. However, female surveyor yielded a 16% decrease in the odds of reporting that the current pregnancy was undesired (OR: 0.84, 95% CI: 0.703,0.997) and a 21% increase in the odds of reporting currently yielding. Meta-analysis did not yield significant differences when pooled (OR 1.048, 95% CI: 0.935,1.174). The results for all binary dependent variables expressed as odds ratios in Figure 1 , with from the standardized regressions are shown in Figure 2 . As seen above, the questions pertaining to reproductive health are the most likely to be impacted by gender of the interviewer, while household factors and birth histories yielded more mixed results. Pooling the variables by category, we see that having a female surveyor increased the odds of reporting household goods and pregnancy events, but did not have a significant increase in the pooled odds of reproductive health outcomes. Whether the current pregnancy was desired or undesired is an outlier among these questions, as it is the only question in which the impact of having a female surveyor was reported fewer events.
The effect of interviewer sex across countries is highly heterogeneous across countries, as shown in Appendix 2. In two cases, household size and having a regular sex partner, different countries have opposite and independently significant effects. One four questions out of the 13 total questions had effects with the same sign across all four countries, pertaining to ownership of a cell phone, ownership of a car, ever having a miscarriage, and use of contraception.
Discussion
This study found that surveyor gender had significant, but inconsistent effects on survey-elicited data from four African countries. We found that household heads were most likely to report higher ownership of household goods, and that women were more likely to report pregnancy-related events when asked by a female interviewer, with inconsistent results for questions regarding sexual behavior. However, we did not find evidence that differences in reporting of household goods by surveyor gender interacted with the gender of the participant, suggesting while the gender of the surveyor may impact results, gender matching itself did not. Observed differences were likely to be heterogenous across survey countries.
The conventional wisdom that participants are more likely to respond truthfully, particularly for sensitive events, appears to hold in the study, albeit inconsistently. While a priori we might have expected that the impact of interviewer gender would have been strongest for questions regarding reproductive health and pregnancy histories, we did not observe consistent differences for reproductive health. Instead, we found interviewer gender most strongly impacted reporting of household economic goods and pregnancy histories.
The largest limitations of this study are ones of generalizability. These surveys were conducted in four African countries in concert with World Bank-supported development evaluations. We found evidence of between-country heterogeneity even in our highly select sample of countries. The selection of questions in this survey have further limited generalizability. These questions were generated to be comparable with other multi-national development surveys, in particular the Demographic and Health Survey. However, these questions are not a complete or strongly generalizable list of questions which could be asked with regard to household goods, pregnancy histories, and reproductive health. Finally, while we assume that the gender of assigned interviewers is as good as random in this case, it is plausible that interviewer gender may have impacted consent to participate in the study.
This study largely agrees with the idea that the gender of the interviewer can have important impact on survey elicited data, but does not find evidence for the benefit of gender matching. This suggests that researchers take care to understand measurement error that may be occurring due to interaction between interviewer and participant. In some cases, the impact of surveyor gender can be addressed through statistical means, particularly where its impact is well-understood. In others, it may simply be a limitation of the data and analysis.
