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Abstract
The problem of reaching consensus in a graph by means of local interactions is an abstraction
of such behavior in human society as well as some distributed processes in computer networks.
In a voting process on a graph vertices revise their opinions in a distributed way based on the
opinions of nearby vertices. The classic example is synchronous pull voting where at each step,
each vertex adopts the opinion of a random neighbour. This type of pull voting suffers from two
main drawbacks. Even if there are only two opposing opinions, the time taken for a single opinion to
emerge can be slow, and the final opinion is not necessarily the initial majority. Things can often be
improved by using a variant of synchronous pull voting in which each vertex considers the opinions
of two neighbours. For many classes of n-vertex regular expanders, consensus is now reached in
O(log n) expected steps [8], as opposed to Θ(n) expected steps [7] when only one neighbour is
contacted. Moreover, this protocol allows the initial majority opinion to win with high probability.
In the case where there are initially three or more opinions, not so much is known about the
performance of voting using two or more samples. A problem arises when there is no clear majority.
Thus one class of opinions may be largest, but its total size is less than that of two other opinions
put together. When there are three or more opinions, the term plurality is often used to distinguish
this case from that of an overall majority.
In the case where the underlying network is the complete graph Kn, Becchetti et. al [3, 4]
analysed the general case of k ≥ 3 opinions using a three-sample voting process and proved the
following result. Let A1 be the initial size of the largest opinion. Then if the difference between the
initial sizes of the largest and second largest opinions is at least Cn
√
(log n)/A1, for some suitable
constant C, the largest opinion wins in O((n log n)/A1) steps with high probability.
In this paper we show that similar performance can be achieved on d-regular expanders using
two-sample voting. Namely, if the difference between the initial sizes of the largest and second
largest opinions is at least Cnmax{√(logn)/A1, λ}, for some suitable constant C, then the largest
opinion wins inO((n log n)/A1) steps with high probability. Here λ is the absolute second eigenvalue
of transition matrix P = Adj(G)/d of a simple random walk on the graph G. For almost all d-
regular graphs, we have λ = c/
√
d for some constant c > 0 [12]. Thus as d increases we can
separate an opinion whose plurality is o(n), whereas a plurality of Θ(n) appears to be needed for d
constant. Finally for d constant we show how this Θ(n) barrier can be reduced by sampling using
short random walks.
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1 Introduction
The problem of reaching consensus in a graph by means of local interactions is an abstraction of such
behavior in human society as well as some processes in computer networks. In a voting process on a
graph, vertices revise their opinions in a systematic and distributed way based on opinions of other
vertices, typically using a sample of their local neighbours. The aim is that eventually a single opinion
will emerge, and that this opinion will reflect the relative importance of the original mix of opinions
in some way.
Voting processes are a natural approach to achieving consensus, and as a consequence they have been
widely studied. Distributed voting finds application in various fields of computing including consensus
and leader election in large networks [5, 14], serialisation of read/write in replicated data-bases [13],
and analysis of social behavior [11]. In general, a voting process should be conceptually simple, fast,
fault-tolerant and straightforward to implement [14, 15].
In outline, a voting process can be described as follows. Each vertex of a connected graph has one
of several possible opinions. In each time-step, each vertex queries the opinion one or more of its
neighbours using the same protocol, and decides whether to modify or to keep its current opinion.
When all vertices have a common (and thus final) opinion, we say a consensus has been reached. For a
given voting process, the main questions of interest are the probability that a particular opinion wins
and the expected time to reach consensus. The most well known model is synchronous pull voting. In
this model, at each step each vertex changes its opinion to that of a random neighbour.
In the classical voter model each vertex initially has a distinct opinion, but in general we can assume
the vertices are restricted to hold one of k different opinions. The simplest case, two party voting, is
when there are initially two opinions (k = 2). If there are at least three opinions (k ≥ 3) the problem
is often referred to as plurality consensus. Not so much is known about improving the performance of
voting by using two or more samples in the case where there are initially three or more opinions.
If some opinion has an absolute majority, we can group the other opinions together into a single
minority class, and use the above two-sample protocol. A problem arises when there is no clear
majority. Thus one class of opinions may be largest, but its total size is less than that of two other
opinions put together. When there are three or more opinions the term plurality is often used to
distinguish this case from the overall majority one.
For the problem to be one of plurality consensus, we assume that the initial configuration is such
that one opinion is dominant, but there is no overall majority. We might expect that the dominant
opinion eventually becomes the final opinion of all vertices. This, however, strongly depends on the
voting process. If simple pull voting is used, then given the graph is connected (and aperiodic) the
probability that a particular opinion wins is proportional to the initial degree of the opinion in the
graph (see [14]). More precisely, if A is the set of vertices initially holding a given opinion, then the
probability A wins in the voting process is
Pr(A wins) =
∑
v∈A
d(v)
2m
=
d(A)
2m
, (1)
where d(v) is the degree of vertex v and m is the number of edges in the graph. Surprisingly, the
probability here depends only on the voting process and not on the initial arrangement of opinions on
the graph (any set of vertices of the same total degree would do).
We assume henceforth that the graphs we consider are connected and that the graph is not bipartite,
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so that a consensus is possible. For an n-vertex graph, let ET = ET (n) be the expected value of the
time to consensus T . Much of the early work was on analysing t ET for classical pull voting in an
asynchronous model in a continuous time setting. Here the vertices have independent exponentially
distributed waiting times (Poisson clocks); see e.g. Cox [10] and Aldous [1]. In the synchronous model
the expected time to consensus can be bounded by ET = O(Hmax log n), where Hmax = O(n
3) is the
maximum hitting time of any vertex by a random walk; see Aldous and Fill [2]. For regular expanders
these results can be improved to ET = Θ(n), see [7].
Because the classical pull voting tends to be slow (ET = Θ(n) for regular expanders) and may be
viewed as undemocratic, there has been considerable interest in modifying this simple voting process
to avoid these two problems. Instead of taking the opinion of only one neighbour, the next simplest
approach to sample the opinions of a larger number of neighbours (say two or three), compare them
in some way, and hope that the so-called ‘power of two choices’ improves the performance of voting.
The consequences of this approach are as follows. Firstly, the number of neighbours queried affects
the consensus time and the voting outcome. Secondly, the relative size of the opinions affects the
ability of the process to ensure that the largest initial opinion wins. Not surprisingly, analysing this
relation becomes harder when we move from two party voting to plurality consensus (k ≥ 3). The
additional challenge is that the well established techniques used in analysis of the classical pull voting
(for example, the correspondence with multiple coalescing random walks [1, 7]) do not have ready
extensions or generalisations to multi-sample voting.
In this setting we study the following protocols for two-sample and three-sample voting. In the two-
sample voting model, at each step, each vertex v chooses two random neighbours with replacement,
and if the selected vertices have the same the opinion, then v adopts it; otherwise v keeps its current
opinion. In the three-sample voting model, each vertex v chooses three random neighbours with
replacement, and v adopts the majority opinion among them. If there is no majority, v picks the
opinion of the first sampled neighbour. Other rules are equally possible here, e.g. v keeps its opinion.
The rule we choose is the one used by Becchetti et. al. [3, 4], and we adopt it for consistency.
Two-sample voting was studied in [8] for the case where there are initially two opinions (k = 2).
They proved that in d-regular expanders the initial majority wins with high probability (w.h.p.)1
provided the initial difference between the sizes of the two opinions is sufficiently large, and that
voting is completed in O(log n) steps. This is tight since the diameter of a d-regular graph is Ω(log n)
for constant d. In [9] the authors extend the above result to general expander graph, extending the
analysis to non-regular graph.
As hinted at above the analysis for plurality consensus (k ≥ 3) tends to be trickier than for two party
voting. This is especially true as k increases, or if two minorities together are much larger then the
majority opinion. Plurality consensus using the three-sample voting protocol given above was studied
by Becchetti et. al. [3, 4]. They proved that for the complete graph Kn, if the difference between the
initial sizes A1 and A2 of the largest and second largest opinions is at least A1−A2 = 24n
√
2(log n)/A1,
then the largest opinion wins in O((n log n)/A1) steps w.h.p. They also showed that this result is tight
for some ranges of the parameters.
1.1 Our contributions
In this paper we extend the results of [3, 4] from the complete graph to d-regular expanders preserving
the same asymptotic convergence time. To do this, we generalize the results of [9] from two-party
1“With high probability” (w.h.p.) means in this paper probability at least 1− n−α, for a constant α > 0.
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voting to k-party voting. We also give a natural coupling of the three-sample process of [3, 4] with the
two-sample process of [9], which allows us to apply our analysis of the two-sample process directly to
the three-sample process.
We proceed to state our main result. Let G be a connected regular n-vertex graph and let λ be the
second largest absolute eigenvalue of the transition matrix P = P (G) of a random walk on G. Let A1
be the set of vertices with the largest initial opinion and A2 the set with the second largest opinion.
If no confusion arises, we also use A to stand for the size of set A.
Theorem 1 Let G be a regular n-vertex graph and let the initial sizes of the opinions be A1, A2, . . . , Ak
in non-increasing order. Assume that A1 − A2 ≥ Cnmax{
√
(log n)/A1, λ}, where λ is the absolute
second eigenvalue of P (G) and C > 0 is a suitably large constant.
With probability at least 1 − 1/n, after at most O((n/A1) log(A1/(A1 − A2)) + log n) rounds, the
two-sample voting completes and the final opinion is the largest initial opinion.
We note the following w.h.p. property of the second eigenvalue λ for random d-regular graphs for
d = o(n1/2). For d constant it is a result of Friedman [12] that λ ≤ γ/√d, where γ = 2 + ǫ for some
small ǫ > 0. For d growing with n, the following estimate of λ is given in [6]. Provided d = o(n1/2)
there exists constant γ > 0 such that w.h.p. λ ≤ γ/√d. In either case the size separation condition in
Theorem 1 is A1 −A2 ≥ C ′n/
√
d.
Theorem 1 can be applied to a number of specific scenarios. Consider, for example, the case where
all k opinions are fairly evenly represented, but with one opinion slightly larger than the average n/k.
More specifically, assume that A1 ≥ (n/k)(1 + ε), for some 0 < ε ≤ 1, and that A2 ≤ A1/(1 + ε).
Theorem 1 implies the following corollary for this case.
Corollary 1 For k ≤ ((1/C)2n/ log n)1/3 opinions, if A1 ≥ (n/k)(1 + ε), A2 ≤ A1/(1 + ε), and
λ ≤ ε/(Ck), where C > 0 is the constant from Theorem 1 and ε2/3 = k/((1/C2)n/logn)1/3 ≤ 1.
With probability at least 1− 1/n, after at most O(k log n) rounds the two-sample voting completes and
the final opinion is the largest initial opinion.
In Section 4 we show that the statements of Theorem 1 and Corollary 1 also hold for the three-
sample voting protocol used by Becchetti et. al. [3, 4]. We note that the bound on the running time
in Theorem 1 is O(log n), if A1 is Ω(n/ log n), provided that A1 − A2 is also Ω(n/ log n) and λ is
appropriately small. This improves on the results of [3, 4] which require A1 = Θ(n) for a running time
of O(log n).
In the ℓ-extended two-sample voting model, (as introduced in [9]) each vertex makes two independent
random walks of length ℓ and carries out two-sample voting using the opinions on the terminal vertices
of these walks. By sampling using random walks of length ℓ, we replace the transition matrix P used
in the proof of Theorem 1 by its ℓ-th power P ℓ. If the graph is regular, then the only effect on the
proofs is to replace all eigenvalues by their ℓ-th power. This reduces the absolute second eigenvalue
from λ to λℓ. By increasing ℓ we can include in our analysis those graphs which do not satisfy the
conditions of Theorem 1 on the relation between A1 −A2 and λ.
Theorem 2 Let ℓ be a positive integer, let G be a regular n-vertex graph and let the initial sizes of the
opinions be A1, A2, . . . , Ak in non-increasing order. Assume that A1−A2 ≥ Cnmax{
√
(log n)/A1, λ
ℓ},
where C > 0 is the constant from Theorem 1. Then ℓ-extended two-sample voting completes after at
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most O((n/A1) log(A1/(A1 − A2)) + log n) rounds, with probability at least 1 − 1/n, and the final
opinion is the largest initial opinion.
Once again the same results apply to ℓ-extended three-sample voting.
2 Preliminary Markov chain results
In this section we set up some Markov chain foundations and preliminary results which we need for
our proof of Theorem 1. Consider a connected and non-bipartite graph G = (V,E) with n vertices
and m edges. Let P be the transition matrix of a simple random walk on G. A random walk on
a connected and non-bipartite graph defines a reversible Markov chain with stationary distribution
π(x) = d(x)/(2m), where d(x) denotes the degree of vertex x. The reversibility of P means that
π(x)P (x, y) = π(y)P (y, x), for all vertices x, y.
Let 1 = λ1 > λ2 ≥ . . . ≥ λn > −1 be the eigenvalues of P and define λ = λ(P ) by λ = max{|λ2|, |λn|}.
We also consider the matrix P 2 = P ×P (standard matrix product), which is the transition matrix of
the two-step random walk, is also reversible and has the same stationary distribution and eigenvectors
as P . Moreover, the eigenvalues of P 2 are the squares of the eigenvalues of P . In particular, λ(P 2) =
(λ(P ))2. Given A,B ⊆ V and x ∈ V , we define P (x,A) = ∑y∈A P (x, y) and the flow function
Q(A,B) from A to B as
Q(A,B) =
∑
x∈A
π(x)P (x,B). (2)
The value of Q(A,B) is the probability that one step of the random walk taken from the stationary
distribution is a transition from a vertex in A to a vertex in B. Due to reversibility of P , Q(A,B) =
Q(B,A). We will use the following inequalities, sometimes known as the Expander Mixing Lemma for
Inhomogeneous Graphs (see e.g. [9, 16]). Let A,B ⊆ V , and Ac = V \A, then
|Q(A,Ac)− π(A)π(Ac)| ≤ λπ(A)π(Ac), (3)
|Q(A,B)− π(A)π(B)| ≤ λ
√
π(A)π(B)π(Ac)π(Bc). (4)
We also need lower bounds for Q2.
Lemma 1 For any A,B ⊆ V , we have
Q(A,B)2 ≥ (π(A)π(B))2 − 2λ(π(A)π(B))3/2(π(Ac)π(Bc))1/2. (5)
Proof.
Q(A,B)2 = ((Q(A,B)− π(A)π(B)) + π(A)π(B))2
= (Q(A,B)− π(A)π(B))2 + (π(A)π(B))2 + 2π(A)π(B)(Q(A,B) − π(A)π(B))
≥ (π(A)π(B))2 − 2λπ(A)π(B)
√
π(A)π(B)π(Ac)π(Bc). (6)
The last line follows from (4). ✷
Given A,B ⊆ V , define the quantity R(A,B) =∑x∈A π(x)(P (x,B))2. This quantity is the expected
change, in the stationary measure π, from A to B in one round of two-sample voting.
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Lemma 2 For any A ⊆ V , we have R(V,A) = Q2(A,A), where Q2 is the flow function for the
two-step transition matrix P 2.
Proof. From definition of R(V,A), reversibility of P and P 2(x, y) =
∑
z∈V P (x, z)P (z, y):
R(V,A) =
∑
x∈V
π(x)P (x,A)2 =
∑
x∈V
π(x)P (x,A)
∑
y∈A
P (x, y) =
∑
y∈A
∑
x∈V
π(x)P (x,A)P (x, y)
=
∑
y∈A
∑
x∈V
π(y)P (y, x)P (x,A) =
∑
y∈A
π(y)
∑
x∈V
P (y, x)P (x,A)
=
∑
y∈A
π(y)P 2(y,A) = Q2(A,A). (7)
✷
If G is a complete graph (with node loops), then R(V,A) = π(A)2 = (|A|/n)2 and R(A,B) =
π(A)π(B)2 = |A| · |B|2/n3. The next two lemmas give bounds on deviations from these values in
regular graphs.
Lemma 3 For A ⊆ V , we have
|R(V,A) − π(A)2| = |Q2(A,Ac)− π(A)π(Ac)| ≤ λ2π(A)π(Ac). (8)
Proof. By Lemma 2, R(V,A) = Q2(A,A), and standard manipulations give Q2(A,A) = Q2(A,V ) −
Q2(A,A
c) = π(A)−Q2(A,Ac), so
R(V,A)− π(A)2 = π(A)−Q2(A,Ac)− π(A)2 = π(A)π(Ac)−Q2(A,Ac).
Taking the absolute value of both sides gives the first equality in (8). To obtain the inequality,
apply (3) to P 2, Q2 and λ
2 as the second largest absolute eigenvalue of P 2. ✷
Lemma 4 Let A,B ⊆ V , then
R(A,B) ≥ Q(A,B)
2
π(A)
≥ π(A)π(B)2 − 2λπ(A)1/2π(B)3/2π(Ac)1/2π(Bc)1/2.
Proof. The second inequality is from Lemma 1. From convexity of the function z 7→ z2,
R(A,B) = π(A)
∑
x∈A
π(x)
π(A)
(P (x,B))2 ≥ π(A)
(∑
x∈A
π(x)
π(A)
P (x,B)
)2
=
1
π(A)
Q(A,B)2. (9)
✷
Suppose the family of sets C = (A1, . . . , Ak) is a partitioning of V . Define the quantity SC(A) =∑k
i=1R(A,Ai). For a complete graph, SC(A) =
∑k
i=1 π(Ai)
2 and the following lemma bounds the
deviation from this value in regular graphs.
6
Lemma 5 Consider a partitioning C = (A1, . . . , Ak) of V . Then∣∣∣∣∣SC(V )−
k∑
i=1
π(Ai)
2
∣∣∣∣∣ ≤ λ2
(
1−
k∑
i=1
π(Ai)
2
)
.
Proof. Using Lemma 3, we get∣∣∣∣∣SC(V )−
k∑
i=1
π(Ai)
2
∣∣∣∣∣ =
∣∣∣∣∣
k∑
i=1
R(V,Ai)− π(Ai)2
∣∣∣∣∣ ≤
k∑
i=1
∣∣R(V,Ai)− π(Ai)2∣∣
≤
k∑
i=1
λ2π(Ai)π(A
c
i ) = λ
2
(
1−
k∑
i=1
π(Ai)
2
)
.
✷
Lemma 6 Let C = (A1, . . . , Ak) be a partitioning of V . For any A ⊆ V ,
SC(A) ≥ π(A)
k∑
i=1
π(Ai)
2 − 2λπ(A)1/2π(Ac)1/2
k∑
i=1
π(Ai)
3/2, (10)
SC(A) ≤ π(A)
k∑
i=1
π(Ai)
2 + 2λπ(A)1/2π(Ac)1/2
k∑
i=1
π(Ai)
3/2 + λ2.
Proof. Lemma 4 gives the first part:
SC(A) =
k∑
i=1
R(A,Ai) ≥ π(A)
k∑
i=1
π(Ai)
2 − 2λπ(A)1/2π(Ac)1/2
k∑
i=1
π(Ai)
3/2.
For the second part, observe that SC(A) + SC(Ac) = SC(V ) and use Lemma 5 and (10):
SC(A) = SC(V )− SC(Ac)
≤
k∑
i=1
π(Ai)
2 + λ2
(
1−
k∑
i=1
π(Ai)
2
)
− π(Ac)
k∑
i=1
π(Ai)
2 + 2λπ(Ac)1/2π(A)1/2
k∑
i=1
π(Ai)
3/2
= π(A)
k∑
i=1
π(Ai)
2 + 2λπ(A)1/2π(Ac)1/2
k∑
i=1
π(Ai)
3/2 + λ2
(
1−
k∑
i=1
π(Ai)
2
)
.
✷
3 Proof of Theorem 1
From now on we assume the graph is d-regular, so π(x) = 1/n, and for A ⊆ V , π(A) = |A|/n.
Furthermore, nR(A,B) =
∑
x∈A(dB(x)/d)
2 is the expected number of vertices in A which pick two
opinions in B. When clear from the context, we use A instead of |A| for the size of A.
Let Aj be the set of vertices with opinion j. At any step, the opinions are ordered according to their
sizes: A1 ≥ A2 ≥ . . . ≥ Ak. Thus C = {A1, . . . , Ak} is a partition of V . Let A′j be the set of vertices
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with opinion j after one round. We have the following equality, where the second term in (11) is the
expected number of vertices changing their opinion to Aj and the third term is the expected number
of vertices changing their opinion from Aj.
E(π(A′j)|C) = π(Aj) +R(V \Aj , Aj)−
∑
i 6=j
R(Aj , Ai) (11)
= π(Aj) +R(V,Aj)−R(Aj , Aj)−
∑
i 6=j
R(Aj, Ai)
= π(Aj) +R(V,Aj)− SC(Aj). (12)
The next lemma shows that, given a sufficient advantage of opinion 1, after one round of voting opinion
1 remains the largest opinion. More precisely, the lemma gives lower bounds on the increase of the
size of opinion 1 and on the increase of the advantage of this opinion over the other opinions.
Lemma 7 Assume A1 ≤ 2n/3, A1 −A2 ≥ Cn
√
(log n)/A1 (requiring A1 ≥ C2/3n2/3 log1/3 n), where
C = 240
√
2, and λ ≤ (A1 −A2)/(32n). Then with probability at least 1− 1/n2,
A′1 ≥ A1
(
1 +
A1 −A2
5n
)
. (13)
min
2≤j≤k
{
A′1 −A′j
} ≥ (A1 −A2)
(
1 +
A1
10n
)
, (14)
Proof. Several times in this proof we use that π(A1) ≤ 2/3, which implies that π(Ac1) ≥ 1/3. Our proof
uses concepts from Bechetti et. al. [3, 4] and makes extensive use of the following Chernoff bounds. If
X is the sum of independent Bernoulli random variables, then for ε ∈ (0, 1) and δ ≥ 1,
Pr(X ≥ (1 + ε)E(X)), Pr(X ≤ (1− ε)E(X)) ≤ exp(−ε2E(X)/3), (15)
Pr(X ≥ (1 + δ)E(X)) ≤ exp(−δE(X)/3). (16)
From Equation (12) and Lemmas 3 and 6, we have the following lower and upper bounds on E(π(A′j)|C)
for any j ∈ [k].
E(π(A′j)|C) = π(Aj) +R(V,Aj)− SC(Aj)
≥ π(Aj) + π(Aj)2 − λ2π(Aj)π(Acj)
−π(Aj)
k∑
i=1
π(Ai)
2 − 2λπ(Aj)1/2
k∑
i=1
π(Ai)
3/2 − λ2
≥ π(Aj)
(
1 + π(Aj)−
k∑
i=1
π(Ai)
2
)
− 2λπ(Aj)1/2π(A1)1/2 − (5/4)λ2. (17)
E(π(A′j)|C) = π(Aj) +R(V,Aj)− SC(Aj)
≤ π(Aj) + π(Aj)2 + λ2π(Aj)π(Acj)− π(Aj)
k∑
i=1
π(Ai)
2 + 2λπ(Aj)
1/2
k∑
i=1
π(Ai)
3/2
≤ π(Aj)
(
1 + π(Aj)−
k∑
i=1
π(Ai)
2
)
+ (1/4)λ2 + 2λπ(Aj)
1/2π(A1)
1/2. (18)
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By assumption, λ ≤ π(A1)/32 and π(A1) ≤ 2/3, so (17) and (18) imply
π(A1)/2 ≤ E(π(A′1)|C) ≤ 2π(A1). (19)
Define ε1 =
√
9 logn
E(A′
1
|C) ≤
√
18 logn
A1
< 1. Therefore, using the Chernoff bounds (15), we get
Pr(A′1 ≤ (1− ε1)E(A′1|C)|C) ≤ e−3 log(n) = n−3. (20)
For a fixed j, 2 ≤ j ≤ k, define εj =
√
9(log n)E(A′1|C)/E(A′j |C). We show that
Pr(A′j ≥ (1 + εj)E(A′j |C)|C) ≤ n−3. (21)
Indeed, if εj ≤ 1, then the Chernoff bounds (15) give
Pr(A′j ≥ (1 + εj)E(A′j |C)|C) ≤ e−3(log n)E(A
′
1
|C)/E(A′j |C) ≤ e−3 log(n) = n−3.
If εj > 1, then the Chernoff bound (16) gives
Pr(A′j ≥ (1 + εj)E(A′j |C)|C) ≤ e−
√
(logn)E(A′
1
|C) ≤ e−
√
A1 ≤ e−(Cn)1/3 ≤ n−3.
The bounds (20) and (21) imply that with probability at least 1− kn−3 ≥ 1− n−2, for all 2 ≤ j ≤ k,
A′1 −A′j ≥ (1− ε1)E(A′1|C)− (1 + εj)E(A′j |C)
= E(A′1 −A′j |C)− 2
√
9(log n)E(A′1|C) (22)
and thus
π(A′1)− π(A′j) ≥ E(π(A′1)− π(A′j)|C)− 2
√
9(log n)E(π(A′1)|C)
n
. (23)
The right-hand side of (18) is non-increasing with increasing j, so for each 2 ≤ j ≤ k,
E(π(A′j)|C) ≤ π(A2)(1 + π(A2)−
k∑
i=1
π(Ai)
2) + λ2 + 2λπ(A1). (24)
Let ∆ = π(A1)− π(A2). Inequalities (17) and (24) give for each 2 ≤ j ≤ k,
E(π(A′1)− π(A′j)|C) ≥ π(A1)
(
1 + π(A1)−
k∑
i=1
π(Ai)
2
)
− 2λπ(A1)− (5/4)λ2
−
(
π(A2)
(
1 + π(A2)−
k∑
i=1
π(Ai)
2
)
+ (1/4)λ2 + 2λπ(A1)
)
= ∆
(
1 + π(A1) + π(A2)−
k∑
i=1
π(Ai)
2
)
− 4λπ(A1)− (3/2)λ2
≥ ∆(1 + π(A1)π(Ac1))− 4λπ(A1)− 2λ2 (25)
≥ ∆+∆π(A1)/7. (26)
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Inequality (25) holds because
∑k
i=2 π(Ai)
2 ≤ π(A2). In the last step we used that π(Ac1) ≥ 1/3 and
λ ≤ ∆/32. From (23), (26) and (19), with probability at least 1− n−2,
min
2≤j≤k
{π(A′1)− π(A′j)} ≥ E(π(A′1)− π(A′j)|C)−
ε1
n
E(A′1|C)−
εj
n
E(A′j|C)
≥ ∆(1 + π(A1)/7) − 6
√
2 log n
n
π(A1)
= ∆
(
1 + π(A1)/7− 6
∆
√
2 log n
n
π(A1).
)
.
By assumption, ∆ ≥ 240√2 log(n)/A1, so with probability at least 1− n−2,
min
2≤j≤k
{π(A′1)− π(A′j)} ≥ ∆(1 + π(A1)/10), (27)
and we get we get (14). This also proves that w.h.p. opinion 1 remains the majority opinion. The
order between the other opinions might change.
To get information about the increase in the number of vertices with opinion 1, we use Equation (17)
with j = 1 and the assumption that λ ≤ ∆/32. We obtain
E(π(A′1)|C) ≥ π(A1)(1 + π(A1)−
k∑
i=1
π(Ai)
2)−∆π(A1)/16 −∆2/(32)2
≥ π(A1)(1 + π(A1)− π(A1)2 − π(A2)π(Ac1)−∆/16 −∆/(32)2)
> π(A1)(1 + ∆/4). (28)
By using Chernoff bounds (15) with ε =
√
9 logn
E(A′
1
|C) and Inequalities (28) and (19), with probability at
least 1− n−2,
A′1 ≥ A1(1 + ∆/4)−
√
E(A′1|C)9 log n ≥ A1(1 + ∆/4)−
√
18A1 log n
= A1(1 + ∆/4− 3
√
2
√
log n/A1)). (29)
From the assumptions of the lemma, we have ∆/20 = (A1 − A2)/(20n) ≥ 3
√
2
√
log n/A1. There-
fore (29) implies A′1 ≥ A1(1 +∆/5), which is the same as (13). ✷
Lemma 8 Assume A1 ≤ 2n/3, A1 − A2 ≥ Cn
√
(log n)/A1 (requiring A1 ≥ C2/3n2/3 log1/3 n),
where C = 240
√
2, and λ ≤ (A1 −A2)/(32n). Then with probability at least 1 − 1/n, after at most
O((n/A1) log(A1/(A1 −A2))) rounds, the number of vertices with opinion 1 is at least 2n/3.
Proof. We apply Lemma 7 to consecutive rounds until the size of opinion 1 reaches 2n/3. Since w.h.p.
the difference between the size of opinion 1 and the size of the second largest opinion increases, our
assumption about λ in Lemma 7 is maintained from round to round. At the end of each round the
ordering of the opinions according to their sizes can change. In that case we exchange the labels of the
opinions so that A1(t) ≥ A2(t) · · · ≥ Ak(t) for every round t. Lemma 7, however, implies that w.h.p.
opinion 1 remains the largest opinion, so it is not relabeled.
Denote by x(i) the fraction of vertices with opinion 1 at the end of round i, where x(0) = π(A1), and
by y(i) the difference between the fraction of vertices with opinion 1 and the fraction of vertices with
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the second largest opinion, where y(0) = ∆ = π(A1)− π(A2) < x(0). By (13) and (14) and induction
on the number of rounds, with probability at least 1 − 1/n, for each round 1 ≤ i ≤ n, if x(i) < 2/3,
then
x(i) ≥ x(i− 1)(1 + y(i− 1)/5), (30)
y(i) ≥ y(i− 1)(1 + x(i− 1)/10). (31)
Iterating (30) and (31) for j = ⌈10/x(0)⌉ < n rounds, we get y(j) ≥ 2y(0) and x(j) ≥ x(0) + y(0), or
x(i) ≥ 2/3 for some i ≤ j. Repeating this r = ⌈log2(x(0)/y(0))⌉ times, we get for round i1 = rj < n,
y(i1) ≥ x(0) and x(i1) ≥ x(0) + y(0) + 2y(0) + 4y(0) · · · + 2r−1y(0) ≥ 2x(0), or x(i) ≥ 2/3 for some
i ≤ i1.
If for some q ≥ 1, y(iq) ≥ 2q−1x(0) and x(iq) ≥ 2qx(0), or x(i) ≥ 2/3 for some i ≤ iq, then at the
end of round iq+1 = iq + ⌈10/(2qx(0))⌉, y(iq+1) ≥ 2qx(0) and x(iq+1) ≥ 2q+1x(0), or x(i) ≥ 2/3 for
some i ≤ iq+1, or iq+1 > n. Taking q = ⌈log2(1/x(0))⌉, we have iq = O((1/x(0)) log(x(0)/y(0))) =
O((n/A1) log(A1/(A1 − A2))) (observe that iq < n) and 2qx(0) ≥ 1, so we must have x(i) ≥ 2/3 for
some i ≤ x(iq). ✷
When the largest opinion reaches the size 2n/3, it will take over the whole graph within additional
O(log n) rounds. The progress of voting in this final stage would be slowest, if all minority opinions
were joined together into a single “second” opinion. The proof of the next lemma follows the proof
from [9] that two-sample voting finishes in O(log n) rounds, if there are two opinions, the majority
opinion has size at least cn, for a constant c > 1/2, and λ is sufficiently small.
Lemma 9 Let G be a connected regular graph with λ ≤ 1/4. If the majority opinion has size at least
2n/3, then with probability at least 1− n−2, the voting finishes within O(log n) rounds.
Proof. Let A represent the current set of vertices with the majority opinion. We put all minority
opinions into one opinion set B = V \A and analyse two-sample voting with these two opinions. The
majority opinion in this process is always a subset of the majority opinion in the original process,
when there are distinct minority opinions.
Let A′ and B′ be the corresponding sets in the next round. We compute E(A′|A). Observe that since
in our context C = (A,B) and SC(A) = R(A,A) +R(B,A), then, from Equation (12), we have
E(π(B′)|B) = π(B) +R(V,B)− SC(B)
≤ π(B) + π(B)2 + λ2π(B)π(A)−
∑
x∈B
π(x)(P (x,A)2 + P (x,B)2)
≤ π(B) + π(B)2 + λ2π(B)π(A)− π(B)/2
= π(B) + π(B)(1/2 − (1− λ2)π(A)). (32)
Given λ ≤ 1/4 and π(A) ≥ 2/3, (32) implies
E(π(B′)|B) ≤ (7/8)π(B). (33)
A standard coupling shows that if B1 ⊆ B2, then Pr(π(B′) ≥ δ |B = B1) ≤ Pr(π(B′) ≥ δ |B = B2).
Take arbitrary sets B1 ⊆ B2 ⊆ V such that π(B1) ≤ 1/3 and π(B2) = 1/3, and apply Hoeffding’s
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Inequality to get
Pr((π(B′) ≥ 1/3) |B = B1) ≤ Pr(π(B′) ≥ 1/3 |B = B2)
= Pr(|B′| ≥ n/3 | B = B2)
≤ Pr(|B′| ≥ E(|B′| |B = B2) + n/24 | B = B2) (34)
≤ e−2(n/24)2/n = o(n−10). (35)
Inequality (34) holds because E(|B′| |B = B2) ≤ (7/8)π(B2) = (7/24)n, and (35) follows from Ho-
effding’s Inequality. The bound above implies that in the next n rounds, the probability to have a
minority with more than n/3 opinions is o(n−9).
Let Bt be the set with the minority opinion after t rounds of this final stage of voting. We assume
that B0 is a fixed set such that |B0| ≤ (1/3)n. To obtain the claimed bound on the number of rounds,
we use (33) and (35) in a straightforward application of Markov’s Inequality:
Pr(Bt 6= ∅) = Pr(π(Bt) ≥ 1/n) ≤ n · E(π(Bt)). (36)
Using (33), for each t ≥ 1,
E(π(Bt)|Bt−1) ≤
{
(7/8)π(Bt−1), if Bt−1 ≤ 1/3,
1, if Bt−1 > 1/3.
This gives
E(π(Bt)) = E(E(π(Bt)|Bt−1)) ≤ (7/8)E(π(Bt)) +Pr(Bt−1 > 1/3),
Applied the above inequality iteratively to obtain
E(π(Bt)) ≤ (7/8)tπ(B0) +
t−1∑
τ=0
Pr(Bτ > 1/3) ≤ (1/3) · (7/8)t + o(n−8).
Thus for T = K log n with K = 4/ log(8/7), E(π(BT )) ≤ n−3, so (36) implies that with probability
at least 1− n−2, BT is empty, that is, the voting finishes in K log(n) rounds. ✷
4 Reducing Three-sample voting to Two-sample voting
In this section we study the three-sample voting process, which is similar to the two-sample voting
process but samples three neighbours in each round. Additionally, if all three opinions are distinct, the
vertex adopts the opinion of the first sampled neighbour. Formally, each vertex v selects three random
neighbours with replacement and considers their opinions, say, Yv,1, Yv,2, Yv,3. Vertex v changes its
opinion to the majority of {Yv,1, Yv,2, Yv,3}, or, if there is no majority, to Yv,1. Suppose in a given
round we have k opinions. Let C = (A1, . . . , Ak) be the partition of the vertices given by the opinions,
where Aj is the set of vertices with opinion j. Let A
′′
j be the vertices with opinion j at the next round.
Moreover, let A′j be the set of vertices v such that Yv,1 = j.
The following lemma will allows us to use the results of Lemma 8 and Lemma 9 for the three-sample
protocol. Due to space restrictions the proof of the lemma, and the explanation of its application in
Lemma 8 and Lemma 9 is given in the Appendix.
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Lemma 10 Let G be a connected graph and let C = (A1, . . . , Ak) partition V . Then
E(π(A′′j )|C) = π(Aj) +R(V,Aj)−E(SC(A′j)|C) (37)
Moreover,
E(SC(A′j)|C) ≥ π(Aj)
k∑
i=1
π(Ai)
2 − 2λπ(Aj)1/2
k∑
i=1
π(Ai)
3/2 (38)
and
E(SC(A′cj )|C) ≥ π(Acj)
k∑
i=1
π(Ai)
2 − 2λπ(Acj)1/2
k∑
i=1
π(Ai)
3/2. (39)
If C = (A,B), then
E(SC(B′)|C) ≥ π(B)/4. (40)
Before proving Lemma 10, we observe that Equations (38) and (39) are enough to get Lemma 6 for
the values E(SC(A′j)|C), i.e. the bounds we got for SC(Aj) are also valid for E(SC(A′j)|C). Our proof of
Lemma 8 is based on the concentration of sums of Bernoulli random variables around their expected
values, but we see that the expected values, or, more precisely, the respective bounds on those values,
are the same in both protocols. Thus the “w.h.p.” result of Lemma 8 applies also to the three-sample
voting model. The same argument but using Equation (40) allows us to transfer the result of Lemma 9
from the two-sample to the three-sample voting.
Proof. First of all, observe that A′j is the result of choosing only one vertex, i.e. one round of standard
pull voting. For given vertex v this accounts for Yv,1. We now consider Yv,2, Yv,3 taken in the original
partition C. Observe that given A′j , then A′′j is the set of vertices in A′j such that the other two opinions
taken in the original partition C are not equal to any opinion i other than j, plus the set of vertices
outside A′j such that the other two opinions in C are equal to j. Therefore
π(A′′j ) = π(A
′
j) + π({x ∈ A′cj : Yx,2 = Yx,3 = j}) − π({x ∈ A′j : Yx,2 = Yx,3 = i, i 6= j}) (41)
By a result of [14] for classical pull voting, we have π(A′j |C) = π(Aj). From there, it is relatively
straightforward to get that
E(π(A′′j )|C) = π(Aj) +E

∑
x∈A′cj
π(x)P (x,Aj)
2 −
∑
x∈A′j
π(x)
∑
i 6=j
P (x,Ai)
2
∣∣∣∣∣∣ C


= π(Aj) +E

∑
x∈V
π(x)P (x,Aj)
2 −
∑
x∈A′j
π(x)
k∑
i=1
P (x,Ai)
2
∣∣∣∣∣∣ C


= π(Aj) +R(V,Aj)−E(SC(A′j)|C) (42)
For the lower bound in (38) we use Lemma 6 to get
SC(A′j) ≥ π(A′j)
k∑
i=1
π(Ai)
2 − 2λπ(A′j)1/2
k∑
i=1
π(Ai)
3/2. (43)
By concavity of f(x) = x1/2 we have
E(π(A′j)
1/2|C) ≤ (E(π(A′j)|C)1/2 = (π(Aj))1/2,
obtaining the result of Equation (38). A similar argument gives us the result of Equation (39). ✷
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