That is, the system has two symmetric periodic attractors, one of which is shown in Fig. 2(c) .
In this lemma, we can see an essential function of the ICC that makes stable dynamics by averaging two expanding maps with opposite slopes (d=d x)f ( x; 1) > 1, (d=d x)f ( x; 01) < 01, and 1=2j(d=d x)f ( x; 1) + (d=d x)f ( x; 01)j < 1 for x a < j xj < x b .
Then Lemma 1 and Lemma 2 guarantee the coexisting phenomenon of chaos synchronization, a periodic attractor, and their symmetric ones. The parameters' conditions (8) , (10) are satisfied in the shaded region in Fig. 6 .
III. CONCLUSION
Using the ICC, we have considered a simple coupling system of two nonautonomous chaotic circuits. The ICC changes the two chaotic attractors into a coexisting state of chaos synchronization, a periodic attractor and their symmetric ones. The coexisting phenomenon is guaranteed theoretically and is demonstrated in the laboratory. Now we are extending the ICC system to a coupled system of a large number of chaotic circuits and are analyzing their various synchronous phenomena. It may be developed into a novel artificial neural network.
I. INTRODUCTION
Recently, support vector machines (SVM's) have been introduced as a new method for solving classification and function estimation problems with many successful applications [24] - [27] . SVM's are based on the structural risk minimization principle. The quality and complexity of the SVM solution does not depend directly on the dimensionality of the input space. The derivation of SVM's is based on constructing an optimal separating hyperplane after nonlinearly mapping the input space into a higher dimensional space. The explicit construction of this mapping is avoided by the application of Mercer's condition. Kernels that satisfy this condition and can be employed for SVM's are polynomials, splines, radial basis functions, and multilayer perceptrons with one hidden layer. For classification problems the parameters which are related to these kernel functions are chosen so as to minimize an upper bound on the Vapnik-Chervonenkis (VC) dimension of the SVM. SVM is determined by the number of support vector data, which corresponds to the number of nonzero coefficients in the solution vector to the QP problem. A least squares version of SVM's for function estimation and classification has been investigated in [14] and [23] . The training is done then by solving a set of linear equations. On the other hand, sparseness is lost in the least squares version.
In this paper we introduce a recurrent neural network version of least squares SVM's (LS-SVM's). We investigate a class of nonlinear output error models for the autonomous case. In time-series prediction applications the difference between feedforward and recurrent is crucial, especially concerning chaotic systems [9] , [20] , [29] . Often the model is trained as a feedforward network (one step ahead predictor). On the other hand in order to make a further continuation of the given time series, the identified feedforward model has to be iterated, i.e., it has to be used as a recurrent network for prediction. Due to the sensitivity of chaotic systems for small perturbations, replacing the feedforward model by its recurrent version (replacing the true signal values by the estimated ones as input of the network) may result into large deviations. In this paper we consider the problem of trajectory learning of the double scroll attractor [4] , [5] , [10] by recurrent neural networks which are parametrized by SVM's. In [21] a simple recurrent neural state space model has been trained for the double scroll. It has been observed that by using classical dynamic backpropagation [11] , [12] this is a difficult task [21] .
For the recurrent LS-SVM's essential features of SVM's, such as Mercer's condition and the fact that the output weights are a Lagrange multiplier weighted sum of the data points, are still applicable. The solution to recurrent LS-SVM's is characterized by a set of nonlinear equations. Because of the considered least squares norm there seems to be some similarity at first sight with Widrow's adaline [9] , [29] . However, recurrent LS-SVM's and Widrow's adaline are fundamentally different, e.g., due to the recurrent versus feedforward architecture, respectively, with corresponding implications for the training procedure.
The training problem for recurrent LS-SVM's is formulated as a nonconvex constrained nonlinear optimization problem in the error variables and the Lagrange multipliers. The computational cost of the training process is relatively expensive. Due to this high computational complexity, we focus on a limited case of assigning the squared error an infinitely large penalty factor with early stopping as a form of regularization. A sequential quadratic programming [7] training process is behaving well for this problem. For the example of trajectory learning of the double scroll attractor, recurrent LS-SVM's with a radial basis function (RBF) kernel yield a good generalization performance. Due to the study of the limited case, early stopping has to be applied which is equivalent to a form of regularization [1] , [16] . The overfitting phenomenon can be detected on the training data itself by taking the first given data points in time as the initial state for the recurrent LS-SVM, while in the case of standard feedforward models, early stopping is usually based upon a test data set. Finally, part of the SVM theory that is related to upper bounds on the generalization error is not applicable because the input vectors to the recurrent architecture are not independent of each other. This paper is organized as follows. In Section II we review work on classical SVM's and LS-SVM's. In Section III, recurrent LS-SVM's are introduced. In Section IV, recurrent LS-SVM's with an RBF kernel are applied to trajectory learning of the double scroll attractor.
II. SUPPORT VECTOR MACHINES AND FUNCTION ESTIMATION
Here we review basic ideas of the support vector method of static function estimation and LS-SVM's. For detailed information about SVM's we refer to [3] , [6] , [15] , [17] - [19] , and [24] - [27] . 
The function estimation problem is formulated then as 
where p = 1 corresponds to (4).
The work in this paper is related to a least squares version of SVM's. This version has been investigated in [14] for function estimation and in [23] for classification problems. For function estimation it corresponds to the following form of ridge regression T '(Xj) (12) can be imposed for these kernels. For LS-SVM's the nonlinear function can then be represented as
j K(X j ; X i ) + B (13) where the parameters j; B follow from (11) after replacing X T i Xj by K(X i ; X j ). For RBF kernels one has K(Xi; Xj) = exp 0kXi 0 Xjk 2 2
where is a positive real constant. The number of hidden units in the LS-SVM is equal to the number of data points, while in standard SVM's this is equal to the number of support vectors. In other words, sparseness is lost in the LS-SVM case.
III. RECURRENT LEAST SQUARES SVM'S
Given a deterministic nonlinear dynamical system with input u k 2 and output y k 2 , we consider nonlinear models of the form y k = f(ŷ k01 ;ŷ k02 ; . . . ;ŷ k0p ; u k01 ; u k02 ; . . . ; u k0p ) (15) whereŷ k denotes the estimated output and f is a smooth nonlinear mapping. Depending on the field, such models are called recurrent input/output models [9] , [20] , [29] , nonlinear output error (NOE) models [16] , or parallel models [11] . These are opposed tô y k = f(y k01 ; y k02 ; . . . ; y k0p ; u k01 ; u k02 ; . . . ; u k0p ) (16) which are called feedforward models, NARX models or series-parallel models. Models of this form can be trained by means of the standard SVM methods discussed in Section II. The parametrization of f by SVM's is static because there is no recursion in the variableŷ k . Without loss of generality concerning the methods, we will further discuss the autonomous case of the recurrent model (15) y k = f(ŷ k01 ;ŷ k02 ; . . . ;ŷ k0p ): (17) We take the following parametrization:
. . .
We express this model in terms of the given data and the error variables: (15) and (18) are classically trained by dynamic backpropagation or backpropagation through time [11] , [12] , [28] . The goal of this Section is to develop an SVM approach for the recurrent model. We formulate the training of the network (19) as The conditions for optimality are given by (23) at the bottom of the next page. By replacing w into the last two conditions and applying
Mercer's condition by letting X i in (1) correspond to z k01 j k0p = x k01 j k0p 0 k01 j k0p K(z k01 j k0p ; z l01 j l0p ) = '(z k01 j k0p ) T '(z l01 j l0p ) (24) one obtains the following conditions for optimality in (25) at the bottom of the next page. Hence, (23) which is of the form F1(w; b; e; ) = 0 has been represented as F 2 (b; e; ) = 0 in (25) by elimination of w. This is similar to the elimination of w in (11) for the static SVM case where w itself is never explicitly calculated. Furthermore, the Mercer condition (24) is implicitly defining the nonlinear mapping '(1).
Finding a solution to (25) subject to (27) at the bottom of the page. At this point it is important to note that the vectors z depend on the error variables e. Hence, the cost function is subject to a set of nonlinear constraints in e. Hence, although (26) and (27) 
where is a positive real constant.
No centers have to be determined in SVM models, in contrast with most of the classical RBF approaches [2] , [13] , [15] . For the recurrent SVM case the parameter estimation problem becomes nonconvex. The constrained nonlinear optimization problem (26) , (27) can be solved, e.g,. by sequential quadratic programming (SQP) [7] . For large data sets special methods for large scale nonlinear optimization have to be applied. Because the results are based on the limit case ! 1 and, hence, partially neglecting the regularization term (1=2)w T w in (26) (the form of the solution is still derived by taking into account a regularization term based upon (20) ) there is a danger for overfitting. Therefore, instead of minimizing the cost function to its local minimum one has to apply early stopping, which is equivalent to a form of regularization [1] , [3] , [16] . In standard SVM theory, which is applicable to feedforward models, the parameter in (29) could be determined by minimizing upper bounds on the generalization error. However, this theory does not apply to the recurrent SVM case because the input arguments z of K(1; 1) are not independent of each other. Hence, should be either chosen as part of the unknown parameter vector for the optimization (26), (27) or ad hoc.
IV. EXAMPLE: DOUBLE SCROLL TRAJECTORY LEARNING
In this example we consider Chua's circuit [4] , [5] , [10] A double scroll attractor is generated by taking = 9; = 14:286; m0 = 01=7; m1 = 2=7. A trajectory has been generated for initial condition [0:1; 0; 00:1] by using a Runge-Kutta integration rule (ode23 in Matlab).
In Fig. 1 the first N = 300 data points were used for trajectory learning of the double scroll by a recurrent SVM with an RBF kernel.
For the model structure p = 12 has been taken and = 1 for the RBF kernel. In order to solve the constrained nonlinear optimization problem (26) , (27) , SQP has been applied (constr <AU: COMPLETE WORD? >in Matlab with a specification of the number of equality constraints). The model (28) has been simulated in C by using Matlab's cmex facility. In all simulations, for the initial unknown parameter vector k ; e k have been chosen randomly according to a Gaussian distribution with zero mean and standard deviation 0.1 and b = 0. Although no further optimization of the model structure has been done, it has been observed that small values of p (that are chosen in accordance with Takens' embedding theorem) are slowing down the training process. The value of in (29) has to be chosen relative to the scaling of the data set. In Fig. 1 the simulation result after training is shown in dashed line based on (28) , (29) with as initial condition data points k = 1 to 12. Early stopping has been decided based upon the given training data (not on an additional test set, as is usual for feedforward models) by evaluating the cost function in (26) for the simulation obtained from (28) with p = 12 and N = 300 for the given initial state.
Early stopping was applied at the moment when this performance index degraded, which occurred after about 400 iteration steps of SQP for this example. The resulting recurrent SVM is generalizing to a double scroll attractor, also for small perturbations on the initial state. Fig. 2 shows a further optimization to the local minimum with the result of Fig. 1 as an initial parameter vector, which leads to overfitting. The overfitting phenomenon can be detected on the training data itself as illustrated on Fig. 2 . Finally, note that for the recurrent SVM's it is important to simulate the form (28) because when solving the constrained nonlinear optimization problem (26), (27) the constraints will usually not hold exactly, but with a certain tolerance. For chaotic systems such small perturbation could cause significant differences between the solution vector to (26) , (27) and the recurrent simulation model (28) .
V. CONCLUSION
In this paper we introduced recurrent LS-SVM's, in addition to existing SVM solutions for classification and static nonlinear function estimation problems. Some essential features of SVM's such as Mercer's condition and the fact that the output weights are a Lagrange multiplier weighted sum of the data points, are still applicable. For computational reasons we focused on the limit case of assigning the squared error an infinitely large penalty factor. The training has been formulated as a nonconvex constrained nonlinear optimization problem in the error variables and the Lagrange multipliers. Training recurrent neural networks by dynamic backpropagation to follow trajectories of chaotic systems is well known to be a difficult problem. By trajectory learning of a double scroll we illustrated that recurrent LS-SVM's can generalize well, even on relatively small given training data sets. For large data sets, efficient methods for large scale constrained nonlinear optimization have to be used. The work of recurrent SVM's opens new perspectives with respect to time-series prediction and nonlinear modeling in general.
