In this paper, we study a class of time-delayed BAM neural networks with discontinuous activations. Base on the framework of differential inclusion theory and set-valued analysis, by designing discontinuous feedback controller and using some analytic methods, easily verifiable delay-independent criteria are established to guarantee the existence of periodic solution and global exponential synchronization of the drive-response system. Finally, we give a numerical example to illustrate our theoretical analysis. The obtained results are essentially new and they extend previously known results.
Introduction
As far as we know, many neural network systems such as Hopfield neural networks, Cohen-Grossberg neural networks and Bi-directional associative memory (BAM) neural networks were widely investigated in past decades, the BAM neural networks which generalized the single-layer auto-associative Hebbian correlator to a two-layer firstly introduced by Kosko (see [15, 16] ). Recently, BAM neural networks as well as their various promotions have attracted more attention of many researchers like mathematicians, biologist, physicists and computer scientists (see [4, 17, 20, 22, 23, 27, 29, 30] ), because the BAM network structure can lead to better results in their potential applications in associative memory, nonlinear optimization problems and parallel computation than the regular neural network structures.
For given vector field, many researches of dynamical behaviors are established under the conditions of smoothness or even globally Lipschitz, because of that the solutions of continuous system are conventional definition and simple existence assumptions. In real world, however, it is known that neural networks with discontinuous activations do frequently arise. In order to ensure satisfaction degrees, in the conducting region, those input-output activation functions are asked to possess a very high slope, then they should approximate some discontinuous activation functions (see [5, 9, 19, 26] ). Recently, a newfangled tool named Filippov differential inclusion theory has been studied to investigate the dynamical behaviors of BAM system such as periodic solution, almost periodic solution, equilibrium point, convergence of solution and synchronization in the sense of Filippov. According to what we know, some experiments have been made to investigate the periodic synchronization problems for nonlinear systems with discontinuous dynamic behaviors in the field of neural networks, discontinuous controllers can be intentionally designed to realize synchronization stability. In [31] , the authors investigated finite-time synchronization of an array of coupled neural networks via discontinuous controllers. In [6] , the authors studied global exponential synchronization of the drive-response network system by designed novel discontinuous switching state-feedback control. It should be noted that it still has a lot of difficulties and lack of new and valid methods for realizing synchronization control of discontinuous neural networks in practice.
To the best of our knowledge, there are few papers published on the existence and exponential synchronization of periodic solution of complex BAM neural networks with time-varying delays and discontinuous activations. In fact, the classical controller without switching term is not very easy to realize the exponential stability of discontinuous models, because it can not be well handled the equivocal differences between the Filippov solutions of discontinuous neural network systems. Thus, it is necessary and important to study the existence and stability of periodic solution for neutral type neural networks with time-varying delays and discontinuous activations. In this paper, by designing a novel discontinuous controller including a discontinuous function sign(·), we will introduce the framework of differential inclusion theory and set-valued analysis to overcome the difficulties of research work concerning global exponential synchronization of periodic solution of complex BAM neural networks with time-varying and discontinuous activations.
Motivated by the above discussions, in this paper, we consider the complex BAM neural networks with periodic coefficients and discontinuous activations:
where n, m correspond to the number of units in a neural network, x i (t) denotes the state variable associated with the ith neuron, y j (t) denotes the state variable associated with the jth neuron; a i (t) > 0, b i (t) > 0, they denote the neural self-inhibitions; p ji (t), r ij (t) and q ji (t), s ij (t) denote the strengths of the jth unit on the ith unit at time t and time t − τ(t), respectively; c i (t), d j (t) are continuous ω-periodic functions which denote the external inputs from outside the neural networks at time t; f j , g j and u i , v i represent the neuron input-output activations; τ(t) corresponds to the transmission delay and satisfies 0 τ(t) τ (τ = max 0 t ω {τ(t)} is a positive constant) andτ(t) τ D < 1. Throughout this paper, we always assume that a i (t),
Eq. (1.1) can be equivalently represented by
In order to establish our main results, it is necessary to give the following condition for the neuron activation functions in system (1.1) (or (1.2)): (ℵ1) For every i = 1, 2, . . . , n, j = 1, 2, . . . , m, f j , g j and u i , v i are continuous in R except a countable set of isolate jump discontinuous points ρ k , where there exist finite right and left limits, and in every compact set of R, has only a finite number of jump discontinuous points.
Given a set X ⊂ R n , by co[X] we denote the closure of the convex hull of X, and µ(X) denotes the Lebesgue measure in R n of X. By the assumption (ℵ1), we can obtain:
(ℵ2) For every i ∈ N, there exist nonnegative constants α i and β i such that
The purpose of this paper is to realize the global exponential synchronization of complex discontinuous time-delayed BAM network system using the fixed point theorem of differential inclusion theory and by stabilization control. In the next section, some basic definitions and preliminary lemmas are introduced. In Section 3, the proof on the existence of periodic solution is presented. In Section 4, global exponential synchronization stability of periodic solution is obtained. In Section 5, we give a numerical example to illustrate our theoretical results and the proposed methods. Finally, we conclude this paper in Section 6. In the following we introduce some notations which will be used in the rest of paper. Let R n denote the n-dimensional Euclidean space and the superscript T denote the transposition. Let x = (x 1 , x 2 , . . . , x n ) , y = (y 1 , y 2 , . . . , y n ) , by x > 0(x 0) we mean that
and λ min (A) represent the maximal and minimal eigenvalues of A, respectively. Let diag(· · · ) denote a block-diagonal matrix and sign(·) denote the sign function. Finally, for any continuous ω-periodic function f(t) defined on R, we set
|f(t)|.
Preliminaries
In this section, we introduce some lemmas and definitions about set-valued analysis, differential inclusions, and non-smooth analysis (see [1, 3, 8, 13] ), which will be used throughout this paper.
Let R n (n 1) be an n-dimensional real Euclidean space with inner product ·, · and induced norm · . Suppose X ⊆ R n , let us denote
(convex) nonempty and closed}, P k(c) (X) = {A ⊂ X : (convex) nonempty and compact}.
For given A ⊂ P f (X), x ∈ X, the distance from x to A is defined as dist(x, A) = inf{ x − a : a ∈ A}. Let K(R n ) denote the collection of all nonempty compact subsets of R n with the Hausdorff metric ρ defined by
where
Obviously, with metric ρ, K(R n ) is a complete metric space. Let
Now we introduce the concept to Filippov solution (see [10] ). Consider the following differential system in vector notation:
where f(t, x) is discontinuous in x.
x ∈ E, and y ∈ F(x)}, where E is subset of R n . 10, 14] ). Consider the autonomous system dx dt = f(x), where f(x) is discontinuous in x ∈ R n . Let us construct a Filippov set-valued map (i.e., Filippov regularization)
Definition 2.2 ([
where µ(N) denotes the Lebesgue measure of set N; intersection is taken over all sets N of Lebesgue measure zero and over all δ > 0; B(x, δ) := {y ∈ R n : y − x δ} represents the ball of center x and radius δ; co[E] is the closure of the convex hull of set E. A vector-valued function x(t) defined on a nondegenerate interval I ∈ R is said to be a Filippov solution of this discontinuous system, if it is absolutely continuous on any compact subinterval [t 1 , t 2 ] of I, and for almost all t ∈ I, x(t) satisfies the differential inclusion dx dt ∈ F(t, x), for a.e. t ∈ I.
By Definition 2.2, we can get the definition of the Filippov solution of (1.2) as follows:
, is a state solution of the delayed and discontinuous system (1.1) on [−τ, T ), if z(t) is absolutely continuous on any compact interval of [−τ, T ) and satisfies differential inclusion
Obviously, the set-valued map φ(z, t) : 
The lemma below is the set-valued version of the Mawhin coincidence theorem on the existence of periodic solution and its proof can be found in [21] .
Lemma 2.3 ([21]
). Suppose that F : R × R n → Kv(R n ) is USC and ω-periodic in t. If the following conditions hold:
(1) there exists a bounded open set Ω ⊆ C ω , the set of all continuous, ω-periodic functions: R → R n , such that for any λ ∈ (0, 1), each ω-periodic function x(t) of the inclusion
(2) each solution u ∈ R n of the inclusion
then differential inclusion (2.1) has at least one ω-periodic solution x(t) with x ∈Ω.
Definition 2.4 ([7]
). We say that real matrix Θ = (θ ij ) ∈ R n×n is an M-matrix, if and only if we have θ ij 0, i, j = 1, 2, . . . , n, i = j, and all successive principal minors of Θ are positive.
Lemma 2.5 ([2, 18]).
Let Θ = (θ ij ) be an n × n matrix with non-positive off-diagonal elements. The Θ is an M-matrix if and only if one of the following conditions holds:
Existence of the periodic solution
In this section, we will explore the existence of periodic solution for system (1.1) (or (1.2)) with discontinuous activation functions. Our main tools to be used involve the application of M-matrix theory, differential inclusions theory, and set-valued analysis.
First of all, define
Then C ω is a Banach space with norm
, where
In order to conduct with our analysis on periodic solutions, we give the following assumption:
, and
Then, we will give some propositions, which are important tools to proceed the existence of ω-periodic solution to the discontinuous network system (1.1) (or (1.2)). 
is an USC set-valued map with nonempty compact convex values. In order to apply the condition (1) of Lemma 2.3, we need to search for appropriate open, bounded subset Ω. Corresponding to the differential inclusion
is an arbitrary ω-periodic solution of the differential inclusion (3.1) for a certain λ ∈ (0, 1). By the measurable selection theorem, we can find the measurable function γ = (γ 1 , . . . , γ n , γ n+1 , . . . , γ n+m ) and η = (η 1 , . . . , η n , η n+1 , . . . , η n+m ) such that
Multiplying both sides of the first equation of (3.2) by x i (t) and integrating over the interval [0, ω], we obtain
In view of (ℵ2) and Cauchy-Schwarz inequality, we derive from (3.3) that
we notice that 5) where ρ −1 is the inverse function of ρ(t) = t − τ(t), then from (3.4) and (3.5), it implies
Without loss of generality, multiplying both sides of the second equation of (3.2) by y j (t) and integrating over the interval [0, ω], it is easy to calculate that
Combining (3.6) and (3.7), we obtain
. . , n, and
For the sake of convenience, we define z i ω 2 by
Obviously, it follows from (3.8) that
Since E n+m − M is an M-matrix, we can obtain from Lemma 2.5 and assumption (ℵ3) that there exists a vector ξ = (ξ 1 , . . . , ξ n , ξ n+1 , . . . , ξ n+m ) > (0, . . . , 0, 0, . . . , 0) such that
together with (3.9), yields that
Thus, we have
It is easy to check that there exists t i ∈ [0, ω] such that
Since for t ∈ [0, ω],
it follows for (3.10) that
From (3.2), we obtain that 
It follows from (3.12) and (3.13) that
where R i = R i when i = 1, 2, . . . , n, and R i = R i−n when i = n + 1, n + 2, . . . , n + m.
By (3.11) and (3.14) we obtain that
Clearly, H i (i = 1, 2, . . . , n + m) is independent of λ. Again from assumption (ℵ3) and Lemma 2.5, it follows that there exists a vector ϑ = (ϑ 1 , . . . , ϑ n , ϑ n+1 , . . . , ϑ n+m ) > (0, . . . , 0, 0, . . . , 0) such that (E n+m − M)ϑ > (0, . . . , 0, 0, . . . , 0) . Therefore, we can choose a sufficiently large constant σ such that ϑ * = (ϑ * 1 , . . . , ϑ * n , ϑ * n+1 , . . . , ϑ * n+m ) = (σϑ 1 , . . . , σϑ n , σϑ n+1 , . . . , σϑ n+m ) = ση and
We take
Clearly Ω is an open bounded set of C ω and z / ∈ ∂Ω for any λ ∈ (0, 1). Then the proof is complete.
Proposition 3.2. If the assumptions (ℵ1)-(ℵ3)
hold, then the system (1.1) (or (1.2)) satisfies the condition (2) of Lemma 2.3.
Proof. We prove by the way of contradiction. Suppose that there exists a solution κ = (κ 1 , . . . , κ n , κ n+1 , . . . ,
, then κ is a constant vector on R n+m such that |κ i | = ϑ * i for i ∈ {1, 2, . . . , n + m}, set i = 1, then corresponding to κ 1 and 0 ∈ (g 0 (κ 1 )) =
Then, there exists some t * ∈ [0, ω] such that
From (3.15) we deduce that
without loss of generality we can get the inequality for every i ∈ {2, . . . , n + m} which implies that (E n+m − M)η * G, which contradicts to the fact (E n+m − M)η * > G. This proof is complete.
Next, we define a homotopic set-valued map φ :
If κ = (κ 1 , . . . , κ n , κ n+1 , . . . , κ n+m ) ∈ ∂Ω ∩ R n+m , then κ is a constant vector on R n+m such that |κ i | = η * i for some i ∈ {1, 2, . . . , n + m}. It follows that
Remark 3.3. Based on the proof of Proposition 3.2, by the method of contradiction, without loss of generality, we also claim that 
Therefore, by the homotopy invariance and the solution properties of the topological degree, we obtain
where deg(·, ·, ·) denotes the topological degree for upper semi-continuous set-valued maps with compact convex values (see [24] ). Then the proof is complete.
Then, we have proved that Ω satisfies all the conditions in Lemma 2.3, we can give the following theorem on the existence of periodic solution of complex neural network model (1.1) (or (1.2) ). Theorem 3.5. Suppose that the assumptions (ℵ1)-(ℵ3) are satisfied, then the discontinuous network system (1.1) (or (1.2)) has at least one ω-periodic solution.
Remark 3.6. In general, it is easily verified that neuron dynamic approaches are based on M-matrix, and there are many existing results (see [5, 9] ) to analyze the periodic solutions of neuron dynamic systems with discontinuous neuron activations via Yoshizawa-like theorem, Krasnoselskii's Fixed point theorem of set-valued maps, Leray-Schauder alternative theorem, etc., see [6] . However, it is necessary to introduce the existence of the periodic solution which has been ignored by many researches, in this section, we obtained that the results on the existence of the periodic solutions for the complex BAM network dynamical system with time-varying delays and discontinuous activations which is prepared for the next section.
Periodic synchronization under control
In this section, by designing a state-feedback controller, we study the global exponential synchronization of complex BAM system with periodic coefficients and discontinuous activations. Suppose that z(t) = (x 1 (t), . . . , x n (t), y 1 (t), . . . , y m (t)) is an arbitrary solution of Eq. (1.1) with initial condition φ(s) =  (ϕ 1 , . . . , ϕ n , ϕ 1 , . . . , ψ m ) . By Theorem 3.5, there exists an ω-periodic solution z * (t) = (x * 1 (t), . . . , x * n (t), y * 1 (t), . . . , y * m (t)) with initial condition φ * (s) = (ϕ * 1 , . . . , ϕ * n , ϕ * 1 , . . . , ψ * m ) for Eq. (1.1). For i = 1, 2, . . . , n, j = 1, 2, . . . , m, now we consider the complex network model (1.1) as the driver system, the corresponding response system can be described as the following functional differential equations:
where µ i (t), ν j (t) are the controller to be designed for reaching periodic synchronization of the driveresponse system. The other parameters are the same as those defined in model (1.1).
According to the theories of differential inclusions and set-valued maps, for i = 1, 2, . . . , n, j = 1, 2, . . . , m, we can give the initial value problem (IVP) of response system (4.1) for a.e. t ∈ [0, +∞) as follows:
Next we define the convergence rate of exponential synchronization error between the drive system and the response system, for i = 1, 2, . . . , n, j = 1, 2, . . . , m, we obtain e i (t) = σ i (t) − x i (t) and e n+j (t) = π j (t) − y j (t), then we can get the following synchronization error system
. . , n + m. We consider the following discontinuous feedback controllers:
µ i (t) = −l i e i (t) − m i sign(e i (t)) and ν j (t) = −l n+j e n+j (t) − m n+j sign(e n+j (t)),
where i = 1, 2, . . . , n, j = 1, 2, . . . , m. By the assumption (ℵ2), we assumed further that the discontinuous neuron activations h satisfies the following condition: (ℵ4) For every i ∈ N, there exist nonnegative constants α i and β i such that
and sup
Remark 4.1. Because of the functions h i and h i are discontinuous, the constant β i in the assumption (ℵ4) should not be equal to zero. If not, the assumption (ℵ4) is completely different from the Lipschitz condition in the previous literature which is in contradiction with our hypothesis.
For convenience, we denote
Definition 4.2 ([25, 28])
. The drive system (1.1) and the response system (4.1) with discontinuous activations function are said to be globally exponentially synchronization if there exist positive constants 1 and λ > 0 such that
where λ is called the convergence rate of exponential synchronization. 
Then under the discontinuous switching feedback controller (4.4), the neural networks (1.1) and (4.2) can achieve global exponential synchronization. Moreover, the convergence rate is λ = ∆ L − exp ∆ M τ Λ > 0.
Proof. Substituting the discontinuous switching feedback controller (4.4) into the synchronization error system (4.3), for a.e. t 0, we obtain
s ij (t)Υ i (t − τ(t)) − l n+j e n+j (t) − m n+j (e n+j (t)). For any t 0, we consider the following positive radially unbounded candidate Lypunov function:
Now we define V t (θ) = V(t + θ), −τ θ 0 and t ∈ [0, T ). Moreover, for any t ∈ [0, T ), the supnorm is given as V t C = sup −τ θ 0 |V t (θ)|. It is easy to see that the function V(t) = V t (0) is absolutely continuous and C-regular; V(t) > 0, V(0) is positive and finite. We denote w i (t) = sign(σ i (t)), if σ i (t) = 0; while w i (t) can be arbitrarily chosen in [−1, 1], if σ i (t) = 0. Therefore, taking (4.5) into account, under the conditions of the theorem, calculating the derivative of V(t) for a.e. t 0, we can obtain
Similar to (4.6), we obtain
Moreover, combining (4.6) and (4.7), under assumption of the theorem, we obtain where ∆(t) = min min
Multiplying both sides of the inequality (4.8) by exp{ t 0 ∆(ρ)dρ} and integrating both sides of the inequality over the interval [0, t], it follows that
therefore, for −τ θ 0, we can deduce that
By Gronwall inequality, we have
which yields
this means that
Under the discontinuous switching feedback controller (4.4), according to Definition 4.2, the driver network system (1.1) can realize globally exponentially synchronization with the response system (4.1). The proof is complete.
Remark 4.4. In this paper, we designed a discontinuous switching terms µ i (t) and ν j (t), taking measurable selection in the appropriate closure of the convex hull, by Filippov regularization and in the sense of initial value conditions, the system (1.1) is first transformed into (4.1). Between response network systems and the Filippov solutions of the drive system, such a discontinuous switching feedback controller can deal with the uncertain differences. From proof of Theorem 4.3, in realizing the periodic synchronization goal, one can see that the discontinuous switching term in state-feedback controller (4.1) plays a very important role. However, it is not easy to construct the conventional Lyapunov-like functions for realizing synchronization control of complex BAM neural networks, and it is also not easy to design suitable controller to achieve the periodic synchronization for complex BAM networks with time-varying delays and discontinuous activations. Our future researches should be emphasized on designing better and simpler controlled response system.
Examples and simulation experiment
In this section, using MATLAB programming, we provide a simulation example to illustrate our criteria. Consider the following three-dimensional discontinuous time-delayed network system as follows:
dy 2 (t) dt = −b 2 (t)y 2 (t) + r 2 (t)u(x(t)) + s 2 (t)v(x(t − τ(t))) + d 2 (t), We can get that E − M is an M-matrix. Therefore, it follows from Theorem 3.5 that the non-autonomous system (5.1) with neuron input I(t) = (4, 4 + sint, 4 + cost) has at least one 2π-periodic solution.
Obviously, the discontinuous functions are non-monotonic and satisfy the assumption (ℵ1). Meanwhile, 0 is a discontinuous point of the activation functions, we choose α 1 = α 2 = α 3 = β 1 = β 2 = β 3 = 1 such that the condition (ℵ2) holds. Take 
Conclusions
In this paper, we consider a class of complex BAM network dynamical systems with time-varying delays and discontinuous activations. Our main technologies of this paper involve periodic synchronization theorems and the theory of differential inclusions developed by Filippov, we have introduced a new research method to guarantee the existence of the periodic solution, that is, by using the set-valued analysis and degree theory, we have obtained that there exists at least one periodic solution for the complex BAM network dynamical systems with time-varying delays and discontinuous activations. Then, by constructing C-regular Lyapunov-like function and designing novel discontinuous switching feedback controller, which can realize the global exponential synchronization of the drive-response system for discontinuous time-delayed BAM neural networks with periodic coefficients. These results obtained in this paper improve and extend the previous works, and in the further work to solve the other synchronization issues, we wish that the methods and tools constructed in this paper can be widely used.
