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Abst rac t - - In  this paper, a decomposition method is used for solving a two-compartment model 
incorporating nonlinear effiux from a peripheral compartment. The solution is useful for estimating 
the parameters and solving the structural identifiability of the model. The technique isdemonstrated 
by considering two different forms of nonlinear transfer effiux. 
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1. INTRODUCTION 
In this paper, a two-compartment model similar to the one described in [1] and governed by the 
differential equations 
X~ = -- (k01 + k21)Xl + kl2(x2,p) x2+ul ( t ) ,  
x~ = -k21Xl - k12(x2,p) x2, 
Zl (O)=D1,  x2(O)=O, 
(1.1) 
(1.2) 
(1.3) 
will be discussed. In (1.1)-(1.3), compartment I is observed with known observation D1; xl and x2 
represent the concentration of drug in compartments 1 and 2, respectively; k01 and k21 denote 
linear rate constants; k12(x2, p) is a nonlinear flow rate dependent on the donor compartment 2 
and on a vector parameter p; and k12(x2, p)x2 corresponds to the efflux from compartment 2.
This nonlinearity may be introduced via some form of drug-receptor binding reaction (see [2]) 
or may relate to the stoichiometry of ion transport [3]. The input function ul(t) in (1.1) is an 
impulsive function corresponding to a bolus injection to the system of the form D15(t) with D1 
known. Thus (1.1),(1.2) can be solved with the initial conditions xl(O) = biD1, x2(0) = 0. 
The following two forms of the nonlinearity term k12(x2, p) x2 are considered. The first form 
represents Hill's equation given by 
vmzg (1.4) k12 (x2, p) X2 -- Km+ x~ 
The second is the binomial form given by 
ymx~ (1.5) k12 (x2, p) x2 = (K,~ + x2) n" 
Vm is the maximum possible effect; Km is related to the Michaelis-Menton constant when n = 1 
(see [4]); and the positive constant n is the Hill coefficient. 
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One problem in such studies is to identify the parameters k01, k21, and p which is a function 
of Vm, Kin, and n. The Taylor series method has been employed for estimating such parameters in 
compartment models. As an alternate method, we shall develop first the Adomian decomposition 
algorithm [5,6] which will yield an explicit series representation for xl and x2. These solutions 
can be used to estimate the parameters k01, k21, and p = p(Vm, Kin, n). 
2. APPLY ING THE DECOMPOSIT ION METHOD 
In this section, the main algorithm of Adomian's decomposition method is described as it 
applies to the nonlinear equation given by 
Lx-N(x)  =f ,  (2.1) 
where L and N are, respectively, linear and nonlinear operators on a Hilbert space H, f is a 
known element of H, and we are seeking x E H satisfying (2.1). We assume that for every f E H, 
equation (2.1) has a unique solution. 
Assuming L is invertible, an equivalent form of equation (2.1) is 
L-1Lx = L-1Nx + L- I f .  (2.2) 
If this corresponds toan initial-value problem, then L -1 may be regarded as definite integrations 
from 0 to t. If L is a first-order differential operator, L -1 is the one-fold integration operator and 
L-1Lx = x - x(O). Solving (2.2) for x yields 
x = x(O) + L-XNx + L - i f .  (2.3) 
The decomposition technique consists of representing the solution of (2.1) as a series 
oo 
x = ~ xn, (2.4) 
n=0 
and the nonlinear operator N is decomposed asfollows: 
OO 
N(x) = ~ An. (2.5) 
r t~0 
Substituting equations (2.4) and (2.5) into (2.3) yields 
oo OO 
E Xn='x(O)+ Y~ L -1An+L- l f "  (2.6) 
r t~0 n----O 
Therefore, we can write 
z0 = x(0) + L-If ,  
Xl =- L-1Ao, 
x2 = L-1A1, (2.7) 
Xn = L-1Ar,-1, 
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where An's are the Adomian's polynomials. The convergence of (2.4) has been established [7,8]. 
To illustrate the scheme, let Nix)  be a nonlinear function of x, say g(x). Then the first four 
Adomian's polynomials are 
Ao = g (xo), 
d 
A1 = xl dx---~g (xo), 
x2 d ~ d ~1 __g  
A2 = X2~xog (xo) + 2[ dx 2 (xo), 
d2 x 3 d 3 
1 A3 = xs g(xo) + xlx2-~x~g (xo) + ~. -~x~g (Xo), 
(2.s) 
To solve the nonlinear compartmental model (1.1)-(1.3) in this setting, define the linear operator 
d 
Lt -- d-t" (2.9) 
Consequently, (1.1),(1.2) can be rewritten as 
Ltxl = - (k01 + k21) Zl + k12 (x2, p) x2 + Ul(t), (2.10) 
Ltx2 = k21Xl - k12 (x2, p) x2. 
Applying the inverse operator of Lt which is given by 
[L71/] ( t ) := /(u) du (2.11) 
to both sides of equation (2.10) and using the initial conditions (1.3) yields 
xl(t) = D1 - (k01 n u k21)  L71x1 + L71g (x2, p) + L71u1(t), 
(2.12) 
x2(t) = k21L~Ixl - L [ lg  (x2, p),  
where 
g (x2, p) : k12 (x2, p) x2. 
The solution (xl, x2) of this system is 
(2.13) 
oo 
x,(t) = ~-'~xi,k(t), i = 1,2. (2.14) 
k=O 
The first terms Xi,o (i = 1, 2) can be determined as follows: 
where 
Xl,O(t) = D1 -{- Lt -1 (~l ( t ) )  , 
x2,0(t) -- k21L-~lxl,o = k21L~ -2 (Ul(t)) , 
Jo t ]0 ° [L~-2f] ( t ) := du dvf(v). 
oo 
N (x2) = g (x2, p) = ~ A2,,n, 
m=0 
If we set 
(2.15) 
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then using (2.7) and (2.12), the next iterates are determined via the recursive relation 
Xl,m+l(t) = - (kol + k21)L~lxl,m + L~IA2,m, 
(2.16) 
X2,m+l(t) = k21L-~lxl,m+l - L'~I A2,m, m > O, 
where the polynomial's A2,m = Am, m = 0, 1, 2,...  are as given in (2.8). Hence from (2.8), the 
first three iterates for both Xl and x2 are given by 
x1,1 = - (kol + k21) L71xl,o + L~l g (x2,0, p), 
x2,1 = k21L'[ixl,1 - L'~lg (x2,o, p), (2.17) 
xl,2 = - (kOl q- k21)L-tlxl,1 q- L't I x2,1A-.~-f~ g(x2,o,p )
d ) (2.18) 
x2,2 = k21L-~1xl,2 - L-~ 1 (x2,1-;----g (x2,0, p) , 
\ ax2,0 
[ d 1 2 d2 ] 
Xl,3 ~- Lt-lXl,2 q-L'~ 1 x2,2d-~-o2,0g (z2,0, p) + ~..x2,1d-'~-~g (x2,0, p) , 
" 2,0 J 
(2.19) 
d ~.1 2,1 ~g (d2  =,0, p)J .1 x2,3 = k21Lflx1,3 - L~ 1 [x2,2-;----g (x2,0, p) + x 2 x 
L ax2,o . , 
These values along with the initial conditions can be used to determine the parameters kol, k21 
and p = p(Vm, Km, n). 
3. I LLUSTRAT ION OF THE METHOD 
We shall consider two examples where the nonlinear operator g(x2, p) takes the two forms as 
given in (1.4),(1.5). The Adomian's polynomials are generated by using the Computer Algebra 
System MAPLE V. 
EXAMPLE 1. THE HILL EQUATION. This equation is used extensively in pharmacokinetics. Since 
g(x2, p) given in (2.13) is of the form (1.4), upon substituting this value of g(x2, p) into (2.8), 
the first few Adomian polynomials will be given by 
vm ~ (3.1) A2,o -Km + x~, o 2,0, 
nKmVm xn_ 1 (3.2) 
A2,1 = (Kin +X~,0)2Z2,1. 2,0 ' 
xn--2 
1 E 2,0 { - (n+ 1) 2 ~ xn+l 
A2,2 = ~n mKm (Kin -F X~,o) 3 x~'l x2,° -t- 2x2,2 2,0 (3.3) 
-t- 2Kin x2,2 x2,0 + K,n(n - 1)x22,t}, 
xn-3 
1 ~,o {6 x~,3 X~,o [Kin + 2X~,o + x~,~] A2,3 = -~ n Vm g,n (Kin + X~,o) 4 
-F6x20x2,1x2,2 [(n 1)K2m K n (n-t- 2n , - - 2 ~X~,o - 1)x~,o] (3 .4)  
~'~ ~ ~ I) ~:~,o] }. + (n 2+3n+2)  x2,1x2'o + 2 ,x [ (n2-3n+2)  Km-4(n  2+ 
Substituting (3.1)-(3.4) into the solution given in (2.15)-(2.18) yields 
OO 
xl(t) = ~ xl,k(t) = xl,o + x1,1 + . . . .  D1 + L~lu l ( t )  
k=o (3.5)  
- (ko~ + k~)L;2u~(t)  +L ;  ~ g~ + (k~iL ; -~ i ( t ) )  '~ (k~L~ u~(t ) )  + . . . .  
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Similarly, the solution X2( t )  is given by 
O0 
x2(t) = E x2,tc(t) = x2,0 + x2,1 + . . . .  k21L[2u1(t) 
k--0 
- L;1 Km+ (k21L~ ul(t)) -2 n (k21Lt ul(t)) + ' . ' .  
(3.6) 
EXAMPLE 2. THE BINOMIAL FORM. This form as given in (1.5) is derived in relation to the 
Sodium Pump in red cells, see [1]. For this case, g(x2, p) given in (2.13) is of the form (1.5). 
Substituting this value of g(x2, p) into (2.8), the first few Adomian's polynomials are found to 
be 
A2,0 - 
A2,1 = 
A2,2 = 
A2, 3 -- 
y~ 
x n (3.7) 
(Kin + x2,o)" 2,0, 
nVmKm x x n-1 (3.8) .,nq-1 2,1 2,0 , 
(K,~ + x2,o) 
3:n-2 
1 V. 2,0 {K.~(1 - n)x2,x - 2Kmz2,0x2,2 
--~ n mKm (Kin + X2,o) n+2 (13.9) 
- 2 x22,0 x2, 2 "~- 2x2, 0 x2,1 }, 
1 nKmVmx~ 3 {6X2,oX2,1x2,2 [(n - 1)K 2 - (n + 1)z2,'~ - 2gmx~o ] 
6 (Kin + X~,o) 4 
(3.10) 
+x 3 2) 2 2) 2. (1 -n  2) Kmx~,o] 2,1 [( n2 -3n+ g~+(n  2+3n+ x , 0+4 
2n +6x3,0x2,0 [K 2 + 2gmx'~,o + x2,0] } • 
Thus having determined the A2,i, the solutions Xl and x2 can be found iteratively. Substitut- 
ing (3.7)-(3.10) into the solution given in (2.15)-(2.18) yields 
Xl(t) = EX l ,k ( t )  = xl,o -~- Xl,1 -~- . . . .  D1 + L~lul(t)  
k=O 
- (kol + k~l) L;~ul(t) + L;  1 (/t'm + k~lL-;~l(t))" (k~n~ ~l(t)) + . . . .  
(3.11) 
Similarly, the solution x2(t) is given by 
oo 
x2(t) = E x2,k(t) = x2,0 + x2,1 + . . . .  k21Lt2uI(t) 
k=0 
- L t l  (Km + k21Lt2Ul(t)) n (k21Lt ul(t)) +" ' .  
(3.12) 
In either example, one may use the various iterates to determine the parameters k01, k21, and 
p = p(Vm, Kin, n). 
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