Abstract. Elliptic curve cryptosystems, proposed by Koblitz ( 11]) and Miller ( 15]), can be constructed over a smaller eld of de nition than the ElGamal cryptosystems ( 5]) or the RSA cryptosystems ( 19] ). This is why elliptic curve cryptosystems have begun to attract notice. In this paper, we investigate e cient elliptic curve exponentiation. We propose a new coordinate system and a new mixed coordinates strategy, which signi cantly improves on the number of basic operations needed for elliptic curve exponentiation.
Introduction
Koblitz ( 11] ) and Miller ( 15] ) proposed a method by which public key cryptosystems can be constructed on the group of points of an elliptic curve over a nite eld instead of a nite eld. If elliptic curve cryptosystems satisfy MOVconditions ( 14, 9] ) and avoid p-divisible elliptic curves over IF p r ( 22, 20, 24] ), then the only known attacks are the Pollard ?method ( 18] ) and the PohligHellman method ( 17] ). Hence with current knowledge, we can construct elliptic curve cryptosystems over a smaller de nition eld than the discrete-logarithmproblem (DLP)-based cryptosystems like the ElGamal cryptosystems ( 5]) or the DSA ( 4] ) and RSA cryptosystems ( 19] ). Elliptic curve cryptosystems with a 160-bit key are thus believed to have the same security as both the ElGamal cryptosystems and RSA with a 1,024-bit key. This is why elliptic curve cryptosystems have been discussed in ISO/IEC CD 14883-3, ISO/IEC DIS 11770-3, ANSI ASC X.9, X.9.62, and IEEE P1363 ( 9] ). As standardization advances, fast implementations of elliptic curve cryptosystems has been reported ( 8, 21, 26, 7, 3] ). There are two approaches for e cient elliptic curve exponentiation. One uses general methods valid for any elliptic curve. The other uses ad-hoc methods for special elliptic curves, which use the complex multiplication eld ( 25, 12] ). For security purposes, an elliptic curve should not be xed and be changed periodically. Therefore an e cient algorithm valid for any elliptic curve and not for a xed elliptic curve is desirable. This paper explores an e cient algorithm valid for any elliptic curve.
Elliptic curve exponentiations involve three di erent factors: the eld of denition, the addition-chains ( 10, 16, 13, 21] ), and the coordinate systems. For the eld of de nition, we may choose optimal elds on which modular reduction is e cient ( 3] ) or on which inversion is e cient ( 21] ). For the addition-chains, the addition-subtraction method is usually mixed with the window method ( 10, 16, 13, 21, 3] ). On the other hand, the optimal coordinate systems have not been so thoroughly studied, though there have been some proposals ( 1] ). In this paper, we study optimal coordinates for the case of a eld of de nition IF p (with p larger than 3). We propose a new coordinate system and a new mixed coordinates strategy for elliptic curve exponentiation.
Coordinates of an elliptic curve
An elliptic curve can be represented using several coordinate systems. For each such system, the speed of additions and doublings is di erent. Therefore a good choice of coordinate system is an important factor for elliptic curve exponentiations. A ne coordinates and projective coordinates are well known ( 23] ). Two more coordinate systems, the Jacobian coordinates and the ve element Jacobian coordinates (which we will call the Chudnovsky Jacobian coordinates) have been proposed in 1]. The e ciency of Jacobian coordinates for elliptic curve exponentiation is discussed in 3].
In the present paper, we introduce what we call modi ed Jacobian coordinates, which gives faster doublings than a ne, projective, Jacobian and Chudnovsky Jacobian coordinates. Since doublings take the largest part of the time for an elliptic curve exponentiation, this leads to noticeable improvements.
Strategy of elliptic curve exponentiation
Although we have at our disposal ve coordinate systems including our new one, there is no single system which gives both fast doublings and fast additions: for example, the Jacobian coordinates have faster doublings but slower additions than the Chudnovsky Jacobian coordinates. Up to now, for fast elliptic curve exponentiation, a single coordinate system has been used which minimizes the total computation time ( 8, 21, 26, 7, 3] ). This is not the best method since some coordinates are good at additions and others are good at doublings. In this paper, we propose a new strategy using mixed coordinate systems for e cient elliptic curve exponentiation: for doublings, we use the best possible system for doublings, and for additions, we use the best possible system for additions. This paper is organized as follows. Section 2 discusses the four known coordinate systems. Section 3 presents our new coordinate system and investigates strategies using mixed coordinate systems. The number of basic eld operations for elliptic curve exponentiation using mixed coordinates is also estimated. Section 5 presents an implementation of our strategy.
The coordinate systems
An elliptic curve can be represented by several coordinate systems. We give here the addition and doubling formulas for a ne coordinates ( 23] We see that Jacobian coordinates o er a faster doubling and a slower addition than projective coordinates. In order to make an addition faster, we should represent internally a Jacobian point as the quintuple (X; Y; Z; Z 2 ; Z 3 )
( 1]). This is called the Chudnovsky Jacobian coordinate and denoted by J c .
The addition formulas in the Chudnovsky Jacobian coordinates are the follow- 
A new strategy for elliptic curve exponentiation
In this section, we investigate a new strategy for elliptic curve exponentiation. Up to now, since only one kind of coordinate system is used, it has been necessary that it should o er both an addition and a doubling with reasonable speed (not the fastest but not too slow) ( 7, 8, 26, 25, 21, 3] ). The Chudnovsky Jacobian coordinate system is a good example: it reduces the computation time of an addition by slightly increasing the doubling time, but this is still worthwhile since Jacobian coordinates have a rather faster doubling but slower addition times than projective coordinates.
On the contrary, here we further improve on the Jacobian coordinate system in order to o er even faster doublings, and there will be no loss in elliptic curve exponentiation since we are going to use a new strategy of mixed coordinate systems.
The modi ed Jacobian coordinates
Here we modify the Jacobian coordinates in order to obtain the fastest possible doublings. For this, we represent internally the Jacobian coordinates as a quadruple (X; Y; Z; aZ 4 ). We call this the modi ed Jacobian coordinate system, and denote it by J m . The addition formulas in the modi ed Jacobian coordinates are the following. Let P = (X 1 ; Y 1 ; Z 1 ; aZ 4 1 ), Q = (X 2 ; Y 2 ; Z 2 ; aZ 4
2 ) and P + Q = R = (X 3 ; Y 3 ; Z 3 ; aZ 4
3 ).
Curve addition formulas in modi ed Jacobian coordinates (P 6 = Q) Obviously a modi ed Jacobian coordinate doubling is faster than a projective, Jacobian or Chudnovsky Jacobian coordinate doubling. Furthermore it is faster than an a ne coordinate doubling unless I < 3:6M (S is set to 0:8M), which seems extremely unlikely if p is larger than 100 bits, independently of the eld of de nition IF p and of the implementation of inversion.
Using mixed coordinates
It is evidently possible to mix di erent coordinates, i.e. to add two points where one is given in some coordinate system, and the other point is in some other coordinate system. We can also choose the coordinate system of the result. Since we have ve di erent kinds of coordinate systems (represented by the symbols A, P, J , J c , and J m ), this gives a large number of possibilities. Generalizing slightly the notation used above, let us denote by t(C 1 + C 2 = C 3 ) the time for addition of points in coordinates C 1 and C 2 giving a result in coordinates C 3 , and by t(2C 1 = C 2 ) the time for doubling a point in coordinates C 1 giving a result in coordinates C 2 . Table 1 gives the computation times for additions and doublings in various coordinates (not all possible combinations are given, only the most useful ones).
A small discussion is necessary if we want to compare computation times.
The ratio S=M is almost independent of the eld of de nition and of the implementation, and can be reasonably taken equal to 0:8. On the other hand, the ratio I=M deeply depends on the eld of de nition and on the implementation: it can be estimated to be between 9M and 30M in the case of p larger than 100 bits. From Table 1 , we see that for a doubling using a xed coordinate system, J m is the best choice. On the other hand, for an addition using a xed coordinate system, we cannot decide what is the best coordinate system independently of the relative speed of inversion: it will usually be J c , unless I=M < 10:6, in which case it will be A. doublings minus (w + 1)=(w + 2) additions on average.
Up to now, we have used a single coordinate system in all the procedure. Here we propose to mix di erent coordinate systems by dividing the computation into three parts: we will use the coordinate system C 1 for repeated main doublings (i.e. 2 ki?1 P 0 ), the coordinate system C 2 for the result of a nal doubling (i.e. 2(2 ki?1 P 0 )) and the coordinate system C 3 for the precomputed points, where P 0 is an intermediate point in the computation of kP. Summarizing, the computation of kP is done by repeating 2 ki P 0 + P W i?1] = 2(2 ki?1 P 0 ) + P W i?1] , whose computation time is equal to (k i ? 1)t(2C 1 ) + t(2C 1 = C 2 ) + t(C 2 + C 3 = C 1 ): Let us now discuss suitable coordinate systems for C 1 ; C 2 , and C 3 . Since doublings in C 1 are repeated the most frequently, we should choose C 1 such that t(2C 1 ) is the fastest, hence we set C 1 equal to J m .
We now look at the coordinates suitable for C 2 and C 3 . In this case, we must also consider the computation time necessary for constructing the table of precomputed points, which requires addition routines. For those, Table 1 says that t(J c + J c ) < t(A + A) () 9M + 2S < I; (12) where t(J c + J c ) is the fastest of all addition routines with no inversions and a xed coordinate system. From equation (12), the optimal coordinate system depends on the relative speed of inversion. Roughly speaking, when the relative speed of I to M is fast, we use a ne coordinates as C 3 . When the relative speed of I to M is slow, we use Chudnovsky Jacobian coordinates as C 3 . In the next section, we rst discuss each case generally, and then investigate the ratio of I to M in the case where k has 160-bits, 192-bits, and 224-bits.
Precomputed points in a ne coordinates
We assume here that we choose C 3 to be A. For C 2 , we search for the coordinate system such that t(2J m = C 2 ) + t(C 2 + A = J m ) is as small as possible. From Table 1 , we see that both J c and J are suitable choices for C 2 . Thus, we choose the simplest system J . To summarize, we set (C 1 ; C 2 ; C 3 ) = (J m ; J ; A).
To compute the table of precomputed points P i , we have two methods. We can compute it in the straightforward way, which requires a time of (14) This will be almost always less than the time given in Equation (13) 
Precomputed points in Chudnovsky Jacobian coordinates
We assume here that we choose C 3 to be J c . For C 2 , we search for the coordinate system such that t(2J m = C 2 ) + t(C 2 + J c = J m ) is as small as possible. From Table 1 , we see that both J c and J are suitable choices for C 2 . Thus, we choose the simplest system J . To summarize, we set (C The rst computation of 2P can be done instead using a ne coordinates. In this case, the computation time for a table is Here we discuss the total computation amount. We obtain a total computation time T 2 w (n) including the time for constructing a w + 2 + 4u + 5v)S: (17) Note that the term 3=2 w?1 comes from the fact that although the P i for i > 1 are in Chudnovsky Jacobian coordinates, P 1 is in a ne coordinates so addition with P 1 is faster.
In the same way as in Section 3.4 with n 1 = n ? w=2, we get approximately 
4 Time comparisons depending on the ratio I=M
The case of k = 160 bits
To x ideas, we assume here that k has 160 bits and that S = 0:8M. In this case, the optimal value of w is equal to 4, u is approximately equal to 158.33, and v is approximately equal to 26.28. We obtain the following results: 1. I < 30:5M
The optimal mixed coordinate system is as in Section 3.4: (C 1 ; C 2 ; C 3 ) = (J m ; J ; A). In other words, we use a ne coordinates for computing the table, modi ed Jacobian coordinates in the main doublings (i.e. 2 ki?1 P 0 ), and we compute the result of a nal doubling (i.e. 2(2 ki?1 P 0 )) using Jacobian coordinates. The computation time is given by T 1 4 (160) = 4I + 1488:4M (Equation (15)).
I > 30:5M
The optimal mixed coordinate system is as in Section 3.5: (C 1 ; C 2 ; C 3 ) = (J m ; J ; J c ). In other words, we use Chudnovsky Jacobian coordinates for computing the table, modi ed Jacobian coordinate in the main doublings (i.e. 2 ki?1 P 0 ), and we compute the result of a nal doubling (i.e. 2(2 ki?1 P 0 )) using Jacobian coordinates. The computation time is given by T 2 4 (160) = 1610:2M (Equation (17)). Let us compare our new method using mixed coordinate systems with the traditional method using a single coordinate system. If we use Jacobian coordinates and addition-subtraction with the window method as above, the computation time for elliptic curve exponentiation is approximately 1869:1M, which is the best known among projective, Jacobian or Chudnovsky Jacobian coordinate systems. If we use our new modi ed Jacobian coordinates instead of the Jacobian coordinates, the computation time of elliptic curve exponentiation is improved to approximately 1708:2M. On the other hand, a ne coordinates would be worse.
We thus see that the use of modi ed Jacobian coordinate J m , together with a clever use of mixed coordinate systems, with a computation time of at most 1610:2M, gives a very signi cant improvement.
The case of k = 192 bits
We assume here that k has 192 bits and that S = 0:8M. In this case, the optimal value of w is equal to 4, u is approximately equal to 190.33, and v is approximately equal to 31.61. We obtain the following results:
The optimal mixed coordinate system is as in Section 3.4: (C 1 ; C 2 ; C 3 ) = (J m ; J ; A). The computation time is given by T 1
Let us compare our new method using mixed coordinate systems with the traditional method using a single coordinate system. If we use Jacobian coordinates and addition-subtraction with the window method as above, the computation time for elliptic curve exponentiation is approximately 2228:6M. If we use our new modi ed Jacobian coordinates instead of the Jacobian coordinates, the computation time of elliptic curve exponentiation is improved to approximately 2030:3M. We thus see that the use of modi ed Jacobian coordinate J m , together with a clever use of mixed coordinate systems, with a computation time of at most 1918:5M, gives a very signi cant improvement.
The case of k = 224 bits
We assume here that k has 224 bits and that S = 0:8M. In this case, the optimal value of w is equal to 4 except for the mixed coordinate system of (C 1 ; C 2 ; C 3 ) = (J m ; J ; A) in Section 3.4. In the case of (C 1 ; C 2 ; C 3 ) = (J m ; J ; A), the optimal value of w is determined by the relative speed of I to M: if I > 17:7M, then w = 4, otherwise w = 5. Here we assume that w is equal to 4 since I > 17:7M in our implementation. Then u is approximately equal to 222.33, and v is approximately equal to 36.94. We obtain the following results:
1. I < 37:4M
The optimal mixed coordinate system is as in Section 3.4: (C 1 ; C 2 ; C 3 ) = (J m ; J ; A). The computation time is given by T 1 4 (224) = 4I + 2077:2M (Equation (15)).
I > 37:4M
The optimal mixed coordinate system is as in Section 3.5: (C 1 ; C 2 ; C 3 ) = (J m ; J ; J c ). The computation time is given by T 2 4 (224) = 2226:8M (Equation (17)). Let us compare our new method using mixed coordinate systems with the traditional method using a single coordinate system. If we use Jacobian coordinates and addition-subtraction with the window method as above, the computation time for elliptic curve exponentiation is approximately 2588:1M. If we use our new modi ed Jacobian coordinates instead of the Jacobian coordinates, the computation time of elliptic curve exponentiation is improved to approximately 2352:5M. We thus see that the use of modi ed Jacobian coordinate J m , together with a clever use of mixed coordinate systems, with a computation time of at most 2226:8M, gives a very signi cant improvement.
Implementation

Elliptic curves
Elliptic curves E=IF p with order divisible by a prime of at least 160-bits are secure if the trace of E ( 23] ) is equal to neither 0 nor 1 ( 14, 22] 
The running time
We present the running times of elliptic curve exponentiation over our 160-bit and 192-bit eld of de nition using our methods. We compare each strategy of Section 3.4 with the traditional method using a single coordinate. Our modulo arithmetic uses the GNU MP Library GMP ( 6] ), so as to make easy comparisons possible, since GMP may well be the most popular multiprecision library. The platform is an UltraSPARC (143 MHz/Solaris 2.4). Table 2 shows the running times. We see that our new strategy gives a very signi cant improvement. Table 2 . Times for elliptic curve operations (UltraSPARC)
coordinates improve the computation time of 160-bit elliptic curve exponentiation to approximately 1708:2M even with the traditional method which uses a single coordinate system: the use of modi ed Jacobian coordinates reduces the computation time of the best known method by 9%. Furthermore we have proposed a new method using mixed coordinate systems, which divides elliptic curve exponentiation into three parts, and in each part we choose the optimal system. For these choices we have presented three cases according to the relative speed of inversion to multiplication over IF p . We have seen that the use of modi ed Jacobian coordinates together with a clever use of mixed coordinate systems, having a computation time of at most 1610:2M, gives a very signi cant improvement. Our new strategy with modi ed Jacobian coordinates reduces the computation time of the best known method by more than 14%.
