The aim of this study was to provide detailed information on rationales, calculations, and results of common methods used to quantify reproducibility in plantar pressure variables. Recreational runners (N = 95) performed multiple barefoot running trials in a laboratory setup, and pressure variables were analyzed in nine distinct subareas of the foot. Reproducibility was assessed by calculating intraclass correlation coefficients (ICC) and the root mean square error (RMSE). Intraclass correlation coefficients ranged from 0.58 to 0.99, depending on the respective variable and type of ICC. Root mean square errors ranged between 2.3 and 3.1% for relative force-time integrals, between 0.07 and 0.23 for maximum force (Fmax), and between 107 and 278 kPa for maximum pressure (Pmax), depending on the subarea of the foot. Force-time integral variables demonstrated the best within-subject reproducibility. Rear-foot data suffered from slightly increased measurement error and reduced reproducibility compared with the forefoot.
At present, plantar pressure measurement devices can be considered common instrumentation for obtaining kinetic data on the biomechanics of human motion. To examine the intrinsic rollover process of the foot and to eliminate possible effects of footwear, researchers have put a focus on barefoot rollover, not only during gait, but also during running.
Barefoot running protocols often require the use of pressure platforms instead of insoles for data capture. Although pressure insoles allow the recording of multiple consecutive steps, commonly used pressure platforms yield only a single ground contact for each measurement trial owing to their limited size.
Averaging variables obtained from multiple trials or steps is a common way of smoothing between-trial variability (Cornwall & McPoil, 2003; De Cock et al., 2005 , 2006 De Wit et al., 2000; McPoil et al., 1999; Sneyers et al., 1995) . Interestingly, no specific analysis of plantar pressure pattern reproducibility during barefoot running is available in the current literature, although increased kinematic variability and loading differences have been reported for barefoot running compared with shod running (De Wit et al., 2000; Kurz et al., 2003; Sneyers et al., 1995) .
Multiple methods of calculating data variability have been proposed and discussed within the scope of biomechanical research (Atkinson & Nevill, 1998) , with intraclass correlation coefficients (ICC) being one of the methods commonly applied in several recent studies (Cornwall & McPoil, 2003; De Cock et al., 2005 , 2006 Duhamel et al., 2004) . There are several versions of the ICC, all of which give different results when applied to the same data set, and we strongly suggest applying the nomenclature as proposed by Krebs (1986) . Their calculation and use has been documented thoroughly over the past two decades, and many critical comments on the usability of this method are available (Atkinson & Nevill, 1998; Bland & Altman, 1990; Duhamel et al., 2004; Krebs, 1986; Lahey et al., 1983; Muller & Buttner, 1994; Shrout & Fleiss, 1979) .
The application of ICC calculations has been described for use in behavioral and social sciences, particularly for settings where multiple raters (or judges) rate multiple targets (or subjects). The ICC is intended to be a consistent estimator of the agreement or consistency of the different ratings made by multiple raters on the same target (Shrout & Fleiss, 1979) .
In addition to the ICC, which is a dimensionless "relative" reproducibility index, it is useful to provide some absolute measures of reproducibility, such as standard deviations (SD) and coefficients of variation (CV). The root mean square error (RMSE), also known as the within-subject standard deviation (Bland & Altman, 1996) , provides a more comprehensive picture of the true reproducibility of the acquired data. In contrast to ICC calculations, the RMSE is independent from the number and range of the measured values (Atkinson & Nevill, 1998) .
Similar to SD, RMSE is an absolute measure given in the unit of the variable it refers to, and is therefore much easier to interpret. Furthermore, there are proposals available on how to determine whether changes in a variable are "real" or likely due to measurement error based on RMSE (Atkinson & Nevill, 1998; Bland & Altman, 1996; Eliasziw et al., 1994) .
We can state that, to date, no specific reproducibility analysis of plantar pressure data in barefoot running has been published. Hence, the aim of the current study was to provide comprehensive reproducibility data on common plantar pressure variables collected during barefoot running in a laboratory setup. Furthermore, by reporting detailed reproducibility results, we aim to enable researchers to better control the quality of their data when recording barefoot running pressure distribution patterns.
Methods
Recreational runners (N = 95; all rear/midfoot strikers, male/female, injured/injury free) with a weekly mileage of 20 km or more were included in the study (for sample details, see Table 1 ). Prior to the pressure distribution measurements, all subjects signed an informed written consent form approved by the Ethics Committee of the University of Tübingen. Plantar pressure measurements were conducted using an EMED-X pressure platform (Novel GmbH, Munich, Germany, four sensors per cm 2 , 100 Hz sampling frequency). Subjects ran barefoot in a laboratory setting on a 12-m EVA foam runway (Shore 18 A); the particularly soft foam density was chosen to allow for natural and comfortable barefoot running, as well as heel-toe gait patterns. Subjects were allowed to practice their runs until they felt comfortable with the measurement setup. Running speed was prespecified at 3.3 m/s (±5%) and controlled by two pairs of photocells placed before and after the pressure platform along the runway. Trials outside the speed boundaries, failing to match a heel-toe rollover pattern, featuring an irritated step rhythm onto the pressure platform or evident targeting by the subject were repeated, and a minimum of seven valid trials were collected per subject. Since asymmetry effects can be expected to be negligible for most of the variables of interest (De Cock et al., 2006) , pressure data processing was conducted by randomly analyzing one leg, whereas the painful leg was mandatory in subjects with unilateral pain. Data recording and inspecting was conducted using standard Novel software package products (Novel Tools V9.395 and Novel Multimask V9.395), as well as custom written MATLAB software. The pressure signal was automatically divided into nine anatomically relevant subareas (masks, denoted M1-M9, see Figure 1 ), and force-time integrals (FTI), maximum forces (Fmax, normalized to body weight), and maximum pressures (Pmax) were calculated for each subarea. For details on subdivision of the pressure signal and pressure variable calculations, see Figure 1 and Table 2 .
To calculate mean values for each variable, five valid trials from the minimum of seven available trials were randomly chosen for each subject. The primary aspect of our variability analysis consisted of estimating the intrasubject reproducibility of the calculated pressure variables of those five trials, as well as the reproducibility of the mean value of the same five trials.
Some reproducibility measures assume the absence of heteroscedasticity, whereas others depend on the range of values present in the sample (Atkinson & Nevill, 1998) . To verify the assumptions made with different variability measures, we applied a test for heteroscedasticity according to Atkinson & Nevill (1998) for all pressure variables, which consisted of calculating the Pearson product-moment correlation (Het_R) between intrasubject standard deviation and intrasubject mean. Het_R ≥ 0.7 was defined as the threshold for classifying a variable as heteroscedastic. This threshold was derived from visually examining all correlation scatter plots for all pressure variables (see Figure 2 for examples). To avoid relying solely on statistical significance and p values (see Table 3 ) for Het_R correlations to classify a variable as relevantly heteroscedastic, Het_R 2 was computed and the threshold for heteroscedasticity was defined at Het_R 2 ≥ 0.5. In this case, a variable is classified as heteroscedastic if there is more than 50% of common Force values (sensor recordings) are cumulated for each frame and subarea, and the maximum of the subarea frame sums is determined. The maximum is then normalized to body weight.
Factors of body weight
Peak pressure (Pmax)
Maximum force value of a single sensor for the whole rollover process, divided by sensor area
Kilopascals
Figure 1 -Maximum pressure picture (MPP) and division of the plantar surface into nine subareas. Before defining the subareas, the foot's longitudinal axis (bisection of long plantar angle) is aligned vertically. The heel is then set from 0-30% foot length and divided into medial and lateral 50% of the loaded matrix in that area. The stepwise division of Masks M3/M4/M5 -M6/M7/ M8 is derived from the ball line, which connects the local centers of pressure in the areas of metatarsal Heads 1 and 5. The oblique mask division line is then set back to the most anterior point of the medial longitudinal arch. This ensures the whole metatarsal area to be included in Masks M6/M7/M8 and only the mid-foot captured by masks M3/M4/M5. The width of Masks 5, 8, and 9 is derived from the pressure gradient of the hallux area, and Masks M3/M6 and M4/M7 equally divide up the remaining width of the foot. Note that the spacing between subareas is shown only for better visibility and is absent in underlying pressure calculations.
variance between its mean value and its standard deviation, calculated from five trials per subject. This can also be interpreted as the verge at which a linear relationship model can explain at least 50% of the covariance of the two variables. Before calculating ICCs, a one-way ANOVA was applied to test for main effects between subjects to verify whether meaningful computation of the ICC could be achieved (Lahey et al., 1983) . In our study, a mutually independent set of trials was captured and selected for each subject. The variability induced by the capturing device was assumed to be neither relevant nor systematic. We therefore followed the Model 1 scenario described by Shrout & Fleiss (1979) for our data and implemented ICC (1,1) and ICC (1,5) calculations to provide estimates of the reproducibility of a single trial and of an average of 5 trials, respectively. ICCs were calculated as follows:
where k denotes the number of trials, BMS denotes the between-subjects mean square, and WMS denotes the within-subjects mean square. For details on the nomenclature and calculation of the mean squares, see the papers of Lahey et al. (1983) and Shrout & Fleiss (1979) .
To verify the underlying assumptions of ICC Model 1, we also calculated ICC (3,1) and (3,5) according to the following formulas:
where EMS denotes the residual mean square. Additionally, the upper and lower 95% confidence bounds, and the RMSEs for each variable were calculated to further estimate and quantify intrasubject reproducibility. The RMSEs were calculated as follows:
where j denotes the number of subjects and σ denotes the intrasubject variance. Hence, this formula yields the averaged intrasubject standard deviation over all subjects, which equals the square root of the residual mean square obtained from a one-way ANOVA (Bland & Altman, 1996) . To obtain information on between-subjects variance, standard deviations (SD) and coefficients of variation (CV) were calculated for the whole population, using the subjects' mean values for each variable. Het_R is calculated as the product-moment correlation (Pearson's r) for the intraindividual mean value and the respective standard deviation for each variable. Het_R ≥ 0.7 was defined as a threshold in order to quantify a variable as relevantly heteroscedastic because at least 50% of common variability was chosen to indicate practical relevance. Examples show the M5 Pmax mean and SD quite unsystematically (normally) distributed, whereas the M4 FTI mean and SD show a more evident linear relationship. A one-way ANOVA was used to test for reproducibility differences between the subareas of the foot. All pressure variables, reproducibility measures, and ANOVAs were calculated using MATLAB 7.1 (The Math Works, Natick, MA, USA), and α = 0.05 was defined as the level for statistical significance.
Results
Group mean values, SDs, and CVs, as well as correlations between intrasubject SD and intrasubject mean (Het_R, Het_R 2 ) for all calculated pressure variables are shown in Table 3 . According to our definition of heteroscedasticity (Het_R ≥ 0.7), we observed a relevant correlation between standard deviations and mean values for Fmax norm of all three mid-foot masks (M3/M4/M5), as well as for M3FTI, M4FTI, and M4Pmax. Furthermore, only a few subjects demonstrated relevant loading of masks M4 and M5, and only few studies report pressure values for these foot areas. Consequently, we decided to provide only group mean values and between-subjects variability information, and did not include the entire mid-foot area for intrasubject reproducibility analyses.
Intrasubject reproducibility for the rear-foot and forefoot masks is given in Table 4 . Even though all pressure variables showed a statistically significant between-subjects main effect (p < 0.05), ICC (1,1) and ICC (1,5) were significantly lower for the heel areas compared with the forefoot for all variables (FTI, Fmax norm, Pmax). The M2 Fmax norm produced the two overall lowest ICCs, ICC (1,1) = 0.58 and ICC (1,5) = 0.87, whereas M7 produced the overall highest values for both ICCs, as follows-ICC (1,1): M7 Fmax = 0.94; M7 Pmax = 0.95 and ICC (1,5): M7 Fmax norm = 0.99; M7 Pmax = 0.99. However, the reproducibility differences between rear-foot and forefoot are more substantial in Fmax norm and Pmax than in FTI. The RMSE showed a similar trend for Fmax and Pmax, but not for FTI.
Discussion
The primary aim of this study was to analyze intrasubject reproducibility and provide detailed information on the "natural variability" of common pressure distribution variables. As mentioned above, we applied a test for heteroscedasticity before calculating reproducibility measures. Het_R values differ substantially between the subareas of the foot (Table  3) , and each midfoot mask (M3/M4/M5) features at least one heteroscedastic variable. Apart from the above, it is likely that pressure values under the subareas M4 and M5 are not important for barefoot running because only a few subjects exhibited any relevant loading of these areas during our tests, and recent studies did not report pressure variables for mid-foot areas at all. Although we provide pressure variables for all subareas in this article, we decided not to include mid-foot areas in the discussion section for heteroscedasticity reasons and the lack of relevance for barefoot running. We will subsequently focus on the homoscedastic variables, which allow the computation and interpretation of ICC statistics and RMSE values.
Unlike many other studies, we did not focus on defining a certain level of ICC as "acceptable." Instead, we considered it more important to give as much detail as possible when reporting ICC values because different versions of ICC yield different values when applied to the same data set (Atkinson & Nevill, 1998; Krebs, 1986) . Unfortunately, researchers have put little emphasis on the rationale of applying the different ICC methods to biomechanical data, particularly to plantar pressure patterns. To adapt the concept of ICC statistics to biomechanical data, we often need to replace the model of variance due to multiple raters or judges by a model of variance due to multiple trials of the same subject (repeated measures), depending on the protocol used. Rather than performing a single trial and sampling with multiple instruments, subjects perform multiple trials, all of which are analyzed by the same instrument. This is an important conceptual difference because the within-subject variance is directly associated with the natural variability of the subject's performance rather than attributable to the disagreement or inconsistency of different measurement devices. Moreover, the choice of the appropriate ICC depends on whether effects due to trials are separable from random error and interaction effects. For many research protocols, including our technique of randomly choosing five individual trials for each subject, we have to recognize that, although all subjects are represented by the same number of trials, the different sets of trials are still mutually independent. Therefore, we cannot distinguish the effect due to different trials from interaction effects or random error, and are restricted to a one-way ANOVA layout (Lahey et al., 1983; Shrout & Fleiss, 1979) .
When applying ICC Model 1, one cannot detect systematic effects that may be caused by the different trials, such as a systematic change of the pressure signal for each subject during the measurement session. Moreover, we assume those systematic effects to be absent by doing so. ICC Model 3 splits the within-subject variability into between-trial variability and residual error. If there were any systematic effects caused by the number of trials (such as subjects systematically altering their pressure signal during the measurement session), we should detect a difference in ICC Model 1 and ICC Model 3 for the same dataset. Table 4 includes results of both ICC models. The lack of difference between ICC Model 1 and 3 in our study is a major argument for the usability of our measurement setup and protocol, and the validity of the subsequent data processing. When biomechanists implement measurement protocols consisting of multiple trials, they assume random error between trials to be able to compute valid mean values. Hence, noticeable differences between ICC Models 1 and 3 for the same data set indicate a systematic bias induced by the protocol or instrumentation. Comparing the results of ICC Models 1 and 3 is therefore a valuable procedure for validating the assumptions made when creating a new measurement setup or protocol for biomechanical research.
It has often been stressed that there is no minimum reproducibility threshold of any ICC, as it greatly depends on the analytical goals of the study, the range and number of measured values, and the between-subjects variability of the data (Atkinson & Nevill, 1998; Lahey et al., 1983) . As with many other statistical estimates, it is essential to provide information about the confidence bounds for the ICC to be able to interpret the data properly (Morrow & Jackson, 1993) . Additionally, certain assumptions about the distribution of variances in the data set are implied when calculating and interpreting ICCs, mainly, a between-targets/subjects main effect. Since this was true for all pressure variables in our data set, we proceeded in calculating ICCs.
In our data, reproducibility of loading values for the heel areas is consistently lower than in the forefoot areas. These findings do not agree with De Cock et al. (2006) , who reported no differences between the foot areas, but slightly lower overall values for their ICC. Unfortunately, we cannot aim for direct comparison with our ICCs because they included a considerably larger sample in their study, but averaged only three trials per subject. Because their ICC calculations are not explained in detail, but refer to the ICC descriptions provided by Duhamel et al. (2004) , we can assume a Type (1,3) ICC was used. Therefore, ICC values appear to be similar to our results, but still lack the rear-foot and forefoot differences. Cornwall & McPoil (2003) also used ICC statistics in their study but recorded different plantar pressure variables. Although the use of ICC (2,1) and ICC (2,k) is documented in their study, the application of this type of ICC is questionable for their data set. The basic assumption behind ICC (2,1) and ICC (2,k) consists of a fixed set of trials for all subjects, randomly chosen from a larger pool of trials. Although all subjects perform the same number of trials, this cannot be considered equivalent to a fixed set of trials because trials of different subjects are still mutually independent. In this case, ICC (2,1) and (2,k) will overestimate the true reproducibility. Nevertheless, their ICC values ranged from 0.15 to 0.91, depending on the number of trials included in the averaged variables. The authors pointed out that their variables lacked the desired reproducibility unless a substantially large number of trials (10) was used for an average (Cornwall & McPoil, 2003) . However, both papers by McPoil (2003) and De Cock et al. (2006) also lack confidence bounds for their ICCs. As pointed out by Morrow & Jackson (1993) , calculating ICCs on small samples (n < 50) will likely produce lower 95% confidence bounds of 0.5 or lower, even if the reported reproducibility coefficient is 0.8 or higher. Therefore, ICCs provided by recent studies can provide only limited help in rating the "true" reproducibility, and are difficult to compare with results from our or others' studies.
In contrast, RMSE provides insight into actual measurement error in the unit of the respective variable. For our data, the RMSE results suggest similar and acceptable measurement error for all foot areas for FTI, whereas Fmax and especially Pmax exhibit substantially increased measurement error for the heel areas, compared with the forefoot (see Table 4 ). Loading patterns and measurement error patterns differ between the pressure variables. In contrast, the ratio of RMSE to the mean value of the respective variable yields a similar pattern of increased measurement inaccuracy for the heel areas, compared with the forefoot. We conclude that the given accuracy of the loading variables is more critical for the heel areas, especially with regard to Pmax.
One possible explanation for this lack of reproducibility and more relevant level of measurement error is a targeting effect, for example if subjects adjust their heel strike to land on the platform. Nonetheless, the results of recent biomechanical studies on targeting effects are inconsistent. Stride length adjustments resulting from visual targeting have been described for force plate application in a track and field setting (Abendroth-Smith, 1996) , as well as for gait in a laboratory setup (Grabiner et al., 1995; Wearing et al., 2000) . However, altered stride parameters had no effect on the total ground reaction forces (GRF) in the latter. Determinants that are known to influence vertical GRF signals (Munro et al., 1987) are usually controlled for (e.g., running speed) or are not subject to change between trials (e.g., body weight). We can assume that, although all trials included in the data analysis of this study looked acceptable to testers and fulfilled the criteria mentioned in the Methods section, a certain amount of heel-strike variability in barefoot running exists that cannot be identified visually.
Another possible explanation for decreased heel strike reproducibility is the change in runway hardness when stepping from the soft EVA foam runway onto the hard pressure platform. Although subjects were instructed to run normally and the pressure platform was flush with the EVA runway, we cannot exclude the possibility that subjects modified their heel strike to avoid discomfort during touchdown. While targeting effects are somewhat easy to account for, runway-induced effects are not as easy to avoid. Having subjects run on a hard surface with no hardness variation between the runway and the platform is certainly beneficial with regard to the uniformity of touchdowns on the pressure platform. This could also cause problems, however, if subjects not only altered their heel strike, but their entire running style when running barefoot on the hard surface. Owing to the rather low sampling rate of our pressure capturing device, we refrained from analyzing temporal characteristics of the pressure data. The FTI is a cumulative measure and unlikely to be affected by sampling rates to a relevant extent. At present, there is a lack of information on this subject, and further research should be done to examine the effects of sampling frequency on pressure variables, such as Fmax and Pmax. For the reasons mentioned above, we suggest carefully investigating heel strike reproducibility for all types of setups used, to more closely examine whether barefoot running data are compromised by increased heel-area data variability.
In a recent study, dynamic foot types were classified by using plantar pressure measurements, but loading variables of the heel area did not contribute to cluster determination (De Cock et al., 2006) . Especially because initial kinetics and kinematics are considered to be important factors for characterizing the rollover process from a clinician's perspective, it is important to clarify whether heel area loading in plantar pressure data are able to differentiate between types of foot rollover.
Only RMSE values (or similar measures) can provide help in answering the question of whether differences in pressure patterns are relevant or are due to measurement error. A difference between two measurements is unlikely to be caused by measurement error if it exceeds 2.77 × RMSE (Bland & Altman, 1996) . RMSE values in the range of 2.5 to 3.0% of relative load (FTI, forefoot masks) require a minimum difference of 6.9-8.3% between two measurements to be considered relevant. This aspect is particularly helpful in interpreting the results provided in recent studies. Only the quantification of the measurement accuracy in the unit of the respective variable can identify whether measurement differences between subjects or groups of subjects (e.g., differences between clusters of plantar pressure patterns [De Cock et al., 2006] ) can be considered relevant or likely due to multiple measurements.
However, when aiming for direct comparison between our pressure variables and those reported in other studies, one should keep in mind the conceptual differences with respect to subarea divisions of the pressure signal. Beyond its computational simplicity and close anatomical correspondence, our nine-subarea division provides two major advantages: It is (a) fully automatic and therefore very economic when applied to large data sets and (b) independent from testers.
In summary, solely calculating ICCs is insufficient for detailed analysis of data variability and we strongly recommend applying multiple types of reproducibility calculations to compensate for the respective drawbacks of each method. Thus, our obtained results of measuring accuracy and reproducibility of plantar pressure variables during barefoot running are inconsistent, and dependent on the type of pressure variable measured. Our study revealed good reproducibility for relative loading variables (FTIs) while running barefoot, and we suggest emphasizing relative loads when analyzing plantar pressure data in future research. Forefoot variables were more reliable in general, whereas peak pressures (Pmax) showed a noticeable lack of consistency between the subjects' trials. We did not analyze timing variables of plantar pressure patterns owing to the rather low sampling frequency of our instrumentation. Future research should focus on the reproducibility of timing variables, utilizing highspeed sampling rates for data collection.
