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Abstract 
Let G be a graph without loops and multiple edges. If V(G) = {vl, v2 .... , v,}, we define the 
adjacency matrix of G to be the n x n (0, D-matrix A(G) = (aij), where ais = l if viv s e E(G) and 
ais = 0 otherwise. G is said to be singular if the matrix A(G) is singular. Reduction procedures 
which will decrease the amount of computation eeded to obtain the determinant of the 
adjacency matrices of some graphs are introduced. One of these reduction procedures i  used in 
proving the singularity of square planar grid Pn x Pn. 
1. Introduction 
By a graph G we mean a pair (V(G), E(G)), where V(G) is a finite nonempty 
set of elements called vertices and E(G) is a finite set of unordered pairs of distinct 
elements of V(G) called edges. The order of the graph is the number of vertices. If uv is 
an edge in G, then u and v are said to be adjacent vertices or we also say that u is a 
neighbor of v. We may also denote the edge uv by [v,u] and the set of neighbors 
of v by N(v). 
The product of two graphs Gt = (XI, E1) and G2 = (X2,E2) is the graph G1 × G2 
where V(G1 x G2) = X1 x X2 and [-(xbx2), (Yl,Y2)] e E(G1 x G2) i ffone of the follow- 
ing conditions is satisfied: 
(1) xl = Yl and [-x2, y 2] ~ E2; 
(2) X 2 = Y2 and [xl, Yl] ~ El. 
The product Pm× P, is called a planar grid (see Fig. 1). 
The study of singular graphs is of particular importance in organic chemistry 
where conjugated hydrocarbons are associated with graphs whose vertices corres- 
pond to the carbon atoms and whose edges correspond to chemical bonds between 
these atoms. Other relationships between chemistry and singular graphs are outlined 
in [33. 
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Fig. 1. P3 × P,*. 
The computation of the determinant of any n x n matrix for large n is generally 
difficult; likewise the characterization f singular graphs. Thus, this paper presents 
some reduction formulas which in some cases enable the determinant of the adjacency 
matrix of some graphs to be determined by simple numerical calculation. This paper 
gives also the proof of the singularity of square planar grid using one of the reduction 
formulas. 
We shall prove a theorem which will allow us to assume only connected graphs 
throughout this paper. 
Theorem A. G is singular if and only if at least one of its components i sinoular. 
Proof. Let Ga, G2 ..... G, be components of G. Then we can rearrange the vertices of 
G in such a way that its adjacency matrix is of the form 
A(G) = 
"A(O,) 
0 
A(G2) 
A inl 
where A(GI) is the adjacency matrix of component Gi. Hence, det A(G)= det A(GO 
det A(G2) ... det A(G,). Therefore G is singular if and only if at least one of the G{s is 
singular. [] 
The proof of the above theorem simply says that the determinant of the adjacency 
matrix of a disconnected graph is a product of the determinant of the adjacency 
matrices of its components. 
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Fig. 2. 
2. Reduction formulas 
Theorem 1. Let G be the graph obtained by joining the vertex x of the graph G1 to the 
vertex y of the graph G2 by an edge (see Fig. 2). Then det A(G) = det A(GI) det A(G2) - 
det A(GI - x) det A(G2 - y). 
Proof. Let vt, v2 . . . . .  Vn l  be the vertices of G1 and vnl + 1, vn, + 2 . . . .  , v~ be the vertices 
of G2. Wi thout  loss of generality assume vn, = x and vn, + 1 = Y. Then the adjacency 
matrix of G has the following form: 
A(Gt) 
A(G) = 6 ... 
0 
1 
0 
0 
0 
• 0 
0 
1 0 ... 0 
A(G2) 
Apply ing the Laplacian development [2] to the determinant of the matr ix A(G), we 
obtain 
det A(G) = ( - -  1) 2s', det A(G1)det A(G2) 
+ ( _ 1)s., +s._, +n, + ~ det A(G1 - x)detA(G2 - y), 
where s, = 1 + 2 + 3 + .-- + n. By algebraic simplif ication the theorem is 
proved. [] 
Theorem 2. Let G be a graph of order n > 2 and let xl, x2 be distinct vertices in G such 
that N(xl) ~_ N(x2) .  Let G' be the graph obtained from G by removing all the edges xzy, 
where y e N (xl). Then det A(G) = det A(G'). 
Proof. Let 1, 2 . . . . .  n denote the vertices of G and, without loss of generality, assume 
xi = i for i = 1, 2 and N(xl) = {3,4, ..., m + 2} (see Fig. 3). The adjacency matrix A(G) 
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G: 
G: 
Fig. 3. Fig. 4. 
U 
o 
of G has the following 
"0 
0 
1 
1 
A(G)= : 
1 
0 
0 
0 
0 
1 
1 
1 
a2,m+3 
a2,n 
form: 
1 1 ... 1 0 ... 0 
1 1 ... 1 a2,m+ 3 ... a2, ~ 
A(G - {xl,x2}) 
where a2. k = 0 or 1, k = m + 3 . . . . .  n. If we subtract row 1 from row 2 and column 1 
from column 2 of matr ix A (G), we see that the resulting matr ix has determinant equal 
to detA(G' ) .  Therefore detA(G)  = detA(G') .  [] 
Corol lary 1. Let G be a graph and v be any vertex of G. I f  G* is the graph obtained from 
G by joining v to a new vertex u, then det A(G*) = - detA(G - v). See Fig. 4. 
Proof. Clearly the set of neighbors N(v) of v is disjoint from {u} and N(u) c_ N(i) 
Vi ~ N(v). Applying Theorem 2 to the neighbors of v repeatedly we obtain a disjoint 
graph whose components are the path P2 and G - v. By the proof  of Theorem A, 
det A(G*) = det A(Pz )det  A(G - v). 
But it is easy to see that det A(P2) = - 1. Therefore det A(G*) = - det A(G - v). [] 
Corol lary 2. Let C4 = [1,2,3,4, 1] be a subgraph of G where deg~(1) = 2. l f  G' is the 
graph obtained from G by removing the edges [2, 3] and [3,4], then 
det A(G') = det A(G). 
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An induced subgraph H of G is a subgroup of G where for every vertex x, y of H, 
[x, y] e E(H) if [x, y] e E(G). 
Theorem 2. Let P6 = l-1,2,3,4,5,6] be an induced subgraph of G with deg~(2)= 
deg~(3) = deg~(4) = degG(5) = 2. If H is the graph formed from G - {2,3,4,5} by 
joining vertices 1 and 6 with an ed#e, then det A(G) = det A(H). See Fig. 5. 
Proof. Let {1,2, 3 ..... n} be the set of vertices of G. Then A(G) is of the form 
A(G) = 
a17 
lln 
A(P~) 
I 
I 
I- 
I 
I 
I -  
I 
I 
I 
L 
b67 
b6. 
a17 . . . . . .  aln 
0 
b67 . . . . . .  
A(G - P6) 
b6n 
where ati and b6 i  , i = 7, 8 ... . .  n, are either 0 or 1. Apply the following operations to the 
matrix A (G). Subtract row 2 from row 4 and column 2 from column 4. Then add row 
5 to row 1 and column 5 to column 1. The resulting matrix is the adjacency matrix of 
the graph shown in Fig. 6. By Corollary 1, det A(G) = det A(H). [] 
G: 
Fig. 5. 
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Fig. 7. P. x Pn. 
I1 
Theorem 4 (Gervacio [1]). Let x and y be the two adjacent vertices of  G such that 
N(x) - {y} = N(x) - {x}. Then 
det A(G) = - 2 det A(G - x) - det A(G - {x, y}). 
3. Singularity of square planar grid 
Theorem 5. Every square planar grid P, x P~ is singular. 
Proof. Let P. x P. be the graph shown in Fig. 7. The diagonal squares are 
numbered from 1 to n. Applying Corollary 2 repeatedly on the diagonal squares of 
P. x P,, we obtain a disconnected graph where one of its components i an iso- 
lated vertex. Therefore by Theorem A, detA(P~xP. )=O and P, xP .  is 
singular, [] 
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