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Summary 
As opposed to conventional radiography, computed tomography provides 3D information 
of the anatomical structures and tissues of the patient, at a much better low-contrast 
performance. However, radiation doses associated with CT are up to 40 times higher 
compared to conventional X-ray examinations. In addition, the number of scans 
performed increases every year. Since a small but significant risk of radiation induced 
malignancies is associated with exposure to ionizing radiation, CT imaging must be 
optimized to assure the required diagnostic level of image quality (IQ) at the lowest 
possible dose. 
The aim of this PhD work was to assess the performance of CT systems in terms of patient 
dose and IQ. To this end, Monte Carlo simulations were performed with voxelized 
phantoms, based on clinical CT data. IQ was evaluated by means of an automatic scoring 
algorithm based on local standard deviations. Using the proposed methods, the behaviour 
of tube current modulation (TCM) techniques was investigated. In addition, a simplified 
approach for patient-specific organ dose calculation and risk estimation was developed for 
use in clinical practice. 
To reduce patient radiation dose and to optimize IQ in CT imaging, tube current 
modulation (TCM) systems were developed. By modulating the tube current along the 
length axis of the scan, a constant IQ level can be obtained throughout the patient. The 
tube current is adapted based on a projection radiograph, taken prior to the CT acquisition 
in either the anterior–posterior (AP), posterior–anterior (PA) or lateral (LAT) direction. As 
a result, exposure values will be lowered in less attenuating or smaller anatomical regions. 
In this work, the influence of the localizer type and the scan direction on the dose 
reducing efficacy of TCM systems was investigated. Chest CT scans based on AP, PA, LAT 
or dual AP/LAT localizers were acquired on systems from 3 different vendors. In addition 
the scan direction was changed for one particular system. Organ doses were calculated 
with Monte Carlo simulations and validated in an anthropomorphic phantom. Thyroid and 
lung doses increased with 60% for a PA- instead of dual AP/LAT-based scan, with 
significant differences in image noise. In addition, the thyroid dose halves by taking the 
scan in the caudocranial (feet first) direction. IQ was not significantly different when 
changing the scan direction. Our results demonstrate a strong need for detailed analysis of 
the TCM system performance during commissioning of CT scanners. 
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The traditional physical-technical image quality parameters are measured in dedicated 
technical phantoms which are not representative to the patient’s anatomy. Clinical IQ has 
to be determined with extensive human observer studies. An automatic algorithm based 
on local standard deviations in the image was evaluated for use in clinical practice. Chest 
CT’s of Thiel embalmed cadavers were made at different exposure levels. Soft and sharp 
datasets were acquired with filtered back projection and iterative reconstruction. A visual 
grading analysis study was set up to validate the outcome of the automated algorithm. A 
significant correlation was found between the observed clinical IQ and the proposed 
scoring method (ρ = 0.91, p < 0.001). The automatic scoring algorithm is a promising tool 
for the evaluation of thoracic CT scans in daily clinical practice. 
The absorbed dose to the female breast in thoracic CT imaging is up to 10 times higher 
than in screening mammography. Since the breasts are rarely the object of interest in 
chest scans, concern is raised about the elevated population risk of breast cancer 
incidences from CT. We evaluated the performance and dose reducing potential of organ-
based TCM (OBTCM), a technique developed to lower the exposure to anterior located 
organs. The position of the breasts with respect to the reduced tube current zone was 
determined. Monte Carlo simulations of standard and OBTCM based scans were 
performed with clinical CT data of 17 female patients. Individual organ doses and risks 
were compared between both scan techniques. The potential benefit of OBTCM to the 
female breast in chest CT is overestimated as the reduced tube-current zone is too limited. 
Despite a 9% reduction of the breast dose, posterior organs will absorb to 26% more dose, 
resulting in no additional benefit for reduction of radiation induced malignancies. 
Performing Monte Carlo simulations is not possible in a clinical setting. Therefore, in this 
work a simplified method was developed to estimate patient-specific organ doses and 
lifetime attributable risks (LAR) resulting from CT torso examinations. Individualized voxel 
models were created from full body CT data of 10 paediatric patients. Patient-specific 
organ doses and LAR of cancer incidence and mortality were calculated by means of 
Monte Carlo simulations. Results were compared to the size-specific dose estimate (SSDE). 
The latter showed significant strong correlations with organ dose (r > 0.8) and LAR (r > 
0.9). Consequently, this dose metric can be used to estimate patient-specific organ doses 
and risks by taking into account a linear correction factor. The SSDE method makes an on-
the-spot dose and LAR estimation possible in routine clinical practice. 
The correct use of tube current modulation systems can provide a significant dose 
reduction in CT imaging. However, positioning the patient in the isocenter of the gantry is 
extremely important. Miscentering causes an incorrect functioning of the modulation 
technique as the shadow on the scanned projection radiograph will be too small or too 
large. In addition, SSDE calculations will be over- or underestimated. Performing Monte 
Carlo simulations with voxelized phantoms based on clinical CT data of the patient 
provides an accurate estimate of the delivered dose to in-beam organs. However, the 
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dose distribution outside the field of view is unknown so that conclusions about organs on 
the periphery of the model should be taken with care. 
This PhD work emphasizes the need for patient-specific dosimetry and image quality 
assessment in computed tomography. The patient’s anatomy, including the relative 
positions of the different organs, needs to be taken into account when evaluating the 
performance of different systems. Preferably, individualized organ doses should be 
determined in a Monte Carlo environment using the patient’s CT dataset. However, as this 
is not possible in a clinical setting, the SSDE method established in this thesis provides a 
good approximation. In addition, the proposed IQ scoring algorithm has proven to be a 
valuable alternative for clinical image quality assessment. The method could allow for IQ 
monitoring over time without the need for human intervention. 
Samenvatting 
In tegenstelling tot conventionele radiografie is CT in staat om 3D informatie van de 
anatomische structuren en weefsels van de patiënt te genereren. In vergelijking met een 
conventionele RX opname echter, kan de stralingsdosis van een CT onderzoek tot wel 40 
keer hoger zijn. Bovendien neemt het aantal uitgevoerde scans ieder jaar toe. Blootstelling 
aan ioniserende straling zorgt voor een klein, maar significant risico op 
stralingsgeïnduceerde maligniteiten. Het is dan ook noodzakelijk dat CT beeldvorming 
wordt geoptimaliseerd, om het vereiste beeldkwaliteitsniveau te kunnen garanderen aan 
een zo laag mogelijk dosis. 
Het doel van deze thesis was om de werking van CT systemen te beoordelen, met 
betrekking tot dosis en beeldkwaliteit. Voxelfantomen, op basis van klinische CT data, 
werden gebruikt om Monte Carlo simulaties uit te voeren. De beeldkwaliteit werd 
geëvalueerd aan de hand van een automatisch algoritme, gebaseerd op lokale 
standaarddeviaties. Met deze methodiek werd het gedrag van buisstroommodulatie 
onderzocht. Verder werd een vereenvoudigde benadering ontwikkeld om 
patiëntspecifieke orgaandoses en risico’s te bepalen in de klinische praktijk. 
Om de stralingsdosis te verlagen en de beeldkwaliteit te optimaliseren in CT beeldvorming 
werden buisstroommodulatie technieken ontwikkeld. Door de buisstroom te moduleren 
langsheen de lengte-as van de scan wordt het beeldkwaliteitsniveau constant gehouden 
doorheen de patiënt. De buisstroom wordt aangepast op basis van een topogram dat op 
voorhand wordt genomen, in de anterieur-posterieure (AP), posterieur-anterieure (PA) of 
laterale (LAT) richting. Als gevolg zal de exposie worden verlaagd in minder attenuerende 
of smallere anatomische regio’s. Zowel de invloed van het topogram type en de 
scanrichting op het dosisreducerend effect van deze modulatietechniek werd in dit werk 
onderzocht. Op basis van een AP, PA, LAT of dubbel AP/LAT topogram werden thorax 
scans genomen met CT’s van 3 verschillende fabrikanten. Bovendien werd de scanrichting 
gewijzigd voor 1 welbepaald toestel. Met behulp van Monte Carlo simulaties werden 
orgaandoses berekend die nadien werden gevalideerd met een antropomorf fantoom. De 
schildklier- en longdosis nam met 60% toe wanneer de scan gebaseerd was op een PA- in 
plaats van een dubbel AP/LAT topogram. Dit resulteerde tevens in significante verschillen 
in beeldkwaliteit. De schildklierdosis halveerde wanneer de scan in de caudocraniale 
richting (voeten eerst) werd genomen. Hierbij werden geen significante verschillen in 
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beeldkwaliteit waargenomen. Onze resultaten tonen aan dat een gedetailleerde analyse 
van de werking van de buisstroommodulatie absoluut noodzakelijk is bij de 
kwaliteitscontrole van een CT scanner. 
De klassieke fysisch-technische beeldkwaliteitsparameters worden gemeten in 
welbepaalde technische fantomen, welke niet representatief zijn voor de anatomie van de 
patiënt. De klinische beeldkwaliteit dient te worden beoordeeld met human observer 
studies. Een automatisch algoritme, op basis van lokale standaarddeviaties in het beeld, 
werd geëvalueerd voor gebruik in de klinische praktijk. Er werden thorax scans van Thiel 
gebalsemde lichamen gemaakt bij verschillende exposies. Zachte en scherpe kernels 
werden gebruikt om de beelden zowel met iteratieve als met filtered back projectie te 
reconstrueren. Om het automatisch algoritme te valideren werd een visual grading 
analysis opgezet. Er werd een significante correlatie gevonden tussen de klinische 
beeldkwaliteit en de voorgestelde scoringsmethode (ρ = 0.91, p < 0.001). Het automatisch 
scoringsalgoritme biedt grote mogelijkheden voor de evaluatie van thorax scans in de 
klinische praktijk.  
De geabsorbeerde borstdosis in thoracale CT beeldvorming kan tot wel 10 maal hoger zijn 
dan bij een screeningsmammografie. Omdat het borstklierweefsel zelden de reden van de 
scan is, groeit de bezorgdheid over het verhoogde risico op borstkanker ten gevolge van 
CT onderzoeken. De werking en potentiële dosisreductie van orgaan-gebaseerde 
buisstroommodulatie werd in dit werk onderzocht. De techniek werd ontwikkeld om de 
dosis van anterieur gelegen organen te verlagen. De positie van de borsten ten opzicht 
van de gereduceerde dosiszone werd bepaald. Monte Carlo simulaties van standaard en 
orgaan gemoduleerde scans werden uitgevoerd op basis van klinische CT data van 17 
vrouwelijke patiënten. Individuele orgaandoses en risico’s werden vergeleken tussen 
beide opnames. Het voordeel van orgaan-gebaseerde buisstroommodulatie wordt 
overschat, aangezien de gereduceerde dosiszone te klein is. Ondanks een 
borstdosisreductie van 9% absorberen posterieure organen tot 26% meer dosis. Dit zorgt 
ervoor dat het risico op stralingsgeïnduceerde maligniteiten niet vermindert. 
In de klinische praktijk is het niet mogelijk om Monte Carlo simulaties uit te voeren. 
Daarom werd in dit werk een vereenvoudigde methode ontwikkeld om patiëntspecifieke 
orgaandoses en risico’s te bepalen ten gevolge van een CT scan van de torso. 
Geïndividualiseerde voxelmodellen werden gecreëerd op basis van volledige 
lichaamsscans van 10 pediatrische patiënten. Patiëntspecifieke orgaandoses en risico’s 
werden berekend met Monte Carlo simulaties. De resultaten werden vergeleken met de 
size-specific dose estimate (SSDE). Deze laatste correleerde significant met de verkregen 
orgaandoses (r > 0.8) en risico’s (r > 0.9). Bijgevolg kan deze dosisparameter gebruikt 
worden om patiëntspecifieke orgaandoses en risico’s te berekenen, mits rekening te 
houden met een lineaire correctiefactor. De SSDE-methode zorgt voor een on-the-spot 
dosis en risico bepaling in de klinische praktijk.  
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Mits een correct gebruik van buisstroommodulatie kan een significante dosisreductie 
worden verkregen in CT beeldvorming. Het correct positioneren van de patiënt in het 
isocentum van de scanner is echter van cruciaal belang. Bij een foute positionering zal de 
modulatietechniek niet correct functioneren. De schaduw op het topogram is dan immers 
te groot of te klein. Bovendien zullen de SSDE waarden onder- of overschat worden. Het 
uitvoeren van Monte Carlo simulaties met voxelfantomen op basis van klinische CT data 
laat toe om de geabsorbeerde dosis in organen binnen het stralingsveld accuraat te 
bepalen. De dosisdistributie buiten de field of view is echter niet gekend, zodat conclusies 
over organen op de rand van het voxelmodel met de nodige voorzichtigheid dienen te 
gemaakt te worden. 
Deze PhD thesis benadrukt de nood voor patiëntspecifieke dosimetrie en 
beeldkwaliteitsbepaling in CT beeldvorming. Wanneer de werking van verschillende CT 
systemen wordt geëvalueerd, moet rekening gehouden worden met de anatomie van de 
patiënt, inclusief de relatieve positie van de verschillende organen. Bij voorkeur dienen 
individuele orgaandoses te worden bepaald in een Monte Carlo omgeving, gebruik 
makend van de CT data van de patiënt. Aangezien dit in een klinische omgeving niet 
mogelijk is, kan de ontwikkelde SSDE-methode gehanteerd worden. Bovendien werd 
aangetoond dat het voorgestelde algoritme om de beeldkwaliteit automatisch te scoren, 
een waardevol alternatief voor klinische beeldkwaliteitsevaluatie kan bieden. Deze 
methode laat toe om de beeldkwaliteit te monitoren in de tijd zonder menselijke 
tussenkomst. 
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1.1 BASIC PRINCIPLES 
An example of a modern CT scanner is shown in Figure 1.1. The X-ray tube (T) and 
detector arrays (D) are mounted, opposite to each other, on a ring shaped gantry. While 
the gantry is rotating (R) and the X-ray tube produces a broad fan-shaped beam (X), the 
patient moves continuously through the scanner. This imaging technique is called helical 
CT. The fan beam is created by placing 2 collimator blocks in front of the tube. In addition, 
a beam shaping filter is used to account for the elliptical shape of the patient. During an 
acquisition, the attenuation of the X-ray beam crossing the patient is measured by the 
detector, at different projection angles.  
For each rotation, up to 1000 projections are made and stored in a sinogram. To 
reconstruct axial images or slices of the patient, the measured attenuation profiles are 
back projected. A filter is applied in the process to give more weight to certain frequencies 
and to change the characteristics of the CT dataset. Soft tissue (smooth) filters suppress 
higher frequencies to reduce the noise at the expense of spatial resolution. Bone (sharp) 
kernels use these high frequencies so that the images will have more noise but an 
improved resolution. This process is called filtered backprojection (FBP) and is the 
traditional reconstruction method used in CT imaging [1]. The method is illustrated in 
Figure 1.2. 
4 Computed Tomography 
Figure 1.1 Modern CT scanner with cover removed 
(top) and its schematic representation (bottom), 
showing the X-ray tube (T), detector arrays (D), X-ray 









Computed Tomography 5 
Figure 1.2 Filtered backprojection 
Top: projections at different angles of the object are made. 
bottom: the measured attenuation profiles are filtered and back projected to generate an image. 
6 Computed Tomography 
The pixel values in a CT image are displayed in Hounsfield Units (HU). These are a linear 





In practice, µair is neglected with respect to μwater in the Hounsfield Units calculation. The 
main advantage of CT is that it provides 3D information of the patient, as opposed to 
conventional RX where all the anatomical structures are projected and superimposed on a 
2D image. With present-day pixel sizes as small as 0.23 mm and a good low contrast 
resolution, CT is able to detect very small details and changes in tissue composition.  
In helical CT scanning the spiral pitch factor is an important parameter and is defined as: 
𝑝𝑖𝑡𝑐ℎ =  
𝑡𝑎𝑏𝑙𝑒 𝑓𝑒𝑒𝑑
𝑁 ∙ 𝑇
Where the table feed is the distance the table travels during one rotation. N is the number 
of slices scanned simultaneously and T is the thickness of a single slice. The product of N 
and T is referred to as the total beam collimation and is measured in the isocenter of the 
scanner. If the pitch is chosen to be smaller than 1, the beams of consecutive rotations will 
significantly overlap, increasing the dose to the patient. On the other hand, a pitch larger 
than 1 will result in gaps in the imaged volume as adjacent rotations are not contiguous, 
leading to a decreased patient dose. The choice of the pitch factor is examination 
dependent, involving a trade-off between coverage and accuracy. High pitch mode can be 
useful for myocardial perfusion scans as the table speed will increase and motion artefacts 
will be minimized. 
The scan field of view (SFOV) is defined by the fan beam angle and will determine the 
maximum possible size of the reconstructed images. Typically a head or body SFOV can be 
selected, each of them using a different shaping filter. The display field of view (DFOV) or 
reconstruction FOV can be less than or equal to the SFOV and determines how much of 
the SFOV is reconstructed into an image. If the same matrix is used, a reduced DFOV will 
result in a smaller pixel size and the achievable resolution will improve. 
Providing equivalent radiation to all detector elements requires that the X-ray beam is 
wider than the collimation such that all detector rows are irradiated by the inner, non-
penumbra region, as illustrated in Figure 1.3. The z-axis geometric efficiency characterises 
the extent of the radiation beam that is used for image creation and is calculated as the 




The fractional loss of dose efficiency associated with the discarded penumbra becomes 
smaller for larger beam widths, because the penumbra represents a smaller fraction of the 
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total X-ray beam width [3]. However, during spiral CT procedures, at least an additional 
half rotation is necessary at the beginning and end of the scanrange to ensure that 
complete datasets are obtained for the reconstruction of the first and last slices [4]. As a 
result, before and after the volume of interest, additional tissue is unnecessary exposed. 
This z-overscanning effect is more important for larger beam widths. 
Figure 1.3 Dose profile for a 10 mm wide beam used 
to irradiate a multislice detector collimation of 4 x 2.5 
mm. The penumbra of the beam is not used for image 
reconstruction [3]. 
1.2 THE ROLE OF CT IN MEDICAL IMAGING 
A rising trend of annual performed CT examinations is clearly noticeable in the literature 
[5-8]. Data from UNSCEAR show an increase in average annual frequency of CT 
examinations in health-care level I countries from 48 per 1000 population in 1991-1996 to 
128 per 1000 population in 1997-2007 [6,9].  
From 2011 to 2014, the Dose Datamed 2 project collected data on the doses from 
radiodiagnostic procedures from EU member states. The results are published as 
Radiation Protection report n° 180 and divided into 4 categories: plain radiography, CT, 
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fluoroscopy and interventional radiology. Plain RX, including dental imaging, appears to be 
the most common X-ray examination in all European countries. However, when it comes 
to effective dose, CT yields by far the highest contribution to the population. More 
specifically, in Belgium, CT accounts for 60% of the overall collective dose to the medical 
population, while only 14% of the total number of X-ray procedures in the medical 
imaging department are CT scans [10]. The relative contributions of the 4 groups are 
shown in Figure 1.4. 
A small but significant increased risk of cancer incidence and mortality is associated with 
the exposure to ionizing radiation [11]. Typical CT doses are shown in Table 1.1. As a reference 
the doses resulting from common plain radiography exams are added. Radiation doses 
from CT are up to 40 times higher compared to conventional X-ray examinations. 
 
 
Figure 1.4 Relative contributions to the total number 
of X-ray procedures and to the resulting collective 
effective dose in Belgium. Plain radiography includes 
dental imaging and  mammography. [10] 
 
Table 1.1 Typical effective doses, resulting from CT 
and plain radiography [10] 
Radiologic examination Effective dose (mSv) 
CT head 1.3 
CT chest 4.2 
CT spine 10.1 
CT abdomen 8.6 
RX thorax 0.09 
RX cervical spine 0.17 
RX thoracic spine 0.48 
RX lumbar spine 3.15 
RX abdomen 0.68 
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The rising number of scans performed, combined with the use of CT in radiation-sensitive 
populations (children, young adults and pregnant female patients) has drawn the 
attention to radiation exposure and risks from CT examinations [12]. 
Apart from the use of CT in diagnostic radiology, there is a significant increase in CT 
installations in multimodality imaging. Here, the CT data is used to provide precise 
localization of functional data from nuclear medicine studies. Furthermore, a CT scan 
delivers accurate attenuation correction (AC) information of the positron emission 
tomography (PET) and single-photon emission CT (SPECT) data [13]. Since the CT 
acquisitions are not used for diagnostic purposes, the use of low dose protocols is 
essential. The need to optimize the use of CT in hybrid imaging is high as little 
standardization exists. 
Efforts are made to replace some of the stand-alone CT examinations by magnetic 
resonance imaging (MR) scans. MR acquisitions are not performed with ionizing radiation 
and provide an extremely good low contrast resolution in soft tissue regions. However, 
the use of MR is restricted due to the limited availability and longer scanning times, 
compared to CT. In addition, the use of high magnetic field strengths can cause biological 
effects and physical harm to the patient. 
MR can also play a role in the nuclear medicine department. State-of-the-art technologic 
advances made it possible to replace CT by MR in hybrid PET imaging. Although the 
emerging PET/MR solutions are promising in terms of patient dose, MR based AC is 
challenging as it does not provide direct information on electron densities needed for PET 
AC [14,15]. Bone and air have a near-zero signal in conventional MR images, yet bone 
regions result in high photon attenuation levels per unit volume, whereas air does not 
cause any photon attenuations. The most difficult task of MR-based AC is to separate bone 
from air and other tissue. To date, the use of integrated PET/MR systems in a clinical 
setting is restricted due to the limited availability, cost and the aforementioned technical 
challenges [16]. As PET/CT systems will continue to be used, it is important to minimize 
the radiation exposure, resulting from the CT acquisition. 
Although the individual risk estimates from CT acquisitions are small, they have to be 
applied to an increasingly large population [8]. Therefore, care must be taken that every 
examination is performed at the lowest possible dose (ALARA principle). Children are 
more sensitive to radiation than adults due to their rapid cellular proliferation and 
increased lifetime risk of malignancy [8]. It must be emphasized that if a CT examination is 
clinically justified, the benefits for the patient will by far exceeds the risks. Unfortunately, 
far too many clinically unnecessary CT scans are being performed today [17]. 
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Chapter 2  
CT dosimetry 
The imaging process in diagnostic radiology must be optimized to achieve the necessary 
image quality while minimizing the risks for radiation induced malignancies. To quantify 
these potential risks, accurate dose calculations are required.  
Radiation dosimetry in CT is challenging, because the amount and distribution pattern of 
the absorbed energy in the patient is difficult to determine. First of all, the human body 
consists of a very large number of anatomical structures that are heterogeneous in density 
and composition. In addition, during a CT examination, the broad fan-shaped X-ray 
irradiates the patient during a helical movement.  
To estimate the dose to the patient resulting from a CT scan, different approaches exist. 
They all have their advantages and disadvantages, as will be discussed below. 
2.1 STANDARD DOSE METRICS 
2.1.1 CTDI and DLP 
The irradiation geometry of CT is different from that of other X-ray modalities. With 
conventional RX imaging, the X-ray tube is stationary and the entrance skin dose will be 
higher than the exit dose. In CT, the X-ray tube makes a full rotation around the patient, 
while irradiating only a narrow section of the body. This will result in a radial symmetric 
dose gradient in the patient. Along the length axis of the scan, the dose profile will have a 
peak in the centre and long tails at each side, because of scattered radiation in the body 
(Figure 2.1). 
The computed tomography dose index (CTDI) is the height of the dose profile resulting 
from a single axial rotation, assuming the complete dose profile D(z) was located in a 
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rectangular interval with length nS, where n is the number of slices of thickness S (Figure 
2.1). The metric is expressed in mGy and calculated as: 







CTDI can be measured free in air. Often CTDI reflects the average dose to a cylindrical 
PMMA phantom, resulting from a CT acquisition. In the latter situation, the CTDI quantity 
is measured in a phantom with a diameter of either 16cm or 32cm (Figure 2.1). To 
quantify body scans, the 32cm body CTDI phantom is used. The 16cm phantom, referred 
to as the head CTDI phantom, is linked to head CT examinations.  
In general the dose profile is not integrated over infinity, but a 10 cm pencil ionization 
chamber is used for the measurements. Since, the dose at the surface of the phantom will 








Figure 2.1 (left) In a PMMA phantom, the radiation 
dose profile along the longitudinal axis contains dose 
tails caused by scattering. (right) 16cm and 32cm 
PMMA phantoms used for CTDI measurements on a 
CT scanner. 
Hereby CTDI100,c and CTDI100,p represent the dose in the centre and in the periphery of the 
PMMA phantom respectively. Typically for body protocols, CTDI100,p will be twice as high 
as CTDI100,c, whereas for head scans both quantities will be approximately equal.  
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To express the total radiation resulting from a CT acquisition, the dose-length product 
(DLP) is used and measured in mGycm. DLP is calculated by multiplying the CTDIvol with 
the irradiated scan length.  DLP is an overall dose indicator for CT, whereas dose-area 
product (DAP) is used in projection radiography and fluoroscopy. 
It must be emphasized that CTDI is developed to quantify the radiation output of a CT 
system. It enables the user to compare different scan protocols or scanners. However, 
because CTDIvol is displayed on the console and included in the patient’s dose report, it is 
often incorrectly assumed that this metric represents the dose delivered to the patient [1]. 
Therefore, CTDI and DLP only serve as an index for CT dose. They are insufficient to 
describe the absorbed dose to the patient. Although, the attenuation of the used PMMA 
phantoms is similar to that of a real patient, these homogeneous cylinders are either too 
small or too big to represent the human anatomy. In addition, calculating individual organ 
doses is not possible. 
2.1.2 Size-specific dose estimate 
Volume CTDI provides a standardized method to compare radiation output levels between 
different CT scanners using a reference phantom. The metric is affected by changes in 
scan parameters such as tube voltage, tube current, rotation time, pitch and shaping filter. 
However, this quantity is independent of the size of the patient. When all scan parameters 
are kept the same, imaging a large or small patient will result in the same CTDIvol. Hence, 
volume CTDI cannot be used to estimate patient dose. 
The need to take patient size into account has led to the introduction of the size-specific 
dose estimate (SSDE) by the AAPM Task Group [2]. SSDE scales the CTDIvol, according to 
the patient’s contour. In Chapter 9 of this PhD work, the SSDE is used to develop a 
clinically applicable method for patient-specific organ dose and lifetime attributable risk 
estimation. 
The formula to estimate the dose for a specific patient size is given by: 
𝑆𝑆𝐷𝐸 =  𝑓𝑠𝑖𝑧𝑒
16 ∗ 𝐶𝑇𝐷𝐼𝑣𝑜𝑙
16
for the 16cm CTDI phantom, and 
𝑆𝑆𝐷𝐸 =  𝑓𝑠𝑖𝑧𝑒
32 ∗ 𝐶𝑇𝐷𝐼𝑣𝑜𝑙
32
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for the 32cm CTDI phantom. 




) are tabulated in the AAPM report, as a function of 
different measures of patient size [2]. In general, the conversion factors are larger than 
unity for diameters smaller than the reference phantom, and lower than unity for larger 
patients. To describe the approximate size of the patient, either the LAT dimension, the AP 
dimension, the sum of the AP and LAT dimensions, or the effective diameter can be used. 
The effective diameter of the patient is the diameter of the circle whose area is the same 
as that of the patient’s cross-section. Assuming the patient to have an elliptic cross-
section, it is seen that: 
𝑒𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 𝑑𝑖𝑎𝑚𝑒𝑡𝑒𝑟 =  √𝐴𝑃 ∗ 𝐿𝐴𝑇 
The above equation focuses on the geometric size of the patient, in terms of AP and LAT 
dimensions. In this way, the same scanner output will result in the same SSDE for a 
thoracic and an abdominal region, if both regions have the same cross-sectional area. 
However, the lungs are less dense than the abdomen. Therefore, delivering the same 
CTDIvol will result in a higher absorbed dose to the thorax region, compared to the 
abdomen region. To deal with this issue, the AAPM Task Group published a new report in 
2014, regarding the use of the water equivalent diameter for SSDE calculations [3]. The 
water equivalent diameter (Dw) takes into account the attenuation of the patient. It is 
calculated on a specific slice along the length of the patient as: 
𝐷𝑤 = 2 ∗ √[
1
1000
∗ 𝜇 + 1] ∗
𝐴
𝜋
A and μ represent the total area and the mean pixel value (in HU) of the specific axial CT 
image. Based on Dw, the SSDE is calculated as: 
𝑆𝑆𝐷𝐸 = 𝑎 ∗ 𝑒−𝑏𝐷𝑤 ∗ 𝐶𝑇𝐷𝐼𝑣𝑜𝑙
Where a and b are exponential fit coefficients, depending on the diameter of the PMMA 
phantom used to measure CTDIvol [3]. The use of attenuation information in addition to 
the geometry of the patient increases the accuracy of dose estimates, especially for the 
thorax. If attenuation is not considered, the size of the chest will be overestimated, 
resulting in an underestimation of the SSDE. 
If the patient is scanned with automatic tube current modulation, the scanner output 
varies considerably along the longitudinal axis. Variations in patient dimension and 
attenuation causes the tube current values to change during the scan. By decreasing the 
exposure in less-attenuating regions, the photon flux at the detector will be more 
homogeneous for all projections. As a result, the reconstructed images will have 
comparable noise levels and the dose to smaller anatomical regions can be reduced. If 
automatic exposure control is used, the scanner output (in terms of CTDIvol) will be 
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dependent on the location along the longitudinal axis of the patient. Consequently, the 
patient’s SSDE can be calculated at each position z as: 
𝑆𝑆𝐷𝐸(𝑧) = 𝑓𝐷𝑤(𝑧) ∗ 𝐶𝑇𝐷𝐼𝑣𝑜𝑙(𝑧)




where N are the number of slices. 
2.2 ORGAN DOSE CALCULATION 
In radiation dosimetry, the term phantom is used to refer to either a physical object that 
mimics the human body or a mathematically defined anatomical model. 
2.2.1 Anthropomorphic phantoms 
A well-established approach to quantify the absorbed dose to the patient is the use of 
physical anthropomorphic phantoms. Anthropomorphic phantoms are carefully made to 
represent the human anatomy. They can be used to perform more detailed dose 
calculations. Compared to CTDI measurements, anthropomorphic phantoms mimic the 
patient’s geometry and attenuation. 
The phantom used in Chapter 6 of this PhD dissertation is the Alderson RANDO phantom 
(Figure 2.2) [4]. It represents the ‘standard man’, an average person of 170cm and 
73.5kg. The phantom is transected horizontally into 2.5cm thick slices. Each slice contains 
several predrilled holes so that dosimeter chips can be inserted. The phantom consists of 
two tissue-equivalent materials, following the ICRU44 standards [5], in addition to a 
natural human skeleton. The lungs are moulded from syntactic foam with a specific gravity 
of 0.30 g/cc. Soft tissue is manufactured from an urethane mixture. The material has an 
effective atomic number and mass density which simulates muscle tissue with randomly 
distributed fat. 
Dosimeter chips can be positioned in the predrilled holes of the RANDO phantom. In 
Paper 2 of this PhD thesis thermoluminescent dosimeters (TLDs) with a diameter of 5 mm 
and a thickness of 1 mm are used. The chips consist of lithium fluoride, doped with 
magnesium and titanium (MTS-N; LiF:Mg,Ti) [6]. 
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Figure 2.2 The Alderson RANDO phantom [4]. An 
anthropomorphic phantom, used in combination with 
TLDs to measure organ doses in Paper 2 of this PhD 
thesis. 
2.2.2 Mathematical computational phantoms 
Experimental methods with physical anthropomorphic phantoms require considerable 
resources in terms of time and equipment. This often prevent their use in a clinical 
radiology environment. As an alternative, indirect computational approaches can be used 
to determine the radiation dose delivered to the patient. The existing computational 
methods for organ dose assessment resulting from CT exposures are based on Monte 
Carlo calculations. The radiation transport is simulated in geometric reference phantoms. 
An example is the family of anthropomorphic phantoms developed by the German 
National Research Centre for Environment and Health (Gesellschaft für Strahlen; GSF) [7]. 
The GSF’s adult male and female modes, referred to as ADAM en EVA, are depicted in 
Figure 2.3. Based on computational methods, two main Monte Carlo data sets of 
normalised absorbed organ doses from CT exposures are available. The databases are 
generated by the UK National Radiological Protection Board (NRPB) [8,9] and the GSF 
[10,11]. 
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Figure 2.3 The mathematical ADAM en EVA 
phantoms, developed by the German National 
Research Centre for Environment and Health 
(Gesellschaft für Strahlen; GSF)  [7]. 
Several software programs are commercially available, providing organ dose estimates for 
standard patient sizes and scanners. They are based on the pre-calculated tables of the 
dose contributions to all organs in a given phantom, resulting from 1 cm wide single 
section scans. After specifying the patient’s scan range, the software adds up the 
contributions resulting from all sections belonging to the scan range [12]. An overview of 
different CT dose calculation tools based on pre-tabulated Monte Carlo data is given in 
Table 2.1. 
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Table 2.1 Overview of the available CT dose 
calculation tools, together with the selectable 
phantoms. 
dose calculator Phantoms 
CT-Expo 6w, 7y, adult male, adult female 
ImPACT hermaphrodite adult 
ImpactDose newborn, 1y, 5y, 10y, 15y, adult male, adult female 
PCXMC Rotation newborn, 1y, 5y, 10,y 15y, adult male, adult female 
w = week; y = year 
The described software tools are useful for training  and teaching the influence of 
different exposure parameter settings on the resulting organ doses. However, 
determining the absorbed dose of an individual patient is not possible with these 
methods. The selection of CT scanner models is limited and not always up-to-date. 
Furthermore, only standard patient sizes at discrete reference ages are available. 
Considering the diversity among people, especially in paediatrics, it is impossible to 
represent the whole population with only a few phantom models. In addition, there may 
be disagreement in patient positioning and uncertainty about the dimensions of the field 
of view. 
2.2.3 Individualized voxel models 
Dose calculation tools based on computational phantoms allow a quick, yet imprecise 
estimation of individual organ doses. In order to make conclusions about potential 
radiation risks, accurate dose calculations need to be available. Especially for paediatric 
radiology, only standard patient sizes at discrete reference ages can be selected with 
these software tools. The use of a more realistic representation of the human anatomy, 
including a patient-specific model, is recommended. 
Individualized 3D voxel models can be created based on clinically available CT images of 
the patient. The patient’s DICOM images are converted into a voxel phantom, which can 
be used in a Monte Carlo environment. This patient-specific voxelmodel allows to simulate 
the deposited energy distribution in the patient more accurately, compared to the use of 
anthropomorphic phantoms. In Chapters 6, 8 and 9 of this PhD thesis, Monte Carlo 
simulations were performed with ImpactMC (CT Imaging, Erlangen Germany). The 
software generates a 3D dose distribution in a patient-specific voxel model. After 
delineating the desired structures on the original CT images, mean organ doses can be 
estimated using the output images of the simulation (Figure 2.4). The fundamentals of a 
Monte Carlo simulation are explained in detail in Section 2.3. 
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Figure 2.4 Clinical CT images of the patient are 
used to create a 3D voxel model. After delineating the 
individual organs, mean organ doses are calculated on 
the output images of the Monte Carlo simulations 
[13]. 
2.3 MONTE CARLO SIMULATION FOR INDIVIDUALIZED DOSIMETRY 
Mathematical or physical problems often involve multiple independent variables. Solving 
them with conventional numerical methods would require a tremendous amount of 
memory and computer time. Another way of handling complex equations is through 
approximation, using random numbers and probability statistics. The so-called Monte 
Carlo (MC) methods solve the problem by directly simulating the underlying physical 
process and then calculating the average result. They are used for modelling events with a 
significant uncertainty in inputs. The transport of X-rays in matter, for example, is a 
natural stochastic process. The type of interaction, energy loss, angular deflection and 
path length are the main events involved in the simulation of the trajectory of a particle. 
All these events occur at random. 
Figure 2.5 is a schematic representation of the simulation of radiation transport in matter. 
Consider a photon at a given position r, direction of flight d and energy E. These 3 
variables determine the state of the particle. Hence, each track in the simulation consists 
of a series of states (rn, dn, En) where rn is the position of the n-th scattering event and dn 
and En are the direction of flight and energy just after the event.  
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Figure 2.5 Generation of random tracks. A particle 
enters material 1 from the vacuum and, after multiple 
interactions, crosses the interface between materials 
1 and 2 [14]. 
The state of the next event (rn+1, dn+1, En+1) can be calculated as: 
𝒓𝒏+𝟏 =  𝒓𝒏 + 𝑠 ∗ 𝒅𝒏 
𝒅𝒏+𝟏 =  ℛ(Ω) ∗ 𝒅𝒏 
𝐸𝑛+1 =  𝐸𝑛 − 𝑊 
where the rotation matrix ℛ(Ω) is determined by the solid scattering angle Ω. The length s 
of the free path to the next collision, the interaction type (A or B in Figure 2.5), the 
scattering angle Ω as well as the energy loss W are random variables, sampled from their 
corresponding probability density functions (PDF). The PDFs of each stochastic process are 
deduced from theoretical and measured properties of X-rays. 
2.3.1 Mean free path 
According to the law of Lambert-Beer, the intensity of an X-ray beam reduces 
exponentially as it passes through matter [15]. The PDF of the travelled distance of a 





with λ the mean free path, defined as the average path length between collisions. The 
mean free path is a property of the interaction material and the energy of the particle. 
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Given a random number ξ, the length of the path to the next collision can be sampled 
from [14]: 
𝑠 = −𝜆 ln(1 − 𝜉) 
2.3.2 X-ray interactions 
The X-ray tubes used in clinical radiological practice produce photons with energies 
between 0 and 140 keV. The three main interaction types with the human body in this 
case are Compton scattering, Rayleigh scattering and photoelectric effect. In the case of 
the latter, a photon is absorbed by the target atom and transfers all its energy to it. In this 
way the atom makes a transition to an excited state where a photoelectron leaves the 
target. In comparison with the mean free path of a photon, this photoelectron does not 
travel far. Therefore, stating that all the energy of the photon is deposited at the 
interaction site where the photoelectric effect took place, is a reasonable assumption [14]. 
Compton scattering occurs when only part of the energy of the incident photon is 
absorbed by the target atom. As a consequence, a secondary photon with a reduced 
energy leaves the site of interaction. In the case of Rayleigh scattering, the incident 
photon is deflected by the target atom without any energy deposition [16]. 
The type of event that occurs is a discrete random variable, with probabilities depending 
on the total cross sections of the different interaction mechanisms. The total cross section 
σ is an effective area that quantifies the likelihood of a scattering event, given a certain 
beam quality and target object. The cross sections of the various interaction processes are 
obtained from approximate theoretical calculations and from experimental results. The 
most extensive tables of atomic photoelectric cross sections are those of the Evaluated 
Photon Data Library (EPDL97) of Cullen et al [17]. In addition, cross sections for scattering 
and photoelectric absorption are tabulated in the XCOM Photon Cross Section Database 
[18]. 
2.3.3 Scattering angle and energy loss 
In addition to the total cross section, each interaction mechanism is characterized by 
corresponding differential cross sections (DCSs). A DCS determines the probability 
distribution of the various quantities related to the interaction process, such as the energy 
loss and the angular deflection of the particle [16]. 
In the case of a Compton or Rayleigh interaction, the incident photon is scattered under a 
certain solid angle Ω(θ, φ). The DCS dσ/dΩ quantifies the rate at which scattered 
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particles can be detected at a given angle. Azimuthal symmetry is assumed, meaning that 
the DCS is independent of the azimuthal scattering angle φ. Therefore, φ is uniformly 




and 𝜑 = 2𝜋𝜉 
The polar angle θ, on the other hand, can be sampled from dσ/dΩ, knowing the energy of 
the incident photon. Figure 2.6 depicts the Compton scattering angular distributions in 
water for 3 different photon energies. 
Figure 2.6 Differential cross sections dσ/dΩ for 
Compton scattering of photons in water. The 
probabilities are given for 3 X-ray energies. As the 
energy of the X-rays increases, the photons are more 
likely to be scattered forward [15]. 
The energy-loss DCS dσ/dW quantifies the rate at which scattered particles can be 
detected with a given energy. The energy loss of the scattered photon can be sampled 
from dσ/dW. 
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2.3.4 Monte Carlo transport codes 
Several MC codes are available for the simulation of photon transport in matter. A few 
examples are FLUKA [19,20], PENELOPE [21,22], ImpactMC [23-25], EGSnrc [26] and MCNP 
[27]. In all existing codes, the simulation of photon histories is performed by using a 
detailed scheme, in which all interactions undergone by the transported photons are 
simulated in chronological succession [16]. A photon history terminates after a 
photoelectric event or after a couple Compton interactions. In this way, the number of 
histories in each track is relatively small (< 10). Therefore, with present-day computational 
powers, a small enough uncertainty can be reached by simulating >10
9
 during a couple of 
hours. 
In this thesis, MC simulations were performed with ImpactMC [28]. The software was 
validated before in the literature [23-25]. Quantitative CTDI measurements at various scan 
conditions were performed in cylindrical PMMA phantoms of different sizes. The 
simulated values were within 7.6% of the measured values. Knowing that the ionization 
chamber used (CT chamber type 30009 with Unidos electrometer, PTW, Germany) gives 
results within ± 5% in the range of 50 to 150 kV, the simulated and measured values can 
be considered in good agreement [24]. The validation experiments were repeated in our 
lab with comparable results. 
An important feature of the ImpactMC software is the use of a patient-specific voxel 
geometry. This 3D model is created, based on the clinically available CT data of the 
examined patient. The input volume consists of a three dimensional grid of voxels and can 
be provided in DICOM format. The characteristics of the CT system and scan protocol used 
have to be specified in the input file. For a helical scan, these include: 
- X and Y coordinates of the centre of rotation (COR) 
- Distance between COR and X-ray focal spot 
- In-plane fan angle of the X-ray beam 
- Total beam collimation, measured at the axis of rotation 
- Table feed 
- Starting angle and starting Z position 
- Rotation time and number of rotations 
- X-ray spectrum 
- Shaping filter 
The X-ray spectrum and shaping filter of the Siemens Somatom Definition Flash are 
predefined in the software. Automatic and organ-based tube-current modulation can be 
incorporated, by specifying a tube current value for each simulated projection.  
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The Monte Carlo simulation characteristics are: 
- Break energy, energy level below which a photon is not traced anymore (10 keV) 
- Maximum number of interactions considered for one photon (10) 
- Number of projections per rotation 
- Simulation time 
A photon track ends if the energy of the particle is below 10 keV or the maximum number 
of interactions is reached. In either case, the remaining photon energy is deposited within 
the voxel of the last interaction site. The simulations in this PhD thesis were performed on 
a 64-bit Windows 7 desktop with an Intel Core i7-2600 CPU @ 3.40 GHz and 12 GB RAM. A 
NVIDIA GeForce GTX 580 with 3 GB VRAM was installed. The simulations were set to end 
after 1 hour. The number of photon histories over the entire 3D volume during one 
simulation was in the order of 10
10
.  
To calibrate the software, air kerma values were measured free-in-air in the isocenter of 
the CT gantry for one rotation. The measurements were performed with a pencil 
ionisation chamber (Xi CT detector, Raysafe, Sweden) and included the same X-ray 
spectrum and shaping filter as the simulated scans. The values are used to scale the dose 
distributions to absolute values. 
Figure 2.7 ImpactMC [28] makes it possible to 
simulate CT examinations. A patient-specific voxel 
model is created, using the DICOM images of the 
patient’s CT scan. In this way, a 3D voxelized dose 
distribution can be calculated. 
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With ImpactMC, CT scans of examined patients can be simulated to calculate the dose 
distribution in the body (Figure 2.7). More specific, the obtained 3D dose distribution 
makes it possible to assess the dose in each voxel and to determine patient-specific organ 
and tissue doses.  
2.4 RISK ESTIMATION 
Substantial evidence exists that exposure to high levels of ionizing radiation (100 mSv to 
2.5 Sv) can cause illness or death. Data from atomic bomb survivors proves that high doses 
are connected to the development of cancer, heart disease, stroke and mental retardation 
in the children of exposed mothers. However, little epidemiologic data is available for 
lower doses, involved in diagnostic radiology (less than 100 mSv) [29].  
For the radiation doses at which excess cancers occur in the Hiroshima and Nagasaki 
studies, the induction of solid tumours in general follows a positive linear trend with 
increasing dose [30]. International committees as the International Commission on 
Radiological Protection (ICRP) and the Biological Effects of Ionizing Radiation (BEIR) 
committee concluded that the risk would continue in a linear fashion at lower doses, 
without a threshold. The smallest dose has the potential to cause a small risk increase in 
humans. According to the abovementioned committees, this linear-no-threshold model 
(LNT) provides the most reasonable description of the relation between low-dose 
exposure to ionizing radiation and the incidence of radiation-induced cancers [31]. Risk 
estimations at low doses (< 100 mGy) remain subject of debate. Several studies challenge 
the assumption that the biological responses at high and low exposures are proportional 
with radiation dose [32-34]. Possible dose-response relations described by [29] are 
depicted in Figure 2.8. The LNT model could both underestimate (curve b) or 
overestimate (curves c-e) the risk to low dose radiation. Curve d reflects a dose threshold 
below which the risk of cancer induction is zero, whereas curve e even depicts a hormetic 
response. The latter would mean that a given amount of radiation dose would reduce the 
background incidence for some cancers.  
Based on individual organ dose estimates, the radiation induced risk to the patient 
resulting from a CT examination can be quantified. In Chapters 3 and 4 of this PhD thesis, 
the model proposed by the BEIR VII publication was used, resulting in the estimation of 
lifetime attributable risks (LAR) [31]. Age-dependent cancer incidence (and mortality) 
rates for males and females were applied. According to this model, approximately 1 
person in 1000 in the total population would be expected to develop cancer from a dose 
of 10 mSv above background, either in a solid form or leukaemia. According to Kalender, 
this is comparable with an abdominal CT examination [12]. 
26 CT dosimetry 
Figure 2.8 Different possible extrapolations of 
radiation risks associated with high dose 
epidemiological data down to very low doses. Curve a 
accords to the linear-non-threshold model; curve b: 
hypersensitivity; curve c: hyposensitivity; curve d: 
threshold assumption; curve e: hormetic [29]. 
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Chapter 3  
Dose reduction technologies in 
CT 
The best approach for reducing patient radiation exposure is avoiding unnecessary CT 
examinations and minimizing multiphase scanning. Before prescribing the patient a CT 
examination, other techniques like ultrasound (US) and magnetic resonance imaging (MR) 
should be considered. According to the ICRP, the use of ionizing radiation should result in 
a sufficient benefit to offset the detriment it causes [1]. However, since CT is a non-
invasive diagnostic tool, often a CT scan appears to be necessary to answer a clinical 
question. Therefore, care must be taken to keep the dose as low as reasonably achievable.  
Retakes because of patient movement, scanning the wrong anatomic region or loss of the 
images when switching hospitals are unnecessary exposures which must be avoided. 
Furthermore, the scan range should be strictly limited to the region of interest. Avoiding 
exposures at 140 kVp, except for obese patients, and limiting the tube voltage to 100 kVp 
for children is a positive evolution in clinical practice. The last years, CT manufacturers 
have developed a number of radiation dose reduction tools to limit the exposure to the 
patient even further.  
3.1 AUTOMATIC EXPOSURE CONTROL 
A large diversity exists in attenuation along the scan direction of the patient. To achieve 
the same noise level, the abdomen will require more exposure than the neck (Figure 3.1). 
Moreover, strong variations in radiation absorption occur in the transverse plane, as the 
tube rotates around the patient; particularly in regions that are elliptical in shape, such as 
the thorax and the pelvis [2]. For these structures, the attenuation is higher in the lateral 
direction, compared to the antero-posterior direction (Figure 3.2). Hence, scanning the 
patient with a fixed tube current will result in an inhomogeneous photon flux at the 
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detector. Depending on the required diagnostic noise level, the tube current will be 
determined by the most attenuating region of the scanrange. Therefore, less attenuating 
regions will receive unnecessary radiation dose. In addition, the reconstructed images will 
have different noise levels. 
Modulation of the X-ray tube current is an effective dose managing method [3]. The dose 
to the patient can be reduced in less-attenuating or smaller anatomical regions. Lowering 
the exposure in less-attenuating regions, will lead to an equalized photon flux to the 
detector for all projections. In this way, similar image quality levels are obtained in all 
reconstructed images.  
Figure 3.1 Modulation of the X-ray tube current 
along the length of the patient is an effective dose 
reducing method. The highest mAseff values are 
selected in the shoulder region. However, less 
attenuation occurs in the neck and the lower thorax. 
Therefore, the tube current can be reduced in these 
parts of the patient [4]. 
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There are important differences among CT vendors in the implementation of automatic 
exposure control systems. Each manufacturer uses another method to define the image 
quality in the user interface (Table 3.1). In addition, the minimum acceptable image 
quality differs. A recommended setting is provided, though the user can choose an 
alternative. To determine the required tube current values, some systems use the 
attenuation values of only one scan projection radiograph (SPR). Others can combine the 
data of two orthogonal SPRs. Furthermore, the strength of the modulation algorithms 
used varies.  
Siemens’ Care Dose 4D (Siemens Healthcare, Forchheim, Germany) uses the topogram to 
modulate the tube current in the angular and longitudinal directions. Attenuation values 
and dimensions measured on the topogram(s) are used to determine the size and density 
of the patient. If only one SPR is available, the attenuation for the complementary 
projection is estimated taking into account the examined anatomical region and the 
patient’s contour [2]. Next, the exposure values are calculated to ensure the required 
image quality, given by the quality reference mAs (QRM). This metric is equal to the 
effective mAs that produces the desired image quality on a standard-sized patient. To 
provide an image quality consistent with that obtained using the QRM level for a 
standard-sized patient, the tube current must be modulated to compensate for variations 
in patient size and attenuation. During the scan, the system will perform on-line feedback 
loops to fine-tune the predicted tube current values. The transmission values at a given 




Figure 3.2 Modulation of the X-ray tube current in the transverse plane of 
the patient can be used as a technique to reduce the dose to the patient. 
Because of the elliptical shape of the human body, the attenuation in the LAT 
directions (2 and 4) will be higher compared to the AP directions (1 and 3). 
Therefore, tube current values can be lowered during the AP projections [5].  
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SmartmA from GE (GE Healthcare, Milwaukee, Wisconsin) only uses the last scout view to 
determine the exposure values. Based on the selected noise index, the system computes 
the required mA values to be used. The noise index value will approximately equal the 
standard deviation in the central region of the image when a uniform phantom (with the 
patient’s attenuation characteristics) is scanned and reconstructed using the standard 
reconstruction algorithm. During the scan, on-line adjustment of the predicted tube 
current values is not possible [5]. 
Toshiba’s Sure Exposure 3D (Toshiba Corporation, Tokyo, Japan) converts the attenuation 
values of the scanogram into water-equivalent thicknesses. In this way, the tube current is 
modulated to ensure a given image quality, determined by the selected target noise, 
similar to GE’s noise index. The obtained exposure values cannot be adjusted during the 
scan.  
Philips CT scanners (Philips Medical Systems, Andover, Massachusetts) are able to 
modulate the tube current either in the longitudinal (Z-DOM) or the angular (D-DOM) 
direction. However, both features cannot be used together. D-DOM is carried out online 
during the scan. The projection data from the previous angles are used to predict the tube 
current values in the next rotation. A reference image from a satisfactory patient exam is 
stored on the scanner and is used as an image quality metric. Based on the surview, mA 
values are calculated by Z-DOM to provide an image quality consistent with that of the 
reference image. 
The effect of the SPR and the scan direction for different vendors is evaluated in Chapter 6 
of this PhD work. 
 
Table 3.1 Image quality metrics used by different 
manufacturers for the implementation of ATCM. 
manufacturer ATCM IQ metric 
Siemens CARE Dose 4D Quality reference mAs 
GE SmartmA Noise Index 
Toshiba Sure Exposure 3D Target Noise 
Philips Z-DOM, D-DOM Reference image 
 
3.2 ORGAN-BASED TUBE CURRENT MODULATION 
 
A particular modification of angular tube current modulation is implemented by Siemens 
and GE (Table 3.2). Instead of adjusting the exposure in the axial plane to the size of the 
patient, X-CARE reduces the mA during the anterior third of the tube rotation (120°). In 
this way, the dose to superficially located organs is reduced. This is particularly interesting 
for the eyes, thyroid, breasts and testes as these are radiosensitive organs. Because of the 
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decreased tube current, the amount of photons reaching the detector will be lower and 
the image quality will deteriorate. Therefore, to preserve image quality, the exposure is 
increased during the lateral and posterior projections [6]. Figure 3.3 displays the relative 
distribution of mA values as the X-ray tube rotates around the patient. 
Table 3.2 Organ-based tube current modulation 
aims to lower the dose to anterior organs. 
manufacturer organ-based tube current modulation 
Siemens X-CARE 
GE Organ Dose Modulation 
Toshiba - 
Philips - 
For women undergoing a chest CT in supine position, care must be taken to position the 
breasts. In the study of Taylor et al, no woman had all breast tissue located within the 
reduced-current zone [7]. The use of a metal-free brassiere during the scan can help 
positioning the breasts in the reduced-dose zone. Furthermore, scanning the patients in 
prone position will lead to more centrically located breasts. Nevertheless until now, 
changing the location of the reduced-current zone is not possible. The mA can only be 
lowered during the upper positions of the X-ray tube. In Chapter 8 of this PhD dissertation 
the concept of organ-based tube current modulation is critically evaluated. 
Figure 3.3 X-Care reduces the dose to anteriorly 
located organs by lowering the tube current during 
the anterior third of the rotation in the axial plane 
(120°). To maintain image quality, the tube current is 
increased during the lateral and posterior third of the 
body circumference. Relative mA values are shown, 
normalized to the average tube current during one 
rotation [8]. 
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3.3 PEAK KILOVOLTAGE OPTIMIZATION 
To further reduce the radiation dose to the patient, an automatic selection of the tube 
potential can be applied. If all other parameters are kept constant, reducing the tube 
voltage will significantly decrease the radiation dose. The dose to the patient changes 
roughly with the square of the tube potential [9]. For example, decreasing the tube 
voltage from 120 to 100 kVp while scanning the patient with a fixed tube current, will 
result in a dose reduction of 33%. In addition, the relative attenuation of iodine increases 
as the kVp is decreased. Because the influence of the photoelectric effect becomes more 
important al lower kVp’s, the tissue contrast in the image will improve, even without 
changing the dose of contrast administered [10]. However, due to the higher absorption 
of low-energy photons by the patient, the images will contain more noise [11]. Image 
noise will increase in a non-linear fashion, resulting in a decreased contrast-to-noise ratio 
(CNR). As a result, when a lower kVp is selected, tube current values must typically be 
increased to preserve image quality [9].  
The dose reducing effect of using a lower kVp is highly dependent on the size of the 
patient and the diagnostic task [12]. When the patient is too large, the benefit of the 
improved contrast is negated by the increased level of noise. In this case, the lower tube 
voltage reduces the image quality compared to a higher tube potential with the same 
dose. However, if the patient size is below a particular threshold, dose reduction or image 
quality improvement at the same CTDI can be achieved [11]. Maximum dose savings are 
seen with CT angiographic studies. Reducing the kVp brings the tube potential closer to 
the k-edge of iodine, resulting in an increased relative attenuation of the contrast agent. 
In this way, the CNR will be preserved, despite the increase in image noise, resulting in a 
significant dose reduction. The dose reducing effect of a lower tube voltage is smaller in 
non-contrast studies. Here, the improvements in tissue contrast are much less evident and 
larger compensatory increases in mAs are required to reduce image noise [10]. 
Table 3.3 Automatic selection of the tube 
potential is an effective dose reducing tool used by 
different manufacturers. 
manufacturer automatic kVp selection 
Siemens Care kV 
GE kV Assist 
Toshiba Sure kV 
Philips - 
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The idea of peak kilovoltage optimization is implemented by all major CT vendors, except 
Philips (Table 3.3). These tools optimize the dose efficiency without much user 
interactions. Based on the scanned projection radiograph, the total tissue attenuation 
along the z-axis of the patient is determined. Next, the tube current values are calculated 
that would be required for each kVp, taking into account the desired image quality and 
the amount of contrast agent used. The software then determines which combination of 
kVp and mAs will result to the lowest patient dose in terms of CTDI [10]. The optimal tube 
voltage is the one that uses the minimum radiation dose to achieve the desired image 
quality [12]. 
3.4 ITERATIVE RECONSTRUCTION 
In CT, the traditional reconstruction method is the filtered back projection (FBP), which is 
relatively sensitive to noise and artefacts. This commonly used algorithm is based on only 
a single reconstruction. Before the raw data is back projected, a filter is applied with an 
emphasis on either low or high spatial frequencies.  A trade-off between noise and 
resolution had to be made. 
Iterative reconstruction (IR) methods on the other hand, can reduce noise while 
preserving spatial resolution. As a result, radiation exposures can be lowered to achieve 
the same image quality as with FBP. The dose reducing potential of IR is dependent on the 
iterative strength and the initial scan parameters. Dose savings ranging from 27% to 80% 
are reported in the literature [13,14]. IR algorithms use multiple repetitions in which the 
current solution converges towards a better image. A schematic overview of the iteration 
process is given in Figure 3.4. The IR loop starts with an empty image or using prior 
information from a standard FBP reconstruction. The better the initial images match the 
object, the faster the loop converges towards a stable solution. Next, a forward projection 
of the initial image is performed and the artificial raw data is compared  to the real 
measured raw data. A correction term is computed and back projected onto the current 
image estimate. In this way, the current image estimate is updated and a new iteration is 
started. The loop is finished when the update for the current image estimate is considered 
small enough or a fixed number of iterations is reached. In addition, a predefined quality 
criterion can lead to an early loop exit [15]. Despite the computational demands, the 
computing power available in a modern processor makes it possible to have 
reconstruction times acceptable for the clinical workflow. The images obtained by IR are 
often described as plastic or cartoon-like. This can be overcome by blending the IR output 
with the original FBP image. 
In addition, statistical IR may further reduce the noise in the image, by modelling the 
photon counting statistics during the acquisition. Projection rays of regions with high 
attenuation will contain less signal and therefore a higher statistical uncertainty (more 
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noise). By applying an adaptive denoising algorithm to the raw data, low weight is 
assigned to projection data with high statistical uncertainty and high weight to data with 
low statistical uncertainty. In other words, regions with higher attenuation are filtered 
more strongly compared to regions with lower attenuation [14,16].  
Figure 3.4 Schematic view of the iterative 
reconstruction method. The current image estimate is 
forward projected to create artificial raw data. By 
comparing the artificial and measured raw data, an 
updated image is computed which subsequently is 
back projected to the current image estimate. The 
loop can be started with an empty image or a FBP 
reconstruction. If a stop criterion is reached, the loop 
is terminated and the current image estimate 
becomes the final reconstructed image [15]. 
The classical FBP and the IR methods described above all assume a point focal spot, a 
point detector and a monochromatic pencil beam. Model-based IR (MBIR) methods 
represent the next level of complexity. They are based on the real dimensions of the focal 
spot and the detector elements. Furthermore, these algorithms may include models of the 
X-ray beam spectrum, the photon interactions with matter and the imaged object. In this 
way, imperfect acquisition conditions and artefacts are considered to modify the 
synthesized images more accurately. However, this comes with a cost of computational 
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time [17]. An overview of the different iterative methods currently available is given in 
Table 3.4. 
Table 3.4 Overview of the available iterative 
reconstruction methods. 
manufacturer iterative method statistical iteration model-based iteration 
Siemens IRIS SAFIRE ADMIRE 
GE ASiR ASIR-V, Veo 
Toshiba AIDR, AIDR+ AIDR 3D FIRST 
Philips iDose IMR 
3.5 ADAPTIVE Z-COLLIMATION 
A significant dose contribution during spiral CT procedures is due to the z-overscanning 
effect, as described in Chapter 1. For single-detector row scanners, overscanning is 
considered negligible. However, the effect increases with the number of detector rows. A 
promising dose saving method is the concept of adaptive z-collimation. Parts of the X-ray 
beam exposing tissues outside the volume of interest are blocked, by dynamically 
adjusted collimators at the start and end of the CT scan (Figure 3.5). The idea of adaptive 
z-axis collimation is implemented by all major CT vendors (Table 3.5). 
Table 3.5 Overview of the different adaptive z-
collimation techniques used by CT vendors. 
manufacturer adaptive z-collimation 
Siemens Adaptive Dose Shield 
GE Dynamic Z-axis tracking 
Toshiba Active collimation 
Philips Eclipse DoseRight collimator 
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Figure 3.5 By the independent movement of both 
collimator blocks the overscanning effect is limited 
[18]. 
3.6 OTHER DOSE REDUCING TECHNIQUES 
Dual-energy CT (DECT) imaging consists in the acquisition of two spectrally distinct 
attenuation datasets from the same region of interest. A low-energy dataset is acquired at 
80 kVp, while a high-energy dataset is acquired at 140 kVp. Current commercially CT 
scanners use either a dual X-ray source/detector system, each operated at different peak 
tube potentials or a single X-ray source/detector system. Using only one X-ray tube, a fast 
kVp switching technique permits that 1/3 of the projections are obtained at 140 kVp, 
while the rest of the projections are obtained at 80 kVp. Another approach is the use of a 
single source, but a dual layer of energy-sensitive detectors to identify both low- and high-
energy photons simultaneously. With the use of DECT, multiple monochromatic image 
datasets can be reconstructed. The higher informational content and post-processing 
flexibility of DECT opens up a dose-saving potential for virtual non-contrast imaging. Many 
CT exams involve both non-contrast and contrast-enhanced scans. Dual-energy imaging 
allows the creation of virtual non-contrast images from a post-contrast DECT scan. In this 
way, the non-contrast scan can be omitted [19].  
The detector system is the key component in a CT scanner. Its task is to convert the 
incoming photons into an electrical signal that can be fed into the image reconstruction 
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chain. Important properties are high quantum efficiency, large dynamic range and fast 
signal decay. Conventional CT detectors are solid-state detectors, which uses a two-step 
process to convert the incoming X-ray intensities into an electric signal. First, the X-rays 
are converted into visible light in a scintillator layer. Next, the emitted light is converted 
into an electric current by a photodiode array. In this process, leakage of the scintillation 
light between adjacent detector pixels will cause optical cross-talk and reduce the 
sharpness of the reconstructed image. Great expectations have been set for photon-
counting detectors (PCDs) due to their potential in dose reduction. They are made of 
semiconductor materials and are able to directly convert the incoming X-rays into electric 
signal pulses. In addition, the photon counts can be recorded in multi-energy windows. 
Although PCDs have not yet been implemented in clinical practice, they can offer a better 
spatial resolution and the capability to further reduce dose because of their improved 
quantum efficiency, compared to conventional solid-state detectors [20]. 
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Chapter 4  
Image quality assessment in CT 
The exposure to ionizing radiation from medical devices has gained more and more 
attention in the radiology department [1]. Efforts are made to track the absorbed dose to 
the patient and to keep these values within dose reference levels (DRLs). However, in 
order to optimize CT protocols and to keep the resulting doses as low as reasonably 
achievable (ALARA), image quality (IQ) should be taken into account as well. Depending on 
the clinical task, an optimal balance between patient dose and IQ must be pursued. 
4.1 OBJECTIVE IMAGE QUALITY 
CT is a three-dimensional imaging technique in which IQ assessment must be approached 
with caution. Objective IQ parameters typically use physical metrics, either in the spatial 
domain or in the frequency domain (Figure 4.1). This duality is due to the fact that some 
features produce overall responses which are independent of the location in the image, 
whereas others are spatially correlated [2]. 
Image signal or intensity (I) and image noise (SD) are key parameters in IQ evaluation. 
Noise is defined as fluctuations of image intensity values around their mean. Contrast, the 
mean signal difference between two objects, is the ability to detect intensity or grayscale 
differences. The contrast-to-noise ratio (CNR) or signal difference to noise ratio (SDNR) is 
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Large-area spatial-domain metrics, e.g. noise, contrast and CNR, are easy to compute and 
provide practical figures of merit in certain cases. However, a more comprehensive set of 
parameters is required to describe the image statistics more profound. 
Figure 4.1 Objective image quality metrics used for 
CT image quality assessment (adapted from [3]). 
Measuring the SD in a selected ROI provides only a simple estimate of the image noise 
level. It does not reflect the image texture, which has a significant effect on the perceived 
image look and quality. The noise power spectrum (NPS) gives a more complete 
description as it shows noise variance as a function of spatial frequency. In Figure 4.2 two 
images of the same homogeneous object are depicted. Coarse grain noise is present in the 
left image, while the image on the right contains fine grain noise. Although the 
appearance may be very different, both have equal standard deviations. By looking at the 
NPS, the differences in noise texture becomes clear. The first image results in the red NPS-
curve, dominating the low spatial frequencies, while the black curve originates from the 
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Figure 4.2 Top: two images of a homogenous 
object with the same SD. Bottom: The corresponding 
noise power spectra. The left image contains more 
low frequency noise (red NPS), while the high 
frequency noise dominates in the right image (black 
NPS) [4] 
The spatial resolution or sharpness is related to the level of detail that can be seen in the 
image. It is defined as the ability to distinguish two separate objects and is directly linked 
to the pixel size, the reconstruction kernel, the focal spot size of the X-ray tube as well as 
the hardware properties of the detector [2]. It is possible to detect details which are 
smaller than the pixel size if the signal is large enough to significantly affect the gray value 
of that pixel. Resolution can be assessed in a simple way by counting the number of line 
pairs per mm in the image domain. However, this technique is biased by observer 
subjectivity and provides little information of system spatial resolution beyond a limiting 
value [5]. In the frequency domain, resolution is commonly estimated with the modulation 
transfer function (MTF). The MTF provides a measure of how well the system transfers 
contrast across spatial frequencies [6]. The curve is calculated from the point spread 
function (PSF), the response of the system to a metal bead in the spatial domain (Figure 
4.3). In practical measurements, the point stimulus should be 5-10 times smaller than the 
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width of the detector element [7]. The higher the MTF, the better the spatial resolution. 
Typically, results of MTF calculations are expressed in a scalar form as MTF50 or MTF10 
values, i.e. the frequencies at which the MTF drops to 50% or 10%.  
 
 
Figure 4.3 The modulation transfer function (right) 
is calculated from the Fourier transformation of the 
point spread function (left). It depicts how well the 
system transfers contrast across spatial frequencies. 
 
For small objects, the contrast is strongly influenced by the spatial resolution. 
Approximately, contrast is related to the integral of the MTF squared [8]. The equivalent 





This metric is called the noise-equivalent quanta (NEQ) and reflects the number of 
photons contributing to the image. 
Finally, the detective quantum efficiency (DQE) describes the overall efficiency of a CT 
system by making the ratio between the number of photons used to generate an image 





The DQE describes the effectiveness of an imaging system, relative to an ideal detector. 
This quantity is of high importance since the radiation dose to the patient can only be kept 
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as low as possible if the DQE is made as close to unity as possible. DQE is widely used in 
medical imaging as a fundamental metric of detector performance. 
4.2 SUBJECTIVE IMAGE QUALITY 
During the development of CT technology, where performance between different units 
could vary drastically, the objective metrics described above were quite useful. However, 
the sensitivity of these methods is rather limited for newer systems, and the non-linearity 
of iterative reconstruction algorithms makes this approach difficult to implement [2]. 
Complementing the physical-technical parameters, the assessment by observers is a 
subjective way to evaluate the quality of an image.  
Contrast-detail (CD) analysis is a conceptual visual method for combining the spatial 
resolution and contrast in the presence of noise. Visual analysis of low contrast 
detectability can be performed with a Catphan® phantom. The low contrast module 
(CTP515) contains supra-slice targets of different diameters and contrasts (Figure 4.4). 
Each contrast level (0.3, 0.5 and 1%) holds 9 inserts with decreasing diameters (15, 9, 8, 7, 
6, 5, 4, 3 and 2mm).  
Figure 4.4 Low contrast module (CTP515) of the 
Catphan® phantom containing supra-slice contrast 
targets [9]. 
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A human observer can determine the number of targets visible for each contrast level and 
a quantification of CD can be done by calculating the inverse image quality figure: 
𝐼𝑄𝐹𝑖𝑛𝑣 =
100




Di represents the smallest visible target at a given contrast level Ci. A completely invisible 
contrast level results in a Di of 20mm. 
 
Both clinical and phantom images can be assessed using the receiver operating 
characteristics (ROC) paradigm. When an observer is asked to detect a signal in an image, 
the response is a degree of belief that the signal is present: a low response value 
corresponds to the conviction that the signal is absent, whereas a high value denotes the 
conviction that the signal is present. If the detectability experiment is performed with a 
significant number of observers, the probability of a response can be plotted for those 
images that do not contain a signal and for those that do contain a signal (Figure 4.5). 
Next, a threshold (λc) is chosen above which a positive decision is made. The area under 
the signal-absent curve below λc is called the true negative fraction (TNF) or specificity. 
The true positive fraction (TPF) or sensitivity represents the area under the signal-present 
curve above the threshold. Changing λc changes the balance between sensitivity and 
specificity. Increasing one parameter leads to a decrease of the other. In the visualization 
of the ROC curve all possible combinations of TPF and false positive fraction (FPF = 1 - TNF) 
are plotted while λc changes from the lowest to the highest possible value. The area under 
the ROC curve is a concise description of the diagnostic performance of a system. The 
diagonal associated with pure guessing (worst performance) bisects the ROC box and the 
area under it is 0.5. Best performance corresponds to an area of 1. 
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Figure 4.5 left: Probability density functions of the 
response to signal absent and signal present images. 
right: A ROC curve plots the true positive fraction (TPF 
or sensitivity) versus the false positive fraction (FPF or 
1-specificity) [2]. 
To avoid the complexity associated with ROC experiments, more simplified methods have 
been developed. In Chapter 7 of this PhD work, an absolute Visual Grading Analysis (VGA) 
based on observer readings was used to assess the image quality of chest CT scans. 
Experienced radiologists were asked to score clinical datasets based on the European 
Guidelines for Quality Criteria for Computed Tomography [10]. Nine structures were rated 
on a four-level Likert scale, ranging from 1: the structure is not visible, to 4: the structure 




With NS the number of structures, NR the number of readers and Gr,s the individual ratings 
of a given reader for a particular structure. A visual grading analysis provides information 
on the acceptability of the appearance of a clinical CT dataset and how the anatomical 
structures are visualised.  
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4.3 AUTOMATIC IMAGE QUALITY EVALUATION 
The objective IQ metrics and CD analysis described above have to be quantified on 
technical phantoms, which do not represent the human anatomy. To measure the clinical 
performance of a CT system, ROC and VGA studies are currently the most used techniques 
in the literature [2,8]. However, these methods require a large amount of patient data. In 
addition, the evaluation of CT images by human observers is a time-consuming work. 
An alternative approach can be automatic image quality scoring [11,12]. In Chapter 7 of 
this PhD dissertation, the algorithm of Kortesniemi et al was used to quantify the IQ of a 
CT dataset [13]. The obtained Image Quality score (IQs) is mainly based on image noise. 
However, unlike global noise measurements performed in selected ROIs in the image, the 
method assesses local standard deviations (SD) in the neighbourhood of every pixel. A 
square 3x3 mask acts as a smoothing filter and is moved around each pixel in the image to 
9 possible locations as illustrated in Figure 4.6. 
Figure 4.6 Nine possible locations of the moving 
filter mask for each pixel in the image [13]. 
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For each position, the standard deviation in the mask is calculated and the location with 
the smallest SD is chosen. This minimum SD value and its corresponding mean pixel value 
are stored in a minimum SD matrix S and a mean intensity matrix M, respectively. The 
process is repeated for every pixel in the original image. An example of the mean intensity 
matrix M and the minimum SD matrix S of a CT image is shown in Figure 4.7  
Figure 4.7 Example of an original CT image (left) 
together with its mean intensity matrix M (middle) 
and minimum SD matrix S (right). 
The image quality score (IQs) is then determined from the matrix S as: 
𝐼𝑄𝑠 =  
𝑛𝑠𝑒𝑙
∑ √𝑆𝑖,𝑗𝑖,𝑗
with Si,j all elements of the minimum SD matrix that fulfil two selection criteria: 
1) If the corresponding element in the mean intensity matrix has a value below -500
HU, Si,j is excluded from the calculation as these pixels belong to the surrounding
air and not to the object of interest.
2) The influence of edges is minimized by taking only those pixels into account
whose minimum SD value is below the 95
th
 percentile of the fitted log-normal
distribution of S (Figure 4.8).
nsel are the number of pixels in the selection. The higher the IQs, the better the image 
quality. 
An image quality metric is only useful when it generates a clearly understandable output 
and when it is able to cover different reconstruction methods. Therefore, the value can be 
normalized (nIQs) with a reverse sigmoid model, to provide values between 0 and 1: 
𝑛𝐼𝑄𝑠 =
1
1 + 𝑚 ∙ 𝑒𝑥𝑝(−𝑟 ∙ 𝐼𝑄𝑠)
original CT image mean intensity matrix minimum SD matrix 
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In addition, the metric can be calibrated with respect to a reference image. To this end, 
the parameters m and r are determined from clinical images as: 













For a given modality and reconstruction method, an nIQs of 0.5 is assigned to a reference 
image with a corresponding IQs value IQs0.5. Likewise, IQsk corresponds to  the IQ score of 
an image that just meets the diagnostic requirements and is given an nIQs of k. The 
parameter k will delineate the linear part of the sigmoid model and the reference value 
will be located in the middle of the linear slope, as can be seen in Figure 4.9. 
Figure 4.8 Histogram of the minimum SD matrix 
and fitted log-normal distribution. Only those pixels 
with a minimum SD below the 95
th
 percentile (SD =
3.55, dashed line) are considered in the calculation of 
the Image Quality score [13]. 
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Figure 4.9 Normalized sigmoid model with k=0.1. 
Normalization of the Image Quality score generates a 
clearly understandable output. The nIQs values will 
range from 0 to 1 and a predefined reference image 
will result in a normalized score of 0.5 [13]. 
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Chapter 5 
Aim and outline of the thesis 
CT instrumentation plays an essential role in the radiology department. In contrast with 
conventional radiography, CT provides three-dimensional views of the organ or body 
region of interest. Unfortunately, the absorbed radiation doses involved in CT imaging are 
significantly higher than in conventional X-ray procedures. As a result, CT examinations are 
the most important contributors to medical radiation exposure worldwide [1-4]. The aim 
of this PhD thesis was to assess the performance of computed tomography (CT) systems in 
terms of patient dose and image quality (IQ). 
To reduce patient radiation dose and to optimize image quality in CT, manufacturers 
implemented automatic tube current modulation (ATCM) in computed tomography 
systems. The overall dose-reducing effect of ATCM is demonstrated in the literature [5-9]. 
However, it remains unclear what the most optimal scan protocol is when using ATCM. 
Therefore, the purpose of the first study of this PhD work was to assess the role of the 
localizer and the scan direction in the process of automatic tube-current modulation. The 
findings of this study are described in Chapter 6: Influence of localizer and scan direction 
on the dose-reducing effect of automatic tube current modulation in computed 
tomography. 
Apart from patient dose, IQ analysis is essential in the optimization process. An optimal 
balance between patient dose and image quality should be pursued. In most studies, CT 
image quality is based on noise measurements in a limited selection of predefined regions 
of interest [10-12]. As a result, only a fraction of the image dataset is actually evaluated. 
Alternatively, subjective image quality evaluations from observers are used, but these 
studies are very time consuming [13,14]. The goal of the second study of this PhD thesis 
was to evaluate an automatic IQ scoring tool for use in clinical practice with CT thorax 
examinations and evaluating the full dataset. The outcome of this work is described in 
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Chapter 7: Evaluation of automatic image quality assessment in chest CT – A human 
cadaver study. 
Organ-based tube current modulation (OBTCM), a modification of ATCM, aims to lower 
the dose to superficial organs [15-17]. The exposure is reduced as the X-ray tube passes 
over the anterior surface of the patient. However, to preserve image quality, the tube 
current must increase during the posterior projections. The dose-reducing efficacy of 
OBTCM is critically assessed in Chapter 8: Patient-specific dose and risk estimation for 
organ-based tube current modulation in chest CT. The aim of the study was to evaluate the 
extent of the breast dose reduction for female patients in chest CT. The possible dose 
increase to the posterior organs was calculated and differences in radiation-induced 
cancer risks were estimated. 
In the last study of this dissertation a clinically applicable and easy-to-use metric is 
proposed to estimate patient-specific organ doses and risks. The work focuses on 
paediatric CT examinations of the thorax, abdomen and pelvis. Children are found to be 
more sensitive to radiation-induced cancers compared to adults [1]. Moreover, they have 
a longer life span during which the long-term effects of earlier exposure may manifest. 
The results of this work are presented in Chapter 9: The role of Size-Specific Dose Estimate 
(SSDE) in patient-specific organ dose and cancer risk estimation in paediatric chest and 
abdominopelvic CT examinations. 
  
Aim and outline of the thesis 57 
5.1 REFERENCES 
1 UNSCEAR (2008) Sources and effects of ionizing radiation. Report to the General 
Assembly of the United Nations. United Nations, New York 
2 HSE (2009) Population Dose from CT Scanning, Ireland 
3 NCRP (2009) Ionizing Radiation Exposure of the Population of the United States. 
NCRP Report 160, Bethesda MD 
4 PHE (2010) Frequency and Collective Dose for Medical and Dental X-ray 
Examinations in the UK (HPA-CRCE-012), United Kingdom 
5 Greess H, Wolf H, Baum U et al (2000) Dose reduction in computed tomography 
by attenuation-based on-line modulation of tube current: evaluation of six 
anatomical regions. Eur Radiol 10:391-394 
6 Kalender WA, Wolf H, Suess C (1999) Dose reduction in CT by anatomically 
adapted tube current modulation. II. Phantom measurements. Med Phys 
26:2248-2253 
7 Kalra MK, Maher MM, Toth TL, Kamath RS, Halpern EF, Saini S (2004) Comparison 
of Z-axis automatic tube current modulation technique with fixed tube current CT 
scanning of abdomen and pelvis. Radiology 232:347-353 
8 Rizzo S, Kalra M, Schmidt B et al (2006) Comparison of angular and combined 
automatic tube current modulation techniques with constant tube current CT of 
the abdomen and pelvis. AJR Am J Roentgenol 186:673-679 
9 Tack D, De Maertelaer V, Gevenois PA (2003) Dose reduction in multidetector CT 
using attenuation-based online tube current modulation. AJR Am J Roentgenol 
181:331-334 
10 Vollmar SV, Kalender WA (2008) Reduction of dose to the female breast in 
thoracic CT: a comparison of standard-protocol, bismuth-shielded, partial and 
tube-current-modulated CT examinations. Eur Radiol 18:1674-1682 
11 Gandhi D, Crotty DJ, Stevens GM, Schmidt TG (2015) Technical Note: Phantom 
study to evaluate the dose and image quality effects of a computed tomography 
organ-based tube current modulation technique. Med Phys 42:6572-6578 
12 Akai H, Kiryu S, Shibata E et al (2016) Reducing CT radiation exposure with organ 
effective modulation: A retrospective clinical study. Eur J Radiol 85:1569-1573 
13 Beutel J (2000) Handbook of medical imaging. SPIE Press, Bellingham, Wash. 
14 Verdun FR, Racine D, Ott JG et al (2015) Image quality in CT: From physical 
measurements to model observers. Phys Med 31:823-843 
15 Duan X, Wang J, Christner JA, Leng S, Grant KL, McCollough CH (2011) Dose 
reduction to anterior surfaces with organ-based tube-current modulation: 
evaluation of performance in a phantom study. AJR Am J Roentgenol 197:689-
695 
16 Ketelsen D, Buchgeister M, Fenchel M et al (2012) Automated computed 
tomography dose-saving algorithm to protect radiosensitive tissues: estimation 
of radiation exposure and image quality considerations. Invest Radiol 47:148-152 
17 Seidenfuss A, Mayr A, Schmid M, Uder M, Lell MM (2014) Dose reduction of the 





Influence of localizer and scan direction on the dose-reducing 








Department of Basic Medical Sciences 
Ghent University 
Reprint from Radiation Protection Dosimetry (2016) 169 (1-4):136-142 
62 ATCM behaviour 
ABSTRACT 
The purpose of this study was to investigate the influence of the localizer and scan 
direction on the dose-reducing efficacy of the automatic tube current modulation (ATCM) 
in computed tomography (CT). Craniocaudal and caudocranial chest CT scans, based on 
anterior–posterior (AP), posterior–anterior (PA), lateral (LAT) or dual AP/LAT localizers, of 
an anthropomorphic phantom containing thermoluminescent dosimeters (TLDs), were 
made on three Siemens systems. TLD readings were converted to lung and thyroid doses. 
A second dose estimation was performed based on Monte Carlo simulations. In addition, 
the ATCM behaviour of GE and Toshiba was evaluated based on AP, PA and LAT localizers. 
Compared with AP, tube currents of PA and AP/LAT scans were on average 20 % higher 
and 40 % lower, respectively, for the Siemens systems. Consequently, thyroid and lung 
doses increased with 60 % with a PA instead of an AP/LAT scan, with significant 
differences in image noise. Moreover, the thyroid dose halves by taking the scan in 
caudocranial direction. Noise values were not significantly different when changing scan 
direction. 
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INTRODUCTION 
To reduce patient radiation dose and to optimise image quality in computed tomography 
(CT), automatic tube current modulation (ATCM) systems were adapted by the 
manufacturers[1-4]. By modulating the tube current along the length axis of the patient, a 
constant image noise can be obtained throughout the patient[5]. The tube current is 
adapted based on a projection radiograph (localizer), taken prior to the actual CT scan in 
either the anterior–posterior (AP), posterior–anterior (PA) or lateral (LAT) direction. As a 
result, the dose to the patient is lowered in less attenuating or smaller anatomical regions, 
e.g. lungs and neck. 
The overall dose-reducing effect of ATCM is shown in several studies[3,6-9]. However, 
only a few publications investigated the behaviour of the ATCM systems in detail[10-14]. 
Only recently, the effect of the localizer acquisition on radiation dose associated with 
ATCM was addressed in more detail[14]. However, it remains unclear if the latter results 
are applicable for other CT systems as well. Up to now, the impact of the scan direction on 
CT radiation exposure is unknown. 
In 2012, the European Commission published their most recent criteria for acceptability of 
medical radiological equipment (RP 162)[15]. The only criterion to be met for ATCM is that 
‘absence of automatic dose modulation in new equipment specified more than one year 
after the publication of RP 162 is unacceptable’[15]. Since tube current modulation is now 
available and frequently used in all new CT equipment, it is worthwhile to investigate if 
performance evaluation of ATCM systems is necessary as part of a quality assurance 
programme. 
The goal of this study was to investigate the influence of the localizer and the CT scan 
direction on the dose-reducing effect of the ATCM in chest CT. 
MATERIALS AND METHODS 
Automatic tube current modulation 
The ATCM systems of five selected CT scanners from three different vendors [Siemens (A), 
GE (B) and Toshiba (C)] were evaluated. 
With Siemens’ CARE Dose 4D, the topogram is initially used for estimating the attenuation 
levels along the PA and LAT directions of the patient and predicting the required tube 
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current for each table position. During each tube rotation of the acquisition, real-time 
feedback determines higher-order corrections to the estimated tube current for each 
subsequent rotation. The on-line feedback system reads the transmission values at a given 
angle and uses that information to predict the optimal tube current for the projection that 
will occur 180° later in the tube rotation[16]. 
GE’s SmartmA determines the tube current based on the scout image of the patient. For 
any given z-location, the system estimates the attenuation level and the oval ratio from 
the scout. The attenuation level reflects the density and size of the patient. The oval ratio 
reflects how circular or elliptical the patient is at that level and is estimated from 
brightness and width information in the scout image. The system will then use the oval 
ratio and attenuation level to determine the appropriate tube current. It is not possible to 
adjust the tube current during the scan acquisition. No data of the last 180° are used for 
the up-coming modulation[17]. 
Sure Exposure from Toshiba tailors the tube current along the longitudinal direction of the 
patient to account for variations in size and density. The system also modulates the tube 
current to account for variations in patient shape and density in the axial plane. To 
accomplish this, Sure Exposure determines the relative attenuation of a patient from a 
scanogram and converts this information into a water-equivalent thickness. There is no 
on-line feedback to adjust the tube current during the CT acquisition. 
Scan protocols 
The different CT scanners, together with the scanning parameters used, are specified in 
Table 1. The z-axis geometric efficiency values of all used collimations were higher than 80 
%. Prior to the start of this study, all CT scanners passed a quality control test according to 
RP 162[15]. In order to mimic the ATCM in clinical conditions, CT scans of the thoracic 
region of an anthropomorphic RANDO phantom (Alderson, Long Beach, CA, USA) were 
obtained. The latter phantom represents the reference male, according to the ICRP[18]. 
The phantom was scanned from the chin to the middle of the liver (Sections 9–23), 
resulting in a scan range of 375 mm. For each CT scan, the centre of the anthropomorphic 
phantom was positioned in the isocentre. 
On each of the five CT systems, both craniocaudal and a caudocranial chest scans were 
performed with ATCM based on either an AP, PA or LAT localizer acquisition. In addition, 
scans in both directions, based on a dual AP/LAT or PA/LAT localizer, were made on all 
three systems from Vendor A. Mean volume computed tomography dose index (CTDIvol) 
values of the different CT acquisitions are presented in Table 2.  
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For each of the acquisitions, tube current values were extracted from the axial DICOM 





These values were then plotted against their respective positions along the scan direction. 
As a direct comparison of the mAseff values of the different systems was not of prior 
interest in this study, the effective mAs values of the Siemens Definition AS, Siemens 
Biograph mCT 20, GE Discovery 750 HD and Toshiba Aquilion 32 acquisitions were scaled 
as such that the mean CTDIvol of their AP craniocaudal scan was equal to that of the 
Siemens Definition Flash. Correction factors are given in Table 2. 
 
Table 1 Scanning parameters used with the different CT scan models 
CT scan model kVp Rotation Pitch Collimation Geometric Slice width FOV ATCM Image 
time (ms) (mm) efficiency (mm) (mm) system quality 
Vendor A: Siemens 
   Definition AS 120 330 0.9 40 x 0.6 0.85 3 500 CARE Dose 4D Quality ref mAs = 90 
   Definition Flash 120 330 0.9 64 x 0.6 0.89 3 500 CARE Dose 4D Quality ref mAs = 90 
   Biograph mCT 20
a
 120 330 0.9 64 x 0.6 0.80 3 500 CARE Dose 4D Quality ref mAs = 90 
Vendor B: GE 
   Discovery 750 HD 120 900 1.375 64 x 0.625 0.93 2.5 500 SmartmA 40-360 mA; NI=54.93 
Vendor C: Toshiba 
   Aquilion 32 120 500 0.844 32 x 0.5 0.82 3 500 Sure Exposure SD = 12 
a
PET/CT 
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Table 2 CTDIvol (mGy) values of the different acquisitions and their correction factors 
Caudocranial Craniocaudal Correction 
AP AP PA LAT AP/LAT factor 
Vendor A 
   Siemens Definition Flash 6.8 6.7 8.1 4.3 4.1 - 
   Siemens Definition AS 6.2 6.1 8.2 4.4 4.1 1.10 
   Siemens Biograph mCT 20 6.5 6.5 8.6 5.5 4.3 1.03 
Vendor B 
   GE Discovery 750 HD 3.0 3.0 3.9 3.4 - 2.24 
Vendor C 
   Toshiba Aquilion 32 22.5 20.8 22.1 18.2 - 0.32 
Dose calculations 
The impact of the localizer and CT scan direction on thyroid and lung dose was 
investigated on the Siemens Definition Flash system. 
Thermoluminescent dosimeters 
In a first approach, thermoluminescent dosimeters (TLDs) were positioned in predrilled 
holes of the RANDO phantom. The TLDs had a diameter of 5 mm, a thickness of 1 mm and 
consisted of lithium fluoride, doped with magnesium and titanium (LiF:Mg,Ti) (MTS-N, TLD 
Poland, Kraków, Poland). A calibration in air was performed in the Laboratory of Standard 
Dosimetry (Department of Basic Medical Sciences, Ghent University, Belgium). For this 
purpose, an X-ray tube was used at 120 kVp to deliver a given dose to the TLDs. 
For the organ dose calculations, 54 TLDs were used: 2 in the thyroid and 42 equally 
distributed in both lungs. The remaining TLDs were kept in the same conditions as the 
other TLDs, without irradiating. Their mean readout was used as background signal to 
correct the other readings. A conversion factor of 1.08 Gy Gy
-1
 was used to calculate tissue 
dose from the measured dose in air [19]. 
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Monte Carlo simulations 
 
As a second approach, Monte Carlo simulations of the different CT acquisitions were 
performed. To this end, ImpactMC 1.5.1 (CT Imaging, Erlangen, Germany) was used, a 
validated and patient-specific dose calculation tool[20-22]. 
A voxel model was created, using 512 x 512 axial DICOM images of the entire RANDO 
phantom, with a voxel size of 0.98 x 0.98 x 3 mm
3
. The images were recorded on a 64-slice 
Siemens Definition Flash CT (Siemens Medical Solutions, Erlangen, Germany). Then, the 
geometry of the scanner was build: centre of rotation (COR), collimation, distance focus to 
COR, bow tie filter and 120 kVp X-ray spectrum. The extracted mAs per slice values were 
imported in the software. Next, a 3D dose distribution was generated, considering all 
relevant interaction processes and dose depositions of a large number of photons (10
9
): 
photoelectric effect, Compton and Rayleigh scattering[21,22]. In this way, the dose in each 
voxel of the model can be assessed, and organ doses can be calculated. The thyroid and 
the lungs were manually delineated on the original images. These regions of interest 
(ROIs) where then used to determine the mean thyroid and lung dose on the output 
images of the simulation software. 
The simulation software was calibrated based on the air kerma measured free in air in the 
isocentre of the CT scanner. For this purpose, a pencil ionisation chamber was used (Xi CT 
detector, Unfors RaySafe, Billdal, Sweden). 
Image noise 
 
In the images of the anthropomorphic phantom, 60 ROIs were defined, equally distributed 
over 3 different anatomical locations: neck, shoulders and lower thorax. Image noise in 
the anthropomorphic phantom was then determined by means of the standard deviation 
(SD) of the measured Hounsfield units (HU) in these ROIs. For each anatomical location 
(neck, shoulders, lower thorax), image noise was compared between the two scan 
directions, using a Wilcoxon signed-rank test. The comparison between the five 
craniocaudal scans, based on different localizers, was made with a Kruskal–Wallis test. A 
p-value of < 0.05 was regarded as statistically significant. 
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RESULTS 
 
Tube current modulation behaviour 
 
All three systems from Vendor A (Definition AS, Definition Flash and Biograph mCT 20) 
realised a nearly identical variation of the effective mAs per slice at different positions 
along the anthropomorphic phantom. Therefore, only the results for the Definition Flash 
are shown (Figures 1a and 2a). 
The ATCM curves resulting from a craniocaudal CT scan based on an AP localizer image are 
shown in grey circles in Figure 1. With Vendor A (Figure 1a), the exposure starts with a 
minimum value in the neck region. A steep increase is noticed, and the maximum value is 
reached when scanning the shoulders. Finally, when reaching the lower thorax, the 
exposure is decreased again. 
Compared with Vendor A, the ATCM behaviour of Vendor B (Figure 1b) is smoother, and 
the effective mAs value variation range is smaller. Nevertheless, the ATCM system reacts 
as expected based on the attenuation of the different anatomical regions. With Vendor C 
(Figure 1c), large oscillations in effective mAs values were revealed throughout the scan 
range. Furthermore, the exposure was increased to a maximum at a position of 30 mm 
below the shoulders. In addition, a steep exposure decrease in the abdomen was 
observed. The latter observations do not comply with the actual differences in tissue 
densities. 
Apart from a craniocaudal CT scan, caudocranial acquisitions were acquired as well. The 
ATCM results of these scans, based on an AP localizer, are shown in white triangles in 
Figure 1. Since the phantom was not moved after the craniocaudal scan and scan 
parameters were not altered, similar ATCM behaviour was expected. However, a shift of 
50 mm was noticed with Vendor A, when the phantom was scanned in the other direction. 
For scans based on other localizers, similar differences were observed when the scan 
direction was changed. 
With the caudocranial acquisition, the build-up towards the high-current zone of the 
shoulders started already in the lower thorax region, resulting in higher mAseff values, 
compared with the craniocaudal scan. However, lower exposure values were selected in 
the neck, with the caudocranial acquisition. With Vendor B, the differences in ATCM 
behaviour for the two scan directions were smaller, but still noticeable. With Vendor C, 
the differences were negligible. 
Large differences in selected exposure values were noticed, when a craniocaudal scan was 
based on another localizer. The results are displayed in Figure 2. With Vendor A, when the 
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scan was based on a PA or dual AP/LAT localizer, mean mAseff was 20 % higher and 40 % 
lower, respectively, compared with an AP acquisition. On the other hand, with Vendor B, 
exposure values were on average 30 % higher for a PA and 10 % higher for a LAT 
acquisition, with respect to an AP localizer. With Vendor C, ATCM behaviour was similar 
for scans based on a PA or AP localizer. However, exposure values were 20 % lower when 
the scan was based on a LAT instead of an AP localizer. With Vendor A, the lowest mAseff 
values were selected when a dual localizer was used, with no significant difference 
between an AP/LAT or a PA/LAT combination. Furthermore, mAseff values selected with a 
LAT localizer were closest to these recorded with a dual localizer (6 % average difference). 
Dose 
Organ dose measurements for the five different scan acquisitions with the Definition Flash 
are summarised in Table 3. A good agreement was found between the TLD and Monte 
Carlo methods (2 % average difference). The thyroid dose was reduced by ~50 %, when 
taking an AP-based scan in the caudocranial instead of the craniocaudal direction. For a 
craniocaudal scan, both lung and thyroid doses were reduced by ~60 % when based on a 
dual AP/LAT localizer, instead of a single PA acquisition. 
Figure 1 Effective mAs per slice values, as a function of slice position along the z-axis of the scanner, 
for the (a) Siemens Definition Flash, (b) GE Discovery 750 HD and (c) Toshiba Aquilion 32 CT. Chest 
scans of an anthropomorphic phantom were made in craniocaudal (grey circles) and caudocranial 
(white triangles) direction, based on an AP localizer. The mAseff values of the GE and Toshiba 
acquisitions were scaled, as such that the mean CTDIvol of their craniocaudal scan was equal to that 
of the Siemens Definition Flash. 
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Figure 2 Effective mAs per slice values, as a function of slice position along the z-axis of the scanner, 
for the (a) Siemens Definition Flash, (b) GE Discovery 750 HD and (c) Toshiba Aquilion 32 CT. Chest 
scans of an anthropomorphic phantom were made in de craniocaudal direction, based on a PA 
(triangles), AP (circles), LAT (squares), combined AP/LAT (diamonds) or PA/LAT (full line) localizer 
image. The mAseff values of the GE and Toshiba acquisitions were scaled, as such that their mean 
CTDIvol of the AP scan was equal to that of the Siemens Definition Flash. 
Image noise 
Mean image noise in three anatomical regions (neck, shoulders and lower thorax) for the 
five different scan acquisitions with the Definition Flash is shown in Table 3. No significant 
differences in image noise were found between AP-based scans in different directions. 
However, when a craniocaudal scan was based on other localizers, significant differences 
in image noise were found in the neck and shoulder region. 
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Table 3 Dose and image noise measurements for the Siemens Definition Flash 
caudocranial craniocaudal 
AP AP PA LAT AP/LAT 
TLD dose [mGy] 
    Thyroid 5.3 10.1 13.3 7.2 5.4 
    Lung 9.8 9.2 13.2 7.1 6.1 
MC dose [mGy] 
    Thyroid 5.7 10.2 12.6 7.4 5.6 
    Lung 10.7 9.5 11.5 6.4 4.8 
Image noise [HU] 
    Neck 10.2 9.2 8.7 9.7 10.8 
    Shoulders 15.4 15.6 14.6 17.1 18.8 
    Lower thorax 14.8 15.7 15.0 16.7 18.1 
DISCUSSION 
In CT imaging, the use of ATCM systems is becoming a routine practice. Many studies 
address the dose-reducing effect of ATCM[3,6-9]. For chest CT, dose reductions up to 22 % 
were reported[9]. However, only few studies focus on the exact ATCM system 
performance. 
In current study, the tube current modulation is behaving as expected with a chest 
protocol for all CT scanners under investigation. The lowest mA is found in the neck 
region, a steep increase towards the shoulders is noticed and lower tube current values 
are selected for the lower thorax region. However, large oscillations were observed with 
Vendor C. This behaviour was stated before by Sookpeng et al.[12] An increase in the mA 
values is noticed within, and even after, the shoulder region. Next, in the lower thorax, 
tube current values drop to a level comparable with the neck region. Nonetheless, since 
the upper abdomen is larger and more attenuating than the neck, higher mA values 
should be selected in this region. 
It was shown that both the localizer acquisition and the CT scan direction have an 
important influence on the dose-reducing effect of ATCM. For Vendor A, the thyroid dose 
was reduced by ~50 % when the scan was performed in the caudocranial instead of the 
craniocaudal direction, without significant differences in image noise. Large dose 
differences were found when the ATCM was based on different localizers. A 60 % lung and 
thyroid dose reduction was achieved when the CT scan was based on a dual localizer 
acquisition instead of a single PA projection. These findings are in line with Pourjabbar et 
al.[23], showing an overestimation of patient size on radiographs due to magnification. By 
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acquiring two orthogonal radiographs, the patient size and attenuation level can be 
estimated more accurately. Hence, selected mAs values and patient doses will be lower, 
when based on a dual instead of a single localizer. The study of Singh et al. confirms this: 
lower CTDIvol values were seen when two orthogonal localizer radiographs were acquired, 
instead of a single AP or PA localizer[14]. 
The present study has some limitations. First, overscanning and overbeaming effects are 
not specifically taken into account in the Monte Carlo simulations. Therefore, simulated 
thyroid doses might be underestimated. Furthermore, since the exact structure of the 
bow tie filter is confidential information of the manufacturer, a predefined filter is used 
for the Monte Carlo simulations. Performing the simulations with a system-specific bow 




Current study shows that there is a strong need for ATCM performance evaluation to 
assure optimal dose reduction for the patient and to keep exposures to ionising radiation 
as low as reasonably achievable (ALARA principle). Optimisation of CT protocols has to be 
done with respect to scan direction and localizer acquisition. In practice, the evaluation of 
ATCM can be performed by a medical physics expert at acceptance testing of a new CT 
scanner. In this work, an anthropomorphic RANDO phantom was used to study ATCM 
behaviour. However, cylindrical PMMA phantoms of different sizes, as used for CTDI 
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ABSTRACT 
Purpose The evaluation of clinical image quality (IQ) is important to optimize CT protocols 
and to keep patient doses as low as reasonably achievable. Considering the significant 
amount of effort needed for human observer studies, automatic IQ tools are a promising 
alternative. The purpose of this study was to evaluate automatic IQ assessment in chest 
CT using Thiel embalmed cadavers. 
Methods Chest CT’s of Thiel embalmed cadavers were acquired at different exposures. 
Clinical IQ was determined by performing a visual grading analysis. Physical-technical IQ 
(noise, contrast-to-noise and contrast-detail) was assessed in a Catphan phantom. Soft 
and sharp reconstructions were made with filtered back projection and two strengths of 
iterative reconstruction. In addition to the classical IQ metrics, an automatic algorithm was 
used to calculate image quality scores (IQs). To be able to compare datasets reconstructed 
with different kernels, the IQs values were normalized. 
Results Good correlations were found between IQs and the measured physical-technical 
image quality: noise (ρ = -1.00), contrast-to-noise (ρ = 1.00) and contrast-detail (ρ = 0.96). 
The correlation coefficients between IQs and the observed clinical image quality of soft 
and sharp reconstructions were 0.88 and 0.93, respectively. 
Conclusions The automatic scoring algorithm is a promising tool for the evaluation of 
thoracic CT scans in daily clinical practice. It allows monitoring of the image quality of a 
chest protocol over time, without human intervention. Different reconstruction kernels 
can be compared after normalization of the IQs. 
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INTRODUCTION 
The exposure to ionising radiation from medical devices has gained more and more 
attention over the past few years [1,2]. Different dose management solutions are now 
widely used to track the patient’s dose in terms of CTDIvol or size-specific dose estimate 
(SSDE) [3-5]. These tools help to maintain radiation doses within the dose reference levels 
(DRLs). However, lowering the dose to the patient is not straightforward. The evaluation 
of image quality (IQ) is equally important to optimize CT protocols and to keep doses as 
low as reasonably achievable (ALARA). An optimal balance has to be found between the 
patient’s dose and the image quality of the acquired dataset.  
Several standardized methods exist to express physical-technical IQ. With the use of 
dedicated phantoms, traditional objective metrics can be evaluated. These include image 
noise, contrast-to-noise, contrast-detail and spatial resolution. Although it is common 
practice to specify the performance of diagnostic systems in physical-technical terms, it is 
complicated to translate these metrics to clinical performance [6]. A standardized 
phantom (e.g. Catphan®) can be used to perform quality control of CT scanners over time, 
but does not represent the patient’s anatomy. Using anthropomorphic phantoms and task 
based IQ criteria is necessary to optimize CT protocols. Translating the clinical question to 
a set-up with an anthropomorphic phantom is the most difficult step in these kind of 
studies. 
Several approaches exist to measure the clinical IQ of a CT scanner. Receiver operating 
characteristic (ROC) studies and visual grading analyses (VGA) are currently the most used 
techniques to quantify the diagnostic performance of a system [6,7]. Since 
anthropomorphic phantoms are not patient-specific, the use of real patient data can be 
considered. However, ROC and VGA studies require clinical images of a large number of 
patients which is often not feasible. The evaluation of CT images by human observers is a 
valuable yet time-consuming technique. Moreover, subtle decreases in IQ over time may 
not be noticed by a human observer. 
Considering the significant amount of time and effort needed for human observer studies, 
automatic IQ scoring tools are a promising alternative [8-10]. These tools allow the 
evaluation of a clinical dataset without human interaction. Instead, the images are scored 
based on a preprogrammed algorithm, implemented in the CT software. The obtained IQ 
figure can be stored in a database, together with the delivered dose (CTDIvol). In this way, 
the balance between dose and IQ can be monitored over time using quality management 
software. Alerts for changes in both IQ and dose can be set, so that adjustments can be 
made if necessary. 
In this study, the automatic scoring algorithm proposed by Kortesniemi et al was used to 
evaluate the IQ of a CT dataset [8]. The method allows an automatic analysis of the IQ, 
80 Automatic IQ assessment 
without human intervention. To evaluate the performance of the algorithm, chest CT’s of 
Thiel embalmed cadavers were made. Using the Thiel technique, organs and tissues are 
extremely well preserved in terms of flexibility and plasticity [11,12]. This is in sharp 
contrast to the classical formol embalming. 
The aim of this study was to evaluate an automatic image quality scoring tool for use in 
clinical practice for chest CT scans. 
MATERIAL AND METHODS 
Image acquisition 
All scans were performed on a Siemens Somatom Definition Flash CT scanner. Scan 
parameters were 120 kVp, 330 ms rotation time, 38.4 mm collimation and 0.9 pitch. Using 
tube current modulation (TCM), chest CT scans of all three lung ventilated Thiel embalmed 
cadavers were made. Increasing reference mAs values from 12 to 150 mAs were selected 
for each cadaver, resulting in CTDIvol values ranging from 0.84 to 11.59 mGy (Table 1). 
Next, scans of the Catphan® phantom were acquired at fixed exposures, corresponding to 
the mean mAs values recorded in the different Thiel body’s at different ref mAs settings. 
This resulted in increasing fixed exposure values from 12 to 200 mAs (Table 1). Standard 
512x512 DICOM images were reconstructed with a FOV of 38 cm and a slice thickness of 3 
mm using medium smooth and very sharp kernels. Both filtered back projection (FBP) and 
iterative reconstruction (SAFIRE) techniques were used. Two different strengths of SAFIRE 
were set, resulting in 6 data sets for each CT acquisition (B30, I30/1, I30/3, B70, I70/1 and 
I70/3). The acquired images were viewed on a 30 inch, 3 MP high-contrast colour monitor 
(Barco MDCC 6130DL, Kortrijk, Belgium) at optimal lightning conditions, according to the 
AAPM TG18 report [13]. Maximum luminance was 400 cd/m² and ambient lighting levels 
were below 50 lux. 
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Table 1 Ref mAs settings used for scanning the chest region of the Thiel embalmed cadavers. In 
addition, the corresponding mean mAs and CTDIvol values are shown. The resulting mean mAs values 
of the different ref mAs setting were used to acquire scans of the Catphan® phantom at fixed 
exposures. 
ref mAs mean mAs CTDIvol 
12 12 0.84 
30 34 2.05 
60 67 4.08 
90 103 6.18 
120 152 8.35 
150 200 11.59 
Catphan phantom 
The Catphan® 504 phantom was used to evaluate the physical-technical image quality. 
Image noise σ was measured in the uniform acrylic background of four consecutive slices 
of the CT number accuracy module (CTP404). The SD of the pixel intensities in a circular 
region of interest (ROI) of 10 mm diameter was acquired. The contrast-to-noise ratio’s 
(CNR) for teflon (bone equivalent material) relative to acrylic (soft tissue equivalent 
material), air relative to acrylic and teflon relative to air were calculated in four 
consecutive slices of the CTP404 module: 
𝐶𝑁𝑅 =  
𝑆1 − 𝑆2
𝜎
S1 and S2 are the mean pixel intensities in HU for teflon, acrylic or air. Mean pixel values 
were measured in circular ROIs with a diameter of 10 mm. The low contrast module, used 
for contrast-detail (CD) analysis, includes supra-slice targets of different diameters and 
contrasts (CTP515). Each contrast level (0.3, 0.5 and 1 %) holds 9 inserts with decreasing 
diameters (15, 9, 8, 7, 6, 5, 4, 3 and 2 mm). Seven experienced medical physicists 
determined the number of targets visible for each contrast level. To be able to compare 







With Di the diameter of the smallest visible target at a given contrast level C i. A completely 
invisible contrast level results in a Di of 20 mm. The IQFinv scores were averaged over the 
seven readers. 
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Thiel embalmed cadavers 
The study had ethical approvement for the use of human cadavers. Following the 
methodology of Prof. Em. Walther Thiel [11,12], three cadavers (2 male, 1 female) were 
embalmed. The embalmment methods have previously been described by De Crop et al 
[15]. After ventilating the lungs by performing a tracheotomy in combination with balloon 
ventilation, chest CT scans were acquired. Previous studies confirmed the equivalency of 
thorax images of patients and Thiel embalmed cadavers [15,16]. 
The acquired CT datasets were scored by four experienced radiologists (6 to 25 years of 
experience). The scoring criteria, based on the European Guidelines on Quality Criteria for 
Computed Tomography [17], are listed in Table 2. All criteria were evaluated on 
predefined slices of the Thiel stacks. Each structure was rated on a four-level Likert scale, 
as indicated in Table 3. Next, for each reader, an absolute VGA score (VGAS) was 
calculated as: 







Where S and T are the number of structures and Thiel body’s, respectively 9 and 3. Gabs,s,t 
is the rating for a particular structure (s) and Thiel body (t) [18]. The stacks were shown in 
a random order and blinded for acquisition and reconstruction parameters. A detail of a 
Thiel cadaver CT image is shown in Fig. 1. 
In addition, background noise was defined as SD of the pixel intensities in a 100 cm² ROI, 
located in the air surrounding the cadaver images. 
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Table 2  Image quality criteria used for scoring of the chest CT images. The criteria are based on the 
European Guidelines on Quality Criteria for Computed Tomography [17]. 
Criterion no. Description 
1 Visually sharp reproduction of a nodular hypodense structure in a high 
density area such as an alveolus in consolidated lung parenchyma 
2 Visually sharp reproduction of a nodular hypodense structure in a low 
density area such as normal lung parenchyma  
3 Visually sharp reproduction of nodular hyperdense structure in a low 
density area such as a vessel in aerated lung parenchyma 
4 Visually sharp reproduction of an inter- or intralobular septum 
5 Visually sharp reproduction of the bronchial wall 
6 Visually sharp reproduction of the lung fissure 
7 Visually sharp reproduction of a peripheral pulmonary artery branch 
8 Visually sharp reproduction of fibrous strands 
9 Visually sharp reproduction of the parietal and or visceral pleura 
Table 3 Rating used to evaluate the chest CT scans of the Thiel embalmed cadavers. 
Rating The structure in the image is: 
1 Not visible 
2 Poorly reproduced 
3 Adequately reproduced 
4 Very well reproduced 
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Figure 1 Detail of a Thiel cadaver CT image, illustrating normal lung parenchyma, vessels in aerated 
lung parenchyma, inter- and intralobular septa and visceral pleura. 
Image quality score 
 In addition to the conventional image quality metrics, the method described by 
Kortesniemi et al was used to quantify the IQ of a CT dataset [8]. This filtering algorithm 
uses a moving square mask to create a map of filtered local intensity and noise values. 
With these data, image quality scores (IQs) are calculated. The higher the IQs, the better 
the image quality. The algorithm was built in ImageJ (version 1.50e, National Institute of 
Health, USA), using its macro language. It allows an automatic analysis of a CT dataset, 
without human intervention. 
IQs values were calculated on four consecutive slices of the Catphan CTP404 and CTP515 
modules. Mean results were used to compare with the noise, CNR and contrast-detail 
analysis. In addition, IQs values were calculated on all slices of the Thiel stacks. Mean 
results were compared with the visual grading analysis. 
To be able to compare datasets reconstructed with different kernels, normalized image 
quality scores (nIQs) were calculated, according to the method of Kortesniemi et al [8]. To 
this end a reverse sigmoid model was applied, using 2 boundary conditions. An image 
series with a VGAS of 3, meaning the structures in the dataset are adequately reproduced, 
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was given a normalized IQ score of 0.5. This value is located in the middle of the sigmoid 
model, so that deviations from it should fall in the linear part around this reference value. 
To delineate the linear part of the sigmoid model, a nIQs score of 0.1 was assigned to a CT 
dataset with a VGAS of 2: a series that just meets the diagnostic requirements. After the 
normalisation step, the IQ scores will vary between 0 and 1, which simplifies the 
interpretation.  
Statistical analysis 
Intraclass correlation coefficients were calculated to assess the inter-observer agreement 
for IQFinv and VGAS values. To measure the strength and direction of association between 
two variables, Spearman’s rank correlation coefficient (Spearman’s ρ) was calculated. A 
95% confidence interval was used for all statistical measures. All calculations were 
performed with IBM SPSS Statistics for Windows (version 23.0, released 2013, IBM corp., 
NY, USA). 
RESULTS 
Intraclass correlation coefficients for the IQFinv and VGAS scorings were 0.962 and 0.919, 
respectively. These findings indicate an excellent agreement between the different 
readers. 
To evaluate the automatic calculation of an image quality score for a CT dataset, the 
correlation with noise, CNR, IQFinv and VGAS was evaluated. Different exposure values and 
reconstruction kernels were analysed. A total of 6 mAs settings and 6 reconstruction filters 
were used, resulting in 36 data points for each IQ metric. Correlations were calculated 
separately for FBP and SAFIRE images (Table 4). An excellent correlation was found 
between image noise and IQs (ρ = -1.000, p < 0.001, Fig. 2), which is comparable to the 
results of Kortesniemi et al [8]. All three CNR’s resulted in a correlation coefficient of 0.999 
(p < 0.001), as shown in Fig. 3. For the CD analysis, a correlation coefficient of 0.955 and 
0.952 was observed, using the smooth (Fig. 4) and sharp (Fig. 5) kernels respectively (p < 
0.001). 
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Table 4 Spearman’s rank correlation coefficients, calculated separately for filtered back projected 
(FBP) and iteratively reconstructed (SAFIRE) images. 
Spearman's ρ 
correlation of IQs with: FBP SAFIRE FBP + SAFIRE 
image noise -1.000 -1.000 -1.000 
CNR 
teflon-acrylic 1.000 1.000 0.999 
air-acrylic 1.000 1.000 0.999 
teflon-air 1.000 1.000 0.999 
IQFinv 
smooth kernels 1.000 0.958 0.955 
sharp kernels 1.000 0.935 0.952 
Background noise 
smooth kernels -0.886 -0.762 -0.695 
sharp kernels -1.000 -0.825 -0.774 
VGAS 
smooth kernels 0.943 0.902 0.880 
sharp kernels 1.000 0.972 0.928 
When scanning the Thiel embalmed cadavers, a negative correlation was found between 
background noise and VGAS. Results are shown separately for soft (ρ = -0.695, p < 0.01) 
and sharp (ρ = -0.774, p < 0.001) reconstruction kernels in Figures 6 and 7. Comparing 
VGAS with mean IQs values, calculated only on the selected slices used for the visual 
grading study resulted in a correlation coefficient of 0.814 and 0.914, respectively for soft 
and sharp reconstructions (p < 0.001). Including the whole stack of Thiel images in the IQs 
calculation resulted in even better correlations (ρ = 0.880 for soft kernels and ρ = 0.928 for 
sharp kernels, p < 0.001). The results of the latter calculations are displayed in Figures 8 
and 9. 
Smooth and sharp reconstruction kernels show different correlations between IQs and 
VGAS. This means that a direct comparison of the IQ of different filters is not possible 
when using IQs as a parameter. To overcome this issue, the image quality scores were 
normalized, using a sigmoid model. The relationship between IQs and nIQs is displayed in 
Fig. 10, both for smooth and sharp reconstructions. Fig. 11 shows the correlation between 
nIQs and VGAS (ρ = 0.910, p < 0.001). 
Automatic IQ assessment  87 
 
Figure 2 Image quality score (IQs) as a function of image noise. To measure SD, a circular ROI of 10 
mm was used in the uniform acrylic background of the Catphan® CTP404 module. Scans were made 
at fixed exposure values increasing from 12 to 200 mAs. Both FBP and SAFIRE reconstructions were 
made (B30, B70, I30/1-3 and I70/1-3). Error bars in the x and y direction represent the SD between 
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Figure 3 Image quality score (IQs) as a function of contrast-to-noise (CNR) for teflon relative to 
acrylic, air relative to acrylic and teflon relative to air. Mean pixel values were measured in circular 
ROIs with a diameter of 10 mm in the Catphan® CTP404 module. Scans were made at fixed exposure 
values increasing from 12 to 200 mAs. Both FBP and SAFIRE reconstructions were made (B30, B70, 
I30/1-3 and I70/1-3). Error bars in the x and y direction represent the SD between CNR and IQs 
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Figure 4 Image quality score (IQs) as a function of mean inverse quality figure (IQFinv). Scans of the 
CTP515 module were made at fixed exposure values increasing from 12 to 200 mAs. Smooth 
reconstructions with both FBP and SAFIRE techniques were made (B30 and I30/1-3). Error bars in 
the x direction represent the SD between the 7 readers. Error bars in the y direction represent the 
SD between the IQs calculations on four consecutive slices of the Catphan® CTP515 module. 
Figure 5 Image quality score (IQs) as a function of mean inverse quality figure (IQFinv). Scans of the 
CTP515 module were made at fixed exposure values increasing from 12 to 200 mAs. Sharp 
reconstructions with both FBP and SAFIRE techniques were made (B70 and I70/1-3). Error bars in 
the x direction represent the SD between the 7 readers. Error bars in the y direction represent the 
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Figure 6 Mean visual grading analysis (VGAS) as a function of background noise. Thiel embalmed 
cadavers were scanned with increasing reference mAs values from 12 to 150 mAs. Results of the 
smooth kernels with both FBP and SAFIRE techniques are shown (B30, I30/1 and I30/3). Error bars in 
the x direction represent the SD between background noise measurements on the different slices of 
the Thiel stacks. Error bars in the y direction represent the SD between the scoring of the different 
radiologists. 
 
Figure 7 Mean visual grading analysis (VGAS) as a function of background noise. Thiel embalmed 
cadavers were scanned with increasing reference mAs vales from 12 to 150 mAs. Results of the 
sharp kernels with both FBP and SAFIRE techniques are shown (B70, I70/1 and I70/3). Error bars in 
the x direction represent the SD between background noise measurements on the different slices of 
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Figure 8 Mean visual grading analysis (VGAS) as a function of image quality score (IQs). Thiel 
embalmed cadavers were scanned with increasing reference mAs values from 12 to 150 mAs. 
Results of the smooth kernels with both FBP and SAFIRE techniques are shown (B30, I30/1 and 
I30/3). Error bars in the x direction represent the SD between the IQs calculations on the different 
slices of the Thiel stacks. Error bars in the y direction represent the SD between the scoring of the 
different radiologists. 
Figure 9 Mean visual grading analysis (VGAS) as a function of image quality score (IQs). Thiel 
embalmed cadavers were scanned with increasing reference mAs vales from 12 to 150 mAs. Results 
of the sharp kernels with both FBP and SAFIRE techniques are shown (B70, I70/1 and I70/3). Error 
bars in the x direction represent the SD between the IQs calculations on the different slices of the 
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Figure 10 Normalizing sigmoid model (solid line) and normalized image quality score (nIQs) as a 
function of image quality score (IQs). The IQ scores were calculated on axial CT images of the Thiel 
embalmed cadavers, reconstructed with both FBP and SAFIRE kernels. Results for the smooth (B30, 
I30/1 and I30/3; squares) and sharp (B70, I70/1, I70/3; circles) reconstruction filters are shown 
separately. The bodies were scanned with increasing reference mAs values from 12 to 150 mAs. 
Figure 11 Normalized image quality score (nIQs) as a function of mean visual grading analysis 
(VGAS). Images with an nIQs of less than 0.1 (dashed line) do not meet the diagnostic requirements. 
Thiel embalmed cadavers were scanned with increasing reference mAs values from 12 to 150 mAs. 
Results for the smooth (B30, I30/1 and I30/3; squares) and sharp (B70, I70/1, I70/3; circles) 
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DISCUSSION 
Our study focuses on the evaluation of IQ in chest CT, by using the method of Kortesniemi 
et al [8]. This automatic algorithm calculates an image quality score (IQs) for each acquired 
dataset. The tool requires no human interaction and can run in the background on the CT 
console. The authors showed a correlation between IQs and image noise [8]. However, it 
was unclear to what extent this methodology was suitable for IQ evaluation in clinical 
practice. Therefore, our study is an addition to the research of Kortesniemi et al, using 
human cadavers to mimic clinical conditions. To our knowledge, the relationship between 
IQs and clinical IQ, expressed as VGAS, was never assessed before. 
Several studies tried to determine the link between clinical and physical-technical IQ in 
thoracic CT imaging [9,10,15]. Christianson et al developed an automated algorithm to 
measure noise in CT images [9]. Although the proposed method can be used for protocol 
optimization, the authors did not take into account the clinical IQ of the recorded 
datasets. In the study of Tian and Samei another technique to measure quantum noise in 
clinical CT images was proposed [10]. Both above-mentioned studies do not allow a direct 
comparison of datasets reconstructed with different kernels. Sharp reconstructions will 
have a better spatial resolution, compared to smooth reconstructions. However, as a 
compromise, these datasets will appear more noisy. Depending on the clinical task, sharp 
kernels may be preferred, despite the increase in image noise. Using the methods of 
Christianson and Tian, sharp reconstructions will unfairly be classified as images of lesser 
quality. 
Using human cadavers, De Crop et al reported good correlations between VGAS on the 
one hand and noise, CNR and contrast-detail on the other hand [15]. However, the used 
physical metrics are calculated using technical phantoms. As a consequence, evaluating a 
clinical dataset with the proposed technique requires additional phantom scans. 
Our goal was to evaluate an automatic IQ scoring tool for use in clinical practice with chest 
CT scans. First, a Catphan study was set up for performance evaluation of the algorithm. 
Next, the automatic scoring algorithm was applied on clinical images of Thiel embalmed 
cadavers. An addition to the study of Kortesniemi et al is the inclusion of iteratively 
reconstructed images in our manuscript. In order to compare our findings, correlations 
were calculated separately for FBP and SAFIRE images (Table 4). As the exposure to the 
patient increases, the amount of noise in the image will diminish. If SAFIRE is used, the 
image noise will further decrease, smoothening the image at the expense of spatial 
resolution [19]. If the amount of noise in the image is reduced, IQs values will be higher. 
However, iterative reconstructions alter the image texture in different clinically relevant 
contrast and detail levels. A blotchy image quality impression is commonly reported by 
radiologists and this effect is more marked when a greater iterative strength is applied 
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[20]. Therefore, using SAFIRE, the observed IQ, expressed as IQF inv or VGAS, will not follow 
the same trend as the IQs scores. This can explain the different correlations for FBP and 
iterative algorithms (Table 4). 
Our study showed excellent correlations between image noise and CNR on the one hand 
and IQs on the other hand. These findings confirm the results of Kortesniemi et al [8]. The 
observed relationships were expected, as the calculation of IQs is based mainly on local 
standard deviations. Our results suggest that manually selecting ROIs in a technical 
phantom to evaluate noise and CNR is no longer necessary. An automatic IQs calculation 
can be sufficient. In addition, IQs correlates highly with the contrast-detail analysis, 
performed by 7 experienced human readers (Figures 4-5, Table 4). Image noise reduces 
the detectability of low contrast objects [6]. Therefore, contrast-detail is dependent on 
the amount of noise in the image which can explain the observed correlation. 
The relationship between IQs and clinical IQ, expressed as VGAS, was investigated. 
Performing the automatic analysis only on the slices of the Thiel cadavers used in the 
visual grading study, resulted in strong correlations with VGAS. Including all images of 
each Thiel stack, correlates even stronger with the observed clinical image quality. The 
latter method, which will be used in clinical routine, is shown in Figures 8 and 9. Sharp 
reconstructions generate more noisy images, yet increase the spatial resolution. Despite 
the increased noise, contrast-detail inserts are still detectable to a certain extent. For 
some clinical tasks, the IQ will improve by using a sharp kernel. This can explain the 
different correlations for both filters, noticed in the contrast-detail study, background 
noise measurements and VGA analysis. 
As a consequence, it is not possible to use IQs as a parameter to compare different 
reconstruction kernels. Normalizing the image quality score is a possible solution. In this 
study the normalization was done using a dataset that just meets the diagnostic 
requirements (VGAS = 2) and a reference dataset (VGAS = 3). A normalized IQs (nIQs) of 
respectively 0.1 and 0.5 was assigned to these acquisitions. The criteria used to calculate 
VGAS consist of a mix of low- and high-contrast structures (Table 2). Therefore, using 
VGAS as a parameter in the normalization model is a well-considered choice.  
Our study demonstrates the use of an image quality score in clinical routine. The (n)IQs 
score can be stored in a database and used to monitor the IQ performance over time. The 
scores can be compared to a reference image or to other score values from patients 
scanned with the same protocol. Subtle changes in IQ may not be noticed by a human 
observer, but can be detected by setting appropriate alerts in a quality management 
environment. 
Finally, we assessed the possibility of using background noise as a simple metric to 
evaluate the IQ of a CT dataset. The observer performance (VGAS) correlated more 
strongly with IQs than with background noise. Monitoring IQ using background noise 
should be used with care. Because of the nonstationarity of CT noise in the reconstructed 
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images, measuring noise is location dependent [21,22]. Changes in IQ in the centre of the 
image are not necessarily reflected in the air signal, surrounding the patient. The results of 
this study indicate that IQs is preferable to background noise as a parameter for automatic 
evaluation of CT image quality. 
The use of unenhanced images can be seen as a limitation. It is possible that the 
correlation between IQs and VGAS is influenced by the use of contrast agents. Because 
edges and high-noise areas are excluded from the calculation, the effect of contrast 
agents on the IQs will be rather small. However, using enhanced images can result in a 
significant improvement of the image quality. 
In conclusion, the automatic scoring algorithm is a promising tool for the evaluation of 
thoracic CT scans in daily clinical practice. It allows monitoring of the image quality of a 
chest protocol over time, without human intervention. Different reconstruction kernels 
can be compared after normalization of the image quality score. 
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Chapter 8 
Patient-specific dose and risk estimation for organ-based tube-
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ABSTRACT 
Purpose To retrospectively assess the potential dose reduction to the thyroid and breasts 
in chest CT, using organ-based tube-current modulation (OBTCM). Posterior organs in the 
field of view are analysed and overall lifetime attributable risk (LAR) of cancer induction 
and mortality is evaluated. 
Materials and Methods The location of the breasts with respect to the reduced tube-
current zone was determined. Using Monte-Carlo simulations, patient-specific dose 
distributions of chest CT scans were calculated for 50 female patients (mean age 53.7y ± 
17.5, range 20-80y). The potential dose reduction of OBTCM was assessed. In addition, 
simulations of clinical OBTCM scans were made for 17 female patients (mean age 43.8y ± 
17.1y, range 20-69y). LAR of cancer incidence and mortality was estimated according to 
BEIR-VII. Image quality (IQ) between standard and OBTCM scans was compared. 
Results No women had all breast tissue within the reduced tube-current zone. Clinical 
observed dose reductions were 18% (thyroid) and 9% (breasts) whereas lung, liver and 
kidney doses increased with 17%, 11% and 26%, respectively. Overall, the difference in 
LAR for cancer incidence was not statistically significant (p=0.06) between conventional 
and OBTCM scanning. IQ improved with OBTCM (p<.01). 
Conclusion The potential benefit of OBTCM to the female breast in chest CT is 
overestimated as the reduced tube-current zone is too limited. Despite a 9% reduction of 
the breast dose, posterior organs will absorb to 26% more dose, resulting in no additional 
benefit for reduction of radiation induced malignancies. 
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INTRODUCTION 
Significant differences exist in sensitivity to radiation induced cancer among the organs 
and tissues of the human body (1). The thyroid and female breast show a relatively high 
radiosensitivity, whereas muscles and connective tissue have a relatively low susceptibility 
to ionizing radiation. In 2007, the International Commission on Radiological Protection 
increased the tissue weighting factor for the breasts from 0.05 to 0.12, stating breast 
tissue is more sensitive to ionising radiation than previously assumed [1]. 
To keep the risks as low as reasonably achievable, in mammography screening, the 
average glandular dose per acquisition is kept below 2.5mGy [2]. On the other hand, in 
chest CT, the breasts are located in the FOV and receive significantly higher doses in the 
range of 10-15mGy [3,4]. 
With organ-based tube-current modulation (OBTCM), the exposure is decreased when the 
x-ray tube passes over the anterior surface of the patient. In this way, the dose to the 
breast can be limited. However, to preserve image quality, the total exposure during one 
rotation has to be equal to the exposure of scans without OBTCM enabled. Therefore, the 
tube-current is increased during posterior projections, leading to a photon flux at the 
detector equivalent to scans without OBTCM [5-7].  
Significant dose reductions for anteriorly positioned organs using the OBTCM technique 
have been stated in literature [5,6,8,9]. In particular, reported breast dose reductions vary 
from 16 to 50% (Table 1). However, all of these studies are based on measurements and 
calculations in anthropomorphic phantoms, which differ from clinical reality. In fact, the 
breast position in phantoms is typically centred anteriorly and does not reflect the real 
breast position in women lying in a supine position [10,11]. In the study of Taylor et al, 
none of the women had all breast tissue within the reduced-dose zone, raising substantial 
concerns regarding the potential of OBTCM to reduce CT irradiation of breast tissue 
successfully [11]. 
In addition, at the expense of the reduced exposure of anteriorly positioned organs like 
breasts and thyroid, doses to posterior tissues will increase [9]. As a result, it is unclear 
what will be the overall effect of OBTCM on the risk of radiation induced malignancies 
compared to conventional CT scan techniques [5].  
To our knowledge patient-specific dosimetry data linked to OBTCM is missing in the 
literature. Therefore, the aim of the study was to assess the impact of OBTCM on patient 
dose and radiation risks for women undergoing chest CT by means of Monte-Carlo 
simulations and individualized patient voxelmodels. 
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Table 1 Organ dose reduction using OBTCM, reported in the literature. Negative values 
indicate a dose increase. 
dose reduction with OBTCM (%) 
thyroid breast lung liver kidney 
Ketelsen et al [6] 20 35 -2 19 
Gandhi et al [12] 29 1 
Euler et al [10] 16 
Wang et al [9] 39 
Vollmar and Kalender [8] 50 
Present study 18 9 -17 -11 -26 
MATERIALS AND METHODS 
Organ-based tube-current modulation 
The OBTCM system under investigation (X-CARE, Siemens Healthcare, Germany), aims to 
lower the radiation dose delivered to anteriorly located organs (e.g. eye lenses, thyroid 
and breasts). Within a range of 80° the tube-current is limited to 25% of the mean value. 
Posteriorly, within a range of 240°, the exposure is increased to 125% to compensate for 
the reduced photon flux at the detector. On either side of the patient, a transition of 20° 
exists between the low and high current zone. According to the manufacturer, this 
transition occurs linear, so that 100% of the mean value is reached at 55° on either side of 
the patient. A schematic overview of the angular tube-current modulation used by X-CARE 
is given in Figure 1. 
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Figure 1 X-Care reduces the dose to anteriorly located organs by lowering the tube-current in 
the axial plane within a range of 80°. To maintain image quality, the tube-current is 
increased during the lateral and posterior part of the body circumference. Relative 
mA values are shown, normalized to the average tube-current during one rotation 
(data from Siemens Healthcare, Germany). 
Patients and voxelized phantoms 
For the individualized dose calculations of chest CTs, patient-specific voxelmodels were set 
up based on clinical CT data. The retrospective use of the CT images was approved by the 
institutional ethical committee.  
As in conventional chest CT the image data are limited to the thoracic region, no image 
information is available regarding the rest of the body. Therefore, non-contrast-enhanced 
chest-abdomen-pelvis (CAP) CT scans were selected, used for follow-up of oncologic 
patients with sarcomas. In our institution this scan is performed in two acquisitions: a 
chest scan starting from the lung apex to the kidneys, followed by an abdominopelvic scan 
with image coverage defined from the liver top to the ischium. As a result, the created 
voxelmodels cover a significant fraction of the total body which is important (1) to 
accurately incorporate scatter in the dose calculations and (2) to calculate organ doses out 
of the field-of-view (FOV). 
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Standard CT acquisition 
 
In this study, CAP CT images of 50 consecutive female patients (mean age 53.7±17.5y, 
range 20-80y; mean BMI 24.9 ± 4.3, range 17.9-37.8) were collected in the PACS system. 
Scanning parameters of the chest acquisition include 120kVp, 330ms rotation time, 170 
quality ref mAs (QRM), 38.4mm collimation, 0.9 pitch and 3mm slice thickness. All scans 
were performed on a Definition Flash CT, using tube-current modulation (CareDose4D, 
Siemens Healthcare, Germany). With the available CAP datasets, a patient-specific 3D 
voxelmodel was created for each subject. The models ranged from the lung apex to the 
ischium with a voxelsize of 0.7x0.7x3.0mm³. Exposure data in the DICOM header of the 
images were used as input for the Monte-Carlo simulations.  
  
OBTCM CT acquisition 
 
In our hospital, the X-CARE algorithm was gradually introduced in the CT acquisitions of 
female patients for oncologic staging purposes. Scanning parameters were 120kVp, 285ms 
rotation time, 170 QRM, 38.4mm collimation, 0.6 pitch and 3mm slice thickness. 
For 17 of the 50 female patients (mean age 43.8±17.1y, range 20-69y; mean BMI 24.9 ± 
4.9, range 17.9-37.8) data of both a OBTCM CAP CT scan and a CT scan with conventional 
TCM approximately 6 months earlier were available. From the OBTCM data, patient-
specific voxelmodels were created in a similar way as for the standard acquisitions and 




To estimate organ doses, resulting from the acquired chest scans, Monte-Carlo 
simulations were performed. The validated patient-specific dose calculation software 
ImpactMC [13] was used to this end [14-16]. A schematic overview of the selected 
patients and the performed simulations is given in Figure 2. 
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Figure 2 Schematic overview of the performed CT acquisitions and simulations. 
 
Z-axis TCM was integrated for all simulations by extracting mA/slice values from the 
DICOM headers. With a slice thickness of 3mm and a table feed of 34.56mm, 11 exposure 
values were extracted per rotation. Modulation in the transverse plane, according to 
Figure 1, was applied for X-CARE. Finally, a 3D dose distribution was generated, 
considering all relevant interaction processes and dose depositions of a large number of 
photons (10
9
). This includes photoelectric effect, Compton and Rayleigh scattering [14,15]. 
In the present study, three chest scans were simulated: (1) the standard acquisition, 
performed on the complete population of 50 patients; (2) a virtual X-CARE scan, using the 
same voxelmodels and parameters as in (1) but with XY-modulation as depicted in Figure 1 
and (3) the clinical X-CARE acquisition, performed on 17 patients that actually received an 
OBTCM scan. The second simulation shows the potential dose reduction, while the third 
simulation demonstrates the use of X-CARE in clinical practice. 
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Organ dose and risk estimation 
Organs in the FOV (thyroid, breasts, lungs, liver and kidneys) were delineated manually on 
the original images of all patients. These regions of interests (ROIs) were used to 
determine mean organ doses on the output of the simulations. All other tissue was 
classified as remainder. Individual overall lifetime attributable risk (LAR) of cancer 
incidence and mortality was estimated according to the BEIR-VII models [17]. Age-
dependent incidence and mortality rates were taken into account. 
Breast angle 
Internal and external angles for left and right breasts were measured according to the 
method of Taylor et al (Figure 3) [11]. The vertex was placed on the isocenter of the 
image, one side of the angle along the y-axis and the other along the tangential line with 
the inner and outer aspects of the glandular tissue. 
Figure 3 Internal and external breast angles were measured by placing the vertex (2) on the 
isocenter of the image. One side of the angle was aligned along the y-axis (3) and the 
other side along the tangential line with the inner or outer aspects of the glandular 
breast tissue (1). 
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Image quality evaluation 
To objectively assess the image quality (IQ) of the acquired CT examination, an overall 
image noise index score was calculated based on an edge-preserving mask algorithm on 
the full image data set, as described in [18]. This validated method allows clinical IQ 
evaluation of chest scans [19] as an alternative for noise evaluation in predefined ROIs. 
Statistical analysis 
Organ doses, LARs and IQ scores were compared using a Wilcoxon signed-rank test for 
matched samples. A p-value <0.05 was regarded as significant. Statistical tests and post-
hoc power analyses were performed with SPSS and G*power respectively [20-22]. 
RESULTS 
Internal and external angle measurements for left and right breasts are shown in Figure 4. 
Mean external and internal angles were 83°±7° and 22°±13° for the left breast and 84°±8° 
and 16°±11° for the right breast, showing none of the women had all breast tissue located 
within the reduced dose zone. 
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Figure 4 Internal (squares) and external (circles) angle measurements for the left (white) and 
right breast (black). On either side of the patient, the tube-current is limited to 25-
100% of the mean value within a range of 55°. The tube-current is increased to 100-
125% during the remaining lateral and posterior projections. 
Mean organ doses of standard and virtual X-CARE scans of 50 patients are displayed in 
Table 2 and Figure 5. The OBTCM simulation resulted in a statistically significant dose 
reduction to the thyroid (28%), breasts (18%), lungs (4%) and liver (10%) (p<.001). A 
statistically significant increase in kidney dose of 6% is observed (p<.001). 
Table 2 Mean organ dose and potential mean % dose reduction. Standard chest scans and 
virtual X-CARE simulations are compared. Negative values indicate a dose increase. 
Dose differences are statistically significant (n = 50, p < .001). 
n = 50 organ dose (mGy) Potential dose reduction 
% standard acquisition virtual X-CARE 
thyroid 18 ± 8 13 ± 5 28 ± 4 
breast 15 ± 5 12 ± 4 18 ± 4 
lung 14 ± 5 13 ± 4 4 ± 3 
liver 13 ± 4 12 ± 4 10 ± 4 
kidney 11 ± 3 12 ± 4 -6 ± 7 
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Figure 5 Mean dose differences between standard chest scans and theoretical X-CARE 
simulations. The same patient voxelmodels and acquisition parameters were used 
for both simulations. Modulation in the transverse plane was applied for the X-CARE 
simulations, according to Figure 1. Positive values represent a dose reduction using 
X-CARE, whereas negative values indicate a dose increase. Dose differences are 
statistically significant (n = 50, p < .001). 
Table 3 presents the mean organ doses of standard CT and clinically performed X-CARE 
scans in 17 patients. Virtual X-CARE simulation results of the same patients are shown for 
comparison. Dose differences between standard and OBTCM, displayed in Table 2 and 
Figure 6, were statistically significant (p<.05). The observed dose reductions were 18% 
(thyroid) and 9% (breasts). Lung, liver and kidney dose increased with 17%, 11% and 26% 
respectively. 
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Table 3 Mean organ dose and mean % dose reduction. Standard chest scans and X-CARE 
simulations are compared. To compute the potential dose reduction, the same 
patient voxelmodels and scan parameters are used as for the standard scans. The 
clinical dose reduction is based on the available CT data of 17 patients. Negative 
values indicate a dose increase. Dose differences are statistically significant (n = 17, p 
< .05). 
















 thyroid 21 ± 8 15 ± 6 17 ± 7 
 
28  ± 5 18  ± 32 
breast 17 ± 3 14 ± 3 16 ± 3 
 
18 ± 3 9 ± 10 
lung 15 ± 3 14 ± 3 17 ± 3 
 
4 ± 2 -17 ± 19 
liver 15 ± 3 13 ± 1 16 ± 2 
 
10 ± 4 -11 ± 14 
kidney 13 ± 1 14 ± 1 16 ± 2 
 
-4 ± 3 -26 ± 18 
 
 
Figure 6 Mean dose differences between standard chest scans and X-CARE simulations. The 
comparison with the theoretical X-CARE simulations is depicted in blue, where the 
same patient voxelmodels and acquisition parameters were used as for the standard 
scans. Clinical X-CARE simulations (red) are based on the available CT data of 17 
patients. Modulation in the transverse plane was applied for all X-CARE simulations, 
according to Figure 1. Positive values represent a dose reduction using X-CARE, 
whereas negative values indicate a dose increase. Dose differences are statistically 
significant (n = 17, p < .05). 
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Overall, the acquisitions with clinically performed OBTCM resulted in no significant 
differences in LAR for cancer incidence as compared to the conventional scan technique 
(p=.062). A small but significant increase in LAR mortality (p<.01) was calculated (Table 4). 
However, significance was achieved with an extremely low statistical power (0.34).  
Table 4 Mean LAR of cancer incidence and mortality. Standard chest scans and X-CARE 
simulations are compared. 
 n=17 mean SD 
‰ ‰ p-value 
LAR incidence 0.062 
standard acquisition 1.08 0.64 
X-CARE acquisition 1.16 0.67 
LAR mortality 0.006 
standard acquisition 0.60 0.23 
X-CARE acquisition 0.67 0.25 
IQ evaluation revealed a significant improved noise parameter when scanning with 
OBTCM (average improvement of the IQ scores of 7% , p<.01, statistical power 0.99). 
DISCUSSION 
With a calculated breast dose of 15mGy, our study is in line with previous results for chest 
CT found in the literature, were doses range from 10 to 28mGy [3,4,23-25]. These 
numbers are 4 to 11 times higher than the EUREF limiting value of 2.5mGy for average 
glandular dose in screening mammography [2]. Since the breasts are rarely the object of 
interest in chest scans, concern is raised about the elevated population risk of breast 
cancer incidences from CT. OBTCM aims to lower the exposure to anterior organs thus 
reducing the absorbed breast dose. Our goal was to critically assess the efficacy of OBTCM 
in chest CT for female patients. Doses to all relevant organs in the FOV are calculated and 
overall risk of cancer incidence and mortality is evaluated. To our knowledge, no patient 
studies exist assessing the increased dose to the posterior organs resulting OBTCM scans. 
Our work uses clinical data to create patient-specific voxelized models and to assess 
individual organ doses. Moreover, scans with and without OBTCM are performed on the 
same subjects.  
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X-CARE reduces the exposure during anterior tube positions, within a range of 80°. Yet 
breast tissue in supine positioned women is more lateral and extends beyond this 
decreased current zone. Figure 3 confirms the results of Taylor [11], showing none of the 
women had all breast tissue located within the reduced dose zone. Wearing a brassiere 
increases the percentage of breast tissue within this region and, therefore, improves the 
performance of OBTCM. According to the study of Seidenfuss, women with cup size E have 
the largest effect of wearing a brassiere, increasing the rate of breast tissue that was 
affected by OBTCM from 30% to 83% [7].  
Dose reduction to the female breast using OBTCM and the resulting increase to posterior 
organs is investigated in the literature with anthropomorphic phantoms [5,6,8,9,12]. Duan 
et al indicated a rise in posterior surface dose, suggesting a possible lung dose increase 
[5], whereas Wang et al reported an elevated dose to the spine and lungs with OBTCM [9]. 
Since the weighting factors for breast, bone marrow and lung are equal [25], the effective 
dose for a chest CT may not necessarily decrease even though the exposure from the 
anterior direction is decreased with OBTCM [9]. To determine the overall risk of cancer 
induction and mortality, several dose calculation tools exist [26-28]. However, these do 
not allow for TCM in the transverse plane so reducing the exposure during the anterior 
projections and evaluating the effect of OBTCM is not possible. Furthermore, these 
calculations are based on pre-tabulated results from Monte-Carlo simulations performed 
on one female phantom. Considering the diversity among the BMI, cup size and anatomy 
of the female population, a significant error could be introduced in the obtained results. 
These drawbacks may be addressed with full Monte-Carlo simulations using models that 
are specific for each individual patient [29]. To this end, the patient’s clinical CT data can 
be used as a voxelmodel so that all relevant organs can be delineated [14,30]. 
The Monte-Carlo technique allowed to simulate the potential dose reduction of the X-
CARE technique using the exposure parameters (kVp, rotation time, QRM, collimation, 
pitch and slice thickness) as used for conventional CT scanning, but taking into account the 
angular TCM for the X-CARE simulations as described in Figure 1. The obtained results 
showed potential dose reductions for thyroid, breasts, lungs and liver. Since none of the 
glandular tissue is fully located in the reduced current zone (Figure 4), the potential dose 
reduction to the female breasts (18%) is less than to the thyroid (28%). Liver dose was 
reduced (10%) by the use of X-CARE, whereas the dose to the kidneys increases with 7%. 
Although a possible lung dose increase was suggested by [5], our study predicts a 
reduction of 4% with OBTCM. 
However, when the real clinical exposure data from OBTCM CT scans are used, other 
conclusions are found. First of all, an overall increase in CTDIvol was noticed between 
standard and X-CARE acquisitions. Even though kVp, QRM, beam collimation and 
reconstructed slice thickness were maintained, an average increase in exposure values of 
15% was noticed. Wang et al observed a comparable rise in mAs of 5%-10%, with a 
maximum of 20% [9]. Whereas in the transverse plane TCM adjusts the exposure 
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according to the size and density of the patient for each projection, OBTCM only uses two 
different exposure values per rotation (Figure 1). In this way, OBTCM is less dose efficient 
because the exposure values are defined a priori and not adjusted angularly for each 
patient’s specific shape and attenuation. Since the QRM is maintained for both 
acquisitions, the same IQ-level is requested. Because of the differences in dose efficiency, 
this can result in an increased CTDIvol for OBTCM [9]. The overall increase in CTDIvol, results 
in less dose reduction as compared to the theoretical X-CARE simulations previously 
performed. Dose reductions to superficial and anterior located organs are still observed, 
yet to a lesser extent. Thyroid dose decreases with 18%, whereas the reduction to the 
breasts is only 9%. Doses to other relevant organs in de FOV increased with the use of X-
CARE. Liver, lungs and kidneys experience an increase of 11%, 17% and 26% respectively. 
An overview of the dose reducing potential of OBTCM reported in the literature is given in 
Table 1. All studies were performed on anthropomorphic phantoms were the breasts are 
typically centred anteriorly and fully located in the reduced current zone [6,8-10,12]. The 
real position of the breasts in women lying supine is more lateral and explains the lower 
potential for breast dose reduction observed in the present study. 
As stated before, the overall risk for a chest CT may not necessarily decrease with the use 
of OBTCM [9]. With X-CARE the focus is put on breast and thyroid dose reduction. 
However, it is shown in our study that liver, lung and kidney dose will increase. To 
determine the overall risk of radiation induced malignancies, from an OBTCM-based 
examination, LAR for cancer induction and mortality were calculated for all patients. Our 
data suggests no significant overall benefit for radiation induced cancer risks when 
comparing OBTCM with standard CT acquisitions. Mortality risks were significantly higher 
in the X-CARE group, but the differences are associated with an extremely low statistical 
power. Consequently, conclusions about mortality risk estimates should be taken with 
care. 
Apart from dose, image quality should be taken into account when evaluating new 
technologies. Studies on anthropomorphic phantoms found no significant differences in 
objective IQ between scans with and without OBTCM [5,6,8]. However, these conclusions 
are based on noise measurements in predefined ROIs. The method used in this study is 
based on the local SD of every pixel in the entire image. A clear link with subjective clinical 
IQ in chest CT is described before [19]. Despite the same QRM, the results of the IQs 
analysis show an improvement of the IQ in the X-CARE group. This can be explained by the 
increased rise in CTDIvol. Consequently, if one aims for the same IQ-level for both standard 
and OBTCM acquisition, X-CARE exposure values could be reduced. 
One of the limitations of our study was the absence of angular TCM information for the 
standard acquisitions. After extracting the exposure values from the DICOM headers of 
the available CT datasets, angular TCM was applied to the X-CARE simulations, according 
to Figure 1, yet no information was available about the in-plane TCM of standard scans. It 
is possible to determine the exposure values for each projection using the raw data. 
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However, this information was no longer available during our retrospective study. The 
number of extracted exposure values (11) per rotation was considered sufficient to 
simulate the CT acquisitions. In addition, bone marrow dose was not calculated directly, 
yet included in the remainder. Our study focuses on overall risk estimations, without 
assessing LAR of individual organs. 
In conclusion, the potential benefit of OBTCM to the female breast in chest CT is 
overestimated as the reduced tube-current zone is too limited. Despite a 9% reduction of 
the breast dose as observed in our population, posterior organs will absorb to 26% more 
dose, resulting in no overall benefit for radiation induced cancer risks.  
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Chapter 9 
The role of Size-Specific Dose Estimate (SSDE) in patient-
specific organ dose and cancer risk estimation in paediatric 
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ABSTRACT 
 
Objectives To develop a clinically applicable method to estimate patient-specific organ 
and blood doses and lifetime attributable risks (LAR) from paediatric torso CT 
examinations. 
 
Methods Individualized voxel models were created from full body CT data of 10 paediatric 
patients (2–18 years). Patient-specific dose distributions of chest and abdominopelvic CT 
scans were simulated using Monte Carlo methods. Blood dose was calculated as a 
weighted sum of simulated organ doses. LAR of cancer incidence and mortality were 
estimated, according to BEIR-VII. A second simulation and blood dose calculation was 
performed using only the thoracic and abdominopelvic region of the original voxel models. 
For each simulation, the size-specific dose estimate (SSDE) was calculated. 
 
Results SSDE showed a significant strong linear correlation with organ dose (r>0.8) and 
blood dose (r>0.9) and LAR (r>0.9). No significant differences were found between blood 
dose calculations with the full-body voxel models and the thoracic or abdominopelvic 
models. 
 
Conclusion Even though clinical CT images mostly do not cover the whole body of the 
patient, they can be used as a voxel model for blood dose calculation. In addition, SSDE 
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INTRODUCTION 
 
CT examinations are the most important contributors to medical radiation exposure. 
Despite the fact that only 6 % of the radiological examinations are CT scans, up to 60 % of 
the radiation dose in medical imaging is delivered by CT [1-4]. Ionizing radiation can cause 
DNA double-strand breaks in the patient’s cells, which are occasionally misrepaired, 
leading to the induction of cancer [5]. Therefore, concern is raised about the elevated 
population risk of cancer incidences from CT X-ray exposure. These risks are particularly 
important for the paediatric population. For about 25 % of all cancers (e.g. leukaemia and 
thyroid, skin, breast, and brain cancer) children are more radiosensitive than adults [6]. 
Moreover, they have a longer life span during which the long-term effects of earlier 
exposure may manifest. So it is necessary to have accurate patient dose estimates to 
optimize CT scan protocols and to minimize these potential risks. 
Volume CT dose index (CTDIvol) and dose length product (DLP) are frequently used as dose 
indicators for CT examinations. To incorporate the patient’s size, CTDIvol can be scaled 
according to the methodology of AAPM Task Groups 204 and 220 [7,8], resulting in a size-
specific dose estimate (SSDE). Nevertheless, in order to make conclusions about potential 
radiation risks associated with CT examinations, accurate individual organ dose 
estimations need to be available. Dose calculation tools, based on anthropomorphic 
phantoms, can be used for this purpose. However, for application in paediatric radiology, 
only standard patient sizes at discrete reference ages can be selected with these software 
tools [9-12]. Therefore, the use of a more realistic representation of the human anatomy, 
using a patient-specific voxel geometry, is more appropriate [13]. The latter individualized 
3D voxel models can be created based on clinically available CT data of the patient. As the 
clinical CT range mostly does not cover the whole body of the patient, the created 
individualized voxel models lack important information on many organs and tissues. It is 
unclear to what extent this limitation will result in inaccuracies in the risk estimation. 
To quantify the radiation effects due to CT examinations, biomarkers in the blood can be 
used. For example, γ-H2AX foci are formed at sites of DNA double-strand breaks, as a 
cellular response to ionizing radiation exposure. This can be quantified in the patient’s 
blood lymphocytes, by immunofluorescence microscopy [14], which makes blood dose an 
important dose quantity. Several studies found a correlation between X-ray induced DNA 
damage and the patient’s blood dose[15-18]. 
The study’s purpose was to estimate patient-specific organ and blood doses and LAR from 
paediatric chest and abdominopelvic CT examinations, based on (1) full-body voxel 
models; (2) partial voxel models, limited to the patient’s scan range; (3) SSDE, a clinically 
applicable and easy-to-use metric. 
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Fig. 1 Full-body CT images were used to create patient-specific 3D voxel models: a full-body, a 
thoracic, and an abdominopelvic model. Next, individual organs were delineated and used to 
calculate mean organ doses on the output images of the Monte Carlo simulations 
MATERIALS AND METHODS 
Patients and voxelized phantoms 
Our approach is seen in Fig. 1. We retrospectively used the available full-body CT images 
from 10 paediatric patients, acquired during PET/CT in the follow-up for non-Hodgkin’s 
lymphoma. The images were recorded on a 16-slice Philips Gemini (Philips Healthcare, the 
Netherlands). The CT examinations showed no organ disorders or abnormalities. The 
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subjects were five boys and five girls (range 2–18 years) and were chosen to resemble 
standard sizes (Table 1). The BMI of the selected patients was representative of their age, 
according to ICRP 89 [19]. The use of the images was approved by the institutional ethical 
committee. With these data, a patient-specific 3D full-body voxel model (B) was created 
for each subject, based on 512×512 DICOM images, with 1.17 × 1.17 ×5 mm
3
 voxel size. 
In conventional CT, the available image data are limited to the patient’s scan range, and 
no information exists regarding the rest of the body. Therefore, two additional voxel 
models were created for each subject, using only the thoracic (T) and the abdominopelvic 
region (A) of the original full-body voxel models, to mimic clinical practice (Fig. 1). 
Table 1 Summary of study population 
Age (years) Gender Height (cm) Weight (kg) BMI (kg/m²) 
2 F    96 11 11.9 
4 M  100 12 12.0 
4 F  111 19 15.4 
5 M  116 18 13.4 
9 F  135 32 17.6 
11 M  148 31 14.2 
14 M  174 50 16.5 
15 F  170 53 18.3 
17 F  162 57 21.7 
18 M  173 73 24.4 
Monte Carlo simulations 
Next, to estimate the dose in these voxel models, we performed Monte Carlo simulations. 
To this end, we used ImpactMC 1.3.1 (CT Imaging, Erlangen Germany), a validated patient-
specific dose calculation tool [20-22]. The software calculates a 3D dose distribution in the 
patient-specific voxel model, considering all relevant photon interaction processes [20,21]. 
In this way, the dose in each voxel of the model can be assessed and organ and tissue 
doses can be calculated. The simulation software was calibrated, based on the air kerma 
measured free-in-air in the isocenter of the CT gantry. For this purpose, a pencil ionization 
chamber was used (RaySafe Xi CT detector, RaySafe Sweden). 
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The patient-specific voxel models were imported in the ImpactMC software to simulate 
fictitious CT examinations. A Siemens Somatom Definition Flash CT (Siemens Medical 
Solutions, Germany) was modelled in the simulation software: centre of rotation (COR), 
collimation, distance focus to COR, shaping filter and X-ray spectrum were specified. 
Helical scans were simulated at 80, 100 and 120 kVp. Scan time was 330 ms, FOV 500 mm, 
collimation 38.4 mm and pitch 0.9 (Table 2). Nowadays, tube current modulation (TCM) is 
employed for most paediatric clinical protocols. In order to integrate this technique in the 
simulation software, mA/slice values were extracted for each patient from the DICOM 
headers of the recorded CT images. For the abdominopelvic scan, the simulation started at 
the liver top and ended at the ischium. For the chest simulation, the image coverage was 
defined from the lung apex to the top of the adrenal glands. Finally, 3D dose distributions 
were calculated, by simulating the interactions and dose depositions of a large number of 
photons (> 10
9
) in the voxel model. 
 
Organ and blood dose calculation 
 
Individual organs were delineated manually on the original PET/CT images by a medical 
physicist and validated by an expert. These regions of interest (ROIs) were then used to 
determine mean organ doses on the output images of the simulation software. All other 
tissue was classified as remainder and its dose was scaled according to the patient’s total 
body weight. 
Blood dose was calculated according to ICRP 89 as the weighted sum of the simulated 
individual doses to the delineated organs (+ remainder) listed in Table 3 [19]. A second, 
simplified calculation was performed by including only heart, lungs and liver (+ 
remainder), as they are the three largest blood-containing organs in the human body [19].  




Where n=11 (10 organs + remainder) or n=4 (3 organs + remainder). The blood content, 
wi, in percentage of total blood volume for each organ i is listed in Table 3 [19]. In this 
way, three models for blood dose calculation were used in this study: (1) the full-body 
voxel model with 10 delineated organs (B); (2) the thoracic/abdominopelvic region of the 
full-body voxel model with 10 delineated organs (T/A) and (3) the 
thoracic/abdominopelvic region of the full-body voxel model with three delineated organs 
(Tsimpl/Asimpl). A non-parametric Kruskal-Wallis test was used to compare the different 
models. 
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peak kilovoltage (kVp) 80 100 120 
 
80 100 120 
tube current (mA) TCM 
 
TCM 






beam collimation (mm) 38.4 
 
38.4 
scan FOV (mm) 500 
 
500 
scan start liver top 
 
lung apex 
scan end ischium 
 
adrenal glands top 
TCM tube current modulation 
 
Table 3 Blood content in percentage of total blood volume [19] 




    remainder 67.50 
urinary bladder   0.02 
colon   2.20 
stomach   1.00 
thyroid   0.06 
gonads   0.04
a
 
kidneys   2.00 
spleen   1.40 




Data are given for males. For females, 
blood content of gonads and remainder is 




In addition to the organs used for the blood dose calculation, bone structures were 
delineated and bone marrow dose was calculated, taking into account the bone marrow 
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distribution as a function of age in humans [23]. Differences in photon absorption 
between bone and bone marrow were corrected by means of the mass absorption 
coefficient ratio of soft tissue and bone [24]. Furthermore, breasts were defined in the 
female voxel models. Next, individual overall LAR of cancer incidence and mortality was 
estimated, according to the BEIR VII risk models [25]. Gender- and age-dependent 
incidence and mortality rates within the Euro-American population were taken into 
account. The estimates are obtained as combined estimates based on relative risk and 
absolute risk transport and have been adjusted by a dose and dose rate effectiveness 
factor (DDREF) of 1.5, except for leukaemia, which is based on a linear-quadratic model. 
To determine intermediate age points, quadratic fits were applied. Doses and LAR were 




Based on the AAPM Report No. 204 [7], the size-specific dose estimate was calculated at 
each position z along the longitudinal scan direction. Recently, a new size metric was 
proposed by the AAPM taking into account the X-ray attenuation of the patient: the water 
equivalent diameter (Dw) [8]. The SSDE(z) is calculated as: 
𝑆𝑆𝐷𝐸(𝑧) = 𝑎 ∗ 𝑒−𝑏𝐷𝑤 ∗ 𝐶𝑇𝐷𝐼𝑣𝑜𝑙(𝑧) 
Where a and b are exponential fit coefficients, depending on the diameter of the PMMA 
phantom (either 16 or 32 cm) used to measure the CTDIvol [7]. The mean SSDE over the 
entire scan range is then determined as: 








Fig. 2 displays estimated organ doses as a function of SSDE, based on CTDIvol,16 (SSDE16). 
Thoracic and abdominopelvic simulations are shown separately and were performed with 
the full-body voxel model at three different kVp’s. Thyroid dose was negligible for 
abdominopelvic simulations, as well was colon, bladder, and gonad dose for chest 
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simulations. Correlations were very high (r>0.9, p<.001) for organs in the FOV: heart and 
lung for thorax; liver, stomach, spleen, kidney, colon, and bladder for abdomen. Lower 
correlations were found for organs partially irradiated with the abdominopelvic or chest 
simulations (r>0.8, p<.001). 
No significant differences in blood dose calculations were found between the full-body 
model, the thoracic model and the simplified thoracic model (p=.78). Similar conclusions 
were obtained for the abdominopelvic simulations (p=.46). 
Blood dose calculations for the simulated chest and abdominopelvic CT examinations are 
presented as a function of the patient’s SSDE in Fig. 3. Each graph includes chest and 
abdominopelvic CT simulations for all 10 patients (male and female) with the full-body 
voxel model. The patient’s blood dose shows a strong linear relationship with the patient’s 
SSDE16 (r>0.9, p<.001). Similar conclusions were found, based on the 32 cm phantom 
(SSDE32). 
Overall LAR of cancer incidence and mortality of the simulated chest and abdominopelvic 
CT examinations are presented as a function of SSDE16 in Figs. 4 and 5. The results are 
shown separately for males and females. Each graph includes chest or abdominopelvic CT 
simulations with the full body voxel model. LAR shows a strong linear relationship with the 
patient’s SSDE16 (r>0.9, p<.001). Similar results were found, based on SSDE32 and 
summarized in Table 4. 
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Fig. 2 Estimated organ doses as a function of size-specific dose estimate, based on CTDIvol,16 
(SSDE16). Organ doses are calculated with the full-body voxel model. Plot points are patient-specific 
organ doses for chest (triangles) and abdominopelvic (circles) simulations at 80, 100 and 120 kVp. 
Lines are linear fits Dorgan = a*SSDE16 to the data. r=Pearson sample correlation coefficient (p<.001) 
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DISCUSSION 
 
Our goal was to define a method to estimate patient-specific organ and blood doses and 
cancer risks from paediatric chest and abdominopelvic CT examinations. It must be 
emphasized that the purpose of this study was not to calculate doses and risks from the 
10 selected subjects, but to develop an easy-to use and clinically applicable method for 
dose and LAR estimation. Head and neck CTs are more common in the paediatric 
population than examinations of the torso. Nevertheless, because SSDE was not 
developed for head scans [7], our research is based on thoracic and abdominopelvic 
simulations. This study focuses on children, since dose reduction in paediatric radiology is 
a top priority [5,12,26,27]. 
Care must be taken when making conclusions about risk estimates. Physical quantities, in 
particular absorbed organ dose, are well-defined and can be estimated accurately. 
However, risk is a derived attribute, which is not measurable. Therefore, significant 
uncertainties might be associated with lifetime attributable risk models. Our study is 
based on the report of BEIR VII, yet other risk models exist [6,28]. The uncertainties 
involved in the risk estimations presented by Figs. 4 and 5 are related to the lack of 
information on the dose response in the low-dose range on the one hand and to the 
uncertainties on the BEIR VII estimations on the other hand. Despite the uncertainties on 
the LAR values of Figs. 4 and 5, we included BEIR VII risk estimations as they provide the 
best possible age/gender-specific risk estimation available at the moment. However, the 
BEIR VII committee estimates that the excess cancer mortality due to radiation can be 
estimated within a factor of two (at 95% confidence level) [25]. In order to determine the 
variation in LAR, depending on the patient’s age, we calculated LAR of cancer mortality of 
the 11-year-old, assuming the patient to be 5 years younger/older (Table 5). The 
maximum difference in LAR, relative to the calculations with the real age of the patient, 
was 22 %. These variations lie within the uncertainties of the BEIR VII report. 
Several dose calculation tools exist to estimate organ doses, e.g. ImPact 
(www.impactscan.org), ImpactDose (CT Imaging GmbH, Erlangen, Germany) and CT-Expo 
(Medizinische Hochschule, Hannover, Germany). However, since these calculations are 
based on pre-tabulated results from Monte Carlo simulations, the selectable 
anthropomorphic phantoms are limited to newborn, child (1, 5, 10 and 15 years), adult 
male and adult female. Considering the diversity among the anatomy of paediatric 
patients, it is impossible to represent the whole population with only a few phantom 
models. With predefined anthropomorphic phantoms, organ size and location in the body 
is not in accordance with the anatomy of the patient. In addition, there may be 
disagreement in patient positioning and uncertainty in the start and end position of the 
scan region. Moreover, the existing dose calculation tools do not compute the dose to the 
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bone because the latter is not used to calculate effective dose, according to the ICRP103 
[29]. Therefore, calculating the remainder, as it is used in the blood dose calculation, 
continues to be an issue with these software tools. These drawbacks may be addressed 
only with models that are specific for each individual patient [30]. To resolve this, the 
patient’s clinical CT data can be used as a voxelized phantom model [20,30,31]. A 
drawback might be that there is no information available outside the patient’s scan range.  
Consequently, the model will consist of incomplete organs at the periphery of the volume. 
In addition, no scatter can occur outside the model. To overcome this, we used clinical CT 
data from patients who underwent a whole body PET/CT examination, to estimate the 
contribution from scattered photons. 
The method of SSDE, described by the AAPM task group, estimates the average dose to 
the patient, in the centre of the scanned region (along the z-axis). It does not allow the 
estimation of individual organ doses [7]. The data in Fig. 2 emphasize this by means of the 
slope of the different linear fits. For organs in the beam of an abdominopelvic scan, SSDE 
overestimates organ dose on average with 11 %. Overall, a strong to very strong linear 
correlation was found between SSDE and individual organ doses. Correlations were 
stronger for in-beam organs (r>0.9) than for organs on the periphery or outside the scan 
range (r>0.8). The superficial location, small size, and the fact that the organ was outside 
the FOV of the chest simulation, explains the weaker correlation for thyroid dose in 
comparison with other organs. Nevertheless, conclusions about organ doses can be made 
on the basis of SSDE, by taking into account a linear correction factor. 
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Fig. 3 Estimated blood dose (Dblood) as a function of size-specific dose estimate (SSDE), based on 
CTDIvol,16 and CTDIvol,32. Blood dose is calculated with the full-body voxel model. Plot points are 
patient-specific blood doses for chest and abdominopelvic simulations at 80, 100 and 120 kVp. Lines 
are linear fits Dblood = a*SSDE to the data. r=Pearson sample correlation coefficient 
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Fig. 4 Overall LAR of cancer incidence, according to the BEIR VII model as a function of size-
specific dose estimate, based on CTDIvol,16 (SSDE16). LAR is calculated with the full-body voxel model. 
Plot points are LAR of cancer incidence for abdominopelvic (a and c) and chest (b and d) simulations 
at 80, 100 and 120 kVp. Results are shown separately for males (a and b) and females (c and d). 
Lines are linear fits LARincidence=a*SSDE to the data. r=Pearson sample correlation coefficient 
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Fig. 5 Overall LAR of cancer mortality, according to the BEIR VII model as a function of size-
specific dose estimate, based on CTDIvol,16 (SSDE16). LAR is calculated with the full-body voxel model. 
Plot points are LAR of cancer mortality for abdominopelvic (a and c) and chest (b and d) simulations 
at 80, 100 and 120 kVp. Results are shown separately for males (a and b) and females (c and d). 
Lines are linear fits LARmortality=a*SSDE to the data. r=Pearson sample correlation coefficient 
 
Table 4 Results of linear regression analysis describing overall LAR (‰) as a function of SSDE (mGy) 
for abdominopelvic and chest simulations. r=Pearson sample correlation coefficient (p<.001) 
  LAR incidence 
 
LAR mortality 
  SSDE16 r SSDE32 r 
 
SSDE16 r SSDE32 r 
abdominopelvic 
        male 0.09 0.99 0.11 0.99 
 
0.03 0.99 0.04 0.99 
female 0.14 0.94 0.18 0.95 
 
0.04 0.92 0.05 0.93 
          chest 
         male 0.04 0.96 0.05 0.97 
 
0.03 0.97 0.03 0.98 
female 0.16 0.91 0.20 0.92 
 
0.06 0.89 0.08 0.90 
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Using the full-body voxel model, we have all the anatomical information of the patient at 
our disposal, allowing the simulated photons to scatter outside the irradiated volume as 
well. In addition, all organs of interest are integral available to calculate mean organ doses 
in the most accurate way. For applications in daily routine, we only receive DICOM images 
of the patient’s scanned region (A/T). Therefore, dose calculations might be less precise. 
Since delineating all 10 organs is time-consuming, we created two simplified models 
including only the three largest blood containing organs (heart, liver and lungs) in 
combination with the remainder (Asimpl/Tsimpl). In this study, organs on the periphery of the 
thorax and abdominopelvic voxel models were considered to be complete. Additionally, 
organs outside these models were assumed to receive a dose of 0 mGy. The remainder, on 
the contrary, was adjusted according to the patient’s weight, available in his clinical 
record. The weight of the simulation model was calculated by multiplying its volume with 
its mass density (1.050 g/cm
3
) [32]. An accurate estimate of the remainder is crucial, since 
it is the dominant organ in the blood dose calculation (Table 3). This study shows that 
accurate blood dose calculations can be made based on Monte Carlo simulations using the 
patient’s clinical CT data. Differences between the A/T and the full-body voxel model (B) 
were not significant: the impact of the incomplete organs at the periphery of the volume, 
as well as the scatter contribution outside the voxel model is low. Therefore, no need 
exists in extending the volume with scalable phantoms to complete the patient’s anatomy. 
What is more, the blood dose can be estimated using only lung, liver, and heart doses. To 
avoid the laborious task of organ segmentation and to minimize calculation time, we 
developed a clinically applicable method to determine organ and blood dose and total 
cancer risk. Our study showed an excellent correlation between SSDE on the one hand and 
organ and blood dose and overall LAR on the other hand. In this way, organ and blood 
doses and LAR of total cancer incidence and mortality can be estimated using only CTDIvol 
and the patient’s diameter. 
CTDIvol is commonly used as a dose indicator for CT examinations. As stated by the IEC 
standard [33], this parameter is measured in a cylindrical PMMA phantom with diameter 
of 16 cm (head protocols) or 32 cm (body protocols). However, for paediatric patients, the 
16 cm phantom is often used for body protocols. For this reason, we included both CTDI16 
and CTDI32 in our clinically applicable method. 
This study focuses on CT examinations with TCM; however, this method can also be 
applied to scans with fixed mA. In this way, there is no need to extract the CTDIvol/slice 
from the DICOM headers of the CT images. Care must be taken when extending our 
method to the adult population. Using tube current modulation (TCM), the mA variation is 
rather small in children, compared to adult CT examinations. In the study of Khatonabadi 
et al, better correlations were found between organ doses and patient sizes, when using 
organ-specific CTDIvol values instead of a global CTDIvol  [34]. 
To our knowledge, no studies exist demonstrating a correlation between the patient’s 
SSDE and blood dose or total cancer risk, resulting from a CT examination. Turner et al 
The role of Size-Specific Dose Estimate  133 
performed Monte Carlo simulations on eight different voxel-based models, including two 
paediatric models [35]. The authors state that doses of fully irradiated abdominal organs 
can be estimated using only the knowledge of the CTDIvol and the patient’s perimeter. 
However, partially irradiated organs didn’t show any correlation with the size of the 
patient. The work focuses on the abdomen in which the perimeter does not typically 
fluctuate much over the scan region. Moore et al used anthropomorphic phantoms to 
investigate the correlation of SSDE with absorbed organ dose in chest and abdominopelvic 
CT examinations [36]. For in-beam organs, the average organ dose normalized by SSDE 
was within 10 % of unity. This is comparable with our results (Fig. 2). 
 
Table 5 LAR of cancer mortality of an 11-year old boy, for abdominopelvic and chest simulations. 





80 kVp 100 kVp 120 kVp 
 
80 kVp 100 kVp 120 kVp 
6 years 0.045 0.093 0.158 
 
0.040 0.083 0.143 
11 years 0.037 0.077 0.131 0.033 0.068 0.117 
16 years 0.032 0.065 0.111 
 
0.028 0.057 0.098 
        max diff 21 % 21 % 21 % 
 
22 % 22 % 22 % 
 
One of the limitations of this study was that the patient’s clinical data only included 
images from the head to the mid-thigh. Furthermore, since exams with the arms next to 
the body may change the dose profile and cause artefacts, the patients were positioned 
with the arms above the head. Consequently, there was no anatomical information 
available about the limbs of the examined children. However, arms and legs hold no 
organs at risk [37]. Moreover, as mentioned earlier, the remainder dose was appropriately 
scaled taking into account the weight of the patient. The abdominopelvic simulation 
ended on average 1.5 times the table feed (5.4 cm) before the end of the full-body voxel 
models. In this way, enough scatter volume remains for secondary photons to scatter 
outside the scan region. Although gaps up to 6 years occur in the male and female gender 
groups, we carefully selected patients in different height and weight categories, providing 
continuity in BMI. 
Monte Carlo methods are the gold standard for patient-specific dose calculations. 
Therefore, if the specific hard and software environment is available to the user, Monte 
Carlo simulations should be used to estimate the patient’s organ doses. Our study shows 
that, by using only the patient’s clinical CT data, accurate blood dose estimations can still 
be accomplished. However, the SSDE method makes an on-the-spot dose and LAR 
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estimation possible in routine clinical practice. The quantities can be added to the dose 
report of the patient, which makes it possible to implement them in a dose monitoring 
system. 
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Chapter 10  
Tube current modulation 
In Chapter 6 of this PhD dissertation, we examined the behaviour of automatic tube-
current modulation (ATCM). The effect of the localizer acquisition and the direction of the 
scan was critically assessed. The paper emphasizes a strong need for ATCM performance 
evaluation to assure optimal dose reduction for the patient. Both the SPR and CT scan 
direction have an important influence on the dose-reducing efficacy of ATCM. In addition 
to this work, our research group investigated the effect of the table position on the 
automatic exposure control of Siemens (CareDose4D) [1]. Miscentering the patient causes 
an incorrect functioning of the modulation technique. A higher table position will lead to a 
smaller shadow on the posterior-anterior localizer, as the patient is farther away from the 
X-ray tube (Figure 10.1, a). Consequently, lower exposures will be selected and the image 
quality will deteriorate. If the patient is too close to the tube (Figure 10.1, c), the image is 
magnified and the resulting tube current values will be too high. 
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Figure 10.1 PA localizer image at different table 
heights. Miscentering the patient causes an incorrect 
functioning of the tube-current modulation technique 
[2]. 
 
The selected mAs values, based on a PA localizer with varying table heights from 80 cm to 
100 cm are shown in Figure 10.2. The Alderson RANDO phantom was positioned in the 
isocenter of the scanner if the table height was 90 cm. Because the effective mAs was 
limited to 250, both 80cm- en 85cm-curves reach the same maximum exposure. Similar 
conclusions were found, based on AP localizers. Although this behaviour could be 
predicted, the differences in dose are much higher than initially expected. Tube current 
values increase by a factor of 2 between the highest and lowest table position. When the 
same scans were based on a lateral (LAT) localizer, no significant differences were found 
between the selected exposure values. After all, no magnifications occur in lateral 
projections if the table height is changed. Because patients are easier to centre on the 
table in the left-right direction than in the anterior-posterior direction, a LAT localizer is 
less susceptible to mis-centering errors. These results confirm the findings of Paper 1 of 
this PhD, stating a lateral (or dual) SPR is the best choice for Siemens scanners. 
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Figure 10.2 Effective mAs values as a function of 
slice position along the z-axis of the scanner. Chest 
scans of the anthropomorphic RANDO phantom were 
made, based on a PA localizer image, with varying 
table heights from 80 cm (close to the tube) to 100 
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With ATCM, the tube current will be automatically modulated to compensate for 
variations in patient attenuation. Different vendors use different methods to define a 
desired image quality. With GE, Smart mA tries to maintain a constant noise level 
(specified by the Noise Index) at all z locations [3]. Siemens, on the other hand, uses a 
Quality Reference mAs (QRM) to prescribe image quality [4]. The main difference is that 
CareDose4D tries to maintain a constant level of overall diagnostic quality, instead of a 
noise parameter. Consequently, with a Siemens device, ATCM will not lead to a constant 
noise level. For smaller attenuation levels, lower noise is required in order to have the 
same diagnostic value since smaller patients have finer anatomical structures and lower 
inherent contrast. For larger attenuation levels, higher noise is accepted, since larger 
patients usually have larger anatomical structures and higher inherent contrast. 
Figure 10.3 IQs and effective mAs values as a 
function of slice position along the z-axis of the 
scanner. Chest scans of an anthropomorphic RANDO 
phantom were made with ATCM and with a fixed exposure 
value of 75 mAseff [5]. 
Our research group studied the behaviour of CareDose4D in more detail with the use of a 
RANDO phantom [5]. Chest scans were made with ATCM and with a fixed exposure value 
of 75 mAseff. For both scans, the Image Quality scores (IQs, see Chapter 4) were calculated 
and plotted against the slice locations along the length of the scan. The results are 
presented in Figure 10.3. It is noticed that the IQs values for ATCM (green) are higher, with 
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than 75 mAseff. Along the length of the thorax scan, two breakpoints are observed where 
both exposure curves intersect. These landmarks correspond to the start and end of the 
shoulders, as can be seen in Figure 10.2. This means that the required diagnostic quality 
could not be reached with a fixed exposure of 75 mAseff. Instead, higher tube-current 
values had to be selected. 
A similar trend can be seen in both IQs-curves, suggesting that our results confirm the 
absence of a constant image noise level. However, variations are smaller with ATCM 
(20%), compared to a scan at fixed exposure (23%). 
 
The exposure parameters along the length of the patient are stored in the DICOM 
information of the acquired CT data. By extracting these values, the z-axis TCM can be 
visualized as shown in Figure 10.2. In addition, the tube current varies while rotating 
around the patient, to account for differences in attenuation depending on the projection 
angle. A more realistic representation of the tube current modulation is given in Figure 
10.4. In this way, the exposure value reported in the DICOM data of a particular image 
represent the average exposure of all projections needed to reconstruct this slice. The 
specific distribution of tube current values in the axial plane is lost. This information is 
however crucial to correctly simulate the acquired CT scan in a Monte Carlo software. 
 
 
Figure 10.4 Longitudinal and angular tube current 
modulation [3]. 
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In paper 3 of this PhD dissertation, CT datasets were collected with a slice thickness of 
3mm and a table feed of 34.56mm. As a result, approximately 11 exposure values were 
extracted for each rotation. The performed Monte Carlo calculations for patient-specific 
organ dose assessment were simulated with 34 projections per rotation. Consequently, 
the same exposure parameters were applied to every 3 successive projection angles. It is 
possible to determine the tube current settings for each projection of the CT acquisition 
by accessing the raw data of the scan. However, since paper 3 was a retrospective study, 
this information was no longer available. Nevertheless, relying on personal 
communication with Siemens, acquiring the raw projection data of a CT examination is not 
possible as it contains confidential information.  
To evaluate the clinical performance of ATCM systems, access to the raw data must be 
provided by the manufacturer. It holds crucial information about in-plane tube current 
values needed for an accurate calculation of the organ doses and radiation induced risks 
to the patient. 
 
Unlike in conventional TCM, information about organ-based modulation is provided by the 
manufacturer (Siemens Healthcare, Germany). According to Figure 10.5, X-CARE reduces 
the tube current to 25% of the mean value, within a range of 80°. Posteriorly, the 
exposure is increased to 125% to compensate for the reduced photon flux to the detector. 
A linear transition zone of 20° is present on either side of the patient, so that 100% of the 
mean value is reached at 55°. Because the raw data of the acquired CT datasets was no 
longer available, it was not possible to verify this angular distribution. We relied on the 
manufacturer’s information to perform the organ-based TCM (OBTCM) simulations in 
Paper 3.  
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Figure 10.5 Schematic overview of the angular tube 
current modulation used by X-CARE [6]. 
 
Paper 3 of this PhD work concluded that the potential benefit of OBTCM to the female 
breast is overestimated as the reduced tube current zone of 40° on either side of the 
patient is too limited. Our results show that the breasts are more laterally located. On 
average this radiosensitive organ extends to 83° on both sides. Consequently, part of the 
glandular tissue will be situated in the increased tube current zone. A simple solution 
exists in wearing a brassiere. The amount of breast tissue within the reduced dose zone 
hereby increases to 83-97%, depending on the cup size of the patient [7].  
As, for large cup sizes, still 17% of the breasts is located in the increased tube current zone 
and wearing a brassiere is not always possible, modification of the OBTCM algorithm is 
needed. Up until now, the user cannot alter the X-CARE angle in terms of size and 
position. However, HandCARE is able to switch off the X-ray exposure for a 100° angle at 3 
different positions in the axial plane (at 10, 12 and 2 o’clock) as shown in Figure 10.6. The 
technique is a dedicated algorithm for dose savings to the operator’s hand during the 
interventional CT procedures (Siemens Healthcare, Germany). Thus, if altering the reduced 
tube current angle is indeed possible, a suggestion would be to increase the dose-saving 
zone, used for X-CARE, from 80° to 160°. Further research is necessary to determine 
whether this angle is not too large and the CT acquisition is still able to deliver an 
acceptable image quality without increasing the overall CTDIvol.  
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Figure 10.6 Selectable HandCARE positions (10, 12 
and 2 o’clock). Blue indicates the angular range where 
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Chapter 11  





The computed tomography dose index (CTDI) is a quantity expressing the average dose, 
resulting from a CT acquisition, to a cylindrical PMMA phantom. It is included in the dose 
report of the examined patient and used to compare the radiation output of different CT 
systems or protocols. A common misunderstanding is the use of this metric to quantify the 
delivered dose to the patient [1]. It is true that the density of PMMA is similar to that of a 
real patient, but these 16cm or 32cm cylinders are either too small or too big to represent 
the human anatomy. The paediatric study population used in Paper 4 of this PhD work is 
summarized in Table 11.1. Only 1 patient’s water equivalent diameter Dw (a 5 y/o boy) 
matches closely to the 16cm of the ‘head CTDI phantom’. For all other subjects, CTDI16 will 
either under- (Dw < 16cm) or overestimates (Dw > 16cm) the dose delivered to the patient. 
To account for the girth of the patient, the AAPM introduced a new metric: the size-
specific dose estimate (SSDE) [2,3]. With conversion factors, based on Dw, the CTDI values 
are scaled to give a more realistic image of the absorbed dose to the patient. It is expected 
that, in the future, SSDE values will be automatically calculated for each reconstructed CT 
slice and stored in the DICOM header of the image [3]. Some dose management systems 
already provide estimates for Dw and SSDE in addition to CTDIvol and DLP [4-7]. 
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Table 11.1 Summary of the study population 













2 F 96 11 11.9 13.7 13.8 
4 M 100 12 12.0 15.3 15.2 
4 F 111 19 15.4 17.1 17.2 
5 M 116 18 13.4 15.8 16.2 
9 F 135 32 17.6 20.1 20.5 
11 M 148 31 14.2 19.8 20.0 
14 M 174 50 16.5 22.0 22.1 
15 F 170 53 18.3 23.7 23.6 
17 F 162 57 21.7 25.1 24.4 
18 M 173 73 24.4 26.3 26.5 
Dose calculation tools based on anthropomorphic phantoms allow a quick, yet imprecise 
estimation of individual organ doses. Only standard patient sizes at discrete reference 
ages can be used. In this PhD thesis we aimed for a more realistic representation of the 
human anatomy by converting the patient’s CT data into a voxel model, used in a Monte 
Carlo environment. Besides the geometry of the scanner (centre of rotation (COR), 
distance focus to COR) and the properties of the beam (collimation, fan angle, spectrum 
and shaping filter), the starting position and angle need to be defined in the simulation 
software. When performing a CT examination, the location of the tube in the longitudinal 
(z) direction of the patient is clear. However, the position of the X-ray tube in the 
transverse (xy) plane is unknown. Consequently, determining the starting angle of the 
performed Monte Carlo simulations is not straightforward. 
Relying on personal communication with Siemens, the X-ray tube does not necessarily 
starts at 0° (position 1 in Figure 11.1). Rather, the starting angle is equal to the last 
position of the tube, either at 0°, 90°, 180° or 270°, depending on the orientation of the 
localizer (AP, LAT or PA), taken prior to the CT acquisition. Previous studies noticed a dose 
increase to small and superficial located organs, when changing the starting angle [8-12]. 
To assess the influence on the absorbed organ doses in chest CT, we performed 4 
simulations of the same patient in ImpactMC, each with a different starting angles (0°, 90°, 
180° and 270°). The doses to the breasts, liver, lungs, kidneys and thyroid were calculated 
and are presented in Figure 11.2 [13]. No significant differences were found, except for 
the thyroid. According to our results, changing the tube’s starting position can lead to a 
change in thyroid dose of 23%. Starting the simulation at 90° yields the lowest dose. Our 
results confirm the findings of Zhang et al.[12].  
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Figure 11.1 Positions of the X-ray tube in the axial 
(xy) plane. The tube is at position 1 (0°) or 3 (180°) to 
acquire an AP or PA localizer, respectively. Lateral 




Figure 11.2 Organ doses resulting from a chest CT, 
in function of X-ray tube starting angles (0°, 90°, 180° 
and 270°). Percentages are relative differences of 
organ doses at different starting angles. [13] 
 
thyroid breast lung liver kidney
0° 18.7 17.2 12.4 13.5 12.2
90° 17.9 17.1 12.3 13.3 12.1
180° 21.5 17.1 12.3 13.4 12.1


















150 Dose calculation and risk estimates 
The superficial location, small size and the fact that the organ is located at the periphery 
of the longitudinal FOV in a thoracic CT scan can explain the significant changes in 
absorbed dose. In helical CT scanning, the table moves into the gantry as the X-ray tube 
rotates around the patient. If the acquisition is started at 0° (or 90°), the tube will turn 
away from the thyroid gland, irradiating only part of the organ. By the time the tube is 
back at 12 o’clock, the table has moved forward and the organ is no longer in the beam. If 
the tube starts at 180° or (270°) the thyroid will remain longer in the primary beam, 
causing higher absorbed doses. All simulated CT scans in this PhD dissertation, were 
performed with a table feed of 34.56 mm. The mean longitudinal size of the thyroid was 
34 mm or only 1 rotation. The dose to larger organs is independent of the tube’s starting 
angle. On average, the breasts account for 159 mm in the z-direction. Consequently, 4.6 
rotations were needed so that the organ was fully irradiated. 
In Chapters 6, 8 and 9 of this PhD work, Monte Carlo simulations of chest CT’s were 
performed. Because no information about the position of the X-ray tube in the axial plane 
was available, the starting angle was set at 0° for all simulations. In Paper 3, thyroid doses 
of standard and X-CARE scans were compared. Therefore, it was not necessary to know 
the exact position of the tube. Only a consistent set-up of the simulations was required.  
Using CT data as a voxelized phantom model in Monte Carlo simulations improves 
dosimetric accuracy as individual organ doses can be assessed. However, in clinical 
practice, we only receive data of the patient’s scan range, making the phantoms 
incomplete. For chest CT, no anatomical information of the head, abdomen and pelvis is 
available. In addition, no scatter can occur outside the models. In Chapter 9 of this PhD 
dissertation, we evaluated the consequences of using only the clinically available 
anatomical information of the patient. A comparison was made between simulations with 
a full-body model and a thoracic or abdominopelvic model (Figure 11.3).  
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Figure 11.3 Full-body, thoracic and 
abdominopelvic voxelized phantom models as used in 
Paper 1 of this PhD work [14]. 
 
Using the full-body voxel model, the entire anatomy of the patient is available, allowing 
the simulated photons to scatter outside the irradiated volume as well. Besides, all 
relevant organs are at our disposal so that the absorbed dose can be calculated in the 
most accurate way. The thoracic and abdominopelvic models are incomplete, making the 
dose calculations less precise. In the performed study, organs on the periphery were 
considered to be complete. These included liver in both models as well as thyroid gland in 
the thoracic model. In addition, organs outside these models were assumed to receive a 
dose of 0 mGy. Table 11.2 summarizes the results of chest and abdominopelvic CT 
simulations of 10 paediatric patients. Mean relative differences in simulated organ doses 
between the full-body and the incomplete phantom models are shown for chest and 
abdominopelvic CT acquisitions. 




Results for in-beam organs indicate the error of using the incomplete voxel model is low (< 
4%). Organ doses for heart and lungs in chest CT and liver, stomach, spleen, colon, kidneys 
and bladder in abdominopelvic CT can be calculated by using only the patient’s clinical 
data. There is no need to extent the models with scalable phantoms. The underestimation 
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of the thyroid dose can be explained by its small size and location on the border of the 
scan range. Apparently, a large scatter fraction contributes to the dose of this organ. On 
the other hand, liver, stomach and spleen dose is overestimated by the thoracic phantom, 
because the volume fraction included in the model is too limited. On average, the 
phantoms only include 70-80% of the considered organs. In reality, the other 20-30% will 
receive a small amount of scatter dose, which will lower the mean dose to the complete 
organ. 
Table 11.2 Mean relative differences (%) in 
calculated organ doses. Simulations with the full-body 
and the incomplete voxel models are compared for 
chest and abdominopelvic CT acquisitions. A negative 
sign means doses calculated with the incomplete 
voxel model are an underestimation. 
Organ Chest CT Abdominopelvic CT 
Thyroid -26.3 - 
Heart -1.4 - 
Lungs -2.0 - 
Liver 25.7 -3.0 
Stomach 24.5 -3.3 
Spleen 10.7 -3.4 
Colon - -0.5 
Kidneys - -1.0 
Bladder - -2.0 
A possible solution is to append the available patient data with existing mathematical or 
hybrid phantoms. Kalender et al use the ORNL family to extend the acquired CT images of 
a 1 y/o CIRS phantom (Computerized Imaging Reference Systems, VA, USA) [15,16] (Figure 
11.4). Since the 1 y/o ORNL model was larger than the CIRS physical phantom, the ORNL 
model was scaled with a factor 0.8, calculated as the ratio of their lateral diameters. In 
addition, the ORNL model was virtually wrapped with fat-equivalent layers to match the 
size of the CIRS phantom and to smoothen the transition between CT and voxel model 
data. 
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Figure 11.4 Steps for the generation of a whole-
body model. The recorded CT dataset of 1 y/o CIRS 
phantom (1) was appended cranially and caudally 
with the 1 y/o ORNL mathematical voxel model (2) in 
order to generate a whole-body combined model (3) 
[16]. 
 
Immunofluorescence microscopy makes it possible to quantify the radiation effects due to 
CT examinations with biomarkers in the patient’s blood. For example, γ-H2AX foci are 
formed at sites of DNA double-strand breaks in blood lymphocytes [17-19]. This makes the 
patient’s blood dose an important parameter to quantify. In Chapter 9, blood dose was 
calculated according to ICRP 89 as the weighted sum of individual organ doses Di as listed 
in Table 11.3 [20]. Remainder tissue was defined as the total volume of the patient, 
excluding individual delineated organs. A simplified calculation was proposed, including 
only heart, liver and lungs (+ remainder), as these are the largest blood-containing organs 
in the human body.  




With n=11 (10 organs + remainder) or n=4 (3 organs + remainder). 
154 Dose calculation and risk estimates 
Our study found no significant differences in blood dose calculation between both 
methods, implying Dblood can be defined using only heart, liver and lung doses. 
In the calculation of Dblood the remainder dose was scaled according to the weight of the 
patient. By multiplying its volume with its mass density (1.050 g/cm³), the weight of the 
simulation model was calculated. An accurate estimate of the remainder dose is crucial, 
since it is the dominant organ in the calculation of Dblood (Table 11.3). 
 
Table 11.3 Blood content in percentage of total 
blood volume [20]. 



















Data are given for males. For females, blood content 
of gonads and remainder is respectively 0.02% and 
60.80%. 
 
Recent studies of our research group observed a low-dose hypersensitivity to radiation 
exposure in children, which challenges the LNT hypothesis [28,29]. DNA damage was 
estimated by scoring γ-H2AX foci in peripheral blood T lymphocytes. Earlier work 
demonstrated that the γ-H2AX foci assay, a biological method, can be used to determine 
the effect of CT exposure at the molecular level [17-19]. Results of the study of 
Vandevoorde et al are shown in Figure 11.5. The mean number of foci per cell, related to 
the amount of DNA double-strand breaks, is plotted against the absorbed blood dose in 
paediatric patients undergoing a chest or abdomen CT. It can be seen that a linear 
extrapolation, based on the amount of foci induced in cord blood after an in vitro dose of 
0.5 Gy, underestimates the radiation effects of lower doses. The observed results can be 
explained by the bystander effect, in which genetic and biochemical changes not only 
occur in cells hit by ionizing radiation but also in unexposed ‘bystander’ cells, in close 
proximity to the directly hit cells.  
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Assessing the dose to the blood remains challenging since blood is a circulating organ. The 
reference adult male contains 5.3 litres of blood and has a cardiac output of 6.5 l/min [20], 
meaning 1 circulation takes almost 60 seconds. For children, the blood flow is slightly 
higher. For a 5 y/o, the round trip is made in 25 seconds. These values are high compared 
to a typical thoracic or abdominal CT examination of 5-10 seconds. This partial irradiation 
of the total blood volume eventually leads to an overestimation of dose. However, the 
methodology used in Chapter 9 is the best we can do so far as it includes patient-specific 
dose calculations as opposed to the anthropomorphic phantoms in other dosimetry tools 
[30,31]. If the obtained blood doses were indeed an overestimation, the curve in Figure 
11.5 will shift to the left, towards lower dose values. For the same number of foci per cell, 
the absorbed blood dose will be lower. As a result, the underestimation of the LNT model 
will even be larger than initially observed. 
The abovementioned example illustrates the strong need for accurate individualized 
dosimetry in medical imaging to improve and support scientific knowledge on the biologic 
effects of ionizing radiation in the clinical dose range. 
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Figure 11.5 Mean number of γ-H2AX-foci per cell 
induced by in vivo X-ray exposure plotted versus the 
Monte Carlo calculated blood dose in paediatric 
patients undergoing a chest or abdomen CT (blue). 
The dose-response curve after in vitro X-ray 
irradiation of cord blood is shown in green. The 
dashed line represents a linear extrapolation based 
on the γ-H2AX foci induced in cord blood after an in 
vitro dose of 0.5 Gy, based on the LNT hypothesis. 
Since a large part of the data are clustered in the 0-2 
mGy range, this is presented in a separate figure [29]. 
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CT image reconstruction is a mathematical process where the measured raw data 
projections, acquired during the rotational exposure, are transformed into volumetric 
image data. The traditional filtered backprojection (FBP) method includes many 
approximations of the true CT scan process and is therefore susceptible to noise and 
artefacts. The alternative way to handle the reconstruction process is through iterative 
methods. Iterative reconstruction (IR) approaches the final CT image gradually. The 
method can take into account the noise statistics which will result in a more accurate and 
reliable outcome.  
With traditional FBP it is assumed that a point source in the X-ray tube sends a pencil 
beam through point voxels in the patient, which will reach point detector cells with a 
perfect noise sample. Model-based IR allows the focal spot to be finite, sending a 
divergent beam through finite 3D voxels in the patient which are then projected to a finite 
detector structure. In addition, a more realistic noise model including quantum and 
electronic noise is applied [1].  
In Figure 12.1 the noise power spectrum of a standard FBP image (black curve) and three 
IR methods are compared. It can be seen that the FBP has the largest magnitude in NPS. 
The IR images contain significantly less noise. However, the NPS peak is shifted to the 
lower frequencies when a higher level of IR is used. These differences in noise texture in 
the clinical images have a potential effect on the human detection. 
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Figure 12.1 Noise power spectra of a FBP 
reconstructed image (black) and 3 IR methods: 40% 
ASIR (blue), 100% ASIR (green) and VEO (red) [1]. 
Although the capacity of IR for improvement of IQ has been shown, severe dose reduction 
can result in loss of lesion detection, particularly in low-contrast regions [2]. Studies have 
shown reductions in sharpness and loss of margins (e.g. portal vein) and organ edges 
associated with some iterative reconstruction techniques [3]. By using denoising 
techniques, maintenance of IQ does not always guarantee preservation of diagnostic 
performance on low-dose CT. Understanding if the noise texture of iterative 
reconstructions can affect the diagnostic quality for a patient, or if it is only a matter of 
habit due to the radiologist’s FBP background, appears to be an important challenge to 
safely set up low- and ultra-low-dose protocols [4]. The use of higher strengths of IR can 
result in a somewhat unfamiliar, almost “plastic” appearance of the images [5]. As a 
consequence, high levels of dose reduction should be introduced gradually and guided by 
reader performance. Studies with reference standards can be used to ensure that a 
particular dose reduction can be achieved while still fulfilling the requirements for a 
specific diagnostic task.  
In Chapter 7 of this PhD dissertation, an algorithm based on local standard deviations was 
used to assess the IQ in chest CT. Results were compared with the outcome of a human 
observer study. CT datasets were reconstructed using FBP and two different strengths of 
SAFIRE (B30, I30/1 and I30/3; Siemens Healthcare, Germany). A significantly high 
correlation was found between VGA scores and IQs values, both for FBP (ρ = 0.943) and 
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SAFIRE (ρ = 0.902) images. Consequently, the proposed algorithm does account for 
differences in image appearance due to changes in noise texture. This can be explained by 
the nature of the algorithm. Unlike global noise measurements performed in selected 
ROIs, the method assesses local SD in the surroundings of every single pixel of the image 
[6]. 
The traditional IQ parameters (CNR, MTF, NPS, DQE) are useful for image detector 
characterisation and to ensure conformity of CT systems. However, in the framework of 
patient dose optimization, task based assessment of IQ is required. To this end, evaluation 
of patient images by interpreting radiologists is the most accepted approach. Because this 
approach is extremely labour intensive and becomes unmanageable when multiple 
imaging parameters have to be optimized, more efficient methods are needed [7]. Task 
based IQ metrics obtained with model observer studies have gained popularity in CT 
image quality evaluation. These are mathematical models designed to make decisions on 
defined tasks based on statistical decision theory and can be divided into two main groups 
[8-10]: 
1. Classification is used for low contrast problems. The pathology (signal) can be 
present or absent, either in a uniform or structured background.  
2. Estimation is a high contrast task where the size and shape of the object have to 
be determined. 
The basic principle of a model observer is to make a convolution of the image with a 
template to obtain a decision variable. The template is the type of observer used in the 
model. The ideal observer utilizes all the available statistical information in the image 
regarding the task, to maximize the outcome. The performance of an ideal observer 
provides the upper bound that is achievable by any observer [11]. To be more in relation 
with the performance of human observers, various anthropomorphic observers are 
developed. Examples include the non-prewithening matched filter (NPWE) [12,13] and the 
channelized Hotelling observer (CHO) [12,14]. 
The disadvantage of these methods is that they are defined for simple situations, like the 
detection of a representative signal in a given phantom. Once a model observer is verified 
to be highly predictive of human observers in realistic diagnostic tasks, objective IQ 
assessment becomes feasible. However, until now, the tasks investigated with 
mathematical model observer studies remain very basic and far from clinical reality. They 
do not cover the whole range of characteristics that define IQ at the clinical level [8]. The 
automatic IQ scoring algorithm used in Chapter 7 of this PhD work has proven to a 
valuable alternative for image quality assessment. The method could allow for IQ 
monitoring over time without the need for human intervention.  
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Chapter 13 
Final conclusions 
The objective of this PhD dissertation was to assess the performance of CT systems in 
terms of patient dose and image quality (IQ). The behaviour of tube current modulation 
(TCM) techniques was investigated with patient-specific phantoms and Monte Carlo 
simulations. An edge-preserving mask algorithm was used for automatic IQ evaluation. In 
addition, a clinically applicable method was developed to calculate patient-specific organ 
doses and to estimate the risk of radiation induced malignancies, resulting from CT 
examinations. 
Evaluation of different tube current modulation systems showed that there is a need to 
optimize this technique. Both the localizer type (AP, PA or LAT) and the scan direction 
have an important influence on the dose reducing efficacy of TCM. In chest CT, a 60% lung 
and thyroid dose reduction was achieved when the CT acquisition was based on two 
orthogonal localizers instead of a single PA projection. The patient’s size and attenuation 
level can be estimated more accurately by the system if a dual scout is available. Hence, 
the generated tube current values will be lower, resulting in an overall decrease in dose. 
Performing the CT acquisition in the caudocranial (feet first) direction reduces the thyroid 
dose with 50%, without significant differences in image quality. 
Excellent correlations were found between the proposed IQ scoring algorithm (IQs) and 
different physical-technical image quality parameters (noise, CNR and IQFinv) in thoracic 
CT. In addition, the IQs metric correlates highly with the observed clinical IQ, expressed as 
VGAS. After normalizing the image quality score, different reconstruction kernels can be 
compared. This automatic scoring algorithm is a promising tool for clinical IQ evaluation in 
chest CT. It allows IQ monitoring over time without the need for human intervention. With 
the use of this metric, CT reconstructions can be compared to a reference dataset or to 
other patients. Subtle changes in IQ can be detected automatically by setting appropriate 
alerts in a quality management environment. 
The potential benefit of organ-based TCM to the female breast in chest CT is 
overestimated. The anterior range of reduced exposure values is too limited. Glandular 
tissue is located more laterally and even extends into to the high tube current zone. An 
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average dose reduction to the breasts of only 9% was observed, whereas the thyroid dose 
was reduced with 18%. However, liver, lungs and kidneys experienced a dose increase of 
11%, 17% and 26% respectively, resulting in no overall benefit for radiation induced 
cancer risks. Application of the IQs metric showed an improvement of the image quality 
for organ-based TCM scans. Consequently, if one aims for the same IQ-level for both 
standard and organ-based TCM acquisition, X-CARE exposure values can be reduced. 
The size-specific dose estimate (SSDE) represents the average dose to the patient, yet 
does not allow the estimation of individual organ doses. However, excellent correlations 
were found between SSDE  and simulated organ doses in paediatric chest and 
abdominopelvic CT scans. Conclusions about organ doses and radiation induced cancer 
risks can be made on the basis of this metric, by taking into account a linear correction 
factor. This makes an on-the-spot dose and LAR estimation possible in routine clinical 
practice. The SSDE needs to be available in the patient’s dose report so that risk 
estimations of radiation induced malignancies can be performed more accurately. 
Chapter 14 
Future perspectives 
The last years, CT manufacturers increasingly invest in radiation dose reduction tools. 
Tube current modulation and peak kilovoltage optimization aim to lower the tube output 
by adapting the exposure to the specific size of the patient. Iterative reconstruction 
methods and more advanced detectors improve the image quality of a CT dataset. The 
medical physics expert should play a key role in both the evaluation of new technology 
during commissioning, the optimization of these systems and the support/training of local 
staff using them.   
This PhD thesis concluded that the breasts of supine positioned women are located too far 
laterally to benefit from the use of organ-based tube current modulation (OBTCM). 
However, this technique holds a significant dose reducing potential, if the user is able to 
modify the size and position of the dose saving angle. Consequently, performance 
optimization of OBTCM systems is essential future work. 
An automatic image quality method, based on local standard deviations in the image, was 
evaluated for use in CT. A significant correlation was found between the observed clinical 
image quality and the outcome of the proposed algorithm. Additional research in large 
patient cohorts is needed for further evaluation of the clinical validity of this approach. 
Furthermore, other anatomic regions should be included in future studies. Last, the 
performance of the method is not yet investigated in other imaging modalities. It would 
be useful to explore the potential of automatic IQ evaluation tools in both radiography 
and fluoroscopy.  
Automated IQ analysis could become an essential part in dose management software 
tools. In fact, apart from systematically analysing patient dose, a relevant objective 
evaluation of image quality is still missing in these systems.   
Task based IQ metrics based on model observer studies have gained popularity in CT 
image quality evaluation. Due to their simplicity, most of these studies are performed 
using objects with a uniform background. Phantoms with a realistic texture and lesion 
appearance are highly desirable as performance may be affected by the anatomical 
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background. The commercially available anthropomorphic phantoms are usually not 
patient-specific and difficult to customize. A possible solution would be the use of 3D 
printing techniques to create more realistic training phantoms, based on clinical CT data. 
Alternatively, the use of human cadavers could serve as  an ideal surrogate of the patient 
model.  
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