Abstract. We perform numerical simulations in the one-dimensional torus for the first order Burgers equation forced by a stochastic source term with zero spatial integral. We suppose that this source term is a white noise in time, and consider various regularities in space. For the numerical tests, we apply a finite volume scheme combining the Godunov numerical flux with the Euler-Maruyama integrator in time. Our Monte-Carlo simulations are analyzed in bounded time intervals as well as in the large time limit, for various regularities in space. The empirical mean always converges to the space-average of the (deterministic) initial condition as t → ∞, just as the solution of the deterministic problem without source term, even if the stochastic source term is very rough. The empirical variance also stablizes for large time, towards a limit which depends on the space regularity and on the intensity of the noise.
Introduction
Our aim is to numerically approximate solutions of the stochastically forced inviscid Burgers equation
in a bounded domain of unit length with periodic boundary conditions or, equivalently, on the torus x ∈ S 1 . We suppose that the stochastic source term in (1) has zero space average
in order to preserve the conservative character of the inviscid Burgers equation on the torus. Indeed, given a probability space (Ω, F, P), we consider the Cauchy problem for (1) together with a deterministic initial condition u(·, t = 0) = u 0 . Then, (2) implies that solutions satisfy the conservation property
Moreover, the stochastic source term g is assumed to behave as a white noise with respect to time t ∈ [0, T ). Then, the exact interpretation of (1) is not obvious. We recall that in the deterministic case where g is a given smooth function of time and space (continuously differentiable for instance, see e.g. [17] ), only discontinuous solutions to the Cauchy problem for (1) can be rigorously defined for large time (discontinuities appear even if the initial condition is smooth), and a notion of entropic solution is necessary for uniqueness. In the case that g is stochastic, further notions of solutions are necessary [9, 10] .
In this note, we consider space-time discrete versions of (1) . Considering the inherent difficulties of (1), our numerical scheme combines standard discretization techniques for scalar first order conservation laws such as the inviscid Burgers equation with periodic boundary conditions [5, 18] together with standard discretization techniques for stochastic differential equations.
More precisely, we consider a finite volume discretization. Given I ∈ N , we split the one-dimensional torus S 1 into cells of uniform volume ∆x := 1/I. Then, a discretization of (1) between two times 0 < t n < t n+1 is typically obtained from the integral formula
by defining a numerical solution u n with a fixed time step ∆t = ∆t n := t n+1 − t n > 0 for all n ∈ {0, 1, ..., N T − 1} with N T = T /∆t through the relation
for all n ∈ {0, 1, ..., N T − 1} and i ∈ {1, ..., I},
where the positive constant α represents the intensity of the noise and the space derivative is approximated in a conservative way through the definition of the fluxes F n i+1/2 [18] ; the time process is discretized by an explicit Euler-Maruyama time integrator [16, 20] , recalling that g is a white noise in time. We have thereby defined a Markov process (u n ) n∈N with values in R I to discretize the cell-averages of the solution of (1), starting with the finite volume approximation of the deterministic initial condition u
We make precise definitions of the flux F n i+1/2 and of the stochastic source term G n i in the next section. A first important question is whether, and how, the Markov process defined by (4) allows to approximate solutions of (1). In the deterministic case with G n = 0, our discrete sequences (u n ) n∈N are already known to converge for all T > 0, as the space and time steps tend to zero under a CFL condition [13, 21] , toward the unique entropic solution of the inviscid Burgers equation with periodic boundary conditions
But in order to be able to consider stochastic cases where G n = 0, one still needs to define a notion of solution to (1) . For the "space-time white noise" case in the sense of zero correlation-length in space and time, which is among the cases numerically approximated in this work, we are not aware of any existing mathematical notion of solution. A univoque stochastic entropic solution has however already been rigorously defined in the case of a colored noise where g has sufficiently regular space variation.
In our one-dimensional setting with additive stochastic forcing, solutions of the viscous stochastically forced Burgers equation, that is with an additional diffusion term −ν∂ 2 xx u on the left-hand-side of (1) (ν > 0), have been shown to trajectorially (i.e. for each realization) converge to the entropic solutions when ν → 0, as in the deterministic case. Note that the viscous stochastically forced Burgers equation has been much more studied than the inviscid one, from the pure theoretical as well as numerical [1] viewpoints. Additionally, let us mention [14] where stochastic entropic solutions to one-dimensional scalar conservation laws have been univoquely defined. In [9] , kinetic solutions have been recently defined in any dimension (they coincide with the former in the case of space dimension one). Moreover we refer to [10] for a Hamilton-Jacobi reformulation of Burgers equation.
However, it is not clear whether, and how, a conservative numerical scheme as ours does indeed approximate solutions. In particular, it has been shown in [15] that the discretization of the nonlinear term has a lot of impact on the continuous limit of the viscous stochastic case. Although we use here a more usual discretization of the nonlinear term (flux) than in [15] , which actually allows one to define the entropic solutions of Burgers equation in the deterministic case, we are not able to pass to the limit ∆t → 0 yet. During the completion of the present work, we remarked that approximations by a flux-splitting scheme (i.e. a special choice of the numerical flux) have been recently shown to converge to the stochastic entropic solution of a scalar conservation law under a fixed CFL condition on the time step [3] , in the case of a multiplicative noise which vanishes when u = 0.
Another important question with respect to the stochastic dynamics is the behaviour of u n as n → ∞, with the discretization of (1) being fixed. Note that, in deterministic cases without noise [7] or with a time-independent forcing with zero space average [2] , the solutions of (5) are indeed already known to converge for large times to the constant S 1 u 0 (x)dx. Moreover, the existence of an invariant measure has been proved for sufficiently regular noise in space, using the equivalence with a Hamilton-Jacobi equation in [10] , and with kinetic formalism in [8] . In this work, we numerically study the large time behaviour when the noise G n is defined with various regularities in space and various intensities.
The stochastic Burgers equation with periodic boundary conditions has already been studied numerically by numerous authors, including its long-time statistics (usually from a physical more than mathematical point of view). Let us mention [11, 12] , where some interesting physical motivations are explained. The numerical scheme which we propose here does not seem to have been used yet, in particular for large time simulations.
Numerical method
We define the two-point numerical flux (u 2 /2)((i − 1/2)∆x, t) by the Godunov scheme [18] 
This flux is known to be consistent in a weak sense, see e.g. [5, 13] . Furthermore, in the deterministic case with a smooth source term G n i , the numerical scheme is stable (i.e. entropy-satisfying) under the classical CFL condition
so that the numerical solution converges to the unique entropy solution of (1) on [0, T ) for all T > 0 as max n=0...N T −1 ∆t n → 0, see e.g. [6] . We now turn to the stochastic source term g. On the one hand, we would like the function t → g(x, t) to have the regularity of a white noise for all x, because this is a natural source term from the physical viewpoint. On the other hand, a notion of stochastic entropic solution has only been defined when the function x → g(x, t) is smooth enough. In this note, we would like to explore numerically our model with various source terms of different space regularities. Restricting to odd integers I, we define the discrete noise as the finite volume approximation
of a Fourier series where C n k and S n k , in the Fourier coefficients C n k /k β , S n k /k β , are mutually independent identically distributed (i.i.d.) random variables with normal distribution N (0, 1) for all k and n, where N (µ, σ 2 ) denotes the normal distribution with expected value µ and variance σ 2 , and where the parameter β controls the regularity of the variations with respect to space: β = 0 corresponds to white noise in space whereas β > 0 corresponds to colored noise. The well-posedness theory for the corresponding continuous problem is only valid for β > 1 2 [8] . We will check in the appendix that if β = 0,
We will also check that for all β ≥ 0, I i=1 G n i = 0 for all n, which is the discrete counterpart of the conservativity requirement S 1 g = 0 on the source term. Note that the discrete noise (8) has the same scaling in ∆t n and ∆x as in [14, 15] .
We compute the empirical mean and variance estimators of the Markov chain entries (4) by the Monte-Carlo method (8)). Here N denotes the number of time iterations that one needs for the average of the realizations to reach the stationary solution zero of the deterministic problem with a good precision, see next section.
The number of volume elements is first fixed equal to I = 101, so that the number of Fourier modes in (8) is equal to I − 1 = 100 (recall that the constant mode is eliminated in order to ensure a zero space average).
The CFL condition (7) is naturally stochastic, i.e. dependent on the realization. To maintain a fixed number of time steps for each realization, we assume that |u n i | ≤ū withū := 10 set arbitrarily, which allows to fix the CFL condition as ∆t = 0.1∆x. Of course, we are aware that this may introduce a bias in the probability law which is simulated.
We have performed numerical tests with a variety of values of α and β. In each case, we chose the number of realizations M large enough so that confidence intervals for E M (u n i ) and Var M (u n i ) are small enough, and our assumption |u n i | ≤ū was hardly violated (at a frequency less than 1/2000). However, we reject the realization in the case that max i∈{1,2,..I} {|u n i |} > 10 for some n ∈ {1, ..., N }. The influence of the number of realizations on the evaluations of Var U (x) L 1 (0,1) (t), in the cases that α = 1, β = 0 and α = 1, β = 1 with initial condition u 0 (x) = sin(2πx) is presented in Figure 1 . It is remarkable that large time convergence seems to occur even when β < 1 2 . However, to conclude about the continuous limit, one should still discuss the space and time discretization in those cases. Moreover, a complete understanding of ergodic properties would require the study of higher-order moments as well.
In order to discuss the number of realizations, we define the random variable X m for the m-th realization by
For each realization, we use the same scheme. Thus if we perform M realizations, the series {X m } {m=1,2,...M } is independently and identically distributed. We denote the corresponding expectation byμ and its variance byσ 2 .
According to the central limit theorem, there holds
The confidence interval [I 1 (M ), I 2 (M )] ofμ at the confidence level 1 − p is given by
where the quantile z p is such that
Since the varianceσ 2 is unknown, we need to approximate it by:σ
for a large enough value of M . Thus
We fix α = 1, β = 0, T = 20. We choose 95% as the confidence level, which corresponds to z 0.05 ≈ 1.96. M (E M (X)) 2 is plotted on the right-hand figure. It turns out that
2 is a decreasing function of M and that
8192(E 8192 (X)) 2 ≈ 2.5 × 10 −6 .
Next, we study the second moment of {X m } m=1,2,...M . We recall that {X m } m=1,2,...M is independently and identically distributed, so that we can use the notations E(X 
We fix α = 1, β = 0, T = 20. We choose 95% as the confidence level, which corresponds to z 0.05 ≈ 1.96. M (E M (X 2 )) 2 is plotted on the right-hand figure. It turns out that
is a decreasing function of M and that
8192(E 8192 (X 2 )) 2 ≈ 1.04 × 10 −5 .
Results and discussion
The numerical tests are all performed with the deterministic initial condition u 0 (x) = sin(2πx), x ∈ S 1 . We performed 8192 realizations for each computation. In the figures 4, 5 and 6, we present on the left-hand side comparisons between E M (u In Figure 7 we rescale the comparisons for the empirical average at the times t = 1 and t = 20. We then fix α = 1, β = 0, α = 1, β = 1 and α = 1, β = 2. We present the corresponding results in the figures 8, 9 and 10. In Figure 11 we rescale again the comparisons at the times t = 1 and t = 20. Whereas single realizations look like discontinuous functions in the case that β = 1, they do not even look like functions in the case that β = 0.
We remark that the average of the realizations, also on a large time interval, is very close to the deterministic solution, namely the solution of the partial differential equation where the source term g is such that g = 0. However, this average appears to smoothen the discontinuities, so that the addition of a stochastic right-hand-side seems to have a similar effect as the addition of a small diffusion term.
We now compare the ways in which the expectation and the variance converge towards their stationary values when the parameters α and β vary. In particular we observe in Figure 12 faster convergence in time as α and β increase, and larger variance in the large time limit as α increases and β decreases; of course, this is precisely as it could be expected. 
Some conclusions
We have considered cases of a white noise in space and time (α = 0.1, β = 0) and that of a smoother in space version (α = 0.1, β = 1 and α = 0.1, β = 2). In those cases, the average of the realizations is a good approximation of the deterministic solution and as time tends to infinity it converges to the space-average of the initial function [7] . However, while the deterministic solution is discontinuous, the average of the realizations smoothens it out.
We have also considered corresponding cases with a larger amplitude, namely (α = 1, β = 0, α = 1, β = 1 and α = 1, β = 2); then our numerical results for one realization are very dispersed. The average smoothens the deterministic solution and goes faster to equilibrium than in the cases where α = 0.1. However, when β = 0, a single realization at t = 20 does not seem to be a function anymore, which is consistent with the fact that the existence proof of an invariant measure for the solution of the continuous problem does not hold in this case.
Our results are still far from complete. A forthcoming work will also involve a numerical study of the limit I → ∞, as well as a more detailed study of single realizations. We also propose to compute various distribution functions.
APPENDIX: the numerical approximation of the noise
We recall the numerical scheme:
and propose to study the the formula
where I is an odd number, and C n k and S n k follow the Gaussian law N (0, 1) for fixed k and n. In the following, we note xi := ∆x i and xj := ∆x j.
We first check the conservation property, namely that
In order to compute
cos(2πkxi) and
sin(2πkxi), we recall the Dirichlet kernel:
where i is the imaginary unit. We deduce from (20) the equality:
so that
Since sin((I +
), we deduce from (22) that
Next we check that 
We recall that S 
