In this paper, we consider an ill-posed image restoration problem with a noise contaminated observation, and a known convolution kernel. A special Hermitian and skew-Hermitian splitting (HSS) iterative method is established for solving the linear systems from image restoration. Our approach is based on an augmented system formulation. The convergence and operation cost of the special HSS iterative method for image restoration problems are discussed. The optimal parameter minimizing the spectral radius of the iteration matrix is derived. We present a detailed algorithm for image restoration problems. Numerical examples are given to demonstrate the performance of the presented method. Finally, the SOR acceleration scheme for the special HSS iterative method is discussed.
Introduction
Image restoration is an important problem in several domains of applied science such as medical imaging, optics, microscopy and astronomy, and many other areas [1] [2] [3] [4] [5] [6] [7] [8] . It can be viewed as an estimation process in which operations are performed on an observed image to estimate the ideal image. Mathematically, the standard linear space-invariant model for the image restoration problems in the presence of additive noise can be expressed as a Fredholm equation of first kind integral equation gðx; yÞ ¼
hðx À n; y À gÞf ðn; gÞdndg þ nðx; yÞ; ð1Þ where gðx; yÞ is the recorded image, f ðx; yÞ is the original image, the convolution kernel hðx; yÞ is a space-invariant point spread function (PSF) and nðx; yÞ is the additive noise. In this work, the PSF is assumed to be known, but it can also be satisfactorily estimated from the degraded image [9] [10] [11] . The discretization of (1) leads to the following formulation gðx; yÞ ¼ P 1
hðx À k; y À lÞf ðk; lÞ þ nðx; yÞ:
For a bandlimited image degradation, one must make full use of not only the image in the Field of View (FOV) of the given observation but also part of the scenery in the area bordering it. Given some assumptions of the values outside FOV known as boundary conditions (BCs), Eq. (2) could be expressed in the matrix-vector equation as
where A is an n 2 Â n 2 matrix associated with the PSF and with the BCs, f is an n 2 -dimensional vector representing the original image and g is an n 2 -dimensional vector representing the blurred and noisy image. It is noted that the exact structure of the blurring matrix A depends on the imposed boundary conditions. In practice, boundary conditions are often chosen for algebraic and computational convenience. For example, the periodic boundary condition leads to a block circulant with circulant blocks (BCCB) blurring matrix. It is well known that the computations with BCCB matrices can be done very efficiently by using fast Fourier transforms (FFTs); With the zero boundary condition, the blurring matrix A has a block Toeplitz with Toeplitz blocks (BTTB) structure. Although direct methods cannot be implemented as efficiently as in the case of circulant structures, it is possible to efficiently use iterative methods, since matrixvector multiplications involving BTTB matrices can be performed very efficiently using FFTs; In the case of the reflexive boundary condition, the resulting matrix A has a block Toeplitz-plus-Hankel with Toeplitz-plus-Hankel blocks (BTHTHB) structure. It is shown that for any symmetric PSF, the blurring matrix A can always be diagonalized by the discrete cosine transform (DCT III) matrix; For the antireflexive boundary condition, the coefficient matrix A is a block Toeplitz plus Hankel plus 2 rank correction matrix, where the correction is placed at the first and the last columns. This assumption is computationally attractive because the resulting matrices from symmetric PSFs can always be diagonalized by the discrete sine transform (DST I) matrices; see [1, 4, [12] [13] [14] [15] [16] [17] for more details. In addition, there is a new mean boundary condition for image restoration problems [18] . The boundary condition can further reduce the ringing effects and keep the same C 1 continuity but lead to small error than the antireflexive boundary condition. The system (3) is typically ill-posed in the sense that the matrix A may not be invertible or it may be ill-conditioned. Usually it is solved by classic Tikhonov regularization method. The Tikhonov regularized solution is defined to be the minimizer of
where l is a penalty positive parameter (generally small, i.e., 0 < l < 1 and associated with the level of the noise) and L is an auxiliary operator chosen among the identity and low order differential operators (generally depending on the type of the noise). In this work, we limit our discussion to L ¼ I (the identity matrix). The other cases can be obtained similarly. By setting the derivative of the minimization function in (4) to zero, it follows that the problem is mathematically equivalent to solving the normal equation
Because of large size of the linear system, iterative methods are typically used to compute approximations of f. These iterative methods including a variety of conjugate gradient type methods, the Richardson-Lucy method, and many others are developed over the years [4, 6, 7, [19] [20] [21] [22] . In this paper, we propose a different approach to solving Eq. (5), based on an augmented system formulation. It is straightforward to see that the problem (5) is equivalent to the 2n 2 -by-2n 2 augmented system
where the auxiliary variable e ¼ g À Af represents a residual, i.e., the additive noise. It is obvious that Eq. (6) is a non-Hermitian positive-definite system. That is to say, z T Kz > 0 for all z 2 R 2n 2 Â2n 2 ; z -0, and therefore all the eigenvalues of K have positive real parts. For any matrix K, it can always be split into the sum of a Hermitian matrix H ¼ ðK À K H Þ. With this splitting, Bai, Golub and Ng [23] proposed the Hermitian and skew-Hermitian splitting (HSS) iterative method for non-Hermitian positive-definite systems. We will recall this method for more details in the next section. Their theoretical analysis has shown that for any positive parameter a this splitting iterative method converges unconditionally to the unique solution of the system of linear equations. The feasible inexact HSS iteration is discussed and can be adopted in actual implementations and has quite good performance. The analysis and applications about the modified HSS method are also presented in [24] [25] [26] . In our applications, since the Hermitian part H is a special diagonal matrix and the skew-Hermitian part S has a special structure, we can present a different HSS approach to solve Eq. (6), based on the Hermitian and skew-Hermitian splitting. We prove that for a given appropriate positive constant a, the special HSS method presented theoretically converges to the unique solution of the system of linear equations. Namely, for an image restoration problem, we can estimate the original image f by the special HSS iterative method for an appropriate choice a. And we observe that the spectral radius of the iteration matrix of our method is dependent on the choice of a, the regularization parameter l and the singular value of the blurring matrix A. In this work, we give the choice of the optimal parameter minimizing the spectral radius of the iteration matrix. The special HSS iterative method consists of two-half steps. It is not difficult to see that the two-half steps at each step of the special HSS iteration require finding solutions with the 2n 2 -by-2n 2 matrices aI þ H and I þ S, where H is the Hermitian part of K; S the skew-Hermitian part. However, this is too costly to be practical in actual application. To further improve computation efficiency of the special HSS iteration, we can make full use of matrix-vector multiplications to obtain the solution in the first step and employ some Krylov subspace method to solve the system of linear equations with the coefficient matrix I þ S in the second step. This paper is organized as follows. In Section 2, we present the special Hermitian and skew-Hermitian splitting iterative method. In Section 3, we analyze the convergence rate and operation cost of the presented method. The optimal parameter minimizing the spectral radius is derived and a very detailed iterative algorithm for image restoration problems is presented. Numerical examples from image restoration are used in Section 4 to illustrate the performance of our method. The SOR acceleration scheme is discussed in Section 5.
The special HSS splitting iteration
In this section, we begin by recalling some results of the classical HSS iterative method [23] . For any matrix K, it possesses a Hermitian and skew-Hermitian splitting K ¼ H þ S, where H ¼ 
where a is a given positive constant and H is the Hermitian part of K, while S is the skew-Hermitian part. It is proved that this splitting iteration converges unconditionally to the unique solution of the system of linear equations. In our applications, the Hermitian part H is a special diagonal matrix and the skew-Hermitian S has a special structure, i.e., it is made of the blurring matrix and the identity matrix:
Based on the Hermitian and skew-Hermitian splitting, in this paper we present a special Hermitian and skew-Hermitian splitting iterative method to solve Eq. (6). The special Hermitian and skew-Hermitian splitting iterative method is described as follows.
Given an initial guess x ð0Þ , for k ¼ 0; 1; 2; . . . until x ðkÞ converges, we use the following recurrence formulae:
where a is a given appropriate constant and H is the Hermitian part of K, while S the skew-Hermitian part. In (9), it is obvious that the roles of aI þ H and I þ S are equivalent. Therefore, we may first solve the system of linear equations with the coefficient matrix I þ S and then solve the system of linear equations with the coefficient matrix aI þ H.
We remark that the special HSS iterative method is different from the HSS splitting method as in the second equation we choose a ¼ 1. What is the reason for this special behavior? The reason relies upon the diagonal matrix H. As all we know, the smaller the spectral radius is, the faster the iterative method is. Since H has n 2 ones in the diagonal, I À H must have n 2 zeros in the diagonal. Hence the iteration matrix has at less n 2 zero eigenvalues. Hence only by choosing a in the first step, it is convenient for us to control the remaining n 2 eigenvalues. In this way, we will have a small spectral radius and hope to have a fast convergence rate.
The two-half steps at each step of the special HSS iteration require finding solutions with the 2n 2 -by-2n 2 matrices aI þ H and I þ S. Since H and S are highly structured, to improve computing efficiency of the special HSS iteration, we can simplify them. We observe that the iteration in the first step in (9) is equivalent to computing
It is easy to see that in the first step the solution can be obtained by matrix-vector multiplications. In the second step we can employ some Krylov subspace method to solve the system of linear equations with the coefficient matrix I þ S. The main cost of Krylov subspace methods is the operation of matrix-vector multiplications.
Convergence analysis
In this section, we study the convergence properties of the special HSS iteration and derive the optimal parameter minimizing the spectral radius. We begin by recalling some results for the convergence criterion for a two-step splitting iteration [27] .
2Þ be two splittings of the matrix A, and x ð0Þ 2 R n be a given initial vector. If x ðkÞ is a two-step splitting iteration sequence defined by Applying this lemma to the special HSS iteration, we obtain the following convergence property. 
which implies that MðaÞ has (i) an eigenvalue at 0 with multiplicity n 2 , and (ii) the other n 2 eigenvalues which are given by
where r i is the singular value of the blurring matrix A.
Therefore, it holds that qðMðaÞÞ < 1 for a > , in this way the special HSS iteration is convergent for any initial vector. Moreover, the optimal parameter
Proof. In Lemma 1, let
Since aI þ H and I þ S are nonsingular for any positive constant a, we get the equality (10) . By similarity transformation, it is easy to see that the eigenvalue distribution of MðaÞ is the same as that of
Therefore, we only need to discuss the eigenvalue distribution of NðaÞ. Since
À1 and the precise form of W is irrelevant for the argument that follows. From the structure of NðaÞ, we know that MðaÞ has n 2 zero eigenvalues and the other n 2 eigenvalues are given by
To prove that qðMðaÞÞ < 1 for some a, we first note that 
In fact,â is just the optimal choice of a. In the following we will talk about this. Now we discuss qðMðaÞÞ as follows. Case 1: If a Pâ, then
In order to make the spectral radius qðMðaÞÞ < 1, we get a > À1. Hence all a >â satisfy qðMðaÞÞ <
To minimize the spectral radius of the iteration matrix, we hope to find the optimal parameter a Ã such that a Ã argmin a qðMðaÞÞ:
We observe that qðMðaÞÞ ¼ max 
We may immediately obtain that a Ã ¼ < g where g is a very small positive value already given;
It is interesting to note that the initial value of many iterative methods for image restoration one usually use is the blurred and noisy image. The presented iterative method is the same. In particular, in the special HSS iteration, we use the solution of the first step as the initial value in the second step and vice versa.
In the following, we would like to consider the operation cost of solving Eq. (6) with the special HSS iterative method. In the first step at each iteration, we have to compute the matrix-vector multiplications Ae ðkÞ and A T f ðkÞ and scalar-vector multiplications. In the second step, we usually employ the classical GMRES method. The main cost of the GMRES method is the operations of matrix-vector multiplications, i.e., matrix-vector multiplications Ae ðkÞ and A T f ðkÞ . Since the matrices that arise in image restoration are highly structured, involving block circulant, block Toeplitz and block Toeplitz-plus-Hankel matrices, for an n Â n image, matrix-vector multiplications with the blurring matrix A 2 R n 2 Ân 2 can be done with Oðn 2 log nÞ arithmetic operations using fast Fourier transforms (FFTs).
Numerical results
In this section, some numerical tests of image restoration problems are given to illustrate the usefulness of the special HSS iterative method. All the experiments given in this paper were performed with Matlab 7.0.
In applications, the choice of the value of the regularization parameter l is a crucial and difficult problem in the theory of regularization. This point has been widely discussed in the mathematical literature. Several methods have been used to choose an appropriate value; see [4] [5] [6] 21] for details. For this work, we use a common parameter choice technique known as generalized cross validation (GCV) method which estimates l directly without requiring an estimate of the noise variance.
It is based on the concept of prediction errors. It chooses the regularization parameter minimizing the GCV function
GðlÞ ¼ kAðA
Choosing an appropriate truncation parameter by the GCV function is also a non-trivial issue. In a realistic problem, an estimate of the regularization parameter can be found by replacing A with Kronecker product based on singular value decomposition approximations in the GCV function GðlÞ [28] [29] [30] [31] [32] . We employ this method to compute the regularization parameter in this work. Of course, other approximations are also very popular. For example, in the case of the reflexive BC and antireflexive BC, one may use the blurring matrices e A constructed from symmetric part of PSFs under the same BCs to approximate A, since blurring matrices constructed from symmetric PSFs can always be diagonalized by fast transform matrices. At the same time, one usually use the approximation min kA À e Ak F for two-dimension image restoration problems under the zero BC, where the minimization is done over all matrices that are block circulant with circulant blocks (BCCB).
Another important problem in the special HSS iterative method is how to choose the optimal parameter a Ã . From the discussion in Section 3, we see that the optimal value a Ã is only determined with the smallest and the largest singular values of the blurring matrix. In this work, we can find the approximate value of a Ã by the optimal Kronecker product approximation method that is also used to compute the regularization parameter. More precisely, we first compute n 2 Â n 2 structured matrices B k and C k that minimize kA À P A k B k k F , where denotes the Kronecker product. Then it is generally feasible to calculate the singular value decomposition (SVD) of A by the small matrices B k and C k . Obviously, it has great advantage to only work with small matrices. So for an n 2 Â n 2 blurring matrix, the calculations of r 1 and r n 2 are Oðn 3 Þ in complexity. The aim of the first three numerical examples from image restoration is to give evidence of the effectiveness of the special HSS iterative method. In order to simulate the blurring operation in the three tests, we first blur the large true images with given PSFs. Then with the help of the built-in MATLAB function randn, we add 0.01 Gaussian white noise to the blur data for obtaining the blurred and noisy images. The first test data we use is shown in Fig. 1 . The true 188 Â 228 image is a cameraman and the FOV is delimited by white lines. In this test, a symmetric truncated Guassian PSF for blurring caused by atmospheric turbulence given by h ij ¼ ce
where c is the normalization constant. Similarly, the second test is given in Fig. 2 and the third test is shown in Fig. 3 . In the second test the burring function is a nonsymmetric PSF given by
if 0 6 i; j 6 12; 0 otherwise; ( where c is the normalization constant such that P i;j h i;j ¼ 1. The PSF of an astronomical telescope modeled by the so-called Moffat function is used in the third test [33] . The employed Moffat function is given by Fig. 1 . True image, PSF and blurred image with noise of Test 1.
where s 1 ¼ 7, s 2 ¼ 9, b ¼ 5 and i; j ¼ 1; 2; . . . ; 60, and c is the normalization constant. We evaluate the presented method using the peak signal-to-noise ratio (PSNR) which compares the restored image f with the original image f true . It is defined by PSNR ¼ 10log 10
, where the size of the restored image is n Â n. The results for the three tests are given in Tables 1 and 2 . In Table 1 , the approximate optimal parameters based on the optimal Kronecker product approximations method are shown for the three examples. The approximate results we obtain are acceptable, because we know that r 1 is equal to one or approximate one for periodic BCs, reflexive BCs, mean BCs and zero BCs, while r n 2 is zero for a large enough n. So in the previous three BCs a Ã is equal to about 1 3 , with one exception equal to 0.429. But for another two BCs, it is not possible to draw the same conclusion, since the blurring matrices under the two BCs may have the largest singular value than one. In the three tests, we chose s ¼ 10 À6 and g ¼ 10 À6 of Algorithm 1. The numbers of the outer iteration M for the special HSS iterative method in the three tests are 10, 20 and 15, respectively. We find that the average numbers of the inner GMRES iteration are about 15. The PSNR for the blurred image of the three tests are 25.74, 23.79 and 24.81, respectively. From Table  2 , we observe that the reflexive BC, mean BC and antireflexive BC preform somewhat comparably to the other two BCs. Using the three test images, we observe that our method provides a very good performance. Figs. 4-6 show the results of restoration based on the special HSS iterative method with five frequently used BCs. As shown in Figs. 4-6 , our algorithm generates high quality restoration results. In addition, as expected, the reflexive BC, mean BCs and antireflexive BC have addressed the problem of ringing effects at the image boundary.
In the fourth test, we compare the performance of the special HSS iterative method with the other two popular regularization methods. The true image is 128 Â 128 Â 27 simulated MRI of a human brain, available in the the Matlab Image Processing Toolbox. Restoration of this image was used as a test problem in [34] . To produce the distorted image, we build an out-of-focus PSF using the function psfDefocus with dim = 9 and R = 4 in [4] , and convolve it with the MRI image, then add 2% Gaussian noise to the result. The test data we use is shown in Fig. 7 .
In this test, we consider restoring the distorted image with three different methods under the zero BC. The blurring matrix A constructed from the zero BC has a block Toeplitz with Toeplitz blocks structure. We know that the choice of the regularization parameter based on the GCV method is not suitable when the zero BC is imposed. We employ the Kronecker product approximation method to find the regularization parameter; see [35] for more details. Using the same method, we can also obtain an approximate optimal parameter a Ã of the special HSS iterative method. Fig. 8(c) is determined after 25 outer iterations of the special HSS iterative method. Fig. 8(a) and Fig. 8(b) are computed by the truncated singular value decomposition (TSVD) method and the Tikhonov regularization method based on the Kronecker product approximation, respectively. The two methods are widely used in the literature; see [4, 28, 29] . In Fig. 8 , we show the relative error of the restored images , where f is the original image and f l is the restored image of regularization methods with truncation parameter l. We see from Fig. 8 that by using the special HSS iterative method, the relative error is the smallest. This numerical test shows the special HSS iterative method to give restored images of higher quality than the other two popular methods.
In the fifth experiment, we consider the problem of obtaining an image of an astronomical object from a ground based telescope. The aim of this test is to illustrate the efficiency of employing the special HSS iterative method over the classical HSS iterative method. In such problems the observed image is degraded by blurring (caused by atmospheric turbulence and optical limitations of the telescope mirrors) and noise. This simulation problem obtained from the Space Telescope Science Institute was widely used for testing image restoration algorithm [34, 36] . The test data we use is displayed in Fig. 9 . The Keck telescope PSF is given on the center of Fig. 9 . The 6% Gaussian noise is added to the blurred image. The blurred and noisy image is given on the right of Fig. 9 and its corresponding true image, on the left.
In this test, we employ the periodic BC to construct the blurring matrix A. In this way, the regularization parameter is easily determined by the GCV method for both iterative methods. In the classical HSS iterative method, the optimal parameter a Ã minimizing the bound of the iteration matrix is just equal to the regularization parameter l. The optimal parameter a Ã for the special HSS iterative method can be computed by two-dimensional fast Fourier transformations (FFTs); see [4] for more details. Fig. 10 shows the relative norm of the residual ke ðkÞ k=ke ð0Þ k versus outer iteration number k resulted from the two iterative methods with their optimal parameters, where e ðkÞ ¼ g À Af ðkÞ . It is clear to see from Fig. 10 that the convergence of the special HSS iterative method is faster than that of the classical HSS iterative method. We give the computed images determined after 25 outer iterations of the two iterative methods in Fig. 11 . The restored effect using the special HSS iterative method is visually better than the classical HSS iterative method. We find that the CPU time for obtaining the restored image by the special HSS iterative method is less than the classical HSS iterative method, since the number of the inner iterations of the former is far less than the latter.
SOR acceleration
In this section, we will establish an SOR acceleration scheme for the special HSS iterative method. Letting A, H and S be as defined in the second section, we consider the following system: 
In fact, the block system is equivalent to the system (6); see [25] . We have the following theorem. (11), then x Ã ¼ y Ã and x Ã is the exact solution of (6). Proof. It suffices to show that the coefficient matrix in (11) we know that SðaÞ is a nonsingular matrix for a given a. Therefore, CðaÞ is a nonsingular matrix for a given already a.
In order to solve the block 2-by-2 linear system, we can try to consider the block Jacobi iteration, which is defined as follows: 
In order to improve the convergence of the block Jacobi iteration, we consider the block SOR iteration, which is defined as follows: 
In fact, the choice of x ¼ 1 in the SOR method results in the block Gauss-Seidel iteration for solving the block 2-by-2 linear system. We can obtain qðL 1 ðaÞÞ ¼ ðqðJðaÞÞÞ 2 ¼ qðMðaÞÞ, that is, the asymptotic convergence rates of the block Gauss-Seidel iteration and the special HSS iteration are the same, and are twice that of the block Jacobi iteration. There exists a functional relationship between the eigenvalues of the block Jacobi matrix JðaÞ and the block SOR matrix L x ðaÞ. It has been proved in [37] that, if x -0; k is a nonzero eigenvalue of the matrix L x ðaÞ and m satisfies ðk þ x À 1Þ 
Conclusion
We are concerned with an ill-posed deconvolution problem from image restoration in this paper. We establish the special HSS iterative method to solve the system of linear equations from image restoration, based on the augmented system formulation. Theoretical analysis shows that for any initial guess the special HSS iterative method converges to the unique solution of the system for a wide range of the parameter a. The choice of the optimal parameter a Ã which ensures a fast convergence is derived. In the presented algorithm for image restoration, we apply the optimal parameter, since the approximate value of the optimal parameter can be easily obtained with the optimal Kronecker product approximation method. The presented numerical examples from atmospheric turbulence, medical image processing and astronomical telescope illustrate the efficiency of our method. At last, we discuss the SOR acceleration method. The practical implications of the SOR acceleration method will be the subject of a follow-up paper.
