A fully combinatorial 2-approximation algorithm for precedence-constrained scheduling a single machine to minimize average weighted completion time  by Pisaruk, N.N.
Discrete Applied Mathematics 131 (2003) 655–663
www.elsevier.com/locate/dam
Note
A fully combinatorial 2-approximation algorithm
for precedence-constrained scheduling a single
machine to minimize average weighted
completion time
N.N. Pisaruk 1
Universit	e Henry Poincar	e, LORIA, B.P. 239, F-54506 Vandoeure-les-Nancy, France
Received 6 August 2001; received in revised form 16 December 2002; accepted 2 January 2003
Abstract
We study the problem of scheduling a single machine with the precedence relation on the set
of jobs to minimize average weighted completion time. The problem is strongly NP-hard. The
0rst combinatorial 2-approximation algorithm for this scheduling problem was developed by the
author in 1992 (in fact, this algorithm solves a more general problem). Here we give an e4cient
implementation of this algorithm and show that its running time is O(nMF(n; m)), where n is
the number of jobs, m is the number of arcs in the precedence relation graph, and MF(n; m)
denotes the complexity of the maximal 6ow computation in a network with n nodes and m arcs.
Thus, our algorithm is competitive to the best 2-approximation algorithms for this scheduling
problem developed starting since 1997.
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1. Introduction
We consider the problem of scheduling a single machine with the precedence relation
on the set of jobs to minimize the total weighted job completion time. Formally, we are
given a set of n jobs where job j has a processing time pj ¿ 0 and a weight wj¿ 0.
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Precedence relations on the set J = {1; : : : ; n} of jobs are given by an acyclic directed
graph (digraph) H = (J; A) with m = |A| arcs; if in H there exists a path from j to
i, then we may not begin processing job j until job i is completed. The jobs must be
processed without interruption, and the machine can process at most one job at a time.
The objective is to schedule the jobs so as to minimize
∑
j wjCj, where Cj denotes
the completion time of job j in the schedule. In the scheduling notation introduced by
Graham et al. [4] the problem is denoted as 1|prec|∑ wjCj. It is strongly NP-hard.
In 1992 [8] we presented a 2-approximation algorithm for the submodular ordering
problem. Since 1|prec|∑ wjCj is a special case of the submodular ordering prob-
lem (Example 2 in [8]), our algorithm was the 0rst constant factor combinatorial
approximation algorithm for this scheduling problem. Five years later Hall et al. [5]
proposed algorithms based on solving diKerent linear programming relaxations of the
problem. These are not fully combinatorial algorithms, in which one wishes to restrict
the operations to ordered ring operations, instead of ordered 0eld operations. Later,
Chudak and Hochbaum [3] showed a half integral linear programming relaxation that
can be solved using minimum cut computations, and thus this yields a combinatorial
2-approximation algorithm. In 1999 Chekuri and Motwani [2] gave another combi-
natorial 2-approximation algorithm. In fact, although formulated in diKerent terms, the
algorithm in [2] is a variation of our algorithm in [8] being applied to 1|prec|∑ wjCj.
Both methods produce a partition (J1; J2; : : : ; Jk) of the set of jobs J ; then in turn, for
i = 1; : : : ; k, jobs from Ji are processed in any order consistent with the precedence
relation. The main advantage of our method in [8] is in that it builds a partition of
the maximal length k (see Remark 6) in a some naturally de0ned class of partitions
(note that the partitions produced by the algorithm from [2] belong to this class as
well). Although this property does not help to improve the performance ratio of 2, in
general, more re0ned partitions yield better approximations.
In this paper we present an e4cient implementation of our algorithm in [8]. The
algorithm is fully combinatorial and runs in O(nMF(n; m)) time, where MF(n; m)
denotes the complexity of the maximal 6ow computation in a network with n nodes
and m arcs (see [1]). To the best of our knowledge, this is the fastest 2-approximation
algorithm for the problem. To make the presentation clearer for the readers not familiar
with the submodular optimization, our present description and analysis of the algorithm
is based only on some well known results from the graph theory.
The organization of the paper is as follows. In Section 2, we discuss the main idea
of our approach. In Section 3, we present some results on ring families and minimal
closed sets in digraphs, which we need in Section 4, where we describe our method
in detail.
2. Our approach
In this section we outline our solution approach in [8] in connection with the schedul-
ing problem 1|prec|∑ wjCj which is given by a triple (H = (J; A); p; w).
A permutation  : J → J is a topological ordering of digraph H , if (i; j)∈A implies
that (i)¿(j). Let TO(H) denote the set of all topological orderings of H . Each
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permutation from TO(H) de0nes a feasible schedule. Therefore 1|prec|∑ wjCj can
be written as the following optimization problem:
min
∈TO(H)
p;w(); (1)
where
p;w()
def=
n∑
i=1
w({(i); : : : ; (n)})p(i)
and, for u∈RJ , X ⊆ J , u(X ) denotes the sum ∑j∈X uj.
A set X ⊆ V is called closed in digraph H if there is no arc leaving X (an arc
leaves a set if its tail belongs to the set and its head does not). Let LE(H;p; w) denote
the lower envelope of the following set of points in the (x; y) plane:
D(H;p; w)def= {(p(X ); w(J \ X )) :X is closed in H}:
A chain of length l with ground set J is a list CH = [X1; : : : ; Xl] of subsets of J such
that Xi ⊂ Xi+1 for i= 1; l− 1. When estimating the complexity of algorithms, we will
implicitly assume that the chain CH is stored as the list [X1; X2 \ X1; : : : ; Xl \ Xl−1].
Theorem 1. Given an instance (H=(J; A); p; w) of the problem 1|prec|∑wjCj. There
exists a chain CH =[∅=X0; X1; : : : ; Xk=J ] of closed sets in H such that all the points
(p(Xi); w(J\Xi)) (i=0; : : : ; k) lie on LE(H;p; w) and the all breakpoints of LE(H;p; w)
are among them.
This theorem is a specialization of Theorem 8 in [8]. Besides, we prove it in Section
4 when analyzing a procedure that computes a chain CH with the properties of Theorem
1. Such a chain is called a lower envelope chain. We also say that a permutation  : J →
J is an extension of a chain [Y1; : : : ; Yl] if {(1); : : : ; (|Yi|)}= Yi for i = 1; : : : ; l.
We de0ne schedule-by-lower-envelope-chain algorithm: compute a lower envelope
chain CH=[∅=X0; X1; X2; : : : ; Xk=J ]; choose as a schedule any extension ∈TO(H) of
the chain CH . In other words, we process, in any order consistent with the precedence
relation, 0rst the jobs from X1, next the jobs from X2 \ X1, and at the end the jobs
from Xk \ Xk−1.
Theorem 2 (Pisaruk [8]). Schedule-by-lower-envelope-chain is a 2-approximation al-
gorithm for 1|prec|∑ wjCj.
Proof (Sketch). For a chain CH =[∅=X0; X1; X2; : : : ; Xl= J ], let Pp;w(CH) denote the
polygon in R2 given by the following list of points:
[(0; 0); (0; w(J )); (p(X1); w(J ));
(p(X1); w(J \ X1)); (p(X2); w(J \ X1)); : : : ;
(p(Xl−1); w(J \ Xl−1)); (p(J ); w(J \ Xl−1); (p(J ); 0); (0; 0)]:
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Fig. 1. Illustration to proof of Theorem 2.
If a permutation  : J → J is an extension of CH , then, since wj¿ 0 and pj ¿ 0 for
all j∈ J , Pp;w(ch()) ⊆ Pp;w(CH), where
ch() def= [∅; {(1)}; {(1); (2)}; : : : ; {(1); : : : ; (n)}]:
Let
LD(H;p; w) def= {(x; y)∈R2+ : ∃(xˆ; yˆ)∈LE(H;p; w); x6 xˆ; y6 yˆ}
be the region in R2 restricted by the coordinate axis and from the above by LE(H;p; w).
For any chain CH of closed sets in H , the set LD(H;p; w) is contained in the set
Pp;w(CH). In particular,
ar(LD(H;p; w))6 ar(Pp;w(ch())) = p;w() for any ∈TO(H);
where ar(S) denotes the area of a bounded set S ⊂ R2. Therefore, the value of
ar(LD(H;p; w)) is a lower bound on the optimal objective value of problem (1).
Finally, if CH is a lower envelope chain and ∈TO(H) is an extension of CH ,
then (see also Fig. 1)
ar(LD(H;p; w))6 ar(Pp;w(ch())) = p;w()
6 ar(Pp;w(CH))6 2 ar(LD(H;p; w)):
To prove that the bound of 2 is tight, consider the following example. Let k be a
positive integer, and &¿ 0 be a small real number. Precedence relations on the set of
jobs J=(0; 1a; 1b; : : : ; ka; kb), processing times and weights of the jobs are the following:
0 ≺ j a ≺ jb; j = 1; : : : ; k;
p0 = 1; w0 = 0;
paj = 1− &; wj a = 0; pjb = &; wjb = 1; j = 1; : : : ; k:
It can be easily veri0ed that the only lower envelope chain is CH = (∅; J ). Thus,
the algorithm may produce any feasible schedule, say, that given by the permutation
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˜ = (0; 1a; : : : ; ka; 1b; : : : ; kb). An optimal schedule is given by the permutation opt =
(0; 1a; 1b; : : : ; ka; kb). The ratio
p;w(˜)
p;w(opt)
=
(1− &=2)k2 + (1 + &=2)k
(k2 + 3k)=2
= 2− &− 4(1− &)
k + 3
tends to 2− & as k grows.
3. Minimal closed sets
Let V be a 0nite set. A subset family R ⊆ 2V (where 2V denotes the set of all
subsets of V ) is called a ring family (with ground set V ) if, for each pair X; Y ∈R,
X ∩ Y and X ∪ Y are both in R. Ring families are usually represented by means of
digraphs.
Let R(G) denote the set of all closed sets in a digraph G= (V; E). It is well known
that R(G) is a ring family. Conversely, if R is a ring family with a ground set V , then
R= R(G(R)) where G(R) = (V; ER) and
ER def= {(v; w) : v; w∈V; w∈Rv}:
Here Rv denotes the minimal (by inclusion) set in R containing v∈V .
Given a digraph G=(V; E) and a cost function c :V → R; the minimum cost closed
set problem is the following optimization problem:
,(G; c) def= min{c(X ) :X ∈R(G)}:
A closed set X of cost c(X )=,(G; c) is called minimal (with respect to c). It is easy
to show that the set R(G; c) def= {X ∈R(G) : c(X ) = ,(G; c)} of the all minimal closed
sets is a ring family. Later on we will need the following simple lemma.
Lemma 3. Given a digraph G = (V; E) and cost functions c; w :V → R such that
c(v)¿w(v) for all v∈V ; for any sets X ∈R(G; c) and Y ∈R(G;w), X ⊆ Y .
Proof. Let X ∈R(G; c) and Y ∈R(G;w). If X * Y , then w(X \ Y )¿ 0; otherwise,
w(X ∪Y )=w(Y )+w(X \Y )¡w(Y ) and, since X ∪Y ∈R(G), this is a contradiction to
the assumption that Y ∈R(G;w). On the other hand, since X ∩Y ∈R(G), the inequality
c(X ) = c(X \ Y ) + c(X ∩ Y )
= w(X \ Y ) + (c(X \ Y )− w(X \ Y )) + c(X ∩ Y )
¿c(X ∩ Y )
contradicts to the assumption that X ∈R(G; c).
In [6] Picard reduced the minimum cost closed set problem in a digraph G= (V; E)
with a node cost function c :V → R to the maximal 6ow problem in the 6ow network
N (G; c) = (Gc;s; t = (V ∪ {s; t}; Ec;s; t = E ∪ Es ∪ Et); u; s; t) where s and t are two new
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nodes not previously in V , the arc sets Es, Et , and the capacity function u :Ec;s; t → R
are de0ned as follows:
Es def= {(s; v) : v∈V; c(v)¡ 0};
Et def= {(v; t) : v∈V; c(v)¿ 0};
u(v; w) def=∞; (v; w)∈E;
u(s; v) def= − c(v); (s; v)∈Es;
u(v; t) def= c(v); (v; t)∈Et:
There exists a one to one correspondence between minimal closed sets in G (with
respect to c) and minimal (s; t)-cuts in Gc;s; t (with respect to u). Namely, if a set of
nodes s ∪ S de0nes a minimal (s; t)-cut in Gc;s; t , then S is a minimal closed set in G.
Next, we show how to e4ciently represent the ring family R(G; c). Let f :Ec;s; t → R
be a maximal 6ow in N (G; c). Consider its residual graph Gc;s; tf = (V ∪ {s; t}; Ec;s; tf )
de0ned by
Ec;s; tf
def= {(v; w) : (v; w)∈Ec;s; t ; f(v; w)¡u(v; w)}
∪ {(v; w) : (w; v)∈Ec;s; t ; f(w; v)¿ 0}:
Let V1; : : : ; Vk ; Vk+1 be the sets of nodes of the strongly connected components of G
c;s; t
f ;
assume that s∈V1 and t ∈Vk+1. Set N = {1; : : : ; k} and de0ne a digraph G˜ = (N; E˜),
where an arc (i; j) belongs to E˜ if in Gc;s; tf there exists an arc (v; w) leaving Vi (v∈Vi)
and entering Vj (w∈Vj). In other words, digraph G˜ is obtained from digraph Gc;s; tf
by deleting nodes Vk+1, contracting each set Vi into a single node i (i= 1; : : : ; k), and
removing loops and parallel arcs. Now, a set of nodes s∪S de0nes a minimal (s; t)-cut
in Gc;s; t if and only if there exists Y ∈R(G˜) such that s ∪ S =⋃i∈Y Vi [7]. Therefore,
setting S1 = V1 \ {s}, Si = Vi for i = 2; : : : ; k, we have
R(G; c) =
{⋃
i∈Y
Si :Y ∈R(G˜)
}
: (2)
Next, we show how to e4ciently compute a maximal chain in R(G; c), i.e., a chain
of sets in R(G; c) of maximal length. Given a representation ({Si}ki=1; G˜) of R(G; c)
such that (2) is valid; every maximal chain in R(G; c) is of the form
CH def=
[
S(1); S(1) ∪ S(2); : : : ;
k⋃
i=1
S(i)
]
;
where  :N → N is a topological ordering of G˜.
Summarizing, we formulate the following lemma.
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Lemma 4. Given a digraph G(V; E) and a cost function c :V → R. There exists an
algorithm which in time O(MF(|V |; |E|)) computes a maximal chain in R(G; c).
Proof. To compute a maximal chain in R(G; c), we do the following.
1. Build the 6ow network N (G; c) (in time O(|V |+ |E|)).
2. Compute a maximal 6ow f in N (G; c) (in time O(MF(|V |; |E|))).
3. Find the strongly connected components of Gc;s; tf (in time O(|V |+ |E|) [9]).
4. Construct the graph G˜ and 0nd its topological ordering  (in time O(|V |+ |E|) [9]).
5. Build the chain CH (in time O(|V |)).
Thus, the overall time complexity is O(MF(|V |; |E|)).
4. Lower envelope chains
In this section we present a procedure that, for input (H = (J; A); p; w), computes
a lower envelope chain CH . The idea of the algorithm is very simple. We know in
advance the 0rst (0; w(J )) and the last (p(J ); 0) points on the lower envelope curve
LE(H;p; w). In order to compute some other points on LE(H;p; w), we draw the line
w(J )x+p(J )y=w(J )p(J ) through these two points, and minimize the linear objective
w(J ) x + p(J )y over D(H;p; w). The latter optimization problem can be formulated
as follows
min
X∈R(H)
w(J )p(X ) + p(J )w(J \ X )
=p(J )w(J ) + min
X∈R(H)
w(J )p(X )− p(J )w(X ):
Therefore, for any X ∈R(H;w(J )p − p(J )w), the point (p(X ); w(J \ X )) lies on
LE(H;p; w). In particular, if CH0=[X0; X1; : : : ; Xk ] is a maximal chain in R(H;w(J )p−
p(J )w), the points (p(Xi); w(J \Xi)) (i=0; : : : ; k) are situated on LE(H;p; w). More-
over, since pj ¿ 0 for all j∈ J , (p(X0); w(J \ X0)) and (p(Xk); w(J \ Xk)) are break-
points of LE(H;p; w). Further, since all the points (p(Xi); w(J \ Xi)) (i = 0; : : : ; k) lie
on the same line, there is no other breakpoint among them. Next, we recursively call
this procedure to compute lower envelope chains CH1 and CH2, respectively, for the
inputs (H (X0) = (X0; A(X0)); p; w) and (H (J \ Xk) = (J \ Xk; A(J \ Xk); p; w), where,
for X ⊆ J , A(X ) denotes the subset of arcs from A with both ends in X . Now it is
only left to appropriately concatenate these three chains CH1, CH0, and CH2 setting
CH = CH1 & [X1; : : : ; Xk−1] & (CH2 unionmulti Xk):
Here, for a list L= [Y1; : : : ; Yk ] and a set Y , Lunionmulti Y denotes the list [Y1 ∪ Y; : : : ; Yk ∪ Y ].
A formal description of the procedure, called LE chain, is given in Fig. 2.
Theorem 5. For an input (H = (J; A); p; w), procedure LE chain in Fig. 2 computes
a lower envelope chain in O(|J |MF(|J |; |A|)) time.
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Fig. 2. Computing lower envelope chain.
Proof. Actually, a signi0cant part of the proof of the correctness of the procedure, i.e.
that its output CH is really a lower envelope chain, has been done during the description
of the algorithm. It is only left to prove the correctness of the “concatenation step”.
To do this, it is enough to prove that (a) if a point S = (p(X ); w(J \ X )) lies on
LE(H;p; w) to the left of the point S0 = (p(X0); w(J \ X0)), then X ⊂ X0; (b) if a
point (p(Y ); w(J \Y )) lies on LE(H;p; w) to the right of the point (p(Xk); w(J \Xk)),
then Xk ⊂ Y .
Let us consider case (a); case (b) is quite similar. Assume that X ∈R(H; 2p −
w) and X0 ∈R(H; 20p − w), i.e., the points S and S0 lie on the line segments of
LE(H;p; w), respectively, with slopes 2 and 20 =w(J )=p(J ). Since S is to the left of
S0, p(X )¡p(X0) and 2¿20. Therefore, by Lemma 3, we conclude that X ⊂ X0.
To complete the proof, let us estimate the running time of the procedure. Since any
chain with ground set J may contain at most |J | + 1 elements, there may be O(|J |)
recursive calls on LE chain. At each call the dominating operation is computing a
maximal chain in R(G;w(J )p − p(J )w) which, by Lemma 4, takes O(MF(|J |; |A|))
time. Thus, the overall running time of the procedure is O(|J |MF(|J |; |A|)).
Remark 6. Algorithm LE chain in Fig. 2 builds a lower envelope chain of maximal
length. For a proof of this fact we refer to [8].
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