Joint diagonalisation (JD) is an effective tool in many signal processing applications. A non-unitary JD method is proposed to estimate the twodimensional (2D) frequencies. Experiments show that the proposed algorithm achieves good performance and the estimated 2D frequencies can be paired automatically.
Introduction: Two-dimensional frequency estimation is a classical problem encountered in sonar, radar and wireless communications. Rao and Kung first recognised the low-rank structure in 2D frequency estimation and proposed the state-space method [1] . The matrix enhancement and matrix pencil (MEMP) method [2] effectively decomposes the 2D estimation problem into two related 1D problems, and then the proposed trial-and-error scheme is used to solve the problem of pairing the estimations. The algebraically coupled matrix pencil (ACMP) method [3] estimates the 2D frequencies by the efficient ESPRIT-like subspace algorithm. The well known 2D ESPRIT method [4] directly estimates the signal frequency pairs without an additional step to pair the frequencies related to each dimension. It exploits the JD of two matrices and is more accurate than ACMP, while it suffers from bad estimates of covariance. Recently, Zhou et al. generalised the multistage decomposition algorithm [5] and presented a novel iterative algorithm [6] to estimate the automatically paired 2D frequencies. In this Letter, we estimate the 2D frequencies by an efficient non-unitary JD method; the estimated 2D frequencies can be paired automatically. Simulations demonstrate the performance improvements of the proposed algorithm.
Problem formulation: The received 2D frequency data is often modelled as [4] :
where 0 m M À 1; 0 n N À 1 and the subscript k ðk ¼ 1; Á Á Á ; KÞ denotes the signal delay. The model of noiseless data x k ðm; nÞ is described by
The signal x k ðm; nÞ consists of P 2D sinusoids defined by the normalised 2D frequencies ff 1p ; f 2p g; ð p ¼ 1; Á Á Á ; PÞ. fs p g; ð p ¼ 1; Á Á Á ; PÞ represents the complex amplitudes. n k ðm; nÞ represents the 2D zero-mean complex Gaussian white noise with variance s 2 . Let X k ¼ ½½x k ði À 1; j À 1Þ i; j M ;N denote the M Â N noiseless data matrix formed by sample data x k ðm; nÞ, where ½x k ði À 1; j À 1Þ i; j denotes the (i, j)th element of matrix X k : X k can be expressed in matrix form as
where
. In the following, we introduce matrices Ā and A, which symbolise a matrix A after omission of its first and last row, respectively. Similarly jA and Aj will denote the matrix A with the first and last column omitted, respectively. Then we haveL ¼ LF 1 ;R ¼ RF 2 . For the noiseless data X k , the following equations hold:
Equations (4a -4d) can be combined into the following formula:
Dimension-reducing: Let C ¼ P K k¼1 X ðkÞ, and let the singular value decomposition (SVD) of C be given by C ¼ UDV H , where
Thus the P principal left singular vectors consist of the following dimension-reducing matrices: E ¼ ½u 1 ; u 2 ; Á Á Á ; u P ; F ¼ ½v 1 ; v 2 ; Á Á Á ; v P . Pre-multiplying and post-multiplying X ðkÞ ¼ LLðkÞR T ðk ¼ 1; 2; Á Á Á ; KÞ by E H and F, respectively, yields (6) , where
Cost function: On the basis of the least-squares criterion, we establish the cost function described in (7), where i i ; r i represent the ith column vector of matrix b L and b R respectively. The cost function J is a typical quadratic function if two of the three parameter subsets b L; LðkÞðk ¼ 1; 2; Á Á Á ; KÞ; b R are fixed, since a quadratic function has only one global minimum-value point with explicit closed form. Thus, when we fix the two subsets of b L; LðkÞ and b R, the remaining parameter subset can be easily obtained by minimising cost function (7):
J ð b L; Lð1Þ; Lð2Þ; Á Á Á ; LðKÞ; b RÞ 
The (i, j)th element of matrix A is a ij ¼ i 
Substep 3: Let b L h and L h ðkÞ be fixed, by differential J with respect to b R H h ; the estimation of b R h can be expressed aŝ
Repeat substeps 1, 2 and 3 until kb L h Àb L hÀ1 k , 1ð0 , 1 ( 1Þ. Once the algorithm has been convergent in the Hth step iteration, it is easily shown thatL
where † denotes Moore-Penrose pseudoinverse. Let ' i; j indicate the (i, j)th element ofL; the frequenciesf 1p can be obtained aŝ
Experimental results: We tested our algorithm to make a comparison with the 2D ESPRIT and multistage decomposition algorithm. For these simulations, we fix M ¼ 20; N ¼ 18; K ¼ 3 (there are four matrices in each k, K ¼ 3 indicates 12 matrices are used), s p ¼ 1ðp ¼ 1; . . . ; PÞ and ð f 11 ; f 21 Þ ¼ ð0:16; 0:16Þ; ð f 12 ; f 22 Þ ¼ ð0:20; 0:20Þ; ð f 13 ; f 23 Þ ¼ ð0:24; 0:24Þ ; note that the frequency separation is 0.04, which is smaller than the Fourier capacity 1/M ¼ 0.05. Let N represent the numbers of independent trials. The frequency estimation root-mean-square error is defined as RMSE ¼ 10 log 10 1 N P N n¼1 1 2P
dB ð15Þ Fig. 1a shows RMSE as a function of SNR, and Fig. 1b -d show the 2D plots of the estimated 2D frequencies. All the results have been averaged over 100 Monte Carlo runs. It is clearly seen that the proposed algorithm provides increased estimation accuracy. There are two intuitive reasons for this: first, the proposed algorithm makes use of a set of data matrices while the multistage decomposition algorithm uses only four of them; and secondly, each iteration of multistage decomposition algorithm derives an approximate solution, which results in error propagation and a performance descent. Our algorithm eliminates the error propagation because each iteration poses a typical least square problem with a unique closed solution. Conclusions: A high precision non-unitary joint diagonalisation algorithm has been presented; simulation results have proved its effectiveness.
