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Quadratic forms
Let K be a number field, i.e. a finite extension of Q. Let
N

F(X, Y) =

N

L L

JijXi"Yj

i=lj=l
be a symmetric bilinear form in N
ables with coefficients in K. Write

>

2 vari-

F(X) = F(X, X)
for the associated quadratic form. We will
also write F for the symmetric coefficient
matrix (/ij) 1 <i,j<N· Notice that

F(X, Y) = XtFY.

Clearly,

F(D) = O.
We will say that F is isotropic over K if it
has a non-trivial zero with coordinates in K.
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How ca n we tell if F is isotropic over K?
A criterion is provided by the famous HasseMinkowski theorem: F is isotropic over K if
and only if it is isotropic over every completion of K.
Th is is an exa m pie of a non-effective statement: it provides no information about nontrivial zeros of F over K, only a criterion for
their existence. We will be interested in effective questions, such as the following.

Question 1. Assuming F is isotropic over K,
how do we find a non-trivial zero of Faver
K?
More generally, let Z C KN be a subspace of
K N of dimension L, 1 < L < N. We write
(Z, F) for the quadratic space defined on Z
by F.
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We say that (Z, F) is isotropic if there exists 0 ;;j= x E Z such that F(x) = 0; we call
(Z, F) anisotropic otherwise. A subspace V
of (Z, F) is called totally isotropic if
F(V) = O.
All maximal totally isotropic subspaces have
the same dimension, called Witt index of
(Z, F).

Question 2. If (Z, F) is isotropic, how do we
find a maximal totally isotropic subspace of
(Z, F)?
We generalize further. Two points x, y E Z
are said to be orthogonal with respect to F
if
F(x, y) =

o.

In the same manner, we can talk about orthogonal subspaces of Z, where orthogonality will always be meant with respect to F.
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If two subspaces, V and W of Z are orthogonal, we will write
V-.lW

for their orthogonal direct sum.
The singular component of (Z, F) is the subspace

Zl-

= {x E Z

: F(x, y)

=0

V Y E Z},

so Zl- is orthogonal to every subspace of Z.
The rank of F on Z is

r=L-dimKzl-.
If Zl- = {O}, we say that (Z, F) is nonsingular or regular: in this case r = L.
A subspace IBI = spanK{x, y}, where x, y E Z
are such that

F(x)

= F(y) = 0,

F(x, y)

= 1,

is called a hyperbolic plane.
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Witt Decomposition: Let k be the Witt
index of (Z, F). There exist hyperbolic planes
IHIl,' .. ,IHIk and an anisotropic subspace W of
Z such that
Z = Z..l -.l IHI1 -.l . . . -.l IHIk -.l W

Example. Let (Q4, F) be the quadratic space
given by symmetric matrix

F=

a a
a a
a a 1 a
a a a -1
1 1
1 1

In other words,

F(X, Y) = (Xl +X2)(Yl +Y2)+X3Y3-X4Y4,
and so

F(X) = Xf + X1 + X1- X~ + 2XlX2·
Notice that the rank of F on Q4 is equal to
3, and
1
-1

a
a
6

Let
1
0
0
1

xl =

' x2

=

0
0
-1
-1

' Y=

1
0
1
1

,

then

and

F(Xl, y) = F(X2, y) = 0, F(y) = 1.
Therefore IBI = spanQ{xl' X2} is a hyperbolic
plane, W = spanQ{Y} is anisotropic, IBI and
Ware orthogonal. Hence

spanQ

1
-1
0'

o

1
0
0

,spanQ

1
-1

0
0

o

-1
-1

1

o '

are maximal totally isotropic subspaces of
(Q4, F), and

Q4 = (Q4) 1- -l IBI -l W
is a Witt decomposition for (Q4, F).
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Witt decomposition for a quadratic space is
not unique.

Question 3. How do we find a Witt decomposition for a quadratic space?

In what follows we demonstrate an approach
to Questions 1, 2, and 3 which not only suggests a search algorithm for objects in question, but also proves the existence of such
objects with special nice arithmetic properties.
For this we need to introduce the machinery
of height functions.
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Number fields
Let K be a number field of degree d = [K :
Q] over Q. An absolute value on K is a
function I I : K ---+ JR>o such that for all x, y E
K we have:

(1) Ixl

>0

with equality if and only if x = 0,

(2) Ixyl = IxllYl,
(3) Triangle inequality: Ix + yl

<

Ixl

+ Iyl·

Sometimes (3) can be replaced by the stronger
property:

(4) Ultrametric inequality:
Ix

+ yl < max{lxl, Iyl}·

If I I satisfies (1), (2), (3), but fails (4), we
say that it is archimedean absolute value; if
it satisfies (4), it is called non-archimedean.
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Example. The trivial absolute value:

lal -

{O if a
1 if a

= 0,
¥=

O.

We can define an equivalence relation on the
set of all absolute values on K by writing
I 11
112 if there exists () E IR>o such that
f'.J

lal1

= lal~

for all a E K. The trivial absolute value is
only equivalent to itself, and the equivalence
classes of non-trivial absolute values on K are
called places.
An archimedean absolute value can only be
equivalent to an archimedean one, and nonarchimedean to non-archimedean, so we will
talk about archimedean and non-archimedean
places. We write

MCK) = MooCK) U MoCK)
for the set of all places of K with MooCK)
being the set of all archimedean and MoCK)
the set of all non-archimedean ones.
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Example. The only archimedean absolute
value on Q, up to equivalence, is the usual
one, which we will denote by I 100' The
non-archimedean absolute values on Q, up
to equivalence again, are in correspondence
with integer primes: for each prime p, the
p-adic absolute value I Ip on Q is defined by
m

= pe(n)-e(m),

np

r;:

for each reduced fraction
E Q, where pe(m)
and peen) are the largest powers of p dividing
m and n respectively.
In a similar, although more techinical, manner one can construct absolute values on any
number field K. All absolute values on K extend absolute values on Q, i.e. if I I is an
absol ute va I ue on K then there exists an absolute value I I' on Q such that I I restricted
to Q is I I'·
Equivalent absolute values induce the same
metric topology on K. Hence, if v E M(K),
we will write K v for the completion of K
with respect to v.
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For each v E M(K), the local degree of K
at v is

dv = [Kv : Qv].
If absolute values from v E M(K) extend absolute values from u E M(Q), we write vlu.
Then for each u E M(Q),

L

dv

=d=

[K : Q].

vEM(K), vlu

We choose a representative I Iv so that it
extends either I 100 on Q, if v E Moo(K) , or
some p-adic absolute value I Ip if v E Mo(K).

Artin-Whaples Product Formula: For each
01=aEK,

II

lal~v

= 1.

vEJvf(K)

Example. Let p E Z be a prime, then

Iploo = p, Iplp = p-l, Iplq

= 1 V primes q

1= p,

and so

II

Ipl~v = p x

p-l

= 1.

vEM(Q)
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Height functions
We can define local norms on each

Ixlv =

K!;

by

max1<i<N IXilv if v E Mo(K)
(2:[ ;IXil~) 1/2 if v E Moo(K)

for each x = (Xl, ... , XN) E K!;. Then define
a global height function on K N by

II

H(x) =

Ixl~v/d

vEM(K)

for each x E K N . This product is convergent because only finitely many of the local
norms for each vector x E K N are different
from 1. Moreover, because of the normalizing power lid in the definition, H is absolute,
i.e. does not depend on the field of definition. Also notice that because of the product
formula, H is well defined on the projective
space JPN-1 (K), i.e.

H(ax)

= H(x),

V

a ;;j= a E K,

x E KN.
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In general, one can define a variety of difFerent height functions by selecting difFerent local norms while making sure that the defining
product is still convergent. For our purposes
this height function turns out to be convenient. It is easy to see that H(x) > 1 for all
non-zero x E K N . The main property, for our
purposes, that all height functions satisfy is

Northcott's theorem: For a height function
H on K N the set
{x E pN-l(K) : H(x)

< B}

is finite for every positive real number B.

Heights can be extended to polynomials: if

F(Xl, ... , X N

)

E K[Xl, ... , X N ]

we write H(F) to mean the height of its coefficient vector.
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We can also talk about height of subspaces
of K N . Let V C K N be a J-dimensional
subspace, and let Xl, ... , xJ be a basis for V.
Then
Xl/\ ... /\XJEK

(N)
J

under the standard embedding. Define

H(V) = H(Xl /\ ... /\ xJ).
This definition is legitimate, i.e. does not
depend on the choice of the basis. Indeed
if Yl, ... , YJ is another basis for V, then there
exists U E GLJ(K) such that
I

Y=XU

where Y = (Yl ... YJ) and X = (Xl··· XJ) are
N x J basis matrices. Hence

Yl /\ ... /\YJ = (detU) xl /\ ... /\XJ.

15

Therefore
H(Xl/\ ... /\ xJ) x

H(Yl/\ ... /\ YJ)

x

II

I detUlv

vEJvf(K)

H(Xl/\ ... /\ xJ).

by the product formula. Hence we have defined a height on points of a Grassmanian
over K. It satisfies the following important
property.
Brill-Gordan duality: If V as above is the
nul/space of an (N - J) x N matrix A with
row vectors al, ... , aN-J, then

Finally, define height on elements of GLN(K)
N2
by viewing them as vectors in K
.
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Example. Let

then

H(x)

max {~, 1} x max { 1, ~} x

V22 + 52

V29.
Northcott's theorem has the following most
important consequence. Suppose we want to
find a point satisfying some arithmetic condition, and assume that we can prove the
existence of a point of height < B satisfying this condition. But there are only finitely
many such points. This suggests a search
algorithm, and so B is a search bound.
Moreover, height measures arithmetic complexity, and so a point of relatively small height
is "arithmetically simple" , which makes it even
more interesting.
We are now ready to apply this machinery to
quadratic forms.
17

Effective theory

As discussed above, one way to approach
Questions I, 2, and 3 is to prove the existence of objects in question of bounded height
with explicit bounds. Here we demonstrate
such results. The subject begins with the
following classical result in the direction of
Question 1.

Theorem 1 (Cassels 1955, Raghavan 1975).
If F is isotropic over K, then there exists
o ¥= x E K N such that F(x) = 0, and
H(x)

< 01 (K, N)H(F)

N-1
2 ,

where 01 (K, N) is an explicit constant.
This theorem has been generalized and extended in a variety of ways by a number of
difFerent authors. We only review two such
genera Iizations.
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As before, let (Z, F) be an L-dimensional
quadratic space in N variables, 1 < L < N,
of rank r and Witt index k. In the direction
of Question 2 we have:

Theorem 2 (Schlickewei 1985, Vaaler 1987).
There exists a maximal totally isotropic subspace V C Z with
H(V)

< C2(K, L,

L-k
k)H(F)~H(Z),

where C2(K, L, k) is an explicit constant.

Building on Theorem 2, we can prove the
following effective version of Witt decomposition for (Z, F).
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Theorem 3 (F. 2005). There exists a decomposition for (Z, F) of the form
Z = Z..l ..1 IBIl ..1 ... ..1 IBIk ..1 W,

where Z..l is the singular component, IBI1 , ... ,IBIk
are hyperbolic planes, and W is anisotropic
component with

and

max{H(IBJi), H(W)}
(k+l)(k+2)
}
< 04 { H(F) L+2k
4
H(Z)

2

,

for each 1 <
- i <
- k, where the constants are
explicit and depend on K, r, N, L, and k.
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Effective theory over Q

From now on assume that (Z, F) is defined
over Q, and is regular, meaning that
Zl- = {O},

and so r = L. Then the Witt index is
k=

[~] ,

and we can prove the following analogue of
Schlickewei-Vaaler theorem.

Theorem 4 (F. 2005). There exists a maximal totally isotropic subspace V of (Z, F)
with

H(V)

< 12V2

k 2 (k+1)2
3
4

k2

H(F)2 H(Z)

k 2 +k+2
2k
,

if L is even, and

H(V)

< 3 2k (k+l)3 H(F)k 2 H(Z) ~,

if L is odd.
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• If (Z, F) is defined over a number field
K, it is possible to find an extension E of
K large enough so that (Z, F) has Witt

index k = [~] over E, and then apply
Vaaler's theorem to it. The constant in
Vaaler's bound, however, will depend on
the discriminant of E, which can be quite
large. In this case the bounds of Theorem 4 ca n be better.

• Theorem 4 is a statement in the general
spirit of "absolute" results, in particular
it parallels the development of Siegel's
lemma (results on existence of points of
bounded height in a given vector space),
the number field version of wh ich was
proved in 1983 by Bombieri and Vaaler,
and the Q "absolute" version in 1996 by
Roy and Thunder.
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• The Schlickewei-Vaaler method relies on
Northcott's theorem about finiteness of
projective points of bounded height over
a number field; this is no longer true over
(Q, which does not allow to extend this
method .

• Our argument uses the Roy-Thunder absolute Siegel's lemma along with a version of arithmetic Bezout's theorem due
to Bost, Gillet, and Soule, which provides
a bound on the height of a projective intersection cycle in terms of the heights
of intersecting projective varieties.
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Witt decomposition for a regular space (Z, F)
over Q becomes

Z = IBI1 ..1 ... ..1 IBIk ..1 W,

(1)

where W is zero if L = 2k, and is a onedimensional anisotropic subspace if L = 2k+
1. Then we obtain the following effective
version of Witt decom position over Q.

Theorem 5 (F. 2005). There exists an orthogonal decomposition as in (1) such that
for each 1 < i < k = [~]

H(IBJi)
X

< 3 12k 4 (k+1) (3)k
2
x

{.Jk

and W

6k+5
H(F)k +1 H(Z)4k+2 }
2

= {O}

H(W) = H(y)
if L = 2k

if L

= 2k,

or W

< 2V2k + 1

3

(k+l)(k+2) (3)k
2

= Qy

(2k+3)k
2

2

,

with

2k+3
H(Z)4k+2,

+ 1.
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Another orthogonal decomposition that every quadratic space has is decomposition into
orthogonal one-dimensional subspaces, i.e. every quadratic space has an orthogonal basis. In fact, using the same approach we
ca n prove the existence of such a basis of
bounded height.

Theorem 6 (F. 2005). Let (Z, F) be an Ldimensional quadratic space in N variables,
not necessarilly regular, over a number field
K with 1 < L < N. Then there exists a basis
Xl, ... , XL over K for Z such that F(Xi, Xj) = 0
for all i ¥= j, and
L

II H(Xi) < (NIVKI)

£2+£-2
4

£(£+1)

H(F)

2

H(z)L,

i=l

where V K is the discriminant of K. There
also exists a basis Yl, ... , YL over Q for Z such
that F(Yi' Yj) = 0 for all i ¥= j, and
L

II H(Yi) < 3

(£-1)2(£+2)
4

£(£+1)

H(F)

2

H(z)L.

i=l
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Isometry group
In this section K will be either a number field
or (Q, and (Z, F) a quadratic space over K,
as above.
The classical version of Witt decomposition
theorem can be deduced from the theorem of
Cartan and Dieudonne on the representation
of isometries of a bilinear space. From here
on assume that (Z, F) is regular. Let O(Z, F)
be the group of all isometries of (Z, F), i.e.
O(Z, F) consists of all a E GLN(K) such that

F(ax, ay)

= F(x, y)

for all x, y E Z. Let a E O(Z, F). There exist
reflections T1, ... , Tl E O(Z, F) such that

where 0

< l < L.

The following is a slightly weaker effective
version of Cartan-Dieudonne theorem, where
by height of an isometry we mean height
of the corresponding matrix from GLN(K)
N2
viewed as a vector in K
.
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Theorem 7 (F. 2005). Let (Z, F) be a regular quadratic space over K with Z C K N
of dimension L, 1 < L < N, N > 2. Let
u E O(Z, F). Then either u is the identity,
or there exist an integer 1 < i < 2L - 1 and
reflections T1, ... , TZ E O(Z, F) such that
u = T1

and for each 1

0 .. · 0

TZ,

< i < i,
5£-1

H(Ti)

< 05 {H(F)~H(Z)~H(U)}

,

where 05 is an explicit constant depending
on K, N, and L.
There are two interesting corollaries of the
method. One is a bound on the height of
the invariant subspace of an isometry. The
second is a statement about the existence of
a reflection of relatively small height.
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What is next?

• Prove existence of "generating families"
of maximal totally isotropic subspaces of
bounded height of a quadratic space over
Q: this has been proved over a number
field by Schlickewei, Schmidt, and Vaaler.

• Develop an effective theory for quadratic
lattices and their isometries over rings of
algebraic integers of a number field; this
should be analogous to the results over a
number field.

• In the direction of a conjecture of D.
Masser: if two different quadratic spaces
(lattices) are isometric, prove that there
exists isometry of relatively small height
between them with an explicit bound on
height in terms of the heights of quadratic
forms and corresponding vector spaces
(lattices) .
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