Pulse propagation in inhomogeneous nonlinear media with linear and nonlinear gain and loss, described by a system of nonlinearly coupled complex Ginzburg-Landau equations (CGLEs) with variable coefficients, is considered. Exact solitary pulse (SP) solutions are obtained analytically, for special choices of variable coefficients of the nonlinear gain/loss terms, by a modified Hirota bilinear method. The solutions include space-or time-dependent wave numbers, which imply dilatation or compression of the SPs. Stability of the solutions is tested by means of direct simulations, which demonstrate that, in many cases, the SPs are stable against perturbations.
Introduction
The complex Ginzburg-Landau equations (CGLEs) are well established, widely applicable models of pattern formation in nonlinear dissipative media, with direct applications to hydrodynamics, nonlinear optics, reactiondiffusion systems and many other fields. [1] [2] [3] [4] [5] [6] [7] [8] In addition to the dispersive and nonlinear effects described by the conservative nonlinear Schrödinger equations (NLSEs), CGLEs, which may be regarded as dissipative generalizations of NLSEs, include linear and/or nonlinear gain and loss.
CGLEs give rise to a variety of patterns and modes, including solitary pulses (SPs), alias ''dissipative solitons'', which play an especially important role in many applications, and constitute the subject of the present work. Exact analytical solutions for SPs in models based on CGLEs have been obtained by a variety of techniques. [9] [10] [11] [12] [13] [14] The stability of SPs is an issue of critical importance. If a linear gain is present in the model, the zero background cannot be stable. Therefore, in this work we restrict the analysis to configurations with linear loss or an extremely small linear gain. Among various approaches adopted for the stabilization of SPs (not necessarily restricted to those available in an exact analytical form), one popular line of studies relies on the use of the linear-cubic-quintic combination of the loss-gain-loss terms. [15] [16] [17] [18] A related model is the Swift-Hohenberg equation with the cubicquintic nonlinearity. 19) Alternatively, systems of two linearly coupled CGLEs, with linear gain and loss in the ''active'' and ''passive'' subsystems, respectively, have also been considered. [20] [21] [22] [23] [24] [25] These systems may serve as models of dual-core erbium-doped optical fibers, the dopant being used to induce the linear gain in one (pumped) core. Models of the latter type may give rise to exact analytical solutions for stable SPs, 24) as well as numerical solutions for breathers (regularly or randomly oscillating robust pulses). 25) Experimental and computational studies of mode-locking in dualand multi-core fibers have been reported too. [26] [27] [28] A system of three linearly coupled CGLEs has also been formulated. 29) It describes a structured fiber with three cores forming an equilateral triangle. Dissipative solitons patterned as stationary and breathing triangular vortices have been found in this system. Models based on systems of two and three linearly coupled CGLEs of the cubic-quintic type were studied too. 29, 30) The goal of this work is to present a special case of two nonlinearly coupled CGLEs, where SP solutions can be found exactly. Bandwidth-limited amplification, i.e., the loss term proportional to the second derivative, is excluded from the consideration, but cubic gain or loss is permitted. Another restriction is that the group velocity dispersion (GVD) terms in the two components must be proportional to each other. The difference from the stabilized CGLE systems introduced in models studied earlier is that now both modes may grow or decay. [22] [23] [24] [25] The paper is arranged as follows. The model is introduced in §2, which is followed in §3 by the application of the Hirota bilinear method to obtain solutions for bright SPs. A simple example of the model with constant GVD is considered in §4. Solitary pulses are calculated analytically for special nonlinearity which varies with time. Competition between linear and nonlinear effects is further assessed in §5, and the stability of the SP solutions is tested in direct simulations in §6. Finally, conclusions are drawn in §7.
The Model
Amplitudes A and B of optical waves in a dual-core nonlinear dissipative fiber obey the coupled CGLEs,
Here, p 1 , p 2 denote the GVD coefficients, q 1 and q 2 are the coefficients accounting for the self-and cross-phase modulation (SPM and XPM), while denotes the linear gain/ loss, which is common to both cores. If q 1 and q 2 are complex, cubic gain or loss are present. Similar systems of coupled CGLEs, mostly with constant coefficients, have been studied extensively. For a finite geometry, confined or ''blinking'' states have been found, with applications to a phenomenological description of traveling-wave patterns in the thermal convection in binary fluids. 31) Dynamics of the phase variable in models of this type has drawn considerable attention too. [32] [33] [34] Coupled systems with the cubic-quintic nonlinearity have also been studied. SPs of various types, e.g., asymmetric or split pulses, as well as breathers, were found in such systems in a numerical form, in the presence of linear coupling. 29, 30) In this work, we aim to investigate the existence of SPs in coupled CGLEs with the cubic nonlinearity only, but including nonlinear coupling between the waveguides. Exact SP solutions will be obtained in an analytical form, and their stability will be tested by means of numerical simulations.
Finding Solitary Pulses by Means of the Modified Hirota Method
The technique to obtain coupled SPs by the Hirota method includes two essential ingredients. Firstly, a modified Hirota derivative introduced earlier in the literature is adopted.
11)
Secondly, the concept of space-or time-dependent wavenumbers in an inhomogeneous medium is employed. 35) To start the search of exact solutions for eqs. (1a) and (1b), we first isolate the chirp factors by the substitution of
where m 1 ðtÞ and m 2 ðtÞ are real functions of time. Equations (1a) and (1b) are thus transformed into 
Transformations facilitating the application of the bilinear method are
where g and G are complex functions, but f is real, while n and m are complex numbers of the form of n ¼ 1 þ i, and m ¼ 1 þ i. Using the modified Hirota's bilinear operator,
where M is a positive integer and will be either m or n in this context, eqs. (2a) and (2b) can be rewritten, respectively, as pairs of bilinear equations,
While eqs. (6)- (9) provide the general formulation, we restrict the further consideration to SPs. In this case, functions g, G, and f are assumed to be g ¼ exp½xh 1 ðtÞ þ h 0 ðtÞ; ð10Þ
being subject to the constraint
where a 0 is a real parameter, and h 0 , h 1 , H 0 , and N are real functions of t.
The first term in the bilinear equation (6) imposes conditions on h 0 and h 1 . The consideration of the coefficient in front of x and eq. (3) yield the condition on h 1 :
where and are real constants. From terms independent of x, one further deduces
Considering the second term in eq. (6), direct differentiation leads to an evolution equation for the factor NðtÞ,
The conditions for h 1 and H 0 in eq. (11), which are imposed by the first term in bilinear equation (8), can be obtained similarly: for h 1 , it is
This constraint and eq. (3) now give
where is a real constant. Then, terms independent of x lead to
Combining eqs. (15) and (18), we conclude that h 1 must be real (i.e., r is real) to satisfy eq. (13) . The second term in eq. (8) leads to another constraint for
Comparing eqs. (16) and (19) , one concludes that
From bilinear equations (7) and (9), the complex-valued expressions for nonlinear coefficients q 1 and q 2 (recall that they represent the SPM, XPM and nonlinear gain/loss) are
The Case of Constant Dispersion
The algorithm presented in §3 starts with a real GVD profile, and proceeds to the derivation of the chirp factor. The SPM, XPM, and nonlinear gain/loss must then be determined to allow for the existence of exact SP solutions. For the sake of illustration, we consider a simple situation where the dispersion of the medium remains constant (i.e., p 1 ¼ p ¼ constant), but the nonlinearity and gain/loss vary with time. In this case, eqs. (1a) and (1b) take the form of
where q 1 and q 2 are functions of t. Exact solutions for A and B are then given by
where a 0 , , , , , and p are real, and t 6 ¼ 0. The nonlinearity coefficients q 1 and q 2 for which solution [eqs. (23) and (24)] is valid are determined by the following linear equations,
In physical terms, parameters of the problem are p (the GVD coefficient in the first core), (the ratio of the GVD coefficients), and (the linear gain or loss), which determine the complex coefficients in front of the cubic terms, q 1 and q 2 . There are three free parameters in solutions (23) and (24), viz., , , and a 0 , which affect the pulse width, its chirp, and the ratio of amplitudes, respectively.
Numerical Simulations
To be observable in experiments and practically useful, the evolution of the solitary pulses (SPs) described by the solutions (23) and (24) must be robust/stable. This issue will be tested in numerical simulations, using the well established split-step Fourier schemes. The main goals of the present section are to assess and to illustrate the competition between linear and nonlinear effects. We have verified that the same results can be accomplished either by the exact solutions analytically or by direct numerical simulation (DNS). We choose the latter as DNS is also employed in §6. To understand the underlying basic phenomenology, we first investigate the dynamics of the SPs in the absence of the gain or loss [ ¼ ¼ 0 in eqs. (1a) and (1b)]. Then, the gain/loss mechanisms will be restored, and the competition between linear and nonlinear effects will be analyzed.
Absence of the gain and loss
On setting ¼ ¼ 0, the variable nonlinearity coefficients q 1 and q 2 determined by eqs. (25) and (26) become real functions of time:
The cubic nonlinearity will thus decay algebraically in time. The propagating pulses experience a constant dispersion (p, p > 0), but decreasing nonlinearity, as they travel through the medium. Alternatively, one may assert that the chirp generated by the GVD remains constant, while the chirp produced by the nonlinearity decreases with time. Consequently, these contributions to the total chirp produced by the linear and nonlinear effects do not balance each other, and one cannot have a conventional soliton. As a result, the pulses undergo broadening as they propagate (Fig. 1 ).
Competition between linear and nonlinear effects 5.2.1 Linear loss versus nonlinear gain
The competition between linear gain/loss and nonlinear loss/gain (respectively) is now tested by direct simulations. For simplicity, we consider constant linear loss in eqs. (1a) and (1b). In the first scenario, < 0 implies the presence of gain associated with the nonlinear term, while < 0 refers to the linear loss. Global characteristics of the two components of the pulse are their energies, defined as Z þ1 À1 jAj 2 dx and Z þ1 À1 jBj 2 dx:
Parameters for functions q 1 , q 2 are chosen such that the energies initially increase (Fig. 2) . However, at a sufficiently large time, the influence of the cubic nonlinearity ðq 1 ; q 2 Þ diminishes algebraically, as 
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follows from eq. (27) . Eventually, the constant linear loss dominates the dynamics, and the energy decays with time. A local maximum is thus observed as a result of this competition (Fig. 2) . The actual evolution of the wave profiles is shown in Fig. 3 . Even with the initial increase of the energies, the evolution of the amplitudes of the pulses do not show apparent maxima, as the pulses suffer broadening. At a sufficiently large time, the amplitudes show the decay, as the constant linear loss overwhelms the weakening nonlinear gain.
Linear gain versus nonlinear loss
A similar reasoning applies to the competition between the nonlinear loss ( > 0) and linear gain ( > 0). For simplicity, we again consider the case of constant . At sufficiently small times, eq. (27) demonstrates that the nonlinear effects will be greater in the magnitude than the linear gain, hence the energy decays initially (Fig. 4) . At larger times, the nonlinear loss decays algebraically, and, eventually, the linear gain will be the dominant factor in the energy balance. The growth resumes, and thus the evolution features a local minimum in this case (Fig. 4) . The pulse profile first undergoes a broadening and then a decrease in the amplitude, due to effects of the chirp (constant dispersion but weakening nonlinearity) and loss, respectively. At larger values of time, while the solitary pulse continues to broaden, the constant linear gain provides the input of energy, and thus the profile maintains approximately the same amplitude (Fig. 5 ).
Stability
Expressions (23)- (26) yield a family of solutions to eqs. (22a) and (22b) with three free parameters, a 0 , , . The stability of SPs is obviously an important issue. Traditional approaches to the stability analysis focus on direct numerical simulations of perturbed solutions and computation of eigenvalues of the respective linearized differential operator. The existence of exact solutions in the present model provides a significant insight into the stability problem too.
Preliminary numerical results
We begin by presenting typical simulations which will illustrate the main features of the problem. Random perturbations with the maximum amplitude of 5% are imposed on exact solutions (23)- (26), and subsequent evolution is traced by means of the split-step Fourier algorithm. Instability is observed if (a) the ratio of the GVD coefficients, , is significantly different from unity, or (b) the amplitude ratio a 0 is close to 1.
Examples of stability
Far away from the above-mentioned critical parameter regimes, the solitary pulse is, generally, robust. For a system with nonlinear gain and linear loss, the evolution remains essentially unperturbed (Fig. 6) . In other words, the initial noise has little effect on the final outcome, demonstrating the ability of the solution to perform self-cleaning. A similar conclusion holds in the case of the competition between nonlinear loss and linear gain (Fig. 7) .
First example of instability (GVD very large or very
small) When the GVD ratio, , is strongly different from 1-for instance, > 5, or < 0:2 for a 0 ¼ 1:4-the pulse suffers destruction or splits into segments. In a typical example, pertaining to the case of the linear gain versus nonlinear loss, the simulations for ¼ 8 show disintegration of the pulses (Fig. 8) . At the opposite end of the spectrum, for relatively small values of the ratio, $ 0:1, one observes strong distortions (Fig. 9) . Similar pictures are also obtained in the case of the competition between the linear loss and nonlinear gain. Thus, the ratio of the GVD coefficients in the two modes (cores) is a crucial factor in determining the robustness of the SPs. Fig. 7 , except that ¼ 8. In this case, the pulses disintegrate under the action of random perturbations.
6.1.3 Second example of instability (amplitude ratio close to unity) From eq. (27) , it follows that this family of solutions ceases to exist when a 0 approaches 1. This singularity at a 0 ¼ 1 has important ramifications in terms of the pulse propagation at a 0 close to 1. Using again the example of the linear gain versus nonlinear loss, and choosing a 0 ¼ 1:1, splitting of the SPs can be observed (Fig. 10 ). This conclusion remains true in the case of the linear loss versus nonlinear gain.
Theoretical explanation
The analytical formulation permits an explanation of the stability properties, and we focus on the first example. From eq. (23) it follows that the intensity of mode A is
For any fixed time t, this expression features a maximum at x ¼ , which is independent of t. The intensity at the maximum is
and, as a function of t, it attains a turning point (minimum) at
In other words, on solving the quadratic equation (30), the time for the intensity to attain the minimum (t min ) is
with the minus sign in front of the radical being irrelevant since t must be positive. A similar consideration pertains to field B.
The cubic (nonlinear) loss of the system is related to the expression
where Im refers to the imaginary part of the complex valued functions. Solving eqs. (25) and (26) for q 1 , q 2 and making use of eq. (28), the cubic loss is given by an analytical expression,
At the peak of the wave profile, where the hyperbolic secant is unity, this reduces to an especially simple expression,
The physics is now reduced to a very simple picture: the linear gain () is assumed to be constant but the cubic loss decays algebraically with time as per expression (34) . We now define t neutral as the instant of time when the linear gain and cubic loss balance each other:
The relative magnitude of the two time scales, t min [eq. (31)] and t neutral [eq. (35)], determines the dynamics. In the asymptotic regime of ) 1, i.e., for the ratio of the GVD coefficients much larger than unity,
In other words, t neutral % 1:22 t min . Consequently, expressions (23)- (26), (31), (35), (36) dictate that even at the moment of time when jAj 2 assumes the minimum value, the cubic loss is still larger than the linear gain, and that is exactly what one can see in Fig. 8 , although we use a rather modest value for there. Around or just beyond the minimum, the cubic loss continues to attenuate the wave profile. Accordingly, any deviation or noise would suffer the loss rather than gain, and the solitary pulse soon gets destroyed into many smaller segments.
Further discussions on other regimes of instabilities
The other regimes of instability can similarly be explained using an analytical approach. For example, for ( 1, the cubic loss is insignificant except at small values of time, hence we conclude that t min $ 1=ð2Þ, irrespective of the nonlinear loss. Accordingly, Fig. 9 shows that the pulse continues to grow due to the linear gain (), until a small perturbation gets amplified to the extent that the peak starts to split.
Other aspects
Similarly, at small a 0 , the coefficient matrix on the righthand side of eqs. (25) and (26) , which are considered as equations for q 1 , q 2 , becomes nearly singular. Large real or imaginary parts of q 1 , q 2 readily translate into unstable numerical integration in time, and the instability is easily observable in Fig. 10 . In this case, a diagram illustrating the stability boundary is highly instructive. For the purpose of this discussion, we define a ''stability criterion'' as the absence of any splitting into multiple peaks in time interval 50 < t < 150. Point ð; a 0 Þ is situated on the stability boundary if, for given , a 0 is the minimum value of the amplitude ratio to sustain the ''stability criterion'' defined above. Repeated simulations then produce this stability boundary (Fig. 11) . The solitary pulse is stable below the curve and unstable above it. This is consistent with the underlying physics presented so far. As (the GVD ratio) decreases, the solitary pulses should become more robust, and thus a 0 needs to be smaller for instability to initiate. As a 0 edges closer to unity, the singularities in the real parts of q 1 , q 2 (the self-and cross-phase-modulation coefficients) become more pronounced, must decrease more rapidly to maintain stability (recall that large will promote the instability), and hence the curve drops off steeper. Similar stability diagrams for the other parameters of the problem can be produced but details are not displayed here.
Conclusions
The pulse propagation governed by a system of coupled CGLEs was studied in this work. Physical effects incorporated in the model include the group-velocity dispersion (GVD), self-phase modulation (SPM), cross-phase modulation (XPM), and linear and nonlinear gain/loss. A modified Hirota bilinear operator pioneered by Bekki and Nozaki 11) was employed to handle the gain/loss terms, while spatially or temporally varying wave numbers are utilized to treat the inhomogeneous medium. 35) Exact solitary-pulse (SP) solutions relevant in the context of optical physics have been derived.
Although this solution scheme is valid for any variable GVD profile, we focused on the CGLEs with constant GVD and variable nonlinearity. The competition between the linear/nonlinear gain/loss was assessed. A family of exact solutions with six parameters (of which three are free) was produced. The stability of the SPs was studied by tracing the evolution of randomly perturbed profiles in direct simulations. We varied two parameters, a 0 (the amplitude ratio) and (the ratio of the GVD coefficients). Numerical results reveal that the pulses are, generally, stable if a 0 is different from 1 and is sufficiently close to 1. As a 0 approaches 1, splitting of the pulses is observed. Instability arises when the parameter deviates significantly from unity. This constraint on represents a physical limitation on the ratio of the GVD coefficients in the two cores necessary for the existence of robust optical pulses. These results may plausibly be implemented in the soliton-generation regimes of fiber lasers. Applications to other problems in optics, 36) chaos, 37) and electrical lattices 38) may be promising too.
