We investigate the polynomials P n ; Q m and R s , having degrees n; m and s respectively, with P n monic, that solve the approximation problem E nms (x) := P n (x)e ?2x + Q m (x)e ?x + R s (x) = O(x n+m+s+2 ) as x ! 0:
Introduction
Hermite{Pad e approximation to the exponential function was introduced by Hermite (1883) who considered expressions of the form p k (x)e s k x + p k?1 (x)e s k?1 x + : : : + p 1 (x)e s 1 x = O ? x h as x ! 0;
(1:1)
where p 1 ; : : : ; p k are polynomials of speci ed degrees, chosen so that h is as large as possible.
Hermite's investigation of expressions of type (1.1) were motivated by problems arising in number theory and led to his proof of the transcendence of e. The formal theory of the two types of Hermite{Pad e polynomials that arise from expressions of type (1.1) was developed by Mahler (cf. Mahler (1967) ) and has yielded many successful applications to number theory on the one hand and approximation theory on the other. Excellent historical surveys on the development and applications of Hermite{Pad e polynomial theory and further references can be found in Aptekarev & Stahl (1992) and De Bruin (1990) . Included in expressions of the type (1. A solution to this problem always exists and the polynomials b P n and b Q m (which are unique, up to normalization) have been thoroughly investigated by Saff & Varga (1978) , who obtained, inter alia, the distribution of the zeros of b P n and b Q m , as well as those of the remainder term b E mn . In this paper, we investigate a number of properties of the polynomials P n ; Q m and R s that arise from the solution of the quadratic Hermite{Pad e Type I approximation problem, which may be formulated as follows. Given arbitrary positive integers n; m and s, nd polynomials P n ; Q m and R s , with P n monic, such that E nms (x) := P n (x)e ?2x + Q m (x)e ?x + R s (x) = O ? x n+m+s+2 as x ! 0:
(1:3)
The explicit formulae for these (unique) polynomials are known; in the super{diagonal case n = m = s, they were obtained by Borwein (1986) and for arbitrary n; m and s 2 IN, they can be found in Driver (1995) .
We organize the paper as follows. In Section 2, we prove and exploit a connection between the coe cients of the polynomials P n ; Q m and R s and certain hypergeometric functions. For the case n = s; m 2 IN arbitrary, a simple closed form for Q m is given, as well as the approximate location of the zeros of Q m when n = s and n m. Section 3 contains contour integral representations of P n ; Q m and R s and we apply saddle point methods to obtain the asymptotic behaviour as n ! 1 of P n ; Q m and R s where m n and s n. In Section 4, we discuss aspects of the more complicated uniform asymptotic methods for obtaining insight into the zero distribution of the polynomials P n ; Q m and R s . In addition, we present more details on this point by showing a picture of the zero distribution of the polynomials for the case n = s = 40; m = 45.
At several places we use properties of special functions and orthogonal polynomials for which we refer to Temme (1996) ; all information of this kind can also be found in, for instance, Abramowitz & Stegun (1964) .
2. The polynomials P n ; Q m and R s The polynomials P n ; Q m and R s with deg(P n ) = n, deg(Q m ) = m; deg(R s ) = s; P n monic, that satisfy (1.3) are given by (cf. Driver We observe that each of the polynomials P n ; Q m and R s depends on all three positive integers n; m and s and the subscript merely denotes the degree of the polynomial in each case. Writing P n (x) = P(n; m; s; x); Q m (x) = Q(n; m; s; x) and R s (x) = R(n; m; s; x), the following symmetries follow immediately from (2.1) | (2.6).
P(s; m; n; ?x) = (?1) m 2 n?s s ! n ! R(n; m; s; x) (2:7) and Q(s; m; n; ?x) = (?1) m 2 n?s s ! n ! Q(n; m; s; x):
It is evident from (2.7) that any information regarding the polynomial P n immediately yields corresponding results about the polynomial R s , whereas (2.8) tells us that when n = s; Q m is an even (odd) polynomial in x when m is even (odd). Our rst result establishes a connection between the coe cients of P n ; Q m and R s and certain 2 The connection between the coe cients of the polynomials P n (and R s ) and the hypergeometric functions given by (2.13a) (and (2.15a)), does not seem to provide the same degree of simpli cation obtained for the coe cients of Q m , perhaps because the p j 's are intrinsically more complicated. However, it is possible to obtain exact closed expressions for the rst two coe cients p 0 and p 1 , as well as the recurrence relation satis ed by the p j 's. We have the following result: . A few manipulations with binomial coe cients and gamma functions (again with negative integer arguments) give the proof of (2.17).
Proof of Theorem 2.2. ?n + 1; n; m + n + 2; ?n + j; n + 1; m + n + 2; we obtain (2.30).
Contour integral representations and asymptotics
The polynomials P n ; Q m and R s that satisfy (1.3), and are given by (2.1) | (2.6), admit simple contour integral representations. In the super{diagonal case n = m = s, these representations were already known to Mahler (cf. Mahler (1967) ).
Theorem 3.1. Let n; m and s be arbitrary positive integers and let C be a circle, centre the origin, radius r 2 (0; 1). Let P n (x); Q m (x) and R s (x) be the polynomials given by (2.1), Proof. Expanding e xv in its Maclaurin series and using Cauchy's integral theorem and Leibniz' rule, a comparison of the coe cients of powers of x on the right hand sides of (3.1), (3.2) and (3.3) with (2.2), (2.4) and (2.6) respectively, proves the result.
In order to analyse the asymptotic behaviour of the polynomials P n (x); Q m (x) and R s (x) given by (3.1), (3.2) and (3.3) respectively, we let N = n + 1; M = m + 1; S = s + 1; (3:4) and assume that all these parameters are large. We write M = N and S = N; (3:5) where and are real, positive constants. We write (3.1) in the form: P n (x) = 2 s+1 (?1) n n! In this case we can choose C to run through two saddle points: b q(v) has derivative equal to zero at two distinct points, v 1 2 (?1; 0) and v 2 2 (0; 1) for all ; > 0.
The asymptotic formulae for P n ; Q m and R s are rather cumbersome arithmetically for arbitrary ; > 0. We shall, therefore, restrict ourselves to the (rather natural) case when = 1 in (3.5), although the method works for all ; > 0. (2n + n)(2n + n ? 2) : : : ( n + 2):
Then, as n ! 1, we have P n (x) D n; e x(1? ) ; (3:12) Q m (x) (?1) m+1 D n; e x + (?1) m e ?x ; (3:13) R s (x) (?1) m D n; e ?x(1? ) : (3: 14)
The asymptotics are uniform with respect to x on compact subsets of C.
Remark 3.1. When = 1, we see from (3.11) that D n;1 = 3n(3n ? 2) : : : (n + 2), while
. The asymptotics (3.12), (3.13) and (3.14) then agree exactly with the asymptotics for the polynomials in the diagonal case (cf. Borwein (1986, Proposition 3) ), obtained by a di erent method. (3:27) where, in the last line, we have used (3.19 ). This proves (3.13). Noting that when = 1; R s (x) (?1) m P n (?x), the asymptotic (3.14) follows from (3.12). The results hold uniformly with respect to x on compact subsets of C, because we assume that x is independent of the large parameter n (cf. Olver's theorem mentioned in connection with (3.8)). The contour integrals for the polynomials P n ; Q m ; R s and E nms can be written in the following Of course, all contours can be deformed without crossing the poles.
To obtain the asymptotic behaviour of the remainder, we cannot simply use the results in (3.12) | (3.14). Adding up these results gives E nms (x) = P n (x)e ?2x + Q m (x)e ?x + R s (x) 0; which does not give useful information, but is in agreement with the approximating property of the Hermite{Pad e method. A better estimate for E nms follows from (3.31), by taking into account the exponential function when computing the saddle point. The function e ?xw =w n+m+s+3 has a saddle point at w 0 = ?(n + m + s + 3)=x, which tends to in nity, and q(w) = 1 + (n ? s)=w + : : : = 1 + o(1) in a neighborhood of the saddle point, and in fact on a circle with radius jw 0 j. This proves the theorem.
Further asymptotic aspects and zero distribution
The asymptotic estimates given in (3.11) | (3.14) and (3.32) cannot be used to obtain detailed information on the zeros, because the zeros occur outside compact sets as the orders n; m; s tend to in nity. A rst insight on this phenomena can be obtained from Corollary Table  2 .1 suggest that the zeros of Q m are indeed purely imaginary. This is not true, in general, as we discovered for the case n = s = 15; m = 14. In this case Q m has ten zeros on the imaginary axis and four in the complex plane at the points 1:684078371 29:25218473i, these four being the large zeros. See also the example in x4.2 and Figure 4 .2 later in this section.
Some aspects of uniform asymptotic methods
As explained at the end of the previous section, the four quantities P n ; Q m ; R s , and E nms all have the same integral representation A rst idea about the location of the saddle points when z is complex can be obtained by considering rather large and rather small values of jzj ("small" and "large" mean compared with n + m + s). When z moves along a large circle in the complex plane, the saddle points describe small circuits around the three poles at w = ?1; 0; 1. When jzj is small, one saddle point describes a large circuit around the three poles, and the other two saddles describes small circuits around, say, w = For certain complex values of z two or three saddle points may coincide. It is known from uniform asymptotics (cf. Olver (1974) or Wong (1989) 
