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Abstract
Exploiting sparsity enables hardware systems to run neural networks faster and
more energy-efficiently. However, most prior sparsity-centric optimization tech-
niques only accelerate the forward pass of neural networks and usually require
an even longer training process with iterative pruning and retraining. We observe
that artificially inducing sparsity in the gradients of the gates in an LSTM cell has
little impact on the training quality. Further, we can enforce structured sparsity
in the gate gradients to make the LSTM backward pass up to 45% faster than the
state-of-the-art dense approach and 168% faster than the state-of-the-art sparsifying
method on modern GPUs. Though the structured sparsifying method can impact
the accuracy of a model, this performance gap can be eliminated by mixing our
sparse training method and the standard dense training method. Experimental
results show that the mixed method can achieve comparable results in a shorter
time span than using purely dense training.
1 Introduction
Long Short-Term Memories (LSTMs) [1] are an important type of Recurrent Neural Network (RNN)
that are widely used to process sequential data. While the complex neuron structure of an LSTM
mitigates exploding or vanishing gradients, the correspondingly large amount of computation makes
the training process time-consuming.
Exploiting sparsity in the processing of neural networks has led to improved computational and energy
performance with minimal impact on the accuracy of results. Common sparsity-centric optimization
techniques include pruning insignificant weight parameters [2, 3, 4] and dynamically skipping zero
activations [5]. The weight pruning approach can dramatically reduce the size of network models and
achieve significant speedup over the original fully dense network implementation. However, these
optimizations are primarily designed to be used during forward propagation, and such techniques
often require complicated and time-consuming iterative retraining which increases the overall time to
train a neural network. The zero skipping approach elides the multiplication and addition operations
that would take place when activation operand is zero. This occurs quite often in feed-forward
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networks that use the ReLU activation function in the forward propagation such as Convolutional
Neural Networks (CNNs). However, LSTM cells typically do not use ReLU and thus often have
many non-zero values in their activations.
Instead of exploiting the sparsity in the forward propagation, recent works show that aggressively
quantizing or sparsifying the gradients of deep neural networks can minimize the communication
overhead in a distributed training system [6, 7, 8]. Sparsifying the gradients of LSTM can also improve
the training speed with little impact on the training quality due to its effect of regularization [9].
However, such sparsifying method requires lower enforced sparsity level for the quality of training
large LSTM models. Unfortunately, existing works fail to exploit moderate sparsity, such as 50%, to
achieve better LSTM training performance than the dense counterpart on modern compute engines
such as GPUs, for high sparsifying and sparse matrix multiplication overhead.
To tackle these problems in existing gradient sparsifying, we explore hardware-oriented structural
sparsifying methods that allow us to exploit the fast hardware primitives on GPUs, leading to an
maximum 45% faster LSTM backward propagation in practice. While accuracy loss can be regained
with extra training, this could defeat the purpose of accelerating training. Instead, inspired by past
work [10], we show that by using this sparse phase for most of the training with a brief unmodified
(dense) phase to finish the original training schedule, networks can spend less time in training.
2 Background and Motivation
In this section, we first review some of the prior work on sparsity-centric optimization techniques
for neural networks, and then illustrate the observation of potential sparsity in the LSTM backward
propagation.
2.1 Sparsity Optimization for Neural Networks
[11] demonstrated that there is significant redundancy in the parameterization of deep neural networks.
Consequently, the over-sized parameter space results in sparsity in the weight parameters of a neural
network. Besides the parameters, there is also sparsity in the activations of each layer in a network,
which comes from the activation function of neurons, such as ReLU [12].
As the sparsity in weight parameters do not depend on the input data, it is often referred to as static
sparsity. On the other hand, the sparsity in the activations depend on not only the weight values but
also the input data. Therefore, we refer to the sparsity in the activations as dynamic sparsity.
Exploiting sparsity can dramatically reduce the network size and thus improve the computing
performance and energy efficiency. [2] applied network pruning to Convolutional Neural Networks
(CNNs) to significantly reduce the footprint of the weights, which can enable all the weights to be
stored in SRAM. However, weight sparsity is commonly used to accelerate only inference or the
forward pass of training. Fortunately, leveraging the dynamic sparsity can benefit both the forward and
backward passes of the training and inference phases of neural networks. Recent publications have
proposed various approaches to eliminate ineffectual MAC operations with zero operands [13, 4, 5].
Although these sparsity-centric optimization approaches have achieved promising results on CNNs,
much less attention has been paid to LSTM-based RNNs, because there is a common belief that the
major source of the dynamic sparsity is the ReLU function, which is widely used in CNNs but not in
LSTMs. To accelerate LSTM RNNs, we want to exploit any opportunities to use dynamic sparsity in
the LSTM training process.
2.2 Quantizing and Sparsifying the Gradients
It is not new that the redundancy in the gradients of the neural networks can be exploited to minimize
the communication overhead in distributed deep learning systems. [6] aggressively quantized the
gradients to 1 bit per value to shrink the data size to be synchronized. TernGrad [7] uses only three
numerical levels to represent gradients and theoretically proves the convergence under this constraint.
These aggressive quantization does not incur accuracy loss on AlexNet [12] and induces only 2% on
average for GoogLeNet [14].
Unfortunately, quantizing gradients helps little with accelerating the training phase since modern
compute engines only support standard precisions such as FP32, FP16, and INT8. To reduce
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Figure 1: LSTM backward pass data flow. The sign "◦" signifies element-wise vector multiplication.
"×" stands for matrix multiplication. Biases are omitted for simplicity.
computations, meProp [9] proposes to sparsify the gradients. On one hand, the meProp sparsifying
approach significantly reduces the total number of MAC operations required for training. On the other
hand, the sparsifying acts as a regularizer in the backpropagation so that the training still converges
for small datasets such as MNIST.
However, meProp is only feasible for accelerating LSTM models that are trained with small datasets.
When datasets become large, high sparsity approaches, such as keeping only top 10% gradients, suffer
catastrophic accuracy loss. To avoid the accuracy loss, we have to lower the sparsity enforced on the
gradients. But such moderate sparsity, e.g. 50%, makes meProp slower than the corresponding dense
matrix multiplications on the latest GPUs (see Figure 3). This situation is caused by two reasons: 1)
the global top k operation becomes very time-consuming when k is large or sparsity is low, and 2)
meProp cannot exploit the hardware primitives for matrix multiplications introduced on the latest
GPU architecture. To tackle these problems, we propose a novel structural sparsifying methods to
accelerate large NN workloads.
3 Structural Sparsifying the Gate Gradients
As discussed in Section 2.2, traditional gradient sparsifying approaches, such as meProp, suffer
accuracy loss if applied to large-scale LSTM models. Figure 1 shows the data flow of the LSTM
backward propagation. Traditional gradient sparsifying methods remove unimportant values in output
gradient (dht in Figure 1), which is a sub-optimal target. We observe that the gate gradient (dnett
in Figure 1) is more resilient to sparsifying than dht and directly used by the most time-consuming
matrix multiplication part. Specifically, the dnet is involved in all the four matrix multiplications so
that we can greatly reduce the amount of computation by sparsifying dnet. Therefore, we choose
dnet as our sparsifying target instead of dh.
meProp [9] removes entire rows or columns so they have a smaller, dense computation to perform.
However, removing the rows or columns to form smaller matrices is costly on GPUs and offsets the
speedup when the sparsity is not extremely high. Furthermore, the global top k computation used in
meProp is costly when the sparsity is relatively low. To get rid of row/column regrouping and global
top k computations, we propose a hardware-oriented structural sparsifying method for the LSTM
backward propagation. The structural sparsifying method enforces a fixed level of sparsity in the
LSTM gate gradients, yielding sparse gradient matrices useful for block based matrix multiplications.
Figure 2 shows two versions of the structural sparsifying methods, coarse-grained sparsifying and
fine-grained sparsifying, for an layer of H LSTM cells being trained with a mini-batch size of N .
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Instead of thresholding based on the absolute value of an element in the gate gradient matrix, the
structural sparsifying methods evaluate a larger regional block.
The coarse-grained structural sparsifying method first splits the gate gradient matrix evenly into
multiple slices and then evaluates the L2 norm of each slice. Instead of splitting a matrix into single
columns or rows, our slice consists of P consecutive columns (or rows) to satisfy the hardware
constraint to exploit matrix multiplication primitives without the costly row/column regrouping. Then
the adjacent slices are sequentially grouped into sparsifying region. In the example shown on the left
in Figure 2, a N × 4×H gate gradient matrix is divided into H P -element-wide slices. Then every
R slices are grouped together as a sparsifying region. Based on the evaluated L2 norm of the slices
within a sparsifying region, a fixed level of sparsity can be enforced by removing the least important
slices. For example, 50% sparsity is enforced when S = R/2.
N …
R slices R slices
N …
R-S slices R-S slices
Remove S least important 
slices in R consecutive slices
Remove K least important 
submatrices in one slice
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…4xH
N
(a) Coarse-grained: sparsify by slice (b) Fine-grained: sparsify by submatrix
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Figure 2: Examples of structural sparsifying: (a) coarse-grain sparsifying and (b) fine-grain sparsify-
ing. Matrices in (b) are transposed for better view.
After the least important slices being removed, the sparsified gate gradient matrix can be represented
in a dense matrix format with an additional offset index array to record the slices that are kept. This
feature enables the sparsified matrix to be efficiently computed on GPUs using block based matrix
multiplication.
However, the strict constraint of the coarse-grained sparsifying potentially has impact on the training
quality since the sparsifying region contains at least a column or a row of the gate gradient matrix. To
increase the flexibility of the structural sparsifying, we propose a fine-grained sparsifying scheme,
which is shown on the right in Figure 2. The fine-grained sparsifying further breaks the gate gradient
matrix from a slice into multiple My ×Mx submatrices. This is because, as mentioned above,
the block based matrix multiplication uses fast matrix multiplication primitives which consume a
My ×Mx operand matrix. Meanwhile, the sparsifying region size is reduced to a slice of N ×Mx
to keep the index array to an acceptable size. The fine-grained sparsifying increases the flexibility
but breaks the high performance coalescing memory fetch pattern, which potentially degrades the
performance of the following matrix multiplication.
4 Experimental Methodology
Our structural sparsifying methods are designed to accelerate the LSTM backward pass with minimal
effect on the quality of training results. To evaluate both the training quality and speedup over the
typical dense backward pass of LSTM training, we trained three LSTM based models with different
configurations of our structural sparsifying methods on a GPU accelerated server and compared the
results to using the typical dense method on the same machine. The server has an NVIDIA Tesla
V100 GPU [15] which is based on the Volta architecture. The Volta architecture includes the new
TensorCores, which provide hardware support for fast block based matrix multiplication primitives.
Matrix multiplications of specific sizes can be executed on specialized hardware, which enables the
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structural sparsified training achieves higher performance. Based on the functionality of TensorCore,
we set P = 4 for the coarse-grained method and My = 8, Mx = 4 for the fine-grained method to
utilize the fast matrix multiplication primitives effectively.
To ensure the generality of the sparsification techniques, we evaluated them using applications in
three domains: language modeling, machine translation, and image captioning. The word language
model has two LSTM layers as described in [16]. The dataset used for the word language model is
Penn Tree Bank (PTB) [17]. Each of the LSTM layers has 512 neurons and the size of each minibatch
is 64. We train the LSTM for 40 epochs with a learning rate of 1. All other settings are the same as
[16] and can be found in the TensorFlow tutorial example [18].
We use the Show and Tell model [19] for the image captioning experiment. The image captioning
model consists of an Inception V3 model [20] with an LSTM layer attached to the last layer of the
CNN. The LSTM layer has 512 cells by default. Since our sparsifying methods only apply to the
LSTM layer, we use a pre-trained Inception V3 model and randomly initialize the parameters of the
LSTM layer. The training dataset is MSCOCO [21] and the mini-batch size is set to 64. We trained
the model for 500,000 steps (about 55 epochs by default configuration). To evaluate the quality of
generated captions, we calculated the BLEU-4 score for each training configuration on the MSCOCO
test dataset. The code we used can be found in TensorFlow model zoo [22].
For the machine translation application, we trained an encoder-decoder architecture with an attention
mechanism to perform Neural Machine Translation (NMT) [23, 24]. We use an architecture with
a 2-layer LSTM encoder, a 4-layer LSTM decoder, and an attention module. The first layer of the
LSTM encoder is bidirectional and the other LSTM layers are unidirectional. Both the unidirectional
and bidirectional layers have 512 LSTM cells. In the experiments, we use the BLEU score as the
metrics of the neural machine translation model. The dataset for the training task is the WMT 16
English-German dataset. Since we observed that the validation BLEU score changes little after
600,000 steps (about 9 epochs), we only use the first 16 epochs to evaluate the training quality.
Beyond this simplification, we followed the instructions to reproduce the NMT training with an open
source framework [25].
The neural network models are implemented with TensorFlow v1.2, which uses the CUBLAS
library [26] for matrix multiplications. We use CUBLAS as the baseline for our experiments but then
added a custom sparsifying operation to TensorFlow to implement structured sparsity. The forward
pass of the custom operation uses CUBLAS matrix multiplication to compute the activations of the
gates. The backward pass of the custom operation first structurally sparsifies the gate gradients, and
then computes the weight gradients and data gradients using the sparsified gate gradients. Because
CUBLAS is a closed library and could not be used for the sparsified matrix multiplication, we
leveraged the open source CUTLASS library [27] for the sparsified matrix multiplication operations
and augmented it with the required indexing code to support the structurally sparsified gate gradient
matrices. In our implementation, the offset index array is integrated in the associated sparsified
matrix, storing the index in the least significant bits of the mantissa of the floating point numbers.
Our experiments require at most 5 bits to store each index; our results show that this arrangement has
negligible effect on the precision of the 32-bit floating-point numbers. To compare our methods with
meProp [9], we implemented their unified top k method, which is used for their speedup evaluation,
with different sparsity levels. Other configurations for meProp are the same as our sparsifying
methods.
5 Experimental Results
We present the LSTM training results with and without our structural sparsifying method. Although
the performance gap between the sparse training and the dense training is small, the quality decrease
can be mitigated by augmenting the sparse training steps with the dense training steps. We show that
doing this can lead to shorter training time for our target LSTM based networks.
5.1 Language Modeling
Table 1 shows the test perplexity of the language models trained with various configurations of the
coarse-grained method, the fine-grained method, and the regular dense method. The sparsity enforced
by the coarse-grained method can be controlled by the parameters R and S. For example, if we set
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Table 1: Performance of trained language models using different configurations. Lower perplexity
means better performance.
Training Method Configuration Sparsity Perplexity Improvement
Dense N/A 0% 93.101 0
Coarse R=4, S=2 50% 99.43 -6.80%
Coarse R=8, S=2 25% 94.39 -1.39%
Coarse R=8, S=4 50% 98.61 -5.92%
Coarse R=8, S=6 75% 112.84 -21.20%
Coarse R=16, S=8 50% 98.58 -5.88%
Coarse R=32, S=16 50% 98.11 -5.37%
Fine K=2 25% 93.079 +0.02%
Fine K=4 50% 96.410 -6.48%
Fine K=6 75% 108.046 -16.05%
R = 8 and S = 4, the sparsity enforced by the coarse-grained method is 50% since half number
of the slices within a sparsifying region are removed. For the fine-grained method the sparsity is
controlled by setting K. For example, we can enforce 50% sparsity by setting K = 4 since each slice
contains 8 submatrices given the problem size of N = 64 and H = 512.
Table 1 shows that the resulted models have comparable performance with the baseline dense model
when only 25% sparsity is enforced for both coarse-grained and fine-grained method. If the sparsity
is increased to 50%, the performance difference is increased to 6%. However, if the sparsity is
further increased to 75%, the resulted models will be unacceptably degraded to more than 20%. The
fine-grained method leads to a model with higher performance than the coarse-grain method because
the fine-grain method is more flexible. Since it works on smaller regions of the gate gradients, it can
better avoid removing significant individual gradient elements.
As a compromise between the quality and speed of the training, we choose 50% sparsity for further
study. For the coarse-grained method, the sparsifying region can be adjusted without large consider-
ation of the underlying matrix computation mechanisms. However, the optimal sparsifying region
of the fine-grained method is determined by the problem size and the hardware/software platform
characteristics. Table 1 shows the results of model performance with different sparsifying region
sizes. Every scheme enforces 50% sparsity but larger sparsifying regions results in slightly better
model in general. However, the benefit from increasing the sparsifying region diminishes when
R > 8. Therefore, we choose R = 8, S = 4 for further experiments to optimize for less computation
and accuracy loss.
5.2 Dense After Sparse Training
Although the models trained with the sparse methods suffer only a small decrease in accuracy, some
quality-sensitive applications still require a comparable accuracy with the dense method results.
DSD [10] demonstrated combining pruning and dense retraining can lead to better accuracy than
pure dense training. Inspired by this work, we propose a dense after sparse training method, which
combines our sparse training method with the regular dense method to compensate for degradations
in quality.
Table 2 shows the results of the dense after sparse training. The model is first trained with the
coarse-grained method or the fine-grained method, and then trained with the regular dense training
model. With 75% steps of sparse training and 25% steps of dense training, the resulted model achieves
slightly better performance than the baseline model. The number of total training steps remains
constant across the methods. These results demonstrate that mixing the two methods compensates for
the quality gap between the pure sparse training and pure dense training methods. A key parameter
of applying this mixed training is the ratio of sparse steps to dense steps. Intuitively, the resulting
model will perform better with more dense time. Our results show that a 3-to-1 ratio of sparse to
dense is sufficient.
To evaluate the generality of our sparsifying methods, we apply both our coarse and fine grained
sparsifying techniques to our other benchmarks. We use settings to enforce 50% sparsity while
varying the ratio of dense to sparse training.
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Table 2: Performance of trained language models by dense after sparse method. Lower perplexity
means better performance.
Training Method Perplexity Improvement
Dense 93.101 0
Coarse-grained 98.611 -5.92%
1/2 coarse + 1/2 dense 88.675 +4.75%
3/4 coarse + 1/4 dense 91.388 +1.84%
5/6 coarse + 1/6 dense 99.47 -6.84%
Fine-grained 96.410 -3.55%
1/2 fine + 1/2 dense 88.607 +4.83%
3/4 fine + 1/4 dense 91.118 +2.13%
5/6 fine + 1/6 dense 96.151 -3.28%
Table 3: Performance of trained image captioning models. Higher BLEU-4 score means better
performance.
Training Method BLEU-4 Improvement
Dense 31.0 0
Coarse-grained 30.3 -2.26%
3/4 coarse + 1/4 dense 30.8 -0.65%
Fine-grained 30.6 -1.29%
3/4 fine + 1/4 dense 31.1 +0.32%
5.3 Image Captioning
As we only train the LSTM of the Show and Tell model, we chose to cache the outputs of the
Inception V3 to avoid the need to perform the inference pass on the CNN. The configuration of the
coarse-grained method is R = 8, S = 4. The configuration of the fine-grained method is K = 4.
Both configurations enforce 50% sparsity in the gate gradients.
Table 3 shows that both coarse-grained and fine-grained methods degrade quality by less than 3%.
Compared to the 5.92% performance loss in language modeling, this result demonstrates generality
to applications beyond language model datasets. Moreover, the performance gap between the sparse
training and the dense training can be mitigated by the dense after sparse approach. Interestingly,
the 3-to-1 sparse-to-dense ratio used in the word language model also works well for the image
captioning.
5.4 Machine Translation
Table 4 shows the performance on the validation datasets of the models trained with both dense
SGD and our structurally sparsified training methods. The BLEU scores are the validation BLEU
scores at the end of the training (after 600,000 steps). Although our sparsifying methods enforce 50%
sparsity in the gate gradients, the resulting models achieve acceptable BLEU scores. Even compared
to the dense SGD, the coarse-grain sparsifying only suffers a 3.5% BLEU score decrease while the
fine-grain method is slightly better with just a 2.0% decrease.
Table 4: Performance of trained NMT models. Higher BLEU score means better performance.
Training Method BLEU Improvement
Dense 20.32 0
Coarse-grained 19.60 -3.5%
3/4 coarse + 1/4 dense 20.30 -0.1%
5/6 coarse + 1/6 dense 20.18 -0.7%
Fine-grained 19.92 -2.0%
3/4 fine + 1/4 dense 20.45 +0.64%
5/6 fine + 1/6 dense 20.17 -0.74%
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The dense after sparse approach works well for the machine translation task. With 50% sparsity and
75% sparse training time, the achieved BLEU scores from both the coarse-grained and fine-grained
methods are almost the same as the baseline. If the translation quality is not sensitive, we can further
increase the sparse time to obtain higher overall speedup. For example, the BLEU score is only 0.7%
lower than the baseline when the coarse-grained sparse training steps are increase to 5/6 of the total
steps.
5.5 GPU Training System Performance Analysis
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Figure 3: BLEU scores of trained models with sparsifying methods and corresponding speedup for
LSTM training in NMT. The dense results are based on CUBLAS. We implement meProp with
different sparsity levels.
Figure 3 shows that the LSTM backward propagation trained with the coarse-grain sparsifying method
is 45% faster than the regular training method while the fine-grain sparsifying is 36% faster. If we
keep top 50% values, meProp has slightly better quality than our coarse-grained method but worse
than our fine-grained method. However, meProp is slower than the dense training if keeping more
than 25% values. Especially, for the 50% sparsity case which achieves comparable accuracy with
respect to the baseline, our coarse-grained method is 168% faster than the meProp approach. This
is because meProp cannot leverage the high-performance matrix multiplication primitives and the
unified top k is time-consuming. Note that the speedup numbers only depend on the LSTM network
topology and are independent from the application types, which means our sparsifying methods can
achieve the same speedups for the LSTM backward pass of language modeling and image captioning.
Our results indicate that the high sparsity numbers which enables meProp to achieve good speedup
lead to catastrophic performance loss in larger models such as NMT.
5.6 Discussion
The experiments show that our sparsifying methods have little impact on the training quality while
decreasing the time to train LSTM models when compared to dense training. Because of the
structural nature, the speedup depends only on the problem size and the sparsity level, which are both
predetermined before training. Thus our sparsifying methods offer the flexibility to trade training
quality for training speed. In general, our fine-grained approach allows for more aggressive sparsity
settings, but is less efficient, while our coarse technique is faster, but cannot be used as aggressively.
Furthermore, the small performance gap can be mitigated by mixing the dense training with the
sparse training, at the cost of less speedup. But since we do not increase the number of total training
steps, the average execution time of one step is still shorter than the dense method. For example, with
1/4 dense steps following 3/4 coarse-grained steps, the overall speedup is 1.34x, and the BLEU score
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is slightly higher than the baseline. Unlike many prior works, our sparsifying methods are tested on
large-scale problems and achieve good speedup against the state-of-the-art training hardware and
software. Opportunities for more performance exist with more engineering effort spent tuning the
sparse kernels.
6 Conclusion
In this work, we propose two versions of structural sparsifying methods that enforce a fixed level of
sparsity in the gate gradients in the LSTM backward propagation. Training with only the sparsified
gate gradients can lead to a minor model performance decrease, we can compensate the performance
gap by mixing the sparse training with the regular dense training. With the dense-after-sparse training
method, we can train the LSTM models to the same quality as models using the regular dense
training with the same number of training steps. As the sparsifying methods reduce the amount of
computation, the sparse LSTM backward propagation is 49% faster than the dense counterpart on
GPUs. Experiments also demonstrate the dense after sparse training method can achieve comparable
results in a shorter time span than using the pure dense training for large-scale models.
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