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AP Access Point = WLAN-verkon tukiasema 
CAT Category = yleiskaapeloinnin laatuluokka, esimerkiksi CAT 5 
DHCP Dynamic Host Configuration Protocol jakaa päätelaitteille IP-osoitteet 
GAN Global Area Network = sama kuin WAN  
IP-osoite Internet Protocol = internetiin liitetyn koneen yksilöity numerosarja, joka 
koostuu neljästä pisteellä erotetusta numerosta 
LAN Local Area Network = lähiverkko esimerkiksi kiinteistössä 
LC Lucent connector = kuitukaapelin liitintyyppi 
MAN Metropolitan Area Network = taajama- tai suurkaupunginverkko 
MM Multimode = kuitukaapelin tyyppi, monimuoto 
NAT Network Address Translation = protokolla, joka muuntaa sisäverkon IP-osoit-
teet organisaation rekisteröimiksi julkisen verkon IP-osoitteiksi 
PoE Power over Ethernet = laitteen jännitesyöttö ethernet-kaapelin välityksellä 
RJ-45 Registered Jack 45 = tietoliikennekaapeleissa käytetyn liittimen standardi 
SM Singlemode = kuitukaapelin tyyppi, yksimuoto 
SC Subscriber connector = kuitukaapelin liitintyppi 
SSH Secure Shell = salattuun tietoliikenteeseen tarkoitettu protokolla 
SSID Service Set Identifier määrittelee WLAN tunnistamiseen käytettävän nimen 
TCP/IP Transmission Control Protocol / Internet Protocol sisältää internet-yhteyteen 
vaaditut protokollat 
VLAN Virtual Local Area Network = looginen virtuaalinen lähiverkko 
WAN Wide Area Network = verkko tyypillisesti kaupunkien tai maiden välillä (inter-
net) 




Tämän työn tavoitteena on suunnitella ja toteuttaa Lahden hiihdon maailmanmestaruuski-
sojen 2017 kisakylään olemassa olevia kaapelointeja hyödyntäen, väliaikainen käyttö-
varma ja nopea tietoliikenneyhteys. Tietoliikenneverkko toteutetaan kisaorganisaation, 
median ja urheilijoiden käyttöön. Tietoliikenneverkon tulee toimia varmasti ja häiriöittä 
koko kisojen ajan sekä kapasiteetin tulee riittää suuren resoluution teräväpiirtolähetyksiä 
varten. Myös mahdolliset muutokset, esimerkiksi uusi median lähetyspaikka tai uuden toi-
mialueen lisääminen, on otettava huomioon laitteiden asennuksessa ja käyttöönotossa. 
Tiedonsiirtokapasiteettia tarvitaan erityisesti iltaisin, jolloin urheilijoita haastatellaan kisaky-
lässä eri maiden televisioon tai radioon. Päiväsaikaan median lähetykset tapahtuvat varsi-
naisella kisapaikalla Lahdessa. 
Lisäksi tässä työssä tutustutaan tietoliikenteeseen, tietoliikenteen laitteistoihin, käytännön 
sijoituksiin ja laitteistojen käyttöönottoon, muun muassa konfigurointiin. Runkokaapeloin-
nin ja yleiskaapeloinnin ristikytkennät tulee selvittää palveluntarjoajan ja loppukäyttäjän 
välillä ja se, millaisia laitteistoja niihin tarvitaan. Tavoitteena on luoda selkeä ja havainnol-
listava dokumentointi, jota noudattamalla kykenee suorittamaan tarvittavat toimenpiteet 
sekä dokumentointia hyödyntäen selvittämään mahdolliset vikapaikat. Tietoliikenneverkon 
onnistuneen käyttöönoton jälkeen tulee verkkoa tarvittaessa ylläpitää ja varmistaa sen 
luotettava toiminta. 
Datalatu Oy vastaa kisojen aikaisesta tietoliikenteen toteutuksesta ja ylläpidosta, ja työn 
tilaajana toimii Lahden hiihdon MM-kisojen organisaatio. Kaapelointiratkaisut sisältävät 
pääosin olemassa olevia kiinteistöjen välisiä optisia runkokaapelointeja, kiinteistön sisäisiä 
yleiskaapelointeja sekä tarpeen mukaan lisättäviä kaapelointeja. Kiinteistöjen välisen run-
koverkon toimintakunnon on verkon ylläpitäjä testannut itse. Kiinteistöjen sisäinen yleis-
kaapelointi ja niiden käyttöönotto on toteutettu saneerauksien yhteydessä eri urakoitsijoi-




2.1 Yleistä tietoliikenteestä 
Yleisesti tietoliikenne on tiedon eli datan siirtämistä lähettäjän ja vastaanottajan välillä. Da-
talla tarkoitetaan esimerkiksi tekstiä, kuvia, ääntä tai liikkuvaa kuvaa, joka on muutettu di-
gitaaliseksi eli bittimuotoiseksi tiedoksi. Kuten yleisesti viestinnässä, tarvitaan lähettäjä, 
vastaanottaja, lähetettävä data ja reitti, jota pitkin data voidaan siirtää. (Paananen 2005, 
173.) 
Päätelaitteet, esimerkiksi tietokoneet tai kirjoittimet, sijaitsevat tietoliikenneyhteyden 
päissä, ja verkkopääte nimensä mukaisesti päättää siirtotien. Verkkopääte, tyypillisesti 
modeemi, toimii sovittimena siirtotien ja päätelaitteen välissä muuntaen datan siirtotien 
edellyttämään muotoon ja takaisin päätelaitteen ymmärtämään muotoon. Verkkopäätteet 
yhdistävät toisiinsa siirtotiet, jotka useimmiten koostuvat vaihteiden ja reitittimien yhdistä-
mistä yhteyksistä. Siirtotiet tyypillisesti koostuvat puhelin- ja lähiverkon kaapeleista, laaja-
verkkojen optisista kuiduista sekä langattomista tietoliikenneyhteyksistä. (Paananen 2005, 
173.)  
Tiedonsiirrossa tietoliikennettä ja dataa käsitellään erilaisien protokollien mukaisesti, jotta 
osapuolet kykenevät luomaan yhteyden ja lähettämään tai vastaanottamaan datan oike-
anlaisena. Protokollissa myös määritellään tiedonsiirtotavoista. 
2.2 Tietoliikenteen käytännön protokollia 
Protokollalla tarkoitetaan yhteyskäytäntöä, jolla tietoliikenteen osapuolet keskustelevat 
toistensa kanssa eli toimivat samoilla säännöillä ja olettamuksilla. Protokollan säännöissä 
määritellään esimerkiksi, kuinka yhteys luodaan, millä tavalla tietoa siirretään ja kuinka yh-
teys päätetään. Lisäksi protokolla sisältää menettelyt yhteyden katkeamisen, tiedon vää-
ristymisen tai puuttumisen varalta. Protokolla huolehtii myös tiedon virheiden korjauk-
sesta. (Paananen 2005, 177.) 
Normaalisti protokollat esitetään niin sanotulla OSI-mallilla, joka toimii mallina kaikille lähi-
verkon protokollille. OSI-mallin seitsemänkerroksisessa mallissa kaksi alinta liittyvät lähi-
verkkoihin ja ylemmät WAN-verkkoihin. (Paananen 2005, 240.) 
OSI-malli 
OSI-mallilla (Open Systems Interconnection Reference Model) kuvataan tietoliikennever-
kon toimintoja ja rakenteita tietoliikenteen näkökulmasta, jossa on seitsemän tasoa (layer) 
ja jokaiselle tasolle on määritelty oma roolinsa. Tasojen välistä keskustelua kutsutaan 
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termillä primitiivi, kun taas samalla tasolla keskustelevia kutsutaan protokolliksi (kuvio 1). 
Esimerkkinä OSI-mallissa alimman, ykköstason, muodostaa tietoliikenteen fyysinen osuus 
eli taso, jossa määritellään, kuinka siirtotiehen liitytään. (Paananen 2005, 179.) 
OSI-mallin kerrokset ovat: 
1. Fyysinen kerros (Physical layer), joka määrittelee tiedonsiirron fyysisen median, 
kuten sähkökaapelin, valokuidun tai radioaaltojen yli, "siirtää yhden bitin". 
2. Siirtoyhteyskerros tai siirtokerros (Data Link layer), joka kehystää ylempien ker-
rosten tietoliikennepaketin fyysisen kerroksen siirtoa varten. 
3. Verkkokerros (Network layer), joka välittää ylempien kerrosten tietoliikennepaket-
teja tietokoneiden välillä, tarjoten päästä päähän yhteyden erilaisien verkkoratkai-
sujen ylitse. Verkkokerros voidaan jakaa vielä kolmeen alikerrokseen, jotka ovat 
aliverkon kohtaamiskerros (SNAC, Subnetwork access), aliverkkoriippuvainen 
konvergenssikerros (SNDC, Subnetwork-dependent convergence) sekä aliver-
kosta riippumaton konvergenssikerros (SNIC, Subnetwork-independent conver-
gence). Näiden alikerrosten tarkoituksena on muun muassa mahdollistaa hierarki-
nen aliverkottaminen, jolloin jokaisella aliverkolla voi olla oma osoitteistonsa. 
4. Kuljetuskerros (Transport layer), joka huolehtii siitä, että paketit tulevat perille ja 
että ne järjestetään oikeaan järjestykseen. Myös vuonhallinta on kuljetuskerroksen 
tehtävä. 
5. Istuntokerros (yhteysjakso, Session layer), joka huolehtii useiden yhdessä yhtey-
dessä kulkevien istuntojen multipleksoinnista. 
6. Esitystapakerros (Presentation layer), joka vastaa muun muassa eri merkistökoo-
dauksien yhteensovittamisesta. 
7. Sovelluskerros (Application layer), jota (käyttäjälle näkyvät) sovellukset käyttävät 




Kuvio 1. OSI-malli graafisesti (Paananen 2005, 181) 
TCP/IP-protokolla 
Internetiin liitettyjen laitteiden välisen liikenteen on tapahduttava tietyllä määrätyllä yhteis-
käytännöllä eli protokollalla. Internet-liikenteen protokolla tunnetaan nimellä TCP/IP. Ni-
men mukaisesti siinä on kaksi tasoa. Ylempänä tasona on TCP (Transmission Control 
Protocol), joka jakaa tiedon paketeiksi ja liittää niihin tiedon kohteen osoitteesta. Alempi-
taso IP (Internet Protocol) vastaavasti huolehtii tietopakettien liikkumisesta joitakin reittejä 
pitkin vastaanottajalle. (Paananen 2005, 254.) 
TCP-protokolla sisältää kaikki internetissä tapahtuvaan tiedonsiirtoon liittyvät menettelyt 
yhteyden luomisesta virheiden korjaukseen ja tiedon määrän käsittelyyn (Paananen 2005, 
179). TCP/IP-protokollaa käytetään esimerkiksi internetin käyttömuodoissa, kuten www ja 
sähköposti. Muun muassa laitteiden etäyhteydellä suoritettavaan konfigurointiin käytettävä 
Telnet- tai SSH-yhteys ovat TCP/IP-protokollan perustalle rakennettuja protokollia. (Paa-
nanen 2005, 254.) 
DHCP-protokolla 
Lähiverkkoon liitetyt laitteet tarvitsevat verkossa toimiakseen IP-osoitteen, jotta TCP/IP-
protokollan mukainen tieto välittyy lähettäjältä oikealle vastaanottajalle. Käyttäjän liittyessä 
verkkoon olisi käyttäjän osattava itse asettaa päätelaitteelleen oikeanlainen IP-osoite. 
DHCP-protokollan (Dynamic Host Configuration Protocol) tehtävänä on antaa verkkoon 





Tietopaketteja lähetettäessä julkiseen internet-verkkoon, reititin käyttää Network Address 
Translation (NAT) -menetelmää, jossa reititin muuttaa sisäverkossa käytettävän laitteen 
IP-osoitteen organisaation rekisteröimäksi viralliseksi IP-osoitteeksi (kuvio 2) (Hakala & 
Vainio 2005, 246). 
 
Kuvio 2. NAT-muunnos (Hakala & Vainio 2005, 247) 
SSH-protokolla 
Aiemmin mainittu Telnet-etäyhteys on alkeellinen ja salaamaton. Tietoturvan vuoksi kan-
nattaakin etäyhteytenä käyttää ohjelmistoja, jotka tukevat SSH-protokollaa (Secure Shell) 
(Paananen 2005, 290). TCP-protokollaa käyttävien sovellusten liikenne tunneloidaan sa-
laamalla se SSH-protokollan avulla. Lisätietoa SSH:sta saa valmistajan sivuilta www.ssh.fi 







3.1 Yleistä tietoliikenneverkosta 
Tietoliikenneverkko koostuu verkkokomponenteista ja niitä yhdistävistä siirtoteistä tai ka-
navista. Osapuolia harvemmin yhdistetään fyysisesti toisiinsa, vaan yhdistäminen tapah-
tuu erilaisilla yhteyksillä, joita verkkolaitteet, kuten reitittimet ja vaihteet, yhdistävät. Siirto-
teinä tyypillisesti toimivat parikaapeliyhteydet, optiset kuidut ja langattomat tietoliikenneyh-
teydet. (Paananen 2005, 172.)  
Siirtotiet voidaan karkeasti jakaa kolmeen osaan, joita ovat lähiverkko, langaton lähiverkko 
ja virtuaalinen lähiverkko. Virtuaalinen lähiverkko toteutetaan ohjelmallisesti verkkolait-
teissa. 
3.2 Lähiverkko 
Lähiverkko, LAN (Local Area Network) on nopea datan siirtoverkko, joka tyypillisesti rajoit-
tuu tietylle maantieteelliselle alueelle ja jota hallitsee yhteisö tai yritys. Esimerkiksi kiin-
teistö tai kiinteistökokonaisuus on yhdenlainen alue ja tiedonsiirtonopeus on tyypillisesti 
10 Mbit/s – 1 Gbit/s.  
On olemassa myös laajempia lähiverkkokokonaisuuksia, jotka usein koostuvat useista 
pienemmistä lähiverkoista. Esimerkiksi laajaverkko, WAN (Wide Area Network) ulottuu 
paikkakuntien tai maiden välille. Laajaverkko tunnetaan myös nimellä GAN (Global Area 
Network). Vastaavasti esimerkiksi kampusalueen tai suurkaupungin verkkoa, joka yleensä 
on suurempi kuin tyypillinen yritysverkko, kutsutaan nimellä MAN (Metropolitan Area Net-
work). (Paananen 2005, 218.) 
3.3 Virtuaalinen lähiverkko 
Virtuaalinen lähiverkko, VLAN (Virtual Local Area Network) on lähiverkossa toimivan verk-
kolaitteen, kytkimen (switch) toiminto. Fyysinen reitittimen (router) takana oleva lähiverkko 
voidaan jakaa useampaan loogiseen, virtuaaliseen aliverkkoon. 
Kytkimessä täytyy olla virtuaalisen lähiverkon tuki, jotta sellainen voidaan toteuttaa. Toteu-
tustapoja on neljää erilaista, joista yleisin on kytkimen liitinporttien perusteella. Kolme 
muuta tapaa ovat MAC-osoitteen perusteella, verkkokerroksen palveluiden (OSI layer 3) 
perusteella tai policy-määritysten avulla. (Hakala & Vainio 2005, 96.)  
Porttiperusteisessa VLAN-verkossa kytkimien liitinportit jaetaan ohjelmallisesti eri VLAN-
verkkoihin, jolloin voidaan luoda useita virtuaalisia aliverkkoja. Portteihin kytketyt laitteet 
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pystyvät kommunikoimaan vain samassa VLAN-verkossa olevien laitteiden kanssa (kuvio 
3). Jos halutaan kommunikoida eri VLAN-verkkojen välillä, tarvitaan reititintä aivan niin 
kuin normaalisti eri verkkojen välisessä tiedonsiirrossa. (Cisco Networking academy 
2017.) 
Kytkimien välisessä liikenteessä kaikkien VLAN :ien liikenne kulkee samaa runkoyhteyttä 
(Trunk link) pitkin. Tällöin runkoyhteyttä ylläpitävien kytkinporttien on kuuluttava kaikkiin 
sallittuihin virtuaaliverkkoihin. (Hakala & Vainio 2005, 101.) 
Suurin hyöty VLAN-verkkojen käytössä on se, että niillä pystytään pienentämään broad-
cast -liikennettä, jolloin verkko ruuhkautuu huomattavasti vähemmän. VLAN-verkkojen 
hyötyihin lukeutuu myös parempi turvallisuus, jos tärkeää dataa kuljettavat koneet eriste-
tään omiksi VLAN-verkoiksi. (Cisco Networking academy 2017.) 
 
Kuvio 3. Porttipohjainen jako VLAN-aliverkkoihin (Paananen 2005, 238) 
3.4 Langaton lähiverkko 
Lähiverkko voidaan toteuttaa myös langattomasti, WLAN (Wireless Local Area Network). 
Langaton lähiverkko eroaa tavallisesta lähiverkosta ainoastaan siinä, että verkkolaitteita 
voidaan liittää siihen langattomasti. Usein lähiverkko toteutetaan niin, että siihen on mah-
dollista liittyä langattomilla verkkosovittimilla ja fyysisesti langallisesti liityntäpisteitä käyt-
täen. Lähiverkko voidaan toteuttaa myös pelkillä langattomilla verkkosovittimilla tai verkko-
laitteet voivat olla yhteydessä runkoverkkoon tukiasemien (AP, Access Point) kautta (kuva 
1). (Paananen 2005, 229.) 
Tyypillisesti langattomalla verkolla varustetaan erilaiset tilat, joissa ihmiset tai erilaiset ko-
neet tarvitsevat jatkuvaa yhteyttä runkoverkkoon liikkuessaan osastolta toiselle. Tällaisia 
8 
 
tiloja voivat olla esimerkiksi toimisto- ja tuotantoympäristöt tai suuret kauppa- ja hotellikes-
kukset, joissa halutaan antaa käyttäjille mahdollisuus liittyä esimerkiksi internetiin. 
 
Kuva 1. Langaton tukiasema (Cisco Oy 2018) 
3.5 Verkkokomponentit 
Lähiverkkojen tiedonsiirto toteutetaan siihen liitettävillä verkkokomponenteilla. Työasemat 
ja muut laitteet liitetään lähiverkkoon verkkokortilla. Verkot liitetään toisiinsa kolmella tär-
keimmällä komponentilla, joita ovat keskitin (hub), kytkin (switch) ja reititin (router). Nyky-
ään useimmat kytkimet voivat toimia myös keskittiminä. Parikaapeloinnin välityksellä kytki-
miin liitetään työasemat ja muut verkkolaitteet (myös langattomat tukiasemat) samaksi lä-
hiverkoksi tai lähiverkkokokonaisuudeksi. Lähiverkko liitetään ulkoiseen reititinverkkoon 





• oheislaitteet, esimerkiksi tulostimet 
• kaapelointi 
• verkkoa suojaavat ja ylläpitävät laitteet: keskittimet, sillat, reitittimet, palomuurit jne. 
• verkko-ohjelmisto: verkkokäyttöjärjestelmät, verkon hallintaohjelmistot 
• verkkokäyttöön sopivat sovellukset.  
Tiedosto-, tietokanta-, tietoliikenne- tai tulostinpalvelinkäytössä käytetään yleensä palveli-
mia. Työasemia ovat esimerkiksi tietokoneet, erilaiset päätteet, kämmentietokoneet ja 
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älypuhelimet. Lähiverkkoon voidaan liittää saman aikaisesti eri tyyppisiä päätelaitteita. 
(Paananen 2005, 220.) 
Reititin 
Tietoliikenneverkkojen yhdistämiseen käytetään reitittimiä (router). Muun muassa lähiver-
kon kiinteä internet-yhteys luodaan reitittimen avulla. Reitittävällä verkkoprotokollalla, jol-
lainen esimerkiksi internetin käyttämä verkkoprotokolla IP (Internet Protocol) on, ohjataan 
reitittimen toimintaa. Verkon kuvaus tallentuu reitittimen muistiin, jolloin se pystyy hallitse-
maan datan reittejä ja optimoimaan niitä. Lisäksi reititin voi suodattaa liikennettä lähettä-
jän, aliverkkojen, lähetysprotokollien, liikenteen tyypin tai vastaanottajan perusteella. 
(Paananen 2005, 236.) 
Kytkin ja keskitin 
Ethernet-kytkin (switch) tai -keskitin (hub) usein käsitetään samaksi asiaksi, mutta kytki-
men ja keskittimen välisen eron voi kiteyttää seuraavasti: 
Kytkimessä varausmenettelyyn kuuluva törmäystunnistus on porttikohtainen, kun taas 
keskittimessä kaikki portit jakavat saman liikenteen. Kytkimellä tehostetaan verkon liiken-
nettä välittämällä se vain tarkoitettuihin portteihin. Näin voidaan porteille määritellä nimel-
liskaistat ja vähentää verkon kuormitusta. (Paananen 2005, 237.) 
Kytkimeen yleensä liitytään päätelaitteen omalla 10Mbit/s, 100Mbit/s tai 1Gbit/s Ethernet-
liitynnällä. Portit voidaan konfiguroida manuaalisesti tietylle nopeudelle tai kytkin voi tun-
nistaa vaaditun nopeuden automaattisesti. Kytkimen porttiin voidaan liittää verkon pääte-
laitteita tai toinen kytkin. (Paananen 2005, 237.) 
Kytkimet jaotellaan kytkennän protokollan mukaisesti. Esimerkiksi kakkoskerroksen kytki-
men (Layer 2) kytkennät tehdään MAC-osoitteen pohjalta. Kolmoskerroksen (Layer 3) kyt-
kin voi olla reitittävä eli kytkentä tehdään verkko-osoitteen esimerkiksi IP-osoitteen poh-
jalta. Kytkimet voivat tukea myös VLAN-ominaisuutta. (Paananen 2005, 237.) 
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4 KAAPELOINTI TIETOLIIKENNEVERKOSSA 
4.1 Yleistä tietoliikennekaapeloinnista 
Tietoliikenteen toimivuuden perustana on hyvä kaapelointi. Lähiverkon ja muun tietoliiken-
teen, kuten puhelinverkon, kaapelointi voidaan toteuttaa niin sanottuna hierarkkisena 
yleiskaapelointina eli ne käyttävät samaa kaapelointijärjestelmää. (Paananen 2005, 224.) 
Hierarkkisessa yleiskaapeloinnissa käytetään monitasoista kaapelointiratkaisua (kuvio 4). 
Alimmalla tasolla on työpistekaapelointi, joka yhdistää esimerkiksi työaseman pistorasiaan 
(TO, telecommunication outlet). Kerroskaapelointi kytkee pistorasiat kerrosjakamoon (FD, 
floor distribution). Kerrosjakamot yhdistetään nousukaapelilla talojakamoon (BD, building 
distribution). Talojakamot kytketään yhteen aluekaapelilla aluejakamoon (CD, campus dis-
tribution). Aluejakamosta on yhteys yleiseen televerkkoon. Tyypillisesti työpistekaapelointi 
ja kerroskaapelointi toteutetaan parikaapelilla, nousukaapelointi monimuotovalokuidulla ja 
aluekaapelointi sekä yhteys yleiseen televerkkoon yksimuotokuidulla. (Paananen 2005, 
224.) 
 
Kuvio 4. Lähiverkon yleiskaapelointi (Paananen 2005, 224) 
4.2 Parikaapeli 
Parikaapeli (kuvio 5) on korvannut lähes kaikki muut kaapelityypit työasemakaapeloin-
nissa. Se koostuu kahdesta vierekkäisestä kuparijohtimesta. Kuparijohtimet ovat eristet-
tyjä ja kierretty toistensa ympärille. Vastakkaiset johtimet muodostavat parin ja 
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kiertäminen sekä symmetrisyys antaa johtimille paremman häiriön siedon. Kaapelin vaip-
pana käytetään muovia ja ytimen ympärillä on vyöeristys antamaan mekaanista ja säh-
köistä suojaa. (Paananen 2005, 225.) 
 
Kuvio 5. Parikaapeli (Paananen 2005, 225) 
Parikaapelit on jaettu ominaisuuksiensa mukaan kategorioihin, joista ensimmäinen on 
10BaseT (10Mbit/s, T = twisted pair eli kierretty parikaapeli). Kategoria viiden (Cat 5) suo-
jaamaton UTP-kaapeli (unshielded twisted pair) on yleisimmin käytetty kaapelityyppi, 
mutta uudisrakennuksissa on siirrytty käyttämään Cat6 kaapelia. (Paananen 2005, 225.) 
4.3 Valokaapeli 
Valokaapelissa (kuvio 6) tiedonsiirto tapahtuu kuidussa valon avulla. Kuitu on lasista ve-
detty ohut säie, jossa valo kulkee lähes häviöttömästi säikeen seinämistä tapahtuvien hei-
jastumien ansiosta. Säie koostuu kvartsilasisesta ydinosasta ja vähäisemmän taitekertoi-
men omaavasta lasimateriaalista. Kuidun ydinosassa kulkevien valopulssien kulkutavan 
mukaan kuidut on jaettu moni- ja yksimuotokuituihin. Yksimuotoisen kuidun ydinosassa 
valo kulkee suoraan heijastumatta ja on monimuotokuidun ydinosaa ohuempi. Monimuo-
tokuidussa valo heijastelee kuidun seinämistä eri kulmissa, jolloin valosignaaliin aiheutuu 




Kuvio 6. Yksimuoto- ja monimuotokuitu (Paananen 2005, 226) 
Lähiverkkoja yhdistävissä runkoverkoissa käytetään yleensä yksimuotokuitua ja vastaa-
vasti sisäisissä runkoyhteyksissä monimuotokuitua. Yksimuotokuitua on hankalampi asen-
taa ja se soveltuu pidemmille matkoille signaalin pienemmän vaimenemisen vuoksi. Pal-
velinkaapeloinnissa valokuidun käyttö on lisääntymässä, mutta työasemakäytössä sitä 
käytetään harvemmin. 
Kuitusäikeet suojataan useampaan kertaan muovipäällysteellä kosteudelta, naarmuuntu-
miselta ja mekaaniselta rasitukselta. Kaapeli koostuu useista kuiduista, jotka suojataan 
vielä erikseen muovipäällysteellä. Samassa kaapelissa voi olla molempia kuitutyyppejä. 
Optisia kuituja käyttämällä saavutetaan suuria tiedonsiirtonopeuksia eikä niihin vaikuta 
sähkömagneettiset häiriöt. Salakuuntelu on vaikeampaa sekä ne ovat turvallisempia käyt-
tää palo- ja räjähdysalttiissa tiloissa. Kuidussa datan yksisuuntaisuus on huono puoli, jol-
loin kuituja vaaditaan aina vähintään kaksi. (Paananen 2005, 226.) 
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5 VÄLIAIKAISEN TIETOLIIKENNEVERKON SUUNNITTELU 
5.1 Suunnittelutyökalut 
Suunnittelussa käytettiin Google Drive -taulukkolaskentaohjelmaa, joka mahdollisti sel-
keän tavan sijoittaa tilanimitykset, laitteistotyypit ja kytkentäsuunnitelmat taulukkomuo-
toon. Lisäksi etuna oli, että asianosaiset pystyivät muokkaamaan taulukkoa, niin että se 
näkyi muille suunnitteluun osallistuneille koko ajan päivitettynä. Piirrettävät kaaviot eivät 
olleet monimutkaisia, joten piirtotyökaluna päätettiin käyttää myös Google Drive -piirto-oh-
jelmaa. Ohjelma sisälsi yksinkertaiset piirtotyöhön soveltuvat valikot ja valmiit kuviot, jol-
loin suunnittelussa käytettyihin kannettaviin tietokoneisiin ei ollut tarvetta asentaa ammat-
timaisia ja erikseen opeteltavia piirto-ohjelmistoja.  
Google Drive mahdollisti myös muun tyyppisten dokumenttien jakamisen suunnitteluun 
osallistuneiden kesken. Lisäksi kaikki muutokset, joita Google Drivessa sijaitseviin doku-
mentteihin tehtiin, tallentui automaattisesti. Google Drive säilyttää muutoksia edeltävät do-
kumentit, jolloin tarvittaessa voitiin helposti palata muutosta edeltävään dokumenttiversi-
oon. 
5.2 Kartoitus 
Lahden hiihdon MM-kisojen 2017 kisakylä sijaitsee Suomen Urheiluopistolla Vierumäellä. 
Alueella toimi myös MM-kisoihin osallistuvien urheilijoiden harjoitus- ja majoitustilat. Väliai-
kainen tietoliikenneverkko tuli luoda kisaorganisaation ja median tiloihin. 
Tietoliikenneverkon toteuttamiseksi kisakylään tuli ensin kartoittaa loppukäyttäjien vaati-
mukset verkon käytölle ja se, missä sitä tarvittaisiin. Kartoitusvaiheessa tilaaja toimitti lis-
tan, josta ilmeni käyttöön otettavat tilat ja alueet sekä tiedonsiirtoon tarvittavan aluekohtai-
sen minimikapasiteetin. Tilojen käyttötarkoituksien mukaan tuli arvioida, kuinka monelle 
päätelaitteelle tarvittaisiin liityntärajapinnat ja kuinka monen käyttäjän oli mahdollista liittyä 
langattomaan tietoliikenneverkkoon. Päätelaitteiden lukumäärään vaikutti esimerkiksi tilan 
käyttötarkoitus, monitoimilaitteiden määrä ja millaisia muunlaisia laitteita loppukäyttäjillä 
olisi käytettävissä. Tilat sijaitsivat fyysisesti neljän eri kiinteistön alueella, jotka jakautuivat 
käyttötarkoituksen mukaan pienemmiksi tiloiksi. Kuviosta 7 ilmenee kisaorganisaation tilat 




Kuvio 7. Kisaorganisaation määrittelemät tilat 
5.2.1 Käytettävät tilat 
Kuvassa 2 on Vierumäen Urheiluopiston urheiluhalli, joka on opiston alueen keskipiste ja 
tunnistettavin rakennus. Urheiluhallin ohessa sijaitsevat muun muassa Luentokaari (ma-
tala rakennus). 
 
Kuva 2. Urheiluhalli (Suomen Urheiluopisto 2018b) 
Ballroom 
Vierumäki Resort hotellin (Scandic) 400 hengen konferenssitila Ballroom (kuva 3) toimi ur-
heilijoiden ja median edustajien akkreditointi- ja Yleisradion mediakeskuksena. Tila on 
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suurikokoinen, helposti muunneltavissa ja jaettavissa neljään osaan, jolloin se soveltuu 
saman aikaisesti hyvin eri käyttötarkoituksiin (Suomen Urheiluopisto 2018). 
 
Kuva 3. Ballroom (Suomen Urheiluopisto 2018b) 
NRK ja Evening Position 
Norjan yleisradion NRK (Norsk rikskringkasting AS) mediakeskus sijaitsi urheiluhallin yh-
teydessä Luentokaaressa (kuva 4). Luentokaaressa sijaitsee yleisten tilojen lisäksi viisi lu-
entosalia. Tapahtuman ajaksi median käyttöön oli varattu kolme luentosalia, joista kaksi 
luentosalia oli yhdistetty yhdeksi isoksi tilaksi. Lisäksi Norjan yleisradio NRK:lla oli Luento-






Kuva 4. Luentokaaren auditorio (Suomen Urheiluopisto 2018b) 
 
Kuva 5. Evening Position 
Tennispaviljonki 
Radio Voiman mediatila sijaitsi urheiluhallin takana Tennispaviljongissa. Tennispaviljonki 
on pienehkö hirsirakennus, josta Radio Voima teki videolähetyksiä MM-kisoista omalle in-
ternet-sivustolleen. 
5.2.2 Runkoverkko 
Tietoturvan ja kulkulupien vuoksi oli välttämätöntä käydä tapaamassa tietoliikenneverkon 
haltijaa ja selvittää, millä tavalla väliaikainen tietoliikenneverkko toteutettaisiin. Lisäksi tu-
tustuttiin tiloihin ja selvitettiin olemassa olevien tietoliikenneverkkojen kaapelityypit, ristikyt-
kentäpisteet ja laitetilojen sijainnit. Kisakylä jakautui suurelle alueelle eri 
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kiinteistökokonaisuuksiin, jotka tuli ottaa huomioon suunnittelussa. Kiinteistöjen väliset 
runkokaapelit olivat pääosin yksimuotoista (SM) valokuitukaapelia, jotka mahdollistivat 
suuren tiedonsiirron pidemmille välimatkoille. Lyhyemmillä välimatkoilla oli kuitukaapelityp-
pinä monimuotokaapeli (MM). Näiden pohjalta laadittiin yksinkertainen runkokaapeloinnin 
lohkokaavio (kuvio 8), josta ilmenee kiinteistöjen välinen runkokaapelointi ja runkokaape-
loinnin ristikytkentäpisteiden sijainnit. Lisäksi kuvasta ilmenee alueen kartassa käytettävät 
paikkaselitenumerot. Tietoturvasyistä ei laitetiloja saanut valokuvata. 
 
 
Kuvio 8. Runkokaapeloinnin lohkokaavio 
Koska alue on laaja, otettiin käyttöön Suomen Urheiluopiston www-sivuilta kuvakaappaus 
alueen kartasta, jolla havainnollistettiin työhön osallistuville aluetta ja runkokaapeleiden 





Kuvio 9. Kuvakaappaus kartasta lisättynä runkokaapelien kytkentäpisteet (Suomen Urhei-
luopisto 2018a) 
Laitteiden ja kaapeloinnin periaatekuviolla (kuvio 10) havainnollistetaan työhön osallistu-




Kuvio 10. Periaatekuva tietoliikenneverkon kaapeloinnista lähtöpisteestä loppukäyttäjälle 
Kuvassa 6 näkyy osa Ballroom-tilana toimivasta hotelli Scandicin konferenssitilasta, josta 
ilmenee tilan jakavat taiteovet. Tilojen taiteovien väliin jäi hätäpoistumiskäytävä, jolloin 
ovet ja välikkö olivat omiaan eristämään ääntä sekä langatonta tietoliikennettä. 
 




Ballroom-tilana toimivan konferenssitilan lattioissa oli RJ-45 -kytkentärasiat sekä jänni-
tesyötöt mahdollisille verkkolaitteille (kuva 7). Näin voitiin esimerkiksi median pöytiin asen-
taa fyysiset verkkoliikenneyhteydet suoraan, jolloin ei tarvinnut huolehtia lattialla kulke-
vista tietoliikennekaapeleista ja niiden mekaanisesta suojauksesta. 
 
Kuva 7. Ballroom kytkentärasiat lattiassa 
Myös seinillä oli RJ-45 -kytkentärasioita, joita voitiin käyttää esimerkiksi monitoimilaittei-
den liittämiseen tietoliikenneverkkoon. Kuvassa 8 ilmenee, kuinka kiinteistön yleiskaape-
loinnin suunnitelmissa on huomioitu ja keskitetty myös muita heikkovirtajärjestelmiä sa-
moihin sijainteihin. Tällä tavalla voidaan yksinkertaisesti esimerkiksi tietokoneen äänilähde 
liittää konferenssitilan äänentoistojärjestelmään. 
 
Kuva 8. Ballroom kytkentäpisteitä seinässä 
Kuvassa 9 ilmenee, kuinka kiinteistön yleiskaapeloinnin suunnitelmissa oli otettu huomi-
oon myös langattomien tukiasemien sijoitus suunnittelemalla RJ-45 -kytkentärasioita kon-
ferenssisalin seinille. Sijoittamalla langaton tukiasema mahdollisimman ylös saadaan es-




Kuva 9. Esimerkki Ballroom langattoman tukiaseman asennuksesta 
5.3 Laitteisto 
Laitteistotarpeet määriteltiin lähtökohtaisien kartoituksien ja tarvevaatimusten perusteella. 
Lisäksi laitteiden valintaan vaikutti varautuminen muutoksiin.  
Kytkimien valintaan vaikutti riittävä kytkentäporttien määrä sekä se, että siihen oli mahdol-
lista liittää valokuitumoduuleja. Kytkimen oli myös tuettava VLAN-verkon toteutusta ja riit-
tävää tiedonsiirtokapasiteettia. 
Kuitumoduulipaikan ja VLAN-tuen omaavia kytkimiä olivat käytännössä Ciscon ja Aruban 
mallit. Laitteet ovat ominaisuuksiltaan vastaavat, mutta Ciscon kytkimen hinta oli Aruban 
vastaavaan verrattuna lähes kaksinkertainen. Kuviossa 11 on esitetty Ciscon kytkimen 
ominaisuudet ja kuviossa 12 Aruban kytkimen ominaisuudet. Molemmat ovat myös kiinni-
tettävissä ristikytkentäkaappiin. 
 





Kuvio 12. HPE Aruba 2530-24G (Verkkokauppa.com 2018b) 
Valituista laitteistoista luotiin taulukko (kuvio 13), jonka perusteella Datalatu Oy toimitti tar-
vittavat laitteet käyttöömme. Taulukosta selviää laitteiden sijainnit, tunnukset ja tiedonsiir-
ron miniminopeusvaatimukset. DNA Oy liittymäsopimusta ja sitä myöten UPLINK-reititti-
men tyyppi ei vielä ollut tiedossa. Liittymäsopimuksen (liite 1) teki Datalatu Oy. Tarkem-
mat tekniset tiedot käytettävistä laitteista on esitetty liitteessä 2. Liitteessä 3 on esitetty 
suunnittelutaulukko kokonaisuudessaan. 
 
Kuvio 13. Laitetaulukko 
Ballroom jakautui kahteen osaan, jotka olivat jaettavissa kahteen lohkoon. Tilan jako oli 
mahdollista tehdä suurilla ääntä eristävillä taiteovilla. Tämän vuoksi jokaisen lohkon 
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alueelle suunniteltiin langaton tukiasema. Toinen puoli salista oli median käyttöön ja toi-
nen puoli kisaorganisaation käyttöön. Molemmille tahoille suunniteltiin myös omat monitoi-
milaitteet. Tärkeää oli, että tietoliikenneyhteydet Ballroom-tilassa median ja kisaorganisaa-
tion välillä eivät vaikuta toisiinsa. Taulukkoon (kuvio 14) lisättiin myös pääkäyttäjätunnuk-
set, joilla voitiin konfiguroida monitoimilaitteita. Monitoimilaitteet liitettiin tietoliikenneverk-
koon, jotta asianosaisilla oli mahdollisuus käyttää niitä omilta päätelaitteiltaan. Kuviossa 
15 havainnollistetaan laitteet ja niiden sijainnit Ballroom-tilassa.  
 
Kuvio 14. Monitoimilaitteet 
 





Käytettävien tilojen varmistuttua ja kartoituksen perusteella suunniteltiin runkokaapeloin-
nin ristikytkentätaulukko (kuvio 16), jonka mukaisesti ristikytkennät suoritettiin. Taulukossa 
kuvataan laitteen/paneelin sijainti, portti johon kaapeli on kytketty ja vastaavasti kaapelin 
toisen pään laite/paneeli ja portti.  
UPLINK on palveluntarjoajan (DNA Oy) väliaikaista tiedonsiirtoverkkoa varten toimittama 
reititin, jonka kautta loppukäyttäjä on yhteydessä julkiseen internet-verkkoon. Ristikytken-
tätaulukko toimitettiin myös tietoliikenneverkon haltijan tietohallinnon käyttöön, jolloin 
heillä oli tarvittava tieto väliaikaisesti käytössä olevista kytkennöistä. Tällä pyrittiin myös 
ehkäisemään esimerkiksi kisojen aikainen verkon haltijan tahaton kytkentäpisteen irrotus. 
 
Kuvio 16. Runkokaapeloinnin ristikytkentätaulukko 
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6 VÄLIAIKAISEN TIETOLIIKENNEVERKON TOTEUTUS 
6.1 Yleistä tietoliikenneverkon toteutuksesta 
Lähtötietojen ja alkuvalmistelujen perusteella aloitettiin reitittimen, kytkimien ja langatto-
mien tukiasemien valmistelu. Ennen lopullista asennusta laitetiloihin laitteet kytkettiin, kon-
figuroitiin ja testattiin Lahden Ammattikorkeakoulun tietoliikennelaboratoriossa.  
Laitteiden konfiguroinnissa ja tunnuksissa käytettiin samaa logiikka, kuin Lahden kisa-alu-
een tietoliikenneverkossa. Näin voitiin varmistaa, että myös muut kisatapahtuman tietolii-
kenneverkosta vastaavat pystyivät helposti tulkitsemaan suunnitelmia. Konfigurointi suori-
tettiin ottamalla yhteys tietokoneella laitteeseen konsolikaapelin välityksellä. Kun perus-
asetukset oli konfiguroitu, voitiin jatkossa ottaa laitteeseen yhteys ”Management” VLAN-
aliverkon kautta SSH-yhteydellä. 
6.2 Konfigurointi 
Reititin 
Ennen verkkolaitteiden konfigurointia määriteltiin ulkoverkon yhteystiedot ja aliverkkojen 
IP-osoitteet (kuvio 17). Aliverkkojen IP-osoitteilla määriteltiin virtuaaliset aliverkot ja niihin 
liitettävien laitteiden IP-osoiteavaruudet.  DNA Oy liittymäsopimuksessa määriteltiin ulko-
verkon IP-osoite, jolla reititin kommunikoi internetiin.  
Lisäksi reitittimeen määriteltiin muun muassa käyttöalueiden oletusyhdyskäytävä, VLAN-
aliverkot ja policy-map, joilla määriteltiin aliverkkojen enimmäistiedonsiirtokapasiteetit. 
Näin varmistuttiin, että esimerkiksi suuren tiedonsiirtokapasiteetin lähetys, kuten televisio-
lähetys ei varaisi koko verkkoliikennettä, jolloin muiden käyttöalueiden verkkoliikenne hi-
dastuisi tai lakkaisi kokonaan. 
VLAN-aliverkot (kuvio 18) suunniteltiin tilaajan listan mukaisiin käyttöalueisiin. Hallintaa 
varten luotiin VLAN-aliverkko ”Management”, johon konfiguroitiin väliaikaisen tietoliikenne-
verkon verkkolaitteet. Hallintaa varten tuli myös määritellä pääkäyttäjätunnukset kaikkiin 





Kuvio 17. Management-taulukko 
 
Kuvio 18. VLAN-aliverkot 
Seuraavissa kuvioissa on esitelty reitittimen suunnitelmien mukaista konfigurointia. Konfi-
gurointilista kokonaisuudessaan on esitetty liitteessä 4. 




Kuvio 19. Reitittimen DHCP-konfigurointi 
Kuviossa 20 on laitteen hallintaa varten asetettu käyttäjätunnus ja salattuna käyttäjätun-
nus. Kuviosta ilmenee myös suunnitelmien mukainen policy-map ja palveluntarjoajan an-




Kuvio 20. Käyttäjätiedot ja policy-map 





Kuvio 21. Portin VLAN-aliverkkoasetus 





Kuvio 22. NAT- ja etäyhteysasetukset 
Kytkin 
Kytkimiä varten suunniteltiin kytkinkohtaiset taulukot, joissa määriteltiin tarpeen mukaiset 
VLAN-aliverkko- ja muut porttiasetukset. Kytkin VMSW1 sijoitettiin myös talon pääjaka-
moon. Muut kytkimet sijoitettiin käyttöalueille periaatekaavion (kuvio 23) mukaisesti. Li-
säksi Ballroom-tilaan sijoitettiin medialle erilliset pöytäkytkimet fyysistä yhteyttä varten. 





Kuvio 23. Verkkolaitteiden sijoitus 
Käytössä oli Cisco- ja HP/Aruba-merkkisiä verkkolaitteita, jolloin konfiguroinneissa oli pie-
niä eroja. Erot olivat lähinnä asetuksien nimityksissä. Sen vuoksi taulukkoon lisättiin portti-
asetuksiin molempien valmistajien käyttämät nimitykset. Cisco-merkkisessä verkkolait-
teessa ”Trunk”-asetus vastaa HP:n verkkolaitteen ”Tagged”-asetusta. Ja vastaavasti Cis-
con ”Access”-asetus on HP:n kytkimessä ”Untagged”. Aruba on merkkinä sama kuin HP. 
Toisin sanoen kytkinten väliset yhteydet konfiguroitiin ”Tagged”-asetuksella. Vastaavasti 
portit, joihin käyttäjät liittyivät, joko langattomasti Access Pointin tai fyysisen yhteyden 
kautta, konfiguroitiin ”Untagged”-asetuksella. Kuviosta 24 ilmenee kytkimen VMSW2 port-






Kuvio 24. Kytkimen VMSW2 taulukko 
Seuraavissa kuvioissa esitetään osia kytkimen konfiguroinnista. Laitekohtaiset ja tarkem-
mat konfiguroinnit on esitetty liitteessä 5. Verkon määritykset tehtiin reitittimelle, joten kyt-
kimen konfiguroinnissa määritellään IP-asetusten lisäksi ainoastaan porteille reitittimellä 
määritellyt VLAN-asetukset. 




Kuvio 25. Kytkimen tunnus ja IP-osoiteasetus 
Kuviossa 26 ilmenee taulukon mukaiset asetukset portteihin. 
 
Kuvio 26. Esimerkki porttiasetuksista 
Langaton tukiasema 
Langattomien tukiasemien konfiguroinnissa yksi tukiasema toimi Controllerina, johon kon-
figuroitiin langattomien verkkojen tiedot. IP-osoitteet asetettiin kaikkiin tukiasemiin konsoli-
kaapelilla. Controller välitti muut asetukset, esimerkiksi edellä mainitut langattomien 
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verkkojen tiedot, muihin samaan hallintaverkkoon liitettyihin tukiasemiin. Langattomien 
verkkojen tietoja olivat verkkojen nimet (SSID), jotka näkyivät langatonta lähiverkkoa tuke-
vissa laitteissa, sekä verkoille määritellyt salasanat (kuvio 27). Jos verkkoon liitettäisiin 
uusi tukiasema, Controller ”ajaisi” asetukset siihen automaattisesti. Tällä varmistuttiin, että 
kaikki verkkoon liitetyt tukiasemat olivat automaattisesti ajan tasalla. Jos Controllerina toi-
miva tukiasema vikaantui tai irrotettiin verkosta, niin seuraava tukiasema otti automaatti-
sesti Controller -roolin.  
Langattomat tukiasemat tukivat PoE-jännitesyöttöä (Power over Ethernet), jolloin erillisiä 
virtalähteitä ei tarvinnut sijoittaa tukiaseman läheisyyteen. Tukiasemien virtalähteet kytket-
tiin ristikytkentäkaapin jännitesyöttöön, jolloin tukiasema sai tarvittavan käyttöjännitteen 
yleiskaapeloinnin kautta. Näin meneteltäessä varmistuttiin, että tukiaseman virtalähteitä ei 
irrotettaisi tahattomasti. 
Tarkempia tietoja langattoman tukiaseman konfiguroinnista voi lukea Cisco System Fin-




Kuvio 27. Langattomat verkot 
6.3 Asennustyö 
Ennalta konfiguroidut ja testatut laitteet sijoitettiin suunnitelmissa määriteltyihin paikkoihin. 
Reititin ja kytkimet kiinnitettiin laitetiloihin laitteille tarkoitettuihin asennusräkkeihin. Langat-
tomat tukiasemat sijoitettiin sopiville paikoille käytettäviin tiloihin. Ristikytkennät suoritettiin 
taulukkojen kytkentäkaavioiden mukaisesti RJ-45 -tyyppisillä ristikytkentäkaapeleilla tai 
SM/MM -kuituristikytkentäkaapeleilla.  
RJ-45 -ristikytkentäkaapeleita (kuva 10) tarvittiin esimerkiksi kytkimen portista yleiskaape-
loinnin ristikytkentäpaneeleihin. Yleiskaapelointi on kiinteistön sisäistä kaapelointijärjestel-
mää, jolloin kaapeli päättyy esimerkiksi aiemmin mainittuun Ballroom-tilan lattiassa 
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sijaitsevaan RJ-45 rasiaan. Rasioiden tunnukset vastasivat ristikytkentäpaneeliin merkit-
tyjä tunnuksia. Kuvassa 11 on esitetty esimerkki ristikytkentäkaapista. 
 
Kuva 10. RJ-45 ristikytkentäkaapeli (Sähkönumerot.fi 2018) 
 
Kuva 11. Esimerkki ristikytkentäkaapista (Hannu Backman Oy 2018) 
Kuituristikytkentäkaapeleita tarvittiin lähinnä runkoverkon kytkennässä, kun reititin ja kytki-
met liitettiin kuituverkon välityksellä toisiinsa. Yleisin kuituristikytkentäkaapeliliitin on LC 
(Lucent Connector) (kuvat 12 ja 13), mutta SC-liittimiäkin (kuva 14) käytetään (Subscriber 
Connector). Singlemode -kuitu on yleensä erotettu multimode -kuidusta keltaisella kaape-
lin värillä ja/tai sinisellä liittimen värillä. Multimode -kuitukaapelin väri on yleensä oranssi ja 
liitin väriltään harmaa. 
Yleisimmät kuituliittimet kuuluvat TIA connector intermateability standardin FOCIS-x (TIA-




Kuva 12. Kuituristikytkentäkaapeli LC-LC singlemode (Multitronic Oy 2018) 
 
Kuva 13. Kuituristikytkentäkaapeli LC-LC multimode (Multitronic Oy 2018) 
 
Kuva 14. LC- ja SC-liitin (The Fiber Optics Association 2018) 
LC-kuitukaapeli kytketään esimerkiksi kytkimeen kuitumoduulin avulla (kuva 15). Kytkimen 




Kuva 15. Kuitumoduuli (Tietokonekauppa 2018) 
SC-kuituliittimiä käytettiin kuitupaneelin liitinkytkennöissä. 
Kuitupaneelissa erotetaan monimuotoliitin yksimuotoliittimestä myös värillä (kuva 16). 
 
Kuva 16. Kuitupaneeli SC-liittimin (Tietosähkö Oy 2018) 
Kuvissa 17 ja 18 on esitetty eri tyyppisien liittimien kytkentä kytkimeen. 
 




Kuva 18. LC-liitin ja kuitumoduuli asennus Cisco -merkkiseen kytkimeen (Sopofiber 2018) 
Kytkimiä voidaan liittää yhteen myös kuitumoduulin avulla (kuva 19). 
 
Kuva 19. Kytkimien yhteen liittäminen (Sopofiber 2018) 
Asennustyössä ei varsinaisia ongelmia ollut, mutta kuitukaapelityypin ero ja tietoliikenne-
verkon haltijan puutteellinen merkintätapa olivat omiaan aiheuttamaan sekaannuksia verk-
kojen ristikytkentätilanteissa. Esimerkkinä mainittakoon, kun yksimuotoista valokuitutyyp-
piä käytettiin monimuotokuituisen valokuidun ristikytkentään, alkoi tietoliikenne häiriinty-
mään voimakkaasti. Häiriö ilmaantui satunnaisesti pudottaen tietoliikenteen nopeuden lä-
hes nollaan kilobittiin sekunnissa. Häiriön selvittämiseksi oli selkeästä dokumentoinnista 
hyötyä ja vian syy paikantui nopeasti. Ristikytkentäkaapelin korvaaminen oikean tyyppi-




7 VERKON YLLÄPITO 
Muutoksiin varauduttiin varalla olevilla ennakkoon konfiguroiduilla verkkolaitteistoilla sekä 
käytössä olevien verkkolaitteiden liitäntärajapintojen konfiguroinnissa. Laiterikkojen varalta 
oli konfiguroinnit tallennettu asennuksissa käytössä oleville kannettaville tietokoneille sekä 
Google Driveen, joista ne olivat tarvittaessa nopeasti kopioitavissa rikkoutuneen laitteen 
korvaavaan laitteeseen.    
Tarkoitus oli käyttää alueen olemassa olevaa runkoverkkoa, jossa myös tietoliikennever-
kon haltijan omaa kisakylän toimintaan kuulumatonta, yritystoiminnan tietoliikennettä liik-
kui samoissa runkoverkon kaapeleissa. Huolellisella dokumentoinnilla eri työvaiheiden ai-
kana ja loppudokumentointi auttoi ylläpitämään ja tarvittaessa muokkaamaan tietoverkkoa 
kisojen keston ajan, niin että tietoliikenneverkon haltijan omassa tietoliikenteessä ei häiri-
öitä tapahtunut. Myös vikatilanteissa hyvä ja selkeä dokumentointi helpotti paikantamaan 
mahdolliset viat.  
Tietoverkon toimintaa analysoitiin verkkolaitteiden omilla sisäänrakennetuilla analyysioh-
jelmistoilla, joista nähtiin tietoverkon dataliikenteen määrää ja kuormitusta.  
Varsinaisia käytön aikaisia vikatilanteita ei ollut, mutta tietoverkon käyttöönoton ja testauk-
sen aikana ilmeni joitakin konfigurointivirheitä, jotka saatiin nopeasti selvitettyä. Yleisesti 






Työn aiheena oli suunnitella ja toteuttaa väliaikainen tietoliikenneverkko kisakylään Lah-
den hiihdon maailmanmestaruuskisojen 2017 ajaksi. Työn tavoitteena oli perehtyä verkko-
laitteiden käyttöönottoon, kaapelointitekniikoihin ja suunnitelmien dokumentointiin. 
Suunnitelmien ja vaatimuksiin soveltuvien verkkolaitteiden avulla konfiguroitiin ja luotiin 
toimintavarma tietoliikenneverkko, joka suurilta osin koostui verkon haltijan omista runko-
kaapeleista ja yleiskaapeloinneista. Runkokaapelit olivat pääosin monimuotoista kuitukaa-
pelia, mutta pidemmät kiinteistöjen väliset matkat oli kaapeloitu yksimuotoisella kuitukaa-
pelilla. Verkkolaitteet sijoitettiin kiinteistöjen ristikytkentäkaappeihin, joissa myös suoritet-
tiin ristikytkentätoimenpiteet. Osa kytkimistä sijoitettiin keskittiminä medioiden käyttämiin 
pöytiin. Niiden tarkoituksena oli toimia varayhteytenä, jos langattomat verkot olisivat vi-
kaantuneet. Langattomilla tukiasemilla luotiin verkon käyttäjille helppo ja nopea liittyminen 
verkkoon, mikä mahdollisti käyttäjien vapaan liikkumisen alueellaan menettämättä verkko-
yhteyttä. Suuren tiedonsiirtokapasiteetin vuoksi televisiolähetyksiä varten luotiin kiinteät 
yhteydet, jotta ne eivät varaisi langattomien verkkojen tiedonsiirtokanavia lähetyksien 
ajaksi. Myös monitoimilaitteet kytkettiin kiinteästi, jotta niiden toiminnan etävalvonta oli vai-
vattomampaa.  
Vaikka kyseessä oli väliaikainen tietoliikenneverkko, ei se vähentänyt tietoliikenneverkon 
toteuttamiseen vaadittavia toimenpiteitä. Huolellinen suunnittelu ja dokumentointi heti työn 
aloituksesta yhdessä verkon haltijan kanssa oli välttämätöntä tietoliikenneverkon vaati-
musten tavoitteiden saavuttamiseksi. Kun suunnittelu ja dokumentointi oli tehty huolelli-
sesti, oli toteuttaminen kokonaisvaltaisesti yksinkertaisempaa ja nopeampaa. Tällöin myös 
tietoturva teknisesti ja fyysisesti oli mahdollista säilyttää. Sopivien laitteistojen valinta ja 
käyttöönottaminen oli helpompaa sekä mahdollisien vikojen paikantaminen yksinkertaistui 
huomattavasti. Dokumentoinnin pitäminen yksinkertaisena ja selkeänä mahdollistivat 
myös sellaisien henkilöiden osallistumisen, jotka eivät olleet suunnittelussa mukana. Täl-
laisia tapauksia olivat esimerkiksi mahdolliset sairaustapaukset tai muut sellaiset.  
Kokonaisvaltaisesti voidaan todeta, että työn tavoitteet täyttyivät, niin suunnittelun, doku-
mentoinnin, kuin toteutuksenkin osalta. Myös laitteiden konfigurointi oli helppoa ja nopeaa 
riittävien ja selkeiden esivalmistelujen myötä. Väliaikainen tietoliikenneverkko toteutettiin 
aikataulussa ja sen toimintavarmuus kisojen ajan säilyi. 
Hyvällä ja riittävällä suunnittelulla sekä dokumentoinnilla on suuri rooli missä tahansa to-
teutuksessa. Suunnittelun perusteet lähtevät aina tarpeiden ja resurssien kartoittamisesta, 
jolloin on mahdollista tehdä ennakkovalmisteluja ja varautua erilaisiin muutoksiin. 
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Huolellisella suunnittelulla on mahdollista saavuttaa taloudellisia säästöjä toteutuksen no-
peutuessa ja vähentää asianosaisten kuormitusta. Riittävä ja selkeä dokumentointi no-
peuttaa toteutusta ja helpottaa suunnitelmien noudattamista. Lisäksi selkeä dokumentointi 
auttaa myöhempien mahdollisten korjaus- ja muutostöiden tekijöitä ymmärtämään, kuinka 
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Liite 1 DNA Oy Liittymäsopimus 
Hei, 




Päätelaitteille käytössä olevat osoitteet: 81.175.172.146 - 81.175.172.158 
DNA:n puolesta käytettävissä olevat nimipalvelimet ovat: 62.241.198.245 ja 62.241.198.246 
Rekisteröity objekti: 
inetnum:     81.175.172.144 - 81.175.172.159 
netname:     DATALATU-161220 
descr:       Datalatu Oy 
country:     FI 
admin-c:     KP3728-RIPE 
tech-c:      DNAY-RIPE 
status:      ASSIGNED PA 
mnt-by:      FI2G-MNT 
created:     2016-12-20T08:55:18Z 
last-modified:  2016-12-20T08:55:18Z 
source:      RIPE 
Datayhteyden tarkasta käyttöönottopäivästä ja kellonajasta sovitaan kanssanne ennen asennusta puhelimitse 
DNA:n asennuksen toimesta. 
Sopimuksen laskutus käynnistetään, kun asennus on valmistunut. 
Lisätilaukset ja muutokset palveluihinne voitte tilata myyjän tai yritysasiakaspalvelun kautta.DNA Yritysasia-
kaspalvelu: 044 144 099 


















































































































Liite 4 Reitittimen konfigurointilista 
VMGW1 
 
Current configuration : 5573 bytes 
! 
! Last configuration change at 16:12:12 UTC Tue Feb 21 2017 by admin 
! NVRAM config last updated at 16:12:18 UTC Tue Feb 21 2017 by admin 
! 
version 15.4 
no service pad 
service timestamps debug datetime msec 









logging buffered 65536 informational 
enable secret 5 $1$P.bf$kC.ADM5Dp1jVUYUOmze4/1 
! 
no aaa new-model 
! 
ip dhcp excluded-address 10.5.11.1 10.5.11.19 
ip dhcp excluded-address 10.5.12.1 10.5.12.9 
ip dhcp excluded-address 10.5.20.1 10.5.20.9 
ip dhcp excluded-address 10.5.30.1 10.5.30.9 
ip dhcp excluded-address 10.5.40.1 10.5.40.9 
ip dhcp excluded-address 10.5.50.1 10.5.50.9 
ip dhcp excluded-address 10.5.60.1 10.5.60.9 
ip dhcp excluded-address 10.5.126.1 10.5.126.99 
! 
ip dhcp pool Management 
 network 10.5.126.0 255.255.255.0 
 dns-server 8.8.8.8 8.8.4.4 
 default-router 10.5.126.1 
! 
ip dhcp pool BallRoomPress 
 network 10.5.11.0 255.255.255.0 
 default-router 10.5.11.1 
 dns-server 8.8.8.8 8.8.4.4 
! 
ip dhcp pool BallRoomLOCService 
 network 10.5.12.0 255.255.255.0 
 default-router 10.5.12.1 
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 dns-server 8.8.8.8 8.8.4.4 
! 
ip dhcp pool Lehdistotila 
 network 10.5.20.0 255.255.255.0 
 default-router 10.5.20.1 
 dns-server 8.8.8.8 8.8.4.4 
! 
ip dhcp pool EveningPosition 
 network 10.5.30.0 255.255.255.0 
 default-router 10.5.30.1 
 dns-server 8.8.8.8 8.8.4.4 
! 
ip dhcp pool RadioVoima 
 network 10.5.40.0 255.255.255.0 
 default-router 10.5.40.1 
 dns-server 8.8.8.8 8.8.4.4 
! 
ip dhcp pool NorwaySA 
 network 10.5.50.0 255.255.255.0 
 default-router 10.5.50.1 
 dns-server 8.8.8.8 8.8.4.4 
! 
ip dhcp pool Reserve2 
 network 10.5.60.0 255.255.255.0 
 default-router 10.5.60.1 
 dns-server 8.8.8.8 8.8.4.4 
! 
ip domain name VMGW1 
ip cef 
login block-for 30 attempts 3 within 30 
login on-failure log 
login on-success log 
no ipv6 cef 
! 
multilink bundle-name authenticated 
! 
cts logging verbose 
! 
license udi pid CISCO1921/K9 sn FCZ202270HM 
! 




no cdp run 
! 
ip ssh source-interface GigabitEthernet0/0.1 





 class class-default 
  police cir 5120000 
   conform-action transmit 
   exceed-action drop 
policy-map 20Mbps 
 class class-default 
  police cir 20480000 
   conform-action transmit 
   exceed-action drop 
policy-map 10Mbps 
 class class-default 
  police cir 10240000 
   conform-action transmit 
   exceed-action drop 
policy-map 50Mbps 
 class class-default 
  police cir 51200000 
   conform-action transmit 
   exceed-action drop 
! 
interface Embedded-Service-Engine0/0 




 description WAN 
 ip address 81.175.172.146 255.255.255.240 
 ip nat outside 
 no ip virtual-reassembly in 
 duplex auto 
 speed auto 
! 
interface GigabitEthernet0/1 
 description VLAN 
 no ip address 
 ip nat inside 
 ip virtual-reassembly in 
 duplex auto 
 speed auto 
! 
interface GigabitEthernet0/1.2000 
 encapsulation dot1Q 2000 
 ip address 10.5.126.1 255.255.255.0 
 ip nat inside 
 ip virtual-reassembly in 
 service-policy input 5Mbps 
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 service-policy output 5Mbps 
! 
interface GigabitEthernet0/1.2101 
 encapsulation dot1Q 2101 
 ip address 10.5.11.1 255.255.255.0 
 ip nat inside 
 ip virtual-reassembly in 
 service-policy input 50Mbps 
 service-policy output 50Mbps 
! 
interface GigabitEthernet0/1.2102 
 encapsulation dot1Q 2102 
 ip address 10.5.12.1 255.255.255.0 
 ip nat inside 
 ip virtual-reassembly in 
 service-policy input 50Mbps 
 service-policy output 10Mbps 
! 
interface GigabitEthernet0/1.2200 
 encapsulation dot1Q 2200 
 ip address 10.5.20.1 255.255.255.0 
 ip nat inside 
 ip virtual-reassembly in 
 service-policy input 10Mbps 
 service-policy output 10Mbps 
! 
interface GigabitEthernet0/1.2300 
 encapsulation dot1Q 2300 
 ip address 10.5.30.1 255.255.255.0 
 ip nat inside 
 ip virtual-reassembly in 
 service-policy input 10Mbps 
 service-policy output 10Mbps 
! 
interface GigabitEthernet0/1.2400 
 encapsulation dot1Q 2400 
 ip address 10.5.40.1 255.255.255.0 
 ip nat inside 
 ip virtual-reassembly in 
 service-policy input 50Mbps 
 service-policy output 50Mbps 
! 
interface GigabitEthernet0/1.2500 
 encapsulation dot1Q 2500 
 ip address 10.5.50.1 255.255.255.0 
 ip nat inside 
 ip virtual-reassembly in 
 service-policy input 50Mbps 
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 service-policy output 50Mbps 
! 
interface GigabitEthernet0/1.2600 
 encapsulation dot1Q 2600 
 ip address 10.5.60.1 255.255.255.0 
 ip nat inside 
 ip virtual-reassembly in 
 service-policy input 10Mbps 
 service-policy output 10Mbps 
! 
ip forward-protocol nd 
! 
no ip http server 
no ip http secure-server 
! 
ip nat inside source list 10 interface GigabitEthernet0/0 overload 
ip route 0.0.0.0 0.0.0.0 81.175.172.145 
! 
access-list 10 permit 10.5.126.0 0.0.0.255 
access-list 10 permit 10.5.11.0 0.0.0.255 
access-list 10 permit 10.5.12.0 0.0.0.255 
access-list 10 permit 10.5.20.0 0.0.0.255 
access-list 10 permit 10.5.30.0 0.0.0.255 
access-list 10 permit 10.5.40.0 0.0.0.255 
access-list 10 permit 10.5.50.0 0.0.0.255 




line con 0 
 exec-timeout 15 0 
 password 7 047E395026100D610548 
 login 
 transport output telnet 
line aux 0 
 no exec 
line 2 
 login local 
 no activation-character 
 no exec 
 transport preferred none 
 transport output pad telnet rlogin lapb-ta mop udptn v120 ssh 
 stopbits 1 
line vty 0 4 
 access-class 5 in 
 exec-timeout 15 0 
 login local 
 transport input ssh 
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 transport output ssh 
! 
scheduler allocate 20000 1000 
ntp source GigabitEthernet0/0 










console idle-timeout 300 
console idle-timeout serial-usb 300 
no cdp run 
no stack 
no telnet-server 
time daylight-time-rule western-europe 
time timezone 120 
no web-management 
ip default-gateway 10.5.126.1 
ip ssh timeout 60 
ip ttl 5 
interface 1 
   unknown-vlans disable 
   exit 
interface 2 
   unknown-vlans disable 
   exit 
interface 3 
   unknown-vlans disable 
   exit 
interface 4 
   unknown-vlans disable 
   exit 
interface 5 
   unknown-vlans disable 
   exit 
interface 6 
   unknown-vlans disable 
   exit 
interface 7 
   unknown-vlans disable 
   exit 
interface 8 
   unknown-vlans disable 
   exit 
interface 9 
   unknown-vlans disable 
   exit 
interface 10 
   unknown-vlans disable 
   exit 
interface 11 
   unknown-vlans disable 
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   exit 
interface 12 
   unknown-vlans disable 
   exit 
interface 13 
   unknown-vlans disable 
   exit 
interface 14 
   unknown-vlans disable 
   exit 
interface 15 
   unknown-vlans disable 
   exit 
interface 16 
   unknown-vlans disable 
   exit 
interface 17 
   unknown-vlans disable 
   exit 
interface 18 
   unknown-vlans disable 
   exit 
interface 19 
   unknown-vlans disable 
   exit 
interface 20 
   unknown-vlans disable 
   exit 
interface 21 
   unknown-vlans disable 
   exit 
interface 22 
   unknown-vlans disable 
   exit 
interface 23 
   name "VMGW1" 
   unknown-vlans disable 
   exit 
interface 24 
   unknown-vlans disable 
   exit 
interface 25 
   unknown-vlans disable 
   exit 
interface 26 
   unknown-vlans disable 




   unknown-vlans disable 
   exit 
interface 28 
   unknown-vlans disable 
   exit 
snmp-server community "public" unrestricted 
no lldp run 
vlan 1 
   name "DEFAULT_VLAN" 
   no untagged 1-28 
   no ip address 
   forbid 1-28 
   exit 
vlan 999 
   name "AntiVLAN" 
   untagged 1-19 
   no ip address 
   forbid 20-28 
   exit 
vlan 2000 
   name "MANAGEMENT" 
   untagged 24 
   tagged 20-23,25-28 
   ip address 10.5.126.5 255.255.255.0 
   forbid 1-19 
   exit 
vlan 2101 
   name "BallRoomPress" 
   tagged 20-23,25-28 
   no ip address 
   exit 
vlan 2102 
   name "BallRoomLOCService" 
   tagged 20-23,25-28 
   no ip address 
   exit 
vlan 2200 
   name "Lehdistotila" 
   tagged 20-23,25-28 
   no ip address 
   exit 
vlan 2300 
   name "EveningPosition" 
   tagged 20-23,25-28 
   no ip address 
   exit 
vlan 2400 
   name "RadioVoima" 
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   tagged 20-23,25-28 
   no ip address 
   exit 
vlan 2500 
   name "Reserve1" 
   tagged 20-23,25-28 
   no ip address 
   exit 
vlan 2600 
   name "Reserve2" 
   tagged 20-23,25-28 
   no ip address 
   exit 
no tftp client 
no tftp server 
no dhcp config-file-update 
no dhcp image-file-update 







console idle-timeout 300 
console idle-timeout serial-usb 300 
no cdp run 
no stack 
no telnet-server 
time daylight-time-rule western-europe 
time timezone 120 
no web-management 
ip default-gateway 10.5.126.1 
ip ssh timeout 60 
ip ttl 5 
interface 1 
   unknown-vlans disable 
   exit 
interface 2 
   unknown-vlans disable 
   exit 
interface 3 
   unknown-vlans disable 
   exit 
interface 4 
   unknown-vlans disable 




   unknown-vlans disable 
   exit 
interface 6 
   unknown-vlans disable 
   exit 
interface 7 
   unknown-vlans disable 
   exit 
interface 8 
   unknown-vlans disable 
   exit 
interface 9 
   unknown-vlans disable 
   exit 
interface 10 
   unknown-vlans disable 
   exit 
interface 11 
   unknown-vlans disable 
   exit 
interface 12 
   unknown-vlans disable 
   exit 
interface 13 
   unknown-vlans disable 
   exit 
interface 14 
   unknown-vlans disable 
   exit 
interface 15 
   unknown-vlans disable 
   exit 
interface 16 
   unknown-vlans disable 
   exit 
interface 17 
   unknown-vlans disable 
   exit 
interface 18 
   unknown-vlans disable 
   exit 
interface 19 
   unknown-vlans disable 
   exit 
interface 20 
   unknown-vlans disable 




   unknown-vlans disable 
   exit 
interface 22 
   unknown-vlans disable 
   exit 
interface 23 
   unknown-vlans disable 
   exit 
interface 24 
   unknown-vlans disable 
   exit 
interface 25 
   unknown-vlans disable 
   exit 
interface 26 
   unknown-vlans disable 
   exit 
interface 27 
   unknown-vlans disable 
   exit 
interface 28 
   unknown-vlans disable 
   exit 
snmp-server community "public" unrestricted 
no lldp run 
vlan 1 
   name "DEFAULT_VLAN" 
   no untagged 1-28 
   no ip address 
   forbid 1-28 
   exit 
vlan 999 
   name "AntiVLAN" 
   tagged 11-15 
   no ip address 
   forbid 1-10,16-28 
   exit 
vlan 2000 
   name "MANAGEMENT" 
   untagged 16-19,24 
   tagged 20-23,25-28 
   ip address 10.5.126.6 255.255.255.0 
   forbid 1-15 
   exit 
vlan 2101 
   name "BRPress" 
   untagged 1-5 
   tagged 16-19,25-28 
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   no ip address 
   forbid 6-15,20-24 
   exit 
vlan 2102 
   name "BRLOCService" 
   untagged 6-10 
   tagged 16-19,25-28 
   no ip address 
   forbid 1-5,11-15,20-24  
   exit 
spanning-tree 
spanning-tree priority 0 force-version rstp-operation 
no tftp client 
no tftp server 
no dhcp config-file-update 
no dhcp image-file-update 






console idle-timeout 300 
console idle-timeout serial-usb 300 
no cdp run 
no stack 
no telnet-server 
time daylight-time-rule western-europe 
time timezone 120 
no web-management 
ip default-gateway 10.5.126.1 
ip ssh timeout 60 
ip ttl 5 
interface 1 
   unknown-vlans disable 
   exit 
interface 2 
   unknown-vlans disable 
   exit 
interface 3 
   unknown-vlans disable 
   exit 
interface 4 
   unknown-vlans disable 
   exit 
interface 5 
   unknown-vlans disable 




   unknown-vlans disable 
   exit 
interface 7 
   unknown-vlans disable 
   exit 
interface 8 
   unknown-vlans disable 
   exit 
interface 9 
   unknown-vlans disable 
   exit 
interface 10 
   unknown-vlans disable 
   exit 
interface 11 
   unknown-vlans disable 
   exit 
interface 12 
   unknown-vlans disable 
   exit 
interface 13 
   unknown-vlans disable 
   exit 
interface 14 
   unknown-vlans disable 
   exit 
interface 15 
   unknown-vlans disable 
   exit 
interface 16 
   unknown-vlans disable 
   exit 
interface 17 
   unknown-vlans disable 
   exit 
interface 18 
   unknown-vlans disable 
   exit 
interface 19 
   unknown-vlans disable 
   exit 
interface 20 
   unknown-vlans disable 
   exit 
interface 21 
   unknown-vlans disable 




   unknown-vlans disable 
   exit 
interface 23 
   unknown-vlans disable 
   exit 
interface 24 
   unknown-vlans disable 
   exit 
interface 25 
   unknown-vlans disable 
   exit 
interface 26 
   unknown-vlans disable 
   exit 
interface 27 
   unknown-vlans disable 
   exit 
interface 28 
   unknown-vlans disable 
   exit 
snmp-server community "public" unrestricted 
no lldp run 
vlan 1 
   name "DEFAULT_VLAN" 
   no untagged 1-28 
   no ip address 
   forbid 1-28 
   exit 
vlan 999 
   name "AntiVLAN" 
   tagged 9-15 
   no ip address 
   forbid 1-8,16-28 
   exit 
vlan 2000 
   name "MANAGEMENT" 
   untagged 16-19,24 
   tagged 20-23,25-28 
   ip address 10.5.126.7 255.255.255.0 
   forbid 1-15 
   exit 
vlan 2101 
   name "BallRoomPress" 
   tagged 16-19,25-28 
   no ip address 
   forbid 1-15,20-24 




   name "BallRoomLOCService" 
   tagged 16-19,25-28 
   no ip address 
   forbid 1-15,20-24 
   exit 
vlan 2200 
   name "LEHDTILA" 
   untagged 1-4 
   tagged 16-19,25-28 
   no ip address 
   forbid 5-15,20-24 
   exit 
vlan 2300 
   name "EveningPosition" 
   untagged 5-7 
   tagged 16-19,25-28 
   no ip address 
   forbid 1-4,8-15,20-24 
   exit 
vlan 2500 
   name "NorwaySA" 
   untagged 8 
   tagged 16-19,25-28 
   no ip address 
   forbid 1-7,9-15,20-24 
   exit 
spanning-tree 
spanning-tree priority 0 force-version rstp-operation 
no tftp client 
no tftp server 
no dhcp config-file-update 
no dhcp image-file-update 







console idle-timeout 300 
console idle-timeout serial-usb 300 
no cdp run 
no stack 
no telnet-server 
time daylight-time-rule western-europe 
time timezone 120 
no web-management 
ip default-gateway 10.5.126.1 
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ip ssh timeout 60 
ip ttl 5 
interface 1 
   unknown-vlans disable 
   exit 
interface 2 
   unknown-vlans disable 
   exit 
interface 3 
   unknown-vlans disable 
   exit 
interface 4 
   unknown-vlans disable 
   exit 
interface 5 
   unknown-vlans disable 
   exit 
interface 6 
   unknown-vlans disable 
   exit 
interface 7 
   unknown-vlans disable 
   exit 
interface 8 
   unknown-vlans disable 
   exit 
interface 9 
   unknown-vlans disable 
   exit 
interface 10 
   unknown-vlans disable 
   exit 
interface 11 
   unknown-vlans disable 
   exit 
interface 12 
   unknown-vlans disable 
   exit 
interface 13 
   unknown-vlans disable 
   exit 
interface 14 
   unknown-vlans disable 
   exit 
interface 15 
   unknown-vlans disable 
   exit 
interface 16 
   unknown-vlans disable 
   exit 
interface 17 
   unknown-vlans disable 
   exit 
interface 18 
   unknown-vlans disable 
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   exit 
interface 19 
   unknown-vlans disable 
   exit 
interface 20 
   unknown-vlans disable 
   exit 
interface 21 
   unknown-vlans disable 
   exit 
interface 22 
   unknown-vlans disable 
   exit 
interface 23 
   unknown-vlans disable 
   exit 
interface 24 
   unknown-vlans disable 
   exit 
interface 25 
   unknown-vlans disable 
   exit 
interface 26 
   unknown-vlans disable 
   exit 
interface 27 
   unknown-vlans disable 
   exit 
interface 28 
   unknown-vlans  disable 
   exit 
snmp-server community "public" unrestricted 
no lldp run 
vlan 1 
   name "DEFAULT_VLAN" 
   no untagged 1-28 
   forbid 1-28 
   no ip address 
   exit 
vlan 999 
   name "AntiVLAN" 
   tagged 6-15 
   no ip address 
   forbid 1-5,16-28 
   exit 
vlan 2000 
   name "MANAGEMENT" 
   untagged 16-19,24 
   tagged 20-23,25-28 
   ip address 10.5.126.9 255.255.255.0 
   forbid 1-15 
   exit 
vlan 2400 
   name "RADIOVOIMA" 
   untagged 1-5 
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   tagged 16-19,25-28   
   no ip address 
   forbid 6-15,20-24 
   exit 
spanning-tree 
spanning-tree priority 0 force-version rstp-operation 
no tftp client 
no tftp server 
no dhcp config-file-update 
no dhcp image-file-update 
no dhcp tr69-acs-url 
 
 
 
 
 
 
