Abstract: When air traffic demand is projected to exceed capacity, the FAA implements Traffic Flow Management programs. Independently, these programs maintain a first-scheduled, first-served invariant, which is the accepted standard of fairness within the industry. Coordinating conflicting programs requires a careful balance between equity and efficiency. In our work, we first develop a fairness metric to measure deviation from first-scheduled, first-served in the presence of program conflicts. Next, we develop an IP formulation that minimizes a convex approximation of this metric. We further develop an exponential penalty approach and show that its computational performance is far superior and its trade-off between delay and fairness compares favorably. In our results, we demonstrate the effectiveness of these models using historical and hypothetical scenarios. Additionally, we demonstrate that the exponential penalty approach exhibits exceptional computational performance, implying practical viability. Our results suggest that this approach could lead to system-wide savings on the order of $25 to $50 million per year.
Introduction
The Federal Aviation Administration (FAA) and the airline industry face tremendous challenges due to unexpected weather-induced reductions in system capacity and resulting delays. The U.S. Delays over the National Air Space are projected to out-pace increases in overall traffic. The FAA's 2004 Airport Capacity Benchmark Report demonstrates that many major U.S. airports regularly operate at or near peak capacity (e.g., Hartsfield-Jackson Atlanta International, New York LaGuardia, and Chicago O'Hare) (U.S. Department of Transportation 2004). As with any queueing system, there is a nonlinear relationship between delay and changes in demand when operating under these conditions (de Neufville and Odoni 2003) . Increasing capacity by building additional runways and airports is logistically complex due to cost, space limitations, and environmental regulations. Additionally, projects of this type often take a decade or more to plan and complete.
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Thus, in concert, it is critical to consider tools to improve operational efficiency. In Section 1.4 we detail the contributions of this paper; but first, to put them in an appropriate context, we provide a brief discussion of the existing TFM tools and a non-exhaustive literature review.
Traffic Flow Management
Traffic Flow Management (TFM) refers to a set of strategic practices utilized by the FAA to ensure safe operations while attempting to minimize costs associated with delay. TFM activities occur on the day of operations and generally impact a significant subset of airline traffic (e.g. all flights into a major airport). According to data publicly available from the U.S. Bureau of Transportation Statistics, we estimate that TFM activities account for approximately 30% of all air transportation delays (see calculations in Section 4.5 for details). Based on factors such as the number of runways, runway configuration, scheduled personnel coverage, and weather forecasts, the FAA determines maximum capacities for resources in the US air transportation system. These resources include arrival runways, departure runways, and air sectors in the National Airspace System (NAS). TFM programs are initiated only when there are expected to be significant imbalances between demands and capacities, such as in the midst of a severe storm. Minor to moderate inconsistencies between capacity and demand are otherwise resolved through localized Air Traffic Control (ATC) techniques (e.g., speed adjustments, vectoring, or airborne queueing). Since the air traffic controllers' strike in 1981, the primary tool the FAA has used for TFM has been the Ground Delay Program (GDP).
In a GDP, the FAA controls the arrival rate into a reduced-capacity airport by coordinating the departure times for impacted flights. The goal is to allow each aircraft to proceed safely to its destination with minimal airborne delay. Airspace Flow Programs (AFPs) were first introduced in 2007 and are operated much like GDPs. The FAA uses an AFP to control the arrival rate into a Flow Constrained Area (FCA), e.g. a reduced-capacity air segment of the NAS. de Neufville and and Ball et al. (2007) provide further details regarding the TFM problem and its extensions. To understand the prevalence of these programs, in Table 1 we list the number of These tools, namely, GDPs and AFPs, are used in concert with a three-stage, collaborative approach to decision-making. In the first stage, the FAA allocates arrival slots to airlines by applying the Ration-By-Schedule (RBS) method for each TFM program. In RBS, arrival slots are allocated according to the original schedule ordering, as is described in detail in the following section. Although fairness is a subjective criterion, the RBS approach is generally considered fair within the airline industry because it maintains a first-scheduled, first-served invariant. In the second stage, airlines respond to the schedule disruption. Each airline is allowed to make changes to the schedule within the context of the slots allocated to it. For instance, an airline can swap arrival slots for two of its own flights as long as the swap does not cause either flight to depart prior to its posted departure time. Additionally, an airline can choose to cancel flights due to operational constraints on aircraft routing, crew assignments, etc. In the third stage, the FAA accepts the changes proposed by all airlines. These changes, when combined, constitute a capacity-feasible schedule because each airline is only allowed to make changes within the set of slots allocated to it. Subsequently, the FAA attempts to improve the schedule by filling in any gaps created by cancellations or operator-announced delays. This procedure is known as compression and is described in detail in Vossen and Ball (2005) . After compression, the new schedule proposal is sent out to the airlines and the process is repeated as necessary.
Coordinating Multiple Programs
In RBS, arrival slots for a single resource, either an airport in a GDP or a flow constrained area (FCA) in an AFP, are allocated to flights according to the original schedule order. For FCAs, the scheduled arrival order is based on the estimated arrival times into the FCA, based on the scheduled departure time plus the estimated en route time to reach the FCA. Once the controlled arrival slots have been allocated for a resource, each affected flight receives a corresponding Controlled Time of Departure (CTD) from its origin, converting the allocated arrival slot into departure delay at the airport of origin.
When multiple TFM programs are implemented on the same day, applying RBS for each one independently may lead to a single flight receiving conflicting CTDs (e.g. from a GDP and one or more AFPs). In order to resolve these conflicts, the FAA uses heuristics to determine a CTD for each flight based on the order in which the programs are initiated over the course of the day.
When AFPs were first created in 2007, there was long history of successful implementation of GDPs, thus GDPs were given priority by default. Specifically, if a flight is already impacted by a GDP at the time a new AFP is initiated, the flight is exempted from the AFP (reducing the AFP capacity for other impacted flights). If on the other hand, a flight is already impacted by an AFP at the time a new GDP is initiated, the CTD for the flight is modified to correspond to the GDP (Federal Aviation Administration 2005 approach that we consider is a strict exemption-based heuristic, in which a flight is given a CTD from the first GDP or AFP that impacts its schedule and is then exempted from all future GDPs or AFPs. We refer to this conflict resolution heuristic as exemption RBS. There is one important thing to note regarding this example. In the example it is impossible to satisfy first-scheduled, first-served for each resource and simultaneously minimize system delay.
That is, the controlled schedule must either deviate from first-scheduled, first-served or incur excess delay. This simple example illustrates the general trade-off that exists between fairness and efficiency in the multi-resource or network setting. For additional examples of this type, the reader is encouraged to review Lulli and Odoni (2007) .
Literature Review
The first thorough review of the TFM problem is provided by Odoni (1987) . Over time, two leading research paths have emerged. The first has focused on single resource approaches. These approaches are applicable for a single TFM program or multiple non-conflicting TFM programs.
The second research path has focused on network-wide, or multi-resource, approaches to TFM, where typically all airports and air sectors are placed under the FAA's control. Research into single resource approaches has gained more traction within the industry due primarily to two reasons:
the inclusion of collaboration and equity considerations, and also computational tractability (i.e., computations involving a full day of flights for a single resource run quickly). Arguably, it is because of failures in these areas that research into network approaches has gained less traction. Indeed, few network formulations have been able to consider equity or collaboration effectively. Thus far, network research has primarily focused on computational efficiency, due to the inherent complexity of a network-wide TFM model.
For the single-resource TFM problem, deterministic, static-stochastic, and dynamic-stochastic versions of the problem were first formulated in the early 1990s (see Terrab and Odoni (1993) , Richetta and Odoni (1993) , and Richetta and Odoni (1994) ). More recent research has extended these models to incorporate collaboration and equity (see Ball et al. (2003) , Vossen and Ball (2005) , and Kotnyek and Richetta (2006) ). Vossen et al. (2003) define a measure of equity for the singleresource TFM problem and calculate the inequity associated with flight exemptions. Chang et al. (2001) describes the Collaborative Decision Making (CDM) approach with updated equity considerations that was incorporated into the FAA's GDP in the late 1990s. In a recent paper, Brennan (2007) describes how the CDM-enhanced GDP approach has been extended to the AFP.
On the multi-resource side, Vranas et al. (1994) develop the first integer programming formulation for the multi-airport GDP. Bertsimas and Patterson (1998) extend this formulation to the full air traffic system using a novel variable definition. Subsequent research has primarily focused on computational efficiency and the incorporation of rerouting constraints (see Hoffman and Ball (2000) , Andreatta et al. (2000) , and Bertsimas et al. (2008) ). Lulli and Odoni (2007) discuss the inequities inherent in a network formulation of the TFM problem, which provides a critical backdrop for our work. Bertsimas et al. (2009) show that under reasonable assumptions the theoretical price of fairness in TFM is bounded and typically quite low, which is consistent with our computational results. In recent and related work, Berstimas and Gupta (2010) consider fairness and collaboration in the context of the nationwide TFM problem.
In this paper, we develop integer programming formulations for the multi-resource TFM problem that incorporate fairness considerations. Unlike other network approaches, instead of including all airports and sectors, we choose to restrict the problem to the coordination of multiple, conflicting TFM programs. We believe that by considering this restricted problem, our work will help bridge the gap between the two divergent research paths described above.
Contributions
The contributions of this paper fall into four categories:
1. Demonstrating the inefficiencies associated with the TFM conflict resolutions approaches utilized in practice. The general TFM scheduling problem is NP-Hard, so these inefficiencies are not surprising, nonetheless this result is not well understood. Most importantly, we demonstrate that these inefficiencies are not just theoretically plausible, but that they are practically realized in historical scenarios.
2. Developing a fairness metric that extends to the multi-resource setting, including analysis of the resulting fairness properties and the relationship to current industry standards.
3. Two optimization approaches for coordinating TFM programs that balance the trade-off between equity, as measured by 2, and efficiency, as measured by aggregate system delay.
The latter of these two models is computationally tractable for national-scale TFM problems.
4.
Computational results and analysis using large-scale historical instances derived from 2007 data obtained from Flight Schedule Monitor, the tool used to manage these programs.
The structure of the paper follows these main points.
In Section 2 we demonstrate the limitations of the current TFM conflict resolution approaches, discuss inherent fairness properties and develop our fairness metric. In Section 3 we develop two integer programming formulations; and finally in Section 4 we provide and discuss our computational results.
The starting point for our formulations is the model developed in Bertsimas and Patterson (1998) and the first-scheduled, first-served concept of fairness inherent in RBS, as described in Section 1.1.
RBS has three salient features. First, it is algorithmically trivial to implement and has a linear running time with respect to the number of flight steps. Thus, the approach can be scaled to arbitrarily large problems. Second, for an isolated GDP or AFP, the RBS method always leads to a solution that minimizes system delay (Vossen and Ball 2005) . Third, it maintains a first-schedule, first-served invariant, which is the industry accepted notion of fairness, endorsed by the primary stakeholders, i.e., the FAA and the airlines. In particular, as should be apparent based on the example in Section 1.2, any multi-resource extension of RBS will fail on a very important front:
it will no longer provide delay-optimality guarantees as in the single-resource case. This is to be expected, because fairness may in general come at the expense of increased aggregate delays. The main modeling contribution of this paper is precisely to address this deficiency. Specifically, we desire a formulation for fairness that has the following properties:
(1) In the single resource setting, it should reduce to (the accepted standard) RBS, which as discussed above, is delay-optimal in this case;
(2) Because there will typically be a trade-off between aggregate system delay and any flightbased fairness criterion, the formulation should essentially consider a bi-criterion approach, enabling the study of the trade-off curve between the two;
(3) The formulation should compare favorably to the approaches currently utilized in practice for the multi-resource setting.
Using historical TFM scenarios, we demonstrate a computationally viable optimization formulation that satisfies all of these properties. We estimate that this model can reduce flight delays by 4% or more on some of the worst days, resulting in system-wide savings on the order of $25 to $50 million annually. The concepts and modeling approaches we develop readily extend to the nationwide TFM problem, though we choose to focus our exposition almost exclusively on the problems associated with coordinating GDPs and AFPs. We do so with the goal of having our work provide a bridge both academically and practically between current approaches and a long-term vision of nationwide TFM. That is, we hope that our work allows future TFM research, including our own, to build upon a foundation that has a high likelihood of being accepted in practice. Additionally, as the frequency and complexity of AFPs increases due to increasing en route congestion, we expect the inefficiencies we identify with current approaches to be exacerbated, providing further justification for an optimization-based approach.
2 Ration-by-Schedule and Fairness
As discussed in the introduction, understanding and incorporating industry-accepted views of fairness has been a significant road block to the implementation of optimization-based techniques for managing TFM programs. One of the more significant challenges is that the first-scheduled, firstserved concept of fairness underlying RBS does not directly extend to the setting where a single flight may interact with multiple TFM programs (e.g. a GDP plus one or more AFPs). With this in mind, we turn our attention to developing a measure of overall schedule fairness that i) is consistent with first-scheduled, first-served in a single resource environment, and ii) naturally extends to the setting where there are interactions between TFM programs.
To provide additional context, we first illustrate problems with the multi-resource RBS approaches utilized in practice to resolve conflicts between conflicting TFM programs (i.e. GDPs and AFPs). The main advantage to these approaches are that they are simple extensions of RBS in the single-resource setting and thus the resulting schedules are similar to the single-resource RBS schedules. Unfortunately, this simplicity can also lead to significant costs in terms of efficiency and therefore total delays. Next, we describe the properties that we believe should underlie any measure of schedule fairness in a multi-resource setting. We use simple examples to demonstrate the importance and significance of the properties we outline. Last, we develop a robust measure of schedule fairness that incorporates these properties. The purpose of this metric is to evaluate the relative fairness of competing scheduling approaches.
Problems With Multi-Resource Ration-by-Schedule
One downside of precedence RBS, that is not a factor with the exemption RBS alternative, is that AFP capacities, specified in terms of controlled arrival rates, may be (and often are) violated.
By examining the controlled schedule from the example in Section 1.2 (Table 5) , we see that two flights (B and D) are scheduled to arrive at FCA1 simultaneously even though the controlled arrival rate was established at 1 flight every 5 minutes. It is difficult to measure how much this impacts efficiency, because in practice, AFPs are constructed in a subjective fashion. That is, the parameters of each AFP, such as duration and arrival rate, are tweaked until the end result satisfies subjective criteria for safety. Additionally, with an AFP, traffic flow is controlled through a line or region of air space which may be hundreds of miles long, thus two flights that arrive at the same time may be very far apart geographically. Nonetheless, precedence RBS makes it difficult, if not impossible, to precisely control traffic flow through the air. Additionally, as air traffic congestion continues to increase, airspace controls are expected to become more common, only exacerbating this problem.
A more significant issue with both multi-resource RBS scheduling approaches is that either one may lead to inefficient resource utilization. For instance, consider the planned flight schedule in Table 2 and the precedence RBS schedule in Table 5 . In the precedence RBS schedule, we see that the 18:40 arrival slot for FCA1 is unused because flights C and D cannot depart earlier than planned. If we swap the order of flights A and B into LGA, flight B is then able to use the 18:40 slot which allows flights C and D to depart on time (using the same capacity profile as the precedence RBS schedule). This sequence of exchanges reduces the total delay from 13 minutes (9 minutes for flight B and 4 minutes for flight D) to 10 minutes (all for flight A). Similarly, in Table 6 Table 6 : Controlled departure and arrival times according to exemption RBS The last issue with the two approaches is that the expected RBS order into certain resources may be violated based on the resolution of conflicting CTDs. In the precedence RBS example above, flight B was originally scheduled to arrive at FCA1 first, but was instead scheduled second after resolution of the conflicting CTDs. Though the RBS order is violated in this case, it is likely not a fairness issue because LGA is a more congested resource along flight B's route. On the other hand, consider two flights, the first of which passes through a severely constrained FCA en route to a more mildly constrained arrival airport, and the second of which just passes through the FCA. Assuming the GDP was implemented first, under either approach, the GDP-based CTD will take priority for the first flight, allowing the flight to avoid the impact of the more severe AFP.
The second flight will be impacted solely by the AFP and thus, receive significantly greater, and therefore inequitable, delays. As should be apparent from this example, we can construct scenarios wherein either multi-resource RBS schedule is arbitrarily unfair.
Principles for Measuring Fairness
The challenge with incorporating fairness into the multi-resource setting is that the link between original schedule order and delay optimality breaks down when one or more flights are included in multiple TFM programs. Thus, in a multi-resource setting we need to make a trade-off between fairness relative to the original schedule order and efficiency in terms of total system delay. In order to find the appropriate trade-off, we need a method to measure the relative (un)fairness of competing schedules.
The concept of fairness is by nature subjective and often domain-specific. Even within air traffic, there are many plausible ways to measure schedule fairness, each leading to different results. For example, in a single-resource setting, one measure of fairness implemented in practice is the number of slots a flight deviates from its initial order position (e.g. if a flight scheduled to arrive 4th is instead allocated the 12th arrival slot, we would say that flight's schedule was unfair by 8 positions).
Unfortunately, in the multi-resource setting, using position-based metrics without considering delay can lead to imbalances in the fairness penalty incurred between resources. Other proposals include measuring schedule fairness by comparing average or maximum flight delays between airlines. These types of measures ignore variation in congestion along flight routes, and thus are also problematic in the multi-resource setting. In this section, we describe properties that we believe are critical for measuring fairness in the multi-resource setting. These properties are motivated primarily as extensions of the successful properties of RBS in the single-resource environment. In the following section, we use these properties to obtain a multi-resource fairness deviation metric.
Property 1: the measure of schedule fairness should be determined relative to the original schedule ordering. The success of RBS in the single-resource setting has led the concept of first-scheduled, first-served to be widely accepted by airlines and the FAA.
Property 2: the measure of schedule fairness should be applicable to a single flight as well as the overall schedule. That is, the measure should be able to determine the amount each flight's schedule varies from first-scheduled, first-served.
Property 3: the unit of fairness deviation and its relative magnitude should be consistent between resources. In a single-resource setting, position-based deviation is an accepted measure of fairness deviation. In the multi-resource setting, this is confounded due to varying congestion levels between
resources. An 8-position delay (going from 4th to 12th) could mean 30 minutes of delay in a lowcapacity airport, but only 10 minutes of delay in a higher capacity one.
Property 4: there should be no fairness penalty for a flight receiving as much delay as its original schedule order would indicate for any resource along its route. Loosely speaking, this means that a flight should never expect to receive less delay than that caused by the most congested resource along its route.
Property 5: the measure of a flight's deviation from the original schedule should be calculated relative to the total delay assigned to the flight (ground delay plus air delay), not intermediate arrival times into controlled resources. This property is relevant if the scheduling approach allows both ground delays (by assigning CTDs) and en route delays (by mandating air speed reductions or arrival queuing) to be assigned. In practice, the schedule created by the FAA using RBS assumes that a flight will receive no delays en route and only assigns ground delay through CTDs. Airborne delays are subsequently managed by air traffic controllers en route or at the arrival airport. Network TFM models, such as the one described in Bertsimas and Patterson (1998) , consider both of these problems simultaneously in order to improve efficiency and predictability.
Time-Order Deviation Metric
With these properties in mind, we now develop a measure for evaluating fairness of a controlled schedule. We will refer to this measure as the time-order deviation metric.
First, we define a flight's expected delay relative to a controlled resource along its route as the delay the flight would expect to incur if there were no other controlled resources along the route.
For example, if flight A is originally scheduled to arrive 4th into LGA at 19:00 and in the controlled schedule the 4th flight arrives into LGA at 19:30, we would say that flight A has a 30-minute expected delay into LGA. Note that in the controlled schedule we describe, the 4th flight might or might not be the same as flight A, the 4th flight in the original schedule.
For each flight, we define its time-order deviation as the amount its total delay exceeds the maximum expected delay along its route. The maximum expected delay is the maximum of the expected delay as defined above over all controlled resources in the flight's route. In the case that the maximum expected delay exceeds the flight's total delay, we set the time-order deviation equal to zero. That is, a schedule is not more fair if a flight arrives earlier than expected, even though this might reduce the overall delay. Time-order deviation can be considered a generalization of deviation from the ideal RBS allocation used for measuring exemption bias in Vossen et al. (2003) . The two key differences are: i) time-order deviation is measured relative to the most congested resource along a flight's route, and ii) time-order deviation is measured relative to a feasible, controlled schedule instead of a potentially infeasible, idealized allocation.
Time-Order Deviation Example: Consider a flight scheduled to depart from BOS at 18:00, arrive
at the boundary of FCA1 at 18:45 and land at LGA at 19:15. We construct an AFP for FCA1
and a GDP for LGA such that pre-disruption, the flight is scheduled to be the 4th controlled flight into FCA1 and the 3rd controlled flight into LGA. In the resulting schedule, the flight is given a CTD of 18:25 (i.e. 25 minutes of ground delay). In order to calculate the time-order deviation of this flight, we need to know the order of flights into FCA1 and LGA based on the controlled schedule. Based on the partial controlled schedule orders listed in Tables 7 and 8, we Tables 7 and 8 are highlighted in bold italics. The maximum expected delay for the flight is 10 minutes from FCA1. The total delay for the flight is 25 minutes, so the time-order deviation for this flight is 15 minutes. Thus, we would say that 60% of the delay assigned to this flight is unfair. In Tables   7 and 8, the rows corresponding to the controlled schedule for the original flight have been marked with an *, though they are not used directly in the calculation of the flight's time-order deviation. Note that for a single controlled resource, or for a set of independent controlled resources (such as multiple GDPs), the time-order deviation metric achieves 0 if the controlled schedule matches the schedule resulting from independent RBS allocations for each controlled resource.
Optimization Approaches
In this section, we describe two integer programming formulations whose solutions describe the ground holding that should be assigned to each flight. Each formulation allows for the flexible trade-off between a delay term and a fairness term in the minimization objective. In the first model, the fairness term is a convex approximation of the fairness metric developed in the previous section.
We call this the Time-Order Deviation Approximation (TODA) model. In the second model, we use an exponentially growing delay penalty to enforce fairness. We see that this approach has considerable computational advantages, yet sacrifices little in terms of fairness achieved according to time-order deviation. We refer to this model as the Ration-by-Schedule Exponential Penalty (RBS-EP) model.
In Section 3.1, we develop the common notation as well as define the input data used in both our formulations. Then in Section 3.2, we provide the portion of the optimization formulation that is common to both our TODA and RBS-EP models. Section 3.3 provides the formulation for the TODA model, and Section 3.4 the formulation for the RBS-EP model. Finally we discuss some issues relating to practical implementation in Section 3.5.
Data and Notation
We consider a set of discretized time intervals T = {0, . . . , T − 1}, where T represents the end of the day, and each interval is defined to have equal duration, typically either 5 minutes or 15 minutes. We consider a set of controlled resources, R, which will typically include arrival airports (for GDPs) and FCAs (for AFPs). All system resources that are not capacity-controlled provide no binding constraints on the system and are excluded from R. For each resource, r ∈ R, and each time interval, t ∈ T , we specify a capacity of b rt , which can be thought of as either an allowable arrival rate or as a maximum occupancy over the interval. For GDPs and AFPs, resource capacities are specified in terms of an allowable arrival rate.
Additionally, we consider a set of flight legs, F. For each flight leg, f ∈ F, we define its controlled flight plan to be the sequence of controlled resources it is scheduled to utilize over the course of the flight. For instance, consider the flight from Boston Logan International Airport (BOS) to New York John F. Kennedy Airport (JFK) depicted in Figure 2 with TFM programs in place at FCA1 and JFK. For this flight, the controlled flight plan would be a sequence containing FCA1
followed by the arrival resource for JFK. Notationally, we let |f | represent the number of steps in the controlled flight plan for flight f , and we use the shorthand I(f ) to represent the set of step indices {1, . . . , |f |}. For each step in the controlled flight plan, in addition to the resource, r, we must specify the earliest start time, α, and the processing time, δ. That is, α ∈ T represents the first time interval at which the step can be scheduled and δ ∈ N + the number of time intervals the step needs to be processed (i.e. landing time at an arrival airport or dwell time in an occupancycontrolled FCA). Notationally, we let r(f, i), α(f, i), and δ(f, i) refer to the appropriate values for step i of the flight plan for flight f . In our formulation, α(f, i + 1) − α(f, i) represents the minimum number of time intervals between the starts of steps i and i + 1. Thus, we require α(f, i) + δ(f, i) to be less than or equal, rather than strictly equal, to α(f, i + 1). For example, if the resources for two sequential steps are not geographically adjacent α(f, i + 1) − α(f, i) − δ(f, i) would represent the travel time between boundaries of the two resources. In Table 9 , we provide sample values for these fields based on the example described above (see Figure 2 ) with 5 minute time intervals starting at 05:00. In our example, the referenced flight is scheduled to occupy FCA1 for 10 minutes en route to LGA. LGA 39 1 Table 9 : Data values for BOS to JFK controlled flight plan based on a 07:00 initial departure
For each resource r, we assume there is a preferred ordering of tasks (i.e. flight steps) corresponding to the original schedule. That is, for resource r we would prefer to start the task indexed by j before the task indexed by j + 1, where each task corresponds to a flight step, (f, i). Using this notation, we let j(f, i) represent the task index of flight step (f, i) for the corresponding resource, r(f, i). Additionally, we let RBS(r, j) represent the time interval task j would be assigned based on performing single-resource RBS for r.
Summarizing the above, we have the following model inputs: 
Model Foundation
In this section, we describe the components of the deterministic, multi-resource TFM formulation that provide the foundation for the two models we develop. This formulation is derived from the Bertsimas and Patterson (1998) nationwide TFM model.
Decision Variables
For both formulations, we use the following variable definitions:
1, if flight plan step i for flight f has started by time t; and 0, otherwise.
Constraints
We first ensure that the sequence [y f i0 · · · y f i(T −1) ], which we refer to as [y f i ], is monotonically increasing:
Next, we guarantee that each flight step is scheduled and that no flight step is scheduled before its minimum start time:
We also enforce the appropriate order between flight steps in a controlled flight plan as follows:
The last set of constraints is to ensure that resource capacities are not violated:
Note that y f it − y f i(t−δ(f,i)) represents whether flight f is performing flight plan step i at time t.
Objective Function
The delay term in the objective function of each formulation represents the aggregate costs associated with flight delay, which we model as follows. First, we note that the start time of flight plan step i for flight f , s(f, i), can be written as:
The total delay for flight f , d(f ), is equivalent to the delay accumulated up through the last step in the flight plan, |f |, which can be written as:
In the base formulation, the objective is to minimize total delay:
Constraints (4) ensure that the total delay for flight f is equivalent to the delay assigned before the first step in the controlled flight plan, allowing us to allocate all of the flight delay as ground holding.
Time-Order Deviation Approximation (TODA) Model
Using the notation described in the previous section, we first provide the mathematical definition of time-order deviation. Lettingŝ(r, j) represent the start time for the j th flight step to utilize resource r in the controlled schedule, we have:
(Time-Order Deviation)
In equation (8), d(f ) represents the total delay assigned to flight f , as in the objective function for the base formulation (6). There are two challenges to calculating time-order deviation within a mathematical programming model. The first is that to calculate expected delay we need the sorted list of scheduled start times for each resource. That is, in addition to maintaining a view of the schedule from each flight's perspective, we also need to maintain a view of the schedule from each resource's perspective. We address this by creating schedule variables that maintain a fixed relative order for each resource and are bound to the original flight-centric schedule variables. The second challenge is that time-order deviation is a non-convex function, due to the inner maximum from equation (7). Thus, time-order deviation cannot be represented directly in a linear minimization objective. Instead, we approximate time-order deviation by replacing the maximum over all flight steps in equation (7) with an average over the flight steps we predict will lead to the most delay.
More specifically, we compute which steps i would be assigned the most delay according to independent RBS allocations performed for each resource. This gives us an estimate of congestion due to capacity-demand imbalances, though it ignores delays introduced due to interactions between resources.
Model Adjustments
We first define the ordered auxiliary variables described above:
1, if j tasks for resource r have been scheduled to start by time t; and 0, otherwise.
Based on this definition, (u rjt − u rj(t−1) ) will indicate when task j of resource r starts in the optimized schedule. Note that this may or may not be the same as the start time of the task originally scheduled to occupy position j.
Next, we add the following constraints to the model to ensure that the variables maintain the definition above:
u rjt ≤ u rj(t+1) ∀r ∈ R, ∀j ∈ J (r), ∀t ∈ {0 . . . T − 2}; and (9) u rj(T −1) = 1 ∀r ∈ R, ∀j ∈ {1 . . . J(r)}.
Constraints (9) and (10) We also need to ensure that the appropriate order for the auxiliary variables is maintained, that is, task (j + 1) cannot start before task j: u rjt ≥ u r(j+1)t ∀r ∈ R, ∀j ∈ J (r), ∀t ∈ T .
The last, and most important, set of constraints ensure that by each interval, the number of scheduled flights according to the ordered auxiliary variables and the flight step variables coincides:
That is, constraints (12) ensure that when a flight step is scheduled within an interval, one of the sequences of ordered auxiliary variables must flip from 0 to 1 in that same interval.
With these definitions in mind, we can calculate the expected delay for flight step (f, i) and resource r(f, i), which we denote ED(f, i):
The right-hand side measures the number of intervals from the earliest start time for flight step (f, i) until the j(f, i) task starts for resource r(f, i).
As discussed in the introduction to this section, we estimate which resources for each flight f will maximize expected delay by computing which steps i would be assigned the most delay according to independent RBS allocations. For flight f , we denote the maximum RBS delay as d RBS MAX (f ) and the set of steps achieving the maximum RBS delay as I MAX (f ):
When the set I MAX (f ) corresponds to the steps that achieve the maximum expected delay in the optimized schedule, our approximate time-order deviation will equal the true time-order deviation as described in Section 2.3.
We now have the tools necessary to describe the fairness term we add to (6) to calculate the approximate time-order deviation in our TODA objective function:
Within the sum, the second term represents the approximate time-order deviation scaled by a factor of λ > 0, which controls the trade-off between system delay and approximate time-order deviation.
Within the approximate time-order deviation term, the inner sum calculates the average expected delay across the flight steps that achieved maximum RBS delay. The (. . . ) + ensures that we only add the approximate time-order deviation to our objective if the total delay exceeds this average expected delay.
Ration-by-Schedule Exponential Penalty (RBS-EP) Model
Unlike the TODA model, the RBS-EP model requires the introduction of no new variables or constraints to the foundational model described in Section 3.2. The only change required is modifying the functional form of the objective function. The intuition behind the RBS-EP model has two parts. The first is that no flight should expect to receive less delay than its worst-case RBS delay,
as defined in equation 13 in Section 3.3. But, due to interactions between resources it is unlikely that each flight will be able to achieve this exactly. So, to provide flexibility, we penalize each interval of delay beyond d RBS MAX (f ) by an exponentially increasing amount.
Model Adjustments
One of the nice properties of discrete scheduling models is that we can associate different objective coefficients with each possible start time for a task. To achieve an exponentially increasing penalty, we need only to determine the appropriate coefficients for each flight and potential start interval.
Thus, we let c f t be the coefficient associated with the last step of flight f starting at time t:
Based on the definition above, we have With the cost coefficients c f t defined as above, the objective function for the RBS-EP model is:
The difference (y f |f |t − y f |f |(t−1) ) equals 1 if and only if the last step for flight f begins at time t, thus applying a penalty of c f t as desired. In the exponential penalty model, the base of the 
Integration Issues
As noted, these computational models build off Bertsimas and Patterson (1998) and Andreatta et al. (2000) . Beyond the fairness considerations, however, there are two key differences in the approach we outline. First, in each of the referenced models, flights are able to be assigned air delay en route. Due to the limited number of AFPs implemented in practice and the deterministic nature of our formulations, allowing air delay provides little value for the historical scenarios we consider in Section 4. Thus, to simplify exposition of the model as well as maintain consistency with current practice, we consider only ground delay. Additionally, in the referenced models, planned aircraft connections between flight legs are maintained in the controlled schedule (i.e. planned aircraft connections are represented as constraints in the formulation). In our models, we do not include connectivity constraints between flight legs. Note that both of our models could include these constraints and remain entirely consistent, thus it is an explicit modeling choice to omit them.
We have made the decision to exclude constraints of this type because, again, this change leads us to an approach that is consistent with current practice. Most importantly, our models are able to utilize the same inputs as existing TFM programs, allowing for direct comparison as well as easier integration. Additionally, due to each airline's ability to swap aircraft and cancel flights, it is unclear whether strict connectivity constraints are in the best interest of the airlines. Including these constraints increases the amount of delay assigned, under the assumption that airlines have less flexibility to respond than they do in practice. On the other hand, excluding these constraints leaves the full burden of resolving infeasibilities to the airlines. We believe that understanding the impact of aircraft connectivity in this context is an important, open research question.
Another integration consideration is how these approaches fit into the three-stage Collaborative Decision Making (CDM) framework described in Section 1.1. The key thing to note is that the output of our models can be easily translated into a slot assignment for the corresponding programs.
In this sense, we maintain the same output format as that of existing approaches (corresponding to the first stage in the CDM process). To determine a single program to manage each flight (for stages two and three of the CDM process), we could simply choose the program that would be assigned under the current approaches. Alternatively, we propose that each flight be assigned to the program that maximizes the expected delay in the resulting schedule, as defined in equation (7). Using this approach, each flight is controlled by the program that creates the most congestion along its route.
Computational Results
Here we provide computational experiments to demonstrate the practical value of the RBS-EP model. We highlight three key results from our historical scenarios. The first is that under a conservative comparison between RBS-EP and current practice, the RBS-EP model improves efficiency, as measured by total delays, while maintaining equivalent levels of equity. The second is that the RBS-EP model closely tracks the tighter TODA approximation of the efficient frontier between aggregate delay and fairness, calculated according to our time-order deviation metric. Finally, the RBS-EP model is computationally efficient, allowing solution of even complex, national-scale problems within reasonable computing times.
An Apples-to-Apples Comparison
One challenge in comparing our optimization-based approaches to current approaches is that precedence RBS allows the specified capacities to be violated (as discussed in Section 2.1). An optimization-based approach, on the other hand, ensures that all resource capacity constraints are strictly satisfied. Thus, if the same capacities are utilized as inputs into both procedures, precedence RBS would likely perform better because of its ability to arbitrarily exceed FCA capacity constraints (and the inability of our optimization-based approaches to do so). Exemption RBS does not exhibit this same characteristic, because exempted flights reduce the effective capacity for future programs.
To level the playing field when comparing to precedence RBS, we first perform the precedence RBS allocation. Additionally, we perform a compression procedure as described in Vossen and Ball (2005) to attempt to fill gaps in the resource schedules, in an attempt to make the comparison as fair as possible. For time intervals for which the resulting allocation exceeds the initial capacity,
we increase the corresponding capacity as an input into each optimization-based approach. By adjusting the capacity, we ensure that our optimization-based approaches do not exceed the initial capacity any more than the precedence RBS schedule. For instance, based on the four flight example from Section 2.1 and 5 minute discretization intervals, we would increase the capacity of FCA1 to 2 flights for the 5-minute interval from 18:45 through 18:49, keeping the capacity at 1 for all other intervals. Although this leads to a fairer comparison between the two approaches, the playing field is still tilted toward precedence RBS. Due to the inherent limitations of precedence RBS, we can only perform comparisons for the capacity allocations that directly correspond to a precedence RBS schedule. Fortunately, as demonstrated in Section 2.1, this still leaves some inefficiencies that optimization-based approaches are capable of exploiting.
Construction of Historical Scenarios
To construct each of our scenarios, we start with flight schedule data that corresponds to a single we reduce airport capacities by 7.5% and FCA capacities by 25%. We utilize these hypothetical scenarios to understand how efficiency improvements might change as en route congestion increases and AFPs are used more heavily going forward. Each of the approaches utilized in practice is sensitive to the order of program implementation, thus we use the historical reporting times to determine this order, reproducing historical behavior as accurately as possible.
The historical AFPs we utilize affect traffic heading into the Northeast corridor through one or more of the boundary-based flow constrained areas: FCAA05, FCAA06, and FCAA08. Figure 4 depicts each of these boundaries. Because our schedule data only includes sector entry and exit times, in our scenarios we replace FCAA08 with FCAA06. Both FCAA06 and FCAA08 are used to address weather in the Ohio Valley region or in the ZDC airspace (Federal Aviation Administration 2006). In Table 10 , we report scenario details for the 10 days of capacity reductions we overlay on the clear weather flight schedule. The conflicts column reports the percentage of flights impacted by more than one TFM program. By construction, each of these values is the same for the historical and hypothetical scenarios described above. For each of the scheduling approaches we test, including the two multi-resource RBS approaches, we discretize time into 5 minute intervals.
The Trade-off Between Equity and Efficiency
In this section, we demonstrate the trade-off between efficiency, as measured by aggregate delay, and fairness, as measured by the time-order deviation of the resulting schedule for each of the 20 scenarios described in the previous section (10 historical and 10 hypothetical). We create trade-off Table 10 : Details on controlled resources for historical and hypothetical scenarios curves by adjusting λ, the parameter that controls the relative trade-off for each of the optimizationbased approaches developed in Section 3. First, we compare the time-order deviation approximation (TODA) model to the RBS exponential penalty model (RBS-EP) for the less complex scenarios.
For the more complex scenarios, we only evaluate the RBS-EP model, because the TODA model is not computationally tractable for these problems.
To generate these results, we employ two computational heuristics for solving the TODA and RBS-EP optimization problems. First, because we discretize time into 5 minute intervals, it is computationally intractable to allow each flight to be delayed indefinitely. Doing so would result in well over a million binary decision variables for some of our instances. Instead, we restrict the amount of allowable delay on a flight-by-flight basis. Specifically, we allow each flight f to be assigned up to d RBS MAX (f ) plus an additional 15 or 30 minutes of delay, where d RBS MAX (f ) is the maximum independent RBS delay allocation as defined in equation 13 in Section 2.3. Although there is sub-optimality associated with this approach, the resulting schedule is, by construction, quite fair since it is close to the accepted RBS allocation. Second, we use a greedy integer rounding heuristic to convert each solution of the linear relaxation into a feasible flight schedule. We do so by greedily scheduling flights in order based on the relaxed start time to the first step in each flight plan, s(f, 1). This heuristic ensures that after solving the root node relaxation during branchand-bound search, we always have a good feasible solution. This is critically important in the TFM setting, where we must be able to guarantee a solution in a relatively short amount of time (preferably 1 minute or less).
In Figures 5 and 6 , we compare the trade-off curves generated by the TODA model to the trade-off curves generated by the RBS-EP model. In these plots, each point represents a schedule generated there is typically a small gap between these two curves. Even though the RBS-EP model is not directly minimizing time-order deviation or its approximation, there is a fairly consistent trend between an increasing λ, the base of the exponential penalty, and a decreasing time-order deviation of the resulting schedule. That is, by simply adjusting the functional form of the delay penalty, we have created a model that closely tracks the more complex time-order deviation metric.
In Tables 11, 12 , 13, and 14 we summarize the results of our 40 test instances (10 days × 2 scenarios × 2 multi-resource RBS approaches). For each instance, we compare the average flight delay and percentage of unfair delay (as measured by time-order deviation) of the multi-resource RBS schedules to schedules generated using two different approaches based on the RBS-EP model.
In the first approach, we allow each flight to be delayed up to d RBS MAX (f ) plus 30 minutes. We then order deviation. For some instances, using the RBS-EP model, we are unable to find a schedule as fair, typically because the multi-resource RBS solution is almost perfectly fair. In these cases, we report N/A for the RBS-EP parameter value and list -for the % delay reduction and % unfair delay. When summarizing the results, we then use the multi-resource RBS solution in place of these values. We refer to this approach as 30) . In the second approach, we allow each flight to be delayed only 15 minutes beyond d RBS MAX (f ). For this approach, we report the average flight delay and percentage of unfair delay for the RBS-EP solution using λ = 1.001. We refer to this approach as RBS-EP (1.001, 15). Of the feasible schedules that minimize total delay, this approach selects the one that is most fair according to the exponential penalty. Although this schedule may not be as fair as the multi-resource RBS schedule, no flight is likely to receive more than 15 minutes of unfair delay by construction. Across the 20 precedence scenarios, this second approach allocates 1.8% of unfair delay on average as compared to 1.5% for the precedence RBS schedules. For the 20 exemption scenarios, the second approach allocates 2.2% of unfair delay on average compared to 6.5% for the exemption RBS schedules. Thus, we feel that this approach represents a reasonable and fair alternative, especially in an aggregate sense. Table 11 , we see that for the historical scenarios, precedence RBS remains quite fair even for the days mentioned above. This is not particularly Under our hypothetical scenarios, where we simply reduce the capacities of each AFP, we find that, in general, significantly greater innefficiencies are introduced using both the precedence and exemption RBS scheduling approaches. Though this statement is true in general, it does not hold for all scenarios. For some scenarios, we are able to achieve greater percentage delay reductions in the less constrained historical scenarios. This demonstrates that the opportunity for delay reduction is not strictly increasing as capacities decrease, even though this appears to be true in aggregate. As expected, precedence RBS remains both more fair and more efficient than exemption RBS. Nonetheless, even when using precedence RBS as a baseline, we are still able to realize delay reductions ranging from 5.3% for schedules that are just as fair, to 6.4% if we relax this restriction. These results suggest the importance of implementing an optimization-based approach for TFM program coordination before the prevalence and complexity of AFP utilization increases.
Flight Delay Distribution
In addition to the summary statistics listed in the tables in the previous section, it is important to consider the distribution of delays for impacted flights. Airlines typically build slack into their flight schedules to preserve connections between aircraft, crew, and passengers. Delay that is less than the planned slack can be absorbed without schedule modifications. Delay that exceeds the planned slack often requires costly recovery operations. Thus, we need to ensure that our approach does not lead to a heavy tail of flight delays (i.e. a larger number of flights receiving a large amount of delay).
Consider the flight delay distributions charted in Figure 7 for the historical and hypothetical 6/28/2007 exemption RBS scenarios. These figures chart the number of flights receiving at least the specified number of hours of delay (starting at 45 minutes), comparing the exemption RBS schedule to the RBS-EP schedule allowing d RBS MAX (f ) plus 30 minutes of delay with λ = 1.001.
Although the distributions are similar, the RBS-EP schedules have a longer tail, with many flights receiving at least 2.5 hours of delay, more than the maximum delay assigned in the exemption RBS schedule. Based on the discussion in the preceding paragraph, this is likely a significant issue. Fortunately, the RBS-EP model provides an obvious mechanism for resolving these issues. By increasing the value of λ, the base of the exponential penalty, it puts additional pressure on the tail of the flight delay distribution. For example, consider the updated charts in Figure 8 . To create these charts, we utilize λ values of 2.001 for each of the RBS-EP solutions, as compared to 1.001 in the previous charts. By increasing the value of λ we have increased the total delay assigned from 1429 hours to 1443 hours in the historical scenario and from 1527 hours to 1581 hours in the hypothetical scenario. Though, in so doing, we have managed to shrink the tails of the delay distribution, with the resulting schedules still more efficient than the exemption RBS schedules. This trade-off between aggregate delay and the distribution of delay is another important consideration for choosing an appropriate value of λ in practice. 
The Value of Efficiency
In Table 12 , we see that exemption RBS allocates a total of 7,339 hours of delay across the 10 scenarios, whereas the RBS-EP (Fair, 30) approach allocates 7,046 hours of delay and the RBS-EP (1.001, 15) approach allocates 7,008 hours of delay. Thus, we estimate that the RBS-EP model would lead to a overall delay reduction of 4.0% to 4.5% across days with conflicting TFM programs.
Next, we would like to determine how much cost reduction, for airlines, passengers, and related industries, can be attributed to this efficiency gain.
As mentioned in the introduction, the U. 30% of the total delay costs to TFM programs -$3.7 billion in increased airline operating costs, $2.2 billion in passenger time lost, and $1.8 billion in costs for related industries. Of the delay assigned through these initiatives, approximately 13% was assigned on days where domestic GDPs and AFPs were both implemented. We consider these days our baseline for improvement, because the multiresource RBS schedules are delay optimal when there are no conflicts between TFM programs. A 1% efficiency improvement on these days would save airlines $4.8 million, passengers $2.9 million, and related industries $2.4 million annually, a total of just over $10 million annually. Combining this with the above, we estimate that implementation of the RBS-EP model for coordinating TFM programs would lead to annual cost savings on the order of $25 to $50 million.
It is worth noting that the attribution approach utilized likely underestimates the value in at least two ways. First, by focusing our analysis on direct impact delays, we are assuming propagated delay costs are allocated proportionally between different root causes. Note that this likely underestimates the costs associated with TFM programs, because TFM programs typically result in larger magnitudes of delays which are more likely to exceed schedule slack leading to delay propagation.
Second, the Joint Economic Committee estimates passenger delays by multiplying the number of passengers by the corresponding flight delays. This approach does not include the impacts of missed connections or flight cancellations, both of which are prevalent during TFM initiatives.
Computational Performance
To be implemented in practice, an optimization-based approach for coordinating TFM programs must be extremely fast, preferably returning a good solution within a minute or less to support the subsequent CDM procedures. Fortunately, this is not a concern for either of our RBS-EP approaches, which use less than 10 seconds of CPLEX solver time per instance. As a reference, in Table 15 : CPLEX times for hypothetical exemption RBS scenarios using RBS-EP model
Conclusion
In this research, we develop an optimization-based formulation that could be readily incorporated in practice by the FAA. Specifically, based on principles that have made RBS successful, we have developed a time-order deviation metric for schedule fairness that extends to the multi-resource setting. This metric allows us to evaluate optimization-based scheduling approaches relative to each other, but more importantly it allows us to compare these approaches to the approaches currently utilized in practice. Using this metric, we have demonstrated that in each of the approaches used in practice to resolve conflicts between TFM programs, there is an implicit trade-off made between equity and efficiency. We have also demonstrated that our two formulations, the TODA and RBS-EP models, can improve operational efficiency while maintaining a consistent level of fairness. Last, we have shown that the RBS-EP model is computationally tractable in practice, even for complex national-scale problems.
Introducing optimization into the FAA's practices has been a significant challenge, as should be apparent from the literature review in Section 1.3. The RBS-EP model addresses many of these challenges and should thus provide a strong foundation for future research. Our goal is to have the RBS-EP model represent the first step in an ongoing sequence of practical enhancements to the FAA's TFM procedures.
