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The effective field theory approach is powerful in understanding the low energy phenom-
ena without invoking the UV degrees of freedom. We construct a low energy Lagrangian
for ordinary fluid systems (in constrast to superfluid), pure from symmetry considerations
and EFT principles. The dynamical fields are the Goldstone excitations, associated with
spontaneously broken spacetime translations. It is organized as derivatively coupled theory
involving multiple scalar fields. This formalism enables us to study fluid’s quantum me-
chanical properties and dissipative effects. Cosmological models can be built by naturally
coupling the fluid EFT to gravity.
From the EFT point of view, GR is the unique low energy theory for the spin-2 graviton
field and any infrared modification corresponds to adding new degrees of freedom. We focus
on two popular classes of modified gravity models, — the chameleon like theories and the
Galileon theory, — and perform a few reliability checks for their qualifications as modified
gravity theories.
Furthermore, guiled by the EFT spirit, we develop a cosmological model where primor-
dial inflation is driven by a ‘solid’, defined, in a similar manner as the EFT of fluid The
symmetry breaking pattern differs drastically from that of standard inflationary models:
time translations are unbroken. This prevents our model from fitting into the standard
EFT description of adiabatic perturbations, with crucial consequences for the dynamics of
cosmological perturbations, and exhibits various unusual features.
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Chapter 1
Introduction
The dream of physics is to establish a theory that could possibly explain everything in
nature. However, even if such a theory for everything is found at some point, in practice
one will not expect to be able to use it for phenomena at all physical scales. For instance,
it is believed that at classical level Einstein’s General Relativity (GR) is the correct gravity
theory. But when one wants to know how a ball flies after it is thrown out of a window, we
only need to invoke the Newtonian gravity theory and the Newtonian mechanics, without
even mentioning concepts such as metric, curvature of the spacetime, etc. . . . — which are at
the center of GR. Said differently, in solving mechanical problems on earth, the Newtonian
gravity theory — as an effective theory of GR — works more efficiently.
Another (maybe more up-to-date) example is from Quantum Field Theory (QFT), which
successfully provides the framework describing the various interactions between subatomic
particles. In computing the 4 lepton scattering amplitude at low external energy, it is more
convenient to use Fermi’s effective four-fermion theory rather than the full electroweak
theory (i.e. the SU(2) × U(1) gauge theory). The reason for this is that at low external
momentum, exchanging virtual W or Z bosons is just a local interaction.
In fact, in the context of QFT, effective field theory does more than simplifying the
computation; it is closely related to some fundamental structure of QFT (e.g. the Renor-
malization Group (RG) flow) and changes radically the viewpoint on certain aspects that
were considered to be essential (e.g. Renormalizability).
It was first noticed by Wilson that when the external energy E of some quantum process
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are lower that some mass scale Λ, the Ultra-Violet (UV) degrees of freedom above Λ will not
be excited. So one can ‘integrate out’ these UV d.o.f.’s, and obtain a low energy effective
theory that captures completely the dynamics of the low energy sector. The imprint from
the UV excitations in this low energy effective theory is a bunch of (usually infinite) high
dimension interaction terms (thus non-renormalizable), each suppressed by powers of E/Λ.
As one can see immediately, this Wilsonian integrating out procedure breaks down as E is
comparable to Λ, since then the heavier excitations are awakened.
Long after the birth of QFT when physicists were struggling to understand the intrinsic
divergences in QFT, it was believed that only renormalizable theories made sense. However,
from the EFT point of view, the renormalizability seems irrelevant: the fact that a non-
renormalizable theory breaks down at certain energy level ∼ E∗ simply implies that this
theory is incapable of describing the physics at distance smaller than ∼ E−1∗ . This should
not be surprising, since probably we haven’t included into the theory the heavier d.o.f.’s
that will become relevant at short distance. In that sense, the non-renormalizability implies
an incompleteness in description, rather than a pathology of the theory.
On the other hand (and maybe more strikingly), the non-renormalizable theories, viewed
as EFT’s, are able to make predictions on low energy phenomena. The reason is the
following: as we mentioned, all the high dimension operators are suppressed by powers of
E/Λ. Therefore, at low energy E and to any required precision ε, there are a only finite
number of coefficients we need to determine — i.e. for n ∈ Z+ such that (E/Λ)n & ε, either
by knowing the underlying UV-complete theory or by measurements from experiments.
After that, we can use this theory to make predictions at the energy level ∼ E, the same
way as we use any renormalizable theories.
The Wilsonian procedure — i.e. the way of obtaining a low energy EFT via integrating
out the UV d.o.f. — is referred to as top-down; we need know (or at least have some idea)
what the UV theory is. However, in many practical circumstances, we don’t 1. But if we are
not so ambitious and content ourselves with the physics in the low energy regime, we can
1Or in some other cases, even though we know the UV theory, the ‘integrating out’ procedure will be
much more complicated than the normal perturbative RG flow. The fluid system and/or hydrodynamics are
just such a example.
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adopt the bottom-up method — the so called EFT approach or EFT construction, — which
will be the main subject of this thesis. Indeed, since not every piece of the full, possibly
complicated, UV theory will play a vital role in low energy physics, then why shall we
bother to obtain it? In that sense, the EFT approach, although less aesthetically elegant,
seems more economic.
Now what are the rules of the game? Suppose we want to describe the low energy/long
wavelength phenomena of some physical system. First we need to determine the field con-
tents that could be used as the low energy d.o.f. ’s. Then we specify the symmetry properties
of the system, and write down all possible terms in Lagrangian that are constructed from
the IR fields and are compatible with symmetries. Since usually the UV completion of such
an EFT remains unknown, the coefficients in the EFT has to be determined by comparing
predictions in this theory with known results from experiments.
This EFT approach turns out to be useful in many areas and can be apply to a variety
of physical systems. The first application we will investigate is to recast fluids into a low
energy effective field theoretical description, with an emphasis on its internal and spacetime
symmetries, their spontaneous breaking pattern, the associated Goldstone excitations and
their interactions, the derivative expansion, and in general on the systematics of the EFT
program [1–6]. We will review this EFT construction briefly in Section 2.1, where, we
will content ourselves the leading order in the derivative expansion, which corresponds to
focusing only the non-dissipative properties.
Recall from the classical fluid dynamics that dissipation appears in the gradient expan-
sion of hydrodynamics as a first order correction to the perfect fluid equations, which are
the continuity and the (relativistic generalization of the) Euler equations. So, naturally we
expect that when we continue our EFT construction to first order in derivatives, we reveal
dissipation. Technically, including dissipative effects in the EFT formulation is non-trivial,
since the Hamiltonian of the system is always a conserved quantity if there is not explicit
time dependence. It is our task in Section 2.2 to illustrate how to do this systematically.
This approach offers a number of advantages over the traditional one — which starts
from the equations of motions. For instance, using the zeroth order Lagrangian for fluids
(i.e. perfect fluids), we can now compute straightforwardly cross sections associated with the
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processes of sound waves and vortices scattering off each other, via the Feynman diagram
techniques borrowed from QFT. Remarkably, via these computations, we found that quan-
tum mechanically perfect fluids exhibit peculiar features associated with the vortex degrees
of freedom. This stems from the vortex modes’ lack of gradient energy, which makes them
not behave like normal quantum fields. This is the topic of Section 2.3.
Another advantage of having a Lagrangian description for fluids is to make it easy to
couple the fluid system to other sectors, e.g. gravity. We just replace the flat Minkowskian
metric ηµν with the dynamical one gµν . Such a construction offers explicitly a cosmological
action, with the matter contents described by the EFT of fluids and makes it really easy
to tackle certain questions. For instance, in Section 2.4, we study how to construct the
nonlinear curvature perturbation ζ — the linear definition was first proposed by Bardeen [7]
— which is expected not to evolve outside the horizon. 2 Many studies have been done to
extend the construction of the conserved ζ to non-linear level in different contexts [9–19].
But we will provide a novel and somewhat neater way, thanks to the EFT of fluids.
In addition to mundane systems like fluids (or solids), this EFT approach can also be
applied to study gravity theories. Although GR is widely accepted as the correct gravity
theory at classical level, it can not be the ultimate theory for gravity, because of its deriva-
tively coupled (hence non-renormalizable) nature. As we argued previously, this is hardly
a problem for low energy physics, but rather implies that we should really regard GR as a
low energy quantum EFT. More remarkably, as we will argue, it is the unique effective field
theory for a massless spin-2 field at low energy.
Despite its robustness from the viewpoint of theoretical considerations and its agree-
ment with local gravity tests, there are attempts to modify GR at the infrared scales. The
main motivation comes from the discovery of the universe’s accelerating expansion. The
Λ-Cold Dark Matter (ΛCDM) standard model of cosmology — which is based on Einstein’s
gravity theory — attributes this to the presence of some unknown substance in the uni-
verse, the so called dark energy. Since the energy density of this species will not dilute as
the universe expands, people also refer it as the Cosmological Constant (CC). There is a
naturalness problem associated with the CC: roughly speaking, the value for CC needed
2c.f. for instance [8] for a proof of the super-horizon conservation of the linear curvature perturbation.
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to drive the accelerating expansion is fascinatingly small compared to that estimated from
theory (c.f. [21,22] for a review of the CC problem). Of course it will be theoretically more
interesting that the (small) CC is actually due to some dynamical mechanism that modifies
GR at cosmological scales, rather than to a new matter component in the universe.
The simplest possibility is to add to GR an extra scalar field. There are a vast number
of proposals along this direction, among which we will focus on two — the chameleon
theory [23,24] and the Galileon theory [26]. The are both theoretically well motivated and
observationally viable. By the latter we mean that these theories intrinsically have screening
mechanisms (which will be discussed in detail in Section 3.2) to ‘hide’ the scalar force so
that the consistency with local gravity experiments is ensured. Further checks about the
reliability and about the usefulness of these theories [27, 28] will be performed in Section
3.3 3.4.
It is tempting to apply this EFT approach to cosmology. In fact there are studies on
constructing inflationary models using this EFT approach [29, 30]. The basic idea is the
following: in the usual inflationary scenarios, the matter fields ψm feature time-dependent
cosmological background solutions ψ¯m(t), which spontaneously break time translations. As
a result, there is one fluctuation mode pi(x) that can be identified with the associated
Goldstone excitation. Roughly speaking, it can be thought of as an in-sync perturbation of
all the matter fields, of the form
ψ(x) = ψ¯m(t+ pi(x)) ' ψ¯m(t) + ∂tψ¯m(t) · pi(x) . (1.1)
When coupling to gravity is taken into account, such a mode describes adiabatic perturba-
tions. As usual for Goldstone bosons, the spontaneously broken symmetry puts completely
general, non-trivial constraints on these perturbations’ dynamics. This property is at the
basis of the model-indepedent approach that goes under the name of “effective field the-
ory of inflation” , whose tenets are particularly compelling since they encompass—at first
glance—all cosmological models: cosmology is about time-dependent, homogeneous, and
isotropic field configurations.
However, as we will show in Chapter 4, there are other possibilities [25]. In our case,
we will be dealing with matter fields featuring time-independent, ~x-dependent background
solutions. Apparently, this contradicts two facts about inflationary cosmology:
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1. The universe is homogeneous and isotropic;
2. In an expanding universe physical quantities depend on time and, more to the point,
that one needs a physical ‘clock’—a time-dependent observable—to tell the universe
when to stop inflating.
As for item 1: ~x-dependent solutions can be compatible with the homogeneity and isotropy
we want for cosmological solutions and for the dynamics of their perturbations, provided
extra symmetries are imposed. For instance, to get an FRW solution for the gravitational
field, we need an homogeneous and isotropic background stress-energy tensor. This can
arise from matter fields that are not homogeneous nor isotropic, provided there are internal
symmetries acting on the fields that can reabsorb the variations one gets by performing
translations and rotations. The simplest example is that of a scalar field with a vacuum
expectation value
〈φ〉 = αx . (1.2)
Such a configuration breaks translations along x. However, if one postulates an internal
shift symmetry φ → φ + a, then the configuration above is invariant under a combined
spacial translation/internal shift transformation. As we will see, this is enough to make the
stress-energy tensor and the action for small perturbations invariant under translations. To
recover isotropy as well, one needs more fields, and more symmetries. For instance—in fact,
this is the case that we will consider—one can use three scalar fields φI(x) (I = 1, 2, 3),
with internal shift and rotational symmetries
φI → φI + aI , aI = const , (1.3)
φI → OIJφJ , OIJ ∈ SO(3) , (1.4)
so that the background configurations
〈φI〉 = αxI (1.5)
are invariant under combined spacial translation/internal shift transformations, and under
combined spacial/internal rotations. As we will review in Section. 4.1, such a system has
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the same dynamics as those of the mechanical deformations of a solid—the phonons.3 In
this sense, the cosmological model that we are putting forward corresponds to having a solid
driving inflation. If this interpretation causes the reader discomfort—in particular, if having
a solid that can be stretched by a factor of ∼ e60 without breaking sounds implausible—one
should think of our model just as a certain scalar field theory. As we will see, the structure
of such a theory is the most general one compatible with the postulated symmetries—and
the impressive stretchability we need can also be motivated by an approximate symmetry—
so that from an effective field theory standpoint, ours is a perfectly sensible inflationary
model. From this viewpoint, the fact that the solids we are used to in everyday life behave
quite differently—quantitively, not qualitatively—seems to be an accident: they lack the
‘stretchability symmetry’.
As for apparent contradiction number 2: In our model the role of the physical clock will
be played by the metric. More precisely, it will be played by (gauge invariant) observables,
made up of our scalars and of the metric, like for instance the energy density or the pressure.
These can depend on time even for purely space-dependent scalar backgrounds, because
in the presence of a non-trivial stress-energy tensor, the metric will depend on time, in
a standard FRW fashion. Doesn’t this correspond to a spontaneous breakdown of time
translations too? At some level it is a matter of definition, but we will argue in Section
4.8 that the operationally useful answer is ‘no’, in the sense that there is no associated
Goldstone boson, and that one cannot apply to our case the standard construction of the
effective field theory of inflation as given in [30].
Formal considerations aside, our peculiar symmetry-breaking pattern has concrete physi-
cal implications, with striking observational consequences. For instance, it predicts a three-
point function for adiabatic perturbations with a ‘shape’ that is not encountered in any
other model we are aware of. Its overall amplitude is also unusually large, corresponding to
fNL ∼ 1 1c2s .
It is worth mentioning that we have been using (and will be using) a somewhat mislead-
3Perfect fluids can not drive inflation, for the reason that we will explain in Section 4.2. Roughly speaking,
it is impossible for the fluid EFT to remain consistent (i.e. weakly coupled) while at the same time to provide
an energy momentum tensor for an acceleratingly expanding universe.
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ing, but fairly standard, language: when spontaneously broken symmetries are gauged, the
associated would-be Goldsone bosons are not in the physical spectrum—rather, they are
‘eaten’ by the longitudinal polarizations of the gauge fields. In fact, there is a gauge, the
so-called unitary gauge, in which the Goldstone fields are set to zero. In our case we will
be dealing with spontaneously broken translations and rotations, and when gravity is dy-
namical, these are gauged. In unitary gauge one can set the scalars to their vevs (1.5), and
have the corresponding excitations show up in the metric. The Goldstone language is still
useful though, in that it captures the correct high energy/short distance dynamics of these
excitations. For massive gauge theories, this statement goes under the name of “the equiv-
alence theorem”. For cosmological models, it is just the statement that at sub-cosmological
distances and time-scales, in first approximation one can neglect the mixing between matter
perturbations and gravitational ones. We hope the Goldstone boson nomenclature will be
more useful than misleading.
During the doctoral studies, the author has also been working on other projects, which
will not be included in this thesis. In [31], we proved that there was no stable stationary
soliton solution in Galileon theories. The same argument can be applied to a different class
of derivatively coupled theories — e.g. EFT for superfluids, fluids, solids and some k-essence
models — , and therefore these theories do not possess stable soliton solutions either. In [32],
we performed some explicit computations to confirm the dual theorem about perfect fluids,
proposed in [1]: a perfect ordinary fluid free of vortex modes is equivalent to a superfluid
system. In particular, we computed the amplitude for 2 to 2 sound wave scattering using
the ordinary fluid EFT and the superfluid EFT, respectively, and we showed that the results
were equal.
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Chapter 2
EFT Construction for Fluids
2.1 Effective Field Theory for Perfect Fluids
2.1.1 Fluids with No Conserved Charge
In this subsection, we first focus on constructing a Poincare´ invariant low energy effective
theory for an ordinary perfect fluid system with vanishing chemical potential µ = 0. We
specify as the long wavelength degrees of freedom the comoving coordinates of fluid volume
elements, parametrized by φI , with I = 1, 2, 3. So at any fixed time t, the physical position
occupied by each volume element is given by ~x(φI , t). In this description, known as the
Euclidean description, the physical spatial coordinates xi serve as dynamical fields while t
and φI are analogous to world sheet coordinates.
However, it is often more convenient to use the inverse functions φI(~x, t) (1) as dynamical
degrees of freedom (known as the Lagrangian description), since the spacetime symmetry
can be straightforwardly implemented — we simply demand φI to transform as scalars
under Poincare´ transformations. Also we are allowed to choose the comoving coordinates in
such a manner that when the fluid system is at rest, in equilibrium and in a homogeneous
state at some given external pressure, φI = xI — in the field theoretical language, this is
1For space filling fluid, there is a differeomorphism between the comoving coordinates φI and physical
spatial coordinates xi so that for any fixed time t, the inverse functions φI(~x, t) exist.
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equivalent to specifying the ground state of our theory to have
〈φI〉 = xI (2.1)
What are the other symmetries, in addition to the Poincare´ invariance, required to
make the system behave like an ordinary fluid? Notice that our choice of the ground state
(2.1) breaks both spatial translational and rotational invariance. In order for the energy
momentum tensor of the system in equilibrium to remain homogeneous and isotropic, as
is indeed the case for a fluid, we shall impose internal symmetries to compensate the
spontaneously broken spacetime symmetries. More precisely, we demand that the theory be
invariant under such internal transformations (i.e. all fields evaluated at the same spacetime
point) as:
Ti : φI → φ′I = φI + aI , aIconstant (2.2)
Ri : φI → φ′I = OIJφJ , OIJ ∈ SO(3) (2.3)
It is easy to show that the background configuration (2.1) is invariant under the diag-
onal translation and rotation, respectively, which are defined as a linear combination of
the spatial and internal transformations : Td ≡ Ts + Ti and Rd ≡ Rs + Ri; it is these
residual symmetries that correspond to the homogeneity and isotropy of our background
configuration.
Moreover an ordinary fluid is insensitive to incompressional deformations — it costs no
energy to displace fluid volume elements if they are not compressed or dilated. Expressed
in terms of a symmetry requirement, we demand that the theory be invariant under volume
preserving differomorphisms of the comoving coordinates, defined as




So now we are ready to construct the effective action for an ordinary fluid from the φI ’s,
compatible with the symmetry properties mentioned above. It is organized as a derivative
expansion. Since the internal translation symmetry (2.2) mandates each field to be accom-
panied by at least one derivative, at the leading order in the derivative expansion, the only
invariant is
B ≡ det(BIJ), with BIJ = ∂µφI∂µφJ (2.5)
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and hence the effective action takes the form of
SFluid =
∫
d4x F (B) (2.6)
where F is a generic function, which, as we will see, characterizes the equation of state of
the fluid in question.
To illustrate that this effective action indeed describes a perfect fluid, we need to check
that the (conserved) energy moment tensor takes the famous form:
Tµν = (ρ+ p)uµuν + p ηµν (2.7)
Before doing that let’s work out the four-velocity field uµ(x) for the fluid system in our field




φI(x) ≡ uµ(x)∂µφI(x) (2.8)
where τ parametrizes the streamline and the derivative with respect to τ vanishes because
the comoving coordinate (or the label) of each fluid volume element is fixed. By solving the
above equation for uµ, we obtain






where  is the 4d Levi-Civita symbol, with the convention  0123 = − 0123 = 1. The
normalization and overall sign of uµ are chosen such that uµuµ = −1 and u0 > 0.
The energy momentum tensor following from the effective action (2.6) reads
Tµν = −2F ′(B)B(B−1)IJ ∂µφI∂νφJ + ηµνF (B) . (2.10)
With the aid of (2.18), the energy momentum tensor above indeed can be recast into the
perfect fluid form (2.7), if we identify ρ = −F (B) and p = F (B) − 2F ′(B)B. This also
justifies our preceding claim that the generic function F determines the equation of state
for fluids. For instance, for an ultra-relativistic fluid with p = ρ/3, one has F (B) ∝ B2/3.
In fact, one can show that the conservation of the energy momentum tensor (2.10)
encodes all information about the (classical) dynamics of the system, in the sense that it is
equivalent to the equations of motion for the three scalar fields
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∂µT




= 0, I, J = 1, 2, 3. (2.11)
On the other hand, this also confirms our aforementioned claim that the system specified
by L = F (B) contains no conserved current.
2.1.2 Fluids with Conserved Charge
For perfect fluids system with nonzero chemical potential, there will be other conserved
quantities, such as the electric charge, the number difference of baryons and antibaryons
etc., and hence the dynamics of the system is governed by the equations of conservation of
the energy and momentum as well as by that of the particle number: 0 = ∂µj
µ = ∂µ(nu
µ),
where n is the particle number density.
Thus to model such a system in effective field theoretical language, we need more field
contents to represent the particle number symmetry. It turns out he most economical
addition is a real scalar ψ(x), whose background configurations is chosen along the time
direction [4]:
〈ψ(x)〉 ∝ t (2.12)
Furthermore, to make the low energy effective field theory for the φI ’s and ψ have the
correct fluid-like behavior, — in particular for the EFT to have a conserved current jµ ∝ uµ
—, we should require that, in addition to the internal symmetries (2.2) (2.3), the theory be
invariant under the comoving-position-dependent U(1) shift:
ψ → ψ + F(φI). (2.13)
Notice that at the lowest order in derivative expansion, the Lorentz scalars that are
invariant under the internal symmetries (2.2) (2.3) and (2.13) can only be constructed from
B (c.f. (2.5)) and
√
B uµ∂µψ (u
µ is still defined as in (2.18)). The reason why the latter is
invariant under the chemical shift follows from the orthogonality of uµ and ∂µφ
I . Thus we
write the effective action as
S =
∫
d4xF (b, y), with b ≡
√
B, y ≡ uµ∂µψ. (2.14)
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Once again, F is a generic function and is related to the equation of state of the fluid
system.
We can repeat the procedure of the last subsection and show that the energy momentum
tensor following from the above action does take the form of (2.7), if we identify ρ and p
with
ρ = Fyy − F, p = F − Fbb. (2.15)
where Fy ≡ ∂F/∂y and Fb ≡ ∂F/∂b.
We can also compute the Noether current of the global U(1) transformation — Eqn.
(2.13) with F set to be a constant,
jµ = Fyu
µ (2.16)
As was mentioned before, we expect this Noether current to represent the conserved particle
current. That implies that we need also to identify Fy with the particle number density of
the fluid:
n = Fy (2.17)
2.1.3 Hydrodynamics and Thermal Relations
Now let’s make contact with the standard hydrodynamic and thermodynamic description
of a fluid with a conserved particle current.
Notice that we have found the fluid’s energy density and pressure in (2.15) and its
particle number density in (2.17). Moreover, we have an identically conserved current
Jµ ≡ √Buµ,
∂µJ
µ = −∂µ(µαβγ ∂αφ1∂βφ2∂γφ3) = 0, (2.18)
which should be naturally interpreted as the entropy current in the context of our non-
dissipative (perfect) fluid. That is Jµ = suµ, and thus b should be understood as the
entropy density s:
s = b . (2.19)
The other thermodynamic quantities such as the temperature T and the chemical po-
tential µ can be found by imposing the thermodynamic identities:
ρ+ p = Ts+ µn, dρ = Tds+ µdn . (2.20)
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It follows immediately that
T = −Fb, µ = y . (2.21)
2.1.4 The Goldstone Field Action
In this subsection, we will consider small fluctuations in fluids. For simplicity, we only focus
on fluids with vanishing chemical potential. The perturbations about the homogeneous
equilibrium background configuration (2.1) can be parametrized as
φI = xI + piI(x) . (2.22)
These piI fields are associated with Goldstone excitations.
Now we want to work out explicitly the effective action for those Goldstone fields. It






where w0 = −2F ′(1) = (ρ+p)B=1 is the ground-state’s enthalpy density, and f is normalized
accordingly, so that f ′(1) = 1. Note that now the derivatives of f are with respect to
√
B.













where piL and ~piT are the longitudinal (curl-free) and transverse (divergence-free) compo-
















= f ′′(1) (2.26)
Indeed, we see that only the longitudinal Goldstone field piL admits the standard prop-
agating mode at a finite speed cs, with a dispersion relation ω = csk, while the other
Goldstone field ~piT has a degenerate dispersion relation ω = 0 and thus does not propagate.
For this reason, we usually interpret piL as the sound wave d.o.f. and ~piT as the vortex d.o.f.
: vortices do not “ propagate” at large distances.
CHAPTER 2. EFT CONSTRUCTION FOR FLUIDS 15
Notice that after spontaneous breaking, the spacetime symmetries get mixed with the
internal ones, so the three Goldstone fields piI transform as a vector field under the diagonal
SO(3). 2 And after the decomposition (2.25), piL can be regarded as a scalar field and ~piT
as a transverse vector field.
We can further expand the Lagrangian (2.23) to higher orders in Goldstone fields to











[∂pi]3 + 12(1 + c
2
s) [∂pi]~˙pi
2 − ~˙pi · ∂pi · ~˙pi






3c2s + 6f3 + f4
)
[∂pi]4
+ ~˙pi · ∂pi2 · ~˙pi − (1 + c2s)[∂pi] ~˙pi · ∂pi · ~˙pi + 12 |∂piT · ~˙pi|2
+ 14
(
(1 + 3c2s + f3) [∂pi]
2 − (1 + c2s) [∂pi2]
)
~˙pi2 + 18(1− c2s) ~˙pi4
}
. (2.27)
where we have used ∂pi to denote the matrix with entries (∂pi)ij = ∂ipij , and the brackets
[ . . . ] to denote the trace of the matrix within. The first line collects the trilinear interactions,
whereas the second and third lines collect the quartic ones. f3 and f4 stand for f
′′′(1) and
f ′′′′(1), respectively. Finally, notice that via the suffix T we indicate the transpose of a
matrix, rather than the transverse part of ~pi as we did above.
2.1.5 Duality Between Irrotational Ordinary Fluid and Superfluid
In this subsection, we want to establish a classical duality between an irrotational (i.e. free of
vortex modes) ordinary fluid with zero chemical potential (c.f. 2.6) and a zero-temperature
superfluid.
The low energy description of a zero-temperature superfluid consists of one gapless scalar
field ψ — the Goldstone boson — which non-linearly realizes a spontaneously broken U(1)
symmetry:
ψ → ψ + a. (2.28)
The effective Lagrangian for ψ should then be the most general one compatible with the
this shift-symmetry as well with Poincare´ invariance, organized as a derivative expansion.
2For this reason in the rest of the thesis, we will not distinguish the spatial label “i, j, . . . ” from the
internal ones “I, J, . . . ”.
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At the lowest order in derivatives, it is given by
L = P (X), with X ≡ −∂µψ∂µψ. (2.29)
where P is a generic function, determining the equation of state. As was done in previous
subsection, we can calculate the energy momentum tensor. We find that it also takes the
form of (2.7), with the energy density, pressure and the velocity field given by




The current associated with the U(1) shift-symmetry (2.28) is
jµ = 2P ′(X)∂µψ. (2.31)
The ground state for the superfluid system is specified, in some proper units, by
ψ = t, (2.32)
which agrees with the intuition that the superfluid ground state has finite charge density
but vanishing spacial current.
On the other hand, the zero-chemical-potential ordinary fluid system, in which vortex
excitations are absent, also has only one scalar degree of freedom — i.e. the longitudinal
sound wave mode (c.f. 2.25). Moreover, at the classical level, it is consistent to suppress the
appearance of the vortex modes. This is because Kelvin’s theorem states that the vorticity
of fluids is conserved along the flow — that is, if we demand that the initial state be free of
vortex modes, there is no vortex generated afterwards.










and the vanishing vorticity condition thus is
ω = 0. (2.34)
We claim that under the condition (2.34), the effective actions of ordinary fluids (2.6) and
that of superfluids (2.29) are classically equivalent. The variables and functional depen-
dences of these two sectors are related by{
B = X(2P ′(X))2, X = B(2F ′(B))2, (2.35a)
P (X)− F (B) = −2BF ′(B) = 2XG′(X). (2.35b)
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The most straightforward way to understand this equivalence is that the energy momen-
tum tensors of the two sectors are equal when the identification (2.35a) (2.35b) is imposed.
There is a more elegant method to illustrate this duality relation and there are many subse-
quent computations one can perform related to this duality, we will refer interested readers
to [1, 32] for more details.
2.2 EFT for Imperfect Fluids
2.2.1 The general idea
Clearly, a field theory with a local action is non-dissipative by construction 3. But so is
Nature: In any physical system, we call ‘dissipation’ the transfer of energy from the degrees
of freedom we are interested in (collectively denoted by φ, in the following) to others which
we are not keeping track of (collectively denoted by χ), either because we are not concerned
about them, or because describing them is too complicated or impractical. So, the best way
to approach dissipation from a field theory viewpoint—at least conceptually—is to keep
in mind that these additional degrees of freedom should also appear in the action of the
system. That is, if we were to write the full action for φ and χ, we would have
S[φ, χ] = S0[φ] + Sχ[χ] + Sint[φ, χ] . (2.36)
S0 is the action we would write for φ alone, if we forgot about χ. Sχ governs the dynamics
of χ. Sint couples the two sectors, and is responsible for exchanging energy between them.
If we now compute observables involving our φ only, we can detect ‘dissipative’ effects—
corresponding to exciting the χ degrees of freedom—which cannot be reproduced by using
S0 alone. For instance, the S-matrix restricted to the φ-sector is non-unitary whenever
producing χ-excitations is energetically allowed.
3The formal trick of adding an explicit time-dependence to a Lagrangian to make the energy not
conserved—see e.g. [33]—might work to reproduce the desired dissipative equations of motion, but (i) is
not systematic, i.e. it is not clear what the rules of the game are, and has therefore no predictive power,
and more importantly (ii) does not correspond to the physical origin of dissipation, which is that there are
additional degrees of freedom that have been ignored.
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In the particular case we are interested in, χ stands for the degrees of freedom of the
microscopic constituents making up the fluid. For instance, for a weakly coupled, non-
relativistic fluid made up of massive point-particles, χ stands for the positions of these
particles. On the other hand, φ stands for the collective degrees of freedom, like sound
waves for instance, which are those explicitly kept by the hydrodynamical description 4.
Notice that at all times we are dealing with one and the same fluid, and its microscopic
constituents. The splitting in Eq. (2.36) is one of the key features of the EFT formalism
and the (emergent) dynamics in the long-wavelength limit. Hydrodynamics is about the
dynamics of φ.
To illustrate the general idea, in this subsection we will not commit to the hydrodynam-
ical case, nor will we go into many details. Rather, we will keep the discussion as general
and as schematic as possible. We will only assume that the interaction Lagrangian Sint can
be treated as a small perturbation. If this is not the case—if the two sectors are strongly
coupled to each other—then it is not even clear how to talk separately of the φ-sector and of
the χ-sector. In other words, we are assuming that as a first approximation, one can neglect
the χ’s when talking about the φ’s. For hydrodynamics, as will see, this will be guaranteed
by the symmetries: at low frequencies and momenta, all the interactions of the φ’s become
negligible, including those with the χ’s. Notice that we are not assuming anything about
interactions within the χ sector: they can be arbitrarily strong.
Now, the crucial question is how to make use of expression (2.36), without actually
specifying what the χ’s and their dynamics really are. We will apply a method similar to
that in Ref. [34]. The idea is to make the dependence of the interaction piece Sint on φ







The O’s are ‘composite operators’ of the χ-sector—local combinations of the χ’s and their
derivatives. As usual, one expects all couplings allowed by symmetry to appear in the
action. So, in particular, the O’s should carry spacetime and possibly internal indices in
4Strictly speaking, to avoid double counting, one should remove from the χ’s the combinations of the
individual particle positions that make up the φ’s.
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order to make the combinations appearing in Sint invariant under all the symmetries that
act on the φ’s. Apart from symmetry, as usual in EFT, the other organizational principle
in the infinite series (2.37) is the derivative expansion: terms with fewer derivatives acting
on the long distance/low energy degrees of freedom (φ) matter the most at low energies and
momenta.
Now, in any observable that involves measuring the φ’s only—like for instance a 〈φφ · · ·φ〉
correlation function, or a φφ → φφ scattering amplitude—all effects due to the presence
of the χ’s, dissipative or otherwise, are “mediated” by the correlation functions of these
O composite operators. As an example, consider a coupling (linear in φ) between the two




where λ is a small coupling constant. For instance, suppose that we are interested in
computing the T -ordered two-point function of φ in the standard vacuum (i.e. the vacuum
for both the φ sector and the χ sector, for as we will see in a moment, computing this
same correlator with a non-vacuum dissipative χ sector will necessarily complicate the
story). This two-point function will receive contributions from S0 and from Sint. We can
compute the latter contribution in perturbation theory for λ. For instance, if φ’s only
interaction is that contained in Sint above, this would correspond to the Feynman diagram
series of Fig. 2.1. In that case, neglecting combinatoric factors, powers of i, and momentum-
conserving delta-functions, we would have schematically
〈φ(p)φ(−p)〉 = 〈φ(p)φ(−p)〉0 (2.39)
+ λ2〈φ(p)φ(−p)〉02 〈O(p)O(−p)〉0
+ λ4〈φ(p)φ(−p)〉03 〈O(p)O(−p)〉02 + . . . ,
where T -ordering is understood, and the subscript zeroes denote that those two-point func-
tions are to be computed at zeroth order in λ, that is, in the absence of any interactions
between φ and χ. Once 〈φφ〉0 and 〈OO〉0 are known, the full 〈φφ〉 can be computed at any
order in λ, without any further explicit reference to the χ dynamics. This is analogous to
the standard Feynman-diagram expansion for a perturbative QFT, which involves the free
propagators only. Here the correlators on the r.h.s. are not the free ones—they are those
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Figure 2.1: Feynman diagram representation of Eqn. (2.39): the solid lines represent the φ
propagators and the gray circles the two-point function of O.
determined by S0 (for φ) and by Sχ (for O) separately. In a more general case, where φ has
non-trivial self-interactions and couples to the O’s in a more general way, the right-hand
side looks more complicated because it involves higher-point correlation functions of φ and
O as well. However, all the correlators are still evaluated at zero coupling (λ) between the
two sectors.
As hinted at before, this simple picture gets slightly more complicated for correlation
functions in more general states and in particular, thermal states. As we will discuss
at some length in the next section, we will be interested in a thermalized χ sector. Its
real-time correlation functions and the associated perturbative expansion then have to be
handled via the so-called In-In, or Schwinger-Keldysh, formalism (for extensive reviews, see
e.g. [35–37]). This entails a doubling of the fields in the path-integral, φ → φ±, χ → χ±,
which complicates somewhat the systematics of the Feynman-diagram expansion. However,
for what we are interested in, we can instead consider the effective (linearized) equations
of motion for the expectation value of φ that we get by “integrating-out” the χ sector via
In-In path integrals, which is essentially an In-In generalization of the quantum effective
action formalism that is appropriate for systems described by a density matrix.
Following the notation of [35] and utilizing the simple coupling given by (2.38), the In-In
generating functional for the correlation functions of φ is given schematically by




where the functional integral over χ+ and χ− is understood to include a (thermal) density
matrix ρ(χ+0 , χ
−
0 ) for the initial conditions, which are also integrated over [36, 37]. As we
will see in a second, we will not need to be explicit about this.
Let’s assume that 〈O〉 = 0 and confine ourselves to quadratic order in the φ± fields.
Noticing that, from the viewpoint of the χ sector, the φ± fields act as external sources for
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the operators O±, we can formally perform the functional integration over χ+ and χ− and
obtain





φaGabO φb , (2.42)
where S2 is the quadratic action for φ, φ






(the T to the right of a sequence of operators implies anti-time ordering.) These correlators
have to be understood as traces involving the density matrix that is appropriate for the χ
sector.
The In-In effective action Γ [φ+, φ−] is then just the Legendre transform of the In-
In generating functional W [J+, J−], from which the effective equations of motion for 〈φ〉





= 0 , (2.44)
However, since we are working at quadratic order in φ±, the effective action Γ is just
whatever appears at the exponent in the path integral (2.42) after having set J± to zero:
Γ2[φ+, φ−] = S2[φ+]− S2[φ−] + λ22 φaGabO φb , (2.45)
where two convolutions are understood for the last term. We thus get that the linear
equation of motion for the expectation value of φ—which, to keep the notation light, we
also call φ—is simply
δS2
δφ
+ iλ2 〈OO〉R ∗ φ = 0 , (2.46)
where the second term involves precisely the retarded two-point function of O:
〈O(x1)O(x2)〉R ≡ θ(t1 − t2)〈
[O(x1),O(x2)]〉 . (2.47)
Note that the above conforms to the expectations of the usual “linear-response theory”
result. What’s nice about the In-In formalism is that it allows one to generalize such a
result to all orders in perturbation theory in a systematic fashion.
Keeping these qualifications in mind, and coming back to the main message of this
subsection: For generic Sint, in order to compute observables that involve the φ’s only—and
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in particular the time-evolution of 〈φ(x)〉—we need not be explicit about the dynamics of
the χ’s. We ‘only’ need the n-point correlation functions of the operators the φ’s couple to.
Of course, knowing all such correlators is essentially equivalent to having solved the theory
defined by Sχ, which, as we stressed, can be arbitrarily complicated, strongly coupled, or
simply unknown. Fortunately, in our particular case of hydrodynamics, we are interested
in such correlators at very low frequencies and very long distances only. Moreover, we can
assume that the χ sector—whatever it is—is in a state of thermal equilbrium. As we will
see, this allows us to parameterize the leading low-frequency, long-distance behavior of the
relevant correlators by three coefficients only.
2.2.2 Low frequency, long distance behavior of correlators
Consider the two-point function for a generic operator in the χ sector, 〈O(~x, t)O(~x ′, t′)〉.
If, in the absence of external perturbations—due for instance to our φ’s—, the χ sector is
thermalized, then the average 〈. . . 〉 has to be interpreted as a thermal trace with a density
matrix ρ ∝ e−βH , or, in the presence of a conserved charge, ρ ∝ e−β(H−µQ). (We will use a
quantum mechanical language, but everything we say applies straightforwardly to classical
statistical systems as well.) Now, we will assume that we identified correctly all the degrees
of freedom that can propagate at long distances and for long times–we called them φ–and
that we constructed the most general EFT for them, encoded by S0[φ]. We will be more
explicit in the next section, but for the moment, it suffices to say that these φ’s correspond
to the degrees of freedom traditionally associated with hydrodynamics: long-wavelength
fluctuations in the energy density, in the velocity field, in the charge density, etc. Following
the traditional language, we have ‘hydrodynamic modes’—i.e. physical variables with non-
trivial long-range, late time correlators—for each conserved quantity: energy, momentum,
charge. It is usually believed that thermal equilibrium erases all other information that is
not associated with conserved charges. In particular, it is usually believed that in a thermal
system correlators for quantities that are not densities for conserved charges decay rapidly,
faster than any power, at very large distances and at very late times—roughly speaking, at
distances and times larger than the mean free path and the mean free time, respectively.
Following this intuition, we will assume that the χ-sector only features such rapidly
CHAPTER 2. EFT CONSTRUCTION FOR FLUIDS 23
decaying correlators. As we will see, this does not imply that it does not feature gapless
excitations. Indeed: if there were no gapless χ-excitations, it would not be possible for very
low frequency φ fields to transfer any energy to the χ sector. That is: at frequencies lower
than the gap, there would be no dissipation whatsoever. Now, if an 〈OO〉 correlator decays
faster than any power at large space- and time-separations, then its Fourier transform
G(ω,~k ) ≡
∫
d3xdt ei(ωt−~k·~x) 〈O(~x, t)O(0)〉 , (2.48)
is differentiable for real ω and ~k—infinitely many times—at ω = ~k = 0. In particular, it
admits a Taylor expansion in powers of ω and ~k about the origin. This means that at very
low frequencies and momenta, we can parameterize our two-point function by just a few
numbers—the coefficients of the leading terms in such a Taylor expansion.
To develop some physical intuition, it is useful to rephrase the above statement in terms
of the spectral density for the operator O. So far we have been cavalier about the ordering
of operators inside the two-point function. As pointed out in the last section, we will be
mostly interested in the retarded two-point function,
GR(~x, t) ≡ θ(t)〈[O(~x, t),O(0)]〉 , (2.49)
which describes the causal response of the system to external disturbances, in the sense
that adding a term
∫
d3xJO to the Hamiltonian—where J(~x, t) is a given external source—
triggers a response in the expectation value of O
〈O(~x, t)〉J = −i
∫ ∞
−∞
dt′d3x′GR(~x− ~x ′, t− t′) J(~x ′, t′) +O(J2) (2.50)
(we have assumed that the background expectation value of O vanishes, i.e 〈O(~x, t)〉J=0 =







ω − ω0 + iρ(ω0,
~k ) , (2.51)
where ρ(ω0,~k )—the spectral density—is a real, non-negative function (for positive ω0) that
quantifies the density of states the system has at energy ω0 and momentum ~k, weighed by
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the overlap the operator O has with them 5.
One is often interested in separating the real and imaginary parts of Fourier-space
correlation functions, because they contribute to different phenomena. In particular, the
dissipative effects we are after will be associated with the imaginary part of iGR, which,






− ipi δ(x) , (2.53)





= ρ(ω,~k ) . (2.54)
Our discussion following (2.48) thus implies that the spectral density should be infinitely
differentiable for real ω and ~k at ω = ~k = 0, and that it should admit a low-frequency, low-
momentum Taylor expansion. Moreover, standard arguments (see e.g. [38]) imply that the
imaginary part of iGR is odd under ω → −ω (while the real part is even), so that in the
Taylor expansion of ρ we only have odd powers of ω. The dependence on ~k is constrained
by rotational invariance. If O is a scalar operator, it has to involve 1, |~k|2, |~k|4, . . . ; If
O carries a vector index i, the ~k-dependence of the tensor spectral density ρij will involve
the combinations δij , kikj , |~k|2δij , . . . ; And so on for higher rank tensors. Given these
properties, at very low frequencies and momenta, the spectral density of a tensor operator
that transforms irreducibly under rotations can be parameterized by just one number—the
first coefficient in its Taylor expansion:
ρ(ω,~k ) ' Aω × δ · · · δ , ω, k → 0 , (2.55)
where δ · · · δ stands for the combination of Kronecker-deltas with the right symmetries 6.
Notice that A has to be positive, because ρ is positive for positive ω.










× (2pi)4δ(ω + En − Em)δ3(~k + ~pn − ~pm)
∣∣〈n|O(0,~0)|m〉∣∣2
from which the non-negativity (for positive ω) follows immediately.
6For any operator O of given spin s, there is only one possible such combination that can appear in the
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We thus see that the absence of long-range, late-time correlations in the χ sector does not
forbid the existence of gapless excitations. These can exist, as long as the zero-momentum
density of states (i) is a regular continuum in a neighborhood of ω = 0, and (ii) goes to zero
at zero frequency, at least as fast as ω. For instance, a δ-function contribution to the spectral
density, peaked at ω = 0, is not allowed. This would correspond to a gapless ‘single particle’
pole in correlators—i.e. to an excitation with a power-law propagator at very long distances
and at very late times. According to our assumptions above, this should be included in the
φ sector.
2.2.3 Dissipative couplings: Sint to linear order
In this subsection, we will work out the low energy effective action for a dissipative fluid,
under the guidance of the general ideas spelled out in the previous subsection. In particular
we will focus on a fluid with zero chemical potential to make the discussion more accessible.
For the finite chemical potential fluids, the system becomes much more complicated and
the discussion about dissipation involves some subtleties. We will not discuss the finite
chemical potential fluids here; interested readers can find details in [20].
Not surprisingly, we will adopt the low energy effective action (2.6) as our S0; now we
only need to write down the couplings of our φI ’s to the χ-sector. There is one physical
property of the χ’s that we have not yet been explicit about: in a sense that we will try to
make precise, these degrees of freedom “live in the fluid”, simply because they “make up”
the fluid—they are supposed to describe all the degrees of freedom of the fluid’s microscopic
constituents that are not explicitly taken into account by the φ’s. This requirement alone
should fix their transformation properties under all the symmetries that act on the φ’s.
〈OO〉 correlator. The reason is that in the tensor product of two spin s representations, the singlet (spin-0)
representation appears only once:
(2s+ 1)⊗ (2s+ 1) = 1⊕ 3⊕ · · · ⊕ (4s+ 1) . (2.56)
For instance, if Oij is symmetric and traceless, that is, spin 2, its two point function at zeroth order in ~k
has to take the form
〈OijOkl〉 ∝ δikδjl + δilδjk − 23δijδkl . (2.57)
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In what follows we will restrict ourselves to the lowest order in the derivative expansion
and, more importantly, to linear order in the pi fluctuations where, as we shall see shortly,
the coupling to the χ sector can be read off from basic properties of Goldstone boson
interactions. In order to generalize our results to higher orders in the Goldstone fields, we
would need to apply systematically the so-called coset construction to our case. We will
leave addressing such a systematic construction to future work.
Let us parametrize the fluid’s ground state and the perturbation in a slightly different
way (just a change in the normalization) from previous subsections. Suppose we start from













with very mild spatial gradients and time-derivatives. Since piI appears as an addition to
xI , this is equivalent to performing a small spatial translation of the original equilibrium




)→ φI(~x, t) = φI0(~x+ ~pi(~x, t)) . (2.60)
We can now be precise about the meaning of “living in the fluid” for the χ sector: if
the comoving coordinates φI are subject to a weakly modulated spatial translation as in
eq. (2.60), the χ degrees of freedom undergo the same spatial translation. But, following
standard No¨ther theorem-type logic, under a modulated spatial translation with parameter




i Tµiχ , (2.61)
where Tµiχ is, by definition, the χ sector’s contribution to the No¨ther current associated
with spatial translations, that is, the spatial columns of the χ sector’s stress-energy tensor.




i Tµiχ . (2.62)
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Note that ∂µT
µi
χ 6= 0 and so the above interaction is non-trivial, since we are not including
in Tµiχ the pi-dependent pieces that are required for conservation of the total stress-energy
tensor.
A couple of comments about this expression are in order. First, the coupling above, while
invariant under spatial translations, rotations, and pi-shifts, does not seem to respect the
volume-preserving symmetry of eq. (2.4). At linear order this symmetry requires invariance
under
~pi(t, ~x)→ ~pi(t, ~x) + ~ (~x) , ~∇ · ~ = 0 . (2.63)
Since the ~ parameters are time-independent, we note that the 0-component of eq. (2.62)
does respect the symmetry, whereas the spatial parts do not. At the moment we have
no satisfactory understanding of this issue, but we are confident that (2.62) describes the
correct linearized coupling of pi to the χ sector, because, as we will see in the next section,
it correctly reproduces the first-order dissipative effects of hydrodynamics.
Second, the linear coupling of a Goldstone boson to the associated current—which we
motivated via our “living in the fluid” logic—is likely a very general feature of theories with
spontaneously broken symmetries 7. In the Appendix A we show that the analog of our
coupling holds for a generic theory with a spontaneously broken internal U(1) symmetry,
and the logic of that example suggests that analogous results should apply for more generic
(internal) symmetry breaking patterns. For spontaneously broken spacetime symmetries
there will be additional subtleties, but we content ourselves by simply ignoring them for
the moment.
Nevertheless, we will now show that (2.62) reproduces correctly the first-order dissipa-
tive phenomena associated with bulk and shear viscosity—including the celebrated Kubo
7This is not—and has no obvious relation with—the usual statement that the current for a spontaneously
broken symmetry interpolates the Goldstone particles, in the sense that given a single-Goldstone state |~p〉,
one has
〈0|jµ|~p〉 6= 0 . (2.64)
This interpolation property implies that the full current has terms that are linear in the Golstone field,
e.g. for relativistic theories jµ = f∂µpi + . . . Here instead we are focusing on the terms in the current that
depend on other fields—our χ’s—but not on pi, and we are claiming that, in the Lagrangian, the linear
coupling of pi to this other sector involves precisely this pi-independent part of the current.
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relations. This give us the confidence in correctness of our formalism, despite that there is
still a lack of complete understanding.
2.2.4 Rediscovering Kubo relations
As advertised in Section 2.2.1, we can now compute observables that involve our Goldstone
excitations, and the χ sector will contribute indirectly to these observables only via the cor-
relators of the composite operators that couple to our Goldstones. Since the only couplings
that we have so far are linear in the Goldstones, the observables we are able to compute at
this point have to do with the free propagation of Goldstone excitations. That is, we are
able to compute the Goldstone attenuation rates.
Once again in this subsection we will only consider a fluid without conserved charges.
Its excitation spectrum—neglecting dissipative effects—is described by the action (2.24).
We have a longitudinal mode piL with ω = csk, and two transverse modes ~piT with a
degenerate dispersion relation ω = 0. Consider now one such excitation propagating in
the fluid. Its coupling to the χ sector via the interaction (2.62) will make it slowly decay
away, eventually transferring all its initial energy to χ excitations. We can compute the
rate at which this decay process takes place at the level of the classical equations of motion
for the Goldstones. We could also do the computation at the level of Feynman-diagram
perturbation theory, which would be more in line with our field theoretical approach. In
particular, since the attenuation rates we are after correspond to imaginary shifts in the
excitations’ frequencies, we should compute the χ-mediated corrections to the poles of the
piI propagator. However, as reviewed in sect. 2.2.1, in the in-in formalism each propagator
gets replaced by a 2× 2 matrix of propagators, which, at least for our simple computation,
complicates unneccessarily the systematics of perturbation theory.
Following Section2.2.1, the linearized eom for piI derived from the Goldstone quadratic
action (2.24), augmented by their interaction with the χ sector (2.62), is precisely what one
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would naively expect from linear response theory 8:
w0
(
ω2 pii − c2skikj pij
)
+ iGijR(ω,
~k)pij = 0 , (2.65)










and from now on we will use simply 〈. . . 〉 to denote the Fourier transforms of retarded two-
point functions, evaluated at ω and ~k. Moreover, it will be understood that GR is evaluated
in Fourier space, and its ω,~k arguments will be omitted.
In the end we are interested in the imaginary parts of the eigenfrequencies of the system,
which—at leading order in perturbation theory—will be related to the imaginary part of







in Section 2.2.2, but, before proceeding let us massage this quantity a little in order to
rewrite it in a form that the reader familiar with hydrodynamics will recognize. First,
notice that according to (2.54), such a quantity is the spectral density of a composite
operator (Tµiχ ) in the χ sector. We argued that all local operators in the χ sector should
have very well behaved spectral densities near ω = ~k = 0, at least for real ω and ~k, with a
Taylor expansion starting as const · ω, and continuing with higher powers of ω and ~k. At
low energies and momenta, we are interested in just that first term, which we can extract







Im i · 〈Tµiχ T νjχ 〉)] . (2.67)
Given the regularity of our spectral densities in the infrared, we can take the limits in any
order. However, taking the limits in the order we have written them allows us to replace Tµiχ
with the total Tµi, which includes contributions coming from the Goldstone bosons. The
reason is that at lowest order in the χ-pi interactions and in the derivative expansion, the
Golstones’ contribution to any spectral density is a Dirac-delta peaked at on-shell values for
8We have assumed, as we did in Section 2.2.1, that 〈Tµiχ 〉pi=0 vanishes. In our formalism, the equilibrium
expectation value for the fluid’s full stress energy tensor is given by (??), evaluated at the equilibrium
configuration (??), that is, it is fully captured by the φ’s sector action S0.
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ω and ~k. But the limit in (2.67) carefully dodges such on-shell values, both for longitudinal








Im i · 〈TµiT νj〉 (2.68)
Then, using a standard trick—see e.g. [39]—we can use conservation of the full stress-energy
tensor to set to zero terms in the correlator above that have µ or ν equal to zero. The reason




T kα , (2.69)
which yields zero if we take ~k to zero first, like we are doing in the limit above 9.








Im i · 〈T kiT lj〉 . (2.70)
Following Section 2.2.2, we can now split the stress tensor operator T ij into irreducible
representations of the (unbroken) rotation group, spin 0 and spin 2,






ij T kk , T ij2 = T
ij − 13δij T kk , (2.72)
and parameterize the low-energy behavior of the associated spectral densities—in the nested
limit we are interested in—via two free parameters A0,2 as
Im i · 〈T ki0 T lj0 〉 ' A0 ω · δkiδlj (2.73)
Im i · 〈T ki2 T lj2 〉 ' A2 ω · (δklδij + δkjδil − 23δkiδlj) .
We should also mention that the mixed correlator 〈T0T2〉 vanishes at zero momentum,
because of rotational invariance.
9The manipulations we just performed may seem dangerous: in fact, in the last section we insisted that
is important that the pii does not couple to the full Tµi, but only to a non-conserved part of it, so that the
coupling (2.62) is actually non-trivial. There is no contradiction however: the divergence—or the kµ—one
needs to annihilate the full stress-energy tensor does not commute with our nested limit, so that the r.h.s. in
eq. (2.68) is actually non-zero.
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) ' ω k2[(A0 + 43A2)P ijL +A2 P ijT ] , (2.74)
where P ijL,T are the longitudinal and transverse projectors
P ijL = kˆ
ikˆj , P ijT = δ
ij − kˆikˆj . (2.75)
The reason it’s convenient to split this contribution to the pii eom as a sum of a longitudinal
and a transverse part, is that the zeroth-order eom has a similar structure:
ω2pii − c2skikj pij →
[
(ω2 − c2sk2)P ijL + ω2P ijT
]
pij . (2.76)








∆ωT ' −i A2
w0
k2 . (2.78)
These are the attenuation rates for, respectively, the longitudinal and transverse modes. We
already see two important predictions of our field theoretical approach. First, the dissipative
nature of the coupling (2.62): these imaginary frequency shifts have the right sign to make
the Goldstone excitations decay in time, since the positivity of A0,2 is guaranteed by the
positivity properties of any spectral density, as reviewed in Section 2.2.2. Second, the
attenuation rates scale as k2 at low momenta, which agrees with the standard dissipative
hydrodynamics results.
But we can go further. Comparing our attenuation rates to the standard ones in the
literature—see e.g. [39,40]—we find that our parameters A0,2 correspond to bulk and shear
viscosity, usually denoted by ζ and η:
ζ = A0 , η = A2 . (2.79)
Then, our definitions of A0,2 in eq. (2.73), match precisely the famous Kubo relations for
bulk and shear viscosity [39]. This is one of the main results of this thesis: an independent
derivation of the Kubo relations via effective field theory techniques.
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2.3 A Glance at the Quantum Mechanics of Perfect Fluids
2.3.1 A Naive Deformation
Now let us go back to perfect fluids with no conserved charge. The question we want to
understand in this section is whether I can make use of the effective action (2.23) beyond
the classical level and how to make sense of it in order that it can be treated as a quantum
theory.
The structure of the quadratic Lagrangian (2.24) already signals that, upon canonical
quantization, we might be facing a strong-coupling problem for the vortices. The reason is
the following: Consider first as a toy model a quantum-mechanical oscillator with some an-
harmonic corrections to the potential. In perturbation theory, one first solves the harmonic
problem, thus getting the standard oscillator spectrum, and then treats the anharmonicities
as small corrections. The approximation is justified for those states whose wavefunctions
are localized in a region where the potential is dominated by its quadratic approximation.
So, for perturbation theory to be applicable in this case, one needs at least the ground state
to have a localized enough wave-function (highly excited states will always be outside the
regime of validity of perturbation theory in this example.) Of course, what localizes the
ground state is the curvature of the harmonic potential—the oscillator’s frequency. For the
system to be ‘weakly coupled’, one thus needs a deep enough quadratic potential. If we now
move on to field theory, the role of the quadratic potential is usually played—in the absence
of mass terms—by the gradient energy. For given spatial momentum ~k, the gradient energy
gives a potential ∝ k2|ϕk|2. The vacuum wavefunction is thus localized about ϕk = 0, and
cannot probe large field values where interactions may become important. In the absence
of a gradient energy, on the other hand, each mode’s vacuum wavefunction is totally delo-
calized in the quadratic approximation, and its dynamics are completely determined by the
interactions. We thus reach the conclusion that a (massless) field theory without gradient
energies is prone to strong coupling, at all scales.
There is a number of caveats in applying the above logic to our case. The first is that
the absence of gradient energy may be an accidental feature of the lowest order in the
derivative expansion. This is the case, for instance, for the ghost condensate [41], where
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gradient energy starts at the four-derivative order, Egrad ∝
(∇2pi)2. In the absence of
quadratic terms with fewer spatial derivatives, such a term cannot be relegated to the
class of higher-dimension operators, because it is marginal by definition—together with the
kinetic energy Ekin ∝ p˙i2 it determines how things behave under rescalings. In this case
then, there is a well defined perturbative expansion. But this way out is not available to
our vortices: the absence of gradient energy for them is enforced by a symmetry, which
also forbids higher spatial-derivative quadratic terms. In the absence of time-dependence,
exciting vortices costs nothing: we can deform the ground state φI = xI in the ‘transverse’
direction via eq. (2.4) and pay no energy price, and this extends to non-linear order as
well. The second caveat, more relevant for us, is that the above quantum oscillator toy
model assumes that the anharmonic interactions are of the potential form—only in this
case delocalization of the wavefunction necessarily leads to strong coupling, because having
access to large values of q entails having access to large interactions. But in our case, by
construction, we only have derivative interactions, and moreover the very same symmetry
that forbids the vortex gradient energy is also going to forbid many interactions involving
vortices. In particular, as we will see more concretely in the following, all vortex interactions
that do not involve at least two time derivatives are forbidden. Therefore the connection
between wavefunction delocalization and strong-coupling is less obvious in our case.
To settle the question, we should probe the theory by computing some physical quantity
and check whether the perturbative expansion holds. The ideal candidates are usually S-
matrix elements, but here we face a complication. The longitudinal phonon has standard
wave solutions, which upon canonical quantization, get mapped onto standard free-particle
states. The transverse phonons, in contrast, do not behave as waves, and as a consequence
there are no quantum asymptotic states associated with them. The classical field ~piT behaves
like a collection of infinitely many free particles rather than infinitely many oscillators. Upon
quantization, its Hilbert space is not made up of standard Fock states. Without asymptotic
states there is no S-matrix.
A possible alternative, is to compute instead local n-point functions in real space, and
to check whether perturbation theory holds for them. They may be as physical as the
S-matrix: they characterize the physical interaction among local sources that couple to our
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fluid. We do not need asymptotic states to set up such a question. For instance, we can
define the theory and the associated correlation functions via the path-integral formulation.
Another possibility, which we will choose, is to give the theory asymptotic states for the
vortex degrees of freedom by deforming it in the IR. We can add to the classical action







II , c2T  c2s (2.80)
and whose only effect, once expanded about the ground state, is to introduce a small gradient










)2 − 12c2T (∇ipijT ∇ipijT )] . (2.82)
2.3.2 Scattering Amplitude of Some Simple Processes — the Vortex
Strong Coupling
In this subsection, we will do some sample calculations of 2 to 2 scattering processes to
illustrate explicitly the peculiar quantum mechanical features of our theory associated with
vortex degree of freedom. For simplicity we will only consider initial states with zero
total momentum: given that Lorentz boosts are spontaneously broken and that we have
a preferred reference frame, this is a non-trivial choice—we are setting some kinematic
invariants to zero. With an abuse of language, we will refer to this choice as “working in
the center of mass (CM) frame.”
We will not content ourselves with amplitudes. Rather, we will compute physical, mea-
surable quantities like cross sections and decay rates. The reason is that amplitudes depend
crucially on the normalization chosen for the single-particle states. For instance going from
the so-called relativistic normalization to the non-relativistic one, would move some factors
10More precisely, the expansion of BII is
BII = −~˙pi 2 + 2 ~∇ · ~pi + (∇ipij ∇ipij) . (2.81)
The linear term is a total derivative, and can thus be neglected. The other terms, on top of giving the
transverse phonons a gradient energy, correct the kinetic and gradient energies already present in (2.24).
However in the limit c2T  c2s < 1 these corrections are also negligible.
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of cs and cT from the amplitudes to the phase-space elements, in such a way as to keep
cross-sections and rates unaffected. Ascertaining the strong-coupling of the theory in the
cT → 0 limit at the level of amplitudes requires a derivation of partial waves, a la Jacob-
Wick, being careful about the factors of cs and cT . Thus we found it simpler to present
them by focusing on cross-sections and decay rates.
A final remark about external vortices in initial states. When we take the cT → 0 limit
we have to decide whether we are going to be keep their momenta or their energies fixed.
The first choice is the more conservative, since it corresponds to taking their energies to
zero, thus weakening any possible strong-coupling phenomenon we are going to encounter.
It is also the only consistent one, since the alternative one would send the vortex momenta
to infinity, outside the regime of validity of any effective theory. Notice also that only if we
keep the vortex momenta fixed is our deformed theory with small cT close to the fluid one
with cT = 0: in the Lagrangian c
2
T weighs the gradient energy, so that by sending cT to zero
while keeping the momenta fixed one is in fact sending the magnitude of that Lagrangian
term to zero.
We will use ~p ’s to denote the momenta of the longitudinal modes, and ~k’s and ˆ’s to
denote the momenta and polarizations of the transverse modes. Our ˆ’s are real, thus
corresponding to linear polarizations, and normalized to one (hence the ‘hat’.) For all the
processes we will just compute the leading contribution in the limit cT /cs  1, for which
we hope to learn something about the original fluid (cT = 0).
Longitudinal 2→ 2 Scattering
This is the simplest of the scattering processes. To tree level, the only relevant diagrams
are shown in Fig. 2.2 . We designate, here and for the rest of the section, the solid lines as
longitudinal excitations and the curly lines as the transverse excitations. Time flows to the
right.
When done in the center of mass frame, the only kinematic variables are the momentum





{−3c2s(1− c2c) + 2(1− c2s) cos2 θ − 2f3 + 2f23 /c4s − f4/c2s} (2.83)
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Figure 2.2: Tree Diagrams for LL→ LL Scattering.







where we made use of the phase space element computed in the Appendix B (eq. (B.7)). We
can easily calculate the total cross section. The final particles are identical, so we over-count
when we integrate over all final phase space. To counteract this we simply include a 1/2























where α ≡ (f4/c2s−2f23 /c4s + 3c2s + 2f3−3c4s) = O(1) +O(c2s) +O(c4s) (assuming f3, f4 ∼ c2s)
and β ≡ 2(1− c2s).
From this result, we can read off the strong coupling momentum and energy associated
with longitudinal phonons:
p∗,L = (w0cs)1/4, E∗,L = csp∗,L. (2.86)
The reason is the following: the cross-section (2.85) can be understood as the geometric
cross-sectional area for wave-packets of wavelength 1/p, times the square of the dimension-
less interaction strength. We have strong coupling when σ becomes of order 1/p2—in such
a case the two wave-packets have an O(1) probability of not missing each other.
Transverse 2→ 2 Scattering
Now we turn to compute the cross section of the TT→TT scattering process. The relevant
tree-level Feynman diagrams are shown in Fig. 2.3 . We find that there are dramatic
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Figure 2.3: Tree Diagrams for TT→ TT Scattering.
cancellations and the zeroth and first order terms in the limit cT /cs → 0 in the amplitude
MTT→TT vanish but, nevertheless, to leading order it is quadraticly dependent on cT .
More concretely, in the CM frame with ‖ and ⊥ denoting polarizations parallel and





 cos 2θ for ‖‖→⊥⊥ ,⊥⊥→‖‖1
2
(
cos θ − cos 2θ) for ‖⊥→‖⊥ (2.87)
and zero for all other combinations of polarizations. In the ‖⊥→‖⊥ case, θ is the angle
between the two ‖-polarized phonons. Note that there is no dependence on f3 and f4. So
this process is generic for all fluid models regardless of the details of the equation of state
— i.e. the functional dependence f(
√
B).
After squaring the amplitude, we average over incoming polarizations and sum over the








































Thus the strong coupling momentum associated with vortex excitations (transverse modes)
is
k∗,T = (w0cT )1/4, E∗,T = cTk∗,T . (2.90)
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The cross section blows up as we take cT /cs → 0, signifying our theory becomes ill-defined
at arbitrary external momenta in this limit. We emphasize once again the absence of the
free parameters f3 and f4 in this result, which implies that the pathology just unveiled
cannot be avoided by a judicious choice of their values.
2.3.3 The infrared situation
Our S-matrix analysis indicates that the transverse degrees of freedom are strongly-coupled
at arbitrarily low energies. However the strong-coupling phenomenon we unveiled is quite
peculiar. We deformed the theory in the far IR by introducing a small deformation param-
eter cT . This changes the asymptotic states of the theory, and we discovered that some of
these get strongly coupled in the UV, at an energy scale that drops to zero when we recover
the original theory—the limit cT → 0. A vanishing ultraviolet strong-coupling energy scale
suggests that our problem is probably more properly thought of as an infrared one—we may
be approaching strong-coupling from the wrong side! That is, in the deformed theory at
finite cT we encounter strong coupling in moving to high energies, but since the deformed
theory differs from the original one at low energies, it may be that the strong coupling
scale is in fact a divide between the two theories—that there is no regime where the two
theories look alike. If we stick to the original description, without ever introducing cT , we
may realize that we have some form of strong coupling in the IR.
The distinction we are putting forward may sound like a matter of definition, but it is
not. A theory that becomes strongly coupled in the UV is simply not defined at energies
of order of the strong-coupling scale and above—it needs infinitely many parameters for
its definition. If this were the case for us, our theory would not be consistent, in any
energy range. On the other hand, there are a number of ways in which perturbation theory
can break down in the IR without impairing the consistency of a theory. There is for
instance real QCD-like strong coupling, where perturbation theory does break down but
the non-perturbative theory is perfectly well defined—it is just hard to solve! Or there are
QED-like infrared divergences, which can be tamed by focusing on suitable infrared-safe
observables, for which the perturbative expansion applies. Or there may be huge quantum
IR fluctuations without necessarily implying large interactions, like for instance for would-
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be Goldstone bosons in 1 + 1 dimensions [42]. This would signal a bad identification of the
theory’s vacuum state. And in general, to ascertain the consistency of an IR-problematic
theory, at least in certain energy and momentum regimes, one can just put the system in a
finite-size ‘box’ and consider its time evolution for a short time, in which case perturbation
theory typically does not even break down.
In the rest of this subsection, we will present a rough argument to demonstrate that
our strong-coupling problems with the transverse degrees of freedom may be infrared in
nature and stem from an incorrect definition of the vacuum, in an analogy to Coleman’s
theorem [42] in 1 + 1 dimensions. In other words, we have been assuming all along that
doing perturbation theory about the semiclassical vacuum φI = xI is sensible, but somehow
quantum fluctuations want to dismantle this state. (c.f. Eqn. (2.93) below) Interested
readers are referred to [2] for a more thorough discussion.
To start, let us consider quantum fluctuations about the semiclassical vacuum state with
〈φI〉 = xI . An order parameter that conveniently quantifies the amount of spontaneous
symmetry breaking in a manifestly translationally invariant fashion is
〈∂µφI〉 = δIµ ∼ 1 . (2.91)
It is straightforward to estimate quantum fluctuations in this quantity. We decompose the















where PL and PT are the longitudinal and transverse projectors, we get
lim
ω→0

















〈∂0piI ∂0piJ〉 ∼ 1
w0
p3ω (2.95)
These are real-space correlators, and in the right-hand sides the dimensionless, order-one
part of the Fourier transform,
∫
dΩ d log p d logω ei(... ), is understood. Also we are consider-
ing considerably off-shell (ω, p) pairs, by taking for instance the separation in real space to
be space-like with the respect to the sound speed (i.e., by working in Euclidean space.) The
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correlators (2.94, 2.95) behave in essentially the same way as for standard field theories in
dimensions higher than 1+1: quantum fluctuations in order parameters are damped at low
momenta and low energies, and as a consequence in the IR there is spontaneous symmetry
breaking. However the correlator (2.93) ruins this familiar picture: for fixed momentum,
it is IR-divergent. Equivalently, in the p-ω plane there is a sector extending all the way to
p = 0, ω = 0 where quantum fluctuations in our order parameter (2.91) are huge. And we
also see that this peculiar feature is precisely due to the transverse excitations.
2.4 Application of the Effective Fluid Model to Cosmology
2.4.1 Perfect Fluids in a Cosmological Background
In cosmology, the matter content of the universe is often modeled as a perfect fluid. In
our field theoretic language, it is straightforward to extend the effective field theoretic
description of perfect fluids to include dynamical gravity effects. We write the action of the
cosmological model as
S = SEH + SFluid (2.96)
where the first term on the r.h.s. is just the usual Einstein - Hilbert action for gravity and
the matter action SFluid is given by (2.6), with the flat metric η replaced by a cosmological
spacetime one g and the measure by
√−g d4x . For the sake of this section — i.e. to look
for a conserved curvature perturbation ζ of the universe to the non-linear level — we should
focus on fluids with no conserved charge [43]. 11
Suppose that the metric fluctuates around a flat FRW background
g¯µν = diag{−1, a(t)2, a(t)2, a(t)2} . (2.97)
The number of dynamical degrees of freedom in question is counted as follows. In addition
to the three Goldstone fields piI of the fluid sector — which, as argued in Section (2.1),
are eventually regrouped into one longitudinal scalar and one transverse vector under the
11Roughly speaking, the reason for this is that, in a system in thermal equilibrium where all conserved
quantum numbers vanish, the existence of adiabatic ζ is guaranteed.
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residual SO(3) group — , the gravity sector introduces an extra d.o.f. — the spin−2
graviton, a traceless transverse tensor field.
Perhaps a more transparent way to see this is by removing the gauge redundancy of the
gravity sector. Using the ADM variables, we know that only the spatial part of the metric
is dynamical, which in complete generality can be decomposed as
gij ≡ hij = a(t)2 exp (Aδij + ∂i∂jχ+ ∂iCj + ∂jCi +Dij) (2.98)
where Ci, Dij satisfy
∂iCi = 0 , ∂iDij = Dii = 0 . (2.99)
If the four gauge conditions of coordinate transformations are chosen to set A = 0, χ =
0, Ci = 0 — which is known as the spatially flat slicing gauge (SFSG), — we are left with
piL, ~piT , and Dij as the dynamical degrees of freedom, which characterizes, respectively,
the scalar, vector and tensor cosmological perturbation.
For the interest of this section, it turns out to be most convenient to work in another
gauge — called the unitary gauge (UG), — in which all the perturbations are absorbed into
the metric, leaving the matter fields unperturbed: φI = xI . Said differently, the spatial
coordinates are chosen to coincide with the comoving of the fluid . Meanwhile the temporal
gauge freedom is used to determine the time slices such that the scalar quantity B (defined
in eqn. (2.5)) remains unperturbed on each time slice: B(t) = a(t)−6.
The unitary gauge leads to many conceptual and computational simplifications. First
of all, with our choice of the spatial coordinates, the worldlines of fluid volume elements
coincide with the threads xi = constant. Indeed, this can be seen by considering the spatial
components of the velocity field, which vanish since uI ∝ Iabc ∂aφ1 ∂bφ2 ∂cφ3 = 0. Second,
our choice of time slices coincides with the uniform density slices, for the energy density of
the fluid, given by ρ = −F (B), is only a function of B and it is a constant on each time
slice.
Using the ADM variables, we can parametrize the metric as
ds2 = −N 2dt2 + hij(dxi +N idt)(dxj +N jdt) (2.100)
and the inverse metric gµν as
g00 = − 1N 2 , g
0i = gi0 =
N i
N 2 , g
ij = hij − N
iN j
N 2 (2.101)
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where the spatial metric hij takes the form of (2.98) and h
ij is the inverse spatial metric:
hikhkj = δ
i
j . One can show easily that in the UG, B
IJ = gIJ (12)and hence that









where the index of N I (NI) is lowered (raised) by hIJ (h
IJ). With the aid of the above
equation, the time slicing condition now can be expressed as







The number of dynamical d.o.f. in the UG can be counted as follows: since N and N I
are just auxiliary fields and can be determined in terms of hij after algebraically solving the
constraint equations δS/δN = 0, δS/δN i = 0, (2.103) implies that the two scalar functions
A and χ are not independent. So henceforth we shall always regard χ as being expressed
(perturbatively) in terms of the other perturbations in the metric and select A, Ci and Dij
as the dynamical fields, the number of which is in agreement with that in the SFSG.
We are now in a position to expand the effective action (2.96) up to the quadratic level.
To do this, we need to solve in the UG the constraint equations δS/δN = 0, δS/δN i = 0
and the time slicing condition (2.103) up to the linear order in fields and plug back into































































and where we have used the Friedmann
equation
ρ¯ = −F (B¯) = 3M2PlH2, ρ¯+ p¯ = −2F ′(B¯)B¯ = −2M2PlH˙. (2.107)
12Recall that both ~x and ~φ are vectors in the diagonal SO(3) group, so we need not to distinguish the
spatial index “i ,j ,...” from the internal ones “I ,J ,...” .
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and that of a transverse mode by c2T = 0. For cs to be sub-luminal (and real), we need
1 < −H¨/3HH˙ < 2. As a direct consequence, a perfect fluid (2.96) can not drive inflation.
To see this, let us for simplicity consider an equation of state with constant w = p/ρ , the
inequality above implies that the scale factor evolves as a(t) ∝ tn, with 13 < n < 23 , whereas
we need n > 1 or a(t) ∝ exp (Ht) for the universe to inflate. Indeed to have inflation, we
need to relax some symmetry requirements for our system, using less symmetric objects
(e.g. a solid) as the matter content, which will be discussed in Chapter 4. Another reason
why we cannot use (2.96) for inflation model is its problematic quantum mechanical feature
associated with the vortices, as we discussed in Section 2.3.
ii) From the IR quadratic action (2.108), we know that it is appropriate to treat A ∼
k Ci ∼ Dij as of the same order in the spatial gradient expansion. Also, despite the deceptive
appearance, ∇2χ is not necessarily of higher order than A in the spatial gradient expansion;
in fact as we will show soon, they are both of the leading order. Thus the scalar, vector
and tensor metric perturbation in (2.98) are actually all of the same order in the spatial
gradient expansion, i.e.




, σ ≡ k
aH
(2.110)
2.4.2 The Conserved Curvature Perturbation to Non-linear Order
As mentioned in the previous subsection, if the matter content of the universe can be
modeled as an ordinary perfect fluid with no conserved charge, there is only one dynamical
scalar field. In the UG it is parametrized by A(x), the (dynamical) scalar perturbation in
the spatial metric (c.f. Eqn. (2.98)). In this subsection, we will show that the evolution of A
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will remain time-independent as long as the mode is outside the horizon. The conservation
is preserved up to all orders in the field expansion; at the linear order, A coincides with
(twice) the usual (linear) curvature perturbation. Therefore we shall define our nonlinear
curvature perturbation ζ as
ζ = A/2 . (2.111)
The proof of the conservation of ζ on large scales will proceed in two main steps as
follows: Firstly we expand the action (2.96) up to the leading order in the spatial gradient,
— i.e. up to the order O(σ0) (2.110), — while keeping all orders in fields. We show that
the IR action starts with terms involving at least two time derivatives, each of which acts
on a different field, and hence the constant (time-independent) configurations of A,Ci, Dij
are allowed solutions of the classical equations of motion. And secondly we show that
these constant configurations are stable under small fluctuations — i.e. they are indeed
attractors. As we will see, the proofs for the scalar, vector and tensor perturbations are
essentially identical.
Step 1: To show the conservation of A,Ci, Dij , we expand the Lagrangian (2.96) up to the
first order in the temporal derivative and to the zeroth order in the spatial gradients, while
keeping all orders in fields. The main challenge of doing this is to express the non-dynamical
quantities — such as N , N i and χ — in terms of the dynamical ones, by solving the time



























+ ∇ˆiN j(. . . )
)]
+ F (B) + 2F ′(B)B
N iNi
























jNi + ∇ˆiN j
2N
]
− 2F ′(B)B NNiN 2 −NkNk (2.113)
where R(3) is the spatial Ricci scalar constructed from hij , ∇ˆ the covariant derivative com-
patible with hij , and the matrix Mij = log(hija
−2). The “. . . ” in the first equation stands
for terms that are regular in the limit σ → 0 — the form of which is irrelevant in the
following analysis. Inspecting the constraint equation (2.113), one finds that N i starts at
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least at the order O(σ). Thus, as long as the super-horizon modes are concerned, all the
terms in (2.112) containing N i or ∇ˆ (as well as R(3)) can be neglected, which leads to a
















− 1, σ → 0 (2.114)
Moreover, we see that upon each field, there is at most one time derivative acting.
On the other hand, the time slicing condition (2.103), in this long wavelength limit,
reduces to
Tr M = 3A+∇2χ = O (σ2) , (2.115)
which verifies our claim that ∇2χ is of the same order as A in the spatial gradient expansion.








In the last step we have denoted the dynamical fields — A,Ci, Dij— collectively by φa and
the number of fields contained in Ln by the subscript “n”. Notice that schematically Ln’s
take the form of
L2 ∼ Q2(t)Gab2 φ˙a φ˙b, Ln>2 ∼ Qn(t)Gab...kln (φ)φ˙a φ˙b . . . φ˙k φ˙l (2.117)
with Qn(t) being a function of time consisting of a(t), H etc.. Besides the irrelevant field-
independent term, this long-wavelength Lagrangian starts at two time derivative level and
hence the e.o.m. following from it reads
f1(φ, φ˙)φ¨a + f2(φ, φ˙)
b
aφ˙b = 0 (2.118)
Therefore it indeed admits A, Ci, Dij = constant as solutions of the classical equation of
motion. Since this long wavelength Lagrangian contains all orders in fields, the conservation
of these fields on large scales must be preserved nonlinearly.
Step 2: Now we show the solutions A, Ci, Dij = constant are actually attractors. We just
work on the scalar case, since the analysis for the other two is essentially identical. Writing
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A as A = A0 + δA, owing to the constancy of A0, the quadratic action for the fluctuation










from which follows the linearized equation of motion for δA
δ¨A+ 3H ˙δA = 0 (2.119)





, δA2 = const. (2.120)
This thus confirms that the solution A = constant is an attractor.
As we saw, our approach is more powerful in some respect than those in previous litera-
ture, for it enables us to show that the vector perturbation Ci and the tensor perturbation
Dij are also conserved on super-horizon scales in the same manner as their scalar counter-
part A. In next subsection, we will show that the nonlinear, conserved ζ ≡ A/2 and Dij we
constructed here agrees with that in [10, 16], up to a time-independent spatial coordinates
redefinition.
2.4.3 Remarks on the Conservation of ζ
As was illustrated in the last subsection, we have constructed the curvature perturbation ζ
(to nonlinear orders) through two steps: i) choose a coordinate system such that the spatial
coordinates comove with the fluid and that equal time slices coincide with the uniform









∇−2 (δij∇2 − ∂i∂j) log [a−2gij] (2.121)
We showed that the ζ thus defined is time-independent in the super-horizon regime to all
orders in fields.
Our result of the conservation of the non-linear curvature perturbation ζ on large scales
agrees with previous literature [10,16]. But in our analysis we did not neglect the presence
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of the vector and tensor perturbations, nor did we use the property of local homogeneity











+ vector + tensor
]
. (2.122)
At a glimpse, one may think that even though the vector and tensor perturbations can
be neglected, this metric is anisotropic, which is inconsistent with our intuition about
cosmological fluids that no anisotropy in the metric will be generated if the fluid is free
of anisotropic stress. However, this puzzle results from our non-conventional choice of
coordinates: we can perform a further coordinate transformation (from the UG)
t→ t, xI → yI = xI + ξI(~x) (2.123)
such that
φ′I(t, ~y) = yI + ξ′I(~y), and g′ij(t, ~y) = a(t)
2e2ζ






where the time-independence of ξI(~x) follows directly from the time-independence of A,Ci,
andDij , and where the function ξ
′I(~y) is obtained by inverting the 3-diffeomorphism yI(~x) =
xI + ξI(~x). Since ζ and ζ ′ are related by a (time-independent) coordinate transformation
(2.123), the super-horizonian conservation for one implies that for the other.
Notice that a coordinate transformation like (2.123) alters neither the time slices nor
the threading of the spatial coordinates, the latter of which because
u′I ∝ Iαβγ∂αφ′1∂βφ′2∂γφ′3 = 0, u′I = g0Iu0 = hijN ju0 ∼ O(σ). (2.125)
Therefore this implies that in the new coordinate system and in the super-horizon regime,
the spatial components of the energy momentum tensor Tij (c.f. Eqn. (2.7))— which is
reduced to Tij = pgij on large scales — is isotropic. Were the tensor perturbation ignored,
13In fact having fixed the UG by φI = xI and B = a(t)−6, we have depleted all guage freedoms for
choosing a coordinate system. Furthermore, as we argued earlier, we should not think that the terms in
gij with “superficially” more derivatives such as ∂i∂jχ, ∂iCj are of higher order in the spatial gradient
expansion than Aδij . As a consequence of this, once the UG is chosen, we are not entitled to assume any
property about gij on large scales.
CHAPTER 2. EFT CONSTRUCTION FOR FLUIDS 48
the spatial metric gij would also become homogeneous and isotropic, the former of which
following from the fact that in the limit σ → 0 the spatial dependence of ζ ′ is negligible.
In summary, although convenient for computational purposes, the UG coordinate is
not capable of exhibiting the local homogeneity and isotropy in the long wavelength limit.
Fortunately there exists a new coordinate system, which is indistinguishable from the UG
coordinates by only inspecting the physical quantities such as ρ, p, ui etc. (The invariance of
ui or ui under the coordinate transformation (2.123) was shown explicitly in (2.125). While
the invariance of ρ and p follows directly from the fact that, in the UG, ρ and p are only
functions of time, which is untouched in coordinate transformation (2.123)). And in such
new coordinates the existence of local homogeneous and isotropic patches on large scales can
be verified (In contrast, many previous papers adopted this as one of the key assumptions.).
The ζ ′ in (2.124) is also time-independent on large scales and it agrees perfectly with the
definition in [10,16].
Before ending this subsection, we want to point out a subtlety about the vector pertur-
bation (associated with the vortex degree of freedom of the fluid). As we showed in last
section, on super-horizon scales, the vector field Ci is time-independent. However, this field
does not correspond to a physical vector mode, as we will now explain. Let’s transform
to the coordinate system specified by (2.124). Owing to the internal volume-preserving-
diffeomorphism invariance (2.4) of the fluid system, the configuration of Eqn. (2.124) is in
fact physically equivalent to the one free of any vortex degrees of freedom (divergence-free
vector modes), either in the matter fields or in the dynamical metric components. That is,
as the leading order contribution in the spatial gradient expansion, the constant (in time)
Ci configuration has no physical significance; the well known decaying vector modes in the
universe dominated by perfect fluids come from subdominant, time-dependent terms in gij
in the UG.
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Chapter 3
EFT Approach to Gravity
Theories: A Modification of
Einstein Gravity
3.1 An Effective Field Theoretic Point of View of General
Relativity
At classical level, General Relativity is widely believed to be the correct gravity theory,
since its predictions are in agreement with all the local gravity tests. The equations of
motion for the dynamical metric— the Einstein equations — are obtained by varying with







g R , (3.1)
where R is the Ricci scalar constructed from gµν and its inverse g
µν .
As a quantum theory, however, it is not renormalizable. To see this, let us expand the
Einstein Hilbert action (3.1) around the flat Minkowskian background:
gµν = ηµν + hµν , with η = diag {−1, 1, 1, 1} , (3.2)
where hµν transforms as a massless spin-two field under the isometries of the background
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where the indices of hµν and ∂µ are raised with the flat background (inverse) metric η
µν .
Also we have dropped total derivatives and defined h as h ≡ ηµνhµν .
If we go further to derive the interaction terms, schematically they take the form
Ln ∼ 1
Mn−2Pl
(∂hˆ)2hˆn−2 , n ≥ 3. (3.4)
where we have canonically normalized hµν to be hµν = 2M
−1
Pl hˆµν . At the external momen-
tum/energy p ∼ MPl, strong self-interactions in the Einstein-Hilbert actions are aroused,
signifying that this theory breaks down in the UV. This can be seen by checking the 2→ 2
graviton scattering: at external momenta p, the amplitude goes like p2/M2Pl. Therefore
when p ∼MPl, the amplitude is of the order unity and unitarity is violated.
So we should really regard the General Relativity as an effective field theory of a mass-
less spin-2 field, with a cut-off scale ∼ MPl ' 1018GeV. At the energy level of experimen-
tal/observational interest, it behaves like a good quantum theory. And like other EFTs,
we can use it to study low energy phenomena without being affected by the existence of
UV degrees of freedom. For instance, in [44, 45], it was showed that using the Einstein-
Hilbert action as an effective field theory, one can extract information about the quantum
corrections to the gravitational potential between point masses, which only involves the low
energy portion of the theory.
Perhaps more strikingly, we can apply this logic reversely — which is also more in
parallel with the spirit of the EFT construction discussed in previous sections — by asking
what is the most general low energy theory for a massless spin-2 field. It turns out that the
answer is that, to lowest order in derivatives, such a theory is uniquely General Relativity,
whose action is precisely given by (3.1).
In the following, we will present some simple argument for this. The full discussion can
be found in Ref. [46]. First, notice that the quantum theory for massless fields enjoys the
so-called gauge invariance, which, roughly speaking, is an equivalence condition imposed on
different field configurations, so that the number of dynamical quantum fields is the same
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as that of the polarization of the quantum states [47]. For instance, for a free massless
spin-1 fields Aµ(x), we should impose a gauge redundancy such that the following two field
configurations are considered identical:
Aµ(x) ∼ A′(x)µ = Aµ(x)− ∂µλ(x) , with λ(x) an arbitrary function. (3.5)
while for a free massless spin-2 field hµν , the gauge redundancy condition (in flat Minkowskian
background) is
hµν ∼ h′µν = hµν − ∂µξν − ∂νξµ . (3.6)
The free theory action for Aµ(x) or hµν(x) should be understood as a functional of such
equivalence classes — the class of field configurations related by gauge transformations —
rather than of a single field configuration. In more familiar field theoretic language, these
quadratic actions are required to be invariant under the gauge transformations specified by
Aµ → A′µ = Aµ − ∂µλ , (3.7)
hµν → h′µν = hµν − ∂µξν − ∂νξµ . (3.8)
for spin-1 and spin-2 field respectively. This requirement is enough to determine the form
of the actions up to an overall normalization; the free theory action for a spin-1 field Aµ is





µν , with Fµν = ∂µAν − ∂νAµ . (3.9)
and that for a spin-2 field hµν is given by (3.3).
Now we are interested in adding nonlinear self-interaction to the free graviton action
(3.3). To consistently achieve this, we claim that we should promote the free gauge trans-
formation (3.8) to the full gauge redundancy transformation:
hµν → h′µν = hµν − ∂µξν − ∂νξµ − ξρ∂ρhµν − ∂µξρhρν − ∂νξρhρµ +O(ξ2) . (3.10)
and at lowest order in derivatives, the perturbative interacting theory for hµν invariant
under (3.10) can be resummed to give the Einstein-Hilbert action (3.1). We will illustrate
this idea by examining some analogous cases.
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From Maxwell Theory to QED
In this section we consider how to couple a single spin-1 field to a matter sector, which is








This possesses a global U(1) symmetry
Ψ→ e−iαΨ , Ψ¯→ Ψ¯ eiα , α const. , (3.12)
with the associated Noether current given by
jµΨ = eΨ¯γ
µΨ . (3.13)
Now turn to construct an interaction term Lint between the gauge field and the fermion












vanishes on shell. That is, the action S[A]+Sint[A,Ψ]+S[Ψ] has a on-shell gauge symmetry:
Aµ → Aµ−∂µλ. Notice that till now we didn’t involve the influence of the gauge redundancy
on the matter sector; if we do, a miracle occurs. Promote the global U(1) transformation
parameter α in (3.12) to be a spacetime-dependent function: α → α(x) and consider the
transformation
Ψ→ e−iα(x)Ψ , Ψ¯→ Ψ¯ eiα(x) , Aµ → Aµ − ∂µλ(x) . (3.16)










where the second term in the r.h.s. comes from the variation of S[Ψ], following the standard
Noether procedure. We have also used the fact that jµΨ is unaltered under (3.16). Obviously
S is invariant off-shell if we identify α(x) = λ(x). We then recognize that Eqn. (3.16)
becomes the familiar U(1) gauge transformation and S is just the interacting theory between
the gauge field A and the fermion field Ψ.
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Pure Yang-Mills Theory
In this subsection, we want to apply the logic to Yang-Mills theory, i.e. to construct Yang-
Mills type interaction among gauge fields via the gauge redundancy condition.





















where each Aaµ is a spin-1 field. This free action is invariant under free gauge transformation
Aaµ → Aaµ − ∂µθa(x) , a = 1, ..., N . (3.19)
In addition, one can check that L2 possesses some global symmetry
Aaµ → Aaµ − gfabcAbµαc, αc const. , (3.20)
where fabc is totally anti-symmetric under swapping any pair of indices and it satisfies the
Jacobi Identity
− fabdf cde + f cbdfade = facdfdbe . (3.21)
The Noether current of this global symmetry is given by
jaµ = gfabcAνb(−∂µAcν + ∂νAcµ). (3.22)
That is, the fabc’s furnish the adjoint representation of some Lie group, which is an input
symmetry at the level of free field theory (as the global global U(1) symmetry in the QED
case).
Now we are in a position to add consistently interaction terms among the Aaµ’s. Notice
that in this case, there is no matter sector involved. However, for each fixed a, say a = 1,
we can regard the other gauge fields Ab˜µ, b˜ = 2, ..., N as the analogous ‘matter sector’ for
A1µ. So following the same logic as in last subsection, we propose the interaction term for
A1µ to be
Lint ⊃ A1µj1µ , with j1µ =
N∑
b˜,c˜=2
gf1b˜c˜Aνb˜(−∂µAc˜ν + ∂νAc˜µ). (3.23)
Notice that j1µ does not contain the A1µ field, so under the free gauge transformation
A1µ → A1µ − ∂µθ1(x), j1µ remains unchanged while the interaction term, A1µj1µ, is invariant
only on shell.
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For this to be lifted to an off-shell symmetry transformation, it is necessary for the
A1µ gauge transformation and the global transformation of A
a˜
µ fields (with a˜ = 2, ..., N) to
conspire with each other to give the adjoint gauge transformation for A1µ:
A1µ → A1µ − ∂µθ1(x) , Aa˜µ → Aa˜µ −
N∑
b˜=2
gf a˜b˜1Aνb˜θ1(x) , a˜ = 2, ..., N. (3.24)
In other words, we have promoted the global symmetry parameter α1 in (3.20) to be
spacetime-dependent and set it equal to θ1(x) in (3.19): α1 → α1(x) = θ1(x). On the
other hand, there is nothing special about A1µ; we can repeat the above procedure for all
Aaµ’s. Hence we recover the familiar full gauge transformation
Aaµ → Aaµ − ∂µθa(x)− gfabcAbµθc(x) , a = 1, ..., N . (3.25)
An action invariant under this full gauge transformation (3.25) must satisfy the following
recursive relation:
















, for n ≥ 3 , (3.27)
where Sn[A] (n ≥ 3) denotes n−th interaction term involving n Aaµ fields. For pure non-
Abelian Yang Mills theory, the induction completes at n = 4 level; the resulting interacting




aµν , with F aµν = ∂µA
a
ν − ∂νAaµ + gfabcAbµAcν . (3.28)
From Free Spin-2 Field Theory to General Relativity
Finally we come to the construction of General Relativity out of the quadratic action (3.3).
First it is easy to check that this quadratic action admits a global symmetry given by the
transformation (spacetime translations)
hµν → hµν − θρ∂ρhµν , θρ const. (3.29)
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The associated Noether current is just the energy momentum tensor of the quadratic action
Tµν2 . As in last subsection, to construct consistently self-interaction Lagrangian of hµν , we
need to combine the free gauge transformation (3.8) and the global symmetry transformation
(3.29) and identify the parameter. This leads to the usual gauge transformation for hµν
(3.10).
Then the interaction Lagrangian invariant under the full gauge transformation can be
constructed order by order via some recursive condition, as we did for the Yang-Mills theory.
However, here we can employ a trick that does automatically the infinite series resummation
for us. Note that till now, we only talked about the field theory for spin-2 field hµν in a flat







gαβ(x) , with y
µ(x) = xµ + ξµ(x) . (3.30)
If we invoke the geometric description of gµν and interpret it as the metric of some curved
spacetime, it follows immediately that, to lowest order in derivatives, the theory of the
metric field gµν that is invariant under the general covariance (3.30) is just the General
Relativity (3.1).
3.2 A Modification of GR in the Infrared: Motivations and
Examples
In the last section, we argued that the GR is unambiguously the low energy effective theory
for a massless spin-2 field. Why do we want to modify it, given the fact that it is such a
rigorous theory and is in agreement with all local gravity test?
The main motivation comes from the existence of a tiny Cosmological Constant (CC).
According to supernova data, our universe is undergoing an acceleration in its expansion.
To explain this within the framework of GR as the gravity theory, the simplest solution is to
introduce a constant Λ in Einstein equations (or a term
√−gΛ in the EH action.) This CC
is often regarded as a new type of ‘matter content’ in the universe known as dark energy,
which is responsible for the accelerating expansion, and its energy density is measured to be
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ρΛ ∼ 10−11eV4. It is curious to notice that this energy scale is much smaller than that for






∼ 10−120 . (3.31)
This unnatually smaller quantity is hardly a pathology of the theory, but rather is a puzzle
about the lack of standard particle physics energy scales corresponding to the CC and
about the miracle cancellation among the different vacuum energies. So, needed to achieve
its smallness there are attempts that try to modify GR at cosmological scales (infrared) in
such a way that the accelerating universe can be produced without the CC.
Since GR is the unique low energy theory for a single spin-2 field, the only possibility
to modify it is to introduce new degrees of freedom or to include higher derivatives of gµν .
In many circumstances these two possibilities are in fact equivalent. For instance, Ref. [?]
showed that replacing the EH Action with F (R) — a general function of the Ricci scalar
— is equivalent to adding a scalar field to the GR theory. Therefore it is quite natural to
start our journey to modify gravity from the simplest case: the scalar tensor theories — the
GR theory plus a single scalar degree of freedom.
Before presenting examples of scalar-tensor theories of great interests, we want to point
out a caveat which may be relevant to every modification of gravity theory. One should
expect that all deviations from GR occur on cosmological scales, while on short scales —
the scale of the Solar system or of our Galaxy — GR should be recovered. In other words,
all additional degrees of freedom need to conceal themselves from detection so that the local
gravity tests are satisfied. Any attempt of modification that fails this is unqualified as an
alternative gravity theory.
The mechanism for hiding the extra scalar degree of freedom is usually referred to as
the ‘screening mechanism’, which differs case by case and is often regarded as the essence
of each modified gravity model. The two models that we are going to review implement the
two best known screening mechanisms — the ‘chameleon’ mechanism and the ‘Vainshtein’
mechanism — which result from very different theoretical considerations.
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The Chameleon Model and Chameleon Mechanism
The chameleon model [23,24] involves an extra scalar field, nonlinearly interacting with itself
via a non-derivatively coupled potential. The chameleon mechanism operates whenever the
scalar field couples to matter in such a way that the effective mass of the scalar field depends
on the mass density of its environment: deep in the space where the mass density is very
low (approximately the mean density of the universe), the scalar is light and mediates a
long-ranged fifth force of gravitational strength, which could potentially have an impact on
observations on cosmological scales. While within some highly dense region, such as in the
Solar system or in the Milky Way, it acquires a large mass. Therefore the scalar (fifth) force
becomes Yukawa suppressed beyond a short range and hence is not detectable.











(∂φ)2 − V (φ)
)
+ Sm[A
2(φ)gEµν ,Ψ] . (3.32)
where the superscript ‘E’ is to remind us that these quantities are evaluated in the Einstein
frame. Matter fields described by Ψ couple to φ through the Jordan frame metric gJµν which
is related to the Einstein frame metric gJµν through some (positive) conformal factor A
2(φ):
gJµν = A
2(φ) gEµν . (3.33)
Although the two frames are physically equivalent, cosmological observations are implicitly
performed in Jordan frame, where the masses of particles are constant. Meanwhile compu-
tation is usually simpler in the Einstein frame, since the Einstein equations take the same
form as in GR. The form of the scalar potential does not play a vital role in the screening
mechanism, as long as it satisfies certain runaway condition [23,24]. The constraints on the
scalar factor A(φ) will be discussed in detail in Section ??.
The equation of motion for the scalar field is obtained by varying (3.32):
φ = V,φ +A,φ ρ , (3.34)
where the matter is assumed to be non-relativistic, and ρ is related to the Einstein and
Jordan frame matter densities by ρ = ρE/A = A
3ρJ — defined such that ρ is conserved in
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the usual sense in Einstein frame 1.
To have an idea of how the chameleon screening mechanism operates, let us focus on
the prototype model where the scalar potential is taken to be an inverse power law and the




(n ≥ 1) , A(φ) = 1 + βφ
MPl
. (3.35)
where M is some mass scale and β is some dimensionless parameter, which, as we will see
soon, determines the strength of the fifth force on cosmological scales. To make this model
somehow distinguishable from GR, we require β ∼ O(1), so that the scalar force can be of
gravitational strength.
Let us consider a spherically symmetric overdense object sitting in some homogeneous
medium with mass density ρ∞, i.e. the density profile is given by
ρ(r) =
 ρc for r < Rc ,ρ∞ for r > Rc . (3.36)
















subject to the following two boundary conditions
dφ
dr
= 0 at r = 0 ;
φ→ φ∞ at r →∞ . (3.38)
The non-linear feature of the potential V (φ) makes it difficult to solve this differential
equation analytically over the whole domain of r. Fortunately, when focusing only on the
scalar profile inside or outside the object, we can apply certain approximations and extract
analytic solutions. And the full solution to (3.37) and (3.38) can be obtained by ‘smoothly
gluing’ together the interior and exterior scalar profile.
We are mostly interested in the comparison of the fifth force to the gravitational force
exerting on some test particle. It is sufficient to check only the case of a test particle moving
1More precisely: U · ∇ρ = −ρ∇ · U for a pressureless fluid. Here, ρ = ρE/A, Uµ is the fluid 4-velocity in
Einstein frame (= A× Jordan frame velocity), and indices are contracted with the Einstein frame metric.
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, for ∆φ . βMPlΦN ,
β2GNMc
r2
, for ∆φ & βMPlΦN ,
(3.39)
where Mc is the total mass of the object, GN the Newtonian potential of the object at the
surface, and ∆φ ≡ φ∞ − φ(r = 0) the difference of the scalar field value at infinity and at
the center. Eqn. (3.39) tells us that, for an object with fixed radius, the denser it is, the
more suppressed is the scalar force (relative to gravitational force) it mediates. If we invoke






the first equation in (3.39) implies that only the mass from a thin shell (with thickness ∆R)
of this spherical object contributes the fifth force while the rest gets screened.
This is the chameleon screening mechanism: if a test particle is within or close to some
very dense astronomical object (e.g. the Solar system), it will not feel the fifth force; on
the other hand, when the particle is in an environment where the mass density fluctuates
mildly around the cosmic mean density, the fifth force the particle experiences could be of
the order of the gravitational force.
The Galileon Model and Vainshtein Mechanism
The Galileon model [26] is a local modification of GR due to a derivatively self-coupled
scalar field. It is defined on a local FRW patch where the coordinate system is chosen such








µν + pi Tµµ + Lpi
)
+O(h3) (3.41)
where L2(h) is the quadratic Lagrangian for hµν given by (3.3), Tµν the energy momentum
tensor of the matter sector, and Lpi encodes the dynamics of the pi sector. Although we are
only working at the quadratic order in hµν , Lpi is supposed to include all the nonlinear self-
interactions of pi, which, as we will argue soon, provide the Vainshtein screening mechanism.
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The Lagrangian Lpi and the equation of motion for pi are demanded to be invariant
under the galileon symmetry:
pi(x)→ pi + bµxµ + c , with bµ , c constant . (3.42)
Moreover, to avoid ghosts, we want the e.o.m. for pi to contain at most the second derivatives
of pi. These requirements altogether are strong enough to uniquely determine the full
structure of Lpi. For instance, in d = 4 spacetime dimension, only 5 terms (plus a constant









∂pi · ∂pi ,
L3 =− 1
2








[Π]3∂pi · ∂pi − 3[Π]2∂pi ·Π · ∂pi − 3[Π][Π2]∂pi · ∂pi + 6[Π]∂pi ·Π2 · ∂pi
+ 2[Π3]∂pi · ∂pi + 3[Π2]∂pi ·Π · ∂pi − 6∂pi ·Π3 · ∂pi) ,
where we have denoted by Π the matrix of second derivatives of pi, Πµν ≡ ∂µ∂νpi, by [...]
the operation of taking the trace (with respect to the flat metric η) and by ‘·’ the standard
Lorentz invariant contraction of indices. The equation of motion for the pi field can be











E1 = 1 ,
E2 =pi ,
E3 = (pi)2 − (∂µ∂νpi)2 ,
E4 = (pi)3 − 3pi(∂µ∂νpi)2 + 2(∂µ∂νpi)3 ,




]2 − 6(∂µ∂νpi)4 ,
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where (∂µ∂νpi)
n stands for the cyclic contraction.
The attractive feature about the Galileon model is that it possesses both self-accelerating
solutions and the Vainshtein screening mechanism. Let us first consider self acceleration. By
a self-accelerating solution, we mean a nontrivial pi configuration in the absence of matter
that leads to a deSitter geometry in the Jordan frame (while it is a Minkowskian geometry




µ , ∂µ∂νpidS = −1
2
H2ηµν , (3.45)
where the constantH is the inverse radius of the deSitter space. Plugging the above equation
into (3.44) and setting Tµµ = 0, it is straightforward to show that there exists some region in
the parameter space — i.e. the space spanned by {c0 . . . c5} — in which this configuration
(3.45) is guaranteed to be a solution to the e.o.m. .
Now let us turn to a spherical solution around some point mass on top of the self-
accelerating solution discussed above. Let pi(x) = pidS +ϕ(r), one can show that ϕ satisfies
d2(ϕ




where we have assumed that the source, with total mass M , is placed at the origin, ρ =
Mδ3(~r). The coefficients d2, d3, d4 are constructed from ci’s and H, and restricted within
some region to assure the existence of such a spherical solution; in particular d2, d4 are
required to be non-negative [26]. Notice that Eqn. (3.46) is an algebraic equation for ϕ′/r,
and at very small r, the cubic term on the l.h.s. dominates, while at far away from the source
r →∞, the linear terms dominates. It then follows immediately that the ϕ(r) configuration
has the following asymptotic behaviors:
ϕ ∝

r at r → 0 ,
1
r at r →∞ .
(3.47)
The transition occurs at some intermediate scale that we denote as the Vainshtein radius
RV , within which the nonlinear self-interaction of pi becomes important. Furthermore, we
can see that when a test particle is placed very close to the source (i.e. r  RV ), the scalar
force mediated by the pi field is always negligible compared to the normal gravitational
force, which goes like r−1. That is the Vainshtein screening mechanism we are after.
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It is worth remarking that the Galileon model is a generalization of the 4D effective
description of the DGP gravity theory [26, 49, 50], in the sense that the latter is just a
special class of Galileon theory with the coefficients c4, c5 set to zero. The strong coupling
scale of the Galileon model was estimated in Ref. [26]. It is much higher than R−1V , implying
that our estimate above is still within the valid region of the Galileon theory as an effective
theory.
There are more investigations we need to perform on modified gravity models to un-
derstand whether they have, besides theoretical interests, practical usefulness. In the next
two sections, we will take a closer look at some aspects of the chameleon model and the
Galileon model, illustrating the impact on each theory due to observational and theoretical
constraints.
3.3 No-Go Theorems for Generalized Chameleon Field The-
ories
We will prove, under very general conditions, two theorems limiting the extent to which
chameleon-like theories can impact cosmological observations. The theorems apply to a
broad class of these chameleon, symmetron and dilaton theories. The key input is demand-
ing that the Milky Way galaxy, or the Sun, be screened, which is a necessary condition to
satisfy local tests of gravity.
The first theorem is an upper bound on the chameleon Compton wavelength at present
cosmological density:
m−10 . Mpc . (3.48)
Since the chameleon force is Yukawa-suppressed on scales larger than m−10 , this implies that
its effects on the large scale structures are restricted to non-linear scales. Any cosmological
observable probing linear scales, such as redshift-space distortions, should therefore see no
deviation from general relativity in these theories. While the bound (3.48) also appeared
independently in [52], the proof presented here follows a different approach.
The second theorem pertains to the possibility of self-acceleration. In the context of
chameleon-like theories, by self-acceleration we mean accelerated expansion in the Jordan
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frame, while the Einstein-frame expansion rate is not accelerating. This is a sensible defi-
nition, for the lack of acceleration in Einstein frame — where the Einstein, and therefore
the standard Friedmann, equations hold — is equivalent to the lack of dark energy. In self-
accelerating theories, the observed (Jordan-frame) cosmic acceleration stems entirely from
the conformal transformation (3.33), i.e., a genuine modified gravity effect. As we showed
in the last subsection, the Galileon theory provides such an example among its solutions,
where the Einstein frame metric is Minkowski and the Jordan frame metric is de Sitter.
However, since the chameleon mechanism relies crucially on the scalar field’s coupling to
matter, in chameleon-like theories, we can not study self-accelerating solution in an empty
space (i.e. a space with vanishing TµνM . )
Clearly a necessary condition for self-acceleration is that the conformal factor A(φ)




 1 , (3.49)
ruling out the possibility of self-acceleration. Jordan- and Einstein-frame metrics are indis-
tinguishable, and cosmic acceleration requires a negative-pressure component.
Taken together, (3.48) and (3.49) imply that chameleon-like scalar fields have a negligible
effect on density perturbations on linear scales, and cannot account for the observed cosmic
acceleration except as some form of dark energy. This applies to a broad class of chameleon,
symmetron and dilaton theories, including the popular example of f(R). In other words,
any such model that purports to explain the observed cosmic acceleration, and passes solar
system tests, must be doing so using some form of quintessence or vacuum energy; the
modification of gravity has nothing to do with the acceleration phenomenon. Nonetheless,
the generalized chameleon mechanism remains interesting as a way to hide light scalars
suggested by fundamental theories. The way to test these theories is to study small scale
phenomena. Astrophysically, chameleon scalars affect the internal dynamics [53, 54] and
2 Relating the Jordan and Einstein frame scale factors by aJ = AaE, it is straightforward to show
[aa¨]J − [aa¨]E = (A′/A)′, where ˙ denotes derivative with respect to (Jordan or Einstein frame) proper time,
and ′ denotes derivative with respect to conformal time. Thus, if [aa¨]E ≤ 0, we must have [aa¨]J ≤ (A′/A)′,
implying 1 . ∆A/A over a (Jordan frame) Hubble time.
CHAPTER 3. EFT APPROACH TO GRAVITY THEORIES: A MODIFICATION OF
EINSTEIN GRAVITY 64
stellar evolution [55–57] in dwarf galaxies in void or mildly overdense regions.
3.3.1 Set-Up















Matter fields described by Sm couple to φ through the conformal factor (positive) A(φ)
implicit in gJµν . The acceleration of a test particle is influenced by the scalar:







where ΦN is the (Einstein frame) Newtonian potential. The fields ΦN and φ obey:
~∇2ΦN = 4piGNAρ ; φ = V,φ +A,φ ρ , (3.52)
where the matter is assumed to be non-relativistic, and ρ is related to the Einstein and
Jordan frame matter densities by ρ = ρE/A = A
3ρJ — defined such that ρ is conserved in
the usual sense in Einstein frame. An alternative form of the φ equation of motion is useful
for comparing against the Poisson equation for ΦN:






where ϕ ≡ φ/MPl, MPl ≡ (8piGN)−1/2, and α quantifies the dimensionless scalar-matter
coupling, with α ∼ O(1) meaning gravitational strength.
A scalar solution of interest is one where φ takes the equilibrium value: V,φ +A,φρ = 0,
i.e., ρ varies sufficiently slowly with space and time such that gradients of φ can be neglected.
An example is cosmology, with the cosmic mean φ adiabatically tracking the minimum φmin
of the effective potential Veff(φ) ≡ V (φ) +A(φ)ρ as the universe evolves. For simplicity, we
assume this minimum is unique, within the field range of interest3. Further, it is assumed
φmin varies monotonically with ρ, say, dφmin/dρ ≤ 0 — this is useful for implementing
3Symmetrons seem to violate this assumption, by having more than one minimum: different parts of the
universe might inhabit different domains. This case is nonetheless covered by our arguments, as long as one
interprets the ‘field range of interest’ as that within one domain.
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the idea that properties of the scalar field vary systematically with the ambient density
4. Differentiating V,φ + A,φρ = 0 with respect to φmin, it is straightforward to show that
dφmin/dρ = −A,φ(φmin)/m2, where
m2 ≡ Veff ,φφ(φmin) = V,φφ(φmin) +A,φφ(φmin)ρ (3.54)
is assumed non-negative for stability. This means A must be monotonically increasing —
hence V must be monotonically decreasing — with φ, at least over the field range of interest.
A corollary is that V (φmin(ρ)) and A(φmin(ρ)) are respectively monotonically increasing and
decreasing functions of ρ.
We are particularly interested in the equilibrium φmin at cosmic mean density between
redshifts z = 0 and z ' 1, the period during which the observed cosmic acceleration
commences. Let us refer to the respective equilibrium values: φz=0 and φz'1. We are
interested in theories with interesting levels of modified gravity effects during this period;
we therefore assume:
α(φ) ∼> O(1) for φz'1 ≤ φ ≤ φz=0 . (3.55)
Note that our set-up automatically guarantees φz'1 ≤ φz=0. Hence A(φ) grows with time,
which is a necessary condition for self-acceleration.
3.3.2 Generalized Screening Condition
Consider a spherically symmetric overdense object that is screened, meaning it sources a







Both sides of the inequality are positive. The positivity of the right hand side is guaranteed
by the positivity of Aρ; positivity of the left will be established below. Integrating from






. ∆ΦN . (3.57)
4For instance, one would like to demand the scalar mass to be large, or the coupling α to be small, at
high ρ. But our theorems do not rely on these additional assumptions.
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Here, ‘inside’ means the origin r = 0; ‘outside’ means sufficiently far out such that φout is
the equilibrium value at today’s cosmic mean density: φout = φz=0. To satisfy solar system
tests, we typically demand that the sun (and also the Milky Way)5 is screened. Both have






. 10−6 . (3.58)
This inequality will be key in proving (3.48) and (3.49). It makes clear that it is the gravi-
tational potential of the object in question, as opposed to its density alone, that ultimately
determines whether it is screened or not.
3.3.3 Proof of Theorems
We first rule out self-acceleration by proving (3.49). To do so requires a closer examination




φ′ = V,φ +A,φρ , (3.59)
where ′ ≡ d/dr. This is subject to the boundary conditions φ′|r=0 = 0 and φ→r→∞ φz=0.
Although φ tends to its equilibrium value asymptotically, we make no such assumption at
the origin, i.e., φ|r=0 ≡ φin need not coincide with φmin(ρin). We distinguish 3 cases:
• Case 1: Suppose V,φ + A,φρ ' 0 at r = 0, that is, φin ' φmin(ρin). This is the thin-shell
case of standard chameleons [24]. Since ρMW  ρz'1, our monotonicity assumptions imply











. 10−6 . (3.60)
This proves (3.49) in this case.
• Case 2: Suppose A,φρ  −V,φ at r = 0, which is the case relevant to symmetrons [58].
Given our assumption that Veff = V (φ) +A(φ)ρ has a unique minimum, this implies φin ≥
φmin(ρin). Because φ
′|r=0 = 0, it follows from (3.59) that φ′′|r=0 > 0, and thus φ′|r>0 > 0.
5The screening of the Sun and the Milky Way galaxy go hand-in-hand only because their Newtonian
potential happens to be comparable, and for no other reason.
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And since φ′ is continuous at the surface of the object, to satisfy φ →r→∞ φz=0 we must
therefore have φin < φz=0. In other words, Case 2 corresponds to
φmin(ρin) ≤ φin < φz=0 . (3.61)
Unlike Case 1, φin−MW is not a priori constrained to be smaller (or greater) than φz'1. If
φz'1 ≥ φin−MW, then as in Case 1 we are led to (3.60), and self-acceleration is ruled out. The
other possibility, φz'1 < φin−MW, is inconsistent with screening the Milky Way. Indeed, in
this case φ falls within the range (3.55) where α(φ) ∼> O(1), and (3.53) can be approximated
by ∇2ϕ ∼ 8piGNαAρ. Comparing with the Poisson equation ∇2ΦN = 4piGNAρ, it is clear
the resulting scalar force is not small compared to the gravitational force, thus invalidating
the screening of the Milky Way.
• Case 3: Suppose A,φρ  −V,φ at r = 0, that is, φin ≤ φmin(ρin). In this case, all
inequalities are reversed relative to Case 2, and instead of (3.61) we conclude φmin(ρin) ≥
φin > φz=0. But this is inconsistent with our assumption that φmin(ρ) is monotonically
decreasing, hence we can ignore this case.
To summarize, the only phenomenologically viable possibilities are Case 1 and Case
2 with φz'1 ≥ φin−MW. In both cases we are led to (3.60). The very small ∆A/A over
cosmological time scales precludes self-acceleration.
To establish the bound (3.48) on m−10 , consider the (Einstein-frame) cosmological evo-
lution equation:
φ¨+ 3Hφ˙ = −V,φ −A,φρ , (3.62)
where ρ is the total (dark matter plus baryonic) non-relativistic matter component, and
H ≡ a˙E/aE is the Einstein-frame Hubble parameter. Since A(φ)ρ ∼ H2M2Pl from the
Friedmann equation, the density term in (3.62) exerts a significant pull on φ(t). The
potential prevents a rapid roll-off of φ by canceling the density term to good accuracy:
V,φ ' −A,φρ. This cancellation must be effective over at least the last Hubble time, i.e. φ
must track adiabatically the minimum of the effective potential. Differentiating this relation
with respect to time, and using (3.54) together with the conservation law ρ˙ = −3Hρ and
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The factor of H−1d lnA/dt is the change of lnA over the last Hubble time, which from (3.60)
is less than 10−6. Thus
m2 ∼> 106α2(φ)H2 . (3.64)
Using (3.55), it follows that m−10 . 10−3H−10 ∼ Mpc, as we wanted to show.
Let us close this subsection with an observation on how theories that screen by the
Vainshtein mechanism circumvent our no-go theorems. They replace the potential V (φ)
by derivative interactions. A key effect is that the screening condition (3.56) needs only
hold up to some radius, the so-called Vainshtein radius, of the object, thus decoupling φout
from φz=0. It would be interesting to investigate whether chameleon-like theories can also
achieve such decoupling.
3.4 Classical Stability of Galileon
We begin by assuming some solution, say pi0, for the Galileon field that satisfies the equations
of motion in the presence of some source (3.44), and then expand around this solution by
adding small fluctuations. Taking pi0 → pi0 + φ and keeping second order in φ terms in the






where Zµν is a matrix made out of the second derivatives of our pi0 field (i.e. made out of
the matrix ∂µ∂νpi).
6
Equivalently the matrix Zµν can be found by taking the first order variation of the
equation of motion
δEn = −Zµν∂µ∂νφ (3.66)
which provides an easy way to compute Z.7 The explicit form of various Zµν ’s are given
6The reason why only terms proportional to ∂φ∂φ survive in (3.65) is as follows: Note that the nth order
Lagrangian can be written as Ln = Tµ1ν1...µnνn∂µ1pi∂ν1pi∂µ2ν2pi . . . ∂µnνnpi, where T is antisymmetric under
changes of any (µi, µj) or (νi, νj) pair while symmetric under that of (µi, νi) pair [26]. Thus, thanks to the
properties T possesses, all the terms in the second variation of Ln can be expressed as ∂φ∂φ(∂∂pi0)n−2 +
surface terms
7Note that this is consistent with (3.65) because ∂µZ
µν = 0 identically.
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in Appendix C. Simply put, the stability conditions for pi0 configuration are those under
which these small fluctuations remain small.
3.4.1 Conditions for Stability
The main goal of this subsection is to explore the parameter space spanned by the ci’s
(i = 1 . . . , 5) to determine if there exists a subspace in which the Galileon theory is stable.
We should point out that the “stability” we refer to is consistent with the physical meaning
meant by [50]. While there are other definitions of stability, we utilize this definition because,
though it may be limited, it is precise. Given that it is slightly different than the usual
definition of stability in ODEs or PDEs, it is worth a few explanations. First, the stability
we consider here is a local one, i.e., on a space and time scale much shorter than those
typical of the background field pi0, and thus we are safe to treat the matrix function Zµν(x)
as constant. Therefore (it should be noted) we will not be able to keep track of phenomena
like resonances which can be interpreted as “instabilities”. These “instabilities” are of a
much less catastrophic nature than the ones we discuss and still allow for much analytic
control. In the neighborhood of a given point, our stability corresponds to demanding the
e.o.m. of the fluctuation field
Zµν∂
µ∂νφ = 0 (3.67)
give an oscillating solution. When cast in Fourier space, oscillating solutions correspond to
(Z00ω + Z0iq
i)2 = (Z0iZ0j − Z00Zij)qiqj (3.68)
having real solutions for ω for any real spatial momentum vector ~q, or equivalently, the
matrix Z0iZ0j − Z00Zij will be positive definite. Second, we want the Galileon theory to
be free of ghost-like instability as it is coupled to matter sectors [50,51], i.e. the sign of the
kinetic term of the fluctuation action (3.65) to be correct, which requires Z00 > 0.
As previously mentioned, we will focus on non-relativistic matter sources, not only
because of their great importance, but because it can be shown that, given such sources
at a generic spacetime point, the symmetric tensor Πµν ≡ ∂µ∂νpi, and therefore Zµν , can
be diagonalized through a Lorentz transformation [50]. Thus, the conditions for the local
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stability are simply
Zµ < 0 , (3.69)
where Zµ’s are the diagonal elements of the matrix Z
µ
ν ≡ diag(Z0 , Z1 , Z2 , Z3).
It has been shown in the DGP8 model that, given positive energy density sources, if
a specific solution is stable at some point (in the way indicated above) then its stability
throughout the spacetime is assured [50]. This is, of course, a desirable property of a
theory. One may wonder whether a generic Galileon theory shares this same nice property.
Are there “safe” choices of the ci parameters (evidently, they should include the DGP
parametrization) such that this subclass of Galileon theories possess the same property as
the DGP model? The answer to this question is the main result of this subsection.
In order to be absolutely clear about what we accomplish, we define the concept of
absolute stability. Assume some solution to the equations of motion, pi0, exists.
Definition. An absolutely stable region in parameter space is a region of {c1, ..., c5}’s where,
if at a single point in spacetime, say xµ0 , Zµ(pi0(x
µ
0 )) < 0 (i.e. pi0 is stable at this point), then
for non-relativistic source profiles satisfying ρ ∈ [0,∞) the equations of motion guarantee
that Zµ < 0 over the rest of spacetime (i.e. pi0 is stable over all of space).
Why is this a useful concept? If a choice of parameters is absolutely stable, then it
follows that for any non-relativistic positive energy source configuration—no matter what
the global structure —stability of a particular solution at a single point implies global
stability. When talking about absolute stability one does not have to solve (or at least
characterize the solutions) the Cauchy problem for all possible source configurations. We
consider the whole equation of motion surface 9 rather than characterize particular solutions.
This stronger cut on acceptable parameters allows us to side-step the difficulties of dealing
with the arbitrarily complicated global structure of our source. Considering that we are
8Throughout this subsection, by DGP model we refer to its 4D effective description rather than the full
5D brane gravity theory.
9When we formulate our analysis in terms of the eigenvalues of the Πµν tensor, the equation of motion
E = ρ/M2Pl (at a single point in spacetime, or equivalently, with ρ fixed) defines a surface in the space
spanned by these eigenvalues. It is this surface that we are referring to. All the surfaces generated by
different sources (ρ ∈ [0,∞) ) we group into a “family”.
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dealing with a non-linear PDE it is surprising that we can say anything at all. In the general
case we don’t know how to show existence, but we are still able to say something about
stability. 10
The DGP theory is absolutely stable [50]. Spherically symmetric solutions (and mild
deformations of them) for particular choices of parameters in a single field Galileon model
[26] are stable. Is there some part of this parameter space that admits absolute stability?
To our surprise, we find that the DGP model is the single absolutely stable class. That
is, the powerful property of absolute stability that the classical DGP theory possesses does
not carry over into the general Galileon theory.
3.4.2 General Program
After diagonalizing Πµν with an appropriate boost we can write the stability conditions in
a nice algebraic way:
Z0 0 ≡ Z0(c2, c3, c4, c5, k1, k2, k3) < 0 (3.70)
Z1 1 ≡ Z1(c2, c3, c4, k2, k3) < 0 (3.71)
Z2 2 ≡ Z2(c2, c3, c4, k1, k3) < 0 (3.72)
Z3 3 ≡ Z3(c2, c3, c4, k1, k2) < 0 (3.73)
where the ci’s are the coefficients that describe our freedom in choosing the exact Galileon
Lagrangain (3.43) and the k’s are the eigenvalues of Πµν for non-relativistic sources. The
reason k0 (≡ k00 after the matrix has been diagnalized) does not appear in the expression
above is because it is suppressed by two powers of v  1 in comparison to the other
eigenvalues, that is k00 ∼ v2kij , which must be small by assumption in order to ensure
diagonalization. Z0 is a cubic function of the k’s while the Zi’s are quadratic.
Additionally, we have the equation of motion for pi0 which becomes an algebraic equation
for the k’s. Note that c1 and ρ enter in the same manner and are easily combined when we
10It should be noted that “absolute stability” does not imply that all solutions are stable, as there can
be different branches in our equation of motion surface. But, once again, it does imply that if a solution is
stable at one spacetime point it is stable over the rest of spacetime.
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consider a single point in spacetime. We have
E(c1, c2, c3, c4, c5, k1, k2, k3) = ρ
M2Pl
(3.74)
E is cubic in the k’s.
A particular choice of ci’s define a given Galileon theory. They are considered constant
over all of spacetime while the values of ρ(x) that characterize our source will have various
profiles for different physical configurations. Consider a single point in space, say ~x1.
In eigenvalue space (what we will call “k” space) the equations of motion generate a
surface (or more correctly surfaces—branches—as our equation is a cubic polynomial) which
depend on ρ(~x). The Zµ < 0 inequalities will define volumes in k space; they are independent
of ρ(~x). Say we restrict ourselves to a particular surface generated by E = ρ/M2Pl.
The question is: given particular values of the ci’s and ρ(~x1) are there some values of
the k’s that lie on this surface but violate Z0 < 0 or Z1 < 0 (it is enough to consider Z0 and
a single Zi)? If this is the case, then either the entire surface is embedded inside a region
where at least one Zµ > 0, or this surface intersects with the ‘marginality surfaces’—the
surfaces generated by Zµ = 0
11. If this particular surface of solutions fails to intersect
with any of these marginal surfaces, and has at least one particular choice of k’s where the
stability inequalities hold, then we say that this surface is a stable surface at the point ~x1.
Repeating this analysis at a different point in space, say ~x2, means only taking ρ(~x1)→
ρ(~x2). Beyond restricting the sources to positive ones, ρ(~x) ≥ 0, a priori we have no idea
what the source profile, ρ(~x), will be. Thus, in order to ensure stability of a solution
generated by a particular source configuration ρ(~x), we want to find the ci’s such that the
family of e.o.m. surfaces generated by the possible values of ρ(~x) is fully embedded within
the stable regions (Zµ < 0). That is, the possible e.o.m. surface at any spatial point is a
stable surface.
Usually, the e.o.m. surface E = ρ/M2Pl will have multiple branches. A particular solution
at one point in real space — i.e. pi0(~x0) — corresponds to a point in k space sitting on a
11Just for emphasis: the space that all these surfaces live in is, of course, the (k1, k2, k3) space. The only
function (at this point) of the real space, (x, y, z), is to give us the single point ~x1 whose purpose is to pick
out a value of our source, ρ(~x1).
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particular branch, say Branch 1, of the e.o.m. surface E = ρ(~x0)/M2Pl. If our solution pi0(x)
is continuous in real space, then pi0(~x0 + δ~x) will be on Branch 1 of the e.o.m. surface
E = ρ(~x0 + δ~x0)/M2Pl. Solutions are confined to the family of a single branch (generated
by the possible values of ρ(~x)) —they cannot jump from one to another. We can therefore
analyze each branch in isolation.
At the technical level, we will consider the intersections with the E = ρ/M2Pl surface
with marginal surfaces in k space, which are defined by Zµ = 0.
12 If it is possible that no
intersection occurs, then we must check which side (the stable or unstable) the particular
surface generated by the equations of motion falls. In total, consideration of each (no-)
intersection will generate a set of ‘stable’ (in the sense given above) ci’s for each marginal
surface—if they exist. What are contained in all these sets for all positive values of ρ will
constitute the absolutely stable values of the ci’s for the single field Galileon.
In summary, searching for absolute stability corresponds to looking for values of the ci’s
(if any) where some particular branch of any e.o.m surface E = ρ/M2Pl does not inhabit any
of the volume excluded by the stability inequalities regardless of the value of ρ. Given that
the entire e.o.m. surface steers clear of regions of instability, we are assured that if there
exists a solution whose value at one point in x space happens to be associated with some
point on the stable branch of the e.o.m. surface in k space, then this solution is stable
over all of space. Computationally, we determine the absolutely stable region by taking
the following steps: 1) Find the conditions for ci’s such that there are no real solutions to
the algebraic equations Zµ(k1, k2, k3) = 0 and E(k1, k2, k3) = ρ/M2Pl (for a fixed ρ). And
denote by Vρ the set of ci’s that satisfy these conditions; 2) Check that some point on the
E(k1, k2, k3) = ρ/M2Pl surface satisfies Zµ < 0; 3) Repeat this process for all ρ ∈ [0,+∞) to
obtain the absolute stable region by intersecting all Vρ over all positive ρ.
3.4.3 Details of Analysis
As previously mentioned, in the presence of non-relativistic sources we can diagonalize the
matrix ∂α∂βpi0 at a point by an appropriate Lorentz transformation. We can then write the
12As we will see, in practice, it suffices to consider only two of them: Z0 = 0 and any of Zi = 0.
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where ∂α∂βpi0 = Παβ = diag(k0, k1, k2, k3). As mentioned above, classical stability corre-
sponds to Z0 , Z1 , Z2 , Z3 < 0.
Since we have a non-relativistic source we can consistently suppress the k0 dependence
in the above expressions as it is suppressed by v2 and recover the static limit. In particular




Z0 = − [c2 + 2c3(k1 + k2 + k3) + 6c4(k1k2 + k2k3 + k1k3) + 24c5k1k2k3] (3.78)
Z1 = − [c2 + 2c3(k2 + k3) + 6c4(k2k3)] (3.79)
and similarly for Z2 and Z3.
In the rest of this subsection, we will proceed by analyzing the various possible scenarios—
the E = ρ/M2Pl surface intersecting with the Z0 = 0 or Z1 = 0 surfaces—independently, and
then consider the intersection of their constraints. To claim absolute stability we must then
further take the intersection of the combined constraints for all positive values of ρ. We will
concentrate on cases with a nonvanishing c4. The special cases associated with c4 = 0 are
discussed in [28].
An important point which was also shown in [28]: if one branch of the equation of motion
surface intersects a marginal surface, then all others do as well. That is, it is enough to find
a single intersection for a particular set of ci’s to rule out absolute stability for that set.
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3.4.4 Conditions for intersection of the E = ρ/M2Pl and Z0 = 0 surfaces
(c4 6= 0)
Assume for the moment that we are in the stable region of the Zi’s, that is Z1 < 0, Z2 < 0,
and Z3 < 0. We can express k1, k2, and k3 in terms of the particular values of the Zi’s.
These are


















− 3c2 = 0 (3.81)
The last inequality comes from constraints obtained by analyzing the stability and existence









We normalize the field such that it doesn’t carry any dimensions, that is [pi] = M0 = 1
where the brackets mean the usual “dimensions of” and M means ”dimensions of mass”.






In order to compare the free parameters in the Lagrangian we define dimensionless quantities







c4, α2 ≡ c2, α3 ≡ c3√
c4










α2 , and α5 < 0 (3.85)
Note that while originally we had the whole set of parameters {c1, c2, c3, c4, c5}, a stable
choice of the these parameters depends only on the choice of the dimensionless parameters
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{α1, α2, α3, α5}. The c4 dependence disappears because we use it as our units—we measure
everything in terms of c4.
13 At the classical level, provided it has the correct sign, the









which for brevity of notation we define as {α1, α3, α5}.
Equivalently, we are free to normalize our Lagrangian with the simple choice of c2 = α2 = 1.
Either way, we are left with three parameters {α1, α3, α5}. We are now ready to investigate
the intersection conditions.
Inserting our solutions for the ki’s, (3.80) (3.81), into Z0 and the equation of motion,
we have



























uδ = 0 (3.86)



















uδ = 0 (3.87)
where












Using (3.86) and (3.87) we can always express u and δ in terms of t, which we will
treat as a free parameter. That is, for some fixed value of t we can solve for u(t) and δ(t)
using the above constraints. Furthermore, we can solve for f1, f2, and f3 via the algebraic
equation
Ft(x) ≡ x3 − tx2 + u(t)δ(t)2x− δ(t)2 = (x− f1)(x− f2)(x− f3) = 0 (3.89)
Finally, we can invert
f(Zi) = −3Zi + 2α23 − 3α2 (3.90)
to obtain the Zi’s.
‘Instability’: For a particular choice of the ci’s or (αi’s) such that for some value of
t, the Zi’s are found to be negative implies that a solution could cross into the instability
region. Thus, there could exist unstable solutions (solutions in the Z0 > 0 volume). It
13We could have used any other dimensionful parameter, but we we find c4 a convenient choice.
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is not guaranteed that the solution is unstable, but rather this is a possibility. Using our
terminology: there will be no absolute stability. Hence the quotes.
Stability: A stable choice of ci’s or (αi’s) corresponds to there being no intersection of
the surface of equation of motion and the Z0 > 0 volume of instability in the {k1, k2, k3}
space. Thus, we are seeking a choice of αi’s such that, for any t, the equation Ft(x) = 0
cannot have three real roots, all of which must be greater than (2α23 − 3). This can be
written in the statement
{t|t ≥ 3 (2α23 − 3) , ∆3[Ft] ≥ 0, Ft (2α23 − 3) ≤ 0,
and F ′t (x) ≥ 0 for any x ≤ 2α23 − 3} = ∅
where ∆3[Ft] is the discriminant of the cubic equation Ft(x)=0.
By virtue of the quadratic nature of F ′t(x), the last condition can be further simplified.
Indeed, the axis of symmetry of the upward-opened parabola F ′t(x) = 3x2− 2tx+ u(t)δ2(t)




Interestingly, one observes that both roots of solution (3.80) yield the same value of
u(t)δ2(t) and δ2(t) upon which our auxiliary function Ft(x) depends. Therefore, both roots
actually give the same condition for the stable choice of α’s and henceforth we can focus on
either one.
In summary, the stability condition coming from demanding that the e.o.m. surface not
intersect the Z0 = 0 marginal plane reads
{t|t ≥ 3 (2α23 − 3) ,∆3[Ft] ≥ 0, Ft (2α23 − 3) ≤ 0, and F ′t (2α23 − 3) ≥ 0} = ∅ (3.91)
Now, as mentioned in our general outline, we still need to check that the surface gener-
ated by the e.o.m. is on the side of stability (Z0 < 0) so that we know we are seeing absolute
stability as opposed to guaranteed instability. But we hold off on this final check for just a
moment.
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3.4.5 Conditions for intersection of the E = ρ/M2Pl and Z1 = 0 surfaces
(c4 6= 0)
Assume that we are in the Z2, Z3 and Z0 stability region. Using the expression for Z1 given
by (3.79) we are free to write the equation of motion as
E = c1 + c2(k2 + k3) + 2c3(k2k3)− k1Z1 − ρ
M2pl
= 0 (3.92)
⇒ E = c1 + c2(k2 + k3) + 2c3(k2k3)− ρ
M2pl
= 0 (3.93)
Solving the above equation together with the Z1 = 0 equation yields the solutions
k2,3 =







where we have already normalized everything such that α2 = 1 and Γ is given by
Γ = 9α21 + 6− 18α1α3 − 3α23 + 8α1α33 . (3.95)
The plus or minus indicated above means that k2 must take the plus while k3 must take
the minus, or vice versa. We pick one. Plugging these solutions into the expressions for Z2,








(9α1 − 6α3 + 2α33 + 6α5 − 12α1α3α5) ≤ 0 (3.96)






















The latter two conditions imply
(9α1 − 9α3 + 4α33)k1
√
c4 + (−3 + 3α1α3 + α23) ≥
√
Γ|(3k1√c4 + α3)| (3.99)
A stable choice of parameters corresponds to
{k1√c4 | k1√c4(9α1 − 6α3 + 2α33 + 6α5 − 12α1α3α5) ≥ 0, Γ ≥ 0, and(
(9α1 − 9α3 + 4α33)k1
√
c4 + (−3 + 3α1α3 + α23)
) ≥ √Γ|(3k1√c4 + α3)|} = ∅ (3.100)














(2α23 − 3)3/2 (3.101)
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We will leave the lengthy algebraic analysis that generates the above conditions to Appendix
D, to which careful readers are referred.
3.4.6 Stable Region: From Local stability to Absolute Stability
We must, of course, take the intersection of the stable choices coming from both conditions,
(3.91) and (3.101).
So far, we have worked out the stability conditions for a given choice of αi’s, with the
external source ρ being taken as a fixed parameter like the intrinsic ones (ci’s) that define
the theory. Say that, at the particular spatial point we are working at, the value of ρ is
such that the e.o.m. surface E = ρ/M2Pl are completely embedded in the stability region.
As we move to a new point in space ρ will generically change. Thus, we need to do our
analysis all over again for this new value of the source. The convenience of our method
is that the details of how the source changes are washed out as we consider the whole
family of surfaces generated by the e.o.m. rather than any particular solution. We lose
some information, but we have made the problem tractable. We don’t have to deal with
the functional dependence of our source, ρ(~x), boundary conditions, etc. All that matters
is the range of values ρ takes, [ρmin, ρmax]. The values of ρ encountered in any kind of
astrophysical/cosmological application of the Galileon theory will be vast, spanning over
40 orders of magnitude from the average density of the universe (∼ (10−3eV )4) to nuclear
density (∼ (GeV )4). To describe a universe like our own in our units we can be free to take
ρmin → 0 and ρmax →∞.
For a particular value of ρ, we are given a particular subset in parameter space {c1, c3, c5}
(in units of c4) by satisfying (3.91) and (3.101). Let’s call this set of stable parameter choices
A(ρ). In order to achieve absolute stability we need to take the intersection of the A(ρ)’s
of all possible ρ’s. Thus




However, it is easily seen that (3.101) cannot hold for any source, since as ρ → ∞, α1
becomes more and more negative (for a given c1) and eventually fails to fall into the region
specified by the fixed value of α3 (3.101). Before checking whether the surface generated
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by the e.o.m. lies in the stable region, we can draw some conclusions about the absolutely
stability region. That is, from the analysis above, we see that for generic sources, no matter
how we choose the parameters that define our theory (finite values of c1, c3, and c5) the
surface generated by the e.o.m. will pierce the marginal surface generated by Z1 = 0 soiling
any hope of absolute stability in our theory.
We can use similar methods to examine the various special situations with c4 = 0, we
find that there is no absolutely stable choice of parameters except for the c4 = 0, c5 = 0
case, which is exactly the DGP model.
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Chapter 4
An Inflation Model from EFT
Construction: Solid Inflation
4.1 The Effective Theory for a Solid in Flat Spacetime
Like fluids, solids can also be regarded as some space-filling continua, so we expect our
effective field theoretic construction to be applicable to solid systems as well. However, in
contrast to fluids, solids are sensitive to any sort of displacement, even those preserving the
volume of each solid element, due to the presence of anisotropic stresses. This suggests that
there is no volume-preserving symmetry for a solid system. In other words, in our effective
field theoretic language, fluids are very symmetric solids.
So, the low energy effective action for solids should consist of three scalar fields φI(x)
(interpreted as the comoving coordinates as before) obeying Poincare´ invariance and the
internal symmetries (2.2) (2.3).1 The ground state configuration is once again given by
φI = xI , I = 1, 2, 3 . (4.1)
At lowest order in the derivative expansion, the only Lorentz-scalar, shift-invariant quantity
is the matrix
BIJ ≡ ∂µφI ∂µφJ . (4.2)
1Since we have imposed the full SO(3) invariance, in fact we are describing an isotropic solid with no
preferred axes — a ‘jelly’.
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We then have to construct SO(3) invariants out of this matrix. For a 3 × 3 matrix, there
are only three independent ones, which we can take for instance to be the traces
[B] , [B2] , [B3] , (4.3)
where as before the brackets [. . . ] are shorthand for the trace of the matrix within. Alter-
natively, one could take the determinant, and two of the traces above. In the following,
we will find it convenient to use one invariant—say [B]—to keep track of the overall ‘size’
of the matrix B, and to choose the other two such that they are insensitive to an overall
rescaling of B, e.g.














+ . . . (4.5)
where F is a generic function that depends on the physical properties of the solid—e.g. its
equation of state—and the dots stand for higher-derivative terms, which are negligible at
low energies and momenta.
The background configurations (4.1) spontaneously break some of our symmetries.
There are associated Goldsone bosons, which are nothing but fluctuations of the φI ’s about
such a background,
φI = xI + piI . (4.6)
We get these fluctuations’ free action by expanding our action (4.5) to second order in piI .
Using
BIJ = δIJ + ∂IpiJ + ∂JpiI + ∂µpi
I∂µpiJ , (4.7)
after integrating by parts and neglecting boundary terms we get






















where the subscripts stand for partial derivatives, which are to be evaluated at the back-
ground values
X → 3 , Y → 1/3 , Z → 1/9 . (4.9)
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These Goldstone excitations are the solid’s phonons. As before it will be convenient to split
the phonon field ~pi into a longitudinal part and a transverse one,
~pi =
~∇√−∇2piL + ~piT ,
~∇ · ~piT = 0 . (4.10)
It is straightforward to extract the longitudinal and transverse propagation speeds from the
phonon’s action:






















~˙pi 2 − c2T (∂ipij)2 − (c2L − c2T ) (~∇ · ~pi)2
]
. (4.12)
If we expand Eqn. (4.5) to higher orders, we get the interactions among the phonons.
The expansion is straightforward, but already at cubic order the result is quite messy, and
not particularly illuminating. Roughly speaking, the n-th (n ≥ 3) order interaction terms
will be schematically of the form (∂pi)n, where the derivatives can be spacial or temporal,
and the indices are contracted in all possible ways. The coefficients of these interactions
terms—the coupling constants—will be given by suitable derivatives of F , evaluated on
the background solution. Like for all derivatively-coupled theories, our interactions become
strong in the UV, at some energy scale Λstrong. For our theory to be predictive for cosmo-
logical observables, we will need this strong-coupling scale to be above the Hubble rate H,
for the whole duration of inflation.
4.2 Solids in a Cosmological Background: Inflation
We can now allow for a cosmological spacetime metric and for dynamical gravity, which,
operationally, is trivial: the index-contraction in (4.2) should be done via gµν rather than
ηµν , and the measure in (4.5) should carry a
√−g. As usual, ‘minimal coupling’ corresponds
to the most general coupling one can have between a matter system and gravity at lowest
order in the derivative expansion. Then our solid’s stress-energy tensor is







J + gµν F . (4.13)
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As to the scalar fields’ background configuration, the xI in (4.1) should now be inter-
preted as comoving FRW coordinates. The reason is that the FRW metric is invariant under
translations and rotations acting on the comoving coordinates, and we want the l.h.s. and
the r.h.s. in (4.1) to transform in the same way under the symmetries we are trying to
preserve.
When computed on the background, the stress-energy tensor reduces to the standard
Tµν = diag
(− ρ, p, p, p), with
ρ = −F , p = F − 2
a2
FX , (4.14)
where the subscript X stands for partial derivative, and F and FX are evaluated at the
background values for our invariants:
X → 3/a2(t) , Y → 1/3 , Z → 1/9 . (4.15)
Notice that—by construction—X is the only invariant that depends on the scale factor; Y
and Z were designed to be insensitive to an overall rescaling of BIJ . This is the reason why
only FX appears in the pressure: for an FRW solution, the pressure is related to the response
of the system to changing the scale factor, i.e., the volume. For a more general configuration,
the stress-energy tensor (4.13) has a more complicated structure, which depends on FY and
FZ as well, which we report here for later use:
Tµν = gµν F − 2 ∂µφI∂νφJ
((
















Now, in order to have near exponential inflation, we need
 ≡ − H˙
H2
 1 . (4.17)




ρ , H˙ = − 1
2M2Pl
(ρ+ p) , (4.18)
and eq. (4.14), we can express  directly in terms of our Lagrangian F :








2We are defining the Planck scale as M2Pl = (8piG)
−1
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where we used eq. (4.15) for the background value of X. We thus see that if we want our
solid to drive near exponential inflation, we need a very weak X-dependence for F . Which
is not surprising, since X is the only invariant that is sensitive to the volume of the universe:
for inflation to happen, the solid’s energy should not change much if we dilate the solid by
∼ e60; this is only possible if the solid’s dynamics do not depend much on X.
This also suggests how to enforce the smallness of  via an approximate symmetry.
Consider the scale transformation
φI → λφI , λ = const . (4.20)
The matrix BIJ changes by an overall λ2 factor, which affects X but not Y nor Z. Therefore,
the smallness of FX can be interpreted as an approximate invariance under (4.20): If F only
depended on Y and Z, it would be exactly invariant under (4.20), and this would prevent
quantum corrections from generating some X-dependence. If we start with a small FX at
tree level, the symmetry is only approximate, yet all further X-dependence generated at
quantum level will be suppressed by the small symmetry-breaking coupling constant—FX
itself.
Notice that here we are dealing with a purely internal symmetry—eq. (4.20)—which
commutes with all spacetime symmetries. It has nothing to do with spacetime scale-
invariance. It is on an equal footing with our other internal symmetries (2.2), (2.3), and,
like those, is non-anomalous and can be used to constrain the structure of the Lagrangian.
To avoid confusion, in the following we will refer to the symmetry (4.20) as ‘internal scale
invariance’.
As manifest from our quadratic action for the phonons—eq. (4.8)—, the phonon’s kinetic
energy is suppressed by ,
S2 ∼
∫
d4x |F | · ~˙pi 2 + . . . (4.21)
For very small , this can in principle lead to two problems for our theory:
• Superluminality: the gradient energies in (4.8) are not explicitly suppressed by , and
as a consequence the propagation speeds (4.11) are formally of order 1/, unless the
numerators are also small. In an effective field theory like ours, with spontaneously
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broken Lorentz invariance, superluminal signal propagation is not necessarily an incon-
sistency. However, it prevents the theory from admitting a standard Lorentz-invariant
UV-completion [60]. We therefore feel that it should be avoided.
• Strong coupling: unless interactions are also suppressed by suitable powers of —and
it turns that they are not—a smaller kinetic energy means stronger interactions. This
is obvious if one goes to canonical normalization for pi, by absorbing the prefactor
in (4.21) into a redefined phonon field. Then inverse powers of  will show up in
the interaction terms, thus signaling that the strong coupling scale of the theory is
suppressed by some (positive) power of . We have to make sure that this strong
coupling scale is above H, for the whole duration of inflation.
As for the former issue, notice first of all that the term proportional to FXX in the
expression for c2L is forced to be close to −2/3. The reason is that not only do we need the





for inflation to last many e-folds.3 This forces the second derivative FXX also to be small.













= −1 + − 12η . (4.24)















It is quite interesting that in this limit they depend on exactly the same (FY + FZ) combi-
nation. As a result, the two speeds are not independent: they are related by 4
c2T ' 34(1 + c2L) . (4.27)
3In the computations that follow, we will assume all the slow-roll parameters to be of the same order of
magnitude.





1 + c2L − 23 + 13η
)
. (4.26)
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We thus see that for both speeds to be sub-luminal, we need
0 < (FY + FZ) <
3
8|F | . (4.28)
where the upper bound is imposed to ensure that c2L, c
2
T is positive.
To fulfill this condition, we could demand that all derivatives of F be small,
FY ∼ FZ ∼ FX ∼ F,
which corresponds to saying that the bulk of the solid’s energy density and pressure are
dominated by a cosmological constant, which does not depend on the fields. Although this
is of course a technically natural choice—having a large cosmological constant was never a
problem—it is not particularly interesting. It would be more interesting to allow for large
derivatives of F ,
FY , FZ ∼ F (4.29)
but demand the combination FY + FZ to vanish. While we have motivated the smallness
of FX (i.e. FXX = F ) via an approximate symmetry, we have not been able to find a
symmetry that enforces the condition (4.28) while preserving (4.29). We have to take such a
condition as an assumption, which might involve some fine tuning, but which is nonetheless
consistent and necessary for the consistency of our inflationary solution.
As for the strong coupling issue, we have to estimate the strong coupling scale Λstrong
in our small  limit, and make sure that cosmological perturbations are weakly coupled at
horizon crossing, that is, at frequencies of order H. Expanding the action (4.5) to all orders
in pi we get interactions of the form
fn · (∂pi)n , (4.30)
where fn is some typical derivative of F . In our case some combinations of derivatives are
small,
FXX ∼ (FY + FZ) ∼ F , (4.31)
but we do not expect this to yield a substantial weakening of interactions. For instance,
we will see below that in our approximation the coefficient weighing cubic interactions is
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FY , which, as we argued above, can be as large as the background energy density, FY ∼ F .
Assuming that FY is a good estimate for the coefficients encountered in interaction terms,
and assuming for the moment that both cL and cT are of order of the speed of light—so
that there is no parametric difference between time- and space-derivatives—we can estimate
very easily the strong coupling scale: We can go to canonical normalization for the kinetic
term
L2 ∼ F · (∂pi)2 → (∂pic)2 , (4.32)
so that the n-th order interaction becomes











(recall that F and FY have mass-dimension four.) If FY is of the same order as F , this is
simply
Λn ∼ F 1/4 · 
n
4n−8 , (FY ∼ F ) , (4.35)
which, for n ≥ 3 and   1, is an increasing function of n. The lowest of all such scales—
which defines the strong coupling scale of the theory—is thus that associated with n = 3:
Λstrong = Λ3 ∼ F 1/43/4 , (FY ∼ F ) . (4.36)
i.e. we found that the strong coupling scale is a fractional power of  smaller than the scale
associated with the solid’s energy density.
On the other hand, if the value of FY is much smaller than that of F , or if we use other
coefficients in interaction terms that are parametrically smaller than F to do the estimate,
the strong coupling scales we get will be higher than that in (4.36), and hence they are less
dangerous.
We can run similar arguments for the case where the longitudinal speed of sound is
non-relativistic (note that cT is always relativistic, since it follows from (4.11) (4.28) that
3/4 < c2T < 1. ) It is straightforward to check that the strong coupling momentum and
energy scales are given by
pstrong ∼ F 1/4(3c5L)1/4, Estrong ∼ F 1/4(3c9L)1/4 , (FY ∼ F ) . (4.37)
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As we mentioned above, cosmological perturbation theory is under control only if
Estrong  H . (4.38)
Relating H and F via the Friedmann equation, H2 ∼ F/M2Pl, we get a lower bound on the
combination  · c3L,





In principle our H can be several orders of magnitudes smaller than the Planck scale, in
which case this bound is not particularly restrictive. Still, it is a nontrivial condition for
the self-consistency of the perturbative computations we will perform.
A clarification is in order: we have been analyzing the viability of our model focusing on
the phonons’ dynamics, neglecting the background spacetime curvature and the phonons’
mixing with gravitational perturbations. Of course this is not entirely correct. However,
at energies much bigger than H, or equivalently, for time-scales much shorter than H−1,
curvature and mixing have negligible effects, and in first approximation they can be ne-
glected. Our conditions above, (4.28) and (4.39), should then be thought of as necessary
and sufficient for our system to be well-behaved in the UV, at very short distances and time
scales. Our detailed analysis of cosmological perturbations in Section 4.3 will confirm these
results.
We should also point out that although we will be using standard ‘slow-roll’ nomencla-
ture for the conditions (4.17), (4.22) and for the associated perturbative expansion, nothing
is ‘rolling’ in our system, slowly or otherwise: our φI scalars are exactly constant in time. As
usual however, the so-called slow-roll expansion really relies on the slowness of certain time-
dependent observables like H, H˙, etc., which are well defined regardless of the presence of
a rolling scalar. We will still use ‘slow-roll’ to refer to such a weak time-dependence, hoping
that this will not cause confusion. As we emphasized, in our case the physical origin of this
slowness is the near independence of the dynamics on X, which is, among our invariants,





which is small, because cL depends on time only via the Lagrangian’s X-dependence.
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Finally, we should comment on why we are focusing on a solid rather than on a perfect
fluid. First, since eventually we will be interested in quantum mechanical effects—as usual,
quantum fluctuations will be the ‘seed’ for cosmological perturbations—we focus on a solid
because we do not know yet how to consistently treat the perfect fluid effective theory as a
quantum theory [2]. The problem has to do with the transverse excitations, which appear
to be strongly coupled at all scales. Second, even forgetting about the transverse excitations
and focusing on the longitudinal ones, we would not be able to keep those weakly coupled
for many e-folds. As clear from (4.26), to have vanishing c2T (which is one of the defining
features of a fluid) and small , we need η ∼ −1. But, by definition, η = ˙/(H), so that we
need  = FXX/F to decrease by an order one factor over one Hubble time, i.e. to decrease
like some order-one power of 1/a. F has to be nearly constant over many e-folds, which
means that it is actually the numerator FXX that is tracking 1/a(t). But it is precisely
combinations like FXX that control the strong-coupling scale for longitudinal excitations in
a fluid [2], which means that we cannot have FXX decrease by exponentially large factors
without making the system strongly coupled at frequencies of order H at some point during
inflation.
4.3 Cosmological perturbations
The three sections that follow contain a technical analysis of cosmological perturbations.
Before skipping directly to Section 4.6, the reader uninterested in the details of the deriva-
tions should be aware of our results: the scalar tilt (4.91), the tensor-to-scalar ratio (4.92),
the tensor tilt (4.76), and the three-point function of scalar perturbations (4.106) (which is
analyzed in some detail in Section 4.6).
As the background stress tensor takes the usual homogeneous and isotropic form repre-
sented by Tµν = diag
(−ρ, p, p, p), all the interesting repercussions of our peculiar symmetry
breaking pattern lie in the dynamics of perturbations around the slow roll background. In
order to best isolate the dynamical degrees of freedom of the gravitational field it is most
convenient to work in the ADM variables introduced in (2.100) (2.101). For the background
FRW metric N = 1, N i = 0, and hij = a
2(t) δij .
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R(3) +N−2(EijEij − E2)
]
+ F (X,Y, Z)
}
(4.41)
where R(3) is the 3-dimensional Ricci scalar constructed out of hij and Eij = N Kij , with
Kij denoting the extrinsic curvature of equal-time hypersurfaces. The constraint equations





R(3) −N−2(EijEij − E2)
]














The derivatives of F with respect to N and N j can be calculated easily by noting that our
BIJ (and hence X,Y, Z) can be expressed in ADM variables as










For the moment we find it more convenient to work in spatially flat slicing gauge
(SFSG)—defined in Appendix E—where we can write the fluctuations about the FRW
background as
φI = xI + piI , hij = a(t)
2 exp(γij) , N = 1 + δN , (4.45)
where γij is transverse and traceless, i.e.
∂iγij = γii = 0 . (4.46)
We can also further split the pii and N i fields in terms of their longitudinal scalar and













T = 0. From now on we will stop differentiating between internal I, J, . . .
indices and spacial i, j, . . . ones. The reason is that of the full original SO(3)spacetime ×
SO(3)internal symmetry, only the diagonal combination is preserved by the background φ
I =
xI . pii and N i both transform as vectors under this unbroken SO(3), and therefore they
carry the same kind of index.
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For our purposes here we are interested only in the leading non-gaussian behavior.
Barring accidental cancellations, this can be captured by keeping terms that are cubic in
the fluctuations. In order to reproduce these terms it turns out to be necessary to only know
N and N i to first order in the fluctuations 5. Due to the homogeneity of the 3D-spatial














To simplify the notation, however, we will drop the twiddle as which field variable we intend
will be obvious from the arguments. And so, solving the constraint equations (4.42) and













where the dot denotes a time-derivative.
Now, plugging these solutions back into (4.41) will give us the correct action for the
fluctuations up to cubic order. For instance, the trilinear solid action after mixing with
gravity is contained in Appendix F while the quadratic actions for the tensor, vector and
scalar modes are contained in the next section.
Now that we have the correct action for the perturbations in the presence of an inflating
background we can compute correlation functions. In the end, we are interested in the
post-reheating correlation functions of curvature perturbations, parameterized by either of
the gauge invariant (at linear-order) combinations
R = A
2






5This lucky fact is because the higher order terms in N and N i will be multiplying the constraint
equations. In particular: the third order term of N and N i multiplies the zeroth order constraint equations,
and the second order the first order constraint equations [13]. If we were, however, to try and generate the
fourth order terms we would need N and N i to second order.
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where we have followed the notation of [43] 6. During our solid inflation phase, in spatially
flat slicing gauge these are given by




, ζ = 13
~∇ · ~pi . (4.57)
where the non-local piece of R comes from solving the constraint equation for NL.
Two peculiarities concerning the behavior of these variables during solid inflation are
worth mentioning at this point. First, R and ζ do not coincide on super-horizon scales.
Second, neither of them is conserved. These properties are in sharp contrast with what
happens for adiabatic perturbations in standard cosmological models, and stem from the
fact that during solid inflation, there are no adiabatic modes of fluctuation! We will clarify
why this is the case in Section 4.7.
4.4 Two-point functions
Upon plugging the expressions (4.49)–(4.51) back into the action, the quadratic action for
tensor, vector, and scalar fluctuations reads:




















































∣∣p˙iL − (H˙/H)piL∣∣2 + H˙c2L k2∣∣piL∣∣2] . (4.61)
6The general (i.e. before gauge fixing) perturbed metric (to the linear-order) is parametrized by
gij = a(t)
2 (δij(1 +A) + ∂i∂jχ+ ∂iCj + ∂jCi +Dij) (4.53)
with ∂iCi = 0 and ∂iDij = Dii = 0; furthermore the energy momentum tensor is decomposed into scalar,
vector, and tensor modes as
δT00 = −ρ¯ δg00 + δρ (4.54)
δTi0 = p¯ δgi0 − (ρ¯+ p¯)(∂iδu+ δuVi ) (4.55)
δTij = p¯ δgij + a
2(δijδp+ ∂i∂jδσ + ∂iδσ
j + ∂jδσ
i + δσTij) . (4.56)
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L in Fourier space, which would
translate into a (spacially) non-local structure in real space.
4.4.1 Tensor perturbations
Using (4.59) we can calculate the two-point function of the tensor perturbations. As usual,
it is a simpler calculation than the scalar case and will serve as a warmup. We decompose









ss′ . The transverse, traceless conditions on γij now simply become ii =
kiij = 0. We further decompose each γ
s(~k, t) as
γs(~k, t) = γscl(
~k, t) as(~k) + γscl(
~k, t)∗ as†(−~k) . (4.63)
where as(~k)† and as(~k) are creation and annihilation operators obeying the usual commu-
tation relation
[as(~k), as
′†(~k′)] = (2pi)3δ3(~k − ~k′) δss′ , (4.64)
and where the classical solution γscl(











γcl = 0 . (4.65)
In the above we have used conformal time τ , where dτ = dt/a, and the definition of the first
slow-roll parameter (4.17). Using the time-dependence of aH, , and cT—which is worked
out in Appendix G—we can express the e.o.m. for the tensor mode (4.65) up to first order
in slow-roll parameters as
d2
dτ2












γcl = 0 . (4.66)
The subscript “c” denotes that the parameters c2T ,  are evaluated at some reference time τc,
which is chosen to be the (conformal) time when the longest mode of observational relevance
today exits the horizon, i.e. τc is defined such that
|cL,ckminτc| ' |cL,cτcHtoday| = 1 (4.67)
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where the usual convention for flat spacetime atoday = 1 is understood.
The most general solution to the above equation takes the form
γcl(~k, τ) = (−τ)3/2+c
[AH(1)νT (−kτ) + BH(2)νT (−kτ)] , νT ' 32 + c − 43c2T,cc , (4.68)
where H(1,2) are Hankel functions, and A and B are constants to be fixed by matching the
appropriate initial conditions.
At very early times the physical wavelength—k/a—is so small compared to the Hubble
scale H that the curvature of spacetime cannot be perceived by such modes; it is therefore
expected that the canonically normalized classical solution should match the free wave
function in the flat-space vacuum, 1√
2k
e−ikτ . Note that the canonically normalized field
γscan.(









Thus, the initial condition for γscl(









Comparing this to the general solution given by (4.68) and using the asymptotic form (for






























(−τc)−cei(νT pi/2+pi/4) +O(2), B = 0 . (4.72)
where, once again, Hc ≡ H(τc) and c = (τc). This result is valid up to first order in slow
roll.
It is interesting to note that even when these tensor modes are well outside the horizon,
they are not conserved. A similar story applies to the gauge invariant curvature perturba-
tions ζ and R defined by (4.57) and the vector perturbation (like piiT ), as we will see in the
following section. This is in contrast to the usual situation in most inflation models, and
will be discussed in more detail in Section 4.7. In particular, by utilizing the asymptotic
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where we have made use of relation (4.27). As we will see soon, the transverse vector modes
and scalar modes in our model share this feature as well.
And so, finally, we are ready to obtain the two-point function for the tensor perturbations
of the metric. In particular, we are interested in its late time behavior, when modes are




= (2pi)3δ3(~k1 + ~k2) δ
s1s2
∣∣γcl(~k1, τ)∣∣2 (4.75)












The dependence on k and τ is kept to first order in slow roll while the overall constant is
to lowest order.
The advantage of expressing time-dependent quantities in reference to a fixed fiducial
time (τc), as opposed to the usual convention of using the time at horizon crossing, is that
the time- and momentum-dependence are made manifest. We can simply read off the tilt
of the spectrum to first order in slow roll from the above expression:
nT − 1 ' 2c2L,cc . (4.76)
We can see that the two point function for tensor modes is blue shifted, which matches the
result of [59], and which is a distinctive signature of our scenario, unreproducible by more
conventional models of inflation. As to the spectrum’s overall amplitude, it is the usual
one: 〈γγ〉 ∼ H2/M2Pl.
4.4.2 Scalar Perturbations
We proceed by calculating the scalar two point function in a similar manner as above. As
emphasized in section 4.3, the scalar quantity of interest7 is the gauge invariant quantity ζ,
7We find ζ a more interesting quantity than R for the reason that given our assumptions about reheating,
ζ evolves continuously from inflation to the post-inflationary phase, while R does not. See Section 4.8 for
details. However, R does play a vital role as a simplifier in solving for the classical solution for scalar
perturbation.
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which, in Fourier space, is related to the longitudinal Goldstones piL simply by ζ = −kpiL/3
(see eq. (4.57)).
As before, let’s decompose the scalar field of interest in terms of creation and annihilation
operators:
ζ(~k, t) = ζcl(~k, t) b(~k) + ζcl(~k, t)
∗ b†(−~k) , (4.77)
where the usual commutation relation is obeyed [b(~k), b†(~k′)] = (2pi)3δ(3)(~k − ~k′).
The classical equation of motion for ζcl follows from varying the quadratic piL action
(4.61). The general solution to this equation is quite complicated, however there is a trick
that makes its solution much easier. If we re-express the e.o.m. in terms of the other gauge
invariant parameter Rcl (see eq. (4.57)) we have
− 3c2Lζcl(~k, t) =
1
H
R˙cl(~k, t) + (3 + η(t)− 2(t))Rcl(~k, t) . (4.78)






forms a system of two first order equations of two variables. Eliminating ζcl we can generate
a second order equation for Rcl which takes the usual form similar to (4.65). Written with
respect to conformal time, and up to first order in slow roll, it is given by:
R′′cl + (2 + η − 2s) aH R′cl +
[
c2Lk
2 + (3− 6s+ 3c2L) a2H2
]Rcl = 0 , (4.80)
where prime denotes a derivative w.r.t. conformal time, and s is the slow roll parameter
defined by (4.40). Once again, using the conformal time dependence of aH, s, η, , and cL
contained in Appendix G this equation can be solved in terms of Hankel functions. One
finds that the general solution to first order in the slow roll parameters is given by
Rcl(~k, τ) = (−τ)−α
[
CH(1)νS
(− cL(τ) kτ(1 + sc))+DH(2)νS (− cL(τ) kτ(1 + sc))] (4.81)
where α = −12(3 + 2c + ηc − 2sc) and νS = 12(3 + 5sc − 2c2L,cc + ηc). Notice that for this
to be a solution, it is important to keep into account—to first order—the time-dependence
of cL in the argument of the Hankel functions.
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Once again, in order to match the initial conditions we must canonically normalize piL.












1/2 −kτ→∞−→ √2MPlHa2 piL . (4.82)
With the usual normalization for the creation and annihilation operators we will recover
the Minkowski vacuum for very early times by demanding that
lim
τ→−∞ ζcl(
































Matching the general solution given by (4.81) to the the initial condition (4.84) will set







(−τc)sc−c−ηc/2(1 + 12sc − c)ei(ηc+5sc−2c
2
L,cc)pi/4 +O(3/2) . (4.85)
One can now use (4.78) to obtain the full expression for ζcl(~k, τ), which is (as promised) a
bit messy and not particularly instructive as for our computation we are only interested in
ζ’s late time limit. We will not bother to write it out here.
Just like the tensor perturbations, neither R nor ζ is conserved outside the horizon,









































Notice that at this order in slow-roll, on large scales ζ and R are proportional to each other,
with proportionality constant c2L, which is in agreement with (4.78):
R ' −c2L(τ) ζ (kτ → 0−) . (4.88)
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Now finally, the two point function of ζ for late times (when the modes are well outside
the horizon) is given by〈
ζ(τ,~k1)ζ(τ,~k2)
〉
= (2pi)3δ3(~k1 + ~k2)
∣∣ζcl(τ,~k1)∣∣2 (4.89)














where, as before, we have kept the dependence on k and τ to first order in slow roll while
the prefactor is expressed only to lowest order in slow roll.
Once again, since all the parameters are evaluated at the global time τc as opposed to
the time of horizon crossing for each mode, we can simply read off the tilt to first order in
slow roll directly from the above expression. It is:
nS − 1 ' 2cc2L,c − 5sc − ηc . (4.91)
Notice the overall 1/c5L factor in front of the spectrum. In a more standard single-field
model, this would be replaced by 1/cL (see e.g. [30]). For small cL, our extra powers of cL
give us a very suppressed tensor-to-scalar ratio:
r ∼  c5L . (4.92)
It is crucial however to ascertain whether we should focus on the ζζ spectrum or the RR
one; they differ by a factor of c4L as can be seen from (4.88). In Section 4.8 we will argue
that it is more appropriate to focus on the ζζ spectrum, given our model for reheating.
4.5 The three-point function
We now compute the 〈ζζζ〉 three-point function. Like in single-field models with a small
speed of sound, our three-point function will be enhanced by inverse powers of cL with
respect to what one gets in standard slow-roll inflation, for essentially the same reason (see
e.g. [30]). However in addition to this, we will find an extra 1/ enhancement, coming
from the fact that the quadratic phonon action (4.21) is suppressed by , whereas the cubic
interactions are not.
In order to compute the correlation function at a specific time, we need to evolve it
from a quantum state we know, that is the early-time flat-space vacuum. Expanding the
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usual time-evolution operator and working to lowest order in perturbation theory we have








Ω(−∞) ∣∣[ζ(τ)3, Hint(τ ′)]∣∣Ω(−∞)〉 . (4.93)
For our purposes it is enough to calculate the three-point function to lowest order in slow-
roll. As demonstrated in Appendix F, at this order it is enough to work with the phonon
cubic action, which in our FRW curved background takes the form (neglecting boundary
terms):






3− 19∂pi∂jpik∂kpij − 49∂pi∂jpik∂jpik + 23∂jpii∂jpik∂kpii
}
. (4.94)
Quite amazingly, this applies both in the decoupling limit (k  aH1/2) and in the opposite










(2pi)3δ3(~p1 + ~p2 + ~p3)Q(~p1, ~p2, ~p3)× (4.95)∫ τ
−∞
dτ ′ a4(τ ′)H2(τ ′)
〈[
piL(τ,~k1)piL(τ,~k2)piL(τ,~k3), piL(τ






















(~p1 · ~p2)(~p2 · ~p3)(~p3 · ~p1)
p1p2p3
, (4.96)
which is totally symmetric under permutations of ~p1, ~p2, ~p3.
Writing piL in terms of creation and annihilation operators allows us to easily express
the integral in terms of the classical solutions. To be precise,〈
ζ1ζ2ζ3
〉





Q(~k1,~k2,~k3) I(τ ;−∞) , (4.97)
where the integral I(τ1; τ2) is defined as
I(τ1; τ2) = J(τ1; τ2) + J
∗(τ1; τ2) (4.98)












and we used that Q is an even function of the momenta. Just as in the previous section,
we have used the dependence of H and a on conformal time with reference to τc to lowest
order in slow roll.
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With the form of the full classical solution piclL — which can be straightforwardly de-
rived from the classical solution of R(τ,~k), Eqn. (4.81),— we are not able to perform the
integral (4.98) analytically. So we need to look for some computationally simple perturba-
tive expression for piclL . Notice that at sufficiently early times, cLkτ & O(), thus slow-roll
parameters — e.g.  , η , s which are all assumed to be of order O() — serve as good expan-
sion parameters and we only need to retain O(0) terms. While at late times cLkτ . O(),
the role as the expansion parameter is replaced by cLkτ , and we keep in the expression
for pi only the leading order term in the cLkτ expansion. It turns out that if we are only
interested in the three point function to lowest order in slow rolls, we can just use the two





1 + icLkτ − 13c2Lk2τ2
)
e−icLkτ , for |cLkτ | & (4.99a)
Bk













Our strategy now is to break up the integral (4.98) into separate regions where one of the
functional forms described by (4.99a) and (4.99b) can used. The integral can then be done
explicitly.
4.5.1 Analytic Calculation of Integral
To illustrate the point and make the flavor of the analysis transparent, let’s look at an
approximately equilateral configuration of momenta. That is, assume that
~k1 + ~k2 + ~k3 = 0 , k1 ∼ k2 ∼ k3 ∼ k . (4.101)
First, notice that given some reference time τ∗, we can split the time-integral as




























Then, choosing τ∗ to be precisely the conformal time at which a mode of momentum k
transitions from (4.99a) to (4.99b), −cLkτ∗ ∼ , we find that the real part of the second
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line vanishes at zeroth order in , because all the piL’s involved in the expression—inside
and outside the integral—are real, and there is an overall i. The remaining piece is all that
will contribute to the integral. And so we can write


































where the scale invariant function U(k1, k2, k3) is given by
U(k1, k2, k3) =
2



















































2k3 + 5 perms
)}
.
In order to ensure convergence of the integral and project onto the right vacuum, the integral
is actually computed over a slightly tilted contour, that is τ ′ → (1− iε)τ ′+τ∗, with ε→ 0+,
and the limits of integration are from −∞ to 0. Additionally, in the last step, the fact that
1  |cLkτ∗| ∼ , and |τ∗| > |τ | has been used to collect only the leading order in slow roll
contributions.
A more careful analysis of the same flavor applies to more general triangle shapes,
see [25]. It turns out that the above expression is valid provided that the triangle formed
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where, we remind the reader, Q(~k1,~k2,~k3) is given by (4.96) and U(k1, k2, k3) is given by
(4.104).
We will remark that the mild time dependence, (τe/τc)
4c2T , in the above expression
can actually produce an order one correction to the overall magnitude of the three-point
function. Indeed, assuming that inflation lasts for Ne ∼ 60 e-folds after the longest mode
of today’s relevance exits the horizon, we can see immediately that (τe/τc)
O() ∼ e−60×O(),
which, as promised, depending on how small  is, can give an O(1) correction. On the
other hand, the mild momentum dependence (−cLkiτc)c2L−5s/2−η/2, appearing in (4.103),
is equal to one up to O() corrections. We thus drop this piece from (4.106), in order to
be consistent with the preceding computation of the integral. Our result (4.106) should be
understood as the leading order contribution in slow roll.
4.6 The size and shape of non-gaussianities
It is useful to rewrite the three-point function above as an overall amplitude fNL times a
shape that is a function of the momenta with order-one coefficients [61]. It is customary to
do so at the level of correlators of the Newtonian potential Φ during matter-domination,
rather than of ζ. The relation outside the horizon is
Φ = 35ζ . (4.107)
Neglecting the tilt, one then writes the two- and three-point functions as
〈Φ(~k1)Φ(~k2)〉 = (2pi)3δ3(~k1 + ~k2) · ∆Φ
k31
(4.108)
〈Φ(~k1)Φ(~k2)Φ(~k3)〉 = (2pi)3δ3(~k1 + ~k2 + ~k3) · f(k1, k2, k3) , (4.109)
and normalizes f on ‘equilateral’ configurations with k1 = k2 = k3 [63],





This defines the parameter fNL in a model-independent fashion, in terms of observable
quantities only. In particular, the observed value for the power-spectrum normalization is
∆Φ ' 2× 10−8. Notice that, because of momentum conservation, the three momenta ~k1,2,3
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close into a triangle. As a result, the function f depends on the absolute values k1,2,3 only,
because a triangle is uniquely defined—up to overall rotations, which are a symmetry of
f—by specifying its sides. Notice also that scale-invariance forces f to have overall scaling
dimension k−6, and we have used this fact in (4.110). Notice finally that the standard
convention would be to call F the function that we call f . Unfortunately we have already
been using F for our Lagrangian, so will stick to f for the function defined above. Hopefully
this will not lead to confusion.



















































The fNL parameter gives us a measure of the absolute size of non-gaussianities. As
we argued in Section 4.2, FY is essentially a free parameter, which can be as large as F ,
in which case our fNL is huge, of order 1/( c
2
L). By comparison, single-field inflationary
models with small sound speed—whose non-gaussianities are much larger than for standard
slow-roll inflation—have, at the same value of the sound speed, an fNL which is a factor
of  smaller than ours. Notice that in this case there is a potential tension for our model:
the same combination  · c2L appears in the scalar tilt, eq. (4.91). Of course one could have
cancellations there, because of the other terms in the expression for the tilt. But assuming
that these do not change the overall order of magnitude of the tilt, the tilt is small if non-
gaussianities are large, and vice versa. Eventually, one should observe either. If on the
other hand our FY is of order F , then this 1/ enhancement for non-gaussianities is gone,
and our fNL becomes of order 1/c
2
L, which is the same as for small sound-speed single-field
models 8.
8We remind the reader that cosmological perturbations can still be nearly gaussian, even for huge values
of fNL, as long as the combination fNL
√〈ζ2〉 is much smaller than one at the relevant scales. For us, in
the most strongly coupled case (FY ∼ F ), such a combination is of order H/MPl · (c3L)−3/2, which is much
smaller than one if and only if the weak-coupling condition (4.39) is obeyed. As usual, perturbations are
nearly gaussian if and only if they are weakly coupled at horizon crossing.
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Figure 4.1: The shape of non-gaussianities for our model, according to the standard con-
ventions and definitions of ref. [61].
But the most interesting feature of our non-gaussian signal is probably its shape, that
is, the dependence of f on the shape of the triangle made up by the momenta ~k1,2,3. We
plot it in Fig. 4.1, following the standard conventions of [61]. In particular, it is clear from
the plot that our three-point function is peaked on ‘squeezed’ triangles with k3  k1,2, but
its behavior for those configurations depends strongly on the angle θ between ~k3 and the
other momenta. Quantitatively, focusing on the QU
k3k3k3
structure in (4.112) and ignoring
the prefactors from now on, we get
f(k1, k2, k3 → 0) ∝ −40
27
(





where we used momentum-conservation to rewrite k2 as k2 ' k1 +k3 cos θ. Such an angular
dependence is not there in any of the standard inflationary models we are aware of: at
least for single-field models, the consistency relations force the behavior of the three-point
function in the squeezed limit to be angle-independent—see e.g. [13, 66]. On the other
hand, in our case the standard consistency relations are maximally violated, both at the
level of angular dependence—as we just mentioned—and at the level of the overall prefactor:
usually the squeezed limit of the three-point function is suppressed by the scalar tilt, which
CHAPTER 4. AN INFLATION MODEL FROM EFT CONSTRUCTION: SOLID
INFLATION 106
is of order ; here instead, there is no suppression like that, and in fact, as we argued
above the overall prefactor can be as big as one over the tilt. It is easy to see why the
consistency relations do not hold in our model: the standard argument of [13, 66]—that
a long-wavelength background ζ can be traded in for a rescaling of spatial coordinates—
does not apply to our case, because in our model there is no gauge in which the curvature
perturbation ζ appears as a ζ · δij correction to the spatial metric.
4.7 Why Is ζ Not Conserved?
We saw in Section 4.4 that already at linear level, during our solid inflation phase neither ζ
nor R is conserved on large scales. One might be tempted to attribute this to the presence
of isocurvature modes in addition to adiabatic ones. However, in our model there is only one
scalar perturbation—parameterized by piL in the gauge we have been using—and usually
isocurvature modes are a luxury that only multi-field models can afford. To sharpen the
paradox, our ζ and R do not coincide on large scales—see eq. (4.88)—whereas usually they
do, even for fluctuations that are not purely non-adiabatic, that is, even when they are not
conserved. In fact, Weinberg proved a no-go theorem stating that all FRW cosmological
models—inflationary or not—feature two adiabatic modes of fluctuation, one of which has
constant and identical ζ and R on large scales, while the other has ζ = R = 0 [8,43]. This
theorem is manifestly violated by our model. Before showing this, let us explain in physical
terms why our solid system cannot sustain adiabatic modes.
By definition, an adiabatic mode is a perturbation that for very long wavelengths be-
comes locally unobservable, being indistinguishable from a slight shift in time of the back-
ground solution. An ordinary fluid offers a perfect example of this. Consider a long-
wavelength sound wave in a fluid, for the moment in the absence of gravity. For an observer
making measurements on scales much shorter than the wavelength, and working in the local
rest frame—which is slightly different from the background one—, the only observables are
the density and the pressure: neglecting gradients, a fluid is isotropic in its rest frame, and
its stress-energy tensor is characterized by ρ and p only, which are related by the equation
of state. Then, the only physical effect that is measurable on scales much shorter than the
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wavelength is the local compression (or dilation) the sound wave induces. When we include
gravity into the picture, essentially the same considerations apply for the perturbation, but
now the time-evolution of the unperturbed FRW background already probes all possible
compression levels for the fluid (within some range), that is, all possible values of ρ and p
compatible with the equation of state. As a consequence, for wavelengths much longer than
the Hubble scale, within any given Hubble patch a sound wave will be indistinguishable
from a time-shift of the background solution, that is, it will become physically unobserv-
able. Different Hubble patches will then evolve as separate identical FRW universes, and it
can be shown that this translates into a conservation law for R [64].
For a solid, the situation is very different, already in the absence of gravity. A longi-
tudinal phonon—which is the only scalar fluctuation at our disposal—does not correspond
to a purely compressional deformation of the medium. Even for wavelengths that are much
longer than the observation scale, the anisotropic stress and the compression associated
with the phonon are of the same order of magnitude. This is evident from the form of the
stress-energy tensor (4.16), which expanded to first order in ~pi yields schematically
δTij ∼ (~∇ · ~pi) δij + (∂ipij + ∂jpii) , (4.115)
with similar coefficients in front of the two tensor structures—related to suitable derivatives
of F w.r.t. X,Y, Z—whose precise values will not concern us here. For a longitudinal phonon
of momentum ~q, the anisotropic stress is proportional to qˆiqˆj , and is of the same order of
magnitude as the change in pressure. A local observer can detect this anisotropy if he or
she can detect the change in pressure. In other words, unlike a fluid, a solid with small
longitudinal deformations is not locally isotropic. Once we include gravity, these scalar
fluctuations will be locally distinguishable from the background solution, even for super-
horizon wavelengths, since the background is isotropic.
We can now go back to the no-go theorem of ref. [8], and see which assumptions we
are violating. The theorem is based on the following ingenious idea. Since an adiabatic
mode is, by definition, unobservable once the wavelength is very long, at zero momentum
it should reduce to a gauge transformation of the FRW background. Newtonian gauge is
a complete gauge-fixing at finite momentum, but it has a residual gauge freedom at zero
momentum. By exploiting this gauge freedom one can construct zero-momentum solutions
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of the linearized perturbation equations. Most of these are pure-gauge, unphysical solutions.
To be physical, they have to be the zero-momentum limit of finite momentum solutions,
which are physical because there is no residual gauge-freedom at finite momentum. For this
to be the case, one needs the zero-momentum solution to obey the finite-momentum version
of the (ij) and (0i) linearized Einstein equations,
Φ = Ψ− (8piG) δσ H˙ δu = Ψ˙ +HΦ , (4.116)
which singles out only two independent modes among the zero-momentum solutions. Here
δσ and δu are the scalar anisotropic stress and the velocity potential of eqs. (4.55), (4.56),
δTij ⊃ a2(t) ∂i∂jδσ , δT0i ⊃ −(ρ¯+ p¯) ∂iδu . (4.117)
One has to impose further that all equations of motion—for gravity and for the matter
fields—are regular for ~q → 0, including eq. (4.116). More precisely, if one rewrites all
linearized equations of motion in first-order form,
y˙a(~q, t) + Cab(~q, t) · yb(~q, t) = 0 , (4.118)
where the ya’s include the fields and their velocities, with constraints for the initial condi-
tions of the form
cb(~q ) · yb(~q, t0) = 0 , (4.119)
then one has to demand that all Cab and cb coefficients be regular for ~q → 0. This is the
only technical assumption of the theorem 9. If it is obeyed, then the two zero-momentum
gauge modes can be promoted to physical, finite-momentum solutions, which are adiabatic
by construction, and one of which turns out to have constant ζ and R.
9There is also an implicit assumption—used to write down the zero-momentum pure gauge solutions—
that all background matter fields only depend on time, which is not obeyed in our case. However, this is
easily fixed by performing the correct gauge transformation, which, following the notation of ref. [8], in our
case yields the pure gauge solution
Ψ = Hε− λ , Φ = −ε˙ , ~pi = λ~x , δρ = − ˙¯ρ ε , δp = − ˙¯p ε . (4.120)
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From our physical argument above, we see that the culprit for us is the anisotropic
stress, which does not become negligible at long wavelengths. Indeed, comparing (4.117)




(we are neglecting factors of a(t), and corrections to (4.115) involving the metric, which do
not change our conclusions.) Once plugged into eq. (4.116), this gives us an equation of
motion that is not regular for ~q → 0, thus violating Weinberg’s technical assumption. We





Notice that we cannot reabsorb the annoying q−2 factors into a new ~pi field, thus making
δσ and δu regular for ~q → 0, because one of the equations (4.118) is the equation of motion
for ~pi itself, which is local in real space, thus analytic in ~q in Fourier space. If we were to
divide it by q2, to write an evolution equation for the new ~pi/q2 field, we would introduce
singularities there.
4.8 Reheating and Post-Inflationary Evolution
Since our scalar perturbations are not adiabatic, our predictions for post-inflationary cor-
relation functions on large scales can in principle be affected by local physical processes
happening at reheating. For this reason, we need to specify a model of reheating to end
inflation.
Eventually we want our inflation to end and to be followed by a standard hot Big-Bang
phase, that is, we want the universe to reheat and to become radiation dominated. In our
case, this process can be thought of as a phase-transition from a solid state to a relativistic
fluid state. The advantage of our language in dealing with such a transition is that it
describes both solids and fluids in terms of the same long-distance degrees of freedom, our
scalars φI . Only, the fluid action (2.6) enjoys (many) more symmetries. So, regardless of
the microscopic dynamics that are actually responsible for the phase transition, at long
distances and time scales reheating corresponds to some sort of symmetry enhancement of
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our action.
In terms of our infrared degrees of freedom, what triggers reheating? In standard slow-
roll inflation, it is the inflaton itself, when its time-dependent background field reaches a
critical value. On the other hand, in the absence of perturbations, our φI ’s are exactly
time-independent: 〈φI〉 = xI . However the metric is not, and there are gauge-invariant
combinations like our
X = gµν ∂µφ
I∂νφ
I , (4.123)
or the energy density and pressure in eq. (4.14), that do depend on time. Usually we
are used to solids turning into liquids—that is, melting—when the temperature exceeds a
critical value. But we can also envisage a solid that ‘melts’ at zero temperature, when one
of the physical quantities above goes past a critical value. 10 In our case, we need this
zero-temperature melting to be associated with a substantial release of latent heat, so that
the fluid we end up with is (very) hot. 11. As far as we can tell, this does not violate any
sacred principles of thermodynamics.
More explicitly, we will choose the quantity B ≡ detBIJ (c.f. (2.5)) as our physical
‘clock’ — i.e. for large B the action has the general structure (4.5), whereas for B below
a critical value Be, the action has the more restricted form (2.6). There is a caveat: in
the presence of fluctuations, the hypersurface defined by B reaching its critical reheating
value is different from that defined by other scalars (such as [B2], [B3]...) reaching their
critical reheating values. As a result, some of our predictions for cosmological correlation
functions might be model-dependent. However since after reheating, in the hot fluid phase,
the lowest-order action (2.6) depends unambiguously on B, it is thus natural, although not
obviously necessary, to postulate that reheating is triggered by the value of B.
In addition, we assume that reheating is instantaneous, that is, that our solid/fluid phase
transition happens in a time interval that is much shorter than the Hubble scale H, which
is reasonable in principle, but not necessary. One can also consider much slower transitions,
10Helium offers an example of such a phenomenon: at zero temperature one can turn liquid helium into a
solid by raising the pressure beyond ∼ 25 atm, and melt it back again by lowering the pressure below that
value.
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which in field space would correspond to replacing the sharp critical values we have been
talking about for our observables, with much more continuous transition regions. All our
physical considerations above apply unaltered.
A few comments on technical details are in order: Firstly, since it is the scalar quantity
B that plays the role of “clock” in our model, it is easiest to work in unitary gauge (UG), in
which constant time slices correspond to surfaces of uniform B (the properties of this gauge
are worked out in Appendix E). Secondly, given the short duration of the phase transition,
we can further postulate that the transition is smooth, in the sense that the dynamical
metric perturbations and their time derivatives in UG are continuous across the transition.
To sum up, our model for reheating can be captured by the following statements:
• Inflation ends at te, with a(te)−6 = Be, where t denotes the time in UG.
• The matter content in the post inflationary era takes the form of a perfect fluid, which




√−g F˜ (B) (4.124)
where B = det gIJ in UG. The change from one equation of state to the other is
effectively instantaneous.
• Energy transfer from the solid phase to the fluid phase during this short reheating
period is complete, and the normalization of F˜ is restricted in such a way that energy
conservation is respected, i.e.
ρsolid = −F (X,Y, Z)
∣∣
te
= −F˜ (a(te)−6) = ρfluid . (4.125)
However, generally psolid 6= pfluid, since the equation of state has been changed. Con-
sequently, even though the Hubble parameter H remains continuous, H˙ does not.
• Smoothness: the dynamical d.o.f.’s in unitary gauge—A (or χ), Ci, Dij—as well
as their first derivatives are continuous across the t = te surface
12. The second
derivatives will exhibit discontinuities since the equations of motions are altered due
to the instantaneous change in the equation of state.
12See Appendix E for the definition of these fields in terms of fluctuations of the metric.
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An immediate consequence following the smoothness requirement is that ζ transits con-
tinuously from solid phase to post-inflationary fluid phase, while R does discontinuously.








thus the discontinuity of R stems from that of H˙.
Given that the transition from the solid phase during inflation to the perfect fluid phase
during the post-inflationary era occurs effectively instantaneously, we can compute various
correlators (of A, Ci and Dij) at te and use them as the initial conditions of the post-
inflationary evolution. There are two subtleties:
1. How do we relate the correlators of quantities in UG to those in SFSG, which have
been computed in Section 4.4 and Section 4.5.
2. Given that the super-horizon modes of A and Dij are not adiabatic during inflation,
they start the post-inflationary evolution with a non-vanishing first derivative in time.
Although eventually these super-horizon modes become constant (time-independent)
before reentering the horizon, a natural question to ask is how much the eventual
constants could differ from the initial conditions these modes start with.
In order to address the first issue, let’s compute the scalar two- and three-point correla-
tors: 〈A1(t¯e)A2(t¯e)〉 and 〈A1(t¯e)A2(t¯e)A3(t¯e)〉, where the “¯” is to remind ourselves that
we are using time in UG, and Ai(t¯ ) is shorthand for A(~ki, t¯ ). Using the transformation
rule from SFSG to UG, we have that




and we can write
A(x) = A(1) +A(2) + . . . ,
where A(1)(x) = 23∂ipi
i(x) = 2ζ, A(2) ∼ ∂pi∂pi , etc.
It follows immediately that, schematically,
〈A2〉 = 〈A(1)A(1)〉+ 2〈A(1)A(2)〉+ ... ∼ 4〈ζ2〉+ 〈(∂pi)3〉+ ... . (4.127)
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The second term on the right can be neglected, since it is of higher order in the perturbative
expansion. Likewise, we have
〈A1(t¯e)A2(t¯e)〉 ' 〈A(1)1 (t¯e)A(1)2 (t¯e)〉 = 4〈ζ1(t¯e)ζ2(t¯e)〉 ' 4〈ζ1(t)ζ2(t)〉 (4.128)
where the last (approximate) equality is justified as long as the perturbative expansion (in
fields) holds, since the difference between t and t¯ is of first order in the fields.
We can do the same for the 3-pt correlators:
〈A3〉 ' 〈A(1)A(1)A(1)〉+ 3〈A(1)A(1)A(2)〉 ∼ 8〈ζ3〉+ 〈ζ2∂pi∂pi〉 . (4.129)
Notice that 〈ζ2∂pi∂pi〉 ∼ 〈∂pi∂pi〉2 ∼ O(−2), while 〈ζ3〉 ∼ O(−3), thus if we restrict ourselves
to the leading order in slow-roll, this term can be safely neglected. It follows that








〈ζ1(t) ζ1(t)ζ2(t)ζ3(t)〉+ perms. ,
where we have used that in the long wavelength limit ζ˙ ' ζ ′/a ' 43c2T H ζ. In the last line,
the second term and its permutations are negligible at the leading order in slow roll, since
〈ζ4〉 ∼ 〈ζ2〉2 ∼ O(−1) while 〈ζ3〉 ∼ O(−3).
So, as long as we focus only on the leading contribution in slow roll, the first issue
mentioned above can be easily resolved: the 2-pt and 3-pt correlators of scalar perturbations
in UG are related to those of (2 times) ζ in SFSG. Not surprisingly, similar relations for
tensor perturbations hold if we apply the same logic.
As for the second issue. It can be shown in Chapter 2.4 (also in Ref. [10–12]) that
during the post inflationary era, when the matter content of the universe is in the form of
a perfect fluid, the scalar perturbation A is adiabatic in the long wavelength limit, i.e. it is
a constant at nonlinear level as long as it stays outside the horizon. However, unlike other
inflationary models where there exists a conserved scalar mode in the long wavelength limit
during inflation, the scalar perturbation A in our model evolves slowly outside the horizon,
in the sense that A ' A(1) = 2ζ ∝ (−τ) 43 c2T . Therefore, after the rapid transition from solid
phase to perfect fluid phase, rather than staying at its initial value, A(te), it approaches its
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eventual constant value. However the relative difference between the two is only of order :
the slow time-dependence of A during inflation means that right after reheating the initial
condition for the velocity is roughly A˙(te) ∼  ·HA(te). Since then, A˙ decreases like 1/a3,
thus making A(t) approach its asymptotic value in a few Hubble times, during which A(t)
moves by ∼ A(te). At the leading order in slow-roll, we can neglect this difference. Notice
that this effect cannot change the tilts that we have computed: all modes of interest are
outside the horizon during reheating and during the phase when A relaxes to its asymptotic
value. As a result, this small correction of order  to the value of A is the same for all modes,
i.e., independent of k. By applying the same logic, we can reach the same conclusion for the
transverse traceless tensor perturbation Dij , which is not conserved in the long wavelength
limit during inflation, but approaches an asymptotic value in the post-inflationary fluid
phase in a similar manner as its scalar counterpart.
In conclusion, at the order we are working, we can take the correlation functions for ζ and
γ that we have computed during inflation in SFSG, evaluate them right before reheating,
and obtain in this way good approximations to the corresponding correlation functions in
UG in the post-inflationary phase. In particular, even though our scalar perturbations are
not adiabatic during inflation, at reheating they get converted to adiabatic ones, with the
same asymptotic constant value of ζ (up to O() corrections) as they had at reheating.
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Chapter 5
Conclusions
The main goal of this thesis is to demonstrate the power of the effective field theory approach
beyond its traditional applications in particle physics. If we are only interested low energy
phenomena, this approach allows us to be ignorant or agnostic about short distance physics;
the only things we need to know are the effective low energy d.o.f.’s and symmetries, in
addition to some observations from experiments. The former usually involves guesswork,
while the latter fixes the undermined coefficients for us. We can apply this EFT approach
to mundane systems like fluids as well as to a gravitational system; furthermore this idea
guides us to construct inflation models of both theoretical and observational significance.
In chapter 2, we used this EFT approach to derive a low energy effective description of
ordinary fluids. The IR degrees of freedom are identified as the volume elements’ positions—
plus, if necessary, an extra scalar field standing for the U(1) phase needed to model a
conserved charge. Internal symmetries are imposed to ensure the homogeneity and isotropy
of the ground state of fluids. The effective Lagrangian is organized as a derivative expansion,
with the leading order corresponding to the non-dissipative sector of fluids, i.e. the perfect
fluids. From the perfect fluid Lagrangian, one can recover the thermodynamical relations,
with the understanding that these quantities like T, µ, ... are intrinsic to each fluid volume
element and are the consequence of some sort of ‘smearing’ process over the microscopic
degrees of freedom of fluids. We also argued that an ordinary fluid free of vortex modes is
classically equivalent to a zero-temperature superfluid.
To include the dissipative effects, we need to continue our construction of the fluid’s
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EFT up to first order in derivatives. The beauty of this EFT approach lies in the fact that
we can derive the linear dissipative effect without detailed knowledge of the dynamics of the
underlying microscopic d.o.f. ’s, which the IR modes can ‘lose’ energy to. More concretely,
purely from symmetry arguments and the principles of EFT, we were able to derive that the
coupling of hydrodynamical modes (i.e. the IR modes) to a generic thermalized sector that
“lives in fluid” yields dissipation, with attenuation rates scaling as k2. For fluids without
conserved charges, the living-in-the-fluid requirement is strong enough to determine—via
symmetry considerations—the precise structure of the interactions, thus allowing us to re-
derive Kubo relations.
Having a Lagrangian description for perfect fluids enables us to compute straightfor-
wardly the scattering amplitudes involving sound waves or vortex modes. From the 2 to
2 transverse scattering process, we found that the strong coupling scale associated with
vortex modes vanishes. This is an inevitable consequence of the volume preserving diffeo-
morphism symmetry of the fluid system, Eqn. (2.4), which sets to zero the transverse speed
of sound cT . This puzzling feature seems to imply that our EFT description suffers from
a strong coupling problem at arbitrarily low energy and is hence inconsistent at quantum
level. On the other hand, we argued that this may just comes from a wrong identification
of the vacuum state — the quantum fluctuations tend to restore the spontaneously broken
symmetries. For the moment, we do not have a definite answer for the above puzzle and
we will leave it to further work.
In the last section of Chapter 2, we focused on cosmological fluids. We have used the
effective Lagrangian to extend the definition of curvature perturbation ζ to nonlinear orders
and showed that it is conserved outside the horizon to all orders. Our way of constructing
ζ is novel and has its own merits: 1) our proof did not rely on the assumption that the
universe looks locally like an FRW patch (locally homogeneous and isotropic) on sufficiently
large scales; and 2) we did not neglect the vector and tensor perturbations. Nevertheless,
we showed that our definition of ζ agrees with that in Lyth et al. (2005) and Malik et
al. (2004) up to a global reshuffling of the spatial coordinates .
In Chapter 3, we concentrated on gravity theories. From the EFT viewpoint, GR is
unambiguously the low energy theory for a single massless spin-2 field. Any attempt to
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modify GR in the infrared involves adding new degrees of freedom. The scalar tensor
theory (with only one scalar field) is a natural starting point. In order to be considered as a
qualified modified gravity model, first these theories must be consistent (for instance there
should be no ghost excitations, and the propagating modes must travel at a subluminal
speed ). Meanwhile, they have to possess some screening mechanisms to shield the scalar
force from detection, so that predictions will be in agreement with local gravity tests.
In particular, under very general conditions, we proved, two theorems for chameleon
like theories, which limit their cosmological impact: i) the Compton wavelength of such a
scalar can be at most Mpc at present cosmic density, which restricts its impact to non-
linear scales; ii) the conformal factor relating Einstein- and Jordan-frame scale factors
is essentially constant over the last Hubble time, which precludes the possibility of self-
acceleration. These results imply that chameleon-like scalar fields have a negligible effect
on the linear-scale growth history; theories that invoke a chameleon-like scalar to explain
cosmic acceleration rely on a form of dark energy rather than a genuine modified gravity
effect.
We also checked the stability of classical solutions of Galileon theory. Due to the com-
plicated structure of the Galileon theory, it generally becomes extremely hard to prove the
stability of a particular solution to the e.o.m. . Instead, we introduced the concept of abso-
lute stability, inspired by its cousin theory — the DGP model —, to circumvent this. By
absolute stability of a theory we mean: if one can show that a field at a single point—like
infinity for instance—in spacetime is stable, then stability of the field over the rest of space-
time is guaranteed for any positive energy source configuration. We found that the DGP
parametrization (c4 = c5 = 0 ) is the only class of Galileon theories that is absolutely stable.
Our analysis indicates that the DGP model is an exceptional choice among the large class of
possible single field Galileon theories, and implies that if general solutions (non-spherically
symmetric) exist, they may be unstable.
In chapter 4, we followed an EFT construction similar to treat of the fluid system,
and reached an inflation model — solid inflation —with conceptually novel features that
make it stand out as a radical alternative to the standard inflationary scenario. Our model
differs drastically from more standard ones in its symmetry breaking pattern. In particular,
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time-translations are not broken: there are physical “clocks”—i.e., time-dependent gauge-
invariant observables,— but they inherit their time-evolution from the metric, not from
the matter fields. As a result, the systematics of the EFT for the associated Goldstone
excitations is completely different than the standard effective field theory of inflation. This
has far reaching implications, some of which are directly observable. For instance, our
model predicts (i) A nearly scale-invariant spectrum of adiabatic scalar perturbations, in
agreement with observations. (ii) A nearly scale-invariant spectrum of tensor modes, with a
slight blue tilt. (iii) The tensor-to-scalar ratio r ∼ c5L ranges from somewhat smaller than
in standard slow-roll inflation, for ultra-relativistic longitudinal phonons with c2L ' 1/3,
to tiny, if they are non-relativistic. and (iv) A scalar three-point function with a novel
shape—peaked in the squeezed limit, with non-trivial angular dependence on how the limit
is approached—and a potentially very large amplitude, as big as fNL ∼ 1 1c2L . It would be
interesting to run a dedicated numerical analysis of CMB data for our specific three-point
function template, given its small overlaps with the more standard templates that have
been considered so far.
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Appendix A
Linear couplings of a U(1)
Goldstone
Consider a pair of complex scalar fields charged under a U(1) global symmetry. For con-
sistency of notation with our fluid case, let us denote them as φ and χ. Then we have a
Lagrangian of the sort
L = Lφ[φ] + Lχ[χ, φ] , (A.1)
invariant under the U(1) transformation
φ→ eiαφ , χ→ eiqαχ (A.2)
(we are allowing for different charges for φ and χ.) Notice that for the moment we are
using a slightly different notation from the main text: we are including in Lχ both the
χ-sector’s dynamics, and its interactions with the φ sector. For instance, Lχ might contain
interactions of the form
Lχ ⊃ λ
(
φ2qχ∗ 2 + h.c.
)
. (A.3)
As in the case of spatial translations for our fluid, let us imagine now that this U(1)
symmetry is spontaneously broken by the vev of φ: 〈φ〉 = v. Then, as it is standard, we
can parameterize φ as
φ = (v + ρ)eipi, (A.4)
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with pi being the Goldstone boson associated with the symmetry breaking, and ρ the (gener-
ically) heavy radial excitation, which can be ignored at very low energies. For the sake of
argument, let us thus set ρ to zero from now on. Note that the symmetry is now realized
non-linearly on pi, i.e. pi → pi + α.
We can expand the action as
L = Lφ[v eipi] + Lχ[χ, v eipi] (A.5)
the same way we expanded φI = xI + piI for the fluid. However, in this parameterization
of the fields it is not obvious that pi is derivatively coupled, as guaranteed from standard




ei 2qpiχ∗ 2 + h.c.
)
, (A.6)
which does not involve derivatives of pi. This stems from a suboptimal choice of the field
variables, and is easily remedied via a non-linear redefinition of the χ field, which as usual
does not change the S-matrix:
χ = χ′eiqpi . (A.7)
Notice that the new χ′ field is invariant under the U(1) symmetry—the transformation of
χ is now carried solely by the eiqpi factor—and the action becomes:
L = Lφ[v eipi] + Lχ[χ′eiqpi, v eipi] (A.8)
Let’s focus on the Lχ part. By the U(1) symmetry—which now only acts on pi—this
action must be invariant under constant pi shifts, pi → pi + α. Then, interpreting the pi
in Lχ[χ′eiqpi, v eipi] as a weakly spacetime-dependent U(1) transformation parameter, from
No¨ther’s theorem we get
Lχ[χ′eiqpi, v eipi] = Lχ[χ′, v]− ∂µpi Jµχ + . . . , (A.9)
where Jµχ is the χ-sector’s contribution to the U(1) No¨ther current, and we omitted terms
with more pi’s or more derivatives. In other words, at linear order in pi and at lowest order
in the derivative expansion, the interaction between pi and the χ sector has to take the form
Lint ' −∂µpi Jµχ , (A.10)
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which is exactly the U(1) analog of our eq. (2.62). Notice that, at this order, it does not
matter whether we evaluate Jµχ at χ or χ′, since their difference is of first order in pi. Notice
also that we never really used that χ is scalar. Clearly our proof is completely general and
holds for any set of charged fields χ, of any spin.
As an alternative, quicker derivation of the same result, we can go back to eq. (A.5) and
use the following trick (a version of Stu¨ckelberg’s trick): We promote the global symmetry
to a gauge symmetry by introducing an auxiliary gauge field Aµ which transforms as Aµ →
Aµ − ∂µα(x), and replace standard derivatives by covariant ones. Expanding the action to
linear order in Aµ we have
L[φ, χ,Aµ] = L[φ, χ] + JµAµ +O(A2), (A.11)
where Jµ[φ, χ] is the conserved current (in the absence of Aµ) for the U(1) global charge.1
Since we promoted this symmetry to a gauge transformation we are guaranteed that pi
disappears from the action, because it can be absorbed into Aµ by choosing α = −pi. This
means that, to linear order in pi, we wind up with the coupling 2
Jµχ∂µpi, (A.12)
where Jµχ is the χ-dependent component of the full current at zeroth order in pi.3 Hence we
conclude that, at leading order in the perturbations, the Goldstone boson couples to the
pi-independent part of the current associated with the broken symmetry.
The introduction of Aµ is equivalent to working in the so called unitary gauge, where
the Goldstones are set to zero and their interactions are encoded in the gauge field. The
previous analysis suggests that one could perform similar manipulations in the case of our
fluid, where the Goldstone fields piI are associated with the breaking of spatial translations.
1Note we included all the gauge-field dependence explicitly (in the O(A2) terms), so that there is no Aµ
in Jµ, which would be necessary to make it a gauge invariant expression.
2Notice that Jµ in Eq. (A.11) does depend on pi, e.g. Jµ ⊃ f∂µpi, for some ‘decay constant’ f . However
this dependence, and the one stemming from L[φ, χ], is ultimately absorbed into Aµ including the O(A2)
piece. That is why only Jµχ enters in the coupling to linear order.
3The alert reader may have already recognized this is the way longitudinal gauge bosons couple to matter.
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Now, to go to the unitary gauge we must introduce the gauge field associated with spatial
translations, namely the metric perturbation hµI , and the broken generators are the T
µI
components of the stress energy tensor. Hence, the coupling must read: TµIχ hµI . To
introduce the pions we do as before, which in our case entails schematically
hµI = ∂(µαI) → ∂(µpiI). (A.13)
This viewpoint might prove useful in extending our results to non-linear order.
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Appendix B
Phase Space for Phonons
We are mostly interested in a two-particle final state, possibly with two independent prop-
agation speeds. The infinitesimal phase space is
dΠ2 = (2pi)










where E and ~P are the total energy and momentum. The integral in ~q2 eliminates the







δ(E − E1 − E2) , (B.2)
with the understanding that E2 be evaluated at ~q2 = ~P − ~q1. We have













q1 − P cos θ
q2
, (B.4)
where θ is the angle between ~q1 and ~P . On the other hand, the derivatives of the energies







1∣∣c1q2 + c2q1 − c2P cos θ∣∣ (B.5)






q1∣∣c1q2 + c2q1 − c2P cos θ∣∣ . (B.6)
In special circumstances there are further simplifications:
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(~P = 0) . (B.7)
ii) For decay processes at finite total ~P , but when one of the final particles is much slower







(c2  c1) . (B.8)
Of course the ratio q1/q2 depends non-trivially on the angle θ we are supposed to





(c2  c1, ~P 6= 0) . (B.9)







(c2  c1, ~P 6= 0) . (B.10)
Notice that this is regular at θ = 0, thus making our ‘barring an hierarchy . . . ’
approximation under control. That is, eq. (B.10) is the correct phase-space element
at lowest order in c2/c1.
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Appendix C
Expressions for Zµ ν in the Galileon
Theory







with the Z(i)’s given in their matrix form by
Z(2) = −δ
Z(3) = −2Tr[Π] δ + 2Π
Z(4) = −3(Tr[Π])2 δ + 3Tr[Π ·Π]δ + 6Tr[Π]Π− 6Π ·Π
Z(5) = −4(Tr[Π])3 δ + 12Tr[Π]Tr[Π ·Π]δ + 12(Tr[Π])2Π
− 8Tr[Π ·Π ·Π]δ − 24Tr[Π]Π ·Π− 12Tr[Π ·Π]Π + 24Π ·Π ·Π (C.1)
where δ denotes the 4 × 4 identity matrix, Π the matrix Πµ ν ≡ ∂µ∂νpi, and Tr and “·”
stand for the trace and matrix multiplication respectively.
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Appendix D
Further Details of the Galileon
Stability Analysis
We will simplify equation (3.100) using some algebraic tricks. In analyzing the conditions
for the Z1 = 0 region we begin with the second condition in (3.100)
Γ = 9α21 + 6− 18α1α3 − 3α23 + 8α1α33 ≥ 0 (D.1)
setting Γ = 0 and solving for α1






(2α23 − 3)3/2 ≡ α− (D.2)






(2α23 − 3)3/2 ≡ α+ (D.3)
Note, that since 2α23 − 3 > 0 both of these solutions are real. Thus, we can rewrite the
second condition as
Γ ≥ 0⇔ α1 ≤ α− or α1 ≥ α+ (D.4)
Now, let’s consider the third constraint in (3.100)(
(9α1 − 9α3 + 4α33)k1
√
c4 + (−3 + 3α1α3 + α23)
) ≥ √Γ|(3k1√c4 + α3)| (D.5)
⇔ ((9α1 − 9α3 + 4α33)k1√c4 + (−3 + 3α1α3 + α23)) ≥ 0 and (D.6)(
(9α1 − 9α3 + 4α33)k1
√
c4 + (−3 + 3α1α3 + α23)
)2 ≥ Γ(3k1√c4 + α3)2 (D.7)
Notice that when α1 ≤ α−, the prefactor to k1, (9α1− 9α3 + 4α33) ≤ −
√
2(2α23− 3)3/2 < 0.
Similarly, when α1 ≥ α+ the prefactor ≥ +
√
2(2α23 − 3)3/2 > 0. Thus, we can combine the
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inequalities (D.6) and (D.4) as
α1 ≤ α− and k1√c4 ≤ K(α1, α3) or α1 ≥ α+ and k1√c4 ≥ K(α1, α3) (D.8)
where
K(α1, α3) ≡ (−3 + 3α1α3 + α
2
3)





3(9α1 − 9α3 + 4α33)
(D.9)
Now, consider (D.7) which can be rewritten as
(3− 2α23)2
{
1− 2α1α3 + k1√c4(−6α1 + 2α3) + (k1√c4)2(4α23 − 6)
} ≥ 0 ⇔ (D.10)
1− 2α1α3 + k1√c4(−6α1 + 2α3) + (k1√c4)2(4α23 − 6) ≥ 0 ⇔ (D.11)
k1 ≤ 1√
c4




= k2(α1, α3) or k1 ≥ 1√
c4





In the last line, (3.94) was used. Let’s compare (D.12) with our previous results (D.8). There
are two regions we need to concern ourselves with: α1 ≤ α− and α1 ≥ α+. Amazingly, we
find the combined result is simply
α1 ≤ α− and k1√c4 ≤ √c4k2(α1, α3) or α1 ≥ α+ and k1√c4 ≥ √c4k3(α1, α3)
(D.13)
due to the observation that
√
c4k2(α1, α3) ≤ √c4k2(α−, α3) = K(α−, α3) ≤ K(α1, α3) for α1 ≤ α− (D.14)
√
c4k3(α1, α3) ≥ √c4k3(α+, α3) = K(α+, α3) ≥ K(α1, α3) for α1 ≥ α+ (D.15)
In order to have guaranteed stability we need the conditions contained in (D.13) and
the first condition of (3.100), the α5 dependent one, to yield the null set. Equivalently,
explicitly separating the two regions, we may write
• If α1 ≤ α−, for any k1√c4 ≤ √c4k2(α1, α3), k1√c4f(α1, α3, α5) < 0
• If α1 ≥ α+, for any k1√c4 ≥ √c4k3(α1, α3), k1√c4f(α1, α3, α5) < 0
Where we have defined f(α1, α3, α5) ≡ (9− 12α3α5)α1− 6α3 + 2α33 + 6α5. Let’s investigate
when these conditions are satisfied – when we are guaranteed classical stability.
Instability for α1 ≤ α−
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As we are interested in the region where α3 >
√
3/2 and α5 < 0, we see that (9 −
12α3α5) > 0 and thus
f(α1, α3, α5) ≤ f(α−, α3, α5) (D.16)









4α23 − 6 + 8α23 − 6)
}
(D.17)
< 0 for any α5 < 0 and α3 >
√
3/2 (D.18)
So, for α1 ∈ (−∞, α−], f(α1, α3, α5) < 0 and k2(α1, α3) < 0, from which we can see
that there always exists some k1
√
c4 such that k1
√
c4f(α1, α3, α5) is positive. Thus, for
α1 ∈ (−∞, α−], the condition (??) is not a null set and the corresponding parameter
choice is not a stable one.
Instability for α1 ≥ α+
Note that for this region k3(α1, α3) is a monotonically increasing function of α1










and that k3(α+, α3) < 0. There exists an α∗ such that k3(α∗, α3) = 0. In fact,
α∗ = 1/2α3.





c4 ≥ √c4k3(α1, α3), could be either positive or negative and
so be k1
√
c4f(α1, α3, α5), regardless of the sign of f(α1, α3, α5). Once again, the
condition (??) is not a null set and the region α1 ∈ [α+, α∗] is not stable.
If α1 ≥ α∗, then k3(α1, α3) ≥ k3(α∗, α3) = 0. Since





so it follows that for any k1
√
c4 ( ≥ √c4k3(α1, α3)), k1√c4f(α1, α3, α5) is positive. By
the same argument above, we see that α1 ≥ α∗ is not a stable region.
In summary, after a long and torturous process we see that the only stable region (i.e.
the choice of parameter making condition (3.100) a null set) is determined by Γ < 0, or in
other words













(2α23 − 3)3/2 = α+ (D.21)
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Appendix E
Unitary Gauge vs. Spatially Flat
Slicing Gauge for Solid Inflation
In performing calculations throughout this paper two gauge choices are particularly useful:
• Spatially Flat Slicing Gauge (SFSG) is defined by setting to zero the scalar and vector
perturbations in gij , i.e. by imposing
gij = a(t)
2 exp γij , (E.1)
where γij denotes the transverse traceless tensor mode, satisfying
γii = 0 , ∂iγij = 0 . (E.2)
Then the fluctuations in our φI scalars are unconstrained:
φI = xI + piI . (E.3)
The three piI(x) fields can be split into a transverse vector and longitudinal scalar as in
(??), according to their transformation properties under the residual rotation group.
This gauge choice is of particular convenience for computations of the two- and three-
point functions because in the demixing (with gravity) limit the pi Lagrangian will
contain all the scalar (or longitudinal) and vector (or transverse) degrees of freedom.
APPENDIX E. UNITARY GAUGE VS. SPATIALLY FLAT SLICING GAUGE FOR
SOLID INFLATION 136
• Unitary Gauge (UG) is defined by setting to zero the fluctuations in the φI fields and
in the “clock” field:
φI = xI , det(BIJ) = a(t)−6 . (E.4)
Then the spatial metric is unconstrained. And can be parameterized in general as
gij = a(t)
2 exp(Aδij + ∂i∂jχ+ ∂iCj + ∂jCi +Dij) , (E.5)
where ∂iCi = 0 and Dij is transverse-traceless.
From the above form of the metric it seems that in UG there are too many degrees of
freedom; there is an extra scalar in addition to the scalar, transverse vector, and transverse
traceless tensor that we expect. However, when the metric is expressed in terms of the
ADM parameters defined by (2.100) (2.101), the second condition in (E.4) can be rewritten
as
3A+∇2χ = log(1−N iNi/N2) . (E.6)
As N i and N can be expressed in terms of A, χ, Ci, and Dij by solving the constraint
equations given by (4.42), (4.43) we can see that (E.6) implies that the two scalar functions
A(x) and χ(x) are not independent in UG. Hence the dynamical d.o.f. in question can be
chosen to be A(x) (the scalar mode), Ci(x) (the transverse vector mode), and Dij (the
transverse traceless tensor mode). The number of which matches our physical intuition and
properly agrees with SFSG. UG is particularly useful in following our degrees of freedom
through the reheating surface.
As we find it convenient to calculate correlation functions in SFSG, and yet utilize UG to
most easily describe the surface of sudden reheating, we need to develop the transformation
rules to go from one gauge to the other. Let’s denote by {xµ} the coordinate system in
SFSG and by {x¯µ} that in UG. A gauge transformation relating SFSG to UG is given by
x¯µ = xµ + ξµ(x), where
ξ0(x) = − 1
3H
∂ipi
i(x) +O(pi2), ξI(x) = piI(x) +O(pi2) (E.7)





i +O(pi2) . (E.8)
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Appendix F
Full trilinear action in SFSG for
Solid Inflation
Expanding the Lagrangian to third order in fluctuations about the FRW background in

























































9(FXZ + FXY )a





−4 + 49(FXZ + FXY )a



















(−2FXXa−4 + 427(FY + FZ))} , (F.1)





1Since we are after the three-point function for scalar perturbations, we ignore the interaction between
the tensor mode γ and the pi fields.
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Now, as discussed in Section 4.3 one only needs to solve the constraint equations
δS/δN = 0 and δS/δN i = 0 to linear order in perturbations. We therefore don’t need
to worry about terms in N , N i that are quadratic in the fluctuations contributing to the
cubic Lagrangian. The solutions to these equations are given by (4.49), (4.50), and (4.51).
In particular, we are interested in two separate limits for computing the three-point
function. The first is the de-mixing regime where k  aH1/2. In this limit, to lowest order
in slow roll, we can effectively set δN and NL to zero. Furthermore, note that all terms
that are not of the form Π3 (like the final [Π]p˙i2 term) are explicitly suppressed by slow roll







3 − 19∂pi∂jpik∂kpij − 49∂pi∂jpik∂jpik + 23∂jpii∂jpik∂kpii
}
, (F.2)
where we neglected boundary terms. We have freely used the Friedmann equations (4.18),




[∂pi]3 − 3[∂pi][∂pi2] + 2[∂pi3]) (F.3)
(which is a total derivative because of the -tensor structure).
The second limit is in the strong mixing (with gravity) regime. This occurs when









' k piL , (F.4)
NL = p˙iL , (F.5)
N iT = p˙i
i
T , (F.6)
where we have estimated the time dependence of pi via the explicit classical solution to
the first order equation of motion given by (4.99a). When we insert the above expressions
into the full cubic Lagrangian we see that all the terms involving these auxiliary fields are
going to vanish, as the reccurring combination (p˙ii − N i) vanishes to lowest order in slow
roll and δN is explicitly of order (∂pi). So, surprisingly, we see that to lowest order in slow
roll we recover the same expression (F.2) for the cubic Lagrangian in the strong mixing
limit. This is a convenient fact, as it allows us to effectively use the same expression for the
cubic interactions during the whole inflationary phase in our calculation of the three-point
function in Section 4.5.
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Appendix G
Time Dependence of Background
Quantities in Solid Inflation
In order to solve the classical equations of motion for scalar and tensor perturbations, we
need know the explicit time dependence of quantities such a(τ), H(τ), (τ), . . . ; the goal of
this section is obtaining this time dependence. For the computations we are interested in,
it suffices to derive these temporal functions up to the first order in slow roll. To make the
notation lighter, we will mostly drop the τ argument: a(τ) → a, etc. Primes will denote
derivatives with respect to τ .
Recall the definition of the first slow roll parameter , (4.17), and rewrite it as










+ 1 . (G.1)




= −(1− c) τ +O(2) (G.2)
where the subscript “c” denotes evaluation at some reference conformal time τc, which
we find most convenient to choose to be the (conformal) time when the longest mode of
observational relevance today exists the horizon, i.e. |cL,ckminτc| ' |cL,cτcHtoday| = 1.
1The integration constant is chosen by demanding a(τ) a(τc), for τ/τc → 0.
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The reason (τ) is being treated as a constant in integration is that the higher order
terms in the Taylor series of (τ) = (τc) + 
′(τc)(τ − τc) + . . . are suppressed by powers of
slow roll, for instance ′(τc)τc ∼ O(2). Of course this also depends on the choice of reference
time; we don’t want the perturbative expansion in slow roll to be contaminated by large
values of τ/τc− 1. Since |τ(t)| is a decreasing function during inflation, and +∞ > −τ > 0,
we ought to choose early times (like τc) as the reference.
Using the definition of the Hubble parameter, we can extract the time dependence of




= −1 + c
τ

















Finally, the time dependence of , cL and cT can be revealed by invoking the definitions of
other slow roll parameters. For instance,
′

= aHη = −η
τ


















Notice that, because of the all-order relation between c2T and c
2
L of footnote 4, cT,c and uc
are not independent parameters—they can be expressed in terms of cL,c and of the slow-roll
parameters. The equations (G.3)–(G.6) are frequently used in solving the classical equations
of motion.
