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Summary
This thesis concerns the use of observations of gravitational waves as tools for astronomy
and fundamental physics. Gravitational waves are small ripples in spacetime produced by
rapidly accelerating masses; their existence has been predicted for almost 100 years, but
the first direct evidence of their existence came only very recently with the announcement
in February 2016 of the detection by the LIGO and VIRGO collaborations.
Part I of this thesis presents an introduction to gravitational wave astronomy, in-
cluding a detailed discussion of a wide range of gravitational wave sources, their signal
morphologies, and the experimental detectors used to observe them.
Part II of this thesis concerns a particular data analysis problem which often arises
when trying to infer the source properties from a gravitational wave observation. The
use of an inaccurate signal model can cause significant systematic errors in the inferred
source parameters. The work in this section concerns a proposed technique, called the
Gaussian process marginalised likelihood, for overcoming this problem.
Part III of this thesis concerns the possibility of testing if the gravitational field
around an astrophysical black hole conforms to the predictions of general relativity and
the cosmic censorship hypothesis. It is expected that the gravitational field should be
well described by the famous Kerr solution. Two approaches for testing this hypothesis
are considered; one using X-ray observations and one using gravitational waves. The
results from these two approaches are compared and contrasted.
Finally, the conclusions and a discussion of future prospects are presented in part IV
of this thesis.
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Part I
Introduction
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Chapter 1
Gravitation
Spacetime tells matter how to move;
matter tells spacetime how to curve.
John A. Wheeler
Of the four fundamental forces now known to modern physics, only two were known
prior to the quantum revolution of the 20th century. These two classical forces are
electromagnetism and gravitation. Despite the fact that we now appreciate it is predomi-
nantly the electromagnetic force that governs the behaviour of the familiar objects that
surround us, it was the gravitational force which was first formulated in a recognisably
modern way by Sir Isaac Newton in the 17th century.
Our current best theory of gravity is the theory of general relativity, developed
by Einstein in the early part of the 20th century. In this chapter a brief historical
introduction to general relativity will be presented, focussing on the prediction of the
existence of gravitational waves by Einstein (1916, 1918).
1.1 Newton’s gravity
In the early part of the 17th century Johannes Kepler published a number of observations
regarding the motions of the planets around the sun. Firstly, regarding the motion of
an individual planet (he originally considered Mars) he observed that the motion was
elliptical with the sun as one focus, and (expressed in modern terminology) that the
planet had a constant angular momentum (Kepler, 1609). He later published a series of
further observations regarding the relationships between the orbits of different planets;
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in particular he observed that the square of the period of a planet’s orbit is proportional
to the cube of the semi-major axis (Kepler, 1619).
Newton realised that an attractive radial force on a planet which scaled inversely with
the square of distance to the sun would explain Kepler’s earlier observations. Kepler’s
later observations gave a hint of the universal nature of gravity, but Newton went much
further in proposing his universal law of gravitation (Newton, 1687):
Any two bodies in the Universe attract each other with a force that is directly
proportional to the product of their masses and inversely proportional to the
square of the distance between them.
For two objects of masses m1 and m2 at positions ~x1 and ~x2 the force experienced by m2
due to m1 is given by
~F = − Gm1m2|~x2 − ~x1|3
(~x2 − ~x1) , (1.1)
where G = 6.67408(31)× 10−1 m3kg−11s−2 is experimentally determined, and is called
Newton’s gravitational constant1.
This law can be recast in modern notation as a “scalar field theory”. The gravitational
force on object m2 is proportional to the gradient of the scalar gravitational potential,
φ(~x), generated by all other masses; F2 = m2∇|~x=~x2φ. The gravitational potential
satisfies Poisson’s equation sourced by the mass density, ρ, with the boundary condition
that φ decays as 1/|~x|, or faster, as |~x| → ∞;
∇2φ(~x) = 4piGρ(~x) . (1.2)
Equation 1.1 is proportional to the gradient of the Green’s function for this field theory,
and therefore satisfies the required boundary conditions. The field Eq. 1.2 should be
interpreted as being valid throughout all of space separately at each moment in time.
The time evolution of the system is governed by a separate set of laws, Newton’s laws of
motion, involving all of the forces in the system as well as the gravitational force defined
above.
The analogous field equations for the other fundamental force known to classical
physics, electromagnetism, were formulated nearly two centuries later by Maxwell (1865).
These comprise a set of coupled partial differential equations for the electric, ~E, and
1http://physics.nist.gov/cuu/Constants/index.html
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magnetic, ~B, vector fields sourced by charge, ρe, and current, ~J , density distributions.
(a) ∇ · ~E(t, ~x) = ρe(t,~x)0 (c) ∇ · ~B(t, ~x) = 0 (1.3)
(b) ∇× ~E(t, ~x) = −∂ ~B(t,~x)∂t (d) ∇× ~B(t, ~x) = µ0
(
~J(t, ~x) + 0
∂ ~E(t, ~x)
∂t
)
The (defined) constants µ0 and 0 are the permeability and permittivity of free space
respectively. In a statics problem the curl of ~E vanishes and the electric field can be
written as the gradient of a scalar electric potential, ~E = ∇φe. This is analogous to
the gravitational potential, indeed Eq. 1.3(a) written in terms of φe bears a striking
resemblance to Eq. 1.2 for φ.
However, in contrast to gravity, the coupling of ~E to the time derivative of ~B (and
visa versa) allows time-dependent solutions to Eq. 1.3, even in the absence of time-varying
current and charge sources. In fact, two linearly independent plane wave solutions exist in
vacuum. These electromagnetic wave solutions propagate with phase and group velocities
equal to c = (µ00)−1/2, and the electric and magnetic fields are orthogonal and both
transverse to the direction of propagation.
Physicists were relatively slow to fully appreciate the symmetry hidden in Maxwell’s
equations. For example, the question of against which frame of reference the speed of
these waves should be measured led to various searches for the postulated ether ; this
was supposed to have defined a preferred inertial frame against which motion could be
absolutely determined. The most famous of these experimental searches was performed
by Michelson and Morley (1887), who used an interferometer to measure speed of light
in different directions in an effort to detect the motion of the Earth through the ether.
The experiment found no variation of the speed of light. Many physicists, including Fitz
Gerald (1889), Lorentz (1892), Larmor (1897) and Poincaré (1900), proposed partial
explanations for this null result based around ideas of length contraction and time dilation.
These ideas were broadly motivated by considerations of the transformation properties of
Maxwell’s equations between different inertial frames.
But it was Einstein (1905) who first postulated that all observers should measure the
same speed for light and that all the laws of physics should be the same in all inertial
frames. These ideas are expressed most clearly in the geometric picture of spacetime
proposed by Minkowski (1909); each event in 4-dimensional spacetime may be ascribed
coordinates xµ, which may conveniently be taken to be x = (t, ~x). The constancy of
the speed of light leads to the notion of an invariant interval between any two events;
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expressed in infinitesimal form in terms of the coordinates xµ this interval is given by
ds2 = ηµνdxνdxν ≡ −dt2 + dx2 + dy2 + dz2 , (1.4)
where the Minkowski metric, ηµν has been defined2. Einstein’s postulate that the laws of
physics should be the same expressed in all inertial frames is equivalent to demanding that
they be invariant under Lorentz transformations of the coordinates, xµ → x′µ = Λ(x),
which leave invariant the Minkowski line element in Eq. 1.4. Einstein called this the
theory of special relativity.
The field equation for Newtonian gravity in Eq. 1.2 is manifestly not Lorentz invariant.
Several attempts were made in the early 20th century to modify the field equation for
Newtonian gravity to make it compatible with special relativity. For example Nordström
(1912, 1913) proposed replacing the Laplacian on the left-hand side with the Lorentz
invariant d’Alembertian and the density on the right-hand side with the Lorentz invariant
rest mass density, ρ0,
∂µ∂
µφ(t, ~x) ≡ ∂2t φ(t, ~x)−∇2φ(t, ~x) ?= −4piGρ0 . (1.5)
Such simple theories run into a variety of problems; for example, the field equation in
Eq. 1.5 coupled with the simple Lorentz invariant 4-force law Fµ = ∂µφ implies that
the potential φ is constant along the worldline of every particle, which is clearly overly
restrictive. In addition Nordström’s theory was incompatible with the strong equivalence
principle. These difficulties caused Einstein to abandon attempts to construct a scalar
theory of gravity; it is now known that is possible to rectify these problems with scalar
theories of gravity, but Einstein’s intuition on this point ultimately proved to be correct.
The quest to construct a theory which was invariant under general coordinate trans-
formations (diffeomorphism invariance, as well as the more specific Lorentz invariance)
and compatible with the equivalence principle led Einstein to abandon the idea of gravity
as a force completely, and instead formulate gravity as an intrinsic property of spacetime.
Einstein called this theory of gravity the general theory of relativity. Although Newton’s
original concept of a gravitational force is abandoned in the new theory, it is interesting
that a field theory interpretation of gravity remains valid; albeit with a much more
complicated multicomponent field!
2Minkowski originally used an imaginary time coordinate so that the metric was that of 4-dimensional
Euclidien space, we adopt the equivalent modern convention of a mixed metric signature here.
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1.2 Einstein’s gravity
In general relativity the model for spacetime is a manifold,M, with a metric, g (signature
+2) defined on it. The manifold is 4-dimensional and may be covered by a collection
of coordinate charts xµ with associated coordinate bases eµ = ∂/∂xµ ≡ ∂µ. Matter,
including the electromagnetic field, is represented as various fields (e.g. tensor fields,
including scalar and vector fields) defined onM, which we denote collectively by ψ(x).
A manifold with a metric singles out a preferred (torsion-free) covariant derivative,
or connection3, with respect to which the metric is covariantly constant: ∇g = 0.
This is called the Levi-Civita connection, the components of the Levi-Civita connection
coefficients in a coordinate basis are given by
(∇XY )µ = Xνeν(Y µ) + ΓµνρY νXρ, (1.6)
where Γµνρ =
1
2g
µσ (∂ρgσν + ∂νgσρ − ∂σgνρ) . (1.7)
The dynamics of the matter fields is governed by an action Smatter =
∫
M d4V Lmatter,
where d4V is the volume element onM and Lmatter(ψ,∇ψ) is the matter Lagrangian.
Demanding that this be invariant under general diffeomorphisms gives rise to a conserved
current called the stress energy tensor, ∇µTµν = 0. The stress energy tensor is defined as
the following functional derivative,
Tµν =
−2√−det(g) δ
(
Lmatter
√−det(g))
δgµν
. (1.8)
Given a metric and the Levi-Civita connection, the Riemann curvature tensor may
be defined onM; for vector fields X, Y , and Z the Riemann tensor is defined as
R(X,Y )Z = ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z , (1.9)
where the commutator of two vector fields may be defined in terms of its components in
a coordinate chart [X,Y ]µ = Xν∂νY µ − Y ν∂νXµ. In a particular coordinate chart the
3A connection, or covariant derivative, ∇, on a manifoldM is a map from a pair of vector fields X,Y
to a vector field ∇XY which is linear in X, distributive in Y , and satisfies Leibniz’s rule for a scalar
field f ; ∇X(fY ) = f∇XY + Y∇Xf , where ∇Xf ≡ X(f). The covariant derivative can be extended to a
covector, u, by the Leibniz rule, (∇Xu)(Y ) ≡ ∇X(u(Y )) − u(∇XY ). The covariant derivative can be
further extended to a tensor of arbitrary rank by continuing to demand that the Leibniz property holds
in a similar way.
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components of the Riemann tensor are given by
Rµνρσ = ∂ρΓµνσ − ∂σΓµνρ + ΓτνσΓµτρ − ΓτνρΓµτσ . (1.10)
The components of the Riemann tensor satisfy the Bianchi identity,
∇τRµνρσ +∇ρRµνστ +∇σRµντρ = 0 . (1.11)
The Ricci curvature tensor and scalar may be defined in a coordinate basis as the
contractions Rµν = Rρµρν , and R = gµνRµν , of the Riemann tensor respectively. Finally
the Einstein tensor may also be defined in a coordinate basis as
Gµν = Rµν − 12Rgµν . (1.12)
The Einstein tensor is covariantly conserved, ∇µGµν = 0; this is a purely geometric
relation which follows from contracting the Bianchi identity satisfied by the Riemann
tensor.
The field equations of general relativity were first published by Einstein (1915a)4.
In general relativity the gravitational field is represented as the curvature of spacetime.
The Einstein field equations relate the local curvature of spacetime, characterised by the
Einstein tensor, to the stress energy tensor of the matter fields in the spacetime.
Gµν(x) =
8piG
c4
Tµν(ψ(x)) (1.13)
The conservation of energy and momentum (including that of the gravitational field),
∇µTµν = 0, can also be derived from these equations as a consequence of the contracted
Bianchi identities, ∇µGµν = 0. These equations govern the motion of the matter fields
on spacetime. In particular, the fact that a test particle with worldline xµ(τ), with stress
tensor Tµν(z) = ∂τzµ∂τzνδ4(z, x(τ)), follows a geodesic of the metric gµν can be derived
from the above equations. This state of affairs is perhaps best summarised by the famous
quote at the beginning of this chapter, “Spacetime tells matter how to move; matter tells
spacetime how to curve” by Wheeler (2000).
It is easy to verify that the flat Minkowski metric ηµν satisfies the vacuum field
equations. In c.1916 Einstein was faced with the formidable task of trying to solve the
field equations Eq. 1.13 in more general situations. It is no surprise that he quickly
4As our focus here is not cosmological we will neglect any cosmological constant term, Λgµν on the
left-hand side of these equations.
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considered the linearised theory about the background Minkowski solution. In this
analysis the metric is written in terms of a perturbation hµ, and terms O(h2) are
discarded;
ds2 = gµνdxµdxν = (ηµν + hµν)dxµdxν +O(h2) . (1.14)
To the relevant order in the metric perturbation indices may be raised and lowered using
the background Minkowski metric (so hµν may be thought of a tensor field defined on
the background spacetime), so the trace of the perturbation is given by h = ηµνhµν . It
will be convenient to define the trace-reversed metric perturbation
h¯µν = hµν − 12hηµν , (1.15)
in terms of which the Einstein equations in Eq. 1.13 become
− 12∂
ρ∂ρh¯µν +
1
2∂
ρ∂µh¯νρ +
1
2∂
ρ∂ν h¯µρ − 12∂
ρ∂σh¯ρσ =
8piG
c4
Tµν (1.16)
The ability to change coordinates, diffeomorphism invariance, means that there is a
considerable gauge freedom in the linearised Einstein equations. In particular we may
make the following infinitesimal coordinate transformation, xµ → x′µ = xµ + ξµ, where
ξµ is an arbitrary (small) smooth vector field. Under this transformation the metric
perturbation transforms as5
hµν → h′µν = hµν − ∂µξν − ∂νξµ , (1.17)
and the trace-reversed metric perturbation transforms as
h¯µν → h¯′µν = h¯µν − ∂µξν − ∂νξµ + ηµν∂ρξρ . (1.18)
This gauge freedom may be used to impose the harmonic (or Lorenz6) gauge condition
∂µh¯µν = 0; from Eq. 1.18 it can be seen that ∂µh¯′µν = ∂µh¯µν − ∂µ∂µξν which can be set
to zero and solved separately for each component ξν using a Green’s function. In this
gauge the linearised Einstein equations become
− 12∂
ρ∂ρh¯µν =
8piG
c4
Tµν (1.19)
5The transformation law for the metric perturbation may be obtained by considering hµν to be a tensor
field defined on the background spacetime; Eq. 1.17 is then just the usual law for the transformation
of the components of a tensor field. Alternatively, Eq. 1.17 may be obtained from the invariance of
the theory under a one parameter family of diffeomorphisms defined using the vector field ξµ. For a
discussion of these two viewpoints see Carroll (2004).
6Named for the resemblance to the eponymous gauge choice in electromagnetism.
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It should be noted that the Lorenz gauge condition does not completely specify the
gauge; there still exists the freedom to make additional transformations of the form
xµ → x′µ = xµ + ξµ, where ∂µ∂µξν = 0, as these preserve the Lorenz gauge condition.
1.3 Gravitational waves
The time independence of Newton’s gravity in Eq. 1.2 precludes the existence of time-
dependent fields, unless of course there is a time-dependent mass distribution somewhere
in space sourcing them. In contrast, Einstein’s equations permit time-dependent solutions
even in a complete, global vacuum; Tµν = 0 everwhere. In fact there is a much stronger
analogy between the Einstein equations and Maxwell’s equations than there is with
Newton’s theory of gravity. Like Maxwell’s equations, the linearised Einstein equations
admit two linearly independent, transverse plane wave solutions which propagate at the
speed of light; these gravitational waves were first studied by Einstein (1916, 1918)7
Using the linearised Einstein equations in the Lorenz gauge, Eq. 1.19, the form of
the metric perturbation can be further restricted by using the residual gauge freedom
discussed above. Firstly, we choose ξ0 such that h¯′ = 0; from Eq. 1.18 it can be seen
that h¯′ = h¯+ 2(∂0ξ0 − ∂iξi) which can be set to zero and integrated to find ξ0. In this
traceless gauge we have h¯µν = hµν , from now on we assume this gauge choice has been
made and drop the overbar from our notation. Secondly, we choose ξi such that h0i = 0;
from Eq. 1.18 it can be seen that h′0i = h0i − ∂0ξi − ∂iξ0 which can be set to zero and
integrated to find ξi while still preserving ∂µ∂µξν = 0. The Lorenz gauge condition
implies that ∂0h00 = 0, as we are interested in time-dependent solutions we choose to set
h00 = 0. In summary we now have in the transverse-traceless gauge,
h0µ = 0 , hii = 0 , and ∂jhij = 0 . (1.20)
From now on we will always assume that the metric perturbation is written in the
transverse-traceless gauge.
We now look for wavelike solutions of these equations hij = Hij exp(ikµxµ), for fixed
wavevector kµ, constant spatial tensor Hij , and it is understood that only the real part is
to be considered. The Einstein equations imply that kµ is null (i.e. gravitational waves
7Einstein later temporarily concluded that gravitational waves did not exist, and that their appearance
was purely a gauge effect. This work was initially rejected for publication and only later published
elsewhere with this claim corrected (Einstein and Rosen, 1937).
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Figure 1.1: A circular ring of test particles in the xy plane is distorted into an
ellipse by the passage of a linearly polarised, plane-fronted gravitational wave
travelling in the z direction. There are two such independent polarisations,
indicated here in the two diagrams above. The black and blue ellipses
indicate the ring of particles at two extreme points in the wave cycle
separated by a phase difference of pi.
travel at the speed of light), we take [kµ] = (ω, 0, 0, k) with ω/k = c. The most general
form of Hij that satisfies the transverse-traceless gauge conditions is a linear combination
of the two basis tensors, or polarisation states:
[
H+ij
]
=

+1 0 0
0 −1 0
0 0 0
 , [H×ij ] =

0 +1 0
+1 0 0
0 0 0
 . (1.21)
A general linearly-polarised gravitational wave is any real combination of these two polar-
isation states; a complex combination forms an elliptically polarised plane gravitational
wave. The effect of two linearly polarised gravitational waves on a ring of test particles is
sketched in Fig. 1.1.
The generation of gravitational waves provides a further analogy with electromag-
netism; whilst electromagnetic waves are generated by accelerating charges, gravitational
waves are generated by accelerating masses. To see this more clearly, the linearised
versions of Einstein’s equations, Eq. 1.16, in the presence of matter can be solved using
Green’s function to write the metric perturbation as an integral over the source;
hµν =
4G
c4
∫
d3~x′ Tµν(t− |~x− ~x
′| /c, ~x′)
|~x− ~x′| . (1.22)
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In the case of a compact supported source of size ∼ R, moving at speed v ∼ ωR  c
evaluating Eq. 1.22 in the far-zone, |~x|  c/ω, gives the quadrupole formula,
h¯ij(t, ~x) =
2G
c4|~x| I¨ij(t− r/c) , (1.23)
where the trace-free quadrupole moment tensor has been defined as
Iij =
∫
d3x T
00
c2
(xixj − 13δ
ijxkxk) . (1.24)
The quadrupole formula was first obtained by Einstein (1916).
There has been an ongoing effort to detect gravitational waves almost ever since
Einstein first predicted their existence. Part of the motivation for this search is the desire
to confirm or refute one of the key predictions of general relativity. To some extent this
desire was satisfied by the discovery of a binary pulsar by Hulse and Taylor (1974) which
was losing energy in precisely the manner that would be expected if it was radiating
gravitational waves according to the quadrupole formula in Eq. 1.23. This constituted the
first indirect detection of gravitational waves and was awarded the Nobel Prize in Physics
(1993). However, efforts to directly detect gravitational waves continued. The main
motivation for this effort was the opportunity to use gravitational wave observations as a
new tool for astronomy. As will be discussed in the remainder of this thesis, gravitational
wave observations offer an exciting new way to study compact objects and black holes as
well as testing Einstein’s theory of general relativity in strong and dynamical gravitational
fields.
Chapter 2
Gravitational Wave Detectors
After predicting the existence of gravitational waves, Einstein (1916) concluded that they
would be too weak to be directly detected and that the energy radiated via gravitational
waves would have a “practically vanishing value”. It is not hard to understand how he
came to this point of view; applying Eq. 1.23 to the sun Jupiter system gives a maximum
strain at the inner edge of the wave zone of O(10−27)1. Measuring such strains seemed
impossible.
However, gravitational waves have now been detected, so why was Einstein wrong
on this point? Partly, the answer lies in the impressive technological progress of the
past century. But more importantly, a succession of astronomical observations have
revealed systems that can radiate gravitational waves far more efficiently than anything
Einstein would have been able to imagine in 1916. In the 30s the work of Baade and
Zwicky (1934a,b) lead to the prediction that a highly compact neutron star could form
in the supernova explosion at the end point of stellar evolution. More gradually it was
realised that black holes could also form in a similar process. In the 70s the discovery
of the Hulse-Taylor binary pulsar (Hulse, 1994) proved that neutron stars could form
binaries which were losing energy via gradational waves at a rate sufficient to cause
merger within a Hubble time. When it gets close to merger the Hulse-Taylor pulsar will
radiate gravitational waves with an amplitude (measured at the inner edge of the wave
zone) 22 orders of magnitude greater than the sun-Jupiter system!
1Einstein formulated his argument about the undetectability of gravitational radiation in terms of
the energy radiated. Here the point is illustrated using the strain amplitude as this is the quantity that
majority of modern gravitational wave detectors discussed below measure.
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Efforts to directly detect gravitational waves began in the 60s with resonant bar
detectors; this work was pioneered by Weber (1960). Some detection claims were
even published which are now nearly universally believed to be false. However, these
claims served to spur on the development of the more sensitive interferometric detectors
during the 70s. This development has lead the groundbreaking sensitivity of the current
generation of ground based detectors (including Advanced LIGO (The LIGO Scientific
Collaboration and The Virgo Collaboration, 2016b)) and the first detection of gravitational
waves (The LIGO Scientific Collaboration and the Virgo Collaboration, 2016c). This
amazing detection also constitutes the first proof that binary black holes can form and
merge within a Hubble time.
In this chapter we will summarise some signal analysis preliminaries. These results
will be useful to quantify the sensitivity of different detectors. This chapter also includes
some significant new results from the following papers: Moore (2015); Moore, Cole and
Berry (2015); Moore, Taylor and Gair (2015). We will then briefly discuss a range of
possible methods of detecting gravitational waves; from the early efforts of the resonant
bar detectors, through modern interferometers, to pulsar timing arrays and future space-
based detectors. The work in the current chapter, as well as Chapters 3 and 4, is partly
based on the following published papers, Moore, Cole and Berry (2015), Moore, Taylor
and Gair (2015), and Moore (2015).
2.1 Signal analysis preliminaries
As discussed in Sec. 1.3, a plane gravitational wave has two independent polarisation
states denoted + and ×; a general signal can be described as a linear combination of
the two, hµν = A+h+µν +A×h×µν . The sensitivity of a detector to these depends upon the
relative orientations of the source and detector. The output of any gravitational wave
detector(s) s(t) contains a superposition of noise n(t) and (possibly) a signal h(t),
s(t) = n(t) + h(t) . (2.1)
The scalar signal h(t) is formed from a geometric projection of the metric perturbation
onto the detector, and a convolution with a frequency dependent term which accounts
for the different response (both amplitude and phase) of the instrument at different
frequencies
h(t) = ((Pµνhµν) ∗R) (t). (2.2)
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Different types of detector will have very different noise properties, they will also have
different geometric, P , and frequency, R, responses; some explicit examples of these will
be derived and discussed below for interferometers, pulsar timing arrays (PTAs) and
resonant bar detectors.
We shall frequently have recourse to work with the Fourier transform of the signal;
we use the conventions that
x˜(f) = F {x(t)} (f) =
∫ ∞
−∞
dt x(t) exp(−2piift) , (2.3)
x(t) = F−1 {x˜(f)} (t) =
∫ ∞
−∞
df x˜(f) exp(2piift) . (2.4)
For simplicity, it is assumed that the noise in the gravitational wave detector is
stationary and Gaussian (with zero mean); under these assumptions the noise is fully
characterised via the one-sided noise PSD, Sn(f),〈
n˜(f)n˜∗(f ′)
〉
= 12δ(f − f
′)Sn(f) , (2.5)
where angle brackets 〈. . .〉 denote an ensemble average over many noise realisations
(Cutler and Flanagan, 1994a). In reality, we have only a single realisation to work with,
but the ensemble average can be replaced by a time average for stationary stochastic
noise. The procedure is to measure the noise over a sufficiently long duration T and
then compute the Fourier transform n˜(f) with a frequency resolution ∆f = T−1; this
is repeated many times to give an average. The noise PSD Sn(f) has units of inverse
frequency.
Since the gravitational wave signal and detector output are both real, it follows that
h˜(−f) = h˜∗(f) and n˜(−f) = n˜∗(f); therefore, Sn(f) = Sn(−f). The fact that Sn(f) is
an even function means that Fourier integrals over all frequencies can instead be written
as integrals over positive frequencies only, e.g., Eq. 2.10 and Eq. 2.15; it is for this reason
that Sn(f) is called the one-sided PSD.2
When integrated over all positive frequencies, the PSD gives the mean square noise
amplitude. Starting by taking the time average of the square of the detector noise:
|n(t)|2 = limT→∞ 12T
∫ T
−T
dt n(t)n∗(t) (2.6)
= limT→∞ 12T
∫ T
−T
dt
∫ ∞
−∞
df
∫ ∞
−∞
df ′ n˜(f)n˜∗(f ′) exp (2piift) exp
(−2piif ′t)
2An alternative convention is to use the two-sided PSD S(2)n (f) = Sn(f)/2.
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= limT→∞ 12T
∫ T
−T
dt
∫ ∞
−∞
df
∫ ∞
−∞
df ′ F {n(τ)} (f) [F {n(τ)} (f ′)]∗
× exp (2piift) exp (−2piif ′t) , (2.7)
where we have substituted in using the definitions of the Fourier transform and its
inverse. A property of Fourier transforms is that a time-domain translation by amount
t is equivalent to a frequency-domain phase change 2pift; if F {n(τ)} (f) = n˜(f), then
F {n(τ − t)} (f) = n˜(f) exp(2piift). Therefore, the exponential factors in Eq. 2.7 may be
absorbed as
|n(t)|2 = lim
T→∞
1
2T
∫ T
−T
dt
∫∫ ∞
−∞
dfdf ′ F {n(τ − t)} (f) [F {n(τ − t)} (f ′)]∗ .(2.8)
Since the noise is a randomly varying signal, we can use the ergodic principle to equate a
time average, denoted by (. . .), with an ensemble average, denoted by 〈. . .〉. The noise
is stationary, consequently, its expectation value is unchanged by the time-translation
performed above. Therefore, using Eq. 2.5, the mean square noise amplitude is given by
|n(t)|2 =
∫ ∞
−∞
df
∫ ∞
−∞
df ′
〈
n˜(f)n˜∗(f ′)
〉
(2.9)
=
∫ ∞
−∞
df
∫ ∞
−∞
df ′ 12Sn(f)δ(f − f
′)
=
∫ ∞
0
df Sn(f) . (2.10)
Given a detector output, the challenge is to extract the signal. There is a well known
solution to this problem that involves constructing a Wiener optimal filter (Wiener,
1949b). Let K(t) be a real filter function with Fourier transform K˜(f). Convolving this
with the detector output gives a contribution from the signal and a contribution from
the noise,
(s ∗K) (τ) =
∫ ∞
−∞
dt [h(t) + n(t)]K(t− τ) ≈ S +N . (2.11)
The quantity S, which includes contributions from both the signal and the noise, is defined
as the expectation of the convolution in Eq. 2.11 when a signal is present, maximised by
varying the offset to achieve the best overlap with the data. Since the expectation of
pure noise is zero it follows that
S =
∫ ∞
−∞
dt h(t)K(t) =
∫ ∞
−∞
dt h(t)K∗(t) =
∫ ∞
−∞
df h˜(f)K˜∗(f) . (2.12)
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The squared contribution from noise N 2 is defined as the mean square of the convolution
in Eq. 2.11 when no signal is present,
N 2 =
∫ ∞
−∞
dt
∫ ∞
−∞
dt′ K(t)K(t′)
〈
n(t)n(t′)
〉
=
∫ ∞
−∞
dt
∫ ∞
−∞
dt′ K(t)K∗(t′)
∫ ∞
−∞
df
∫ ∞
−∞
df ′
〈
n˜(f)n˜∗(f ′)
〉
exp
[
2pii(ft− f ′t′)]
=
∫ ∞
−∞
df 12Sn(f)K˜(f)K˜
∗(f) , (2.13)
using the definition of Sn(f) from Eq. 2.5. Hence the signal-to-noise ratio (SNR) % is
given by
%2 = S
2
N 2 =
(
1
2Sn(f)K˜(f)
∣∣∣h˜(f))2(
1
2Sn(f)K˜(f)
∣∣∣12Sn(f)K˜(f)) , (2.14)
where we have introduced the inner product between signal A˜ and B˜ as (Finn, 1992)
(
A˜(f)
∣∣∣B˜(f)) = 4<{∫ ∞
0
df A˜
∗(f)B˜(f)
Sn(f)
}
. (2.15)
The optimum filter is that function K˜(f) which maximises the SNR in Eq. 2.14. From
the Cauchy–Schwarz inequality, it follows that the optimum filter is
K˜(f) = h˜(f)
Sn(f)
. (2.16)
This is the Wiener filter, which may be multiplied by an arbitrary constant since this
does not change the SNR. Using this form for K˜(f), the expectation of the squared SNR
is
%2 =
∫ ∞
0
df 4|h˜(f)|
2
Sn(f)
=
(
h˜(f)
∣∣∣h˜(f)) . (2.17)
In order to construct the Wiener filter, it is necessary to know a priori the form of the
signal, h˜(f), for this reason the Wiener filter is sometimes called the matched filter.
Whilst the magnitude of the Fourier transform of the signal |h˜(f)| provides a simple
quantification of the gravitational wave amplitude as a function of frequency, it has one
main deficiency. For an inspiralling source, the instantaneous amplitude can be orders
of magnitude below the noise level in a detector; however, as the signal continues over
many orbits, the SNR can be integrated up to a detectable level. It is useful to have a
quantification of the amplitude that accounts for this effect; we shall now describe how
this can be achieved.
18 CHAPTER 2. GRAVITATIONAL WAVE DETECTORS
2.1.1 Characteristic strain
The characteristic strain hc is designed to include the effect of integrating an inspiralling
signal. Its counterpart for describing noise is the noise amplitude hn. These are defined
as
[hc(f)]2 = 4f2
∣∣∣h˜(f)∣∣∣2 , (2.18)
[hn(f)]2 = fSn(f) , (2.19)
such that the SNR in Eq. 2.17 may be written
%2 =
∫ ∞
−∞
d (log f)
[
hc(f)
hn(f)
]2
. (2.20)
The strain amplitudes hc(f) and hn(f) are dimensionless. Using this convention, when
plotting on a log–log scale, the area between the source and detector curves is related to
the SNR via Eq. 2.20. This convention allows the reader to integrate by eye to assess the
detectability of a given source (see Fig. 4.1).
An additional advantage of this convention is that the values on the strain axis
for the detector curve hn(f) have a simple physical interpretation: they correspond to
the root-mean-square noise in a bandwidth f . One downside to plotting characteristic
strain is that the values on the strain axis hc(f) do not directly relate to the amplitude
of the waves from the source. Another disadvantage is that applying Eq. 2.18 to a
monochromatic source gives a formally undefined answer. The correct identification of
characteristic strain for a monochromatic source is the amplitude of the wave times the
square root of the number of periods observed (see Sec. 2.2.1).
2.1.2 Power spectral density
A second commonly used quantity for sensitivity curves is the square root of the PSD or
the amplitude spectral density (see Fig. 4.2). When discussing a detector, rearranging
Eq. 2.19 gives √
Sn(f) = hn(f)f−1/2 ; (2.21)
by analogy, we can define an equivalent for source amplitudes√
Sh(f) = hc(f)f−1/2 = 2f1/2
∣∣∣h˜(f)∣∣∣ , (2.22)
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where we have used Eq. 2.18. Both
√
Sn(f) and
√
Sh(f) have units of Hz−1/2. The root
PSD is the most frequently plotted quantity in the literature.
The PSD, as defined by Eq. 2.5, has the nice property, demonstrated in Eq. 2.10, that
integrated over all positive frequencies it gives the mean square amplitude of the noise in
the detector. However, in one important regard it is less appealing than characteristic
strain: the height of the source above the detector curve is no longer directly related to
the SNR.
2.1.3 Energy density
A third way of describing the amplitude of a gravitational wave is through the energy
carried by the radiation. This has the advantage of having a clear physical significance.
The energy density is most commonly used in sensitivity curves showing stochastic
backgrounds of gravitational waves (see Sec. 2.2.2).
The energy in gravitational waves is described by the Isaacson stress–energy tensor
(Misner et al., 1973, section 35.15)
Tµν =
c4
32piG
〈
∂µh¯αβ∂ν h¯
αβ
〉
, (2.23)
where the angle brackets denote averaging over several wavelengths or periods, and h¯αβ
is the transverse-traceless metric perturbation. The energy density ρc2 is given by the
T00 component of this tensor. Consequently (cf. Berry and Gair, 2013),
ρc2 = c
2
16piGf0
∫ ∞
−∞
df (2pif)2 h˜(f)h˜∗(f) (2.24)
=
∫ ∞
0
df pic
2
4G ff0Sh(f) , (2.25)
where Eq. 2.22 has been used, and f0 is a constant determined by the size of the region
averaged over in Eq. 2.23. There is no natural way to fix f0, different choices are
more convenient for different types of source (e.g. monochromatic waves vs stochastic
backgrounds). Here we choose to let f0 = f , then the integrand in Eq. 2.25 is taken as
the definition of the spectral energy density, (Hellings and Downs, 1983)
SE(f) =
pic2
4G f
2Sh(f) ; (2.26)
this is a reasonable (but not unique) definition for the energy per unit volume of space,
per unit frequency for a generic burst-like signal. A corresponding expression for the
noise can be formulated by replacing Sh(f) with Sn(f).
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Cosmological studies often work in terms of the dimensionless quantity ΩGW, the
energy density per logarithmic frequency interval, normalised to the critical density of
the Universe ρc,
ΩGW(f) =
fSE(f)
ρcc2
. (2.27)
The critical density is
ρc =
3H20
8piG , (2.28)
where H0 is the Hubble constant, commonly parametrized as
H0 = h100 × 100 km s−1 Mpc−1. (2.29)
The reduced Hubble parameter h100 has nothing to do with strain. The most common
quantity related to energy density to be plotted on sensitivity curves is ΩGWh2100, see
Fig. 4.3, as this removes sensitivity to the (historically uncertain) measured value of the
Hubble constant.
This quantity has one aesthetic advantage over the others: it automatically accounts
for there being less energy in low frequency waves of the same amplitude. However,
unlike characteristic strain, the area between the source and detector curves is no longer
simply related to the SNR.
2.1.4 Relating the descriptions
The dimensionless energy density in GWs ΩGW, spectral energy density SE, one-sided
PSD Sh, characteristic strain hc and frequency-domain strain h˜(f) are related via
H20ΩGW(f) =
8piG
3c2 fSE(f) =
2pi2
3 f
3Sh(f) =
2pi2
3 f
2 [hc(f)]2 =
8pi2
3 f
4
∣∣∣h˜(f)∣∣∣2 , (2.30)
using Eq. 2.18, Eq. 2.22, Eq. 2.26, Eq. 9.20 and Eq. 2.28. Corresponding expressions
for the noise are obtained by substituting Sn(f) for Sh(f), hn(f) for hc(f) and n˜(f) for
h˜(f).
2.2 Types of source
Gravitational wave signals can be broadly split into three categories: those from well-
modelled sources, for which we have a description of the expected waveform; stochastic
backgrounds, for which we can describe the statistical behaviour; and unmodelled (or
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poorly-modelled) transient sources. The classic example of a well-modelled source is the
inspiral of two compact objects, this is discussed in Sec. 2.2.1. Stochastic backgrounds can
either be formed from many overlapping sources, which could be modelled individually, or
from some intrinsically random process, these are discussed in Sec. 2.2.2. An example of
an unmodelled (or poorly-modelled) transient source is a supernova; searches for signals
of this type are often called burst searches and are discussed in Sec. 2.2.3.
2.2.1 Inspirals
Inspiralling binaries may be the most important gravitational wave source. They spend
a variable amount of time in each frequency band. If φ is the orbital phase, then the
number of cycles generated at frequency f can be estimated as
Ncycles =
f
2pi
dφ
df =
f2
f˙
, (2.31)
where an overdot represents the time derivative and φ˙ = 2pif . The squared SNR scales
with Ncycles, so it would be expected that hc(f) ≈
√
Ncycles|h˜(f)|.
The form for hc can be derived from the Fourier transform in the stationary-phase
approximation. Consider a source signal with approximately constant (root-mean-square)
amplitude h0 and central frequency f ′. In this case,
h(t) =
√
2h0 cos [φ(t)] , (2.32)
h˜(f) = h0√
2
∫ ∞
−∞
dt exp
{
2pii
[
φ(t)
2pit − f
]
t
}
+ exp
{
−2pii
[
φ(t)
2pit + f
]
t
}
. (2.33)
Without loss of generality, we can assume an initial phase of zero, such that φ(0) = 0. The
largest contribution to the integral comes from where the argument of the exponentials
is approximately zero. For the first term, this occurs when f = f ′, then the term in
brackets is [
φ(t)
2pit − f
]
f = f ′
= f ′ + f˙ ′t+O
(
t2
)
− f ′ = f˙ ′t+O
(
t2
)
. (2.34)
The higher-order terms cause the expoential to oscillate rapidly, such that these terms
integrate to zero and may be neglected. Performing a similar expansion about f = −f ′
for the second term in Eq. 2.33, and then evaluating the Gaussian integrals gives
h˜(f) ' h0√
2
∫ ∞
−∞
dt exp
(
2piif˙ ′t2
)
+ exp
(
−2piif˙ ′t2
)
' h0√
2f˙ ′
. (2.35)
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From Eq. 2.18 and Eq. 2.35, the characteristic strain for inspiralling sources is given by
Finn and Thorne (2000)
hc(f) =
√
2f2
f˙
h0 . (2.36)
Equation 2.18 should be considered as the definition of characteristic strain and Eq. 2.36
a consequence of it for inspirals. Equation 2.36 is the relation between hc(f) and the
instantaneous root-mean-square amplitude h0 for an inspiralling source; for other types
of source a new relation satisfying Eq. 2.20 has to be found.
2.2.2 Stochastic backgrounds
Another important source of gravitational waves is that of stochastic backgrounds, which
can be produced from a large population of unresolvable sources. These can be at
cosmological distances, where it is necessary to distinguish the frequency in the source
rest frame fr from the measured frequency f ; the two are related through the redshift z
via fr = (1 + z)f . The comoving number density of sources ν producing the background
is also a function of redshift; if the sources producing the background are all in the local
Universe, then simply set ν(z) = ν0δ(z) and replace dL(z) with d in all that follows,
where dL(z) and d are respectively the luminosity and comoving distances to the source,
dL(z) = (1 + z)d.
We shall assume that the individual sources are binaries, in which case the number
density of sources is also a function of the component masses. It is convenient to work in
terms of the chirp mass, defined as M = µ3/5M2/5, where µ is the reduced mass and
M is the total mass of the binary. The comoving number density of sources shall be
represented by ν(z,M).
Equation 2.30 gives an expression for the energy density in gravitational waves per
logarithmic frequency interval,
fSE(f) =
pic2
4G f
2 [hc(f)]2 . (2.37)
Note that for consistency, we will continue to use the definitions of energy density
in gravitational waves given in Sec. 2.1.3, although alternative conventions may be
more convenient when discussing stochastic signals alone. The total energy emitted
in the logarithmic frequency interval d (log fr) by a single binary in the population is
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[dEGW/d(log fr)] d(log fr); the energy density may be written as
fSE(f) =
∫ ∞
0
dz dνdz
1
(1 + z)
1
[dL(z)]2
dEGW
d (log fr)
, (2.38)
where the factor of (1 + z)−1 accounts for the redshifting of the energy.
For simplicity, consider the background to comprise of binaries in circular orbits, with
frequencies fGW = fr/2, which are far from their last stable orbit. The energy radiated
may then be calculated using the quadrupole approximation (Peters and Mathews, 1963).
The energy in gravitational waves from a single binary per logarithmic frequency interval
is
dEGW
d (log fr)
= G
2/3pi2/3
3 M
5/3f2/3r (2.39)
between minimum and maximum frequencies set by the initial and final radii of the
binary orbit respectively. Here, we assume that the maximum and minimum frequencies
are outside of the range of our detector and hence can be neglected. Using Eq. 2.37,
Eq. 2.38 and Eq. 2.39, an expression for characteristic strain can now be found (Sesana
et al., 2008)
[hc(f)]2 =
4G5/3
3pi1/3c2
f−4/3
∫ ∞
0
dz
∫ ∞
0
dM d
2ν
dz dM
1
[dL(z)]2
(
M5
1 + z
)1/3
. (2.40)
From (2.40) it can be seen that the characteristic strain due to a stochastic background
of binaries is a power law in frequency with spectral index α = −2/3. The amplitude of
the background depends on the population statistics of the binaries under consideration
via ν(z,M). The power law is often parametrised as
hc(f) = A
(
f
f0
)α
, (2.41)
and constraints are then placed on A. In practice, this power law also has upper and
lower frequency cut-offs related to the population of source objects.
A stochastic background from other sources, such as cosmic strings or relic gravita-
tional waves from the early Universe, can also be written in the same form as Eq. 2.41,
but with different spectral indices: α = −7/6 for cosmic strings or α in the range −1 to
−0.8 for relic gravitational waves (Jenet et al., 2006).
An alternative method for graphically representing the sensitivity of a detector to
stochastic backgrounds, called the power-law-integrated sensitivity curve, was suggested
by Thrane and Romano (2013). This method accounts for the there being power across all
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frequencies in the sensitivity band by integrating the noise-weighted signal over frequency.
As our aim here is to present stochastic backgrounds alongside other types of sources for
comparison, we will not use this approach.
2.2.3 Burst sources
Some sources of gravitational waves can produce signals with large amplitudes, greater
than the detector noise. The typical duration of such a signal is short, of the order of a
few wave periods, and so there is not time to accumulate SNR in each frequency band
as for inspirals. As a consequence, waveform models are not required for detection; we
simply rely on identifying the excess power produced by these burst sources. Typically,
we may be looking for signals from core-collapse supernovae (Ott, 2009), the late stages
of merging compact binaries (Abadie et al., 2012b), cosmic strings (Aasi et al., 2014a), or
more generally, signals from any unexpected or poorly modelled sources.
Burst searches are often carried out using time–frequency techniques. The data
stream from a detector is temporally split into segments, the length of which can be tuned
to give greater sensitivity to particular sources. Each segment is then transformed into
the frequency domain, whitened and normalised to the noise spectrum of the detector
to produce a time–frequency plot. Potential gravitational wave signals are identified by
searching for clusters of pixels that contain an excess of power (e.g., Abadie et al., 2012a).
The presence of excess power across a number of pixels eliminates modelled noise
sources, but such a cluster may also be caused by atypical noise within a detector. We
can improve our confidence of a gravitational wave signal by making use of information
obtained from other detectors. Signals across a network of detectors should have compat-
ible arrival times (given the sky direction) as well as consistent amplitudes, frequencies
and shapes of the waveform. Different pipelines are currently in use that analyse the
signal consistency in different ways: both coincidence searches (Chatterji et al., 2004)
and fully coherent methods (Klimenko et al., 2008b) are used.
An important aspect of burst search algorithms is to accurately estimate the noise
properties within each time segment. To this extent, null data streams can be constructed
that are insensitive to real gravitational wave signals. In order to estimate the false alarm
rate, the data from different detectors can be shifted in time to remove any genuine
coincident signals (Cannon, 2008). These time-shifts are then analysed to simulate
the potential occurence of coincident noise events. The algorithms are tuned using
2.3. RESONANT DETECTORS 25
time-shifted data to ensure there is no bias in the final search.
As discussed in Sec. 2.2.1, the expected relation between hc(f) and a typical waveform
h˜(f) is
hc(f) =
√
Ncycles
∣∣∣h˜(f)∣∣∣ , (2.42)
where Ncycles is the number of cycles of radiation generated by the source, which is of
order unity for bursts.
An alternative characterisation of the signal amplitude commonly used for burst
sources is the root-sum-square of the waveform polarisations:
h2rss =
∫
dt |h+(t)|2 + |h×(t)|2 . (2.43)
For a linearly polarised wave, with h˜(f) constant across the bandwidth ∆f , this is
approximately related to the characteristic strain via
hrss '
∣∣∣h˜(f)∣∣∣√∆f , (2.44)
where we have neglected the detector response functions (see Sec. 2.4), which are of order
unity. In this work, we favour a constant hc(f) rather than hrss for consistency with the
other types of source where the bandwidth is detector specific.
2.3 Resonant detectors
Generally speaking gravitational waves interact only very weakly with matter; nevertheless
interactions do occur at some level, and energy may be absorbed in this process. A
resonant detector seeks to detect gravitational waves by measuring the vibrations excited
in a material object due to the passage of a gravitational wave.
The field of experimental gravitational wave physics began in the 60s with the
construction of the first cylindrical bar resonant detectors by Weber (1960). The sensitivity
of resonant bars to gravitational waves has been improved greatly since these early efforts
(see, for example, Astone et al. (2010)) however no direct detection has been made via
this approach. As well as the classic bar-shaped resonant detectors, other geometries
for resonant detectors have also been considered; for example the spherical MiniGrail
detector (de Waard et al., 2006).
In this section we will briefly describe the operating principles of an idealised resonant
bar detector. In particular the geometric and frequency response function defined in
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Eq.2.2 will be derived for this ideal case. The principle sources of noise limiting the
sensitivities of these detectors will be discussed. For a more detailed discussion of resonant
bar detectors see either the original work of Weber (1960), or for a modern treatment the
textbook by Maggiore (2007). Finally, we conclude by briefly discussing various attempts
to detect gravitational waves by measuring the resonantly excited oscillations in naturally
occurring objects.
2.3.1 Operating principles of a resonant bar detector
A typical bar detector consists of a thin cylinder of length L, placed along the z-axis
so that the ends are at coordinates z = ±L/2. It will turn out that the most sensitive
frequency of such a detector is set by the sound travel time along the length of the bar,
f ∼ vs/L. Because the speed of sound is much less than the speed of light the response
of the detector may be safely analysed in the long wavelength limit; λ L.
From the equation for geodesic deviation the force on an element of the bar with
mass dm is given by the second derivative of the metric perturbation expressed in the
transverse-traceless gauge.
dFi =
1
2 h¨ijx
jdm. (2.45)
The longitudinal displacement, u(t, z), of the bar satisfies a wave equation (with natural
speed vs) driven by the force due to gravitational waves.(
∂2t − v2s∂2z
)
u(t, z) = 12zh¨zz . (2.46)
The free ends of the bar are unable to transmit any elastic energy to the surroundings
and so the appropriate boundary conditions for this equation are the Neumann conditions
∂zu(t, z) = 0 at z = ±L/2.
The fundamental mode of oscillation of the bar is given by u0(t, z) = ξ(t) sin (piz/L)
where ξ(t) satisfies (
∂2t + ω20
)
ξ(t) = 2L
pi2
h¨zz , (2.47)
and ω0 = pivs/L is the natural frequency of the bar. In reality of course, the oscillations
of the bar will be slightly damped. In this case Eq. 2.47 becomes(
∂2t + γ∂t + ω20
)
ξ(t) = 2L
pi2
h¨zz . (2.48)
The damping is described by a quality factor Q = ω/γ. Experimentally the bars are
designed to have minimal damping, or as high a Q-factor as possible.
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It can be seen from Eq. 2.48 that incident gravitational waves drive oscillations in
the bar. The main difficulty in designing a practical resonant bar detector is detecting
these very small oscillations; i.e. designing an amplification and read out system. Joseph
Weber pioneered an approach that involved attaching a resonant-transducer3 to the ends
of the bar. The small oscillations in the bar were used to drive comparatively large
oscillations of the transducers, which in turn drove oscillations in a piezoelectric crystal.
The voltage produced by the piezoelectric crystal was then measured.
Equation 2.48 describing oscillations in the bar may be Fourier transformed to give
(
−ω2 − iγω + ω20
)
ξ˜(ω) = 2Lω
2
pi2
h˜zz (2.49)
ξ˜(ω) = 2Lω
2
pi2
(
(ω20 − ω2)− iγω
) h˜zz ≡ R˜(ω)h˜zz . (2.50)
This constitutes the frequency response (defined in Eq. 2.2) for the resonant bar, for a
high Q bar this response is strongly peaked around the resonant frequency ω = ω0. Of
course, we don’t actually want the response function of the bar, what we really need is
the response function of the output of the transducer attached to the end of the bar. This
will be given by the convolution of the response function of the bar with the response
function of the amplification and read out system. This can make a significant difference,
for the low mass resonant transducer described above, the effect on the response function
R˜(ω) is to split the single narrow resonant peak in two, ω± = ω0 ±∆ω. A discussion of
the details of the modification to the response function from the amplification and read
out systems will depend upon the details of the experimental setup, and is beyond the
scope of this introduction; for more detail see Maggiore (2007).
As well as the frequency response, we may also examine the geometric response
function of an ideal resonant bar detector (also defined for the general detector in
Eq. 2.2). From Eq. 2.48 it can be seen that it is the component of the strain along the
bar, hzz, that excites the oscillations. For a linearly polarised plane gravitational wave
travelling along the direction ~k = (sin θ cosφ, sin θ sinφ, cos θ) with polarisation angle ψ
(i.e. hij = e+ij cosψ + e×ij sinψ) the relevant component of the strain is given by
F (θ, φ, ψ) ∝ liljhij(θ, φ, ψ) , (2.51)
3A resonant transducer is a low mass oscillator tuned to the frequency of gravitational waves being
searched for. Small oscillations driving the transducer near resonance result in larger output oscillations
of the transducer.
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Figure 2.1: The angular response function of an resonant bar detector shown
both as a surface plot and in an Aitoff–Hammer projection. The quantity
that is plotted is is the polarisation average,
[
(1/2pi)
∫
dψ (F+)2 + (F×)2
]1/2.
The response is a function of two sky angles, θ and φ, and varies between 0
and 1. The bar lies along the z-axis, along the zero in the response function.
where ~l = (0, 0, 1) is the unit vector along the bar. The polarisation averaged response
function, normalised such that 0 ≤ F ≤ 1, is plotted as a function on the sphere in
Fig. 2.1. It can be seen that the bar detector is sensitive to gravitational waves that cross
the axis of the bar.
Of course the sensitivity of a detector is limited by the noise present in the read out.
For most resonant detectors the sensitivity is primarily limited by two noise sources:
thermal noise, and read out noise. The read out noise is that noise associated with the
amplification of the output voltage from the piezoelectric crystal to a detectable level,
this amplification is done in practice with a superconducting quantum interference device
(SQUID). The read out noise is approximately white across the bandwidth of interest.
Thermal noise is due to the inevitable oscillations of the atoms (or molecules) in the
bar when held at a finite temperature. These can be mistaken for the very small bulk
motion of the bar caused by a gravitational wave. Thermal noise may be minimised by
designing the bar to have as high a Q-factor as possible; a high Q-factor means that large
bulk motions in the bar persist for a long time before being damped out into thermal
vibrations of the bar, conversely this means that thermal vibrations couple very weakly
to the bulk motions that we are trying to measure. Thermal noise may also be minimised
by cooling the detectors to cryogenic temperatures.
The current best strain sensitivities achieved by resonant detectors are around
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Sh ∼ 10−21 Hz−1/2 at frequencies around f ∼ 920Hz. Comparable sensitivities have
been achieved by several groups, notably the Nautilus4, Explorer5, and Auriga6
experiments.
2.3.2 Naturally occurring resonant detectors
In the previous section it was shown that gravitational waves may excite measurable
oscillations in a specially constructed cylindrical bar. Gravitational waves may also
excite detectable oscillations in naturally occurring objects. There have been a number of
efforts aimed at detecting, or placing limits on, a stochastic background of gravitational
waves across a range of frequencies by measuring the oscillations in a number of naturally
occurring systems.
For example. gravitational waves may excite free surface oscillations in the Earth,
which in principle may be detected via a network of broadband seismometers placed
around the globe. Using this technique a limit was placed on the energy in the background
in the frequency range (0.05− 1) Hz by Coughlin and Harms (2014b). The limit obtained
for the stochastic background was ΩGW < 1.2× 108, where ΩGW is the energy density
per logarithmic frequency interval, normalised to the critical density of the Universe (see
Sec. 2.1.4). A similar approach has also been applied to lunar seismic activity using data
from the Apollo seismic array (Coughlin and Harms, 2014a); this yields an improved
limit of ΩGW < 1.2× 105 in the frequency range (0.1− 1) Hz.
As well as terrestrial and lunar seismology, astro-seismology may also be used to
detect gravitational waves. A background of gravitational waves may resonantly interact
with any star (including our own sun) and excite low order acoustic modes; these can in
principle be detected by high precision measurements of the surface velocity of the star.
Astro and helio-seismological observations may therefore be able to detect a background
of gravitational waves in the frequency range (0.2− 5)mHz. The sensitivity of such an
approach is still rather uncertain, however Lopes and Silk (2014) suggest that limits in
the range ΩGW < (10−10 − 10−4) may be possible.
Both the astro and terrestrial seismology approaches aim to detect the oscillations
in a single object. However two objects gravitationally bound in an orbit will also be
affected by the passage of a gravitational wave with a wavelength that roughly matches
4http://www.roma1.infn.it/rog/nautilus/
5http://www.roma1.infn.it/rog/explorer/
6http://www.auriga.lnl.infn.it
30 CHAPTER 2. GRAVITATIONAL WAVE DETECTORS
the binaries’ orbital radius, r. A stochastic background of gravitational waves at these
frequencies would cause the orbital properties (radius and eccentricity) to change with
time in a measurable way. The absence of a detection of this effect in precise timing
observations of binary pulsars over a long baseline period of time was used by Hui et al.
(2013) to constrain the energy density in the stochastic background at frequencies around
f ∼ c/r ≈ 0.1 mHz. The limit obtained via this approach was ΩGW < 80.
2.4 Interferometric detectors
Gravitational wave interferometers are conceptually easier to understand than the resonant
detectors discussed above. However, because of the need to make the interferometer
large (several kilometres for the current advanced generation detectors) to achieve
astrophysically interesting sensitivities their development began after that of the resonant
bars. To some extent the development of interferometers was spurred on during the 70s
by the need to confirm or refute the earlier claims of detections by Joseph Weber.
2.4.1 Operating principles of an interferometric detector
All of the Earth bound man-made detectors discussed in this section utilise the principle
of interferometry. Such detectors work by taking a beam of monochromatic light and
splitting it into two beams travelling at an angle to each other. Each beam is passed in to
an optical cavity where it undergoes a number of round trips before being recombined to
form an interference pattern. The ends of the cavity are, in the ideal case, freely floating
test masses which move relative to each other in response to a passing gravitational wave,
this effect is measured by observing the changing interference pattern.
In this section space-based gravitational wave detectors, and pulsar timing arrays
(PTAs) will also be discussed. The physical principles underpinning the operation of
these are similar to the ground-based interferometers although with significant technical
differences. For a detailed discussion of the method of time-delay interferomety vital to
the space-based efforts to detect gravitational waves see Tinto and Dhurandhar (2005). A
brief discussion of the principles of PTAs will be given in Sec. 2.4.4 below; for a review of
the efforts to detect gravitational waves using PTAs see, for example, Manchester (2010).
The response of a detector to an incident plane-fronted gravitational wave depends
upon the relative orientations of the detector and the incoming wave. Let us choose the
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origin of our coordinate system to be the beam-splitter of the interferometer, and li1 and
li2 to be unit 3-vectors pointing along the two arms. In the absence of noise the output of
the detector is the difference in strain between the two arms (Thorne, 1987)
h(t) = 12hij
(
li1l
j
1 − li2lj2
)
, (2.52)
where hij are the spatial components of the metric perturbation. Let rˆi be the unit
3-vector pointing towards the source of the GWs, with spherical polar angles (θ, φ) relative
to some axes fixed to the detector, and let pi and qi be unit vectors orthogonal to rˆi. We
can now define the basis tensors
H+ij = pipj − qiqj , (2.53)
H×ij = piqj + qipj . (2.54)
There remains a freedom in the coordinates described, a rotation of pi and qi through an
angle ψ about rˆi known as the polarization angle. For a single frequency component, the
strain induced by a gravitational wave may be written as
hij = A+H+ij cos (2pift) +A×H×ij cos (2pift+ ∆φ) , (2.55)
where A+ and A× are the amplitudes of the two polarisation states. Combining Eq. 2.52
and Eq. 2.55 allows the detector output to be written as
h(t) = F+(θ, φ, ψ)A+ cos (2pift) + F×(θ, φ, ψ)A× cos (2pift+ ∆φ) , (2.56)
where the response functions inherit their angular dependence from the choice of coordi-
nates
F+(θ, φ, ψ) = 12H
+
ij
(
li1l
j
1 − li2lj2
)
, (2.57)
F×(θ, φ, ψ) = 12H
×
ij
(
li1l
j
1 − li2lj2
)
. (2.58)
The response function of a two-arm interferometric detector is quadrupolar, an
example is plotted in Fig. 2.2.
Equations 2.57 and 2.58 constitute the geometric response defined in Eq. 2.2 for a
“L-shaped” interferometer. In contrast to a resonant detector the frequency response
is relatively mild function of frequency; in the ideal case of a detector comprising two
test masses the response is completely achromatic, i.e. R˜(f) = const. In practice the
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Figure 2.2: The angular response function of an interferometric de-
tector shown both as a surface plot and in an Aitoff–Hammer pro-
jection. The quantity that is plotted is is the polarisation average,[
(1/2pi)
∫
dψ (F+)2 + (F×)2
]1/2. The response is a function of two sky
angles, θ and φ, and varies between 0 and 1. The two detector arms lie in
the x–y plane either side of one of the zeros in the response.
response function for the interferometer may be measured by driving the mirrors at a
number of known frequencies, and then interpolated using (for example) cubic splines.
The uncertainties arising from this process may be marginalised over during the analysis.
For a discussion of how this was done for the first detection of gravitational waves
from GW150914 by the aLIGO detectors see The LIGO Scientific Collaboration and
the Virgo Collaboration (2016a) and The LIGO Scientific Collaboration and the Virgo
Collaboration (2016e).
Throughout the rest of this section the phrase “detector sensitivity” is taken to refer
to the polarisation and sky averaged sensitivity F , where
F 2 =
∫ 2pi
0
dψ
2pi
∫ 2pi
0
dφ
2pi
∫ pi
0
sin θ dθ
2
[
F+ (θ, φ, ψ)2 + F× (θ, φ, ψ)2
]
. (2.59)
For a single 90◦-interferometer, such as LIGO, the sky and polarisation averaged response
is F =
√
1/5 ≈ 0.447.
A detector may consist of several interferometers. Let Fa be the averaged response of
the a-th interferometer, the average response of a network of k detectors is obtained by
adding in quadrature,
F 2Total =
1
k
k∑
a=1
F 2a . (2.60)
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The averaging in Eq. 2.59 assumes a uniform distribution of polarisation angles ψ.
This is the case for a stochastic background; however, for a non-inspiralling circular
binary, the polarisation is a function of the two spherical polar angles (ι, ξ) specifying the
orientation of the binary’s orbital angular momentum. Here, ι is the inclination angle,
the polar angle between the orbital angular momentum and the line joining the source
to the detector (−rˆ) and ξ is the azimuthal angle around the same line. In this case,
to characterise the detector sensitivity we average over all four angles (θ, φ, ι, ξ). If the
binary is inspiralling, then the polarisation depends on still more parameters which need
to be averaged over. These more complicated averages all have the property that they
depend on both the detector and the source, hence they are unhelpful for our present
purpose separating the source amplitude from the detector sensitivity. Additionally, the
different averages do not work out to be so different from each other: Finn and Chernoff
(1993) calculated the sensitivity for a detector with the LIGO geometry averaged over the
four angles (θ, φ, ι, ξ) as
√
4/25 = 0.4 times peak sensitivity, which should be compared
with the value
√
1/5 ≈ 0.447 above. The effect of replacing the true sensitivity with
the sky-averaged sensitivity for the LISA detector was considered in detail by Vallisneri
and Galley (2012); they also found there is a small difference when considering an entire
population of sources. For the remainder of this chapter the three-angle average defined
in Eq. 2.59 is used.
2.4.2 Ground-based detectors: kHz
Ground-based detectors are the most numerous. A collection of interferometric detectors
are listed in Tab. 2.1, these are sensitive to GWs in the frequency range O(10–103) Hz.
They all simulate free-floating test masses by suspending a mass from a pendulum system
with natural frequency far removed from than that of the GW. Their sensitivity curves
include narrow lines that arise from noise sources in the instrument, including resonances
in the suspension system and electrical noise at multiples of 60 Hz: these have been
removed from the plots in Chapter 4 for clarity. The detectors fall broadly into three
categories: first-generation detectors, which have already operated; second-generation
detectors currently under construction; and third-generation detectors at the planning
stage.
The most notable ground-based detectors are LIGO and Virgo, which work in
collaboration, supported by GEO600. LIGO, Virgo and GEO600 have completed science
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runs as first-generation detectors (e.g., Abadie et al., 2010a). As LIGO and Virgo are
currently being upgraded their initial configurations are now referred to as Initial LIGO
(iLIGO) and Initial Virgo (iVirgo) respectively. The upgraded, second-generation versions
are referred to as Advanced LIGO (aLIGO) and Advanced Virgo (AdV) respectively.
LIGO has two observatories: one at Hanford, Washington, which has two detectors; and
another at Livingston, Louisiana. There is an agreement to move one of the upgraded
Hanford detector systems to a location in India (Iyer et al., 2011; Unnikrishnan, 2013).
The GEO600 detector is not subject to a major upgrade plan, but since summer 2009 it
has been enhanced by a series of smaller improvements, notably improving high-frequency
sensitivity (GEO-HF; Willke et al., 2006). The advanced detectors should start operation
in the next couple of years, with LIGO-India following further in the future.
TAMA300 is a Japanese first-generation detector. Its successor, currently under
construction, is the Kamioka Gravitational Wave Detector (KAGRA), formerly the Large-
scale Cryogenic Gravitational wave Telescope (LCGT), which is located underground in
the Kamioka mine. It employs more sophisticated noise-reduction techniques than LIGO
or Virgo, such as cryogenic cooling.
The Einstein Telescope (ET) is an ambitious proposal to construct an underground
third-generation detector. Its location would provide shielding from seismic noise, allowing
it to observe frequencies of (10–104) Hz.
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Table 2.1: Summary of ground-based laser interferometers.
Detector Country Arm length Approximate date Generation
GEO600a Germany 600 m 2001–present First
TAMA300b Japan 300 m 1995–2003 First
iLIGOc USA 4 km 2004–2010 First
Virgod Italy 3 km 2007–2010 First
aLIGOe USA 4 km 2015–present Second
AdVf Italy 3 km est. 2016 Second
KAGRAg Japan 3 km est. 2018 Second
ETh — 10 km est. 2025 Third
aGrote (2010), bAndo (2002), cAbbott et al. (2009), dAccadia et al. (2012),
eHarry (2010), eThe LIGO Scientific Collaboration and The Virgo Collaboration (2016b),
fAcernese et al. (2009), gSomiya (2012), hHild et al. (2011).
We use an interpolation to the data published on https://wwwcascina.virgo.infn.
it/advirgo/ (2013) for the AdV sensitivity curve, an interpolation to the data for
version D of the KAGRA detector published on http://gwcenter.icrr.u-tokyo.ac.
jp/en/researcher/parameter (2013) and analytic fits to the sensitivity curves from
Sathyaprakash and Schutz (2009) for the remaining detectors.
2.4.3 Space-based detectors: mHz
Space-based detectors work on similar principles to ground based detectors, but with
the test masses residing inside of independent, widely separated satellites. Space-based
detectors are sensitive to lower frequency GWs than their ground-based counterparts;
this is partly because space-based detectors can have much longer arms, and partly
because they are unaffected by seismic noise which limits the low frequency performance
of ground-based detectors.
The canonical design for a space-based detector is the Laser Interferometer Space
Antenna (LISA), which is sensitive to millihertz GWs. LISA would consist of three
satellites flying in a triangular constellation with arms of length 5×109 m in a 1 AU orbit
around the Sun, trailing the Earth by 20◦. The laser arms in a LISA-like detector are not
a cavity, the light only travels once along each arm. eLISA is a rescoped version of LISA
designed to probe the same frequency range, while proposals such as the Advanced Laser
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Interferometer Antenna (ALIA), Big Bang Observer (BBO) and Deci-hertz Interferometer
Gravitational wave Observatory (DECIGO) are designed to probe decihertz GWs.
2.4.3.1 LISA and eLISA
The instrumental noise curves for LISA are approximated by the analytic fit given by
Sathyaprakash and Schutz (2009), which we use for the plots in Chapter 4. When
observing individual sources with LISA there is an additional contribution to the noise
from a background of unresolvable binaries. This is not included here as we consider
the background as a source of GWs (see Sec. 3.2.2). eLISA is a rescoped version of the
classic LISA mission, the main differences are shorter arms (109 m instead of 5× 109 m),
two laser arms instead of three, and a different orbit (drifting away from Earth instead
of 20◦ Earth trailing). The effect of these changes is a slightly reduced peak sensitivity
and a shift to higher frequencies. We use an analytic fit to the instrumental noise curve
given by Amaro-Seoane et al. (2013).
2.4.3.2 DECIGO, ALIA and BBO
These missions are designed to probe the decihertz region of the gravitational wave
spectrum; they are considerably more ambitious than the LISA or eLISA mission and
their launches will be further into the future. We use a simple analytic fit to the sensitivity
curve for ALIA (Bender et al., 2013), while for DECIGO and BBO, fits to the sensitivity
curves given by Yagi and Seto (2011) are used.
2.4.4 Using the galaxy as a detector: nHz
There is a current global effort under way to detect very low frequency (f ≈ yr−1)
gravitational waves (GWs) via the precision timing of a network of galactic millisecond
pulsars. These detection efforts exploit the exquisite rotational stability of millisecond
pulsars to track any deviations of the pulse time-of-arrivals (TOAs) from deterministic
timing-models. A wave propagating between the Earth and a pulsar will induce a
perturbation to the space-time metric along the Earth-pulsar line-of-sight, leading to
a change in the proper separation, and consequently a shift in the perceived pulsar
rotational frequency (Burke, 1975; Detweiler, 1979; Estabrook and Wahlquist, 1975;
Sazhin, 1978). Subtracting a deterministic timing-model (which describes the pulsar’s
spin, spin-down rate, etc.) from the TOAs gives a set of timing-residuals, which encode
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all unmodeled phenomena, whether they are noise processes or GWs. Utilising a network
(or “array”) of these pulsars allows us to cross-correlate the data-streams and leverage
the fact that GWs will be influencing all pulsars (Foster and Backer, 1990; Hellings and
Downs, 1983), whilst intrinsic pulsar noise processes will not. There are three separate
pulsar timing array (PTA) efforts underway: the European Pulsar Timing Array (EPTA)7
(Kramer and Champion, 2013), the Parkes Pulsar Timing Array (PPTA)8 (Hobbs, 2013)
and the North American Nanohertz Observatory for Gravitational waves (NANOGrav)9
(McLaughlin, 2013). There are also ongoing efforts to combine the techniques and data
from all three PTAs within the umbrella consortium of the International Pulsar Timing
Array (IPTA)10 (Manchester and IPTA, 2013).
PTAs can be thought of as naturally occurring interferometers with galactic-scale
arm lengths. Accordingly, they are sensitive to much lower frequencies than the detectors
previously discussed. Each pulsar is a regular clock and the measured pulse arrival time
can be compared against a prediction, leaving a residual which includes the effects of
passing GWs. Using an array of these pulsars spread across the sky allows us to correlate
residuals between different pulsars, to exploit the fact that GWs influence all pulsars
whereas intrinsic pulsar noise does not. The correlation between different pulsars depends
only on their angular separation on the sky, and has a distinctive shape, known as the
Hellings and Downs curve (Hellings and Downs, 1983). A derivation of this relationship
is presented in this section.
The redshift of the rate of arrival of pulses for a pulsar at a distance L from the
Solar-System barycentre (SSB), in the direction of the unit spatial vector pˆ induced by a
gravitational wave travelling in direction of the unit vector Ωˆ is (Anholm et al., 2009)
z(t, Ωˆ) = 12
pˆj pˆi
1 + Ωˆ · pˆ
[
hPulsarij
(
t− L
c
, Ωˆ
)
− hEarthij (t, Ωˆ)
]
= 12
pˆj pˆi
1 + Ωˆ · pˆ∆hij(t, Ωˆ) .
(2.61)
The redshift includes two terms: the pulsar term and the Earth term. The pulsar term is
often neglected in PTA analysis as it can be considered as an extra noise term which
averages to zero across the array. The experimentally measured quantity is not the
7http://www.epta.eu.org/
8http://www.atnf.csiro.au/research/pulsar/ppta/
9http://nanograv.org/
10http://www.ipta4gw.org/
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redshift but the timing residual, the two are related via
R(t, Ωˆ) =
∫ t
0
dt′ z(t′, Ωˆ) . (2.62)
All of the pulsars, and the Earth, are subject to the same metric-perturbation field. This
may be expressed in terms of its Fourier transform
hij(t, ~r) =
∑
A=+,×
∫
df
∫∫
S2
dΩˆ h˜A(f, Ωˆ)eAij(Ωˆ) exp
[
2piif
(
t− Ωˆ · ~x
c
)]
, (2.63)
where eAij(Ωˆ) is the A polarisation basis tensor for direction Ωˆ, and ~r is the spatial position.
Choosing the SSB as the origin of our coordinate system, so the pulsar is at position Lpˆ,
gives
∆hij(t, Ωˆ) =
∑
A=+,×
∫
df h˜A(f, Ωˆ)eAij(Ωˆ) exp (2piift)
{
exp
[
−2piifL
(
1 + pˆ · Ωˆ
)]
− 1
}
.
(2.64)
From Eq. 2.61 and Eq. 2.64, the Fourier transform of the redshift z˜(f, Ωˆ) can be identified
as
z˜(f, Ωˆ) =
{
exp
[
−2piifL
(
1 + pˆ · Ωˆ
)]
− 1
} ∑
A=+,×
h˜A(f, Ωˆ)FA(Ωˆ) , (2.65)
where
FA(Ωˆ) =
eAij(Ωˆ)pˆj pˆi
2
(
1 + Ωˆ · pˆ
) . (2.66)
The function FA(Ωˆ) may be regarded as the PTA equivalent of the detector response
functions defined in general in Eq. 2.2 and plotted for a resonant bar and an interferometer
in Figs. 2.1 and 2.2. The stochastic background of GWs is fully characterised by the
one-sided PSD via the expectation value〈
h˜∗A(f, Ωˆ)h˜A′(f ′, Ωˆ′)
〉
= 12Sh(f)δ
(2)(Ωˆ, Ωˆ′)δAA′δ(f − f ′) , (2.67)
where δ(2)(Ωˆ, Ωˆ′) is the delta-function on the sphere. From Eq. 2.65 and Eq. 2.67, the
expectation of the product of signals from two different pulsars in directions pˆ1 and pˆ2
may be evaluated as 〈
z˜1(f)z˜∗2(f ′)
〉
= 12Sh(f)δ(f − f
′)Γ(f) , (2.68)
where
Γ(f) = ∑A=+,× ∫∫
S2
dΩˆ
{
exp
[
2piifL1
(
1 + Ωˆ · pˆ1
)]
− 1
}
×
{
exp
[
−2piifL2
(
1 + Ωˆ · pˆ2
)]
− 1
}
FA1 (Ωˆ)FA2 (Ωˆ) . (2.69)
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Figure 2.3: The Hellings and Downs (1983) curve, the correlation between
the timing residuals caused by gravitational waves of two pulsars separated
on the sky by an angle θ.
The overlap function Γ(f) tends to a constant value in the limit that the distances to
the pulsars are large compared to the wavelength of GWs; PTAs operate in this limit
(Mingarelli and Sidery, 2014), so the overlap may be approximated as a constant,
Γ(f) ≈ Γ0 =
∑
A=+,×
∫∫
S2
dΩˆ FA1 (Ωˆ)FA2 (Ωˆ) . (2.70)
Neglecting the exponential terms in the overlap is the frequency-domain equivalent
of neglecting the pulsar term in Eq. 2.61. The integral may be evaluated to give an
expression depending only on the angle θ between the two pulsars; this is the famous
Hellings and Downs curve, shown in Fig. 2.3,
Γ0 =
1
2 +
3ξ
2
(
ln ξ − 16
)
, (2.71)
where ξ = (1− cos θ)/2.
There is a discrepancy between the treatment of PTA sensitivity curves here and
the higher frequency detectors discussed in Secs. 2.4.2 and 2.4.3. When observing a
long-lived source, such as an inspiral, with a high frequency detector, the convention was
to define a characteristic strain to satisfy Eq. 2.20. Here, the convention is to leave the
strain untouched and instead adjust the PTA sensitivity curve with observation time,
again to satisfy Eq. 2.20. This discrepancy is an unfortunate result of the conventions
in use by the different gravitational wave communities; however, it is natural given
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the sources under observation. When observing a transient source, such as a burst or
inspiral, which changes within the lifetime of the detector, it is natural to consider the
detector as performing constantly while the signal changes. However, when observing a
monochromatic source or a stochastic background, which is unchanging over the detector
lifetime, it is more natural to consider the source as being fixed and the sensitivity of the
detector gradually improving. All that is required by the definition in Eq. 2.20 is that
the ratio hc(f)/hn(f) is constant.
The sensitivity of a given PTA to a particular source of gravitational waves depends
upon the number of pulsars in the array and the noise in their timing residuals. In
the following sections the sensitivity to a plane monochromatic gravitational wave is
derived for a simplified model of a PTA using both a frequentist and a Bayesian approach.
For analogous derivations of the sensitivity of a PTA to a stochastic background of
gravitational waves see Moore, Taylor and Gair (2015).
2.4.4.1 Frequentist detection of a monochromatic source
The frequentist method of detection involves defining a detection statistic S. The SNR of
this statistic is defined as the expectation in the presence of a signal divided by the root
mean square (rms) value in the absence of a signal. A detection is claimed if the SNR in
a particular realisation of the experiment exceeds a predetermined threshold value %th.
The noise in the timing-residuals is assumed to be white, Gaussian, and uncorrelated
between each pulsar. Let sx(t) be the smooth function from which the discretely sampled
timing risiduals in pulsar x are drawn. The real data from a PTA contain noise and a
signal
s(t) = n(t) + h(t) , where s(t)T =
(
s1(t), s2(t), . . . , sNp(t)
)
. (2.72)
The noise satisfies
〈
n˜x(f)n˜∗y(f ′)
〉
= (1/2)δ(f − f ′)δxySn,x, where Sn,x = 2σ2xδtx, 1/δtx
and σx are the cadence and the rms error in the timing-residuals in pulsar x. Correlating
the residuals with a symmetric filter matrix K(t) defines a statistic and associated SNR
S =
∫
dtK†(t)s(t) =
∫
df K˜†(f)s˜(f) , (2.73)
%2 = µ
2
σ2
=
〈S〉2s=h+n
〈S2〉s=n − 〈S〉2s=n
. (2.74)
Using the identical Gaussian properties of the noise in each pulsar it is straightforward
to show that the expectation value of S in the presence of a signal and the variance of S
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in the absence of a signal are given respectively by
µ =
∫
df K˜†(f)h˜(f) , (2.75)
σ2 =
∫
df Sn2 K˜
†(f)K˜(f) . (2.76)
The SNR, Eq. (2.74), is then given by the following inner product
%2 =
(
2h˜(f)
Sn
|K˜(f)
)2
(
K˜(f)|K˜(f)
) , where (A˜|B˜) = ∫ df Sn2 A˜†(f)B˜(f) . (2.77)
The optimal filter is the matrix K(t) which maximises the SNR in Eq. (2.77). It follows
from the Cauchy-Schwarz inequality that the optimal filter (up to an arbitrary factor)
and its corresponding SNR are given by
K˜(f) = 2h˜(f)
Sn
, where %2 =
∑
x
4
∫ ∞
0
df
∣∣∣h˜x(f)∣∣∣2
Sn
. (2.78)
In order to evaluate the optimal, or “matched”, filter K˜(f), the waveform h˜(f) must
be known to sufficient accuracy. A monochromatic source is a simple example of a
waveform which can be extracted using matched filtering. This analysis is different to
that performed in Moore, Taylor and Gair (2015); in that paper a cross correlation
analysis was adopted as it was desired to compare the analysis with that used for a
stochastic background search, in that case one is forced to used a cross-correlation statistic
because the stoachastic signal in each pulsar is buried in the pulsar red-noise. The two
searches have comparable sensitivities.
From Eq. (2.61) it may be seen that the measured signal is proportional to the
gravitational wave amplitude and a geometric factor depending on the sky positions of
the pulsars, the sky position of the source and the source orientation. Since there are
many pulsars in our PTA they effectively average this distribution over the sky position
angles. For simplicity we set the source inclination and polarisation angles to zero, so we
are calculating the sky-averaged sensitivity of the PTA to optimally orientated sources.
It is straighforward to generalise this treatment to arbitrary source orientations. The
sky-averaged value of the geometric factor in Eq. (2.61) is
χ =
∫ 2pi
φ=0
∫ pi
θ=0
sin θdθdφ
4pi
√(
1
2
pˆipˆj(A+H+ij+A×H×ij)
1+Ωˆ·pˆ
)2
= 1√3 , (2.79)
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where pˆ = (sin θ cosφ, sin θ sinφ, cos θ), ex = (1, 0, 0), ey = (0, 1, 0), Ωˆ = (0, 0, 1), H+ij =
+ij cos 2ψ + ×ij sin 2ψ, H×ij = −+ij sin 2ψ + ×ij cos 2ψ, +ij = exi exj − eyi eyj , ×ij = exi eyj + eyi exj ,
A+ = (1 + cos2 ι)/2, A× = cos ι and ι = ψ = 0. Therefore for a monochromatic
source of GWs with frequency f0 the signal is given approximately by h˜x(f) ≈ h˜y(f) ≈
(χhc/f)δ(f − f0). Using Eq. (2.78), together with the finite-time delta function, δT (f) =
sin (pifT ) /(pif), gives
%2 = 4Npχ2h2c
∫ 1/δt
1/T
df δ
2
T (f − f0)
f2Sn
. (2.80)
The PTA is sensitive to frequencies in the range ∼ 1/T up to the Nyquist frequency.
Imposing a threshold for detection, % = %th and rearranging gives hc as a function of f0.
This is the desired sensitivity curve, and is shown as the red curve in the left panel of
Fig. 2.5. The fact that the sensitivity curve tends to a constant value at low frequencies
is obviously incorrect. The reason for this is that the loss of sensitivity which arises from
fitting a deterministic timing-model to the raw TOAs has not been accounted for. Or, in
Bayesian language, Eq. (2.80) assumes delta function priors on all of the pulsar timing
model parameters.
Some insight into the shape of the sensitivity curve and the loss of sensitivity due
to fitting for the pulsar timing-model may be gained by considering the inner product
in the time domain. In Eq. (2.80), if the power of 4 were replaced by a power of 2 the
fact that the noise is white would allow us to use Parseval’s thoerem to change from
a frequency integral to a time integral. By analogy, from Eq. (2.80) the SNR may be
written approximately as
%2 ≈ 2Npχ2h2c
∫ T
0
dt sin
2 (2pift+ φ)
σ2f2δt
. (2.81)
For our PTA, at frequencies of ≈ 1 yr−1, this approximation holds to better than 10%.
In the high frequency limit (ft  1) the integral ∫ sin4 (2pift+ φ) dt ≈ T/2 and the
sensitivity tends to
hHIGHc (f) ≈
ρσf
χ
√
Np
√
δt
T
. (2.82)
In the low frequency limit (ft 1) the sine may be expanded as a power series
sin (2pift+ φ) ≈ sin(φ) + 2pitf cos(φ)− 2pi2f2t2 sin(φ)− 43pi
3f3t3 cos(φ) +O
(
f4t4
)
.
(2.83)
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The first term in this expansion is a constant offset from zero in the timing residuals; this
type of signal is degenerate with the distance to the pulsar and hence will be “fit-out” of
the data. Similarly the second term is a linear drift in the residuals and is degenerate with
the pulsar spin (and also the line of sight component of the peculiar velocity). Finally
the third term is degenerate with the pulsar spin-down rate. Higher order derivatives of
the spin period do not need to be fit for independently as they are determined uniquely
by the period and its first time derivative. Therefore at low frequencies the leading
contribution, at O (f3t3), gives
hLOWc (f) ≈
√
63ρ2th
32pi6
1
χ
√
Np
σf−2
√
δt
T
T−3 secφ . (2.84)
The total sensitivity may be approximated by hLOWc +hHIGHc , i.e. as a two part power-law
in f . This is shown as the blue curve in the left panel of Fig. 2.5, where the value of
φ has been chosen to make hLOWc = hHIGHc at a frequency of 2/T . A threshold of SNR
%th = 3 has been used. Despite the apparent simplicity of this two part power law model
it shows excellent agreement with the following Bayesian treatment.
2.4.4.2 Bayesian detection of a monochromatic source
One advantage of the Bayesian approach is that it provides a well motivated method
for accounting for the loss of sensitivity due to fitting for the pulsar timing-model, as
opposed to the rather ad hoc subtraction of a few terms from a Taylor series performed
above.
In the Bayesian approach two competing hypotheses are considered: the noise and
signal hypotheses. The noise hypothesis, Hn, is that the data contain only contributions
from noise and the timing-model while the signal hypothesis, Hh, is that the data contain
noise, timing-model and a signal. For each hypothesis, i ∈ {h, n}, the evidence may be
calculated as
Oi(s) =
∫
d~λ Li(s, ~λi)Pi(~λi) , (2.85)
where ~λi is the vector of free parameters, Li is the likelihood function, s is the measured
data and Pi is the prior function, for hypothesis Hi. From here on the dependence
on the data is suppressed in our notation for compactness. The Bayes factor is then
defined as the ratio of these evidences, and a detection is claimed if this exceeds some
pre-determined threshold, B ≡ Oh/On > Bth. A value of Bth = 1000 was used, this was
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choosen to give roughly the same false alarm rate at the value of %th = 3 used in Sec.
2.4.4.1.
In this section the physical signal, hx(t), is assumed to be that of a monochromatic
source, and a quadratic timing model, mx(~Θx, t), for each pulsar is assumed, with pulsar
parameters ~Θx. In reality the timing model is more complex than a simple quadratic
as it has to account for several effects, such as the pulsar’s position, dispersion in the
interstellar medium, peculiar motion, and orbital motion if the pulsar happens to be in
a binary system (see Edwards et al., 2006; Hobbs et al., 2006, and references therein).
However, a simple quadratic model serves here to illustrate the loss of sensitivity due
to fitting for the distance to the pulsar, the pulsar spin and the pulsar spindown. The
quadratic model also has the nice property that the pulsar timing-model parameters can
be marginalised over analytically,
s = (
NpT/δt︷ ︸︸ ︷
s1(δt), s1(2δt), . . . , s1(T )︸ ︷︷ ︸
T/δt
, . . . , sNp(δt), sNp(2δt), . . . , sNp(T )) ,
hx(~Ψ, t) = χhcf sin (2pift+ φ) , with source parameters ~ΨT = {hc, f, φ} , (2.86)
mx(~Θx, t) = ~ΘTx · ~N , with ~NT =
{
1, t, t2
}
and ~ΘTx = {αx, βx, γx} .
where αx is a constant phase offset, βx is proportional to the pulsar’s rotational frequency
or peculiar velocity, and γx is proportional to its spindown rate or acceleration. Since
the noise is Gaussian the log-likelihood for the noise hypothesis is given by
logLn(~Θ) = logA− 12
(
s−m(~Θ)
)T
Σ−1n
(
s−m(~Θ)
)
, (2.87)
where the covariance matrix is simply the scaled identity, Σn = σ2INpT/δt, and A is
a constant, absorbing determinant factors. Similarly the log-likelihood for the signal
hypothesis is given by
logLh(~Θ, ~Ψ) = logA− 12
(
s−m(~Θ)− h(~Ψ)
)T
Σ−1n
(
s−m(~Θ)− h(~Ψ)
)
. (2.88)
In both the noise and signal hypotheses identical, uniform priors on the timing-model
parameters were assumed. In the signal hypothesis case there are also the priors on the
source parameters to consider. Since we have adopted a very stringent detection threshold
(Bayes factor of 1000) it is reasonable to expect the posterior to be strongly peaked at
the true values independent of any (reasonable) prior used. Of course the data must be
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used to find the position of this peak and this process will exhaust a certain amount
of information in the data reducing the final evidence value. However, this reduction
may be neglected in the limit of large final evidence. Numerically this approximation is
equivalent to taking a delta-function prior on the source parameters positioned at the
correct values, P (~Ψ, ~Θx) ∝ δ(3)(~Ψ − ~Ψ′), however it should be stressed that this is an
analytic trick used to implement the approximation described and in practice the data
will still be used to find the maximum in the posterior. (It may be the case that a very
localised prior is used on the source parameters if a clear electromagnetic counterpart
has been identified.)
From Eq. 2.86 it can be seen that the timing model is linear in the pulsar parameters,
so the timing model may be expressed by a (NpT/δt) × (3Np) matrix, M, known as
the design matrix. This non-square matrix admits the usual unique singular value
decomposition into the (NpT/δt)× (NpT/δt) matrix U, the (NpT/δt)× (3Np) matrix S
and the (3Np)× (3Np) matrix V. The matrix U may be further uniquely decomposed
into F and G where G is an (NpT/δt)× (NpT/δt− 3Np) matrix.
m = M~Θ , M = USV† , U = (F,G) . (2.89)
The evidence integral for the noise hypothesis is a multivariate Gaussian in the pulsar
timing-model parameters, ~Θx. This may be evaluated analytically (van Haasteren and
Levin, 2013), and can be viewed as a projection of the data into the left null space of the
design matrix.
On =
∫
d~Θ Ln(~Θ) =
exp
(
−12sTG
(
GTΣnG
)−1
GTs
)
√
(2pi)n−mdet (GTΣnG)
(2.90)
The evidence for the signal hypothesis may be similarly calculated by evaluating the
following integral,
Oh =
∫
d~Ψ δ(~Ψ− ~Ψ′)
∫
d~Θ Lh(~Θx, ~Ψ). (2.91)
However, as can be seen by comparing Eqs. (2.87) and (2.88), this is identical to the
result in Eq. (2.90) with the transformation s→ s− h(~Ψ′) ≡ s− h′. The Bayes factor,
defined as the ratio of the two evidences times the prior odds ratio, is then given by the
following (where the prior odds has been set to unity),
B ≡ OhOn = exp
(
−12h
′TG
(
GTΣnG
)−1
GTh′ + 12s
TG
(
GTΣnG
)−1
GTs
)
. (2.92)
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The measured data is given by s = h′ + m + n. We also have by definition of the
projection matrix GTm = 0 . Averaging the Bayes factor over many realisations of
Gaussian noise with gives the expectation value of the Bayes factor as B.
P (n)dn =
exp
(
−12nTΣ−1n n
)
√
(2pi)NpT/δtdet (Σn)
dn , (2.93)
B =
∫
dn P (n)B = exp
((
GTh′
)T (
GTΣnG
)−1
GTh′
)
. (2.94)
Hence the expected value of the Bayes factor is given by inner product of the signal,
projected orthogonal to the quadratic timing model, with itself. This inner product may
be written as integral in the time domain where the physical signal, h(t), is replaced with
the projected signal, (Gh)(t). The projection is accomplished by explicitly choosing a
basis of three orthogonal functions which span the space of the quadratic timing model.
B = exp
(
Np
∫ T
0 dt
(Gh)(t)2
2σ2δt
)
where, (2.95)
(Gh)(t) = h(t)− f1(t)
∫ T
0 dτ f1(τ)h(τ)∫ T
0 dτ f1(τ)
2
− f2(t)
∫ T
0 dτ f2(τ)h(τ)∫ T
0 dτ f2(τ)
2
− f3(τ)
∫ T
0 dτ f3(t)h(τ)∫ T
0 dτ f3(τ)
f1(τ) = τ
2
T − τ + T6 , f2(τ) = τ − T2 and f1(τ) = T.
Setting B = Bth in Eq. 2.95 and rearranging gives an expression for hc(f, φ), which defines
the sensitivity curve (this expression is somewhat lengthy, see Appendix A). The final
three terms in the expression for (Gh)(t) arose from marginalising over the timing-model,
neglecting these terms gives another expression, Hc(f, φ), which corresponds to the
sensitivity without the loss due to a timing-model fit. Both of these are plotted in the
right panel of Fig. 2.5 for different values of φ. This again illustrates the loss in sensitivity
due to the requirement that we fit for free parameters in the timing-model. The black
curves in Fig. 2.5 are the phase averaged sensitivities.
2.4.4.3 Numerical results for the sensitivity to a monochromatic source
The shape of the strain sensitivity curve is now reconstructed with numerical simulations
of Earth-term only monochromatic signal injections. For our canonical PTA, we adopt
the 36 pulsar network (see Fig. 2.4) of the first IPTA data challenge, where pulsars are
timed fortnightly to 100 ns precision over a total baseline of 5 years. Injections are
performed using the PALSimulation code, which is part of the PAL package11 being
11https://github.com/jellis18/PAL
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Figure 2.4: The sky positions, shown in gallactic coordinates using a Moll-
weide projection, of the 36 pulsars used in the first IPTA mock data challenge;
http://www.ipta4gw.org/?page_id=89.
developed as a unifying suite of tools for pulsar timing analysis. These injections provide
a set of simulated timing files, which along with associated pulsar parameter files, can be
processed with the Tempo2 pulsar-timing package (Edwards et al., 2006; Hobbs et al.,
2006, 2009). The output from the Tempo2 timing-model fit is a set of timing-residuals,
and the design-matrix which describes the contribution of the deterministic timing-model
parameters to each TOA observation. The likelihood model was analytically marginalised
over uniform-prior timing-model parameters by projecting all quantities into the left
null-space of the design matrix, equivalent to a linear operation on the timing-residuals
and noise matrices (van Haasteren and Levin, 2013).
For a grid of PTA-band frequencies and GW-source distances, a systematic injection
and recovery of varying SNR Earth-term only signals was performed. Searches were
over the 7-dimensional parameter space of {ζ, f, θ, φ, ι, ψ, φ0}, where ζ =M5/3/DL is
a dimensionless strain-amplitude defined in terms of the binary chirp mass, M, and
luminosity distance, DL; f is the gravitational wave frequency; (θ, φ) denote the sky-
location of the source in spherical-polar coordinates; ι is the orbital inclination angle; ψ
is the wave polarisation angle; and φ0 is an initial orbital phase parameter. The angles
φ0, ψ and ι for the source were set to be zero; the sky position angles were set as φ = 1
and θ = pi/2 − 0.5. For the sky positions of the 36 pulsars in the PTA the root mean
square value of the geometric factor in the integrand of Eq. 2.61 is 〈χ〉 = 0.51. This is
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in reasonable agreement with the expected value calculated in Eq. 2.79 of 1/
√
3 ≈ 0.58.
The chirp mass was set asM = 107M; and the luminosity distance was varried between
10−5 Mpc and 10Mpc. This choice of source parameters ensures that the “chirping”
timescale of the binary due to orbital shrinkage by GW-emission is much longer than the
baseline of 5 yrs, whilst the range of distances scales the SNR of the injection from the
regime of being completely undetectable to easily detectable.
Parameter estimation and evidence recovery are performed using the Bayesian in-
ference package MultiNest (Feroz and Hobson, 2008; Feroz et al., 2009, 2013). The
collection of recovered Bayesian evidence values were interpolated at each injected
frequency to determine the characteristic strain-amplitude at which we exceed the pre-
determined detection threshold. The Bayes factor surface is shown in the left panel of
Fig. 2.6, along with our numerically deduced Bayesian sensitivity curve in the right panel
of Fig. 2.6. Comfortable qualitative agreement can be seen with the results of the simple
frequentist/Bayesian analytic techniques shown in Fig. 2.5.
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Figure 2.5: Sensitivity curves for the PTA discussed in the text to a
monochromatic source. The left panel shows the prediction of the frequentist
formula in Sec. 2.4.4.1, the right panel shows the prediction of the Bayesian
formula in Sec. 2.4.4.2.
Here the sensitivity curve of a canonical PTA roughly equivalent to mock dataset
Open1 in the recent IPTA data challenge has been calculated for a monochromatic wave.
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Figure 2.6: The left panel shows a plot of log(B) against amplitude and
frequency. The black line is the contour B = Bth. The black curve is
identical to that plotted in the right panel which shows the numerically
calculated sensitivity curve in Sec. 2.4.4.3.
These calculations have been performed in both Bayesian and frequentist frameworks
and using both analytic and numerical techniques. The results show excellent qualitative
agreement and good quantitative agreement up to a factor of a few. Additionally we have
presented several simple analytic formulae for the sensitivity curves in both the Bayesian
and frequentist pictures. Along the way to deriving these sensitivity curves simple
analytic formulae for the frequentist signal-to-noise-ratio and the Bayesian evidence have
also been derived.
The shape of the sensitivity curve of a PTA is different when analysing a stochastic
background, in particular there is a sharp low frequency cutoff around f ∼ 1/T (for a
detailed discussion see Moore, Taylor and Gair (2015).This difference is not specific to
PTAs, it is also present in ground and space-based detectors. However the differences
are particularly pronounced in the case of PTAs because they are most sensitive to
frequencies ∼ 1/T , where T is the total baseline observation time, and hence there are
only a few complete wave cycles in the data. This is in contrast to, say, LIGO, which has
a peak sensitivity of ∼ 100Hz, so a year’s data contains ∼ 109 cycles.
2.4.5 Atom interferometers
A possible alternative approach to using laser interferometry to detect gravitational waves,
is to instead use light pulse atom interferometry. The approach works by taking a cloud
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of atoms in free fall and applying a laser pulse at time t = 0 to place the atoms into two
momentum different states. A second laser pulse in the opposite direction is then applied
at time t = T . At time t = 2T , if the atoms have been freely falling in flat space, the
atoms should be back in the original configuration. The passage of a gravitational wave
in the time interval 0 ≥ t ≤ 2T will introduce a phase difference between the two atomic
momentum states, which can in principle be measured when the atoms are recombined.
Ground-based atom interferometers have been proposed to probe the frequency range
(1− 10) Hz and space-based atom interferometers to probe the range (10−3 − 1) Hz. For
details on these two techniques see, for example, Dimopoulos et al. (2009).
2.5 Using the universe as a detector
Primordial gravitational waves produce tensor fluctuations which could results in a
measurable contribution to anisotropies in the cosmic microwave background (CMB)
on large angular scales. Therefore observations of the CMB, in particular the B-mode
component of the polarisation, provide a way to detect the lowest frequency gravitational
waves (Seljak and Zaldarriaga, 1997).
In 2014 it was claimed that the BICEP2 telescope at the south pole had detected the
B-modes in the CMB at a level parametrized by the tensor-to-scalar ratio of r = 0.2+0.07−0.05
(BICEP2 Collaboration, 2014). If confirmed this would have constituted strong evidence
for the theory of inflation and would arguably have constituted the first detection of
gravitational waves. However later work combining the BICEP2 data with other data
sets (notably data from the Planck satellite) found that the observations were consistent
with the presence of cosmic dust (BICEP2/Keck and Planck Collaborations, 2015; Planck
Collaboration et al., 2014).
As the focus of the remainder of this thesis is on astrophysical rather than cosmological
sources, the plots in Chapter 4 do not include these very low frequency gravitational
wave sources and detectors.
Chapter 3
Gravitational wave sources
The history of astronomy is a history
of receding horizons.
Edwin Hubble
All the sources described here are represented by shaded boxes in Chapter 4. Sources
with short durations (i.e., burst sources) and sources that evolve in time over much longer
timescales than our observations are drawn with flat-topped boxes for hc(f). Inspiraling
binaries, or stochastic backgrounds of binaries, are drawn with a sloping top proportional
to f−2/3 for hc(f), which is result derived in Sec. 2.2.2. The width of the box gives the
range of frequencies sources of a given type can have while remaining at a detectable
amplitude. The question of the height of the box is more problematic; it would be
desirable to normalise each box so that there was a fixed event rate, say one event per
year with an amplitude lying within the box. However, for many of the sources considered,
the event rate is subject to a large degree of uncertainty (and estimates change rapidly
as our understanding of the astrophysics improves). Consequently, we take the more
definite, but somewhat arbitrary, approach that for each type of source a fiducial event is
nominated (with parameters or amplitude detailed in the relevant section below) and the
amplitude of this event is used to position the top of the box. The parameters for each
fiducial event are chosen such that the resulting amplitude is roughly consistent with
the optimistic end of current predictions: the boxes indicate where we could plausibly
find gravitational wave sources; the actual event rates could turn out to be substantially
lower than this upper bound.
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3.1 Sources for ground-based detectors
3.1.1 Compact binary coalescences
3.1.1.1 Neutron-star binaries
The late inspiral of a pair of neutron stars is a prime target for ground-based detectors.
The expected event rate for this type of source is uncertain, but upper limits of γNS−NS =
1.3× 10−4 Mpc−3 yr−1 are known (Abadie et al., 2012c), and the predicted rate is several
orders of magnitude below this. Plotted in Chapter 4 are boxes labelled “compact binary
inspirals” with amplitudes such that a ratio hc/hn = 16 is produced for Advanced LIGO
at peak sensitivity and a width between (3–300) Hz, corresponding to expected observable
frequencies.
3.1.1.2 Stellar mass binary black holes
The inspiral and merger of a pair of stellar mass black holes in the mass range (5−100)M
is another prime target for ground-based detectors. Event rate estimates prior to the
first operation run of advanced LIGO generally predicted a lower rate for detections
of binary black holes than binary neutron stars (Abadie et al., 2010b); although there
were large uncertainties due in part to the lack of any electromagnetic observations
of these sources or their immediate progenitors. As it happened the first detection of
gravitational waves was from a binary black hole with component masses m1 = 36+5−4M
and m2 = 29+4−4M at a distance of 410
+160
−180 Mpc (The LIGO Scientific Collaboration
and the Virgo Collaboration, 2016c). Plotted in Chapter 4 is a curve corresponding to a
binary black hole with GW150914-like parameters.
3.1.2 Supernovae
3.1.2.1 Core collapse supernovae
Simulations of core-collapse supernovae show that GWs between (102–103) Hz can be
produced (Kotake et al., 2006). The signal undergoes O(1) oscillation and is hence
burst-like. Dimmelmeier et al. (2002) calculate the average maximum amplitude of GWs
for a supernova at distance r as
hmax = 8.9× 10−21
(10 kpc
r
)
. (3.1)
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The event rate for supernovae is approximately γSN = 5 × 10−4 Mpc−3 yr−1. The
boxes labelled “core collapse supernova” plotted in Chapter 4 correspond to a distance
r = 300 kpc (which includes the entirety of our galaxy, but no other galaxies of comparable
size) with the frequency range quoted above. The LIGO and Virgo detectors have already
placed bounds on the event rate for these sources (Abadie et al., 2012a).
3.1.2.2 Type Ia supernovae
Type IA supernova also are a possible source of gravitational waves, although in a lower
frequency range (0.1− 10)Hz. The lower frequency is set by the light crossing time of
the white dwarf, in contrast to the light crossing time of a neutron star in the case of
core collapse supernova. The boxes labelled “Type IA supernova” plotted in Chapter 4
correspond to an event at a distance of 30 kpc with a gravitational wave signal calculated
using the models of Seitenzahl et al. (2015). The event rate for sources this close (i.e. in
our galaxy) is relatively low, of the order 0.01 yr−1.
The frequency of these sources means they fall in between the sensitivity bands of the
second generation ground-based detectors and the proposed first generation space-based
detectors. Although we include these sources here in the ground-based section, they
may be detected by either (or both) third generation ground-based detectors or a second
generation space-based detector.
3.1.3 Continuous waves from rotating neutron stars
Rotating neutron stars are a source of continuous GWs if they possess some degree of
axial asymmetry (Aasi et al., 2013a; Abbott et al., 2007; Prix, 2009). The signals are near
monochromatic with a frequency twice the rotation frequency of the neutron star, and
are a potential source for ground-based detectors. The amplitude of the GWs depends
upon the deformation of the neutron star, and its spin frequency. The magnitude of the
distortion depends upon the neutron star equation of state and the stiffness of the crust,
which are currently uncertain (Chamel and Haensel, 2008; Lattimer, 2012). Deformations
can also be supported by internal magnetic fields (Haskell et al., 2008). Several known
pulsars could be sources for the advanced detectors and upper limits from the initial
detectors help to constrain the deformations.
The boxes labelled “pulsars” plotted in Chapter 4 correspond to the upper limits placed
on a gravitational wave signal from the Crab pulsar (Aasi et al., 2014b), extrapolated
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across a frequency range between (20–103) Hz. The extrapolation was performed using
the scaling h0 ∝
√
f˙/f (Aasi et al., 2014b) (this is the spin-down limit, which assumes
that the only loss of energy from the system is due to gravitational wave emission) and
Eq. 2.36. This gives hc ∝ f1/2; higher frequency sources are observed at a louder SNR
because they undergo more cycles.
3.2 Sources for space-based detectors
For a review of the gravitational wave sources for space-based missions see, for example,
Amaro-Seoane et al. (2013), Gair et al. (2013) or Jennrich et al. (2011).
3.2.1 Massive black-hole binaries
Space-based detectors will be sensitive to equal-mass mergers in the range (104–107)M.
Predictions of the event rate for these mergers range from O(10–100) yr−1 for eLISA
with SNRs of up to 103 (eLISA Consortium, 2013). The large range in the rate reflects
our uncertainty in the growth mechanisms of the supermassive black hole population
(Volonteri, 2010). A 106M binary can be observed out to a redshift z ∼ 8 with an
SNR of 100 (eLISA Consortium, 2013). This fiducial source gives the amplitude of the
boxes labelled “≈ 106 solar mass binaries” in Chapter 4. The range of frequencies is
(3× 10−4–3× 10−1) Hz, extrapolated using the slope hc(f) ∝ f−2/3 derived in Sec. 2.2.2.
3.2.2 Galactic white-dwarf binaries
For space-based detectors, these are the most numerous sources; they are also the only
guaranteed source since several detectable systems (known as verification binaries) have
already been identified by electromagnetic observations (Stroeer and Vecchio, 2006).
Galactic binaries divide into two classes: the unresolvable and the resolvable galactic
binaries. The unresolvable binaries overlap to form a stochastic background as discussed
in Sec. 2.2.2. The distinction between resolvable and unresolvable is detector specific; here
we choose LISA. This boundary should not be too different for eLISA, but would move
substantially for decihertz detectors. Plotted in Chapter 4 with the label “unresolvable
galactic binaries” is the estimate of this background due to Nelemans et al. (2001) where
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an observation time of one year has been assumed,
hc(f) = 5× 10−21
(
f
10−3 Hz
)−2/3
. (3.2)
Estimates for the event rate of resolvable binaries centre around O(103) events for
eLISA. The boxes plotted in Chapter 4 with the label “resolvable galactic binaries”
have a ratio hc/hn = 50 for eLISA at its peak sensitivity. The frequency range of the
box is
(
3× 10−4 –10−2) Hz, estimated from Monte Carlo population simulation results
presented in Amaro-Seoane et al. (2013).
3.2.3 Extreme mass-ratio inspirals
EMRIs occur when a compact stellar-mass object inspirals into a supermassive black hole.
There is extreme uncertainty in the event rate for EMRIs due to the poorly constrained
astrophysics in galactic centres (e.g., Merritt et al., 2011); the best guess estimate is
around 25 events per year with eLISA with SNR ≥ 20 (eLISA Consortium, 2013). The
boxes labelled “extreme mass ratio inspirals” plotted in Chapter 4 have a characteristic
strain of hc = 3× 10−20 at 10−2 Hz, which corresponds to a 10M black hole inspiralling
into a 106M black hole at a luminosity distance of 1 Gpc. The frequency width of the
box is somewhat uncertain; EMRI events can occur around a black hole of any mass,
and hence EMRIs can, in principal, occur at any frequency. The boxes in Chapter 4 are
drawn with a width comparable to that of the LISA sensitivity curve.
3.3 Sources for PTAs
3.3.1 Supermassive black hole binaries
The main target for PTAs is a stochastic background of GWs produced by a population
of supermassive black-hole binaries at cosmological distances (Sesana et al., 2008).
Supermassive black holes are known to lie at the centres of most galaxies and black-hole
mergers are associated with the mergers of their host galaxies (Ferrarese and Ford, 2005;
Volonteri et al., 2003). The current best 95% confidence limit for the amplitude of the
stochastic background is hc = 2.7× 10−15 at a frequency of f0 = 1 yr−1 (Shannon et al.,
2013). There is strong theoretical evidence that the actual background lies close to the
current limit (Sesana, 2013). The distribution of source amplitudes with frequency is
dependent on the chirp mass distribution of binaries, which is astrophysically uncertain.
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Reflecting our lack of information about the true shape of this box, we draw it with a
flat top in characteristic strain.
3.3.2 Stochastic background of supermassive binaries
Supermassive black-hole binaries at higher frequencies are inspiralling faster and, hence,
there are fewer of them per frequency bin. At a certain frequency, these sources cease
to be a background and become individually resolvable (Sesana et al., 2008; Sesana
et al., 2009). It is currently unclear whether PTAs will be able to detect an individual
binary or a stochastic background first. Plotted in Chapter 4 with the label “stochastic
background” is a third of the current limit with a cut off frequency of f = 1 yr−1. This is
suggested by Monte Carlo population studies (Sesana et al., 2008), which give a range
of plausible amplitudes the mean of which is plotted here. For the resolvable sources,
labelled “≈ 109 solar mass binaries”, the amplitude of the current limit is plotted between(
3× 10−9 –3× 10−7
)
Hz.
3.4 Cosmological sources
In addition to the sources above, early Universe processes, such as inflation (Grishchuk,
2005) or a first-order phase transition (Binétruy et al., 2012), could have created GWs.
More speculatively, it has been hypothesised that cosmic strings could also be a potential
source (Aasi et al., 2014a; Binétruy et al., 2012; Damour and Vilenkin, 2005). These
relic GWs allow us to explore energy scales far beyond those accessible by other means,
providing insight into new and exotic physics. The excitement surrounding the tentative
discovery by BICEP2 of the imprint of primordial GWs (generated during inflation) in
the cosmic microwave background (BICEP2 Collaboration, 2014), and the subsequent
flurry of activity, has shown the scientific potential of such cosmological GWs. These
gravitational wave signals are so alluring because they probe unknown physics; this also
makes them difficult to predict. Cosmological stochastic backgrounds have been predicted
across a range of frequencies with considerable variation in amplitude. As a consequence
of this uncertainty, although we could learn much from measuring these signals, we have
not included them amongst the sources in Chapter 4.
The sensitivity curves plotted in Chapter 4 would change substantially for stochastic
backgrounds. This is because searches for stochastic backgrounds utilise the cross
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correlation of the outputs of multiple detectors for detection (Allen and Romano, 1999;
Maggiore, 2000), instead of the individual outputs. Therefore, the sensitivity of a network
of ground based detectors is much greater than that of any individual detector. The
shape of the sensitivity curve for a stochastic background would also differ from the
curves plotted here, for a discussion of this point see Thrane and Romano (2013).
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Chapter 4
The spectrum of gravitational wave
astronomy
A picture is worth a thousand words
Unknown
The plots in this section show all of the detectors and sources described in the main
text. Clearer, interactive versions of these plots, allowing for removal of any of the curves,
may be created and downloaded on-line, http://rhcole.com/apps/GWplotter.
All of the detector noise curves have any spikes (e.g. due to resonances in the
suspension systems of ground-based detectors) removed for clarity.
For the pulsar timing arrays we choose to plot the sensitivity curves with the sharp
cutoff at the low frequency end. For a discussion of the different possibilites see Sec. 2.4.4
and Moore, Taylor and Gair (2015).
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Figure 4.1: A plot of characteristic strain against frequency for a variety of
detectors and sources.
Figure 4.2: A plot of the square root of power spectral density against
frequency for a variety of detectors and sources.
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Figure 4.3: A plot of the dimensionless energy density in GWs against
frequency for a variety of detectors and sources.
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Part II
Data Analysis Methods
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Chapter 5
Parameter estimation and model
uncertainties
P (A|B) = P (B|A)P (A)
P (B)
Rev. Thomas Bayes
Once a signal has been detected in a gravitational wave experiment the next challenge
is to infer the properties of the source that generated the waves. This type of inverse
problem is common in the physical sciences and is typically very well tackled through
the use of Bayesian methods.
These methods are most powerful when they make use of detailed and accurate
models of the source. This is typically the situation we are faced with when analysing
a compact binary coalescence source of gravitational waves, which consists of just two
isolated compact objects and whose evolution is governed by known laws of motion; in
this case Einstein’s equations.
However, although models of the gravitational wave signal may be available, these
models will always contain some errors. There are many possible sources of model error;
errors may arise due to some approximation used in the construction of the model (for
example, most current models of binary black holes are based on a finite number of terms
in the post Newtonian approximation to general relativity), or they may be due to some
physical effect which has been neglected by the model (most binary black hole models do
not allow for eccentric orbits), or they may be numerical errors arising from solving the
equations of the model to finite precision.
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Imperfect models cause two main problems for gravitational wave data analysis;
the detection problem and the parameter estimation problem which are described in
detail below. The parameter estimation problem is the main focus of the work in this
thesis. Recently a technique, called the marginalised likelihood, aimed at overcoming
the problems associated with the use of imperfect models has been developed. In this
chapter we present the details of the marginalised likelihood. The work in this part of
the thesis, including chapters 5, 6, 7 and 8, is partly based on the following published
papers Moore and Gair (2014), Moore, Berry, Chua and Gair (2016), Gair and Moore
(2015), and the following paper in preparation Moore, Chua, Berry and Gair (2016).
5.1 Introduction
The era of advanced ground-based interferometric gravitational-wave (GW) detectors is
here. The Advanced LIGO detectors (The LIGO Scientific Collaboration and The Virgo
Collaboration, 2016b) in the USA started observing in September 2015, and the first
direct detection was announced in February 2016 (The LIGO Scientific Collaboration
and the Virgo Collaboration, 2016c). As discussed in Sec. 2.4.2, several other ground-
based detectors are expected to join aLIGO over the coming years. The principal target
sources of GWs for these detectors are the coalescences of pairs of compact objects, either
neutron stars or black holes; the first detection was from a binary black hole. There is
still a great uncertainty in the estimated event rate for these sources, typically over an
order of magnitude in each direction; for a discussion of the expected event rates for
systems containing a neutron star see Abadie et al. (2010b), for updated estimates of the
binary black hole merger rate given the recent observation of GW150914 see The LIGO
Scientific Collaboration and the Virgo Collaboration (2016g). Despite the remaining
uncertainties, it is clear that over the coming years we can expect numerous gravitational
wave detections of compact binary coalescences.
The detection of gravitational wave signals is most efficient when we have accurate
waveform models that can be matched to any signals in the (noisy) detector data.1 For
parameter estimation (PE), it is even more important that the template faithfully matches
1It is possible to detect GWs without templates by looking for coherent excess power in the detec-
tors, e.g., Cornish and Littenberg (2015); Kanner et al. (2015); Klimenko et al. (2008a); The LIGO
Scientific Collaboration and the Virgo Collaboration (2016d). This is effective for short-duration signals
corresponding to high-mass binaries.
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the true signal, as otherwise we could infer biased parameter values. Matching a template
to data requires that the model waveform remains accurate over the entire duration
of the signal; typically of the order of hundreds of seconds for neutron-star binaries
and tens of seconds for black-hole binaries in the advanced-detector era (with frequency
sensitivity down to 10 Hz). Although higher mass sources have shorter waveforms (in the
detector band), these present more of a challenge for modelling as they have detectable
merger and ringdown components. In contrast, binary neutron stars only have the
(easier to model) inspiral part of the waveform in band. In this thesis, we are concerned
with problems that arise from inaccurate models; therefore, we focus our attention on
black-hole binaries where the issue of waveform uncertainty is most acute. However, the
techniques we develop could equally be applied to neutron-star binaries or any other
uncertain signal. Inaccurate waveform models are known to cause significant systematic
errors when recovering source parameters from observations with both ground-based
(Canitrot, 2001) and space-based detectors (Cutler and Vallisneri, 2007).
There are two problems that arise when using inaccurate signal models: the detection
problem, and the PE problem. The detection problem is that the inaccurate model
does not perfectly match to the physical waveform, leading to a loss of signal-to-noise
and, hence, a lower chance of detection (for the same false alarm probability). The PE
problem, which is the focus of the work in this thesis, is that the model waveform which
has the best overlap with the physical signal in the data generally has parameter values
offset from the true source parameters, leading to a systematic error in any parameter
estimates.
Recently, Moore and Gair (2014) proposed a novel method of improving the detection
and PE prospects of complicated physical phenomena in noisy data. The method
applies generally to any situation where accurate models of the signal are available, but
computational constraints mean that routine detection and PE tasks must be carried out
with cheaper, less accurate, models.
In the case of binary black-holes, there are many different physical effects that should
be included in waveform models, such as the merger and ringdown phases following the
inspiral, the presence of generic spins and precession, eccentricity and higher-order modes.
All these phenomena can, in principle, be simulated, thanks to recent rapid progress in
numerical relativity (NR); see Baker et al. (2006); Campanelli et al. (2006); Pretorius
(2005). However, NR simulations are extremely expensive, only a few hundred have been
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performed to date (Aasi et al., 2014c; Mroué et al., 2013), and these typically consist of
only the final few tens of orbits (although, see Szilágyi et al. (2015)). Detection and PE are
therefore currently performed using less expensive waveform approximants. The existence
of NR waveforms has permitted the calibration of semi analytic inspiral–merger–ringdown
approximants such as the effective-one-body–NR (EOBNR) (Buonanno and Damour,
1999, 2000; Pan et al., 2011; Taracchini et al., 2014) or IMRPhenom (Santamaría et al.,
2010) families, with recent efforts concentrating on including the effects of precession in
these Hannam et al. (2014); Schmidt et al. (2012, 2015).2 For some recent PE work with
inspiral merger and ringdown waveform models see Ghosh et al. (2015); Graff et al. (2015);
Veitch et al. (2015). Historically, PE has also used models based on the post-Newtonian
formalism (Blanchet, 2014), such as the TaylorF2 and TaylorT2 waveforms Buonanno
et al. (2009). Despite these lacking some of the relevant features, they are sufficiently
quick to calculate that they can be simply used in PE algorithms.
To include uncertainty in waveform templates whilst minimising computational
expense, we use Gaussian process regression (GPR) to estimate the effects of waveform
errors. The method involves constructing a training set of the waveform differences
between an expensive, accurate waveform and a cheaper, less accurate waveform. For
the accurate waveforms it might be necessary to use some combination of NR and the
NR calibrated approximants discussed above, depending on the numbers and length
of the available NR simulations. The waveform difference is evaluated at a relatively
small number of points in parameter space and stored for later use. GPR is then
used to interpolate the difference across parameter space to give a best estimate and
a corresponding uncertainty at a general point in parameter space. This interpolation
provides a prior probability distribution on the waveform difference which is then used
in marginalising the likelihood over waveform uncertainty. The result is an expression
for the likelihood in terms of the cheaper waveform model, but with corrections coming
from the training set. This marginalised likelihood is negligibly more complicated or
computationally expensive to evaluate than the standard expression, but provides a
better estimate of the true likelihood surface (and hence the posterior), factoring in our
imperfect knowledge of the waveform. Therefore, we have not only built a relatively
inexpensive waveform approximant that can include additional physics, but we have also
2See Littenberg et al. (2013) for a study of systematic error (or lack thereof) from using EOBNR
waveforms with NR injections.
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accounted for (marginalised over) the uncertainty in our new approximant.
If the standard likelihood with an approximate waveform is used for PE then, in
general, biased parameter estimates are obtained.3 It has recently been shown by Gair
and Moore (2015) that, under certain conditions, this bias is completely removed by
the marginalised likelihood, and, more generally, that the bias is always reduced by the
marginalised likelihood.
The technique of GPR assumes that the data (waveform differences) in the training
set have been drawn from a Gaussian process (GP) on the parameter space with a mean
and a covariance function either specified a priori or estimated from the training set itself.
The interpolation is then achieved by calculating the conditional probability for the GP
at some new parameter point given the known training set values, the mean and the
covariance. GPR provides a convenient non-parametric way to interpolate the waveform
differences, and has the additional advantage that, by construction, it provides a Gaussian
probability distribution for the unknown waveform difference which can be analytically
marginalised over. This is important because it means no extra nuisance parameters are
added to the PE task which would slow down an already expensive process.
5.2 Gaussian Process Regression
5.3 The method
In this section we detail how we incorporate waveform uncertainties into gravitational
wave data analysis. In Sec. 5.3.1 we introduce the standard likelihood function and show
how model uncertainties can be treated like nuisance parameters that can be integrated
out (marginalised over). Performing this integration requires that a prior probability
distribution is specified for the model uncertainties, this is constructed using GPR. This
is introduced in Sec. 5.3.2, where we briefly summarise some key results pertaining to
GPR; further details can be found in standard textbooks (see, for example, Adler (1981);
MacKay (2003); Rasmussen and Williams (2006)). The result of the integration is the
3This is commonly assessed in the gravitational wave literature using probability–probability (P–P)
plots; for a catalogue of events, these plot the cumulative fraction of events where the true parameter
is found within the credible interval corresponding to a given probability. If the posteriors are well
calibrated, then a proportion P should fall in the P credible interval, and the plot is a diagonal line.
Introducing bias means that the line sags below the optimal diagonal.
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marginalised likelihood presented in Eq. (5.28) which accurately encodes our state of
knowledge of the signal parameters, given our imperfect waveform models and the noisy
data.
5.3.1 The marginalised likelihood
We consider the scenario where we can construct two different waveform models, one
accurate but computationally expensive, the other less accurate but quick to calculate.
We use the parameters vector ~λ to fully characterise the signal; Latin indices from the
beginning of the alphabet (a, b, . . .) will be used to label the different components of
this vector, and repeated indices should be summed over. The accurate waveforms will
be referred to as the exact waveform h(~λ), although the method does not require that
the accurate waveforms are perfect (see Sec. 5.4.3). The cheaper approximate waveform
H(~λ) is related to h(~λ) by the waveform difference
H(~λ) = h(~λ) + δh(~λ) . (5.1)
The waveform templates may be calculated in either the time domain h(t;~λ) or the
frequency domain h˜(f ;~λ); the dependence of the waveform on time or frequency is
suppressed in our notation for brevity.
In the context of modelling binary black-hole coalescences there are several highly
accurate waveform approximants available, for example, NR waveforms (Aasi et al., 2014c)
or spin EOBNR (SEOBNR) models (Pan et al., 2011; Taracchini et al., 2012, 2014).
There are also multiple possibilities for the approximate waveform family, for example,
the Taylor family of approximants of Buonanno et al. (2009). For the proof-of-principal
numerical calculations in this section, we need to be able to perform mock PE runs with
both waveform families so that we can assess our marginalisation technique does indeed
offer a significant improvement. Therefore, we will pick both approximants to be quick to
compute, rather than selecting on accuracy: our choice of waveform family is discussed
in more detail in Sec. 7.1.
In a PE study, we wish to construct the posterior probability distribution, p(~λ|s), for
the signal parameters given the observed data (and any prior information we have about
the source). From Bayes’ theorem, the posterior is given by
p(~λ|s) = L
′(s|~λ)pi(~λ)
Z ′(s) , (5.2)
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where (keeping the notation of Moore and Gair (2014)) L′(s|~λ) is the likelihood, pi(~λ) is
the prior distribution on the parameters and Z ′(s) is the normalising evidence
Z ′(s) =
∫
L′(s|~λ)pi(~λ)d~λ . (5.3)
In a Bayesian analysis the evidence Z ′(s) can be used as the detection statistic (by
comparing it with the evidence for the null hypothesis to form the Bayes’ factor) (Veitch
and Vecchio, 2010), and the positions and widths of peaks in the posterior p(~λ|s) are
used to give the parameter estimates and associated uncertainties (Veitch, J. et al., 2015).
For simplicity (although it is not necessary to do so), we assume throughout that pi(~λ) is
flat within the relevant region of parameter space. The single remaining challenge is to
calculate the likelihood L′(s|~λ).
For a detector with stationary, Gaussian noise with power spectral density Sn(f), the
likelihood is given by (Cutler and Flanagan, 1994b)
L′(s|~λ) ∝ exp
(
−12
〈
s− h(~λ)
∣∣∣s− h(~λ)〉) . (5.4)
Here the noise-weighted inner product has been defined as in Finn (1992)
〈x|y〉 = 4<
{∫ ∞
0
df x˜(f)y˜(f)
∗
Sn(f)
}
= 4<
{
M∑
κ=1
δf
x˜(fκ)y˜(fκ)∗
Sn(fκ)
}
, (5.5)
where κ labels the M frequency bins with resolution δf . We define the norm of a
waveform as
‖x‖ =
√
〈x|x〉 , (5.6)
for a signal this is equivalent to its SNR.
In practice it can be unfeasible to sample from the likelihood distribution in Eq. (5.4)
because it is prohibitively expensive to calculate the exact waveforms h(~λ); instead, we
must reply on the approximate waveforms to calculate an approximate likelihood,
L(s|~λ) ∝ exp
(
−12
∥∥∥s−H(~λ)∥∥∥2) . (5.7)
For a good approximant
L(s|~λ) ≈ L′(s|~λ) ; (5.8)
the natural way to improve this agreement is to construct (inevitably more expensive)
approximants that have smaller waveform differences δh(~λ). Instead, the proposal of this
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work is to replace L(s|~λ) with a new likelihood which accounts for the uncertainty in the
waveforms. The alternative likelihood is
L(s|~λ) ∝
∫
d
[
δh(~λ)
]
P [δh(~λ)] exp
(
−12
∥∥∥s−H(~λ) + δh(~λ)∥∥∥2) . (5.9)
This new likelihood has marginalised over the uncertainty in the waveform difference
using the (as yet unspecified) prior on the waveform difference P [δh(~λ)].
The prior on the waveform difference should include the information available from
the limited number of available accurate waveforms and could also encode our prior
expectations about the signal, for example, that the approximate waveforms are most
accurate at early times (or equivalently at low frequencies) when the orbiting bodies
are well separated (Blanchet, 2014), but gradually become inaccurate as the bodies
inspiral. At most points in parameter space, an accurate waveform is not available,
and so it is necessary to interpolate the waveform difference across parameter space
while simultaneously accounting for the error this introduces. It would seem that the
problem rapidly becomes complicated, and even if a suitable prior could be constructed
the computational time needed to evaluate L(s|~λ) would make it impractical in most
contexts.
Fortunately, the technique of GPR provides a natural way to interpolate the waveform
differences across parameter space, incorporating all necessary prior information. GPR
also has the additional property that it naturally returns an expression for P [δh(~λ)]
which is a Gaussian in δh(~λ). Since the exponential factor in Eq. (5.9) is also Gaussian
in δh(~λ), the functional integral can be evaluated analytically. This gives an analytic
expression for L(s|~λ) which can be evaluated in approximately the same computational
time as L(s|~λ).
Henceforth, for brevity, the s dependence will be suppressed in all likelihoods, i.e.
L′(~λ) ≡ L′(s|~λ), L(~λ) ≡ L(s|~λ), and L(~λ) ≡ L(s|~λ).
5.3.2 Gaussian process regression
Assume that we have access to accurate waveforms at a few values of the parameters
{h(~λi) | i = 1, 2, . . . , N} and can cheaply compute approximate waveforms at the same
parameter values. Our training set is the set of waveform differences
D =
{(
~λi, δh(~λi)
) ∣∣∣ i = 1, 2, . . . , N} , (5.10)
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where necessary the Latin indices i, j, . . . will be used to label the different components
of the training set (repeated indices are not summed over unless specified). It is now
necessary to interpolate the training set to obtain the prior on the waveform difference
first defined in Eq. (5.9),
P [δh] ≡ P (δh(~λ)|D, I) , (5.11)
where I is any other prior information we possess about the waveforms. The simplest
and most natural choice for such a prior is to assume that the waveform difference is a
realisation of a GP (a Gaussian is the maximum-entropy distribution given that we know
a characteristic range of variation (Shannon, 1948)),
δh(~λ) ∼ GP(m(~λ), k(~λ,~λ′)) (5.12)
A GP can loosely be thought of as the generalisation of a Gaussian distribution to an
infinite number of degrees of freedom. It is completely specified by the mean m(~λ) and
covariance k(~λ,~λ′) functions in the same way as a Gaussian distribution is fully specified
by a mean and variance. More formally, a GP is an infinite collection of variables, any
finite subset of which are distributed as a multivariate Gaussian. For a set of parameter
points {~λi}, including, but not limited to, the training set D,[
δh(~λi)
]
∼ N (m, K) , (5.13)
where the mean vector and covariance matrix of this Gaussian distribution are fixed by
the corresponding functions of the GP,
[m]i = m(~λi) , [K]ij = k(~λi, ~λj) , (5.14)
with probability density function (here correcting the normalising prefactor written
in Moore and Gair (2014) which mistakenly included a square root)
P
({
δh(~λi)
})
= 1(2pi)N |K| exp
−12 ∑
i, j
[
K−1
]
ij
(
δh(~λi)
∣∣∣δh(~λj))
 . (5.15)
The round brackets denote a new inner product with respect to some noise weighting
S′n(f), which we leave unspecified for the moment;
(x|y) = 4<
{∫ ∞
0
df x˜(f)y˜(f)
∗
S′n(f)
}
= 4<
{
M∑
κ=1
δf
x˜(fκ)y˜(fκ)∗
S′n(fκ)
}
. (5.16)
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In writing down Eq. (5.15) and stipulating that the covariance function k(~λ,~λ′) has
no dependence on frequency, we are effectively assuming that a) the parameter space
structure of the model errors is frequency independent; and b) the typical size of errors has
a frequency dependence proportional to
√
S′n(f). Under the assumption that waveform
model errors are uncorrelated in frequency, the normalising factor in Eq. 5.15 should be
raised to the power M ; however, this assumption leads to model errors that average to
zero over frequency and have only a small effect on the likelihood. The optimal means
of incorporating frequency dependence would be to introduce an additional covariance
function in frequency as well as the covariance in parameter space. This frequency
covariance introduces a correlation length scale in frequency which can be learnt from
the training set in exactly the same manner as we describe below for correlations in ~λ.
This correlation length scale reduces the number of independent frequencies from M to
some new effective number Meff .
Performing this double GPR interpolation in f and ~λ is beyond the scope of the current
work, although see Chapter 8. Instead, here we are in effect setting Meff = 1, giving the
expression in Eq. 5.15; this is analogous to assuming that all the frequency bins of the
noise-weighted waveform at a particular point in parameter space are perfectly correlated.
Setting Meff = 1 gives the largest uncertainty of any fixed number of independent
frequencies and is therefore a conservative choice. Despite these simplifications, our
marginalised likelihood has many desirable properties (which we discuss and prove in
Sec. 6), and performs well in the numerical example presented in Sec. 7. We will return
to the more general problem of performing the extended GPR including frequency in the
future.
Specifying how we compute the mean and variance for the GP determines how the
waveforms are interpolated and fixes our prior for waveform uncertainty across parameter
space. Our GP has a zero mean as we have chosen to interpolate the waveform difference
rather than the waveform directly. By first subtracting off an approximate model we leave
a quantity which is uncertain, but has no known bias. If we had some additional prior
knowledge that the approximate waveform was systematically wrong across parameter
space, then this should be added into the approximate model so that the zero-mean
assumption becomes valid. Identical results for the marginalised likelihood could also be
obtained by directly interpolating the accurate waveforms using a GP with a mean equal
to the approximate waveforms; however, we choose to interpolate waveform differences
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because zero-mean GPs are simpler to handle numerically.
Specifying the covariance function is central to GPR as it encodes our prior expec-
tations about the properties of the function being interpolated. Possibly the simplest
and most widely used choice for the covariance function is the squared exponential (SE)
(Rasmussen and Williams, 2006)
k(~λi, ~λj) = σ2f exp
[
−12gab(
~λi − ~λj)a(~λi − ~λj)b
]
, (5.17)
which defines a stationary, smooth GP. In Eq. (5.17), a scale σf and a (constant) metric
gab for defining a modulus in parameter space have been defined. These are called
hyperparameters and we denote them as ~θ = {σf , gab}, with Greek indices µ, ν, . . . to
label the components of this vector. We must have the number of hyperparameters
being less than size of the training set. If the available accurate waveforms contain some
uncertainty then this can also be included by adding a diagonal matrix C to Eq. (5.17),
where the element Cii (no summation) is the uncertainty in the accurate simulation at
~λi; this is discussed further in Sec. 5.4.3.
The probability in Eq. (5.15) is referred to as the hyperlikelihood, or alternatively
the evidence (as in Moore and Gair (2014)) for the training set; it is the probability
that that particular realisation of waveform differences was obtained from a GP with a
zero mean and specified covariance function. The hyperlikelihood depends only on the
hyperparameters and the quantities in the training set, so we denote it as Z(~θ|D). The
log hyperlikelihood is
lnZ(~θ|D) = −N2 ln(2pi)
−12
∑
i, j
inv
[
k(~λi, ~λj)
] (
δh(~λi)
∣∣∣δh(~λj))
−12 ln
∣∣∣det [k(~λi, ~λj)]∣∣∣ . (5.18)
For all subsequent calculations the values of the hyperparameters are fixed to their
optimum values ~θop, defined as those which maximise the hyperlikelihood:
∂Z(~θ|D)
∂θµ
∣∣∣∣∣
~θ= ~θop
= 0 . (5.19)
Maximising the hyperlikelihood with respect to ~θ is one of many approaches which
could be taken. For example, a better motivated approach would be to consider the
76 CHAPTER 5. PARAMETER ESTIMATION AND MODEL UNCERTAINTIES
hyperparameters as nuisance parameters in addition to the source parameters ~λ, and
marginalise over them while sampling an expanded likelihood,
Λexpanded(~λ, ~θ|D) ∝ L(~λ|~θ,D)Z(~θ|D). (5.20)
The disadvantage of this approach is that the hyperlikelihood is much more expensive to
compute than the standard approximate likelihood and the inclusion of extra nuisance
parameters also slows down any PE. In contrast, our proposed method of maximising
the likelihood is a convenient heuristic which is widely used in other contexts (MacKay,
1999; Quiñonero-Candela et al., 2007; Snelson and Ghahramani, 2006) and allows all the
additional computation to be done oﬄine. It would be useful, in future work, to check
explicitly that the different ways of dealing with the hyperparameters give consistent
results in the context of gravitational wave source modelling.
Having fixed the properties of the covariance function by examining the training
set, we can now move on to using the GP as a predictive tool. The defining property
of the GP is that any finite collection of variables drawn from it is distributed as a
multivariate Gaussian in the manner of Eq. (5.15). Therefore, the set of variables formed
by the training set plus the waveform difference at one extra parameter point δh(~λ) is
distributed as δh(~λi)
δh(~λ)
 ∼ N (0,Σ) , Σ =
 K K∗
KT∗ K∗∗
 , (5.21)
where K is defined in Eq. (5.14) and the vector K∗ and scalar K∗∗ are defined as
[K∗]i = k(~λi, ~λ) , K∗∗ = k(~λ,~λ) . (5.22)
On the right-hand side of Eq. (5.21) all the quantities are known because the hyper-
parameters have been fixed to their optimum values, and on the left hand side all the
quantities are known (from the training set) except for δh(~λ). Therefore, the conditional
probability of the unknown waveform difference given the known differences in D can be
found. This conditional probability is given by (e.g., MacKay (2003); Rasmussen and
Williams (2006))
P [δh(~λ)] = 1
2piσ2(~λ)∏Mκ=1 S′n(fκ) exp
−
(
δh(~λ)− µ(λ)
∣∣∣δh(~λ)− µ(λ))
2σ2(~λ)
 , (5.23)
where the GPR mean and its associated error have been defined as
µ(~λ) =
∑
i, j
[K∗]i
[
K−1
]
ij
δh(~λj) , (5.24)
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σ2(~λ) = K∗∗ −
∑
i, j
[K∗]i
[
K−1
]
ij
[K∗]j . (5.25)
Furnished with the expression for P [δh(~λ)], the marginalised likelihood in Eq. (5.9)
can now be evaluated. The integrand in Eq. (5.9) is the product of two Gaussians and
can be calculated analytically,
L(~λ) ∝ 1
1 + σ2(~λ)∏Mκ=1 (S′n(fκ)/Sn(fκ))
× exp
(
−12
[
s−H(~λ) + µ(~λ)
∣∣∣s−H(~λ) + µ(~λ)]) . (5.26)
The square brackets denote a third inner product with respect to the new noise weighting
S′′n(f), where S′′n(f,~λ) ≡ Sn(f) + σ2(~λ)S′n(f),
[x|y] = 4<
{∫ ∞
0
df x˜(f)y˜(f)
∗
S′′n(f)
}
= 4<
{
M∑
κ=1
δf
x˜(fκ)y˜(fκ)∗
S′′n(fκ)
}
. (5.27)
For the remainder of this section, for simplicity, we take S′n(f) = Sn(f) so the three
signal inner products we have defined become 〈·|·〉 = (·|·) = [·|·]/(1 + σ2(~λ)). With this
simplifying assumption, the marginalised likelihood becomes (Moore and Gair, 2014)
L(~λ) ∝ 1
1 + σ2(~λ)
× exp
−12
∥∥∥s−H(~λ) + µ(~λ)∥∥∥2
1 + σ2(~λ)
 . (5.28)
As mentioned earlier Eq. (5.15) issues that the waveform model errors are uncorrelated in
frequency. The assumption that S′n(f) = Sn(f) additionally assumes that the typical size
of the waveform error at a frequency f is given by
√
Sn(f). This choice can be motivated
to a certain extent by examining the hyperlikelihood in Eq. (5.18) which is used to train
the GP. This hyperlikelihood contains the overlap matrix (δh(~λi)|δh(~λj)). Choosing
S′n(f) = Sn(f) acts to downweight the correlations at frequencies we are insensitive to
(ignoring errors we cannot measure) and hence the resulting hyperparameters give an
interpolant which is tuned to better represent the waveform correlations at the frequencies
to which we are most sensitive: we weight waveform errors based upon their impact on
the likelihood. The assumption of frequency-independent models errors gives a value for
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the GPR uncertainty σ2 in Eq. (5.28) that is also frequency-independent. This can be
shown to be a conservative choice in the sense that it gives broader and less informative
posteriors.
In a follow-on study we will provide a proof of the conservative nature of this
assumption and examine a number of different choices for the weighting function S′n(f),
but we use the simplifying assumption S′n(f) = Sn(f) throughout the current section.
Despite these simplifying assumptions, we find that the resulting likelihood in Eq. (5.28)
performs well. In Appendix B we examine the sensitivity of the method to small changes
in the noise curve Sn(f) which will occur in real experiments.
In Eq. (5.28) the best fit waveform has shifted by an amount µ(~λ); this is the best
estimate of the waveform difference returned by the GPR. The quantity H(~λ) + µ(~λ) can
be regarded as a new waveform approximant built from the accurate and approximate
waveforms with the aid of GPR. However, a bonus of this way of including the training
set directly into the likelihood is that the extra uncertainty associated with using the
GPR as an interpolant is automatically included via the broadening of the posterior
caused by σ2(~λ) ≥ 0.
In this section we have explained how uncertainty in waveform models can be included
in PE through use of a marginalised likelihood. We defined such a likelihood in Eq. (5.9),
but the marginalisation requires a prior probability on the waveform uncertainty across
parameter space. We construct this from a training set using GPR; the resulting prior is
given in Eq. (5.23). Since this is of Gaussian form, we can marginalise analytically to
produce the new likelihood Eq. (5.28). The properties of this marginalised likelihood are
explored extensively throughout the remainder of this thesis.
In Secs. 5.4 and 6 we discuss theoretical properties of the GPR and marginalised
likelihood respectively. A reader who is primarily interested in the PE results obtained
with the likelihood in Eq. (5.28) may skip to Sec. 7.
5.4 The covariance function
In the previous section we described how waveform uncertainties could be marginalised
out using a prior constructed by using GPR on a training set. The only aspect of this
that is not prescribed by the training data is the choice of the covariance function. This
plays an important role in determining the properties of a GP. In this section, we discuss
the properties of different choices of the covariance function in GPR. The properties
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of the covariance functions discussed in this section are known in the GPR literature,
but are included here as they are not as widely appreciated in the gravitational wave
community. The material presented in this section on the covariance function will be
used in the interpretation of our results in chapter 6.
The only necessary requirements we have of a covariance function are that it is a
positive definite; i.e. for any choice of points {~λi} the covariance matrix Kij = k(~λi, ~λj)
is positive definite.
Throughout this work, GPs are assumed to have zero mean, and therefore be fully
specified by the covariance function k(~λ1, ~λ2). However, the proofs regarding continuity
and differentiability of GPs discussed in this section, and proved in Appendix C, are done
without recourse to the zero-mean assumption. The covariance encodes all information
available about the properties of the function being interpolated by the GPR. It is central
to the GPR and hence also to the marginalised likelihood.
The covariance function (and the corresponding GP) is said to be stationary if the
covariance is a function only of ~τ = ~λ1 − ~λ2, furthermore it is said to be isotropic if it is
a function only of τ ≡ |~τ | = |~λ1 − ~λ2|.4 Isotropy of a GP implies stationarity. All of the
GPs used for numerical calculations in this section are isotropic (and hence stationary)
k(~λ1, ~λ2) ≡ k(~τ) ≡ k(τ), although the generalisation to non-stationary GPs is briefly
discussed in Sec. 5.4.2.
An example of how the properties of the covariance function relate to the properties
of the GP, and hence the properties of the resulting interpolant, is given by considering
the mean-square (MS) continuity and differentiability of GPs. It can be shown that
the first nd MS derivatives of a GP are MS continuous (the GP is said to be nd-times
MS differentiable) if and only if the first 2nd derivatives of the covariance function are
continuous at the diagonal point ~λ1 = ~λ2 = ~λ∗. For a stationary GP this condition
reduces to checking the 2nd derivatives of k(~τ) at ~τ = ~0, and for an isotropic GP checking
the 2nd derivatives of k(τ) at τ = 0. A proof of this result, following Adler (1981), is
given in Appendix C. It is the smoothness properties of the covariance function at the
origin that determine the differentiability of the GP. This result is used in Sec. 5.4.2
when discussing different functional forms of covariance for use in GPR.
In this section, the effect of the choice of covariance function on the GPR are explored.
4We have yet to define a metric on parameter space with which to take the norm of this vector (see
Sec. 5.4.1), but all that is required here is that a suitably smooth metric exists.
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We consider three aspects that enter the definition of the covariance function:
(A) specifying the distance metric in parameter space gab;
(B) specifying the functional form of the covariance with distance k(τ),
(C) and whether or not to include errors σn on the training set points.
Stages A and B cannot be completely separated; there exists an arbitrary scaling,
α of the distance τ → ατ which can be absorbed into the definition of the covariance,
k(τ)→ k(τ/α). However, provided the steps are tackled in order, there is no ambiguity.
5.4.1 The metric gab
The first stage involves defining a distance τ between two points in parameter space. One
simple way of doing this, and the way used in the SE covariance function in Eq. (5.17),
is to define τ2 = gab(~λ1 − ~λ2)a(~λ1 − ~λ2)b, where gab are constant hyperparameters. This
distance is obviously invariant under a simultaneous translation of ~λ1 → ~λ1 + ~∆ and
~λ2 → ~λ2 + ~∆; therefore, this defines a stationary GP. For a D-dimensional parameter
space, this involves specifying D(D + 1)/2 hyperparameters gab.
More complicated distance metrics (with a larger number of hyperparameters) are
possible if the condition of stationarity is relaxed, i.e. gab → gab(~λ). It was demonstrated
by Paciorek and Schervish (2004) how, given a family of stationary covariance functions,
a non-stationary generalisation can be constructed. A stationary covariance function
can be considered as a kernel function centred at ~λ1; k(~λ1, ~λ2) ≡ k~λ1(~λ2). Allowing a
different kernel function to be defined at each point ~λ1, a new, non-stationary covariance
function is5
k(~λ1, ~λ2) =
∫
d~u k~u( ~λ1)k~u(~λ2) . (5.29)
Applying this procedure to a D-dimensional SE function generates a non-stationary
analogue (Paciorek and Schervish, 2004)
k(~λi, ~λj) = σf
∣∣∣Gi∣∣∣1/4 ∣∣∣Gj∣∣∣1/4 ∣∣∣∣∣Gi + Gj2
∣∣∣∣∣
−1/2
exp
(
−12Qij
)
, (5.30)
5To see that k is a valid covariance function consider an arbitrary series of points {~λi}, and the sum over
training set points I =
∑
i,j
aiajk(~λi, ~λj); for k to be a valid covariance it is both necessary and sufficient
that I ≥ 0. Using the definition of k gives I = ∫ d~u∑
i,j
aiajk~u(~λi)k~u(~λj) =
∫
d~u (
∑
i
aik~u(~λi))2 ≥ 0.
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where
Qij = (~λi − ~λj)a(~λi − ~λj)b
(
Giab + Gjab
2
)−1
, (5.31)
and Giab = inv[gab(~λi)] is the inverse of the parameter-space metric at position ~λi. Provided
that the metric gab(~λ) is smoothly parameterised this non-stationary SE function retains
the smoothness properties discussed earlier.
For the interpolation of waveform differences, it is easy to imagine the potential
benefits of using non-stationary GPs. For example, in the case of the spin parameter, it
could be imagined that the waveform difference considered as a function of the effective
spin of the compact objects δh(χ) would vary on long length scales in χ for small values
of the spin, but on much shorter scales for larger values of the spin.
The generalisation in Eq. (5.30) involves the inclusion of a large set of additional
hyperparameters to characterise how the metric changes over parameter space; for
example one possible parameterisation would be the Taylor series
gab(~λ) = gab(~λ0) +
(
~λc − ~λc0
) ∂gab(~λ)
∂λc
∣∣∣∣∣
~λ=~λ0
+ . . . (5.32)
with the hyperparameters gab(~λ0), ∂gab(~λ)/∂λc, and so on. As we see below, the inclusion
of even a single extra hyperparameter can incur a significant Occam penalty (MacKay,
2003) which pushes the training set to favour a simpler choice of covariance function.
For this reason we only consider stationary GPs. However, the generalisation to a
non-stationary GP (perhaps in only a limited number of parameters, e.g., spin) should
be investigated further in the future. In making this generalisation, one would have to
be guided significantly by the prior expectations of which parameters to include and how
to parameterise the varying metric.
An alternative to considering non-stationary metrics is instead to try and find new
coordinates λ˜ ≡ λ˜(~λ) such that the metric in these coordinates becomes (approximately)
stationary. There could be hope for this approach, as a similar problem has been tackled
by Owen (1996) in the context of template placement for gravitational wave searches.
Here the problem is to find coordinates such that waveform templates placed on a regular
grid in these coordinates have a constant overlap with each other. The waveform match
can be viewed as defining a metric in parameter space, and hence the desired coordinates
make this metric stationary. For a post-Newtonian inspiral signal, a set of chirp-time
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Figure 5.1: Plots of the different generalisations of the SE covariance function
discussed in Sec. 5.4.2. The top-most panel shows the PLE function, the
bottom-left panel shows the Cauchy function, and the bottom-right panel
shows the Matérn function; in all cases the value of σf was fixed to unity.
In each panel the effect of varying the additional hyperparameter is shown
by the three curves. For the PLE covariance the case η = 2 recovers the SE
covariance, while for the Cauchy and Matérn covariances the case η →∞
recovers the SE covariance.
coordinates were proposed by Sathyaprakash and Dhurandhar (1991) which make the
metric nearly stationary. Metrics have also been calculated for inspiral–merger–ringdown
models, for example IMRPhenomB (Kalaghatgi et al., 2015). While it could be possible
to adapt the parameter-space metrics already calculated for different approximants for
use in template placement algorithms to help in constructing our GPR training sets, we
do not consider this approach further here.
Throughout the remainder of this section the metric components gab are treated as
constant hyperparameters fixed to their optimum values, as discussed in Sec. 5.3.
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5.4.2 The functional form of k(τ)
The second stage of specifying the covariance function involves choosing the function
of distance k(τ). In general whether a particular function k(τ) is positive definite (and
hence is a valid covariance function) depends on the dimensionality D of the underlying
space (i.e. ~λ ∈ RD); however, all the functions considered in this section are positive
definite for all D. Several choices for k(τ) are particularly common in the literature.
These include the SE covariance function (which has already been introduced), given by
kSE(τ) = σ2f exp
(
−12τ
2
)
. (5.33)
The power-law exponential (PLE) covariance function is given by
kPLE(τ) = σ2f exp
(
−12τ
η
)
, (5.34)
where 0 < η ≤ 2. The PLE reduces to the SE in the case η = 2. The Cauchy function is
given by
kCauchy(τ) =
σ2f
(1 + τ2/2η)η , (5.35)
where η > 0. This recovers the SE function in the limit η →∞. And finally, the Matérn
covariance function is given by Stein (1999)
kMat(τ) =
σ2f21−η
Γ(η)
(√
2η τ
)η
Kη
(√
2η τ
)
, (5.36)
where η > 1/2, and Kη is the modified Bessel function of the second kind (Watson, 1995).
In the limit η →∞, the Matérn covariance function also tends to the SE.
Fig. 5.1 shows the functional forms of the covariance functions. They have similar
shapes: they all return a finite covariance at zero distance which decreases monotonically
with distance and tends to zero as the distance becomes large. In the case of interpolating
waveform differences this indicates that the errors in the approximate waveform at two
nearby points in parameter space are closely related, whereas the errors at two well
separated points are nearly independent. The PLE, Cauchy and Matérn function can all
be viewed as attempts to generalise the SE with the inclusion of one extra hyperparameter
η, to allow for more flexible GP modelling. All three alternative functions are able to
recover the SE in some limiting case, but the Matérn is the most flexible of the three.
This can be seen from the discussion of the MS differentiability of GPs given at the
beginning of this section.
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The SE covariance function is infinitely differentiable at τ = 0, and so the corre-
sponding GP is infinitely MS differentiable. The PLE function is infinitely differentiable
at τ = 0 for the SE case when η = 2, but for all other cases it is not at all MS dif-
ferentiable. In contrast, the Cauchy function is infinitely differentiable at τ = 0 for
all choices of the hyperparameter η. The Matérn function, by contrast, has a variable
level of differentiability at τ = 0, controlled via the hyperparameter η (Stein, 1999).
The GP corresponding to the Matérn covariance function in Eq. (5.36) is nd-times MS
differentiable if and only if η > nd. This ability to adjust the differentiability allows the
same covariance function to successfully model a wide variety of data. In the process
of maximising the hyperlikelihood for the training set over hyperparameter η, the GP
learns the (non)smoothness properties favoured by the data, and the GPR returns a
correspondingly (non)smooth function.
5.4.3 The inclusion of noise σn
Even the most accurate waveform models h(~λ) still contain some error with respect to the
unknown true physical signal h′(~λ). This could be because the waveform model does not
include all of the physics or because it is calculated using a method with finite accuracy.
We can account for the error in our training set points by adding a noise variance term
σ2fσ
2
n, i in the covariance function,
k(~λi, ~λj)→ k(~λi, ~λj) + σ2fσ2n, iδij , (5.37)
which alters the covariance matrix in Eq. (5.14) correspondingly, but not the expressions
in Eq. (5.22). Here σn, i is the fractional error ‖h− h′‖/‖δh‖ in each training set point,
where the norm is taken with respect to the inner product in Eq. (5.5) and δh = H − h.
This ensures that σ2f is still an overall scale for the covariance function.
We do not maximise the hyperlikelihood over σ2n, i; this is because σn, i is related to
‖h− h′‖, which cannot be learnt from a training set containing the differences δh. The
noise error is instead fixed at some overall error estimate for the accurate model, which is
a conservative approach. We consider the simple case σn, i = σn in this section; however,
it is not necessary for all training set points to have the same error, as a training set
might comprise different families of waveform models (e.g., a mix of different variants
of (S)EOBNR or IMRPhenom waveforms, or NR waveforms with different numerical
resolutions).
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If the overall noise error is σfσn, then the GPR uncertainty at a training set point
σ(~λi) satisfies,
σ(~λi) ≤ σfσn, ∀i ∈ {1, 2, . . . , N}. (5.38)
This is because the different points in the training set are assumed to come from a
correlated GP, and so nearby measurements also act to decrease the error.
There is also a more practical motivation for the inclusion of noise. Inversion of the
covariance matrix in Eq. (5.14) can pose issues of numerical stability for large training
sets. In general, as the number of points in the training set increases, the determinant
of the covariance matrix decreases rapidly towards zero, such that the matrix is nearly
singular (and hence the matrix is difficult to invert). The solution to this is to add a
small fixed noise σ2n = J  1, or jitter, to each training set point as per Eq. (5.37). The
eigenvalues of the new covariance matrix are then (approximately) the eigenvalues of the
original matrix plus J . This prevents the determinant, the product of the eigenvalues,
from becoming vanishingly small and dramatically improves the stability of the inversion.
In effect, we are no longer requiring our interpolant to pass through every training set
point; instead, we only ask it to pass close to each point (with the proximity determined
by the value of J).
5.4.4 Compact support and sparseness
All of the covariance functions considered up until this point have been strictly positive;
k(τ) > 0 ∀ τ ∈ [0,∞) . (5.39)
When evaluating the covariance matrix for the training setKij this leads to a matrix where
all entries are positive; i.e. a dense matrix. When performing the GPR it is necessary to
maximise the hyperlikelihood for the training set with respect to the hyperparameters.
This process involves inverting the dense matrix Kij at each iteration of the optimisation
algorithm. Although this procedure is carried out oﬄine, it still can become prohibitive
for large training sets. A related problem, as pointed out in Sec. 5.4.3 is that for large
training sets the determinant of the covariance matrix is typically small which also
contributes to making the covariance matrix hard to invert.
One potential way around these issues is to consider a covariance function with
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Figure 5.2: Plots of the first few Wendland polynomial covariance functions.
All these functions have compact support, k(τ) = 0 for τ > 1. As the value
of q increases the functions become smoother near the origin.
compact support,
k(τ) > 0 ∀ τ ∈ [0, T ] ,
k(τ) = 0 ∀ τ ∈ (T,∞) ,
(5.40)
where T is some threshold distance beyond which we assume that the waveform differences
become uncorrelated. This leads to a sparse, band-diagonal covariance matrix, which
is much easier to invert. Care must be taken when specifying the covariance function
to ensure that the function is still positive definite (which is required of a GP): if the
SE covariance function is truncated, then the matrix formed from the new covariance
function is not guaranteed to be positive definite.
Nevertheless, it is possible to construct covariance functions which have the requisite
properties and satisfy the compact support condition in Eq. (5.40). These are typically
based on polynomials. We consider a series of polynomials proposed by Wendland (2004),
which we will refer to as the Wendland polynomials. These have the property that they
are positive definite in RD and are 2q-time differentiable at the origin. Therefore the
discrete parameter q is in some sense analogous to the η hyperparameter of the Matérn
covariance function in that it controls the smoothness of the GP. Defining β to be
β =
⌊
D
2
⌋
+ q + 1 (5.41)
and using Θ(x) to denote the Heaviside step function, the first few Wendland polynomials
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kD, q(τ) are given by,
kD, 0(τ) = σ2fΘ(1− τ)(1− τ)β , (5.42)
kD, 1(τ) = σ2fΘ(1− τ)(1− τ)β+1 [1 + (β + 1) τ ] , (5.43)
kD, 2(τ) =
σ2f
3 Θ(1− τ)(1− τ)
β+2 [ 3 + (3β + 6) τ
+
(
β2 + 4β + 3
)
τ2
]
, (5.44)
kD, 3(τ) =
σ2f
15Θ(1− τ)(1− τ)
β+3
[
15 + (15β + 45) τ
+
(
6β2 + 36β + 45
)
τ2
+
(
β3 + 9β2 + 23β + 15
)
τ3
]
. (5.45)
These are plotted in Fig. 5.2. Other types of covariance function with compact support
have also been proposed and explored in the literature (e.g., Gneiting (2002); Liang and
Marcotte (2015); Melkumyan and Ramos (2009)), but we do not consider them in this
thesis.
88 CHAPTER 5. PARAMETER ESTIMATION AND MODEL UNCERTAINTIES
Chapter 6
Properties of the method
In this chapter proofs of several useful features of the marginalised likelihood are presented.
In Sec. 6.1 we derive the PE error in a linearised formalism, recovering results of Cutler
and Vallisneri (2007) as well as new results for our marginalised likelihood; in Sec. 6.2
we use these results to show that the marginalised likelihood should not exclude the
true parameter values even at large SNR, and in Sec. 6.3, we derive other limits of the
marginalised likelihood at specific points in parameter space.
6.1 The error at linear order
A more detailed understanding of the theoretical error problem, and the solution offered
by the marginalised likelihood can be gained by examining the behaviour of the likelihoods
in the vicinity of a maximum.
The exact likelihood, from Eq. (5.4), is given by
L′(~λ) ∝ exp
(
−12
∥∥∥s− h(~λ)∥∥∥2) , (6.1)
and has a maximum at the best fit parameters, ~λbf , which satisfy the equation〈
∂ah(~λbf)
∣∣∣s− h(~λbf)〉 = 0 . (6.2)
The measured data consist of noise and the physical signal with the true parameters, ~λtr,
that is s = n+ h(~λtr). Therefore Eq. (6.2) becomes〈
∂ah(~λbf)
∣∣∣n+ h(~λtr)− h(~λbf)〉 = 0 . (6.3)
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Expanding the difference in the signals to leading order in ∆~λ = ~λbf − ~λtr gives〈
∂ah(~λbf)
∣∣∣n−∆~λb∂bh(~λbf)〉 = 0 , (6.4)
whence
∆~λa =
(
Σ−1
)ab 〈
n
∣∣∣∂bh(~λbf)〉 , (6.5)
where Σab = 〈∂ah(~λbf)|∂bh(~λbf)〉. Therefore, at leading order, the shift between the best
fit and true parameters for the exact likelihood consists of one term proportional to n;
we call this the noise error. The matrix Σab is the usual Fisher information matrix (FIM)
which characterises the random errors at leading order (Vallisneri, 2008).
The approximate likelihood, from Eq. (5.7), is given by
L(~λ) ∝ exp
(
−12
∥∥∥s−H(~λ)∥∥∥2) , (6.6)
and has a maximum at the best fit parameters which satisfy the equation〈
∂aH(~λbf)
∣∣∣s−H(~λbf)〉 = 0 . (6.7)
Using s = n+ h(~λtr) in Eq. (6.7) and expanding to leading order in ∆~λ gives〈
∂aH(~λbf)
∣∣∣n− δh(~λtr)−∆~λb∂bH(~λbf)〉 = 0 , (6.8)
thus
∆~λa =
(
Γ−1
)ab 〈
n
∣∣∣∂bH(~λbf)〉− (Γ−1)ab 〈δh(~λtr)∣∣∣∂bH(~λbf)〉 , (6.9)
where Γab = 〈∂aH(~λbf)|∂bH(~λbf)〉. Therefore, at leading order the shift between the best
fit and true parameters for the approximate likelihood consists of two terms: the noise
error as before (except with the FIM evaluated with the approximate model) and what
we call the model error,
∆model~λa = −
(
Γ−1
)ab 〈
δh(~λtr)
∣∣∣∂bH(~λbf)〉 . (6.10)
The model error is independent of the noise realisation, and hence represents a systematic
error in the PE associated with using inaccurate models.
The above treatment of the exact and approximate likelihoods is a brief summary of
part of the analysis done by Cutler and Vallisneri (2007). We now apply the same type
of analysis to the new marginalised likelihood to see how this reduces or removes the
model error.
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The marginalised likelihood is given in Eq. (5.9). From Eq. (5.25) it can be seen that
the interpolated waveform difference µ(~λ) is a linear combination of δh(~λi) from the
training set. We will assume, for this calculation only, that the waveform difference is also
a small quantity in the sense that ‖δh‖  ‖h‖ with the norm from Eq. (5.6). Therefore,
µ = O(δh) and σf = O(δh). We shall keep contributions up to O(δh).
Under the twin assumptions that ∆~λ and ‖δh‖ are small, the marginalised likelihood
is approximately given by
L(~λ) ≈ exp
(
−12
∥∥∥s−H(~λ) + µ(~λ)∥∥∥2) . (6.11)
This has a maximum at the best fit parameters ~λbf which satisfy the equation〈
∂a
(
µ(~λbf)−H(~λbf)
)∣∣∣s−H(~λbf) + µ(~λbf)〉 = 0 . (6.12)
Using s = n+ h(~λtr), and expanding to leading order in ∆~λ and δh gives〈
−∂a
(
µ(~λbf)−H(~λbf)
)∣∣∣n+ h(~λtr)−H(~λbf) + µ(~λbf)〉 = 0 , (6.13)〈
−∂a
(
µ(~λbf)−H(~λbf)
)∣∣∣n− δh(~λtr)−∆~λb∂bH(~λbf) + µ(~λbf)〉 = 0 . (6.14)
This expression can be rearranged to find ∆~λ, dropping all terms second order in small
quantities,
∆~λa =
(
Γ−1
)ab 〈
n
∣∣∣∂b (H(~λbf)− µ(~λbf))〉
−
(
Γ−1
)ab 〈
δh(~λtr)
∣∣∣∂bH(~λbf)〉
+
(
Γ−1
)ab 〈
µ(~λbf)
∣∣∣∂bH(~λbf)〉 . (6.15)
Therefore, at leading order, the shift between the best fit and true parameters for the
marginalised likelihood consists of three terms: the noise and model errors from before,
and a new shift arising from the marginalisation, ∆marg~λa =
(
Γ−1
)ab 〈µ(~λbf)|∂bH(~λbf)〉.
The expression for the model and marginalisation errors are similar and appear with
opposite signs (as would be hoped since the maginalised likelihood was designed to
remove the model error) so the remaining model error is proportional to δh(~λbf)− µ(~λbf)
(integrated inside the inner product).
If the training set is dense in the region of the peak, and the hyperparameters
have been correctly estimated, it is reasonable to assume that the GPR interpolant of
the waveform difference performs well, and we have 〈δh(~λ)− µ(~λ)|·〉 ≈ 0. Under these
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conditions the marginalised likelihood removes the systematic model error from the
parameter estimates. In reality the interpolation is not perfect, and the method is
limited by the available information in the training set, so that a residual model error
proportional to 〈δh(~λbf)− µ(~λbf)|·〉 remains.
6.2 The limit of large signal-to-noise
As first pointed out by Cutler and Vallisneri (2007), the systematic error associated with
the inaccurate model used in the approximate likelihood is independent of the SNR,
whereas the random error associated with the noise realisation decreases with increasing
SNR. Therefore, there exists a critical SNR for the approximate likelihood above which the
systematic model error dominates the random noise error. If the approximate likelihood
is used to infer the parameters of a source with an SNR close to or above this critical
value then the inferred parameters are significantly and systematically biased. In this
section we examine the behaviour of all three likelihood functions for large SNR and show
that the marginalised likelihood does not suffer from this problem even in the limit of
infinite SNR. Therefore, parameter estimates obtained using the marginalised likelihood
can always be trusted.
In this section in order to ease the process of taking the limit of large SNR all
waveforms are understood to be normalised such that ‖h(~λ)‖ = 1, and the amplitude
is taken out as a prefactor, so the full signal is Ah(~λ). In addition we will assume for
simplicity that the measured value of A is equal to the true value for the signal; this has
no effect our final result.
The exact likelihood Eq. (5.4) is given by
L′(~λ) ∝ exp
(
−12
∥∥∥s−Ah(~λ)∥∥∥2) . (6.16)
The measured data is given by s = n+ Ah(~λtr), and the exact likelihood is peaked at
~λbf = ~λtr + ∆~λ, where (see Eq. (6.5))
∆~λa = 1
A
(
Σ−1
)ab 〈
n
∣∣∣∂bh(~λbf)〉 . (6.17)
In this section, the FIM Σab is defined in terms of the normalised waveforms, i.e. Σab is
independent of A; this is done so that all of the dependence on A remains explicit. The
exact likelihood evaluated on the true parameters is given by
L′(~λtr) ∝ exp
(
−12 ‖n‖
2
)
. (6.18)
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The exact likelihood evaluated on the best-fit parameters is given by
L′(~λbf) ∝ exp
[
−12
∥∥∥n+A (h(~λtr)− h(~λbf))∥∥∥2] . (6.19)
The ratio of these two likelihood values is denoted Rexact = L′(~λtr)/L′(~λbf). Expanding
the difference h(~λtr)− h(~λbf) in the above equation to leading order in ∆~λ gives
lnRexact = −12
(
Σ−1
)ab 〈
n
∣∣∣∂ah(~λbf)〉〈n∣∣∣∂bh(~λbf)〉 . (6.20)
The quantity Rexact is the factor by which the likelihood of the true parameters is
suppressed with respect to the peak likelihood. From Eq. (6.20) it can be seen that this
factor is a random variable dependent on the noise realisation n; the expectation of this
random variable is given by Cutler and Flanagan (1994b)
lnRexact = −12 . (6.21)
Both Eqs. (6.21) and Eq. (6.20) are independent of the signal amplitude A, and hence
are unchanged by taking the limit of large SNR, A→∞. Therefore (as one might have
expected) the exact likelihood evaluated at ~λtr remains finite in this limit and the true
parameters are never completely excluded from the posterior at any value of the SNR.
The approximate likelihood Eq. (5.7) is given by
L(~λ) ∝ exp
(
−12
∥∥∥s−AH(~λ)∥∥∥2) , (6.22)
The approximate likelihood is peaked at ~λbf = ~λtr + ∆~λ, where (see Eq. (6.9))
∆~λa = 1
A
(
Γ−1
)ab 〈
n
∣∣∣∂bH(~λbf)〉− (Γ−1)ab 〈δh(~λtr)∣∣∣∂bH(~λbf)〉 . (6.23)
The FIM Γab is also here defined to be independent of A. The approximate likelihood
evaluated on the true parameters is given by
L(~λtr) ∝ exp
[
−12
∥∥∥n+A (h(~λtr)−H(~λtr))∥∥∥2]
∝ exp
(
−12
∥∥∥n−Aδh(~λtr)∥∥∥2) . (6.24)
The approximate likelihood evaluated on the best fit parameters is given by
L(~λbf) ∝ exp
[
−12
∥∥∥n−A (h(~λtr)−H(~λbf))∥∥∥2]
∝ exp
[
−12
∥∥∥n+A (δh(~λtr)−∆~λa∂aH(~λbf))∥∥∥2] , (6.25)
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where, as before, the waveform difference has been expanded to leading order in ∆~λ. The
ratio of the two likelihood Rapprox = L(~λtr)/L(~λbf) can be evaluated from Eq. (6.24) and
Eq. (6.25), and taking the limit of large SNR gives
lim
A→∞
lnRapprox = −A
2
2
(
Γ−1
)ab 〈
δh(~λtr)
∣∣∣∂aH(~λbf)〉
×
〈
δh(~λtr)
∣∣∣∂bH(~λbf)〉 . (6.26)
Unlike Rexact, this ratio does not depend on n. This is because in the limit of large
SNR, only the terms from the exponents of Eq. (6.24) and Eq. (6.25) proportional to A2
contribute, and the noise-dependent terms are all proportional to A. Also unlike Rexact,
this ratio does depend on the amplitude and Rapprox → 0 in the limit of large SNR.
Therefore, as anticipated above, the approximate likelihood excludes the true source
parameters with complete certainty in the limit of large SNR (unless 〈δh(~λtr)|·〉 = 0, in
which case the exact likelihood is recovered).
The marginalised likelihood Eq. (5.9) is given by
L(~λ) ∝ exp
−12
∥∥∥s−AH(~λ) +Aµ(~λ)∥∥∥2
1 +A2σ2(~λ)
 . (6.27)
The marginalised likelihood is peaked at ~λbf = ~λtr + ∆~λ, where, by comparison with
Eq. (6.15),
∆~λa = 1
A
(
Γ−1
)ab 〈
n
∣∣∣∂b (H(~λbf)− µ(~λbf))〉
−
(
Γ−1
)ab 〈
δh(~λtr)
∣∣∣∂bH(~λbf)〉
+
(
Γ−1
)ab 〈
µ(~λbf)
∣∣∣∂bH(~λbf)〉 . (6.28)
The values of the marginalised likelihood evaluated on the true and best-fit parameters
are given by Eq. (6.29) and Eq. (6.30), and the ratio of these two likelihoods is denoted
Rmarg,
L(~λtr) ∝ exp
−12
∥∥∥n−Aδh(~λtr) +Aµ(~λtr)∥∥∥2
1 +A2σ2(~λtr)
 ; (6.29)
L(~λbf) ∝ exp
−12
∥∥∥n−Aδh(~λtr)−A∆~λa∂aH(~λbf) +Aµ(~λbf)∥∥∥2
1 +A2σ2(~λbf)
 ; (6.30)
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lim
A→∞
lnRmarg =− 12σ2(~λbf)
[(
Γ−1
)ab 〈
δh(~λtr)− µ(~λbf)
∣∣∣∂aH(~λbf)〉〈δh(~λtr)− µ(~λbf)∣∣∣∂bH(~λbf)〉
−
∥∥∥µ(~λbf)∥∥∥2 + ∥∥∥µ(~λtr)∥∥∥2 + 2〈δh(~λtr)∣∣∣µ(~λtr)− µ(~λbf)〉] (6.31)
≈− 1
2σ2(~λbf)
(
Γ−1
)ab×〈
δh(~λtr)− µ(~λbf)
∣∣∣∂aH(~λbf)〉〈δh(~λtr)− µ(~λbf)∣∣∣∂bH(~λbf)〉 . (6.32)
The approximation made in going from Eq. (6.31) to Eq. (6.32) involves dropping terms
which are products of small quantities. Because the FIM is a symmetric, positive-definite
matrix, the numerator in Eq. (6.32) is a negative number, and hence Rmarg < 1 is required
to ensure ~λbf is the peak of the likelihood.
As was the case with Rapprox, this expression for Rmarg does not depend on the noise.
However, unlike Rapprox the expression for Rmarg also does not depend on the amplitude
A. Therefore, in the limit that the SNR becomes large Rmarg tends to a constant value
which depends quadratically on 〈δh(~λtr) − µ(~λbf)|·〉. As the SNR increases, the true
parameters are not excluded from the marginalised likelihood, instead the likelihood
distribution tends to a constant distribution (i.e. no dependence on n), and the ratio by
which the true parameters are disfavoured compared to the best fit parameters is set by
the ability of the GPR to recover the true waveform difference.
Intuitively, the reason the marginalised likelihood is able to achieve this useful
behaviour, even if the true waveform difference is not perfectly recovered by the GPR
interpolation (i.e. 〈δh(~λtr)− µ(~λbf)|·〉 6= 0), is due to the way the hyperparameters in the
covariance function are chosen. The hyperparameters were fixed to their optimum values
by maximising the hyperlikelihood for the training set (as described in Sec. 5.3). During
this process the overall scale hyperparameter σf gains a dependence on the amplitude
proportional to A2. Hence the GPR uncertainty σ2(~λ) is also proportional to A2. As can
be seen from Eq. (6.27), in the limit of large SNR the amplitude dependence cancels in the
exponential and the marginalised likelihood tends to a constant distribution. Therefore,
the marginalised likelihood never excludes the true source parameters from the final
posterior with complete certainty.
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6.3 Limits of the marginalised likelihood across parameter space
In this section we examine the behaviour of the marginalised likelihood in the limit of
being far from any training points and being at a training point.
First we examine the behaviour of the marginalised likelihood in the former case, at
a large distance (τ2  1) from any of the points in the training set. From Eq. (5.25) it
can be seen that well outside of the training set µ(~λ)→ 0 and σ2(~λ)→ σ2f . Therefore,
from Eq. (5.28), the log marginalised likelihood tends to
lnL(~λ)→ lnL(
~λ)
1 +∑i,jKij 〈δh(~λi)∣∣∣δh(~λj)〉 . (6.33)
Well outside of the training set the marginalised likelihood lnL(~λ) recovers the standard,
approximate likelihood L(~λ) up to a constant factor. This constant factor is one plus
a linear combination of the overlap integrals of all the waveform differences in the
training set. Since the denominator in Eq. (6.33) is always greater than unity (this
is ensured by the positive-definite property of the covariance matrix), it broadens any
peak in the likelihood outside of the training set. The amount of the broadening is
set by the magnitude of the waveform differences in the training set via the overlap
matrix 〈δh(~λi)|δh(~λj)〉. This is the behaviour that would be expected; in the absence
of any accurate waveforms the parameter uncertainties obtained from the approximate
waveforms should be multiplied by a constant factor depending upon our level of belief
in the accuracy of the approximate waveform model. In turn, our level of belief in the
accuracy of the approximate waveform is learnt from the training set in the process of
training the GP.
We now consider the behaviour of the marginalised likelihood evaluated at one of the
training set points ~λ`. First, consider the case where σn = 0. In this case, the interpolated
waveform difference, from Eq. (5.24), at ~λ` recovers the true waveform difference, and
the GPR uncertainty, from Eq. (5.25), vanishes at ~λ`;
µ(~λ`) = δh(~λ`) , (6.34)
σ2(~λ`) = 0 . (6.35)
Therefore the marginalised likelihood in Eq. (5.28) recovers the exact likelihood with no
additional broadening.
L(~λ`) = L′(~λ`) . (6.36)
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This is also the behaviour that would be expected; at a point in parameter space where
the accurate waveform is known, the accurate likelihood is recovered.
If σn 6= 0, then Eq. (6.34) and Eq. (6.35) become
µ(~λ`) = δh(~λ`)− σ2n
∑
i
k(~λi, ~λ`)δh(~λi) +O(σ4n) ,
σ2(~λ`) = σ2n
∑
i
k(~λi, ~λ`)k(~λi, ~λ`) +O(σ4n) . (6.37)
In this case any peak in the marginalised likelihood will be slightly shifted and broadened
relative to the peak in the accurate likelihood by an amount consistent with the uncertainty
σn in the accurate waveform model.
6.4 The bias in the likelihood
A common way to quantify the performance of parameter estimation is via the probability-
probability (P-P) plot. The P-P plot shows the probability that the true source parameters
will lie in a given confidence interval estimated from the detector data, against the value
of the confidence interval. In the ideal, unbiased, case the P-P should be a diagonal
line; i.e., x% of the time the true source parameters should lie within the x% confidence
interval. However, there are a variety of effects that can cause the P-P plot to deviate
from this ideal. For example, use of a greedy algorithm to build a multi-dimensional
confidence interval from a kD-tree constructed from a random sample of points from a
distribution (this problem was discussed in the context of sky-localisation by Sidery et al.
(2014)), deviations between the waveform model and the true signal due to a breakdown
of general relativity in the strong field (the case of undetectable deviations from general
relativity, the so-called “stealth-bias”, was considered in Vallisneri and Yunes (2013)), and
mis-estimating the noise properties of the detector can all cause the P-P plot to deviate
from a ideal diagonal line. However, the cause of biased parameter estimation that we
will consider in this work is the presence of inaccuracies in the waveform model used to
analyse the data (Cutler and Vallisneri, 2007). If such a systematic error is present the
returned confidence intervals from a parameter estimation study will be shifted away
from the true parameters making it less likely that the confidence interval contains the
true parameters. Therefore the P-P plot will “sag” below the ideal diagonal line.
The marginalised likelihood discussed above uses Gaussian processes (GPs) to fold
in extra information from a small training set of accurate waveforms, e.g. numerical
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relativity (NR) waveforms. Accurate here refers to how well these waveforms represent
solutions of the Einstein field equations. Numerical relativity waveforms are not perfectly
accurate, but they are the best solutions currently available and inaccuracies in them can
be folded into the GP analysis. If astrophysical gravitational waves are governed by a
theory other than general relativity, these waveforms will not be accurate representations
of reality. This will also lead to a bias, but one that is harder to quantify without knowing
the true theory of gravity. Here we proceed assuming general relativity is correct and look
only at biases from model uncertainties. Once observations are made this assumption
could be revisited if evidence arises for departures from general relativity.
The GP marginalised likelihood in general shifts the best fit parameters closer to the
true parameters and broadens the peak in the posterior, making it more likely that a
given confidence contour contains the true parameters. Therefore, it would be expected
that parameter estimates obtained using the marginalised likelihood would exhibit less
of a bias, and the P-P plots would exhibit less of a “sag”. However, the Gaussian process
regression (GPR) which underlies the marginalised likelihood makes some assumptions
about how the error in the waveform model varies over parameter space. In this section,
we investigate the P-P plots both in the case where these assumptions turn out to be
correct, and, more importantly, when they are incorrect.
There are two main results presented in this section. The first is a derivation of an
analytic expression for the expected sag in a P-P plot arising from waveform uncertainties.
This is derived under the assumption that the waveform error is small so that we can use
the linear signal approximation. The second is that the use of the marginalised likelihood
constructed via Gaussian process regression to analyse data leads to a reduction in the
size of the deviation from the diagonal line. The sag is removed completely if the true
waveform errors are drawn from the same model used to construct the marginalised
likelihood. However, even when the errors follow a different distribution, the marginalised
likelihood leads to a reduction in the sag.
This section is organised as follows. Sec. 6.4.2 presents derivations of analytic
expressions for the P-P plots for both the standard and marginalised likelihoods for a
variety of possible waveform errors. Sec. 6.4.3 describes the numerical simulations that
were performed to back-up the analytic results in Sec.6.4.2. Finally Sec. 6.4.4 contains a
discussion of the results and concluding remarks.
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6.4.1 The posterior maximum estimator
The aim of a parameter estimation study given measured data s, is to estimate the
posterior probability on the parameters, P (~λ|s). In the case of a signal with true
parameter ~λ0, and stationary, Gaussian, additive noise n the measured data is given by
s = h(~λ0) + n and the likelihood is given by Eq. 5.4.
The exact likelihood (defined in Eq. 5.4) will have a posterior peaked at a position
given by Eq. 6.4; the shift from the true parameters depends only on the noise realisations.
The approximate likelihood (defined in Eq. 5.7) will not in general agree with posterior
distributions obtained from the exact likelihood. Denote by ~λexact the best fit parameters
obtained from Eq. (5.4) and ~λapprox the best fit parameters obtained from Eq. (5.7). If
both the waveform difference and the parameter shift ∆~λ ≡ ~λapprox − ~λexact are small
quantities, O(), then by expanding in  an expression for the shift was found in Eq. 6.10.
The shift in best-fit parameters to linear order in  was obtained in Cutler and Vallisneri
(2007) as ∆~λ ≡ ∆~λ1 where
∆λa1 = −
(
Σ−1
)ab 〈δh(~λ0)|∂bH(~λ0)〉 , (6.38)
Σab =
〈
∂aH(~λ)|∂bH(~λ)
〉
, and ∂a = ∂/∂λa|~λ=~λ0 . For completeness we include a derivation
of this result, and an extension of it to quadratic order, in Appendix D.
From Eq. 6.38 (and Eq. 19 in Appendix D) it can be seen that the systematic shift
in parameters caused by using the approximate likelihood is independent of the signal-
to-noise ratio. This fact was observed by Cutler and Vallisneri (2007), and since the
statistical errors that arise from detector noise decrease with increasing signal-to-noise
this means that the systematic shift is most important for the loudest sources.
When using the approximate likelihood in Eq. (5.7) to characterise a single source one
would usually use the condition that the systematic error due to the model uncertainty is
less than the random error arising from noise to determine if the model is “good enough”.
This condition ensures that the true parameters will be consistent with the posterior —
the amount by which the systematic error shifts the peak of the posterior is less than the
typical posterior width.
However, whilst this condition ensures that the true parameters will always be
consistent with the posterior, on average they will be further from the centre of the
posterior and hence lie at a lower significance than they should. This starts to become
important when observing a population of sources (as we hope will be the case for
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Advanced LIGO). Even small systematic shifts may lead one to make incorrect inferences
about the properties of the population. This can be understood by imagining that we
observe a NS-NS binary with identical astrophysical parameters n independent times
with Advanced LIGO. The error in the combined estimate for the mean mass of the
population is the error in each measurement divided by
√
n. Therefore even if the
systematic model error is insignificant for making inferences regarding a single binary it
becomes increasingly significant for inferences regarding populations as new sources are
added.
The importance of the model errors for LIGO observations of NS-NS binaries was
considered by Canitrot (2001). Model error effects could also be seen in the parameter
estimation analysis of the “big-dog” blind injection (Abadie et al., 2012c). In that case,
the recovered masses for the compact binary injection were significantly biased (in part) by
the fact that different signal models were used for the injection and parameter estimation.
This indicates the importance of considering how to incorporate model uncertainties in
parameter estimation before the advanced detector era begins. A detailed investigation of
parameter estimation on various injections into data from the LIGO/Virgo interferometers
and employing a range of different models for the analysis was carried out in Aasi et al.
(2013b). These results clearly show how the analysis of the same data using two different
models can give mutually inconsistent results.
The marginalised likelihood, discussed in Sec. 5.3.1, attempted to account for the
systematic error in the posterior, and hence remove the bias. The expression for the
marginalised likelihood is Eq. 5.28. In the following sections we will compare the bias,
quantified via the P-P plot, for the exact, approximate and marginalised likelihoods.
6.4.2 Analytic calculation of the P-P plot
In the limit of high signal-to-noise the posterior probability distribution obtained in
the analysis of data from a detector will be strongly peaked in the vicinity of the true
parameters. Within the vicinity of this peak it is reasonable to expand both the exact
and approximate signal models in the usual linear signal approximation (LSA), i.e.
h(~λ) = h(~λ0) + ∆~λa∂ah(~λ0) ,
H(~λ) = H(~λ0) + ∆~λa∂aH(~λ0) . (6.39)
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where ~λ0 denotes the parameter values of the true signal, ~λ denotes the parameter values
at which we want to evaluate the signal or likelihood and ∆~λ = ~λ− ~λ0. This LSA is the
usual approximation made in the derivation of the Fisher Matrix and the approximation
used in the derivation of Eqs. (6.38) and (19).
We are interested in predicting the “sag” that would be expected in a P-P plot. If we
use an approximate waveform model to compute the posterior, then we would expect
some bias in the recovered parameters and a sag in the P-P plot - on average the true
parameters would be further away from the peak of the posterior than we would expect,
and so fewer injections would be recovered at a given significance level.
6.4.2.1 The exact likelihood
The exact likelihood, by definition, will give a diagonal unbiased P-P plot. However we
will re-derive this obvious result to shed light on the calculations that follow.
The Exact Likelihood is given by Eq. (5.4). The measured data is assumed to consist
of a signal with true parameters ~λ0 and additive Gaussian noise; s = h(~λ0) + n. In the
limit of high signal-to-noise, the difference between two nearby signals in parameter space
may be expanded using the LSA,
L′(~λ) ∝ exp
(
−12
〈
n−∆λa∂ah
∣∣n−∆λa∂ah〉) , (6.40)
= exp
(
−12
[〈
n
∣∣n〉− 2∆λa 〈n∣∣∂ah〉+ ∆λa∆λbSab]) ,
where the exact Fisher matrix is Sab = 〈∂ah|∂bh〉. Since the Fisher matrix is symmetric
by construction, we may adopt new coordinates in parameter space ∆˜λa = Qab∆λb such
that the Fisher matrix in these coordinates becomes diagonal, Sab = QpaQ
q
bδpq. This
amounts to rescaling the coordinate axes such that the iso-probability contour, which
originally was an n-ellipsoid, becomes an n-sphere. Derivatives with respect to the new
coordinates will be denoted with a tilde, ∂ah = Qba∂˜bh. In these new coordinates the
likelihood separates to become
L′(~λ) ∝
∏
x
exp
(
−12
(
∆˜λx −
〈
n
∣∣∂˜xh〉)2) . (6.41)
In order to exploit the spherical symmetry about the peak in the rescaled parameters we
adopt (n-dimensional) spherical coordinates centred on the peak; the radial coordinate
given by r2 = ∑x(∆˜λx − < n|∂˜xh >)2. The significance of the true parameters is
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given by the volume of the posterior that is “closer to the peak”, i.e., that has higher
posterior weight than the true parameters,
sig =
∫ R
0 dr rN−1 exp(−r2/2)∫∞
0 dr rN−1 exp(−r2/2)
= 1−
Γ
(
N
2 ,
R2
2
)
Γ
(
N
2
) = 1− Γ¯(N2 , R
2
2
)
, (6.42)
where Γ(x, y) is the incomplete Gamma function,
Γ(x, y) =
∫ ∞
y
tx−1e−tdt , (6.43)
Γ(x) = Γ(x, 0) is the complete Gamma function, and Γ¯(x, y) is the regularised incomplete
gamma function defined via the last equality in Eq. (6.42). In Eq. (6.42) the assumption
has been made that the prior distribution on the parameters may be approximated as a
constant across the width of the peak; this is reasonable in the high signal-to-noise limit
when the posterior is narrow. The quantity R2 is given by
R2 =
∑
x
〈
n
∣∣∂˜xh〉2 = (S−1)ab 〈n∣∣∂ah〉 〈n∣∣∂bh〉 , (6.44)
and is distributed as a χ2 random variable with N = dim(~λ) degrees of freedom. The
inverse regularised incomplete gamma function is defined via y = Γ¯(x, Γ¯−1(x, y)). The
quantity on the ordinate axis of a a standard P-P plot is the probability that the true
parameters lie within a given significance, P (sig < X). From Eq. (6.44) it may be seen
that this can be rewritten as a cumulative probability of the random variable R2;
P (sig < X) = 1− P
(
R2 < 2Γ¯−1
(
N
2 , 1−X
))
. (6.45)
The cumulative distribution function of the χ2 distribution is the regularised Gamma
function, P (R2 < y) = Γ¯(N/2, y/2). Using this to evaluate Eq. 6.45 gives the expected,
unbiased diagonal form of the P-P plot for the exact likelihood;
P (sig < X) = 1− (1−X) = X . (6.46)
This diagonal P-P plot is shown in the dotted black curve in the left-hand panel of
Fig. 6.1. The fact that the PP plot for the exact likelihood is always diagonal follows
from the definition of the likelihood, and this remains true even if the LSA fails. The
derivation just presented assumes the LSA in order to make it resemble as closely as
possible the upcoming derivation for the approximate likelihood.
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6.4.2.2 The approximate likelihood
We now move on to the more interesting case when we have biased parameter estimation
from using the approximate likelihood. As mentioned in the introduction we expect to
obtain a P-P plot that is “sagging” below the diagonal indicating the bias. We first treat
the simple case where the waveform model depends on just a single parameter, ~λ = θ,
where the expression for the P-P plot is given in terms of the inverse error function,
erf−1(x). A treatment will then be given for the general N dimensional case in which
the expression for the P-P plot is given in terms of the MarcumQ function, QN (x, y),
along with a illustration of how this reduces to the 1D result.
The Approximate Likelihood is given by Eq. (5.7). We assume the approximate model
is “nearly” correct and use the LSA to expand signals that are nearby in parameter space.
As before, denoting the waveform difference by δh(~λ) = H(~λ)− h(~λ), we have
L(~λ) ∝ exp
(
−12
〈
n− δh(~λ0)−∆λa∂aH
∣∣ . . .〉)
= exp
(
−12
[〈
n− δh(~λ0)
∣∣∣ . . .〉 (6.47)
−2∆λa
〈
n− δh(~λ0)|∂aH
〉
+ ∆λa∆λbΣab
])
,
where the ellipsis in the right hand entry in the inner product denotes a repeat of the
left hand entry and the approximate Fisher matrix is Σab = 〈∂aH|∂bH〉. As before
coordinates which diagonalise the Fisher matrix Σab may be adopted, which give the
following separated expression for the approximate likelihood,
L(~λ) ∝
∏
x
exp
(
−12
(
∆˜λx −
〈
n− δh(~λ0)
∣∣∂˜xH〉)2) . (6.48)
Example for one dimensional parameter space:
If the waveform depends on only one unknown parameter, ~λ = λ, Eq. (6.48) becomes
L(θ) = 1
σ
√
2pi
exp
[
− 12σ2 (∆θ − µ)
2
]
, (6.49)
where
1
σ2
=
〈dH
dλ
∣∣
λ=λ0
∣∣∣dHdλ ∣∣λ=λ0
〉
, (6.50)
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µ = σ2
〈
n− δh(λ0)
∣∣∣dHdλ ∣∣λ=λ0
〉
, (6.51)
and we have included the correct normalisation of the posterior. The true parameter
value is at ∆θ = 0 and the points with larger posterior weight than the true parameters
lie in the range 0 < ∆θ < 2µ when µ > 0 or in the range 2µ < ∆θ < 0 when µ < 0. The
significance at which the true parameters lie is therefore∫ 2µ
0
1
σ
√
2pi
exp
[
− 12σ2 (∆θ − µ)
2
]
d∆θ = erf
( |µ|√
2σ
)
, (6.52)
where
erf(z) = 2√
pi
∫ z
0
e−t2dt (6.53)
is the usual error function. The quantity µ defined above depends on the particular
realisation of the noise. We want to know the fraction of times, over many realisations of
the noise, that the true parameters will lie within a certain significance contour. This is
just
P (sig < X) = P
( |µ|√
2σ
< erf−1(X)
)
. (6.54)
The quantity µ/(
√
2σ) is distributed as a Gaussian with mean µ˜ = σ 〈∆h(λ0)|dH/dλ〉 /
√
2
and variance 1/2 and so
P (sig < X) = 12erf
(
erf−1(X)− µ˜
)
+ 12erf
(
erf−1(X) + µ˜
)
. (6.55)
In the special case where the approximate waveform model and the exact waveform model
are the same, we have µ˜ = 0 and recover the expected unbiased result from Sec. 6.4.2.1;
P (sig < X) = X . (6.56)
This derivation assumed that µ˜ was constant, but in practice this will vary from signal
to signal. If we denote the probability distribution function for µ˜ over the astrophysical
population by f(µ˜), the generalisation of Eq. (6.55) can be seen straightforwardly to be
P (sig < X) =
∫ [1
2erf
(
erf−1(X)− µ˜
)
+12erf
(
erf−1(X) + µ˜
)]
f(µ˜)dµ˜ . (6.57)
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Parameter space of arbitrary dimension
We will now generalise the expression for the P-P plot sag in a one-dimensional
parameter space, given in Eq. (6.55), to arbitrary numbers of parameters. Identical
manipulations to those performed on the exact likelihood yields the same expression for
the significance obtained in Eq. (6.42),
sig = 1− Γ¯
(
N
2 ,
R2
2
)
, (6.58)
except this time R2 is a random variable given by
R2 =
∑
x
〈
n− δh(~λ0)
∣∣∂˜xH〉2 (6.59)
=
(
Σ−1
)ab 〈
n− δh(~λ0)
∣∣∂aH〉〈n− δh(~λ0)∣∣∂bH〉 .
If δh(~λ) is constant across parameter space, R2 is now a non-central χ2 random variable
with N degrees of freedom and non-centrality parameter
Λ =
(
Σ−1
)ab 〈
δh(~λ0)
∣∣∂aH〉〈δh(~λ0)∣∣∂bH〉 . (6.60)
As before the expression for the P-P plot is given in terms of the CDF of the distribution
of the random variable R2. The CDF of the non-central χ2 distribution is the Marcum-Q
function, P (R2 < y) = QN/2(
√
Λ,√y),
P (sig < X) =1− P
(
R2 < 2Γ¯−1
(
N
2 , 1−X
))
(6.61)
=1−QN
2
(√
Λ,
√
2Γ¯−1
(
N
2 , 1−X
))
. (6.62)
This is an analytic approximation to the P-P plot in the LSA and in the case of a constant
waveform difference over parameter space; this function is plotted as a dotted black line
in Fig. 6.1. In this case the P-P plot always sags below the diagonal indicating biased
parameter recovery.
If δh(~λ) is not constant over parameter space, the generalisation of this result takes
the same form as Eq. (6.57), but with the term in square brackets replaced by Eq. (6.62)
and with f(µ˜) replaced by the corresponding probability distribution function for Λ.
For example, in the case that δh(~λ) is distributed at different times and at different
points in parameter space as an uncorrelated, zero-mean Gaussian with variance in each
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component of 2 (i.e. δh(~λ0) ∼ N (0, 2)) then the quantities 〈δh(~λ0)|∂aH〉 are distributed
as N(0,Σ) and we see that Λ is distributed as 2 times a χ2 distribution with N degrees
of freedom with probability distribution function
f(Λ) = 1
2N2 Γ(N/2)N
Λ
N
2 −1e−
Λ
22 . (6.63)
Writing x2u = 2Γ¯−1
(
N
2 , 1−X
)
we must evaluate
P (sig < X) =
∫ ∞
0
 ΛN2 −1e− Λ22
2N2 Γ
(
N
2
)
N
∫ xu
0
x
(
x√
Λ
)N
2 −1
e−
1
2 (x
2+Λ)IN
2 −1(
√
Λx)dx
dΛ
= 1
(2)N2 −1Γ
(
N
2
) ∫ xu
0
[
x
N
2 e−
x2
2
∫ ∞
0
y
N
2 e−
1
2 (1+
2)y2IN
2 −1(xy)dy
]
dx
= 1
(2)N2 −1Γ
(
N
2
)
(1 + 2) 12+N4
∫ xu
0
[
x
N
2 e−
x2
2
×
∫ ∞
0
y˜
N
2 e−
1
2 y˜
2
IN
2 −1
(
√
1 + 2
xy˜
)
dy˜
]
dx
= 1
2N2 −1Γ
(
N
2
)
(1 + 2)N2
∫ xu
0
xN−1e−
x2
2(1+2) dx
= 1
2N2 Γ
(
N
2
) ∫ x2u1+2
0
u
N
2 −1e−
u
2 du
=1− Γ¯
N
2 ,
Γ¯−1
(
N
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where the second line follows by a change of variable and a change in the order of
integration, the fourth line follows from the fact that Qm(a, 0) = 1 and the final lines
follow from another change of variable. We have also made use of the integral expression
for the Marcum-Q function given below. This result can also be obtained directly by
noticing that the random variable R2, which depends on both n and δh(~λ), is distributed
as 1 + 2 times a χ2 random variable with N degrees of freedom. The analytic expression
for the P-P plot is therefore very similar to the case of the exact likelihood, but with the
argument of the regularised Gamma function scaled appropriately to give the same result
as in the final line of Eq.(6.64). This P-P plot also exhibits a sag below the diagonal; see
the orange dotted curve in Fig. 6.1.
The N dimensional result in Eq. (6.62) can be shown to reduce to the 1 dimensional
result in Eq. (6.55) using the standard properties of the Marcum-Q function. The
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Marcum-Q function is defined by the integral
Qm(a, b) =
∫ ∞
b
x
(
x
a
)m−1
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]
Im−1(ax)dx
= exp
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−12(a
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k=1−m
(
a
b
)k
Ik(ab) , (6.65)
in which In(x) is the modified Bessel function of the first kind. For N = 1, the Marcum-Q
function, Eq. (6.65), can also be simplified
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, (6.66)
which follows from I− 12 (x) =
√
2/pi cosh(x)/
√
x. When N = 1 the regularised Gamma
function becomes
Γ
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1/2, R2/2
)
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0 e−t/
√
t dt
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2 e
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Eq. (6.61) therefore becomes
P (sig < X) = 12
erf
erf−1(X)−
√
Λ
2

+erf
erf−1(X) +
√
Λ
2
 , (6.68)
as we can identify µ˜ = Λ/2, we recover Eq. (6.55) as expected.
6.4.2.3 The marginalised likelihood
The Marginalised Likelihood is given by Eq. (5.9), as before this may be expanded in the
LSA. In the high signal-to-noise limit the posterior is narrow compared to the length
scale over which the waveform changes. The waveform difference changes over the same
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length scale as the waveform. The quantity σ2(~λ) also changes over this length scale, as it
is “learnt” by the GP in the procedure of maximising the evidence. Therefore in the high
signal-to-noise limit σ2(~λ) may be approximated as a constant. As before coordinates
which diagonalise the Fisher matrix may be adopted, which give the following separated
expression for the approximate likelihood,
L(~λ) ∝
∏
x
exp
−12
(
∆˜λx −
〈
n+ µ(~λ0)− δh(~λ0)
∣∣∂˜x(H − µ)〉)2
1 + σ2
 . (6.69)
The waveform difference is assumed to be a small quantity, therefore in Eq. (6.69) the
derivative ∂˜x(H − µ) may be replaced by ∂˜x(H), as the difference is the product of small
quantities. Identical manipulations to those performed on the exact and approximate
likelihoods give the same expression for the significance obtained in Eqs. (6.42) and
(6.58),
sig = 1− Γ¯
(
N
2 ,
R2
2
)
, (6.70)
except this time the random variable R2 is given by
R2 = 11 + σ2
∑
x
〈
n+ µ(~λ0)− δh(~λ0)
∣∣∂˜xH〉2 , (6.71)
= 11 + σ2
(
Σ−1
)ab 〈
n+ µ(~λ0)− δh(~λ0)
∣∣∂aH〉〈n+ µ(~λ0)− δh(~λ0)∣∣∂bH〉 .(6.72)
The GPR technique assumes that the δh(~λ) are distributed as a Gaussian process across
parameter space, with zero mean and a covariance estimated from a training set and any
prior knowledge. If this assumption is in fact true, and the covariance has been correctly
estimated, then the quantity µ(~λ0)− δh(~λ0) is distributed as a zero mean Gaussian with
variance σ2. In this case (perhaps unsurprisingly) the marginalised likelihood completely
fixes the sag. The new R2 random variable is distributed as a χ2 random variable with
N degrees of freedom and using the regularised Gamma function as the CDF of this
distribution we recover the diagonal P-P plot;
P (sig < X) =1− P
(
R2 < 2Γ¯−1
(
N
2 , 1−X
))
, (6.73)
P (sig < X) =X . (6.74)
This case is shown, both analytically and numerically, in orange in Fig. 6.1.
More interesting is the behaviour in the realistic case when δh(~λ) is not distributed
exactly as the GPR has predicted. This case is more complicated because the different
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components that make up the R2 random variable are no longer independent random
variables and a simple expression for the distribution of δh(~λ) cannot be found. In
particular, from Eq. (6.71) it can be seen that R2 is the sum of the squares of a noise
term, 〈n|∂˜xH〉, a GPR term, 〈µ(~λ0)|∂˜xH〉, and (minus) a physical term, 〈δh(~λ0)|∂˜xH〉.
In particular the GPR and physical terms are now related because the expression for
µ(~λ0) in Eq. (5.24) is a linear combination of the realisations of δh(~λ) in the training set,
D. The sag will still be given by the analogue of Eq. (6.57), but this integral will not
in general be analytically tractable. Instead, we will consider such cases numerically in
Sec. 6.4.3.
As we have seen, in the particular case considered above where the waveform difference
is distributed as assumed by the GPR, the marginalised likelihood completely removes
the systematic bias present in the standard, approximate, likelihood. In addition, as
we will see in Sec. 6.4.3, even in unfavourable situations the marginalised likelihood is
often able to remove significant portions of the bias. We conclude this section with a
discussion of why it is expected that the bias in parameter estimates obtained using
the marginalised likelihood will usually be less than those obtained using the standard
likelihood.
From Eqs. (6.59) and (6.71) it can be seen that the condition for the marginalised
likelihood to yield more biased parameter estimates than the approximate likelihood, for
a particular event, is R2approx < R2GPR/(1 + σ2(~λ0)), where
R2approx =
∑
x
〈
n− δh(~λ0)
∣∣∂˜xH〉2
R2GPR =
∑
x
〈
n− δh(~λ0) + µ(~λ0)
∣∣∂˜xH〉2 . (6.75)
These terms both involve a projection onto the space spanned by the derivatives, ∂˜xH,
at the point ~λ0. Since these “tilde” derivatives were constructed to be an orthonormal
basis, the condition for the marginalised likelihood to give worse parameter estimates
than the approximate likelihood can therefore be written as
∣∣∣n− δh(~λ0)∣∣∣2D <
∣∣∣n− δh(~λ0) + µ(~λ0)∣∣∣2D
1 + σ2(~λ0)
(6.76)
where the modulus is taken with respect to the function inner product in Eq. (5.5),
projected into the space, D, spanned by the derivatives. For this to be satisfied, it would
be necessary not only for the interpolation to have the wrong sign when expressed in the
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basis ∂˜xH (i.e. 0 >
∑
x 〈 h(~λ0)|∂˜xH 〉 〈 µ(~λ0)|∂˜xH 〉), but also for it to be large enough
in magnitude to overcome the GPR uncertainty σ2(~λ0) in the denominator. Moreover,
this is just for one particular realisation of the noise and true waveform parameters.
We are really interested in the sag that arises when considering a population of events.
In that case, we would need Eq. (6.76) to be true in some average sense and so the
interpolation would have to have the wrong sign and be too large for the majority of
choices of waveform parameters. Although this is technically possible, it is clear that
any reasonable interpolation algorithm with decent coverage of the parameter space in
the training set and a reasonable covariance function should violate the above bound on
average and therefore yield better parameter estimates on average and show a smaller
sag in the P-P plot than the approximate likelihood.
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Figure 6.1: See following page for figure caption.
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P-P plots for parameter estimation using the three likelihoods L′(~λ), L(~λ),
and L(~λ) shown in the three columns respectively. In each column the
top panel shows a P-P plot whilst the bottom panel shows the “sag”; i.e.
the difference between the ideal diagonal line and the actual P-P plot.
In each panel curves drawn as dotted lines correspond to analytic results
whilst solid curves are numerical results. The top-most column shows ideal,
unbiased parameter recovery for the exact likelihood. In the bottom-left
and bottom-right columns different colour curves correspond to different
distributions of 〈δh(λ0)|∂˜xHangle. The curves in black are for a constant
distribution giving a non-centrality Λ = 2 (Λ defined in Eq. (6.60)). The
curves in orange are for a zero mean Gaussian distribution with variance 1.
The curves in yellow are for a non-central Gaussian distribution with mean
4/3 and variance 1. The curves in light-green are for a non-central, skewed
normal distribution with location parameter 1, scale parameter 1, and skew
parameter 1. The curves in dark-green are for a Poisson distribution with
mean and variance 1. The curves in blue are for a Gamma distribution
with shape parameter 1 and scale parameter 1. And finally, the curves in
purple are for a correlated random walk distribution with mean Gaussian
step size 1. In all cases the number of parameter dimensions is N = 4,
and the number of points used for the numerical simulations was n = 103.
The top-most panel clearly shows the exact likelihood does not suffer from
any bias, as expected. The bottom-left panel shows that in all cases the
approximate likelihood suffers from a bias. The bottom-right column shows
that in all cases the marginalised likelihood reduces the bias relative to the
approximate likelihood. In the ideal case (shown in orange) of a zero mean
Gaussian distribution for 〈δh(λ0)|∂˜xH〉 the bias is completely removed.
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6.4.3 Numerical calculation of the P-P plot
In all of the above calculations the expression for the P-P plot was written in terms of
the CDF of the distribution of the R2 random variable. This random variable is written
in terms of a signal inner product of the model derivatives, it therefore depends both on
the properties of the gravitational wave source and of the detector. By expressing our
results in terms of R2 we ensure that they remain valid for any detector and any source
(assuming the LSA holds). In the cases considered above where analytic expression for
the P-P plots could be found these can also be verified numerically by drawing n values
of R2 from the relevant distribution and numerically estimating the CDF. In cases where
an analytic expression for the P-P plot can not be found the same procedure can be used
to investigate the P-P plot numerically.
First consider the unbiased, diagonal P-P plot obtained for the exact likelihood. The
analytic expression for this P-P plot is given in Eq. (6.46). A numerical validation of this
result may be performed by drawing random realisations of the R2 value in Eq. (6.44). It
can be seen that R2 is the sum of the squares of N standard Gaussian random variables
〈n|∂˜xH〉; i.e. a χ2 distribution with N degrees of freedom. We drew n realisations of R2
from this distribution, numerically estimated the CDF and plotted the P-P plot using
Eq. (6.45). The results for n = 103 and N = 4 are shown in the left panels of Fig. 6.1
(analytic results shown as a dotted line, numerical results as a solid line1). Within
the scale of fluctuations the numerical results agree well with the analytic results. The
bottom left panel of the same figure shows the sag of the P-P plot below the diagonal,
i.e. sig− P (x < sig). The values n = 103 and N = 4 will also be used for all subsequent
numerical calculations in this section.
P-P plots for the approximate likelihood are shown in the centre panels of Fig. 6.1 for
a variety of different distributions of the waveform difference projected into the model
derivatives; 〈δh(λ0)|∂˜xH〉. In the case of a constant distribution, or a zero-mean Gaussian
distribution the analytic expressions in Eqs. (6.62) and (6.64) respectively are shown as
dotted lines. For the numerical calculations the procedure followed was first to specify the
distribution for the 〈δh(λ0)|∂˜xH〉 random variables (for example the black curves show
results when this is a constant). The quantity R2 was then calculated using Eq. (6.59)
by drawing a random value from this distribution and a random value for 〈n|∂˜xH〉 from
1The PDF of a skew Gaussian distribution with location parameter µ, scale parameter σ and skew
parameter α is given by
[
1 + erf(α(x− µ)/√2σ)
]
exp(−(x− µ)2/2σ2)
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a standard Gaussian distribution. The R2 variable was calculated n times, the CDF of
this variable estimated, and the P-P plot calculated from Eq. (6.61). Different colours
in Fig. 6.1 indicate different distributions for 〈δh(λ0)|∂˜xH〉, the specification of these
distributions are given in the figure caption.
Approximate Marginalised
Constant 0.158 -0.044
Gaussian 0.237 0.000
non-central Gaussian 0.385 0.263
Skew non-central Gaussian 0.426 0.079
Poisson 0.317 0.235
Gamma 0.293 -0.001
Correlated 0.441 0.308
Table 6.1: Table of the total integrated biases for the curves shown in
Fig. 6.1. The integrated bias is defined as the total area in the sag, i.e.∫ 1
0 d(sig) (sig− P (x < sig)).
P-P plots for the marginalised likelihood are shown in the right panels of Fig. 6.1 for
a variety of different distributions of 〈δh(λ0)|∂˜xH〉. In the case of a zero-mean Gaussian
the analytic expressions in Eq. (6.74) is shown as a dotted line. For the numerical
calculations it is necessary to construct a training set for the GPR interpolation. Instead
of using GPR to interpolate the waveform differences, δh(~λ), it is simpler for our present
purpose to instead interpolate the projections of the waveform differences onto the
waveform derivatives, i.e., 〈δh(~λ)|∂˜xH〉, as these are what appear in Eq. (6.71), . The
training set was taken to consist of points at λ = 1, 2, . . . , 20 and the actual experimental
realisation at a value λ0 = 21. For the majority of distributions (constant, Gaussian,
non-central Gaussian, skew non-central Gaussian, Poisson, and Gamma distributions)
shown in Fig. 6.1 the random variables in the training set were drawn independently and
interpolated using an uncorrelated Gaussian process, i.e. Kij = σfδij . The R2 value was
calculated from Eq. 6.71 (with µ = 0 from Eq. (5.24), because of the assumption of an
uncorrelated process), the CDF estimated and the P-P plot calculated from Eq. (6.73).
The assumption of an uncorrelated Gaussian process is a conservative assumption.
In the absence of correlations the Gaussian process regression assumes a “worst-case”
scenario and returns a mean waveform difference of zero (see Eq. (5.24)). If correlations
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were present then the GPR would return a non-zero estimate for µ and shift the position
of the posterior peak into better agreement with the true value, thus improving the P-P
plot. To investigate the effect of correlations the final numerical calculation (labelled as
“correlated” in Fig. 6.1) was performed using a random walk distribution. The values of
〈δh(~λ)|∂˜xH〉 at the points λ = 1, 2, . . . , 21 were taken to be a realisation of a random
walk with Gaussian step width a = 1/3. The first 20 of these values were taken as the
training set and used to extrapolate the final value. For the GPR interpolation a squared
exponential covariance function k(x, y) = exp((−1/2)(x− y)2) was used. The squared
exponential covariance function is not able to accurately capture the covariance of the
random walk distribution, so this again represents a conservative choice to examine
how the marginalised likelihood performs in the presence of un-modelled correlations.
However, even in this unfavourable case the marginalised likelihood still significantly
reduces the bias in the P-P plot.
The purpose of considering such a wide variety of different distributions for the
waveform difference is to test whether the marginalised likelihood is robust against
different types of errors in the waveform models, which are not correctly modelled by
the Gaussian process. For example, the marginalised likelihood assumes the waveform
difference is a zero mean Gaussian process across parameter space, therefore it is perhaps
not surprising that it performs well in the case of a zero mean Gaussian distribution.
However the list of distributions used here also test the robustness of the method
against non-central distributions (e.g non-central Gaussian), skewed distributions (e.g.
skewed Gaussian), one-sided and non-Gaussian distributions (e.g. Poisson or Gamma
distributions), and the presence of un-modelled correlations in the waveform difference
(the random walk distribution).
By comparing the curves of the same colour between the centre and right-hand
panels of Fig. 6.1 it can be seen that in all cases the P-P plot for the marginalised
likelihood exhibits less of a bias, i.e., less of a “sag”, than the approximate likelihood.
In the ideal case where the distribution of the waveform differences is precisely that
assumed by the GPR, a diagonal, unbiased P-P plot is recovered; however the bias is
also almost completely removed for several of the other distributions considered. In all
cases a significant improvement in performance can be seen when using the marginalised
likelihood in place of the standard approximate likelihood. These results are summarised
in Table 6.1, which lists the total bias (defined as the area between the sagging curve
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and the ideal diagonal) for all the curves shown in Fig. 6.1.
6.4.4 Discussion
The P-P plot provides a way to quantify the bias that results when using inaccurate
models to perform gravitational wave parameter estimation. For individual sources
the systematic error in the parameters is independent of the signal-to-noise (SNR),
whilst the random errors scale as 1/SNR, and hence the bias is most significant for the
loudest sources. Even in cases where, for each individual source, the systematic error
is small compared to the random error, the bias can still be significant when observing
populations of sources, since the statistical error in a parameter estimated from combining
a population of sources reduces as 1/
√
N as more sources are added, while the systematic
errors remain fixed.
In this section several analytic expressions have been obtained that predict the sag of
the P-P plots that results from different distributions of the model error. These results
have been derived within the linear signal approximation, and are valid to O(1/SNR).
These analytic expressions for the P-P plots may be viewed in the same spirit as Fisher
matrix estimates for the random errors, or Cutler and Vallisneri (2007) expression for the
systematic error in a single measurement. This latter result has also here been generalised
(in Appendix D) to include terms of O(1/SNR2).
It is now well established that model errors will present significant problems for a
range of sources. In this section the performance of the marginalised likelihood was
examined by comparing the P-P plots (obtained both analytically and numerically) with
those obtained from the standard likelihood. In particular, it was found that in favourable
conditions the marginalised likelihood was able to completely remove the parameter
estimation bias. More importantly, it was found that the marginalised likelihood was
robust against a wide range of un-modelled features in the distribution of waveform
differences, and in all cases considered outperformed the standard likelihood. These
results provide further illustration of the need to account for model uncertainties (using
GPR or other techniques) when drawing inferences from near future gravitational wave
observations.
Chapter 7
Implementation
In this chapter we present an illustrative implementation of our GPR approach. Our
focus will be on the novel features of the method, for example the use of Gaussian
processes and the choice of the covariance function, and not on the aspects the method
has in common with the standard approach, for example the need to use a stochastic
sampler to draw independent points from an unknown, high dimensional distribution.
To this end we will consider a relatively simple parameter estimation problem involving
simply estimating a single parameter; a full multidimensional application that would be
appropriate for actual gravitational wave data analysis will be investigated in future work.
We then focus our attention on how the performance of the standard likelihood compares
to the marginalised likelihood, and how the latter is affected by changing various features
of the GPR.
We begin in Sec. 7.1 by introducing the waveforms we use for this study. In Sec. 7.2
we describe the placement of the training set points for the GPR; in order to investigate
the effect of training set on the GPR interpolant two sets were constructed with different
numbers of points and grid spacings. In Sec. 7.3 we present results for maximising the
hyperlikelihood to find the optimum hyperparameters, ~θop, for the interpolation; this is
done for a range of different covariance functions on each of the training sets described in
Sec. 7.2. In Sec. 7.4 we interpolate the waveforms across parameter space for the different
training sets and different covariance functions described and compare the interpolated
waveforms H(~λ)− µ(~λ) to the accurate waveforms h(~λ). In Sec. 7.5 we present results
for the GPR uncertainty, σ2(~λ), for the different training sets and different covariance
functions considered. Finally in Sec. 7.6 we present results for the marginalised likelihood
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L(~λ), and compare with the results obtained using the approximate likelihood L(~λ), and
the exact likelihood L′(~λ).
7.1 Model waveforms
In order to implement the GPR, a choice has to be made regarding which waveform
models to use. The method uses two waveform approximants; the accurate h(~λ) and
the approximate H(~λ) waveforms. The accurate waveform should be the most accurate
available at a computational cost that permits the oﬄine construction of the training
set D. The criteria for choosing the approximate waveform is less clear, a balance needs
to be struck between accuracy and speed. If the model is computationally cheap but
not accurate enough the waveform difference, δh(~λ) = H(~λ) − h(~λ), will be large and
vary on short length scales over parameter space; these are the situations which will
cause the GPR to perform worst. On the other hand an accurate model which is too
computationally expensive could slow down any PE to such an extent that there ceases
to be any benefit in using the marginalised likelihood instead of the accurate likelihood.
We used two waveform models implemented in the LIGO Scientific Collaboration
Algorithm Library (LAL).1 As our intention here is to provide a proof of principle,
we choose the IMRPhenomC approximant (Santamaría et al., 2010) as the accurate
waveform and the widely used TaylorF2 approximant (Buonanno et al., 2009; Damour
et al., 2001, 2002) as the approximate waveform; both of these models are sufficiently
fast to evaluate that we can compute and then compare the three likelihoods (accurate
L′(~λ), approximate L(~λ), and marginalised L(~λ)) and directly assess the performance of
the GPR.
Both of the approximants we have chosen to use here are frequency-domain models,
i.e. they naturally return the waveform in the Fourier domain h˜(f).2 The IMRPhenomC
waveform includes inspiral, merger and ringdown, while the TaylorF2 waveform only
includes the inspiral.
1http://www.lsc-group.phys.uwm.edu/lal
2In previous published work by Moore and Gair (2014) the marginalised likelihood has been im-
plemented with time-domain approximants. The method works equally with frequency-domain, which
are used throughout this thesis. In the oﬄine stage the waveforms enter only via the overlap matrix
〈δh(~λi)|δh(~λj)〉, and in the online stage the waveforms enter only in the linear combination for µ(~λ) in
Eq. (5.24), which commutes with the operation of taking the Fourier transform.
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We investigate the merger of non-spinning circular binaries. This limits the number
of intrinsic parameters describing the system to two, the masses of the two component
objects, ~λ = {m1,m2}. To further simplify the problem we place training set points
only along a one-dimensional subspace, which we choose to be a surface of constant
mass ratio, Q = m2/m1 (with m1 ≥ m2), parametrised by the value of the chirp mass
Mc = (m1m2)3/5/(m1 +m2)1/5. This keeps the size of the training set small, and hence
the computational complexity of the GPR to a minimum. This allows us to instead focus
our attention on the novel features of the marginalised likelihood, and explore the effect
of changing various features of the method.
7.2 The training set
For simplicity we restrict the range of the coordinates which we search over to reduce
the computational complexity. This is again to allow us to focus our attention on the
novel features of the method. The training sets cover the chirp mass in the range
Mc ∈ [5, 5.6]M and the mass ratio is fixed to the (nearly equal mass) Q = 0.75. The
placement of training set points was done as a regular grid in chirp mass with a step size
between points of ∆Mc.
The chirp-mass range has been chosen to demonstrate the properties of the method.
For lower masses, the signal is dominated by the inspiral where both approximants agree
well. Therefore, interpolating these small differences would not be a robust test. At
higher masses, where the signal is just merger and ringdown, the two approximants are
completely different; we get no useful information from the TaylorF2 waveform and may
as well interpolate IMRPhenomC directly. We do not anticipate that in practice we
would consider waveform differences as significant as the complete absence of merger and
ringdown; hence, this example, although only one-dimensional, should be a rigorous test
of what waveform uncertainties can be successfully interpolated. Understanding if this
continues to be true for the interpolation of a more intricate waveform difference across a
higher-dimensional parameter space, must wait for further studies to be completed.
To allow us to explore the effect that the density of points in the training set has on
the marginalised likelihood two different values for ∆Mc were considered. This leads to
two different training sets whose total number n of points are different; the properties
of these two training sets are summarised in Tab. 7.1. It is expected that the GPR
interpolation, and hence the marginalised likelihood, will perform better when using the
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∆Mc N
D0 1.0× 10−2M 60
D1 5.0× 10−3M 120
Table 7.1: The properties describing the positions of the template waveforms
for each of the three training sets used.
denser set D1.
Once the training set points {~λi} were specified, both the approximate H(~λi) and
accurate h(~λi) waveforms discussed in Sec. 7.1 were evaluated at each point, and the
waveform differences {δh(~λi)} stored for use during the GPR interpolation. The matrix
of waveform difference overlaps Mij = 〈δh(~λi)|δh(~λj)〉 was also evaluated and stored for
use during the hyperlikelihood maximisation procedure.
7.3 The hyperparameters
Initially the training sets described in Sec. 7.2 were interpolated using the SE covariance
function in Eq. (5.33). This covariance function has just two hyperparameters, ~θ =
{σf , gMcMc}. The one-dimensional metric gMcMc can be exchanged for a length scale in
the chirp mass parameter δMc ≡ 1/√gMcMc . A fixed noise term with σ2n = 10−4 was
used for all the covariance functions in this section, to make the inverse of the covariance
function numerically stable as discussed in Sec. 5.4.3. The hyperlikelihood for the training
set D0 was maximised with respect to these two hyperparameters. The optimum values
for the hyperparameters were found to be
σf = 3.49× 104 , (7.1)
δMc = 1.11× 10−2M . (7.2)
The hyperlikelihood is shown in Fig. 7.1. The hyperlikelihood was also maximised for the
training set D1 using the same SE covariance function and those results are also shown
in Fig. 7.1. For the denser training set D1 the optimum length scale was found to be
smaller, δMc = 6.31× 10−3M. For both training sets, in the limit that the length scale
becomes much larger than the total width of the training set (0.6M) or much smaller
than the grid point spacing (∆Mc), the hyperlikelihood tends to a constant value. This
behaviour can be understood by examining the expression for the hyperlikelihood in
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Figure 7.1: The hyperlikelihood, from Eq. (5.18), for the SE covariance
function, maximised over the scale hyperparameter σf , plotted against the
chirp mass length scale δMc. The hyperlikelihood is shown for both of the
training sets (normalised to a peak value of 1). The denser training set D1
was found to favour smaller length scales.
Eq. (5.18).
In order to explore the effect that the choice of covariance function has on the
marginalised likelihood, the training sets were also interpolated using the Matérn covari-
ance function in Eq. (5.36). This covariance function has an additional hyperparameter,
~θ = {σf , gMcMc , η}. The hyperlikelihood for training set D0 was maximised for this
covariance function. It was found that the hyperlikelihood surface did not possess a peak,
instead a ridge was found tending to a maximum at a value η → ∞, and values of σf
and gMcMc were found to be the same as for the SE covariance function. In Fig. 7.2 we
plot the log-hyperlikelihood (maximised over σf ) against chirp-mass length scale and the
additional hyperparameter η.
As the Matérn covariance function recovers the SE function in the limit η →∞, there
will be no difference in the performance of the interpolants for this training set when
using the Matérn or SE covariance functions. If the volume under the hyperlikelihood
surface (the hyperevidence) is used as a figure-of-merit for which covariance function the
data favours, then in this case the data is equally well described by either covariance
function, but the SE covariance function is favoured over the Matérn due to the smaller
prior volume (the Occam penalty).
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Figure 7.2: The hyperlikelihood, from Eq. (5.18), surface for the training
set D0 using the Matérn covariance, maximised over the hyperparameter σf ,
plotted against the chirp mass length scale δMc and the hyperparameter,
η. The hyperlikelihood does not show a clear peak, instead a ridge in the
hyperparameter space favours the limiting case η →∞, in which limit the
Matérn covariance function is equal to the SE covariance function. On the
near-side faces of the plot box we show the hyperlikelihood sliced parallel
to the coordinate axes though the point (δMc = 10−1.9M, η = 10). The
solid black line on the near, left-hand face of the box very closely matches
the solid black curve in Fig. 7.1 (up to an arbitrary additive constant).
The hyperlikelihood was also calculated for both training sets D0 and D1 using the
PLE covariance, see Eq. (5.34), and the Cauchy covariance, see Eq. (5.35), considered
in Sec. 5.4. In both cases a similar behaviour was observed. For the PLE covariance, a
peak in the hyperlikelihood was found at η = 2, where the PLE covariance equals the SE
covariance. For the Cauchy covariance, a ridge in the hyperlikelihood was found tending
to a maximum for η →∞ (similar to the Matérn case shown in Fig. 7.2), in which limit
the Cauchy covariance also recovers the SE covariance. As with the Matérn covariance,
if the hyperlikelihood is used as a figure-of-merit for selecting the covariance function
then the SE covariance is favoured over both the PLE and Cauchy functions due to the
Occam penalty.
It is clear that interpolations of the training sets D0 and D1 using any of the PLE,
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Figure 7.3: The hyperlikelihood, from Eq. (5.18), for the training set D0
using the Wendland polynomial covariance functions, maximised over the
scale hyperparameter σf , plotted against the chirp-mass length scale δMc.
The vertical blue lines indicate multiples of the training-set grid spacing
∆Mc.
Cauchy, or Matérn covariance functions, evaluated at the hyperlikelihood-maximising
hyperparameters, would yield identical results to an interpolation using the simpler SE
covariance. For this reason, in the following sections we do not use the PLE, Cauchy,
or Matérn functions further and instead focus on the SE covariance function. We will,
however, also consider using the Wendland polynomial function in the following sections
as it reduces the computational cost.
The hyperlikelihood for the compact support Wendland polynomial covariance func-
tions are shown in Fig. 7.2, for the cases q = 0, 1, 2, 3. The compact-support functions
can develop multiple-peaks in the hyperlikelihood surface associated with the length-scale
of the training set: multiples of the training-set grid spacing are indicated with vertical
blue lines in Fig. 7.2. These subsidiary peaks occur in the δMc hyperparameter because
as the size of the compact-support region grows, the (integer) number of training set
points it contains changes discontinuously.
From Fig. 7.3 it can be seen that for the training set D0, a value of q = 1 is favoured
with a length-scale δMc = 4.37×10−2M. In the following sections we will use Wendland
covariance function with all values of q (and their associated peak hyperlikelihood length
scales) to interpolate D0.
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The optimum hyperparameters depend on the detector noise power spectral density
via the overlap matrix 〈δh(~λi)|δh(~λj)〉. In Appendix B, an investigation of the sensitivity
of the optimum hyperparameters to small changes in the detector noise properties is
described. It was found that for any realistic changes to the noise curve, the optimum
hyperparameters were changed by an amount too small to have any noticeable effect on
the interpolant.
7.4 The interpolated waveforms
The GPR waveform H(~λ)−µ(~λ) could be viewed as a new waveform approximant formed
from the approximant waveforms and the use of GPR on the training set of accurate
waveforms. It is then natural to ask how this new approximant compares to the original
ones. This can be assessed by calculating the overlap between the different waveforms,
where the overlap is defined by
overlap(a, b) = 〈a|b〉‖a‖ ‖b‖ , (7.3)
using the inner product defined in Eq. (5.5).
Only considering the overlap misses the important extra benefit which the marginalised
likelihood approach brings. Our method is not just supplying a new waveform approxi-
mant, but also providing a way of modifying the posterior to account for the uncertainties
known to be in the approximant. This extra information which modifies the likelihood
surface is included through σ(~λ). Nonetheless, it is still informative to temporarily treat
H(~λ)− µ(~λ) as if it were a new waveform approximant and see how it compares with
the approximants h(~λ) and H(~λ) from which it was built. Fig. 7.4 shows the waveform
overlap between the interpolated waveform H(~λ)− µ(~λ) and the accurate waveform h(~λ)
as a function of chirp mass near the edge of the training set. Also shown in the dotted
curve is the overlap between the approximate waveform H(~λ) and the accurate waveform
h(~λ). The interpolated waveforms have a much higher overlap than the approximate
waveforms, as would be expected. Within the training set the overlap is increased from
∼ 0.35 to no less than ∼ 0.985 even for the sparser training set D0. For the denser
training set D1 overlaps no worse than ∼ 0.999 were found inside the range of the training
set. Outside the training set the interpolated waveform tends rapidly to the approximate
waveform H(~λ).
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Figure 7.4: A plot of the overlap between the interpolated waveform H(~λ)−
µ(~λ) and the accurate waveform h(~λ) as a function of the chirp massMc.
The bottom panel is the same plot with a different ordinate axis scale.
The two black lines show the overlap using both training sets, D0 and
D1, interpolated using the SE covariance function. The red line shows
the overlap between the approximate waveform H(~λ) and the accurate
waveform h(~λ) for comparison. The vertical blue lines show the position of
the training set points for D0. In the bottom panel, it can be seen that, for
either interpolant, the overlap becomes one when evaluated at the training
set points.
The training set waveforms were also interpolated using the Wendland compact
support covariance functions discussed in Sec. 5.4.4. The cases q = 0, 1, 2, 3 were
considered separately. The waveform overlap using these interpolants is plotted in
Fig. 7.5. The performance of these interpolants should be compared with the results
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Figure 7.5: A plot of the overlap (or overlap) between the interpolated
waveform H(~λ)− µ(~λ) and the accurate waveform h(~λ) as a function of the
chirp mass Mc. The different curves correspond to using the Wendland
polynomial covariance functions with different values of q to interpolate the
training set D0. The vertical blue lines show the position of the training set
points for D0.
using the SE covariance function in Fig. 7.4.
The least smooth of the Wendland polynomials, the q = 0 case, performs noticeably
worse than the SE covariance; inside the training set the overlap drops as low as ∼ 0.955
compared to ∼ 0.985 for the SE. However, even a overlap of ∼ 0.955 is still a great
improvement over the overlap of ∼ 0.35 for the approximate waveform alone. For the
q = 0 Wendland polynomial the interpolant has a discontinuous first derivative, which
can be seen in Fig. 7.5 (this is expected and was discussed in Sec. 5.4 and in detail in
Appendix C). The higher values of q have discontinuities in the higher ordered derivatives,
but these curves look smooth to the eye. The smoother Wendland polynomials, with
q > 0, all perform very similarly to the SE covariance function; inside the training set
the overlap drops as low as ∼ 0.985 for the q = 2 interpolant.
7.5 The GPR uncertainty
The GPR performs an interpolation of the points in the training set and naturally
returns a Gaussian error σ(~λ), see Eq. (5.25), for each interpolated point. In our present
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Figure 7.6: A plot of the GPR uncertainty σ2(~λ) as a function of the
chirp mass parameter for both of the training sets, using the SE covariance
function. The vertical blue lines show the position of the training set points
for D0. Outside of the training set the uncertainty tends to a constant σ2f .
Inside the training sets the error is approximately periodic with minima at
the training set points. The maximum uncertainty inside the training set is
smaller for the denser training sets.
one-dimensional interpolation this is simply a function ofMc. A small section of this
curve taken from the edge of the training set is shown in Fig. 7.6. Inside the training set,
the error surface has a regular, periodic pattern with minima at the training set points
and maxima in between. This regularity is because the GP used for the interpolation
is stationary, the training-set points used are regularly spaced, and each point has an
identical error (a jitter J = 10−4). If these conditions were to be relaxed, then the error
surface would become more complicated. In general, a larger σ(~λ) indicates greater
theoretical uncertainty and highlights regions where we would benefit from additional
accurate waveforms (e.g., where it would be beneficial to perform more NR simulations).
Near the edge of the training set the behaviour becomes less regular and well outside
of the training set the error tends to a constant value, σ2(~λ) → σf as ~λ → ∞. This
behaviour is seen in Fig. 7.6 for all three training sets. The training sets with smaller
grid spacings have smaller uncertainties everywhere in parameter space.
The GPR uncertainty was also calculated using the Wendland polynomial covariance
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Figure 7.7: A plot of the GPR uncertainty σ2(~λ) as a function of the chirp
mass parameter for the training set D0, using the Wendland polynomial
covariance functions. The vertical blue lines show the position of the training
set points.
functions to interpolate the training set D0; these are shown in Fig. 7.7. The GPR
uncertainty, expressed as a fraction of σ2f , is largest for the smallest values of q; this can
be traced back to the optimum length scale for the Wendland polynomials increasing with
q (see Fig. 7.3). This means that the uncertainty grows more slowly as the interpolating
point moves away from the training set points, and hence reaches a smaller maximum
value between training set points. The smoother (q > 0) Wendland polynomials perform
similarly to the SE covariance function, in the sense that both the GPR interpolants
(which we quantify via the overlap) and the GPR uncertainties are almost identical.
Hence, in the following sections we will only consider using the SE covariance function;
the high q Wendland polynomials would yield identical results.
7.6 The likelihood
Finally we put together the interpolated waveform H(~λ)−µ(~λ) and the GPR uncertainty
σ2(~λ) to give the marginalised likelihood in Eq. (5.28). We compare the performance of
the marginalised likelihood L(~λ) to the approximate likelihood L(~λ) and the accurate
likelihood L′(~λ). For the injected signal we use the accurate waveform h(~λ). We also
consider the case where the noise realisation is zero (the most likely realisation), this
7.6. THE LIKELIHOOD 129
makes comparisons easier.
We injected a signal at a chirp mass ofMc = 5.045M; this is inside the training
set D0 and midway between training set points. Injecting the signal midway between
the points is conservative as this is the point at which we would expect the marginalised
likelihood to perform worst. The three different likelihoods were evaluated as a function
of chirp mass (all other parameters set to the injected values). This was done at a range
of signal-to-noise ratios and the results are shown in Fig. 7.8. The top row of panels in
Fig. 7.8 show the likelihoods renormalised to a peak value of one, this makes the relative
positions of the peaks clear and easy to compare. The bottom row of panels shows
the log-likelihood without any renormalisation, this illustrates how the approximate
likelihood is suppressed relative to the true likelihood (the detection problem discussed
in Sec. 5.1).
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Figure 7.8: A plot of the different likelihoods for a variety of signal-to-noise
ratios. Vertical lines indicate the position of training set points. The upper-
most panel in each pair of plots shows the likelihood normalised to the
same peak value; this makes the peak positions clear and shows how the
marginalised likelihood tackles the parameter estimation problem associated
with the inaccurate models. The lower-most panel in each pair of plots
shows the log-likelihood; this makes the suppression of the peak value of
the approximate likelihood clear and shows how the marginalised likelihood
could be used to tackle the detection problem.
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The exact likelihood L′(~λ) is always peaked at the injected value of the chirp mass
(because the injected noise realisation is zero) and the width of the peak decreases with
increasing signal-to-noise ratio (SNR). The approximate likelihood L(~λ) is peaked away
from the true value, indicating a systematic error of ∆sysMc = 5.2 × 10−3M. The
width of the approximate likelihood peak also decreases with increasing SNR and for
SNR & 12 (which is also roughly the detection threshold (Abbott et al., 2013; Berry
et al., 2015)) the true parameters are excluded at increasing significance. The bottom
row of panels in Fig. 7.8 shows that the approximate likelihood is suppressed by a
significant amount, for a typical SNR of 16 it is supressed by 80 in log relative to the
exact likelihood; this reduces the Bayesian evidence for a detection. The factor by which
the approximate likelihood is suppressed increases exponentially with SNR. Finally, the
marginalised likelihood is peaked much closer to the exact likelihood: the systematic
error is reduced to ∆sysMc = 9.0× 10−4M. However, as discussed in Sec. 6.2, the peak
in the marginalised likelihood does not continually narrow as the SNR increases; for SNR
& 30 the width becomes constant. Consequently, the true parameters are never excluded
at high significance; in the limit of infinite SNR the true parameters lie at the ∼ 1σ level.
The bottom panel of Fig. 7.8 shows that the marginalised likelihood is not suppressed
relative to the exact likelihood in the vicinity of the peak.
Comparing the properly normalised likelihoods, we see that the marginalised and
exact likelihoods roughly agree at low SNR. As the SNR is increased, the marginalised
likelihood deviates from the exact likelihood and develops oscillatory behaviour with
period equal to the training set point spacing. In the limit of low SNR, all of the
parameter estimation uncertainty comes from the noise, but as the SNR increases, the
relative size of this statistical uncertainty becomes smaller and at high SNR we are
dominated by model uncertainty. The marginalised likelihood correctly encapsulates this
behaviour, as can be seen in the sequence from left to right in Fig. 7.8.
7.7 Discussion
The marginalised likelihood has been suggested as a means of incorporating theoretical
uncertainty into gravitational wave data analysis. We have now thoroughly investigated
the properties of this method, elucidating considerations for a practical implementation.
A detailed derivation of the marginalised likelihood, and the use of GPR to interpolate
model error was presented in Sec. 5.3. GPR is non-parametric, in the sense that only the
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functional form of the covariance function is specified by hand, with its hyperparameters
then learnt from the training set, making it well suited to modelling theoretical uncertainty.
The expression for the marginalised likelihood derived in Sec. 5.3 made some assumptions
about the frequency covariance of the waveforms in the training set; in particular it
was assumed that at a particular point in parameter space, the model error is highly
correlated in frequency. These assumptions may prove to be too restrictive in the future,
and could be relaxed by simultaneously performing GPR interpolation in frequency (as
well as in parameter space) on the training set waveforms; this would have the added
advantage of allowing the inclusion of waveforms with different frequency samplings,
which may be beneficial when using multiple waveform approximants and NR waveforms
from multiple sources.
The choice of covariance function is central to GPR as it encodes our prior beliefs
about the function space that we are interpolating. We discussed various choices of
covariance function in Sec. 5.4. We have found that the simple SE covariance function
(as used in Moore and Gair (2014)) performs as well as more complicated alternatives,
at least for the relatively small one dimensional training sets considered here. The
compact-support Wendland covariance functions with large q were found to perform
comparably to the SE, but offer the additional advantage of reduced computational cost.
This makes them appealing for future work involving larger training sets.
We proved a number of properties for our marginalised likelihood in Sec. 6, in
particular its limiting behaviour for large signal amplitude (where the theoretical errors
are known to be most significant (Cutler and Vallisneri, 2007)) and its limiting behaviour
both far from and near a point in the training set. In the discussion of the latter, the
linearised results previously obtained in Cutler and Vallisneri (2007) were recovered. All
of these properties demonstrate the suitability of GPR for making robust inferences. The
marginalised likelihood successfully describes our belief in our inferences, including our
uncertainty in waveform templates.
In Sec. 7, we presented a one-dimensional implementation of our marginalised likeli-
hood and demonstrated that it offers an improvement in PE accuracy. For this, we chose
two inexpensive waveforms to aid computation; in real data analysis situations, we expect
more accurate waveforms (including those calculated using NR) to be used in the training.
However, this choice of waveforms does illustrate the efficacy of the new marginalised
likelihood. In particular we find that even when using qualitatively different waveforms
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(inspiral-only TaylorF2 compared to inspiral–merger–ringdown IMRPhenomC), waveform
matches as high as ∼ 98.5% can be obtained in the mass range we considered. Restricting
ourselves to the simple case of one-dimensional PE, we explored various possibilities for
GPR. In particular, the effect of different training set sizes was examined; as expected,
the performance of the marginalised likelihood is improved by using denser training sets.
Additionally, the impact of varying the SNR of the injected waveform was studied. In
the standard likelihood model, errors become more severe as the SNR is increased, but
we confirmed that even in the limit of large SNR, the marginalised likelihood remained
consistent with the injected parameters. We expect these results to carry over to a full
multidimensional analysis, which is the next step in developing this technique.
A possibly complementary use for the GPR approximant is as a less expensive
alternative to the accurate waveform for more expedient PE; however, there exist other
means of constructing computationally inexpensive waveforms, such as reduced-order
modelling (Canizares et al., 2015; Pürrer, 2014). The advantage of GPR is that it not
only supplies an interpolant, but also gives an uncertainty, which can be used to gauge
accuracy away from training points. A second, related feature is that GPR naturally
allows for uncertainty to be included in the accurate models that the interpolant is
calibrated against. It is the ability of GPR to include theoretical uncertainty that makes
it attractive for gravitational wave astronomy; that this can be done without significant
on-line cost is a welcome bonus.
In conclusion, marginalising over waveform uncertainty is a robust and effective
method of accounting for theoretical error in both PE and detection problems. GPR
is a natural and effective means of performing this marginalisation. The marginalised
likelihood is naturally inferior to a likelihood calculated with more accurate (but in-
evitably more computationally expensive) waveforms, but it offers significantly improved
performance over the standard likelihood calculated with cheap waveforms. In addition,
the marginalised likelihood is almost as quick to evaluate online as the standard likelihood,
although there is additional oﬄine computation required to construct the training set
and train the Gaussian process.
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Chapter 8
Future generalisations
In the previous chapter the promise of the marginalised likelihood was demonstrated on
a toy problem. In order to be used for routine binary black hole parameter estimation
in the new era of gravitational wave astronomy the technique will need to be efficiently
implemented for large scale use in the LIGO Scientific Collaboration Algorithm Library
(LAL).1 Therefore the main avenue for future work is in implementing this technique.
However, there are also a number of other theoretical avenues where the marginalised
likelihood can be developed; we discuss one such issue in this section.
An objection to the marginalised likelihood as presented above may be raised on the
grounds that the GPR error, σ2(~λ), does not depend on the gravitational wave frequency.
It is known that the approximate waveform models (for example, those built on the post
Newtonian approximation) are more accurate at early times (or low frequencies) when
the orbiting bodies are well separated than at late times (or high frequencies) when the
bodies merge. It would be desirable to be able to include this additional prior knowledge
into the expression for the likelihood because this may lead to more accurate parameter
estimates.
The fact that the above method does not adequately include all available prior
information can be seen from the following simple thought experiment2. Let the true
signal, h(~λ) be a simple sine wave with amplitude A, observed for a large number of
cycles over a time T , with observed signal-to-noise ρ ≈ √AT/2 which we assume is much
greater than 1. If we attempt to measure the frequency of the sine wave using the accurate
1http://www.lsc-group.phys.uwm.edu/lal
2Considered at the suggestion of Will Farr
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model of a sine wave and the exact likelihood (Eq. 5.4) we will have some uncertainty ∆f
in this measurement. Now suppose that we only have access to an approximate model,
H(~λ), which is equal to the true model for the first half the signal, but equal to zero
for the second half. Now we attempt to measure the frequency using the approximate
likelihood (Eq. 5.7); the approximate model only provides information about half the
signal, the signal-to-noise is ρ/
√
2 and the uncertainty on the measured frequency will be
∼ √2∆f . (In the high signal-to-noise ratio (SNR) limit the parameter estimation errors
scale as 1/SNR.) The toy waveform models are shown in Fig. 8.1.
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Figure 8.1: A very simple waveform model. The accurate model shown on
the left is a sine wave with fixed frequency and amplitude. The approximate
model shown in the centre is the same sine wave for negative x, and zero
for positive x. The waveform difference shown on the right is defined, as
before, as δh = H − h.
However, if we now analyse the entire signal using the marginalised likelihood in
Eq. 5.28 we get a different result. For simplicity we will assume the worst case scenario
where the injected signal is far away in parameter space from any training set points,
and so (from Eqs. 5.24 and 5.25) we have µ = 0 and σ2 ∼ ρ2/2. The error obtained for
the frequency from the marginalised likelihood will be (1 + σ2)∆f . This is obviously
not the desired behaviour; for large signal amplitudes the error estimate obtained from
the marginalised likelihood are much larger than those obtained from the far simpler
approach of just considering half the data. The reason for this behaviour stems from our
original assumption about the waveform difference; namely that the waveform difference
is a realisation of a GP with a particular covariance function. In particular, the entire
waveform difference function at all times has been assumed to have the same error.
Therefore, when training the GP, large errors at certain times (or frequencies) contribute
to the GPR uncertainty which is then assumed to apply at all times (or frequencies).
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This leads to an incorrect posterior distribution.
The solution to this problem is to generalise the GPR so that different portions of
the data are assumed to come from their own, independent GPs. In the toy example
we are currently considering we can construct a modified, marginalised likelihood in the
following way. Split the data in half, on the first half construct a training set and use the
marginalised likelihood from Eq. 5.28. In this half of the data the waveform difference
is zero, and so the marginalised likelihood recovers the exact likelihood evaluated on
this part of the data. In the second half of the data construct another training set and
again use the marginalised likelihood. In the second half of the data we have µ = 0 and
σ2 ∼ ρ2/2. (To be consistent, we again assume the worst case scenario where the injected
signal is far away in parameter space from any training set points.) Now we form a new
total likelihood by taking the product of the likelihoods for the first and second halves.
This new marginalised likelihood, evaluated for this simple toy problem, has the property
that it recovers exactly the approximate likelihood in the limit of large signal-to-noise.
Therefore, in the worst case scenario the performance from the newly constructed
marginalised likelihood matches that from the approximate likelihood. In a better scenario
where there are training set waveforms nearby the performance will improve. Fig. 8.2
shows the four different likelihoods for this toy problem; as expected, the exact likelihood
has the smallest width, the approximate likelihood has a width wider by a factor of√
2, the marginalised likelihood from Eq. 5.28 has a much larger width, and the new
marginalised likelihood has the same width as the approximate likelihood.
8.1 The new marginalised likelihood
In the simple example considered above the signal was monochromatic, and the likelihood
was computed in the time domain as the product of the likelihoods for the first and
second halves of the signal separately. However, for general broadband signals with
coloured detector noise the expression for the standard likelihood only separates in this
way in the frequency domain:
L(~λ) = exp
(
−12
〈
s−H(~λ)|s−H(~λ)
〉)
(8.1)
= exp
(
−2
∑
i
δf
|s˜(fi)− H˜(fi)|2
Sn(fi)
)
(8.2)
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Figure 8.2: The different likelihoods for the simple thought experiment,
with a SNR for the accurate model of ρ = 10. The SNR is large, so the exact
likelihood is almost a Gaussian. The approximate likelihood is also almost a
Gaussian, with width wider by a factor of ∼ √2. The standard marginalised
likelihood has a much wider posterior indicating the poor performance in
this case. The modified marginalised likelihood curve lies almost exactly on
top of the approximate likelihood curve in this case; in the limit of infinite
signal-to-noise the agreement would be perfect.
=
∏
i
exp
(
−2δf |s˜(fi)− H˜(fi)|
2
Sn(fi)
)
, (8.3)
where i indexes the different frequency bins. We will now construct a prior to marginalise
over the waveform difference by assuming that each frequency component is drawn from
an independent Gaussian process. In particular, training the GPs separately, this allows
for different GPR errors in each frequency bin.
At the ith frequency bin we assume that the waveform difference is drawn from a
GP and we construct the training set Di. After training, the GP provides a Gaussian
distribution for the waveform difference at some new parameter point, ~λ, with mean
µ˜(~λ, fi), and variance σ2(~λ, fi).
Di =
{(
~λx, δ˜h(~λx, fi)
∣∣∣x = 1, 2, . . . , n} (8.4)
µ˜(~λ, fi) = k∗xK−1xy δ˜h(~λy, fi) (8.5)
σ2(~λ, fi) = k∗∗ − k∗xK−1xy k∗y (8.6)
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The k-quantities in the above equations are defined in terms of a covariance function
in an analogous way to the previous chapter, except now the hyperparameters of the
covariance function can vary with frequency. For example, one possible choice is the SE
covariance,
k(~λ1, ~λ2) = σf (f) exp
(
−12gab(f)(
~λ1 − ~λ2)a(~λ1 − ~λ2)b
)
. (8.7)
The probability distribution for the component of the waveform difference is given by
P (δ˜h(fi)) =
exp(−12 |µ˜(
~λ,fi)−δ˜h(~λ,fi)|2
σ2(~λ,fi)
)
2piσ2(~λ, fi)
. (8.8)
The unusual looking normalisation in the denominator of Eq. 8.8 comes from the nor-
malisation condition
∫
d(δ˜h(fi)) P (δ˜h(fi)) = 1 where it is understood that d(δ˜h(fi)) =
d(Re{δ˜h(fi)})× d(Im{δ˜h(fi)}).
The GPs in different frequency bins are assumed to be uncorrelated, leading to the
following probability distribution for the total waveform difference; this takes the place
of Eq. 5.23,
P (δ˜h) =
∏
i
P (δ˜h(fi)) . (8.9)
The marginalised likelihood is defined in the same way as the previous chapter, except
now with Eq. 8.9 forming the prior on the waveform difference. We will denote by Λ(~λ)
the marginalised likelihood defined in this frequency dependent way, to distinguish it
from the frequency independent L(~λ). Performing the integrals gives,
Λ(~λ) =
∏
i
1
2piσ2(~λ, fi)
∫
d
(
˜δh(fi)
)
exp
(
−2δf |s˜(fi)− H˜(
~λ, fi) + δ˜h(fi)|2
Sn(fi)
)
× exp
(
−12
|µ˜(~λ, fi)− δ˜h(fi)|2
σ2(~λ, fi)
)
(8.10)
Λ(~λ) =
∏
i
{
Sn(fi)
Sn(fi) + 4δfσ2(~λ, fi)
exp
(
−2δf |s˜(fi)− H˜(
~λ, fi) + µ˜(~λ, fi)|2
Sn(fi) + 4δfσ2(~λ, fi))
)}
. (8.11)
The exponential factor in the expression for the modified, marginalised likelihood looks
very much like ∼ exp(−(1/2)〈s−H + µ|s−H + µ〉), except that the inner product is
taken with respect to a modified noise curve,
S′n(f) = Sn(f) + 4σ(~λ, f)/T , (8.12)
where T is the total observation time. We can write Eq. 8.11 in the more compact form
Λ(~λ) =
(∏
i
Sn(fi)
S′n(fi)
)
exp
(
−12
[
s−H(~λ) + µ(~λ)| . . .
])
(8.13)
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where square brackets now indicate the inner product defined in Eq. 5.5, except with
Sn(f) → S′n(f). From Eq. 8.13 it can be seen that (up to a normalisation) Λ(~λ) is
equal to the standard likelihood, L(~λ), just with the waveform model replaced with the
interpolation, H(~λ)→ H(~λ)−µ(~λ), and with the inner product taken with respect to the
modified noise S′n. The factor of 4 in the modified noise curve is related to our convention
for the signal inner product in Eq. 5.5.
8.2 Smoothness Power Spectra Vs Power Spectral Density
The quantity |σ2(f)| which appears in the effective noise curve is the usual power spectra
of the waveform difference. The quantity Sn(f) is the power spectral density of the
detector noise. Consider a segment of detector data of length T , and take the limit
T → ∞; the total energy in the detector noise in this segment diverges in the limit.
However the waveform difference, |σ2(f)|, remains fixed. In order to compare the effective
“noise” due to the model error with the physical noise in the detector, a choice for T has
to be made and the power in the waveform difference divided by T to form a density.
This explains the factor δf ≡ 1/T in the effective noise.
Other than the condition that T should be greater than the length of the waveform,
there is no natural choice for T . However, it is already standard practice in the gravita-
tional wave parameter estimation community to fix a segment length of data before any
parameter estimation study, and it is this choice that fixes the frequency resolution δf . It
should be noted however, that different choices of T will lead to different effective noise
PSD as defined in Eq. 8.12. This peculiarity simply reflects the fact that one source of
noise is naturally a density, while another source is naturally a power, and an arbitrary
choice has to be made to compare the two. Choosing a larger value of T means that the
data has a higher frequency resolution (there are more frequency bins).
Our choice of covariance function assumes that the error in each frequency bin in
independent. A possible concern with interpolating each frequency bin of the waveform
difference separately is that the resulting interpolant may not be a sufficiently smooth
function of frequency. From Eq. 8.5 it can be seen that the interpolant, µ(~λ, f), is formed
from a combination of training set waveforms and the covariance function. Provided the
covariance function is chosen to be a smooth (i.e. infinitely differentiable) function of
frequency then the interpolant will have the same level of differentiability as the waveform
differences in the training set.
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8.3 Conclusions
The accuracy with which we can measure gravitational wave source parameters and
make inferences regarding populations of sources is limited not only by the noise levels
in our detectors, but also by the fidelity of our models. There are many important
sources of noise in an interferometer, and a great effort over many years has gone into
minimising these over as wide a frequency range as possible. Whilst our model errors
don’t physically shake the mirrors in the interferometer we have shown here how they
may also be interpreted as an effective source of noise. It is the sum of the physical noise
and the effective noise which limits our ability to draw useful astrophysical inferences,
and so overcoming the model errors is equally important as reducing the physical detector
noise.
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Part III
Testing the Kerr Hypothesis
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Chapter 9
Accretion Disks
Macavity, Macavity, there’s no one like
Macavity,
He’s broken every human law, he
breaks the law of gravity.
T. S. Eliot
General Relativity (GR) has been extensively tested in the weak field regime. The
famous classical tests of GR began before the theory was even fully formulated with
the explanation of the anomalous precession of the perihelion of mercury by Einstein
(1915b). Only a few years later further confirmation came with the first measurements of
the gravitational deflection of light during the 1919 solar eclipse by Dyson et al. (1920).
More recently, but no less famously, the confirmation by Taylor et al. (1979) that the loss
of energy from the binary pulsar PSR1913+16 was in the manner predicted by the theory
won the authors the 1993 Nobel prize in physics 1. Interspersed among these landmark
experiments GR has been the subject of a constant stream of increasingly stringent tests;
to date no deviations from the predictions of GR have been detected. For a review of
experimental tests of GR see Will (2006).
All of the tests mentioned above concern phenomena in weak gravitational fields;
it has proved much more difficult to devise similarly stringent tests of GR in the
strong gravitational field. This is due in part to the immense difficulty associated with
measuring the motion of bodies on the small gravitational length scale associated with
black holes (a few kilometers for a solar mass black hole) at astrophysical distances. If
1http://www.nobelprize.org/nobel_prizes/physics/laureates/1993/index.html
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such measurements could be made and it were possible to accurately track the motion
of a test particle around an astrophysical black hole it would become possible to place
constraints on the strong field spacetime metric. It is a prediction of GR, together with
the no-hair theorem, that the spacetime metric around an astrophysical black holes
is described by the famous Kerr solution (Kerr, 1963). Alternative theories of gravity
predict the existence of different solutions (examples of known solutions considered here
include the Kehagias and Sfetsos (2009) solution to Hořava gravity (Hořava, 2009a,b)
and the slowly rotating Yunes and Pretorius (2009) solution to dynamical Chern-Simons
gravity (Jackiw and Pi, 2003)). If a deviation from the Kerr solution was detected it
could indicate a failure of GR in the strong field regime. Alternatively, it could indicate
a failure of the no-hair theorem and raise the possibility of exotic compact objects within
GR. It should be noted that there are other ways in which alternative theories of gravity
may differ from GR besides changes to the metric around a black hole; for example,
scalar-tensor theories of gravity (the theory of (Brans and Dicke, 1961) is perhaps the
best known example) generically predict the existence of addition gravitational wave
polarisation states (Will, 2006). In this chapter however we restrict our attention to
testing the spacetime metric around a black hole.
Accretion disks provide an ideal candidate for such tests, because X-ray irradiation
of matter in the inner regions of the disk (r . 20M) imprints characteristic features
upon the X-ray spectra, in particular the fluorescent Kα Iron line (rest energy 6.38keV).
As this emission originates from so close to the Black Hole (BH) it is strongly distorted
by gravitational and Doppler shifting producing the characteristic ‘two-horned’ profiles
observed in nature (Tanaka et al., 1995). Furthermore the light, once emitted, is strongly
gravitationally lensed as it propagates through the spacetime, altering the observed
spectra and imprinting upon it extra information about the strong field metric. Indeed
the large width of these lines is evidence for the existence of highly spinning black holes
(Iwasawa et al., 1996); for a recent review of black hole spin measurements using X-ray
emission see McClintock et al. (2011). In addition, viscous torques present in the disk
dissipate energy causing the material to gradually spiral inwards, this energy is radiated
locally in the form of thermal emission. This thermal radiation is subjected to the same
strong-field gravitational effects as the line emission, and so may also be used as a probe
of the metric.
The approach adopted in this chapter is to consider Iron line and thermal emission
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in a large class of parametrically deformed Kerr black holes. The deformed black
hole spacetimes are referred to as “bumpy black holes” and the individual deformation
parameters as “bumps”. The spacetimes all have the property that if all the bump
parameters are simultaneously set to zero then the Kerr solution is recovered. The
advantage of this approach, compared with considering the emission in a small number
of known alternative black hole solutions, is that one is able to consider a wide range
of different deformations simultaneously and identify particular “bumps” which are
especially easy or difficult to constrain. Furthermore, even if a particular alternative
black hole is not contained within this class it may be hoped that the disk spectrum in
this new metric would have a significant overlap with the spectrum of a black hole in
the class; and therefore a deviation from GR would still be detectable. The family of
bumpy black holes used for this purpose was the class of metrics constructed by Vigeland
et al. (2011); these have the property that the perturbed spacetimes possess a fourth
constant of motion (analogous to the Carter constant (Carter, 1968) in Kerr spacetime).
In addition to this very general family of bumpy black holes the results are put into
context by comparing them with the bounds it is possible to place on some known black
hole solutions; in particular both the linear (Yunes and Pretorius, 2009) and quadratic
(Yagi et al., 2012) in spin solutions to weakly coupled dynamical Chern-Simons gravity,
and the slowly rotating Kehagias-Sfetsos black hole (Lee et al., 2010) were considered.
There have been several previous efforts to systematically constrain deviations from the
Kerr metric using accretion disk observations; for example see Johannsen (2013) for a
study using regular black hole metric parameterised by four free functions. In this work
we use a very general family of bumpy black holes, and we also compare our results
against known black hole solutions in several specific alternative theories of gravity.
We begin this chapter by describing the family of bumpy black holes that were
considered in this work, we also describe a couple of specific examples of known black
hole solutions in alternative theories of gravity which are also considered here. In Sec.
9.2 the necessary theory for calculating both the thermal and Iron line emission from
an accretion disk in a general stationary, axisymmetric spacetime is described. Sec. 9.3
describes the methods used for data analysis and the method used for estimating the
bounds it will be possible to place on the different deformation, or “bump”, parameters.
The results are presented in Sec. 9.5 and finally a discussion and concluding remarks
are given in Sec. 9.6. Throughout this chapter natural units, where G = c = kB = 1,
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are used. The work in the current chapter and Chapter 10 are partly based on the
following published paper Moore and Gair (2015), and the following paper is currently in
preparation Moore and Gair (in prep).
9.1 Bumpy black hole spacetimes
A metric that represents a rotating black hole is required to be stationary and axisym-
metric (i.e. there exists a timelike Killing vector ∂/∂t and a spacelike Killing vector
∂/∂φ), invariant under simultaneous inversion of the φ and t coordinates, and reflection
symmetric about the equatorial plane. A sufficiently general metric which captures all
these properties is given by Chandrasekhar (2002)
ds2 = gtt dt2 + gtφ dt dφ+ grr dr2 + gθθ dθ2 + gφφ dφ2 , (9.1)
where the metric coefficients depend only on the radial and polar coordinates r and θ. In
fact Eq. 9.1 retains a considerable degree of gauge freedom, however, it is sufficient for
our present purpose.
As our interest here is in testing the hypothesis that the metric is the Kerr solution,
and it is known that the Kerr solution is an excellent description in the weak field, it is
natural to expand the metric as
gµν = gKerrµν + hµν , (9.2)
where  1 and hµν → 0 as r →∞. The background Kerr solution is given by,
gKerrtt = −
(
1− 2Mr
ρ2
)
, gKerrtφ =
−2M2ar
ρ2
sin2 θ ,
gKerrrr =
ρ2
∆ , g
Kerr
θθ = ρ2 , gKerrφφ =
Σ2
ρ2
sin2 θ , (9.3)
for a black hole with a mass M and dimensionless spin a, in which
ρ2 = r2 + a2M2 cos2 θ , ∆ = r2
(
1− 2M
r
)
+M2a2 , (9.4)
and Σ2 =
(
r2 +M2a2
)2 −M2a2∆ sin2 θ .
From here on dimensionless units with M = 1 are used.
Geodesic motion with four-momentum pµ in a metric with the symmetries outlined
thus far would posses three constants of motion; energy E = −pµ(∂/∂t)µ, z-component
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of angular momentum L = pµ(∂/∂φ)µ, and particle rest mass m2 = −pµpµ. However the
Kerr solution also possess an additional constant of motion related to the existence of
a second rank Killing tensor, C = pµpνξµν . In place of C the Carter constant is often
defined as Q = C − (L− aE)2 (Carter, 1968). The existence of the addition constant
of motion ensures that geodesic motion in the spacetime is separable and tri-periodic
(i.e. with a well defined frequency associated with motion in each of the r, θ and φ
coordinates). Although it is not clear that it should be required of any alternative to the
Kerr solution to possess these properties, they are sufficiently appealing that it is worth
considering the possibility carefully.
The most general form of metric perturbation, hµν , that could be added to the Kerr
solution such that the resultant metric also admitted a second rank Killing tensor and
hence a Carter-like constant (at least to O(2) in the perturbation) was considered by
Vigeland et al. (2011). The metric perturbation was also required to tend to zero in
the limit r →∞ faster than r−2 so that all weak field tests are still satisfied. A similar
solution was also found earlier by Benenti and Francaviglia (1979). Working in Boyer-
Linquist-like coordinates Vigeland et al. (2011) found a series of differential relations that
must be satisfied by the metric perturbation components. The only non zero components
of the perturbation are {htt, htφ, hrr, hφφ}; in particular hθθ vanishes. In subsequent work
Gair and Yunes (2011) expansions for the metric perturbation components in powers of
1/r were found,
hµν =
∑
n
hµν,n
(1
r
)n
(9.5)
where the coefficients hµν,n are functions of θ only. The leading order non-zero coeffeicients
are given in Eq. 9.6 and all the coefficients up to O(1/r5) are reproduced in Appendix
E.1;
htt,2 = γ1,2 + 2γ4,2 − 2aγ3,1 sin2 θ ,
hrr,2 = −γ1,2 ,
htφ,2 = −M sin2 θ
[
γ3,3 + a (γ1,2 + γ4,2) + a2γ3,1
]
,
hφφ,0 = 2M2aγ3,1 sin4 θ . (9.6)
Note that the leading order correction enters at a lower order in the hφφ component. The
components htt and hrr are dimensionless, whilst htφ has units of length and hφφ has
units of length squared; reflecting the dimensions of the components of gµν .
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At low order in the expansion the metric perturbation is fully characterised by a small
number of coefficients, γi,j . Adopting the notation of Gair and Yunes (2011) the metric
perturbation up to O(1/r2) is given by the four constants B2 = (γ1,2, γ3,1, γ3,3, γ4,2) (see
Eq. 9.6); up to O(1/r3) it is given by the 7 constants B2∪B3, where B3 = (γ1,3, γ3,4, γ4,3);
up to O(1/r4) it is given by the 10 constants B2∪B3∪B4, where B4 = (γ1,4, γ3,5, γ4,4); up
to O(1/r5) it is given by the 13 constants B2 ∪ B3 ∪ B4 ∪ B5, where B5 = (γ1,5, γ4,5, γ3,6).
Throughout this chapter various BN limits will be referred to, these correspond to
setting all the parameters γi,j to zero except for those in the set BN , which are treated
as independent free parameters. This greatly reduces the number of free parameters and
allows for a systematic way of examining perturbations to the Kerr metric. Because
the Kerr metric is known to be an excellent approximation at large radii it is natural
to expect any deviation from the Kerr solution to show up, initially at least, at lowest
order in 1/r. This is the justification for examining each of the BN limits separately. In
general, it would be possible for any combination of the γi,j to be be none-zero. In this
chapter results are presented for the B2, B3, B4 and B5 metrics.
9.1.1 Known black hole solutions
In addition to the very general family of perturbed metrics described above, it is also
useful to consider some examples of known black hole solutions in alternative theories
of gravity. In this section a few such solutions are listed. One of these spacetimes (the
linear in spin solution to dynamical Chern-Simons gravity, Sec. 9.1.1.2) is a member of
the family of solutions described in Sec. 9.1; it can be obtained by a particular choice of
the constants γi,j .
9.1.1.1 The Kehagias Sfetsos metric
A spherically symmetric black hole solution to Hořava gravity (Hořava, 2009a,b) was
found by Kehagias and Sfetsos (2009). This was generalised to a slowly rotating solution
by Lee et al. (2010). Accretion disk signatures for this type of black hole have been
considered previously by Harko et al. (2011b). The metric is
ds2KS = −fKS(r)dt2 +
dr2
fKS(r)
+ r2dΩ2 − 4a sin
2 θ
r
dφdt , (9.7)
9.1. BUMPY BLACK HOLE SPACETIMES 151
where
fKS(r) = 1 + ωr2
1−
√
1 + 4
ωr3
 , (9.8)
and
dΩ2 = dθ2 + sin2 θdφ2 . (9.9)
In the limit ω →∞ the slowly rotating limit of the Kerr metric is recovered. In order to
avoid a naked singularity at the origin an extra constraint is needed, ωM2 ≥ 12 . For the
remainder of this section ω is made dimensionless by multiplying by M2, and we choose
to work with the small parameter Y ≡ 1/(ωM2) 1. For the remainder of this section
the metric in Eq. 9.7 will be refered to as the KS metric.
9.1.1.2 The Chern Simons metric linear in spin
Dynamical Chern Simons (CS) modified gravity (Jackiw and Pi, 2003) is a parity violating
theory of gravity constructed by adding a Pontryagin invariant term to the action. As the
Schwarzschild solution is spherically symmetric and has even parity it remains a solution
to the modified CS field equations; however, the Kerr solution does not have even parity
and fails to satisfy these equations. No complete rotating black hole solution is known in
the CS theory, however perturbative solutions in the spin and CS coupling constant have
been found analytically. The rapidly rotating case was considered numerically by Stein
(2014), here we focus on the slowly rotating solutions.
The slowly rotating black hole solution (linear in spin) to dynamical Chern-Simons
gravity was found by Yunes and Pretorius (2009);
ds2CS1 = ds2Kerr +
5
4ζχ
1
r4
(
1 + 127r2 +
27
10r2
)
dtdφ . (9.10)
Accretion disk signatures for this type of black hole have been considered previously by
Harko et al. (2010). For the remainder of this section the metric in Eq. 9.10 will be
refered to as the CS1 metric.
9.1.1.3 The Chern Simons metric quadratic in spin
A slowly rotating black hole solution (quadratic in spin) to dynamical Chern-Simons
gravity was found by Yagi et al. (2012). Disk emission in this metric has not been
considered before. The metric is
ds2CS2 = ds2Kerr + δ
(
gCS2µν
)
dxµdxν (9.11)
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and expressions for the components δ
(
gCS2µν
)
are given in Appendix E.2. For the remainder
of this section the metric in Eq. 9.11 will be referred to as the CS2 metric.
Unlike the KS metric, both the CS1 and CS2 metrics recover the Schwarzschild
solution in the limit a → 0. This is associated with the fact that dynamical Chern
Simons modified gravity is a parity violating theory of gravity and hence the spherically
symmetric Schwarzschild solution in general relativity, which is parity even, remains a
solution of the modified theory.
9.2 Disk emission in bumpy black holes spacetimes
The theory of thin accretion disks in the steady state was developed by Shakura and
Sunyaev (1973) in the Newtonian case and generalised by Page and Thorne (1974) to
the general relativistic case. It is assumed that the disk lies in the equatorial plane with
material moving in (approximately) circular geodesic orbits, with a small radial accretion
velocity superposed on the circular motion. In addition, it is assumed that the disk is
thin (i.e. at a radius r the thickness 2h satisfies h r; the disk height may depend on
radius, h = h(r), but for notational simplicity this dependence is suppressed here) and is
in a steady state with a constant accretion rate M˙0. The disk extends from the innermost
stable circular orbit (ISCO) of the spacetime to some finite outer radius (strictly, to be
consistent with the steady state assumption, the disk must extend indefinitely; here the
more conservative approach of leaving the outer radius as a free parameter is taken).
When the accreting material reaches the ISCO it plunges quickly into the black hole
without radiating any further or interacting viscously with the material at larger radii.
The fact that the material plunges quickly after crossing the ISCO provides the physical
motivation for imposing a zero torque boundary condition at the inner edge of the disk.
This allows the differential equation governing the radial dependence of the flux to be
integrated; see Eq. 9.26.
The model described above is often referred to as the standard relativistic model
of accretion disks, and has been extensively studied for the Kerr geometry. Here it
is necessary to retain sufficient generality to perform the calculations for any of the
bumpy black holes described in Sec. 9.1. Since the disk is thin and assumed to lie in
the equatorial plane we may switch from using Boyer-Lidquist polar-like coordinates to
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cylindrical-like coordinates. The metric near the equatorial plane is given by
ds2 = gttdt2 + 2gtφdtdφ+ grrdr2 + gφφdφ2 + gzzdz2 , (9.12)
where the metric components depend only on r; corrections that depend on z enter at
second order and are neglected because the disc is assumed to be thin. By a rescaling
of the z coordinate the metric component gzz may be set to unity without any loss of
generality.
The metric in Eqs. 9.1 and 9.12 does not depend on the timelike or azimuthal
coordinates, so the corresponding covariant components of the four-momentum are
conserved, pt = −E and pφ = L. Using the metric to raise the indices on these
momentum components gives the first two geodesic equations in first order form, where
a tilde denotes an orbital quantity per unit mass of the test particle,
dt
dτ =
E˜gφφ + L˜gtφ
g2tφ − gttgφφ
,
dφ
dτ = −
E˜gtφ + L˜gtt
g2tφ − gttgφφ
, (9.13)
where τ is the proper time along the worldline of the orbiting test particle.
Because the material in the disk is orbiting in the equatorial plane the vertical
component of its four-velocity vanishes, dz/dτ = 0. Therefore, the third and final
geodesic equation may be conveniently obtained from the normalisation condition of the
four velocity;
gµν
dxµ
dτ
dxν
dτ ≡ gµνu
µuν = −1 , (9.14)
⇒
(dr
dτ
)2
= Veff(r)
grr
, (9.15)
where,
Veff(r) =
E˜2gφφ + 2L˜E˜gtφ + L˜2gtt
g2tφ − gttgφφ
− 1 . (9.16)
From Eq. 9.15 it can be seen that the conditions for stable circular orbits are
Veff(r) = Veff,r(r) = 0 , (9.17)
where a comma in the subscript denotes a partial derivative with respect to all subsequent
indices. These two conditions yield expressions for the specific energy and angular
momentum per unit mass of a particle on a circular, equatorial geodesic;
E˜ = − gtt + gtφΩ√
− (gtt + 2gtφΩ + gφφΩ2)
(9.18)
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L˜ = gtφ + gφφΩ√
− (gtt + 2gtφΩ + gφφΩ2)
. (9.19)
Combining Eqs. 9.13 with Eqs. 9.18 and 9.19 gives an expression for the coordinate
angular velocity of the particle,
Ω = dφdt =
−gtφ,r +
√
(gtφ,r)2 − gtt,rgφφ,r
gφφ,r
. (9.20)
In the metrics of interest in this chapter (i.e. the Kerr metric and small perturba-
tions from it) there exists an ISCO. The radius of the ISCO may be found by solving
Veff,rr(r) = 0 simultaneously with Veff(r) = Veff,r(r) = 0. This equation admits the
following analytic solution in the Kerr case (Bardeen et al., 1972);
Z1 = 1 +
(
1− a2
)1/3 (
(1 + a)1/3 + (1− a)1/3
)
,
Z2 =
(
3a2 + Z21
)1/2
,
risco = 3 + Z2 − ((3− Z1)(3 + Z1 + 2Z2))1/2 . (9.21)
For the general bumpy black holes discussed in Sec. 9.1 the radius for the ISCO must be
found numerically. However, if the spacetime is characterised by a small deformation
from Kerr, then the radius of the ISCO may be expanded perturbatively in the bump
parameter, ,
risco = rKerr − 
dVeff,rr(r,)
d
∣∣∣
r=rKerrisco ,=0
dVeff,rr(r,)
dr
∣∣∣
r=rKerrisco ,=0
+O
(
2
)
. (9.22)
If the metric is characterised by more than one bump parameter, i, as is the case with
the BN spacetimes described in Sec. 9.1 then the following replacement should be made
in Eq. 9.22,

dVeff,rr(r,)
d
∣∣∣
r=rKerrisco ,=0
→∑i i dVeff,rr(r,i)di ∣∣∣r=rKerrisco ,i=0 .
(9.23)
From Eq. 9.20, and the fact that the orbit is circular and equatorial, the four-velocity
of a small fluid element of the disk orbiting the black hole is given by( dt
dτ ,
dr
dτ ,
dφ
dτ ,
dz
dτ
)
=
(
ut, ur, uφ, uz
)
= ut (1, 0,Ω, 0) , (9.24)
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where ut may be found from the normalisation condition on the four velocity in Eq. 9.14,
ut = 1√
− (gtt + 2Ωgtφ + Ω2gφφ)
. (9.25)
Viscous forces in the disk cause the orbiting material to dissipate energy and gradually
move inwards to smaller radii. An expression for the radial dependence of the flux of
energy from the disk was derived by Page and Thorne (1974); for completeness this
derivation is reproduced in Appendix F. The resulting expression for the radial dependence
of the flux is,
F (r) = −M˙0Ω,r
4pi√−g
(
E˜ − ΩL˜
)2 ∫ r
risco
(
E˜ − ΩL˜
)
L˜,r dr , (9.26)
where M˙0 is the accretion rate and g is the metric determinant. Since the disk is in
thermodynamic equilibrium, and not heating up or cooling down, this flux of energy is
radiated away from the disk in the form of a thermal distribution of photons.
9.2.1 Line emission
In addition to the flux of thermal radiation a higher energy power-law component of
hard X-ray photons is also observed (Zdziarski et al., 1994). For supermassive black
holes with cooler disks this component can in fact dominate over the thermal component.
The hard X-ray power-law component is generally believed to be caused by inverse
Compton scattering of the thermal photons radiated from the disk by the hot surrounding
corona. A certain fraction of the hard X-ray photons are radiated back towards the disk
surface where, upon incidence, they produce fluorescent transition lines which may also
be observed as a third component of the spectrum. One frequently observed line is that
due to the Iron (Fe) Kα transition, which in its rest frame has an energy of 6.38 keV.
The combined effects of gravitational redshifting and Doppler boosting broaden this line
into the characteristic shapes shown in Fig. 9.1.
The observed line profile can be computed as follows. Let dF0(E0) be the infinitesimal
element of flux at energy E0 observed at infinity due to an infinitesimal element of the
disk. If I0(E0) is the specific intensity (i.e. the energy per unit time, per unit area, per
unit spectral energy (or frequency), per unit solid angle) in the observer’s rest frame then
dF0(E0) = I0(E0)dΞ , (9.27)
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Figure 9.1: The dependence of the Kerr Iron line profile on various parame-
ters. All spectra were normalised to the same peak flux. Unless otherwise
stated in the figure all parameters were set to their fiducial values; a = 0.5,
ι = pi/4, q = 3 and rout = 30.
where the element of the disk subtends solid angle element dΞ. If the disk has a specific
intensity Ie(Ee) in its own rest frame, given the invariance of I/E3 along the photon’s
worldline (Misner et al., 1973), it follows that
dF0(E0) = g3Ie(Ee)dΞ , (9.28)
where g ≡ 1/(1+z) ≡ E0/Ee is the red-shift factor. For line emission the specific intensity
may be approximated as a delta-function, Ie(Ee) = (re, µe)δ(Ee −Eint), where Eint is
the energy of the transition line in its rest frame,  is the emissivity of the material, re is
the radius of the emitting fluid element and µe is the cosine of the angle of the emission
with respect to the disk normal. Eq. 9.28 together with the delta-function expression for
the line specific intensity gives
dF0(E0) = g4(re, µe)δ(E0 − gEint)dΞ ; (9.29)
the extra factor of g in Eq. 9.28 compared to Eq. 9.29 comes from the change of argument
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in the delta-function. Now let re and φe be the plane polar coordinates in the disk of
the emitting point (where φe = 0 is along the line of nodes where the disk intersects the
observers plane of the sky). In addition let α and β be the cartesian coordinates in the
observer’s plane of the sky (where the x axis appears to lie along the lines φe = 0 and
φe = pi), and r0 be the distance to the source. It follows that the solid angle element is
given by dΞ = dαdβ/r20, and therefore integrating Eq. 9.29 gives
F0(E0) =
1
r20
∫∫
dα dβ g4(re, µe)δ(E0 − gEint) . (9.30)
If light-bending is neglected then the polar coordinates of the emitting point in the disk
(re and φe) may be related to the cartesian coordinates of the point in the observer’s
plane of the sky (αe and βe) via the transformation,
αe = re cosφe , βe = re sinφe cos ι , (9.31)
with Jacobian
∂(α, β)
∂(re, φe)
= re cos ι , (9.32)
where ι is the inclination from which the disk is viewed (i.e. the angle between the
observer’s line of sight and the spin axis of the BH). For further discussion of this
assumption see Sec. 9.2.3. With this in hand we may change the integral in Eq. 9.30
from being over the observer’s plane of the sky to being over the disk itself (Dropping
the subscript e),
F0(E0) =
cos ι
r20
∫ 2pi
0
∫ rout
risco
rdrdφ g4(r, µ)δ (E0 − gEint) . (9.33)
Hereafter the emissivity is taken to be a function of r only (no µe dependence), and
is parameterised as a power law,  = r−q where q will be referred to as the emissivity
index. We have now reduced the problem to finding the red-shift factor as a function of
the position in the disk. The red-shift factor is defined by
g ≡ E0
Ee
=
pµv
µ
∣∣
observer
pµuµ
∣∣
emitter
, (9.34)
where pµ is the four-momentum of the photon linking the emitter to the observer, vµ is
the four-velocity of the observer, and uµ is the orbital four-velocity of the emitter (see Eq.
9.24). Since the metric is independent of both the t and φ coordinates, the corresponding
components of the photon’s four-momentum are conserved;
[pµ] = (pt, pr, pθ, pφ) = (−E, pr, pθ,Λ) . (9.35)
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If the observer is at infinity and is at rest with respect to the black hole the numerator of
Eq. 9.36 is simply given by pµvµ|observer = −E. Using the orbital four-velocity from Eq.
9.24 the denominator of Eq. 9.36 is pµuµ|emitter = −Eut + ΩutΛ, and hence the red-shift
factor is given by
g = 1
ut(1− Ωλ) , (9.36)
where λ = Λ/E. Since λ is conserved along the photon’s worldline it may be evaluated at
infinity where the indices on the photon four-momentum may be raised and lowered using
the usual Minkowski metric. At large distance the ratio of the contravariant components
of the photon’s four-momentum gives the azimuthal impact parameter α, defined in Eq.
9.31,
α = −rp
φ
pt
∣∣∣
r→∞
= − λsin ι . (9.37)
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Figure 9.2: The Flux as a function of radius, for various values of the spin
parameter. Also shown is the power law, (r/M)−3. All other parameters
were set to their fiducial values, ι = pi/4, M = M, M˙0 = 10−12M/yr and
rout = 30.
If light-bending is neglected then the photon linking the emitting point in the disk to
the observer at infinity travels on a straight line with impact parameter α = r cosφ (see
Eq. 9.31). Substituting these results into Eq. 9.36 gives the red-shift;
g (r, φ) =
√
− (gtt + 2Ωgtφ + Ω2gφφ)
1 + Ωr cosφ sin ι . (9.38)
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The flux integral in Eq. 9.33 may now be simply evaluated numerically. This was done
initially for the unperturbed Kerr metric in order to reproduce known results (see, for
example, Kojima (1991); Laor (1991)) and examine the dependence of the spectra on
various parameters. The results of these calculations are shown in Fig. 9.1. For all
calculations in this work, unless otherwise stated, the disk parameters were set to the
following fiducial values; a = 0.5, ι = pi/4, q = 3 and rout = 30.
It can be seen from Fig. 9.1 that the profile is strongly sensitive to disk inclination.
Qualitatively this is because the orbiting material is moving at relativistic speeds and
for large inclinations material on one side of the disk is moving towards the observer
while on the other side it is moving away. This produces both a blue and a red-shifted
horn to the profile, the blue-shifted horn is always more intense due to the relativistic
beaming effect which enhances the intensity of light emitted in the direction of travel
(the headlight effect).
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Figure 9.3: The dependence of the Kerr black body spectrum on various
parameters. Unless indicated otherwise all parameters were set to their
fiducial values, a = 0.5, ι = pi/4, M = M, M˙0 = 10−12M/yr and
rout = 30.
The profile is also strongly sensitive to the radius of the inner edge of the disk, which
in the Kerr case (under the modelling assumptions made here) is monotonically related
to the spin parameter, a (see Eq. 9.21). For higher spins (and smaller values of risco)
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it can be seen from Fig. 9.1 that the red-shifted wing of the line profile is much more
prominent. Under the assumptions that the black hole is Kerr and the inner edge of the
disk is located at the ISCO the line profile can be used as an accurate probe of the black
hole spin, indeed such observations are among the best evidence for the existence of near
maximally spinning black holes in some active galactic nuclei (see, for example, Iwasawa
et al. (1996)).
The line profile also depends strongly on q; this parameter must be fit for simul-
taneously with all other parameters. The fiducial value q = 3 was chosen as this is
approximately the form of the gravitational energy release per unit area of the disk (see
Fig. 9.2). Likewise the value of rout must also be fit for, but this is less problematic
because (at least for rout & 20) the profile only depends weakly rout.
9.2.2 Black-body spectra
The line emission profiles calculated above encode how the gravitational and Doppler
shifting (and lightbending if included) affect a single frequency source in the disk. If
instead there is a broadband source the resulting spectrum may be obtained by convolving
the spectrum in the source’s rest frame with the line profile obtained in the preceding
section. This method can be used to calculate the black body spectra by convolving
with the Plank distribution of a black body; this approach is described by Cunningham
(1975).
Here we take the alternative, and more physically motivated approach of directly
integrating the flux over the disk to find the spectra. From Eq. 9.33 the radial flux
(shown in Fig. 9.2) is known, and assuming that the radiation is that of a black body the
Stefan-Boltzmann law gives the radial temperature distribution in the disk
T (r) =
(
F (r)
σ
)1/4
, (9.39)
where σ is the Stefan-Boltzmann constant. Hence the thermal spectrum may be written
as the following integral where the gravitational effects on the spectrum are included
through the redshift factor,
F0(E0) =
8 cos ι
pi
∫ rout
risco
∫ 2pi
0
rdφ dr E
3
0
g3
(
e
E0
gT − 1
) . (9.40)
As was the case for the line emission in Eq. 9.33, the thermal spectrum in Eq. 9.40 is
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now in the form of an integral over the disk in r and φ coordinates; this was evaluated
numerically. Several example thermal spectra are shown for the Kerr metric in Fig. 9.3.
The thermal spectra of the disk is the convolution between the line emission spectra
and the Planck distribution. Since the Planck distribution contains no information about
the gravitational field the thermal spectra in Fig. 9.3 contain the same information about
the black hole as the line spectra in Fig. 9.1, only significantly smoothed out. Because of
this smoothing it appears that the thermal spectra are less distinctive, and that therefore
it would be harder to measure the parameters of the black hole using thermal emission
than line emission. However, the thermal spectra may be observed across a much wider
frequency range and at a larger signal-to-noise ratio. Therefore it is not obvious a priori
which method offers the best opportunity to constrain the metrics in Sec. 9.1. In practice
the most suitable technique depends upon the mass of the black hole; Iron line emission
is typically most suitable for supermassive black holes whilst thermal emission is used
for the hotter disks around stellar mass black holes. In rare instances both techniques
may be used simultaneosuly, and they have been demonstrated to give consistent resuts
(Steiner et al., 2011). Henceforth we consider only the Iron line emission, and we leave a
detailed study of parameter estimation using thermal emission to future work.
9.2.3 The effect of lightbending
The formalism for calculating both the Iron line and thermal emission outlined in the
preceding sections assumed that points in the image plane could be related to points in
the disk by straight lines, in the sense that the Boyer-Lindquist-like coordinates were
treated as if they were spherical polar coordinates in flat space (these assumptions are
summarised in Eq. 9.31). As the light originates from the strong gravitational field the
effects of lightbending (including frame dragging, if a 6= 0) may be significant.
On the other hand it may be hoped that the effect of lightbending will vary slowly with
changing system parameters, ~θ. If this is the case then while the inclusion of lightbending
will have a significant impact on the observed profile it will have only a limited effect
on our ability to measure the disk parameters, and hence on our ability to constrain
deviations from the Kerr metric. In the language of the Fisher matrix calculations in Sec.
9.3, even if the spectra depends strongly on whether or not lightbending is included if
the derivatives of the spectra do not then the Fisher matrix remains unchanged. In order
to test the validity of this assumption a small number of calculations were performed
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including the effect of lightbending, and the results compared.
Figure 9.4: A set of images showing the resolved appearance of an accretion
disk around a Kerr black hole. The colour indicates the redshift of the
light from that portion of the disk; the top row shows the disk with no
lightbending and the bottom row shows the disk including lightbending.
The inclination angle is varried between plot; from left to right it takes
the values ι = {pi/10, 2pi/10, 3pi/10, 4pi/10}. The spin parameter and outer
radius of the disk were fixed to a = 0.5 and rout = 10.
A method for ray-tracing photons from the image plane to the disk was outlined by
Psaltis and Johannsen (2012). The method uses the fact that the spacetime is stationary
and axisymmetric to write the t and φ geodesic equations for the photon in first order
form, but integrates the r and θ geodesic equations in second order form. This is ideal
for our present purpose as the method does not require the existence of a Carter-like
constant, which does not exist in all the metrics discussed in Sec. 9.1. If a fourth and
final constant of motion does exist (as is the case for the BN metrics) then evaluating it
along the resulting trajectory provides a convenient check on the numerical accuracy of
the integration.
The effect of lightbending on the appearance of a spatially resolved disk is shown in
Fig. 9.4 for varying inclination (the colour scale indicates redshift factor, g). Particularly
9.2. DISK EMISSION IN BUMPY BLACK HOLES SPACETIMES 163
at high inclinations the inclusion of lightbending significantly alters the appearance of
the disk; the effect is most pronounced for large values of spin and inclination where the
light from the far-side, inner edge passes very close to the horizon. However, the disk is
not spatially resolved by our telescope, instead we observed the integrated flux across
the disk. This shows a much smaller difference. The effect of including lightbending is
also more significant for higher values of the spin parameter, because the disk extends
closer to the black hole where the gravitational effects are stronger.
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Figure 9.5: A comparison of the likelihood surface predicted by the Fisher
matrix (indicated by 1σ (black) and 2σ (red) contours) and the true posterior
(shown as a density plot using samples produced from an MCMC algorithm).
All parameters were set to their fiducial values; a = 0.5, ι = pi/4, q = 3 and
rout = 30.
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For example, for the fiducial black hole parameters the Fisher matrix estimates an
error on the dimensionless spin parameter of ∆a = 0.06 if light bending is neglected (see
right hand panel of Fig. 9.5). If instead lightbending is included then the same Fisher
matrix analysis yields an error estimate for the spin parameter of ∆a = 0.03. Changes in
the error estimates of a factor of ∼ 2 were observed for the other parameters.
As anticipated above larger differences were obtained for higher values of spin and
lower values of inclination, and smaller differences in the opposite limits. These changes
are not enough to affect our conclusions in this section.
9.3 The Fisher matrix
For each black hole metric described in Sec. 9.1 the Iron line and thermal spectra are
characterised by a small number of parameters ~θ; e.g. for the Iron line spectra h(~θ),
~θ = (A, a, ι, q, rout,~), where A is an overall multiplicative factor relating to the unknown
total luminosity and distance to the source, a is the spin parameter, ι is the disk inclination,
q is the emissivity index described in Sec. 9.2.1, rout is the outer radius of the disk and ~
is the vector of any metric deformation parameters. Given a measured spectrum, s, the
challenge is to infer the posterior probability density on these parameters, P (~θ|s, I). The
peak of this distribution is positioned at the best estimate of ~θ, and the characteristic
width of the peak in each parameter direction indicates the uncertainty. The posterior
probability density is related to the likelihood of the data given the parameters, P (s|~θ, I),
via Bayes theorem,
P (~θ|s) = P (s|
~θ)P (~θ)
P (s) ; (9.41)
where P (~θ) is the prior probability density of the parameters and P (s) is the normalisation
constant known as the evidence,
P (s) =
∫
d~θ P (s|~θ)P (~θ) . (9.42)
For all calculations performed in this chapter flat priors were assumed over all physically
allowed regions of parameter space so the posterior is simply proportional to the likelihood
within this region.
In order to calculate the likelihood it is first necessary to make some assumptions
about the performance of our detector. For simplicity we assume that across the entire
energy (frequency) range the detector has a constant energy (frequency) resolution ∆E
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(∆f), and that in each energy (frequency) bin there is an independent Gaussian error of
size σ. The values of ∆E = 100 eV (∆f = 2.4× 1014 Hz) and σ = 0.05 were choosen to
make the hypothetical instrument broadly equivalent to the best current observations.
For instance, the error on the spin measurement for the fiducial disk parameters under
these assumption is ∆a = 0.06 (see, for example, the results in Fig. 9.5).
These simplifying assumptions neglect some important effects. For example, the
frequency resolution of most X-ray detectors changes substantially across observable
bandwidth, the random errors in each frequency bin are due to variations in the arrival
rate of photons which is a Poisson not a Gaussian process (although in the limit of high
signal-to-noise the assumption of Gaussian errors becomes correct), and in addition to
the uncorrelated random errors there will be systematic errors which may be correlated
between frequency bins. Nevertheless, under these simplifying assumptions the likelihood
is given by the following expression,
L(~θ) =
exp
(
−1
2
∑N
i=1
(si−hi(~θ))2
σ2
)
√
2piσN
=
exp
(
−1
2
〈
s− h(~θ)|s− h(~θ)
〉)
√
2piσN
, (9.43)
where the inner product has been defined as
〈a|b〉 =
N∑
i=1
aibi
σ2
. (9.44)
In general the likelihood (Eq. 9.43) is a complicated function of the parameters, ~θ.
However, expanding the signal about the true parameter values, ~θ0, (using the Einstein
summation convention)
h(~θ) = h(~θ0) +
∂h
∂θi
∣∣∣
~θ=~θ0
δθi +O
(
(δθi)2
)
, (9.45)
and using s = n+ h(~θ0) (where n is the particular realisation of the noise observed in
the detector) gives
L(~θ) ≈
exp
(
−1
2
[
(n|n)− 2
(
n| ∂h∂θi
∣∣
~θ=~θ0δθi
)
+ Σijδθiδθj
])
√
2piσN
,
where Σij =
〈
∂h(~θ)
∂θi
∣∣∣
~θ=~θ0
∣∣∣∣∣ ∂h(~θ)∂θj
∣∣∣
~θ=~θ0
〉
. (9.46)
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Therefore, within the linear signal approximation used in Eq. 9.45, the likelihood is a
multivariate Gaussian, peaked a noise-realisation-dependent distance away from the true
parameters, and with a covariance matrix given by the inverse of the Fisher information
matrix, Σij . An estimate for the error in each parameter may be read off from the
corresponding component of the covariance matrix,
∆θi =
√
(Σ−1)ii (no sum on i). (9.47)
The Fisher matrix formalism was used first to estimate the parameter estimation accuracy
for a disk in the Kerr metric (Sec. 9.5.1 below) and subsequently for all of the bumpy
black hole spacetimes discussed in Sec. 9.1 (Secs. 9.5.2 to 9.5.4 below). In the case of the
bumpy black hole spacetimes the true value of the bump parameters were set to zero, i.e.
the Kerr metric was used, and the error estimate obtained for the bump is reported. The
error on the bump parameter(s) are then interpreted as an estimate of the bound it may
be possible to place on the size of the bump; i.e. if the true value of the bump parameter
took this value then it would be marginally detectable with these observations. This
bound should be interpreted as a lower limit, i.e. a best case scenario; in reality even if a
non-zero value of a given deformation parameter was returned in a particular experiment
it would still be a non-trivial task to rule out more mundane explanations. For example,
before claiming a detection of a deviation from the Kerr solution it would presumably
be necessary to consider more complicated forms for the radial emissivity, (r), than a
simple power law. The free parameters in this new emissivity law would then have to be
marginalised over and this would have the effect of increasing the errors on the other
parameters. Other possibilities must also be considered; for example thick accretion disks,
emitting material within the ISCO, reprocessing of the light by surrounding material, etc.
The applicability of the Fisher matrix rests on the validity of the linear signal
approximation in Eq. 9.45; this must hold at least within a few standard deviations
from the peak in all directions in parameter space. In general it is impossible to know
from the Fisher matrix alone whether one is within the region where the linear signal
approximation may be safely applied. This question of the applicability of the Fisher
matrix is addressed in Sec. 9.4.
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9.4 Verification of the applicability of the Fisher matrix formalism
The gold standard for parameter estimation is to numerically calculate the likelihood (or
in general the posterior) surface over the region of parameter space of interest. This may
be achieved in low dimensional problems by simply evaluating the likelihood function
on a grid of parameter points. Alternatively, and more efficiently in high dimensional
problems, there exist a variety of Markov chain Monte Carlo (MCMC) algorithms designed
to sample points from the target probability distribution; the simplest of these is the
Metropolis-Hastings algorithm. In Sec. 9.4.1 a MCMC analysis is performed on a sample
Iron line spectra for a typical case; the resulting likelihood surfaces are compared with
those predicted using the Fisher matrix.
MCMC type algorithms quickly become (prohibitivly) expensive as the dimension of
the parameter space increases. A consistency check on the Fisher matrix was proposed
by Vallisneri (2008) which is relativly quick to implement. The consistency check involves
testing the validity of the linear signal approximation. For some central parameter
values, ~θ0, a point ~θ is picked at random from the 1σ surface estimated by the Fisher
matrix. The likelihood is then evaluated exactly, and approximated with the linear signal
approximation, the ratio of the two likelihoods is denoted r(~θ). The logarithm of this
ratio is given by ∣∣∣log r(~θ)∣∣∣ = 12
(
∆θihi −∆h(~θ)
∣∣∣∆θihi −∆h(~θ)) , (9.48)
where
∆~θ = ~θ − ~θ0 , ∆h(~θ) = h(~θ)− h(~θ0) , and hi = ∂h(
~θ)
∂θi
∣∣∣∣∣
~θ=~θ0
. (9.49)
Small values of | log r(~θ)| incate that the linear signal approximation is holding out as
far as the 1σ surface in that particular parameter direction. This procedure may then
be repeated for many points drawn randomly from the 1σ surface to assess whether
the approximation holds in all directions. It should be stressed that this only checks
the internal consistency of the linear signal approximation and does not guarantee the
accuracy of the Fisher matrix. In Sec. 9.4.2 this consistency check was performed for the
Iron line emission likelihood surface, as the consistency check is faster than a full MCMC
it was performed for a range of spin and inclination parameter values.
These two checks on the applicability of the Fisher matrix give us increased confidence
in the results for the bounds on the various metric deformations found in Sec. 9.5.
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9.4.1 MCMC
A simple Metropolis-Hastings MCMC was used to sample from the likelihood distribution
in Eq. 9.43 with the Iron line spectra described in Sec. 9.2.1. The resulting chain,
plotted as a density histogram, is shown in Fig. 9.5 alongside the Gaussian contours from
the Fisher matrix analysis. From Fig. 9.5 it can be seen that there is unquestionably
additional structure in the true posterior which is not captured by the Fisher matrix;
however the widths of the Fisher matrix Gaussians give a good indiction of the scale of
the true posterior.
9.4.2 Mismatch ratio
For a range of values of a and ι the Fisher matrix was evaluated, and used to choose 100
points, randomly distributed, on the 1σ surface. The mismatch ratio was evaluated for
all of these points and the results are summarised in Tab. 9.1; all values are less than
unity, indicating that the Fisher matrix performs well for this problem.
ι = pi10 ι =
2pi
10 ι =
3pi
10 ι =
4pi
10
a = 0.1 0.0044/0.013 0.0088/0.032 0.025/0.15 0.10/0.50
a = 0.3 0.0046/0.016 0.0091/0.030 0.022/0.064 0.032/0.14
a = 0.5 0.0037/0.0069 0.011/0.026 0.019/0.083 0.028/0.077
a = 0.7 0.0039/0.0095 0.012/0.036 0.017/0.061 0.028/0.088
a = 0.9 0.0078/0.015 0.014/0.028 0.027/0.053 0.031/0.10
Table 9.1: All entries are of the form µ/M , where µ is the mean value of
the logarithm of mismatch ratio calculated on 100 points selected uniformly
from the 1σ surface and M is the maximum value of the mismatch ratio
on the same set of points. All other parameters were set to their fiducial
values of q = 3 and rout = 30. (The forward slash between entries does not
indicate division.)
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9.5 Results
9.5.1 Kerr errors: Iron line
Before attempting calculations in the bumpy black hole spacetimes the Fisher matrix
formalism was used to assess the accuracy with which it is possible to measure the
standard parameters {A, a, ι, q,X} with the Iron line observations described in Sec. 9.2.1.
The results are shown in Fig. 9.6. In particular we note that the spin parameter can
usually be measured with an error of ∆a ∼ 0.1. The spin parameter can be measured
most accurately for highly spinning black holes; this is because the location of the inner
edge of the disk varies most strongly with black hole spin for near-extremal black holes.
The inner edge of the disk is also the most strongly radiating region of the disk. In Fig.9.6
the error estimate on the spin parameter decreases by a factor of ∼ 2 over the range of
spin parameters. However these calculations were performed holding the total emission,
A, constant. If instead the emission per unit area of the disk were held constant, a much
stronger dependence of the the spin parameter would be observed as most radiation
would come from the inner edge.
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Figure 9.6: Each panel of this figure gives the error in the column parameter
versus the value of the row parameter for fixed fiducial values of the other
parameters; a = 1, ι = pi/4, q = 3 and rout = 30.
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9.5.2 KS metric
The formalism described in Sec. 9.2 was used to calculate the Iron line profile in the
KS metric, Eq. 9.7. As described in Sec. 9.2 the shift in the position of the ISCO,
relative to the Kerr values, to first order in the small parameter 1/ω may be calculated;
risco = rKerrisco + ∆risco, where
∆risco =
−11
36ω −
59a
54
√
6ω
. (9.50)
The ISCO moves inwards for increasing deformation, therefore the effect of a large value
of 1/ω is to boost the redshifted red wing of the line profile relative to the blue-shifted
peak, similar to the effect of increasing spin; see Fig. 9.7.
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Figure 9.7: A series of Iron line spectra for accretion disks around KS black
holes varying the value of ω. All other parameters were set to fiducial values,
a = 0.5, ι = pi/4, q = 3 and rout = 30.
The 1σ and 2σ contours from a Fisher matrix analysis are plotted in Fig. 9.8, it
can be seen that there is a rather stark degeneracy between the spin and deformation
parameter. By comparing Fig. 9.8 to Fig. 9.5 it can be seen that the errors in all other
parameters are virtually unaffected by the inclusion of the deformation parameter. The
effect of the degeneracy, apart from inhibiting any measurement of the spin parameter,
is to make it very difficult to place any bound on the deformation; Tab. 9.2 gives the
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bound it is possible to place on ω for different values of spin. It should be remembered
that the KS metric is valid only to linear order in a, and in addition the metric exhibits
unphysical properties (e.g. naked singularities, closed timelike curves, etc) for ω < 1/2.
Therefore, bearing in mind the fact that the bounds derived from the method discussed
in Sec. 9.3 should be treated as lower limits, the conclusion to be drawn from Tab. 9.2
is that it would be extremely difficult to place any constraint on the KS deformation
parameter using observations of this type.
There have been several attempts to place bounds on the KS deformation parameter
using solar system tests of gravity such as perihelion precession, deflection of light by
the Sun and radar echo delay observations (Harko et al., 2011a; Iorio and Ruggiero,
2011; Liu et al., 2011). The bounds obtained from these studies are typically on the
length scale ω & 5× 10−28 m, corresponding to a dimensionless bound ωM2 & 3× 10−16,
with M = M. It should be noted that these bounds are much less stringent than the
requirement imposed here that ω > 1/2, which is necessary to ensure that there is an
event horizon. However, as these tests were conducted in the weak field around a material
object whose radius is much larger than the gravitational radius the vacuum solution is
not valid down near the event horizon and the constraint ω > 1/2 need not apply.
∆(1/ω)
a = 0.1 15.2
a = 0.3 9.23
a = 0.5 5.47
a = 0.7 4.76
a = 0.9 3.44
Table 9.2: The bounds it is possible to place on the small KS deformation
parameter (1/ω) for different values of the spin parameter, a. All other
parameters were set to their fiducial values; ι = pi/4, q = 3 and rout = 30
and Y ≡ 1/ω = 0.
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Figure 9.8: The 1σ and 2σ contours from a Fisher matrix analysis on the
KS metric. It can be seen that introducing the extra degree of freedom in
the KS deformation parameter has introduced a clear degeneracy with the
spin parameter. From the bottom righthand plot it can be seen that the
data is almost equally consistent with any value of ω in the range (1/2,∞),
so no bound may be placed in the deformation. All parameters were set to
their fiducial values; a = 0.5, ι = pi/4, q = 3, rout = 30 and Y ≡ 1/ω = 0.
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9.5.3 CS metric
Shown in Fig. 9.9 is the Iron line profile for a Kerr black hole and a CS2 black hole with
deformation ζ = 1. It should be remembered that the CS1 and CS2 metrics in Eqs. 9.10
and 9.1.1.3 are only valid in the limit ζ  1. However, even with the large deformation
used in Fig. 9.9 the change in the line profile is only visible in the residual plot shown
in the right-hand panel. The Iron line profile for the CS1 metric shows very similar
behaviour to that in Fig. 9.9.
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Figure 9.9: The left-hand panel shows a pair of Iron line spectra for accretion
disks around a Kerr black hole and a quadratic in spin CS black hole (CS2
metric) with a large deformation, ζ = 1. Also shown in the right-hand panel
is the residual plot. All parameters were set to their fiducial values; a = 0.5,
ι = pi/4, q = 3 and rout = 30.
Bearing in mind the results in Fig. 9.9, it is clear that it will be extremely difficult to
bound the CS1 deformation parameter using this technique. Tab. 9.3 shows the bounds
it is possible to place on both the CS1 and CS2 deformation parameters for a range of
values of a; it was found that no bounds less than unity were possible with Iron line
observations, however, the best results were obtained for the CS1 metric and high values
of spin. Both the CS1 and CS2 metrics are expansions in the a parameter, therefore the
bounds for the higher values of spin (particularly a = 0.9) should be treated with more
caution than the low spins. However, this does not effect our main conclusion that no
bounds less than unity were possible.
For comparison, weak field tests using the frame-dragging effect around the Earth
measured by the Gravity Probe B and the LAGEOS satellites places a bound ζ1/4 <
176 CHAPTER 9. ACCRETION DISKS
108 km (Ali-Haïmoud and Chen, 2011). Tighter bounds will be possible using strong
field tests, for example it was found that bounds of ζ1/4 < 104 km corresponding to a
dimensionless bound of ζ < 1.0 × 10−7 would be possible with eLISA observations of
EMRIs (Canizares et al., 2012).
∆ζCS1 ∆ζCS2
a = 0.1 101 122
a = 0.3 97.0 62.6
a = 0.5 24.0 25.4
a = 0.7 23.9 9.98
a = 0.9 1.32 5.34
Table 9.3: The bounds it is possible to place on the CS1 and CS2 deformation
parameters for different values of the spin parameter, a. It should be
remembered that the CS parameter is constrained to be ζ  1, therefore
no meaningful constraint may be placed with these observations. All other
parameters were set to fiducial values, ι = pi/4, q = 3, rout = 30 and ζ = 0.
9.5.4 BN metrics
Shown in Fig. 9.10 are a series of Iron line profiles for the metrics defined in Sec. 9.1
with the constants B2 varied. The deformation parameters were varied between 0 and
0.5. Shown in Fig. 9.11 is the bounds it is possible to place on the different deformations
using Iron line observations for different values of a.
The results in Fig. 9.11 show that the tightest constraints on the BN bumpy black
holes can be placed on the lowest values of N for the highest values of spin. The lower
values of N have deformations entering at lower powers of 1/r, since all the emission
originates from outside the horizon (where r > 1) it is to be expected that deformations
at lower N are easier to constrain. It is also to be expected that higher values of spin
make placing constraints easier, because the ISCO moves to smaller values of r for larger
spins, and most of the emission comes from close to the ISCO, the deformation has a
greater effect on the spectra for high spins.
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Figure 9.10: A series of Iron line spectra for accretion disks around B2
bumpy black holes with varying values of the bump parameters. All other
parameters were set to fiducial values; a = 0.5, ι = pi/4, q = 3, rout = 30,
and γi,j = 0 unless otherwise indicated.
9.6 Discussion
Observations of accretion disks offer an enticing opportunity to probe strong gravitational
fields. Such observations have already provided some of the best evidence for the existence
of black holes (in particular the existance of an event horizon, and a separate innermost
stable circular orbit) and are routinely used to measure the spin of black holes. In
this chapter we have considered the possibility of using X-ray emission from a thin
accretion disk to distinguish between the Kerr black hole predicted by general relativity
and alternative black hole metrics. For this purpose a series of parametrically deformed
Kerr metrics, referred to as bumpy black holes, expanded in powers of M/r, were used
(Gair and Yunes, 2011; Vigeland et al., 2011). In this chapter both the transition line
and the thermal emission around these general bumpy black holes were calculated. The
Fisher matrix formalism was used for the Iron line emission to estimate the accuracy to
which the various disk parameters could be measured.
In addition to this general family of bumpy black holes the disk emission in several
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Figure 9.11: The bounds it is possible to place on the different BN bump
parameters for different values of the spin parameter, a. The tightest
bounds can typically be placed for low values of N (i.e. B2) and for the
most highly spinning black holes. All other parameters were set to fiducial
values; ι = pi/4, q = 3, rout = 30 and  = 0.
specific, known black hole spacetimes were also considered. In particular the Iron line
emission in the metric CS2 due to Yagi et al. (2012) was considered for the first time in
the literature. For the CS2 metric it was found that it is impossible to place constraints
on the small, dimensionless coupling parameter less than unity.
The technique of using accretion disk observations to constrain alternative black
hole solutions has limitations. Qualitatively, the method works well for measuring the
spin of a Kerr black hole, but adding extra deformation parameters typically introduces
degeneracies which make constraining the bump parameters very difficult. This was very
clearly seen in the case of the Kehagias Sfetsos metric, see Fig. 9.8. For the BN metrics
it was found that bounds less than unity were only possible in a limited number of cases,
typically for the leading order deformations around highly spinning black holes. It should
also be remembered that the bounds presented here are optimistic, “best case” scenarios
for the reasons discussed in Sec. 9.3.
In the near future it will become possible to perform this sort of test of general
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relativity using gravitational wave observations of the inspiral and coalescence of a binary
containing neutron stars or black holes. In particular, the possibility of using eLISA
observations of extreme mass ratio inspirals to constrain the CS1 metric was recently
considered by Canizares et al. (2012). It was found that bounds on the dimensionless
deformation parameter  < 10−6 may be possible, several orders of magnitude better
than the bounds estimated here. As the CS1 metric is a special case of the general BN
metrics considered here, it would be interesting to try to constrain the BN metrics here
using the same techniques and see if similar improvements are possible.
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Chapter 10
Extreme Mass-Ratio Inspirals
We can lick gravity, but sometimes the
paperwork is overwhelming.
Wernher von Braun
The previous chapter considered the possibility of using X-ray observations of accretion
disks to test the hypothesis that the gravitational field around an astrophysical black
hole is described by the Kerr solution. It was found that while such tests were possible,
their sensitivity was generally severely limited by a strong degeneracy between the black
hole spin and any deformation to the Kerr metric. The cause of this degeneracy was the
fact that the majority of the observed signal came from material that was moving on
a single trajectory; the innermost stable circular orbit. In this chapter an alternative
possibility for testing the Kerr metric, using gravitational wave observations, which does
not suffer from this limitation will be considered.
The new era of gravitational wave astronomy opens up many new possibilities for
testing general relativity. The announcement of the first direct detection of gravitational
waves from a binary black hole merger (The LIGO Scientific Collaboration and the Virgo
Collaboration, 2016c) was accompanied by the publication of a paper dedicated to checking
whether the signal was consistent with the expectations of general relativity (The LIGO
Scientific Collaboration and the Virgo Collaboration, 2016f); no statistically significant
deviation from general relativity was found. The possibility of using observations of
binary neutron star mergers to constrain the deviations from general relativity has also
been considered (see, for example. Agathos et al. (2014)).
In the near future space-based detectors (such as the European eLISA mission, for
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details see eLISA Consortium (2013)) will detect low-frequency gravitational waves. Such
detectors will be sensitive to gravitational waves from a source with a greater total mass;
it is expected that these will include a number of extreme mass-ratio inspiral (EMRI)
sources. For a full discussion of the range of gravitational wave sources anticipated for
space-based detectors see Sec. 3.2. An EMRI is a binary system comprising a small
compact object (usually a neutron star or stellar mass black hole) which inspirals and
eventually mergers with a much larger central black hole.
To detect the gravitational waves from an EMRI system with central black hole in the
mass rangeM = (105−107)M a space-based detector similar to eLISA sensitive to GWs
in the frequency range f = (10−4 − 10−1)Hz is needed; the European space agency is
planning such a mission for launch in 2034 (eLISA Consortium, 2013). Current estimates
for the astrophysical rate of EMRI events are highly uncertain, but most estimates centre
around the range 101 − 102 detections per year with a LISA or eLISA-like detector.
These sources can be observed out to distances of redshift z ≈ 1 (see, for example,
Amaro-Seoane et al. (2007, 2013)).
The instantaneous amplitude of the gravitational radiation from an EMRI can be
more than an order of magnitude smaller than the noise in the detectors; however, the
observed signal-to-noise ratio scales as N1/2, where N is the number of wave cycles
observed. A typical EMRI may be observed for ∼ 105 orbits, and signal-to-noise ratios
as high as ∼ 102 can be achieved. Because of this large signal-to-noise and the fact that
the waveform shows frequency modulation due to several different relativistic effects (see
Sec. 10.1) it will be possible to extract precise measurements for the system parameters;
typical fractional errors on the two object masses of ∼ 10−4 are possible, along with an
absolute error of ∼ 10−4 for the central black hole dimensionless spin (see Barack and
Cutler (2004)). This should also mean that it will be possible to put constraints on any
“non-Kerr-ness” of the metric to a comparably strong level.
Observations of EMRIs are in many ways the ideal way to probe the gravitational
field around a supermassive black hole; the compact object is generally on an inclined and
eccentric orbit which gradually shrinks until merger, so the particle radiates information
about much of the gravitational field, information far more rich than merely the location
of the innermost stable circular orbit.
Given an EMRI observation one approach to performing a test of general relativity
is to compare the observations with two sets of predictions; one calculated assuming
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the Kerr metric of general relativity and a second assuming an alternative metric; for
example, the slowly rotating solution to dynamical Chern-Simons gravity discussed in
Sec. 9.1.1.2 (Canizares et al., 2012). The obvious drawback of such an approach is that
it is limited to metrics which have already been considered theoretically. A preferable
approach is to construct a large set of possible metrics that are continuously parametrised
deformations of the Kerr metric and to use observations to place constraints on the sizes
of the various different deformations. In this way a systematic and model independent
test of the Kerr metric is possible. Although it should be noted that such a scheme can
never hope to be a complete test of all possible deviations.
Several such schemes have been proposed, for example spacetimes that satisfy Ein-
stein’s equations but possess arbitrary and independent multipole moments have been
considered. The metric in the vaccum region outside of a stationary, axisymmetric
body may be written in terms of a series of multipole moments (Hansen, 1974); i.e. a
power series in 1/r (where r is a radial coordinate) where each term is multiplied by an
angular function. Such spacetimes contain naked singularities, closed time-like curves
and other non-physical matter distributions near the origin which is why the multipole
moments are usually not taken to be independent but their values fixed by just two
parameters (the “no hair theorem”) which may be taken as the black hole mass and
spin, hence reducing to the Kerr metric. One approach to testing the Kerr hypothesis, is
to measure the first n > 2 multipole moments and verify that they are consistent with
the Kerr values. Ryan (1997) calculated the scalar radiation for a charge on a circular
equatorial orbit in a stationary, axisymmetric spacetime with general multipole moments.
Collins and Hughes (2004) considered orbits in spherical symmetric spacetimes with
arbitrary multipole moments. Glampedakis and Babak (2006) computed “kludge” EMRI
waveforms in stationary, axisymmetric spacetimes with an arbitrary quadrupole moment.
Barack and Cutler (2007) also computed “kludge” EMRI waveforms in similar spacetimes,
and then used the Fisher matrix to estimate the bound it might be possible to place on
an anomalous contribution to the quadrupole moment.
In this thesis an alternative appoach to the multipole moments is considered. The same
set of parametrically deformed Kerr metrics, otherwise known as “bumpy spacetimes”,
originally proposed by Vigeland et al. (2011) and previously used in Chapter 9, are
considered. These bumpy spacetimes retain the symmetry properties of original Kerr
metric; namely, they remain stationary, axisymmetric and admit a second rank Killing
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tensor (at least to leading order in the deformation). The requirement that the bumpy
spacetimes should retain this additional symmetry familiar to the Kerr metric is desireable,
although not strictly necessary, because it ensures that geodesic motion in the bumpy
spacetime has a fourth constant of motion (the other three being the particle rest mass,
the energy and the z-component of the angular momentum). This in turn ensures that
geodesic motion is integrable and, in the absence of radiation reaction, the motion of a
test particle will be regular and tri-periodic (in the radial, polar and azimuthal directions).
Integrable motion is strongly desireable (and perhaps even necessary) for matched filtering
to be able detect the signal in the noisy detector data.
The plan of this chapter is as follows. In Sec. 10.1 the formalism used for calculating
the EMRI gravitational waveform signal is described. In Sec. 10.2 we described how this
formalism is to be modified to compute EMRI signals in the bumpy black holes previously
described in Sec. 9.1. The necessary formalisms of signal analysis for extracting estimates
of the errors on the system parameters are discussed in Sec. 10.3. The results of the
analysis are presented in Sec. 10.4 and finally discussions and concluding remarks are
given in Sec. 10.5.
10.1 Gravitational Waveforms
In this section the analytic kludge formalism developed by Barack and Cutler (2004)
for computing an approximate gravitational wave signal (or waveform) from an EMRI
around a standard Kerr black hole is briefly summarised. The idea is to approximate
the compact object (CO) supermassive black hole (SMBH) binary at each instant as
a non-relativistic Keplerian binary. The gravitational radiation from such a binary, at
lowest order, is described by the famous result of Peters and Mathews (1963). The
effects of general relativity are then approximately superimposed on the system by hand
by artificially rotating the system to account for the perihelion precession, and the
precession of the orbital plane (Lens-Thirring precession). The higher post Newtonian
order effects of radiation reaction are also approximately included by forcing the frequency
and eccentricity of the orbit to evolve with time. In all cases the equations governing
the evolution come from post-Newtonian theory. The orbital motion of the detector also
modulates the observed signal, both via the rotation of the detector with respect to the
source direction and the Doppler effect of the motion in the direction of the source (the
velocity of the Earth is sufficiently small that transverse Doppler shifts may be neglected).
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The resultant waveforms include qualitativly all of the key features of the true EMRI
signal; but in a simplified framework, and at a greatly reduced computational cost. In
Sec. 10.2 the extension of this analytic kludge approach of to the bumpy spacetimes
described in Sec. 9.1 is discussed.
The analytic kludge models have been used previously to assess parameter estimation
accuracy, for example in the mock LISA data challenges (Babak et al., 2010). However,
the kludge waveform models are not especially accurate (these waveforms drift out of
phase with waveforms calculated using more accurate methods on a timescale of a few
hours (Babak et al., 2007)) and results obtained from them should be treated only as
estimates of results which would be obtained using more accurate methods.
Let M and µ be the masses of the SMBH and the CO respectively, where the SMBH
is at a luminosity distance D from the solar system barycentre. The SMBH has a
dimensionless spin parameter S and the unit 3-vector Sˆ points in the direction of this
spin. The CO is on a Keplerian orbit around the SMBH with spatial position vector
~r(t), eccentricity e and orbital angular momentum ~L which makes a constant inclination
angle λ with the direction of the SMBH spin. The orbital frequency is denoted by ν and
Φ(t) is the mean anomaly from the pericentre. The azimuthal angle α on the angular
momentum vector is defined by
Lˆ = Sˆ cosλ+ zˆ − Sˆ cos θKsin θK sinλ cosα+
Sˆ × zˆ
sin θK
sinλ sinα . (10.1)
It is also necessary to specify the direction of the pericentre; this is done by defining the
angle γ˜ between the direction ~L× ~S and the pericentre. See Fig. 10.1 for an illustration
of these parameters.
For a true Keplerian orbit the quantities e, α, γ and ν are all constant, however
here we allow them to vary with time. Qualitatively, the evolution of the angle γ is
principally due to the precession of the perihelion in general relativity, the evolution of
the angle α is due to the Lens-Thirring prscession of the orbital plane, and the evolution
of ν and e is due to the radiation reaction effect of the emitted gravitational waves.
The radiation reaction has the effect of shrinking and circularising the orbit over time.
Quantative equations governing the evolution of the quantities e(t), α(t), and ν(t) based
on a post-Newtonian approach are described, along with the evolution of Φ(t) and γ(t),
in Sec. 10.1.1. For a true inspiral the inclination angle λ also evolves with time but
typically only by a small amount (Hughes, 2000), here it is approximated as a constant.
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Figure 10.1: The CO-SMBH system. The vector ~S is the spin of the SMBH
which is at an angle θK to the z axis of the eccliptic based coordinate system.
The vector ~L(t) is the orbital angular momentum which makes a constant
angle λ with ~S and precesses around it at a rate determined by α(t). The
angle γ˜(t) is the intrinsic direction of the pericentre from the direction of
~L× ~S, and Φ(t) is the mean orbital anomaly from pericentre.
The position on the sky of the SMBH-CO system is specified by a pair of angular
coordinates defined in the fixed ecliptic based coordinate system, {θS , φS}. The direction
of the SMBH spin vector Sˆ is also specified by a pair of angular coordinates defined with
respect to the same axis, {θK , φK}.
Following Barack and Cutler (2004) the spin of the CO has been neglected, leaving 14
parameters which completely specify the inspiral event. Defining some arbitrary fiducial
frequency ν0, the time of the event, t0, is defined as the instant the orbital frequency
equals ν0. Hereafter a subscript 0 indicates the value a time dependent quantity takes
at time t0, for example α0 = α(t = t0). It is useful to distinguish between parameters
which are intrinsic to the SMBH-CO system (i.e. are independent of the position and
orientation of the system with respect to Earth) and those which are extrinsic. The 14
parameters are chosen to be the following (logarithms of dimensionfull parameters have
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been used), where the first 7 are intrinsic;
{logM, logµ, S, e0, γ˜,Φ0, λ, logD, θS , φS , θK , φK , α0, t0} . (10.2)
At any instant the compact object is assumed to be on a Keplerian orbit around
the central SMBH, the leading order emission from such a binary was described in the
famous paper by Peters and Mathews (1963), the necessary results from which will now
be briefly summarised. The emitted GWs are described by the metric perturbation, hij ,
which at leading order is given by the quadrupole formula(Misner et al., 1973)
hij =
2
D
(PikPjl − 12PijPkl)I¨
kl(t) (10.3)
where the projection tensor is defined Pij = ηij − ninj , ηij is the flat space 3-metric, and
nˆ is a unit spacial vector pointing from the solar system barycentre to the source. The
inertia tensor is defined as
Iij(t) = µ ri(t) rj(t) . (10.4)
At large distance from the source the metric perturbation is a plane wave which may be
written as the sum of two basis polarisations,
hij(t) = A+(t)H+ij (t) +A×(t)H×ij (t) (10.5)
where A+ and A× are the amplitudes, and the basis tensors are defined as
H+ij (t) =pˆi pˆj − qˆi qˆj , (10.6)
H×ij (t) =pˆi qˆj + qˆi pˆj . (10.7)
The unit vectors pˆ and qˆ have been defined as
pˆ = nˆ× Lˆ∣∣∣nˆ× Lˆ∣∣∣ , (10.8)
qˆ =pˆ× nˆ . (10.9)
Because the orbit is planar, working in Cartesian coordinates adapted to the bi-
nary with Lˆ along the z-axis, the only non-zero components of the inertia tensor are{
I1, I12 = I21, I22
}
. Since the motion is periodic these may be expressed as the sum of
harmonics of the orbital frequency Iij = ∑n Iijn . Defining,
an =
1
2
(
I¨11n − I¨22n
)
, (10.10)
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bn =I¨12n , (10.11)
cn =
1
2
(
I¨11n + I¨22n
)
, (10.12)
Peters and Mathews (1963) showed that
an =− nA
[
Jn−2(ne)− 2eJn−1(ne) + 2
n
Jn(ne)
+ 2eJn+1(ne)− Jn+2(ne)
]
cos (nΦ(t)) , (10.13)
bn =− nA
(
1− e2
)1/2 [
Jn−2(ne)− 2Jn(ne)
+ Jn+2(ne)
]
sin (nΦ(t)) , (10.14)
cn =2AJn(ne) cos (nΦ(t)) , (10.15)
where A = µ (2piMν)2/3. Bessel functions of the first kind are denoted by Jn and the
mean anomaly simply increases linearly with time for a Newtonian binary,
Φ(t) = 2piν(t− t0) + Φ0 . (10.16)
The amplitudes of the two polarisation states in Eq. 10.5 may also be decomposed into
harmonics of the orbital frequency;
A+ =
∑
n
A+n , (10.17)
A× =
∑
n
A×n , (10.18)
where,
A+n = −
[
1 +
(
Lˆ · nˆ
)2]
[an cos (2γ)− bn sin (2γ)] +
[
1−
(
Lˆ · nˆ
)2]
cn (10.19)
A×n = 2
(
Lˆ · nˆ
)
[bn cos (2γ) + an sin (2γ)] . (10.20)
The angle γ is related to the previously defined γ˜, the exact relation is described in
Appendix G.
Now that we have a description of the gravitational readiation from the source it
is necessary to describe the detectors’ response to this radiation. A LISA-like detector
has three arms which function as two crossed Michelson interferometers, see Tinto et al.
(2002). The output from each of these effective interferometers is determined by the
metric perturbation and the geometric response functions F+I (t), F
+
II(t), F
×
I (t), and
10.1. GRAVITATIONAL WAVEFORMS 189
F×II(t) (where I and II denote the two output chanels of the detector). The response
functions are similar to those given for a ground based interferometer in Sec. 2.4 and
depend upon the relative orientations of the detector and source. Explicit expressions for
these functions are given in Appendix H. The two detector outputs are denoted hα(t),
where α = I, II, and are given by
hα(t) =
∑
n
[
F+α (t)A+n (t) + F×α (t)A×n (t)
]
. (10.21)
The expression in Eq. 10.21 gives the measured gravitational wave signal for an in-
stantenous Keplerian binary; it is now necessary to specify how the binary evolves in
time.
10.1.1 Orbital Evolution
The orbital quantities Φ(t), ν(t), γ˜(t), e(t) and α(t) are evolved using the following post
Newtonian formulae given in Eqs.10.22 to 10.26. These equations are valid to PN order
3.5, i.e. one order higher than when radiation reaction effects first appear. These are the
same PN formulae as used in Barack and Cutler (2004), and the terms are mostly due to
Junker and Schaefer (1992), with some additional terms from Brumberg (1991), Ryan
(1996), and Barker and O’Connell (1975).
dΦ
dt
=2piν (10.22)
dν
dt
= 9610pi
(
µ
M3
)
(2piMν)11/3
(
1− e2
)−9/2{[
1 + 73e
2
24 +
37e4
96
] (
1− e2
)
+ (2piMν)2/3
[
1273
336 −
2561e2
224 −
3885e4
128 −
13147e6
5376
]
− (2piMν)
(
S
M2
)
cosλ
(
1− e2
)−1/2 [73
12 +
1211e2
24 +
3143e4
96 +
65e6
64
]}
(10.23)
dγ
dt
=6piν (2piMν)2/3
(
1− e2
)−1 [
1 + 14 (2piMν)
2/3
(
1− e2
)−1 (
26− 15e2
)]
− 12piν cosλ
(
S
M2
)
(2piMν)
(
1− e2
)−3/2
(10.24)
de
dt
=− e15
(
µ
M2
)(
1− e2
)−7/2
(2piMν)8/3
[(
304 + 121e2
) (
1− e2
)
(
1 + 12 (2piMν)2/3
)
− 156 (2piMν)
2/3
(
8× 16705 + 12× 9082e2 − 25211e4
)]
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+ e
(
µ
M2
)(
S
M2
)
cosλ (2piMν)11/3
(
1− e2
)−4 [1364
5 +
5032e2
15 +
263e4
10
]
(10.25)
dα
dt
=4piν
(
S
M2
)
(2piMν)
(
1− e2
)−3/2
(10.26)
10.1.2 Doppler Modulation
The final ingredient in the analytic kludge model waveform is the Doppler effect on the
observed signal due to the orbital motion of the detector around the sun. This becomes
significant for observations lasting more than a few weeks, which is typically the case for
EMRIs. The main effect on the parameter estimation of the Doppler shifting due to the
space-craft motion is improved estimation of the source orientation and sky position; if
the signal frequency is higher in a given month, then the direction to the source may
be partially infered to be in direction of motion of the Earth in that month (Cornish
and Rubbo, 2003). The effect of the motion of the centre of mass of the detector may
be accounted for by making the transformation Φ(t) → Φ(t) + ΦD(t) in all the above
expression;
ΦD(t) = 2piν(t)R sin ΘS cos
(2pit
T
− φS
)
. (10.27)
The orbital radius of the LISA spacecraft is R = 1AU, the orbital period is T = 1 year,
and the angles {ΘS , φS} define the sky position of the source.
There is an additional, smaller, Doppler effect on the signal due to the rotational
motion of the triangular constellation of spacecraft about the centre of mass of the
detector which is neglected here; for a discussion see Cutler (1998).
10.2 Bumpy black hole spacetimes
In this section the necessary formalism for generating EMRI waveforms in the family
of perturbed black hole spacetimes considered in Sec. 9.1 is presented. This family of
“bumpy black holes” are continuously parametrised deformations of the Kerr metric and
were first proposed by Vigeland et al. (2011). These bumpy black hole spacetimes are
constructed such that they retain the symmetries of the background Kerr metric; namely
the properties of stationarity, axisymmetry, and the existence of a second rank Killing
tensor (at least to leading order in the deformation). These symmetries ensure that
geodesic motion in the perturbed spacetime possesses four constants of motion: rest
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mass, energy, z-component of angular momentum, and a Carter-like constant (again, at
least to leading order in the perturbation).
The deformation to the metric tensor will translate, through the geodesic equations, to
a deformation in the instantaneous orbital trajectory which will further translate, through
the emission of gravitational waves (which is here represented with the quadrupole
approximation), into a deformation in the gravitational waveforms described in Sec. 10.1.
In this section the changes proposed by Vigeland et al. (2011) to the gravitational
waveforms of the previous section are discussed.
It should be noted that in this approach only the metric tensor gµν has been modified
from the standard general relativity prediction. It would also be possible to consider
alternative theories of gravity where any combination of the metric tensor, the sourcing of
gravitational waves by matter, the polarisation and propagation of the gravitational waves,
or the radiation reaction effect is modified from the general relativity prediction. For
example, the LISA response functions to alternative polarisation states were considered
in Tinto and Alves (2010). Futhermore, the possibility of constraining differences in
gravitational wave propagation (specifically placing bound on the mass of the graviton)
was considered by Berti et al. (2011), using the dispersion effects in the chirping signals
of SMBH mergers. For a comprehensive review of possible tests of general relativity
using space-based gravitational wave detectors see Gair et al. (2013).
In Gair and Yunes (2011) it was shown how the metric perturbations in Eq. 9.6 and
Appendix E.1 lead to corrections in Eqs. 10.22 through 10.26. The corrections at order
B2 are given in Eqs. 10.28 to 10.31 and corrections up to order B5 are given in Appendix
I.
2piM2δ
(
dν
dt
)
= 165 η
(2piMν)13/3
(1− e2)9/2
(
18 + 78e2 + 994 e
4
)
(γ1,2 + 2γ4,2) (10.28)
Mδ
(
dγ
dt
)
= (2piMν)
5,3
2 (1− e2) (γ1,2 + 2γ4,2) (10.29)
δ
(
de
dt
)
= −165 η
(2piMν)10/3
(1− e2)7/2
(93
4 e+
67
4 e
3 + 14e
5
)
(γ1,2 + 2γ4,2) (10.30)
Mδ
(
dα
dt
)
= −a (2piMν)
2
(1− e2)3/2
(γ1,2 + 2γ4,2) (10.31)
It should be noted that all these corrections depend upon similar combinations of
parameters, at the B2 order this is (γ1,2 + 2γ4,2). This is a dimensionless quantity of
order unity which gets multiplied by the small quantity  in the expression for the metric.
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Here (γ1,2 + 2γ4,2) is set to unity, then  is treated as an additional free parameter to add
to those in Eq. 10.2. Including these corrections in the prescription described in Sec. 10.1
allows gravitational waveforms to be generated for the perturbed spacetimes.
As discussed in Sec. 9.1, one special case of the general family of bumpy black holes is
of particular interest; the linear in spin Chern Simons metric (Yunes and Pretorius, 2009).
This metric has leading order terms of O((M/r)4), but as it also contains additional
higher order terms as well, and so is not purely a B4 metric.
At quadratic order in spin, O(S2), Yagi et al. (2012) found an analytic black hole
solution to the equations of dynamical Chern-Simons gravity. This metric is not in the
class of spacetimes discussed in Sec. 10.2 and geodesic motion in this spacetime does not
posses a Carter-like constant. The quadratic in spin solution has bumps which enter at
O((M/r)3), one order lower than was the case for the linear in spin metric. Therefore it
would be expected that bounds placed on the Chern-Simons coupling parameter using
the linear in spin solution will only be valid for very small values of S, because as S
increases the bumps will become dominated by the quadratic in spin solution. At higher
order in spin no analytic black hole solutions are known; however, there has been some
numerical progress studying highly spinning Chern-Simons black holes (Stein, 2014).
10.2.1 A Sample Waveform
In Secs. 10.1 and 10.2 the necessary theory was introduced to allow approximate analytic
kuldge EMRI waveforms to be calculated in the Kerr black hole solution of Einstein’s
equations, as well as the parametrised bumpy black hole solutions of Vigeland et al.
(2011). Shown in Fig. 10.2 are short segments of sample waveforms in both the Kerr
metric and a B2 metric with bump parameter  = 1.0. These signals were generated for
the same values of the other system parameters and are arranged such that they are in
phase at the end of the plotted time window. Over a short time scale (around ∼ 103 s)
the B2 waveform drifts out of phase relative to the Kerr waveform. EMRI waveforms
can be observed over a period of several years, and phase differences of < 1 rad over the
entire signal can generally be detected (assuming the cause of the phase difference is not
degenerate with the other system parameters). The two waveforms shown in Fig. 10.2
could be easily distinguished by a LISA-like detector.
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Figure 10.2: A short segment (∼ 2 hours) of a sample waveform for the
Kerr spacetime and one for a B2 with  = 1.0. The two detector outputs,
hI(t) and hII(t), are shown in the top and bottom panels respectively. The
values of the parameters were M = 105M, µ = 10M, S = 0.1, e0 = 0.1,
and λ = pi/4; the source is at a luminosity distance of DL = 1Gpc, and
the remaining angles were randomly drawn from the relevent ranges. The
Kerr waveform, shown in blue, has been vertically shifted for clarity. The
waveforms are plotted for a short segment of 104 s around a central frequency
of ν0 = 10−3 Hz. The B2 waveform, shown in red, is in phase with the Kerr
waveform at the end of the segment shown, but dephases from the Kerr
waveform over a timescale of a few times 103 s.
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10.3 Signal Analysis
A LISA-like detector has three arms which have the equivalent response to two crossed
Michelson detectors here labelled by the subscript index α = I, II. The output of each
detectors is a time series denoted sα(t), with Fourier transform s˜(f) defined in Eq. 2.3.
The measured signal is the sum of the true gravitational waveform, hα(~θ0, t), and the
noise in the experiment, nα(t),
sα(t) = hα(~θ0, t) + nα(t) . (10.32)
The noise in each detector is assumed to have identical statistical properties; i.e. is
stationary, Gaussian and uncorrelated between the two detector chanels. Under these
assumptions the noise is fully specified by the power spectral density (see Sec. 2.1.2)
Sn(f), 〈
n˜α(f)n˜β(f ′)
〉
= 12δ(f − f
′)Sh(f)δαβ . (10.33)
The functional form of the power spectral density (which is assumed to be known a
priori) for a LISA-like detector is discussed in Appendix J. Under these assumptions
the likelihood, L(~θ) ≡ P (s|~θ), of the measured data s containing the gravitational wave
signal h(~θ) (where ~θ is a vector containing the source parameters) is given by
L(~θ) ∝ exp
(−1
2 〈s− h(
~θ)|s− h(~θ)〉
)
, (10.34)
where angled brackets denote the inner product defined in Eq. 2.15. For simplicity, it is
assumed in this chapter that the priors on the source parameters are flat over the region
with significant posterior support.
This expression for the likelihood should be compared with that in Eq. 9.43 used in
Chapter 9. As in the previous chapter, the Fisher matrix is used to estimate the accuracy
with which the source parameters may be measured. Expanding the difference in the
signals to linear order in the difference in the source parameters gives
hα(~θ) = hα(~θ0) + δθi
∂hα(~θ)
∂θi
∣∣∣
~θ=~θ0
+O
(
(δθi)2
)
, (10.35)
where δ~θ = ~θ − ~θ0. Substituting this into Eq. 10.34 gives a Gaussian approximation to
the likelihood valid in the limit of high SNR;
L(~θ) ∝ exp
(−1
2 Σijδθ
iδθj
)
+O(1/ρ) , (10.36)
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where the Fisher matrix has been defined as
Σij =
〈
∂h(~θ)
∂θi
∣∣∣
~θ=~θ0
∣∣∣∣∣∂h(~θ)∂θj
∣∣∣
~θ=~θ0
〉
, (10.37)
and the signal-to-noise ratio is ρ = 〈h|h〉1/2. Therefore, for large SNR, the maximum
likelihood estimator of the soure parameters is Gaussian distributed with mean at the true
parameters and with covariance matrix given by the inverse of the Fisher matrix. This
inverse matrix can be used to estimate the parameter estimation errors (c.f. Eq. 9.47),
∆θi =
√
(Σ−1)ii (no sum on i). (10.38)
The Fisher matrix in Eq. 10.37 is given in terms of an inner product which is evaluated
in the frequency domain. For computational speed however, and following the approach
of Barack and Cutler (2004); Barack and Cutler (2007), it is convenient to adopt an
approximate version of the inner product defined purely in the time domain. This avoids
the need for performing multiple Fourier transforms of the (typically very long) signals.
Firstly, define the noise weighted waveform as
hˆα(t) =
∑
n
hα,n(t)
S
1/2
h (fn(t))
, (10.39)
where fn is a combination of the radial orbital frequency, ν(t), and the azimuthal orbital
frequency,
fn(t) = nν(t) +
˙˜γ
pi
. (10.40)
The inner product can then be approximated as an integral of the noise weighted
waveforms in the time domain.
〈a(t), b(t)〉 ≈ 2
∑
α
∫ T
0
dt aˆα(t)bˆα(t) . (10.41)
This time domain inner product is motivated by considering Parseval’s theorem in the
special case of a flat noise PSD, Sh(f). This approximation is exact for circular orbits.
Mirroring the calculations performed in Chapter 9 for the Iron line observations, the
validity of the Fisher matrix was checked using the mismatch ratio proposed by Vallisneri
(2008). As described in Sec.9.4, this checks the internal consistency of the linear signal
approximation which is central to accuracy of the Fisher matrix approximation. N points
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were selected at random from the 1σ surface returned from the Fisher matrix analysis.
At each of these points the mismatch ratio, | log r|, was calculated,
| log r(θ)| = 12
〈
∆θi
∂h
∂θi
∣∣∣
~θ=~θ0
−∆h(θ)
∣∣∣∣∣∆θj ∂h∂θj
∣∣∣
~θ=~θ0
−∆h(θ)
〉
(10.42)
where ∆h(θ) = h(~θ0 + ∆~θ)− h(~θ0) is the difference in the waveforms between the true
point and the point selected on the 1σ surface. Summation convention over repeated
indices is used.
This procedure was followed for the waveforms described in Sec. 10.1 for the EMRI
system shown in Fig. 10.2, observed for 1 year ending at plunge at a distance such that
the observed signal-to-noise ratio was 30. The mismatch ratio was calculated at 100
points on the 1σ surface, producing an average value of | log r| = 0.06 and a maximum
value of | log r| = 0.07, implying that the linear signal approximation holds to better than
10% out to the 1σ surface. This suggests that the Fisher matrix provides a reasonable
estimate of the accuracy with which the system parameters can be measured.
10.4 Results
The Fisher matrix was used to assess the bounds that it would be possible to place on the
BN metric deformation parameters. This was done for the EMRI system with parameters
the same as those used to generate the data plotted in Fig. 10.2. The source was assumed
to be observed for 1 year with the observation period ending when the CO plunges into
the SMBH. The EMRI system was allowed to have a single BN deformation parameter
at a time to deviating from the zero Kerr value. Deformation parameters for B2, B3, B4,
and B5 were considered. The source was placed at a luminosity distance such that the
observed signal-to-noise was 30 (the required distance was 850Mpc). The deformation
parameter was set to zero, and the accuracy with which the deformation parameter can
be measured was assessed using the Fisher matrix and the result was interpreted as the
bound that is would be possible to place on that particular deformation. This mimics
the situation where the true gravitational field around the black hole is in fact Kerr, and
the challenge is to place the most stringent bounds on any deformations. The results of
this analysis for N = 2, 3, 4, 5 are shown in Fig. 10.3.
As was the case with the Iron line observations discussed in Chapter 9 it can be seen
that the most stringent bounds can be placed on the deformations with the lowest values
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of N ; this is because all of the information is coming from outside of the horizon in the
region where r > 1, and the size of the metric deformation is proportional to 1/rN . It
can also be seen, by comparing the results from Fig. 9.11 to those in Fig. 10.3, that
EMRI observations offer the opportunity to place much more stringent bound (more
than 4 orders of magnitude) than x-ray observations of accretion disks. These huge
improvements were anticipated, and the reasons for them have already been discussed in
great detail at the beginning of the current chapter.
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Figure 10.3: A plot of the bound it is possible to place on the BN deformation
parameter as a function of the order, N . As expected, and as was the case
for the X-ray observations considered in Chapter 9, the bounds are strongest
for the lowest order deformations. These bounds were computed for the
EMRI system plotted in Fig. 10.2, observed for 1 year (ending at plunge)
and at a distance such that the system has an observed signal-to-noise ratio
of 30.
10.4.1 Chern-Simons metric
The linear in spin black hole solution to dynamical Chern-Simons gravity (see Sec. 9.1.1.2)
is a special case of the general family of bumpy black holes considered so far. It is
therefore of interest to see what bounds it might be possible to place on the Chern-
Simons coupling parameter using EMRI observations and compare the results to those
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obtained for Iron-line observations in Chapter 9 and previous published studies using
EMRIs (Canizares et al., 2012).
For the EMRI system shown in Fig. 10.2 (but with the spin parameter set to S = 0.1,
so that the linear in spin approximation remains reasonably valid) the bound that it is
possible to place on the Chern-Simons deformation parameter was assessed using the
Fisher matrix to be ξ1/4 < 5× 107 m. This is similar to bounds previously obtained by
Canizares et al. (2012).
However, it is now known that the quadratic in spin solution (see Sec. 9.1.1.3)
contains metric deformation terms at order 1/r3, whereas the linear in spin solution
(see Sec. 9.1.1.2) only contains terms at orders 1/r4 and higher. As has been observed
previously deformations that enter at lower order in 1/r can typically have tighter
constraints placed upon them. Therefore, observations of EMRIs around central black
holes with intermediate or high spins may actually allow more stringent limits than
the calculations reported here suggest due to the presence of metric deformation terms
∝ S2/r3.
The quadratic in spin Chern-Simons metric is not part of the family of perturbed
spacetimes described in Sec. 9.1 (geodesic motion in this spacetime does not posses a
Carter-like constant of motion) and therefore EMRI waveforms cannot be generated for
these systems using the formalism presented here. Therefore all that can currently be
said about bounding the Chern-Simons coupling parameter using EMRI observations
is that all the available estimates are rough, preliminary estimates. A more detailed
assessment would require model EMRI waveforms more general than those presented
here, and this must necessarily be left to future work.
10.5 Discussion and concluding remarks
This chapter along with the one that preceded it have considered some possibilities for
performing strong-field tests of general relativity.
Observations of accretion disks offer an enticing opportunity to probe strong gravita-
tional fields. Such observations have already provided some of the best evidence for the
existence of black holes (in particular the existence of an event horizon, and a separate
innermost stable circular orbit) and are routinely used to measure the spin of black holes.
In the previous chapter we have considered the possibility of using X-ray emission from
a thin accretion disk to distinguish between the Kerr black hole predicted by general
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relativity and alternative black hole metrics. For this purpose a series of parametrically
deformed Kerr metrics, referred to as bumpy black holes, expanded in powers of M/r,
were used (Gair and Yunes, 2011; Vigeland et al., 2011). Both the transition line and
the thermal emission from accretion disks around these general bumpy black holes were
calculated. The Fisher matrix formalism was used for the Iron line emission to estimate
the accuracy to which the various disk parameters could be measured.
The parametrised family of bumpy black holes is able to recover some known black
hole solutions in particular alternative theories of gravity; for example, the linear in
spin solution to dynamical Chern-Simons gravity (Yunes and Pretorius, 2009). The
possibility of using EMRIs to probe this particular metric has been considered previously,
in Sec. 10.4.1 it was shown that the results of this special case can be recovered from the
general parameterised framework.
The use of EMRI observations to probe the metric around an astrophysical black
hole is a technique that shows a lot of promise. The phase of the gravitational waves
tracks the orbital phase of the compact object as it orbits and precesses about the central
black holes, and the phase of the gravitational wave can typically be tracked to better
than 1 radian over hundreds of thousands of orbits. And because the compact object is
generally on an inclined and eccentric orbit the EMRI waveform contains information
about the entire spacetime, not limited to just the equatorial plane, or the location of
the innermost stable circular orbit.
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Part IV
Conclusions
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Chapter 11
Retrospect
I have been very fortunate to have had the opportunity to conduct my PhD research
during an extremely exciting time for the field of gravitational wave astronomy. Midway
through my PhD excitement was stoked by the surprise announcement by the BICEP2
collaboration of the possible detection of ultra-low-frequency gravitational waves via
the B-mode polarisation in the cosmic microwave background, although subsequent
research has cast some doubt on the cosmological origin of this polarisation. Furthermore,
around 18 months on from the BICEP2 announcement, a huge step was taken towards
the detection of mHz gravitational waves in space with the successful launch of the
LISA Pathfinder mission. In addition, exciting progress has been made towards the first
detection of nHz gravitational waves; during the course of my PhD each of the three main
pulsar timing arrays have published improved limits on the gravitational wave stochastic
background. Finally, only a few weeks before this thesis was submitted, the first direct
detection of gravitational waves was announced! The advanced LIGO detectors detected
the telltale signal of the merger of two black holes, each around 30 times the mass of our
own sun. I feel very privileged to have had the opportunity of being involved in the field
during such a historic period.
Against this backdrop it was impossible not to become excited by the science which
would soon become possible with gravitational wave observations. In part I of this thesis
I reviewed a wide range of gravitational wave detectors and gravitational wave sources.
This work culminated with the figures shown in Chapter 4, which attempt to condense
as much of this information as possible into a single plot. The over-riding impression
that I was left with after producing these plots is of the breadth of the field. The figures
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manage to capture fairly well the huge range of scales probed by gravitational wave
astronomy (frequencies, and hence masses, range over at least 14 orders of magnitude,
even when not including cosmological and early universe sources). However, the figures
almost entirely fail to capture the range of different signal morphologies which occur, the
diversity of the data analysis techniques needed to extract these diverse signals, and the
incredible range of technologies used in the construction of all of the different types of
detector.
In part II of this thesis I considered a particular problem which can occur when using
gravitational wave observations to measure the properties of the source. This analysis
must necessarily be performed using imperfect models; imperfections can arise for a
wide variety of reasons discussed in Chapter 5 and these lead to systematic errors in
the recovered source parameters. The problems associated with imperfect models affect
gravitational wave science in particular as it generally relies quite heavily on detailed
signal models (or templates) for both detection and subsequent characterisation of sources.
The technique that I have developed in this thesis for overcoming this problem involves
using a pair of models for the same system but which have differing computational costs
and accuracies (and in general including different physical effects). The technique of
Gaussian process regression was then used to marginalise over the model error, treating
it as any nuisance parameter would normally be treated in a Bayesian analysis. In
this way I obtained a new likelihood, called the marginalised likelihood, which may be
evaluated in reasonable computational time, but which has reduced systematic errors and
properly accounts for any remaining model uncertainty. In Chapter 6 I demonstrated
that the marginalised likelihood has a number of very appealing properties; in particular,
parameter estimates obtained from this likelihood suffer from a greatly reduced bias
compared to standard techniques.
In part III of this thesis I considered some possibilities for testing our current best
theory of gravity, the general theory of relativity. This theory is now over 100 years
old (another important milestone passed during the course of my PhD). In that time
it has been tested in numerous, and ever more precise and stringent ways, and no
defect which stands up to scrutiny has been found. A very brief summary of some
of the most historically important tests was given in Chapter 9. These tests have,
until recently, been limited to observations carried out in weak and slowly varying
gravitational fields. Gravitational waves, in contrast, are typically generated in strong
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and highly dynamic gravitational fields; these waves then propagate to us with almost
no distortion or absorption by any intervening material. The specific tests I considered
in this thesis concern the gravitational field around an astrophysical black hole, which
general relativity (together with cosmic censorship and the “no-hair” theorems) predicts
should be described by the famous Kerr solution. In Chapter 9 I considered a way of
testing this hypothesis which utilised X-ray observations of an accretion disk around a
black hole. I found that although such tests were possible, their sensitivity was generally
limited by a strong degeneracy between the black hole spin and any deviation from the
Kerr metric. In Chapter 10 I considered an alternative which utilised observations of
gravitational waves from extreme mass-ratio inspirals. These systems are ideally suited
for the purpose because the gravitational waves directly track the phase of a small object
whose trajectory around the black hole is governed entirely by the gravitational field. I
found that more stringent tests were possible via this approach. Testing general relativity
in the strong field regime is one of many areas which stand to be revolutionised in the
era of gravitational wave astronomy.
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Chapter 12
Prospect
The future is undoubtedly bright for gravitational wave astronomy. Indeed, the aspect of
the recent announcement by the LIGO and VIRGO collaborations which I personally
found most exciting was not the detection of gravitational waves (it seemed inevitable
that this would be achieved at some point soon), rather it was the fact that just two
detectors, operating for only a couple of weeks at a sensitivity substantially below their
full design sensitivity, were able to make such a clear and convincing detection. Over
the next few years several more detectors, including Advanced Virgo, LIGO India and
KAGRA, will join in the hunt for gravitational waves. The sensitivity of all these
detectors can be expected to continually improve over time. As this ever-improving
network of ground-based detectors is jointly operated for months, and then years, at a
time, we can expect numerous more detections; it is likely that the number of confidently
detected black hole binaries will exceed 100 by the end of the decade (The LIGO Scientific
Collaboration and the Virgo Collaboration, 2016g), and this number does not include all
of the other sources of gravitational waves that ground-based detectors may observe. It
is the implications of the recent announcement for the future prospects of ground-based
laser interferometers that excite me most of all.
Of course, the timely and accurate analysis of this wealth of observational data poses
as many challenges as it does opportunities. The precise analysis of the loudest detected
events will always test the fidelity of our best models. In addition, as the number of
detected sources grows, the accuracy of our models will also limit our ability to infer
unbiased parameters for the underlying population of sources. The Gaussian process
marginalised likelihood developed in this thesis is one technique designed to quantify
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and overcome these problems. A posterior probability distribution obtained using the
marginalised likelihood should be more robust than one obtained using the standard
likelihood. The routine use of the Gaussian process marginalised likelihood will help to
ensure that any inferences drawn from gravitational wave observations are robust against
the inaccuracies present in our models. The basic theoretical aspects of the marginalised
likelihood have been thoroughly developed in this thesis and the papers referenced within.
The technique has been demonstrated using a realistic, but significantly simplified toy
example. The next stage is of course to implement the marginalised likelihood in the
LIGO algorithm library and apply it to real gravitational wave data analysis.
Additionally, there are some outstanding theoretical aspects of the marginalised
likelihood which can be developed further. Some of these have been discussed in detail in
Chapter 8. These developments centre around relaxing some of the stringent conditions
which have been placed on the the covariance function which governs the correlation
structure of the Gaussian process across parameter space. Allowing for more general
covariance functions may enable the interpolant to better model the true underlying
model errors and this will in turn lead to narrower peaks in the posterior distribution,
and hence more precise parameter estimates. However, overly complicated covariance
functions run the risk of overfitting the model, and this may lead to erroneously narrow
posterior peaks and possibly introduce systematic errors into the parameter estimates;
this is precisely the problem that the marginalised likelihood was originally introduced to
solve. Without more work using a range of different covariance function it is difficult to
know how close to being optimal the covariance functions considered up until this point
are.
The first detection of gravitational waves has opened the door on a new era of
possibilities for testing general relativity. Indeed, the initial announcement of the
detection of the first binary black hole was accompanied by the publication of a paper
dedicated to checking whether the observed signal was consistent with the expectations
of general relativity (The LIGO Scientific Collaboration and the Virgo Collaboration,
2016f); no statistically significant inconsistencies were found. This thesis has considered
the possibility of using observations of extreme mass-ratio inspirals to test the nature of
the gravitational field around an astrophysical black hole. We are still some years away
from being able to make such observations, and the work described in this thesis is at
a correspondingly early stage. In particular, as the eLISA mission design is finalised
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over the coming years the work here should be extended in several ways: by using a
more detailed model of the spacecraft and its noise spectrum; by using more realistic
gravitational waveform models, in place of the analytic kludge models used here; and by
performing full Bayesian parameter estimation using MCMC methods (or an alternative
stochastic sampling technique) in place of the Fisher matrices used here.
The first detection of gravitational waves also provides encouragement for the efforts
to detect lower frequency gravitational waves, both nHz waves by pulsar timing and mHz
waves by space-based detectors. At the beginning of my PhD, when I made the first
version of the sensitivity curve plots presented in Chapter 4, no gravitational wave of
any frequency had been detected. I hope that over the next few years we will be able to
fill in these plots with detections spanning the entire range of frequencies shown, and
possibly more besides. I look forward to playing a small part in those discoveries.
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A Bayesian monochromatic sensitivity
Rearranging Eq. 2.94 in Sec. 2.4.4 gives the Bayesian expression for the sensitivity of a
PTA to a monochromatic source.
hc =4χ
√
log(B)
(
−90Np cos
2(φ)
pi6δtf8σ2T 5
− 90Np cos
2(2pifT + φ)
pi6δtf8σ2T 5
+ 180Np cos(φ) cos(2pifT + φ)
pi6δtf8σ2T 5
+180Np sin(φ) cos(φ)
pi5δtf7σ2T 4
+ 180Np cos(φ) sin(2pifT + φ)
pi5δtf7σ2T 4
− 180Np sin(φ) cos(2pifT + φ)
pi5δtf7σ2T 4
−180Np sin(2pifT + φ) cos(2pifT + φ)
pi5δtf7σ2T 4
− 96Np sin
2(φ)
pi4δtf6σ2T 3
− 96Np sin
2(2pifT + φ)
pi4δtf6σ2T 3
−168Np sin(φ) sin(2pifT + φ)
pi4δtf6σ2T 3
+ 120Np cos(φ) sin(pifT ) sin(pifT + φ)
pi4δtf6σ2T 3
−120Np sin(pifT ) sin(pifT + φ) cos(2pifT + φ)
pi4δtf6σ2T 3
− 144Np sin(φ) sin(pifT ) sin(pifT + φ)
pi3δtf5σ2T 2
−96Np sin(pifT ) sin(pifT + φ) sin(2pifT + φ)
pi3δtf5σ2T 2
− 24Np sin(φ) cos(2pifT + φ)
pi3δtf5σ2T 2
+24Np sin(2pifT + φ) cos(2pifT + φ)
pi3δtf5σ2T 2
− 72Np sin
2(pifT ) sin2(pifT + φ)
pi2δtf4σ2T
−24Np cos
2(2pifT + φ)
pi2δtf4σ2T
− 48Np sin(pifT ) sin(pifT + φ) cos(2pifT + φ)
pi2δtf4σ2T
+Np sin(2φ)
piδtf3σ2
− Np sin(2(2pifT + φ))
piδtf3σ2
+ 4NpT
δtf2σ2
)−1/2
(1)
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B The effect of small changes in the noise PSD on the GPR in-
terpolant
In the oﬄine stage of the method, the GP was trained using the hyperlikelihood in
Eq. 5.18. The result of this process was an interpolant which enabled fast online PE.
However, this splitting into oﬄine and online stages also has a potential problem, because
the training process makes use of the overlap matrix Mij = 〈δh(~λi)|δh(~λj)〉 which, in
turn, depends upon the detector noise PSD, Sn(f). The noise PSD is not constant;
it changes on short timescales as the noise drifts in the instrument (e.g., Aasi et al.
(2015b)), on longer timescales it changes more dramatically as the instrument is gradually
upgraded (Abbott et al., 2013). There are also differences between different detectors,
for example between the aLIGO and AdV instruments (or even between the two aLIGO
interferometers). It would be a significant drawback if the oﬄine training stage of the
process had to be repeated for every single candidate signal because of small differences
in the detector PSD.
We do not expect small changes in the noise curve to have a significant effect on
the resulting interpolant. First, the noise can be rescaled by an overall constant and
have no effect on the position of the peak in the hyperlikelihood; this can be seen
from Eq. 5.18. Second, the peak in the hyperlikelihood is typically wide, and using the
hyperparameters from anywhere in the vicinity of the peak still gives reasonable, if not
perfect, interpolation. Accordingly, when the PSD changes, some of the difference can
be absorbed by an overall scaling, which has no effect on the results, and the remaining
change shifts the peak of the hyperlikelihood away from the previously optimised values,
but not enough to limit their applicability. If this is the case, then GPs trained on slightly
different noise PSDs perform nearly identically to each other and there is no need to
retrain for the new PSD.
To assess the sensitivity of our results to changes in the noise curve, we considered
three different noise curves chosen to represent the range of possibilities in the advanced-
detector era. These are: an estimate of the observing run 1 (O1) aLIGO sensitivity (the
early curve of Barsotti and Fritschel (2012)); the zero-detuned high-power (ZDHP) design
sensitivity of aLIGO (Aasi et al., 2015a; Shoemaker, 2010), and the design sensitivity of
AdV (Accadia, Acernese, Agathos et al., 2012; Acernese et al., 2009). As an additional
check, we also considered an inverted top-hat noise curve. All of these noise curves are
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plotted in the left-hand panel of Fig. 1. We then took the training set D0 and trained
the SE GP to find the optimum hyperparameters. Shown in the centre-panel of Fig. 1 is
the hyperlikelihood surface as a function of chirp mass length scale for the different noise
curves. As expected, for the range of realistic noise curves the peak in the hyperlikelihood
only shifts by a small amount. Finally we used the optimum hyperparameters from each
of these hyperlikelihood surfaces to interpolate the training set and calculated the overlap
to the accurate waveforms using the ZDHP noise curve; the results of this are shown
in the right-hand panel of Fig. 1. For the range of realistic noise curves, the overlap is
equally good; cf. Stein (1999). Although the inverted top-hat noise curve gives noticeably
lower overlaps, even in that case the drop in the overlap is still less than 0.1%, which is
smaller than the difference between the approximate and GPR likelihoods.
This suggests it is safe to train a GP with a fixed noise curve (typical for the
instruments considered). The resulting interpolants can be used to analyse all signals
without worrying about small drifts in the noise.
Figure 1: The left-hand panel shows three different noise curves for ground-
based detectors in the advanced era. Also shown in red is an unrealistic
noise which we use for comparison. The centre-panel shows the hyper-
likelihood surface for the training set D0 using the SE covariance function
and with the overlap matrix calculated using each of the noise curves in the
left-hand panel. The right-hand panel shows the waveform overlap between
the accurate and the interpolated waveform evaluated for parameter values
between two training set points. The interpolants based on the realistic
noise curves perform equally well (the curves lie on top of each other). The
unrealistic noise curve performs worst, but still gives overlaps greater than
0.994.
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C Continuity and differentiability of GPs
In this appendix we give proofs of the results stated in Sec. 5.4 concerning the continuity
and differentiability of GPs, following the approach of Adler (1981). Let ~λ1, ~λ2, ~λ3 . . .
be a sequence of points in parameter space which converges to a point ~λ∗, in the sense
lim`→∞ |~λ` − ~λ∗| = 0, where, as in Sec. 5.4, |~x| denotes the norm with respect to the
metric on parameter space, as discussed in Sec. 5.4.1. The GP Y (~λ) is said to be MS
continuous at ~λ∗ if
lim
`→∞
E
[(
Y (~λ`)− Y (~λ∗)
∣∣∣Y (~λ`)− Y (~λ∗))] = 0 , (2)
where E[. . .] denotes the expectation of the enclosed quantity over realisations of the GP.
For notational convenience, we denote this MS limit as
Y (~λ∗) = l.i.m.
`→∞
Y (~λ`) , (3)
where l.i.m. stands for limit in mean (Wiener, 1949a). MS continuity implies continuity
in the mean,
lim
`→∞
E
[
Y (~λ`)− Y (~λ∗)
]
= 0 . (4)
This follows from considering the variance of the quantity Y (~λ`)− Y (~λ∗), and the fact
that variance is non-negative. There are other notions of continuity of GPs used in the
literature, but the notion of MS continuity relates most easily to the covariance. The
mean and the covariance of a GP are defined as
m(~λ) = E
[
Y (~λ)
]
, (5)
k(~λ1, ~λ2) = E
[(
Y (~λ1)−m(~λ1)
∣∣∣Y (~λ2)−m(~λ2))] .
Using these, Eq. 2 can be written as
lim
`→∞
{
k(~λ∗, ~λ∗)− 2k(~λ`, ~λ∗) + k(~λ`, ~λ`)
+
(
m(~λ∗)−m(~λ`)
∣∣∣m(~λ∗)−m(~λ`))} = 0 , (6)
and using the continuity of the mean in Eq. 4 gives
lim
`→∞
[
k(~λ∗, ~λ∗)− 2k(~λ`, ~λ∗) + k(~λ`, ~λ`)
]
= 0 . (7)
This condition is satisfied if the covariance function is continuous at the point ~λ1 = ~λ2 = ~λ∗.
Therefore, we arrive at the result that if the covariance function is continuous in the usual
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sense at some point ~λ∗, then the corresponding GP is MS continuous at this point. In
fact, a GP is continuous in MS if and only if the covariance function is continuous (Adler,
1981), although this is not proved here. In the special case of stationary covariance
this reduces to checking continuity of k(~τ) at ~τ = 0, and in the special case of isotropic
covariance, continuity of k(τ) at τ = 0.
We now move on from continuity to consider differentiability. In the spirit of Eq. 2,
the notion of taking the MS derivative of a GP is defined as
∂Y (~λ)
∂~λa
= l.i.m.
→0 Xa(
~λ, ) , (8)
where Xa(~λ, ) =
Y (~λ+  eˆa)− Y (~λ)

(9)
with parameter-space unit vector eˆa. This definition can be easily extended to higher-
order derivatives (Adler, 1981).The MS derivative of a GP is also a GP; this follows
simply from the fact that the sum of Gaussians is also distributed as a Gaussian. The
covariance of Xa(~λ, ) is given by
K(~λ1, ~λ2) = E
[(
Xa(~λ1, )− Ξ(~λ1, )
∣∣∣
Xa(~λ2, )− Ξ(~λ2, )
)]
(10)
where Ξa(~λ, ) = E[Xa(~λ, )]. It then follows that
K(~λ1, ~λ2) =
k(~λ1 + , ~λ2 + )− k(~λ1, ~λ2 + )
2
−k(
~λ1 + , ~λ2)− k(~λ1, ~λ2)
2
. (11)
Substituting this into Eq. 9, the limit in MS becomes a normal limit, and the result
is obtained that the MS derivative of a MS continuous GP with covariance function
k(~λ1, ~λ2) is a GP with covariance function ∂2k(~λ1, ~λ2)/∂~λa1∂~λa2. In general the covariance
function of the nd-times MS differentiated GP
∂ndY (~λ)
∂~λa1∂~λa2 . . . ∂~λand
, (12)
is given by the 2nd-times differentiated function
∂2ndk(~λ1, ~λ2)
∂~λa11 ∂
~λa12 ∂
~λa21 ∂
~λa22 . . . ∂
~λ
and
1 ∂
~λ
and
2
. (13)
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From the above results relating the MS continuity of GPs to the continuity of the
covariance function at ~λ1 = ~λ2 = ~λ∗, it follows that the nd-times MS derivative of the
GP is MS continuous (the GP is said to be nd-times MS differentiable) if the 2nd-times
derivative of the covariance function is continuous at ~λ1 = ~λ2 = ~λ∗ (Stein, 1999). So it
is the smoothness properties of the covariance function along the diagonal points that
determines the differentiability of the GP. (It can also be shown that if a covariance
function is continuous at all diagonal points ~λ1 = ~λ2 then it’s everywhere continuous.)
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D Systematic bias due to waveform errors
We assume that an approximate model H(~λ) is used to recover the parameters of a
gravitational wave signal that is described by the true model h(~λ) with parameters ~λ0.
The best fit parameters of the approximate model are ~λbf = ~λ0 + ∆~λ. These parameters
minimise the squared distance between the true and approximate model spaces,〈
δh(~λ0) +H(~λbf)−H(~λ0)
∣∣δh(~λ0) +H(~λbf)−H(~λ0)〉 (14)
where δh(~λ0) = H(~λ0) − h(~λ0) (note the different sign convention from Cutler and
Vallisneri (2007)). Differentiating with respect to each of the parameters in turn, we find
that the best-fit parameters must satisfy the equations
〈δh(~λ0) +H(~λbf)−H(~λ0)|∂a
(
H(~λbf)−H(~λ0)
)
〉 = 0 . (15)
We use the notation ∂ax ≡ ∂x/∂λa and subsequently will use ∂abx ≡ ∂2x/∂λa∂λb. If
we now assume that the approximation is good, we can write δh(~λ) ∼ O(), a small
parameter, and ~λbf = ~λ0 + ~∆λ with ∆λi ∼ O() ∀i. We can then expand the difference
between the approximate waveforms as a Taylor series
H(~λbf)−H(~λ0) = ∂aH(~λ0)∆λa +
1
2∂abH(
~λ0)∆λa∆λb + · · · . (16)
Eq. 15 becomes〈
δh(~λ0) + ∂bH(~λ0)∆λb +
1
2∂bcH(
~λ0)∆λb∆λc
∣∣∂aH(~λ0) + ∂adH(~λ0)∆λd〉 = 0 . (17)
where all derivatives are now evaluated at ~λ0. Keeping only terms of order  we find the
Cutler and Vallisneri result
∆λa1 = −
(
Σ−1
)ab 〈δh(~λ0)|∂bH(~λ0)〉 (18)
where Σij ≡ 〈∂aH(~λ0)|∂bH(~λ0)〉 is the Fisher Matrix.
We now extend to the next order in  by writing ∆λa = ∆λa1 + ∆λa2, where ∆λi1 is
the previous solution, Eq. 18. Keeping terms to O(2) we obtain
∆λa2 =−
(
Σ−1
)ab [〈δh(~λ0)|∂abH(~λ0)〉∆λb1 + 〈∂acH(~λ0)|∂bH(~λ0)〉∆λb1∆λc1
+12〈∂aH(
~λ0)|∂abH(~λ0)〉∆λb1∆λc1
]
. (19)
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A suitable validity criterion for the Cutler and Vallisneri formula, Eq. 18, is
maxa {|∆λa2/∆λa1|}  1. (20)
We note also that Eq. 19 provides an improved estimate of the systematic bias and that
we can readily extend this method to higher order in  by including further terms in the
expansion in Eq. 16.
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E Metric components
In this appendix explicit coordinate expressions are given for some of the metric compo-
nents of the bumpy black hole spacetimes used in chapters 9 and 10.
E.1 BN
Here expressions are given for all of the bumpy BN metrics discussed in Sec. 9.1; all of
the metric coefficients up to O(1/r5) are reproduced here.
htt,2 = γ1,2 + 2γ4,2 − 2aγ3,1 sin2 θ
htt,3 = γ1,3 − 8γ4,2 − 2γ1,2 + 2γ4,3 + 8aγ3,1 sin2 θ
htt,4 = −8γ4,3 − 2γ1,3 + 2γ4,4 + 8γ4,2 + γ1,4 − 8aγ3,1 sin2 θ
+a2 (γ1,2 + 2γ4,2) sin2 θ + 2a3γ3,1 cos2 θ sin2 θ
htt,5 = 16a3γ3,1 sin4 θ + sin2 θ
[
4aγ3,3 + a2 (γ1,3 − 2γ1,2
−12γ4,2 + 2γ4,3)− 12a3γ3,1
]
+ a2 (8γ4,2 + 2γ1,2)
+γ1,5 + 2γ4,5 − 2γ1,4 + 8γ4,3 − 8γ4,4 (21)
htφ,2 = −M sin2 θ
[
γ3,3 + a (γ1,2 + γ4,2) + a2γ3,1
]
htφ,3 = −8Ma2γ3,1 sin4 θ
+M sin2 θ [(2γ3,3 − γ3,4) + a (6γ4,2 − γ4,3
+2γ1,2 − γ1,3) + 2γ3,1a2
]
htφ,4 = M sin4 θ
[
a2 (8γ3,1 − γ3,3) + a3 (−γ1,3 − γ4,2)
−a4γ3,1
]
+ sin2 θ [(2γ3,4 − γ3,5) + a (−γ4,4
−8γ4,2 + 6γ4,3 − γ1,4 + 2γ1,3)− a2γ3,3
]
htφ,5 = −16Ma4γ3,1 sin6 θ
+M sin4 θ
[
a2 (−2γ3,3 − γ3,4)
+a3 (γ4,3 + 10γ4,2 + 2γ1,2 − γ1,3) + 14a4γ3,1
]
+ sin2 θ [(2γ3,5 − γ3,6)
+a (−γ1,5 − 8γ4,3 − γ4,5 + 2γ1,4 + 6γ4,4)
−γ3,4a2 + a3 (−2γ1,2 − 6γ4,2)− 2a4γ3,1
]
(22)
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hrr,2 = −γ1,2
hrr,3 = −γ1,3 − 2γ1,2,
hrr,4 = −γ1,4 − 2γ1,3 − 4γ1,2 + (1/2)γ1,2a2 (1− cos 2θ)
hrr,5 = a2 sin2 θ (γ1,3 + 2γ1,2)
−γ1,5 − 2γ1,4 − 4γ1,3 − 8γ1,2 + 2a2γ1,2 (23)
hφφ,−2 = 0
hφφ,−1 = 0
hφφ,0 = 2M2aγ3,1 sin4 θ
hφφ,1 = 0
hφφ,2 = M2 sin4 θ
[
2aγ3,3 + a2γ1,2 + a3γ3,1
(
4− 2 cos2 θ
)]
hφφ,3 = 8M2a3γ3,1 sin6 θ +M2 sin4 θ [a (−4γ3,3 + 2γ3,4)
+a2 (−2γ1,2 − 4γ4,2 + γ1,3)− 4a3γ3,1
]
(24)
E.2 CS2
Here expressions are given for the CS2 metric discussed in Sec. 9.1.1.3. The following
expressions use f(r) = 1− (2/r).
δ (gCS2tt ) = ζa2
13
r3
[
201
1792
(
1 + 1
r
+ 44744221
12
r2
−2060469
13
r3
+ 1500469
14
r4
− 2140201
15
r5
+9256201
16
r6
− 537667
17
r7
)
(3 cos2 θ − 1)
− 5384
12
r2
(
1 + 1001
r
+1941
2
r2
+ 22207
13
r3
− 15125
14
r4
)]
, (25)
δ
(
gCS2tφ
)
= 54ζχ
1
r4
(
1 + 127r2 +
27
10r2
)
(26)
δ (gCS2rr ) = ζa2
13
r3f(r)2
[
201
1792f(r)
(
1 + 1459603
1
r
+200004221
12
r2
+ 515801407
13
r3
− 7580201
14
r4
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−22492201
15
r5
− 4032067
16
r6
)
(3 cos2 θ − 1)
− 25384
1
r
(
1 + 31
r
+ 3225
12
r2
+ 1985
13
r3
+6276175
14
r4
− 1749625
15
r5
)]
, (27)
δ (gCS2θθ ) =
201
1792ζa
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r
(
1 + 1420603
1
r
+ 189084221
12
r2
+1480603
13
r3
+ 224601407
14
r4
+3848201
15
r5
+ 537667
16
r6
)
(3 cos2 θ − 1) (28)
δ
(
gCS2φφ
)
= sin2 θgCS2θθ . (29)
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F Radial dependence of the flux
In this appendix the expression for the radial dependence of the flux from an accretion
disk, used in Sec. 9.2 of the main text, is derived. This derivation follows that of Page
and Thorne (1974).
The thin disk is assumed to be axisymmetric, stationary, and lying in the equatorial
place; therefore all quantities in the disk depend only on the radial coordinate. It is
assumed that the material in the disk moves (very nearly) on circular geodesics. The
four-velocity of individual fluid elements, uµ0 , when mass averaged over the disk structure
must therefore be the four-velocity of the geodesic orbit uµ in Eq. 9.25.
uµ = 1Σ(r)
∫ +h
−h
dz ρ0uµ0 , (30)
where
Σ(r) =
∫ +h
−h
dz ρ0 . (31)
Where ρ0 mass density in the rest frame of the orbiting material. Without loss of
generality the stress-energy tensor may be decomposed by writing
Tµν = ρ0 (1 + Π)uµuν + tµν + 2u(µqν) (32)
where the physical interpretation of each term becomes clear in the rest frame of the
orbiting material; Π is the specific internal energy, tµν is the stress tensor in the averaged
rest frame of the material and qµ is the energy flow vector. The round brackets in the
superscript of Eq. 32 denote symmeterisation with respect to the enclosed indices. The
tensors tµν and qµ obey the orthogonality relations uµqµ = 0 and uµtµν = uνtµν = 0. By
analogy with Σ(r) in Eq. 30 the average stresses in the disk are defined as
W νµ =
∫ +h
−h
dz t νµ . (33)
It is also assumed that heat flow within the disk is negligible except for in the vertical
direction, which is reasonable as the disk is thin. The non-local heating effects due to
light emitted by one portion of the disk being re-absorbed by another portion are also
neglected.
qt = qr = qφ = 0 , at z = ±h. (34)
Since the only time-averaged stress that reaches out of the disk to infinity is carried
by photons (neglecting gravitational radiation and any coherent superposition of long
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wavelength radiation), and using Eq. 34, on the upper and lower edges of the disk the
following terms of the stress-tensor disappear;
t zφ = t zr = t zt = 0 (35)
and
|qz| = F (r) , at z = ±h . (36)
Since we are assuming the particles in the disk are, very nearly, on circular, geodesic
orbits it follows that the acceleration due to pressure gradients in the disk must be much
less than the acceleration due to gravity otherwise the material would be pushed off
its geodesic trajectory. Using the approximate relation trr ≈ ρ0Π (which is valid for
any astrophysically reasonable matter (Page and Thorne, 1974)) leads directly to the
condition of negligible specific heat;
radial pressure acceleration ≈ |∂rtrr/ρ0| ≈ |∂r (trr/ρ0)|
gravitational acceleration ≈ |∂rE˜| ≈ |∂r(1− E˜)|
|∂r(trr/ρ0)|  |∂r(1− E˜)| ⇒ Π 1− E˜ . (37)
If the internal energy is small compared to the gravitational potential energy, this means
that as the material spirals in towards the black hole all of the gravitational potential
energy is radiated away.
With these simplifying assumptions in place the equations governing the structure of
the disk follow from the conservation of stress-energy (∇µTµν = 0), and the conservation
of rest mass of the fluid (Misner et al., 1973),
∇µ (ρ0uµ) = 0 . (38)
This is integrated over the spacetime volume {V : t ∈ (t0, t0 + T ) , r ∈ (r, r + ∆r) ,
φ ∈ (0, 2pi) , z ∈ (−h,+h)}. Gauss’s theorem is then used to convert the volume in-
tegral into a surface integral over the boundary ∂V with area element ∣∣d3A∣∣.
0 =
∫
∂V
ρ0u
µnµ
∣∣∣d3A∣∣∣ (39)
0 =
[∫ r+∆r
r
∫ 2pi
0
∫ +h
−h
drdφdz
√−gρ0ut
]t=t0+T
t=t0
+
[∫ t+T
t
∫ 2pi
0
∫ +h
−h
dtdφdz
√−gρ0ur
]r′=r+∆r
r′=r
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+
[∫ t0+T
t
∫ r+∆r
r
∫ +h
−h
dtdrdz
√−gρ0uφ
]φ=2pi
φ=0
+
[∫ t0+T
t0
∫ r+∆r
r
∫ 2pi
0
dtdrdφ
√−gρ0uz
]z=+h
z=−h
(40)
The first and third terms in the above expression are zero by the assumed stationarity
and axisymmetry of the system. The final term is also zero because there is no motion in
the vertical direction, uz = 0. Therefore Eq. 40 simplifies to
0 = 2piT∆r
(√−gΣ(r)ur),r
⇒ M˙0 = −2pi
√−gΣ(r)ur = constant , (41)
where M˙0 is the accretion rate.
The second conservation law is that of angular momentum. Again the differential
form of the conservation law is integrated over the volume V and Gauss’s law used to
turn this into a surface integral over ∂V.
0 =∇µJµ where Jµ = Tµν
(
∂
∂φ
)
ν
(42)
0 =
∫
∂V
Jµnµ
∣∣∣d3A∣∣∣ (43)
0 =
[∫ t0+T
t0
∫ 2pi
0
∫ +h
−h
dtdφdz
[
ρ0(1 + Π)uφur + t rφ + uφqr + qφur
]√−g]r′=r+∆r
r′=r
+
[∫ t0+∆t
t0
∫ r+∆r
r
∫ 2pi
0
dtdrdφ
[
ρ0(1 + Π)uφuz + t zφ + uφqz + qφuz
]√−g]z=+h
z=−h
(44)
The φ index has been lowered and the t and φ integral terms have been set to zero due
to the assumed stationarity and axisymmetry of the system. Using the negligible internal
energy condition derived above, Eqs. 34 and 35, and the fact that uz = 0 this becomes
0 =
[
2piT
∫ +h
−h
dz
[
ρ0uφu
r + t rφ
]√−g]r′=r+∆r
r′=r
+
[
2piT
∫ r+∆r
r
dr uφqz
√−g
]z=+h
z=−h
(45)
⇒4pi√−gF (r)L˜ =
[
M˙0L˜− 2pi
√−gW rφ
]
,r
. (46)
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An extra factor of two has appeared on the left-hand side of Eq. 46 from the fact that a
flux F (r) is radiated from both sides of the disk.
The third and final conservation law is that of conservation of energy. By performing
the same type of manipulations to this equation as was done for Eq. 44 we obtain,
0 = ∇µEµ (47)
where
Eµ = −Tµν
(
∂
∂t
)
ν
, (48)[
M˙0E˜ + 2pi
√−gW rt
]
,r
= 4pi
√−gF (r)E˜ . (49)
Making use of the orthogonality uµt νµ = 0 which implies that uµW νµ = 0 ⇒ W rt +
ΩW rφ = 0, this equation may be rewritten in terms of W rφ as was the case with the
angular momentum equation.[
M˙0E˜ − 2pi
√−gW rφ Ω
]
,r
= 4pi
√−gF (r)E˜ (50)
From Eqs. 9.18, 9.19 and 9.20 it can be seen that the energy, angular momentum and
angular velocity satisfy the following energy angular momentum relation,
E˜,r = ΩL˜,r . (51)
Eqs. 46 and 50 may now be integrated to find the radial dependence of the flux. This
is done by multiplying Eq. 46 by Ω and subtracting the result from Eq. 50 to obtain an
expression for the torque;
W rφ = 2F (r)
ΩL˜− E˜
Ω,r
. (52)
Substituting this back into Eq. 46 and rearranging and using the energy angular momen-
tum relation in Eq. 51 gives a differential equation for F (r),4pi√−g
(
E˜ − ΩL˜
)2
Ω,r
F (r)

,r
= M˙0
(
E˜ − ΩL˜
)
L˜,r , (53)
which may be readily integrated. To fix the constant of integration we use the zero torque
boundary condition at the inner edge of the disk, F (risco) = 0. Therefore we have an
expression for the radial flux from the disk,
F (r) = −M˙0Ω,r
4pi√−g
(
E˜ − ΩL˜
)2 ∫ r
risco
(
E˜ − ΩL˜
)
L,rdr . (54)
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For completeness we also present the final radial structure expression derived in Page
and Thorne (1974), the expression for the torque per unit circumference as a function of
radius, W rφ ,
W rφ(r) =
−M˙0Ω,r
2pi√−g
(
E˜ − ΩL˜
)2 E˜ − ΩL˜−Ω,r
∫ r
risco
(
E˜ − ΩL˜
)
L,rdr . (55)
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G The pericentre Direction
In Sec. 10.1 two angles were defined relating to the direction of the pericentre; γ measured
the angle between pericentre and xˆ and γ˜ measured the angle between pericentre and Lˆ×Sˆ.
The angle γ˜ has the advantage of being a purely intrinsic quantity to the gravitational
wave source, however the angle γ, with mixed intrinsic and extrinsic qualities, made the
expressions for the amplitude coefficients A+n and A×n is Eqs. 10.19 and 10.20 simpler.
In this appendix we present the relation between the angles, as derived by Barack
and Cutler (2004), necessary in order to use the results of Sec. 10.1 to calculate and
EMRI waveform. The angle β is defined as the difference between the two different γ’s,
γ = γ˜ + β . (56)
With this definition β is the angle between xˆ and Lˆ× Sˆ;
sin β = cosλLˆ · nˆ− Sˆ · nˆ
sinλ
[
1−
(
Lˆ · nˆ
)2]1/2 (57)
cosβ =
nˆ ·
(
Sˆ × Lˆ
)
sinλ
[
1−
(
Lˆ · nˆ
)2]1/2 (58)
In order to evaluate β it is necessary to use,
Sˆ · nˆ = cos θS cos θK (59)
+ sin θS sin θK cos (φS − φK) ,
nˆ ·
(
Sˆ × Lˆ
)
= sin θS sin (φK − φS) sinλ cosα (60)
+ Sˆ · Nˆ cos θK − cos θSsin θK sinλ sinα .
To an excellent approximation the quantity Sˆ · nˆ may be considered constant through-
out the inspiral.
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H LISA Antenna Response Functions and the polarisation angle
The classic LISA mission has three arms (6 laser links), which produce two independent
outputs equivilent to two crossed Michelson interferometes. Some more recent mission
proposals have two arms (4 laser links) in which case only one of the outputs is present.
In this appendix we discuss the response of a three arm detector with output chanels
labelled by α = I, II (the response of a two arm detector is the same for the I chanel,
and zero for the II second chanel).
We use the notation of Cutler (1998); let li1, li2, and li3 = li2 − li1 be unit vectors along
the three detector arms all with equal length L. We choose to work in a coordinate
system attached to the rotating detector, specfically li1 = cos(pi/12)xi + sin(pi/12)yi, and
li2 = cos(5pi/12)xi + sin(5pi/12)yi. The strain in the first output is given by
hI(t) = (δL1(t)− δL2(t)) /L (61)
= 12hij(t)(l
i
1l
j
1 − li2lj2) (62)
The gravitational wave strain is written in terms of the polarisation basis tensors intro-
duced in Sec. 10.1,
hij(t) = A+(t)H+ij +A×(t)H×ij . (63)
Putting these expressions into Eq. 62 gives
hI(t) =
√
3
2
(
A+(t)F+I (θ, φ, ψ) +A+(t)F
+
I (θ, φ, ψ)
)
, (64)
where the response functions have been defined as,
F+I =
1
2
(
1 + cos2 θ
)
cos (2φ) cos (2ψ)− cos θ sin (2φ) sin (2ψ) (65)
F×I =
1
2
(
1 + cos2 θ
)
cos (2φ) sin (2ψ) + cos θ sin (2φ) cos (2ψ) (66)
The factor of
√
3/2 is included to make the response functions equal to those for ground
based detectors with arms at 900, see Sec. 2.4.1. The angles θ, φ are the spherical
polar angles describe the direction of the incoming gravitational wave relative to the
detector; θ is the angle between the wave vector and l1 × ł2, while φ is the angle between
the component of the wave vector perpendicular to l1 × ł2 and xˆ. The angle ψ is the
polarisation angle of the gravitational wave and is defined as
ψ = z
iqi
zjpj
. (67)
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The response functions of the second chanel, F+II and F
×
II , may be obtained in a
similar manner to that done for the first chanel, or (more simply) by noting that the
second detector is indentical to the first with a rotation in the φ coordinate;
F+II(θ, φ, ψ) =F
+
I (θ, φ− pi/4, ψ)
=12
(
1 + cos2 θ
)
sin (2φ) cos (2ψ) + cos θ cos (2φ) sin (2ψ) , (68)
F×II(θ, φ, ψ) =F
×
I (θ, φ− pi/4, ψ)
=12
(
1 + cos2 θ
)
sin (2φ) sin (2ψ)− cos θ cos (2φ) cos (2ψ) . (69)
In order to make use of these equations in the Sec. 10.1 it is necessary to relate the
angles θ, φ, and ψ to the angles already introduced. This is simply a geometric relation
and the relevent expressions are derived in Barack and Cutler (2007). The angles θ and
φ are related to the sources sky position via
cos θ(t) =12 cos θS −
√
3
2 sin θS cos
[
φ¯0 + 2pi
t
T
− φS
]
, (70)
φ(t) =α¯0 + 2pi
t
T
+ tan−1
[√
3 cos θS + sin θS cos
[
φ0 + 2pi tT − φS
]
2 sin θS sin
[
φ0 + 2pi tT − φS
] ] ,
where the angle φ¯0 specifies the intial orbital phase of the detector and the angle α¯0
specifies the inital rotation phase. The period, T , of the detector motion is one year. The
polarisation angle, ψ, is related to the sky position and the orientation of the binary via
tanψ =
{1
2 cos θL −
√
3
2 sin θL cos
[
φ¯0 + 2pi
(
t
T
)
− φL
]
− cos θ(t)
[
cos θL cos θS + sin θL sin θS cos(φL − φS)
]}/
[
1
2 sin θL sin θS sin(φL − φS)−
√
3
2 cos
(
φ¯0 + 2pi
t
T
)
× (cos θL sin θS sinφS − cos θS sin θL sinφL)
−
√
3
2 sin
(
φ¯0 + 2pi
t
T
)
(cos θS sin θL cosφL − cos θL sin θS cosφS)
]
. (71)
The angles {θL, φL} measure the direction of the CO’s orbital angular momentum, Lˆ(t)
in an ecliptic based coordinate system. These angles are not constant as the orbital
angular momentum processes about the SMBH’s spin axis. {θL, φL} can be related the
other angles involved as follows.
cos θ˙L(t) = cos θK cosλ+ sin θK sinλ cosα(t) (72)
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sin θL(t) cosφL(t) = sin θK cosφK cosλ
− cosφK cos θK sinλ cosα(t)
+ sinφK sinλ sinα(t) (73)
sin θL(t) sinφL(t) = sin θK sinφK cosλ
− sinφK cos θK sinλ cosα(t)
− cosφK sinλ sinα(t) (74)
I. PERTURBED EVOLUTION EQUATION 233
I Perturbed evolution equation
As described in Sec. 10.2 the perturbations to the metric translate into perturbations to
the post Newtonian evolution equations for the EMRI orbital quantities. The additive
corrections to Equations (10.22) to (10.26) for the BN metrics, where N is in the range 3
to 5, are given by:
Mδe˙BN =
−16
5 η
(2piMν)2N/3+2
(1− e2)N+3/2
ge,N (e) (γ1,N + 2γ4,N ) , (75)
2piM2δν˙BN =
16
5 η
(2piMν)2N/3+2
(1− e2)N+5/2
gν,N (e) (γ1,N + 2γ4,N ) , (76)
Mδ ˙˜γBN =
(2piMν)(2N+1)/3
(1− e2)N−1 gγ,N (e) (γ1,N + 2γ4,N ) , (77)
Mδα˙BN = −S
(2piMν)2(N+1)/3
(1− e2)N−1/2
gα,N (e) (γ1,N + 2γ4,N ) . (78)
The eccentricity dependent factors are defined as follows:
ge,3(e) =
725
12 e+
383
8 e
3 + 14348 e
5 , (79)
gν,3(e) = 42 +
407
2 e
2 + 3454 e
4 + 3316e
6 , (80)
gγ,3(e) =
3
2 , (81)
gα,3(e) =
3
4 +
1
4e
2 , (82)
ge,4(e) =
316
3 e+
12713
96 e
3 + 246764 e
5 + 38e
7
+ (1− e2)1/2e
(95
18 −
305
96 e
2 − 605288e
4
)
, (83)
gν,4(e) = 69 +
3191
8 e
2 + 503516 e
4 + 303964 e
6
− 148
(
1− e2
)1/2 (
48− 358e2 + 147e4 + 163e6
)
, (84)
gγ,4(e) = 3 +
3
4e
2 , (85)
gα,4(e) = 1 + e2 , (86)
ge,5(e) = 155e+
31565
96 e
3 + 30749192 e
5 + 5305768 e
7
+ 596e
(
1− e2
)1/2 (
304− 183e2 − 121e4
)
, (87)
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gν,5(e) = 99 +
5601
8 e
2 + 905e4 + 1561764 e
6 + 1137256 e
8
− 116
(
1− e2
)1/2 (
144− 466e2 + 75e4 + 247e6
)
(88)
gγ,5(e) = 5 +
15
4 e
2 , (89)
gα,5(e) =
5
4 +
5
2e
2 + 14e
4 . (90)
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J The LISA noise curve
There are three significant sources of noise for a LISA-like mission which we consider
here: instrumental noise (which is itself comprised of several sources), confusion noise
from galactic binaries and confusion noise from extragalactic binaries (Hughes, 2002).
For the instrumental noise the simple analytic fit to the noise budget in the LISA
pre-phase A report (LISA study team, 1998) was used.
Sinsth (f) =
[
9.18× 10−52
(
f
1Hz
)−4
+ 1.59× 10−41 + 9.18× 10−38
(
f
1Hz
)2]
Hz−1 (91)
For the purpose of analysing the confusion noise it is convenient to use the energy
density in gravitational waves (see Sec. 2.1.3) as a fraction of the energy density needed
to close the universe (assuming that it is matter dominated) per logarithmic frequency
interval
ΩGW ≡ 1
ρc
dρGW
d (log f) , (92)
where
ρc =
3c2H20
8piG . (93)
Assuming that the background is isotropic, stationary and unpolarised the energy density
is related to the noise spectral density, Sh(f), as described in Sec. 2.1.4 (where we have
now included the detector the response function, see Appendix H, which modifies Eq. 2.30
only by a geometric factor)
Sh(f) =
3ρc
5pi f
−3ΩGW(f) . (94)
For the extragalactic background Farmer and Phinney (2003) estimate that for a
value of the Hubble constant, H0 = 70km s−1Mpc−1 and at frequencies near 1 mHz the
energy density in gravitational waves due to white dwarf white dwarf mergers is given by
ΩGW(f) = 3.6× 10−12
(
f
10−3Hz
)2/3
, (95)
and hence
Sex-galh (f) = 4.2× 10−47
(
f
1Hz
)−7/3
Hz−1 . (96)
For the galactic confusion noise, Nelemans et al. (2001) estimate a value to be approxi-
mately 50 times larger,
Sgalh (f) = 2.1× 10−45
(
f
1Hz
)−7/3
Hz−1 . (97)
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For frequencies in the range f ∼ (10−4 − 10−2)Hz the galactic confusion noise is
larger than the instrumental noise. However, for higher frequencies the galactic confusion
is sufficiently small that it can be “fit out” from the data, the resulting noise spectra is
estimated as,
Sinst+galh (f) = min
 Sinsth (f)exp (−κT dNdf ) , S
inst
h (f) + S
gal
h (f)
 (98)
where dN/df is the number density of galactic white dwarf binaries per unit frequency,
T is the mission lifetime and κ is the average number of frequency bins lost when each
galactic binary is “fitted out”. It is estimated that κT = 1.5/year.
The total LISA noise curve is then given by
Stotalh (f) = S
inst+gal
h (f) + S
ex-gal
h (f) . (99)
The relative importance of these noise sources of noise as a function of frequency is shown
in Fig. 2. The quantity plotted is the power spectral density (see Sec. 2.1.2)
10-3 10-2 10-1
10-41
10-40
10-39
10-38
10-37
f / Hz
S h
(f)/s Sh
inst(f)
Shgal(f)
Shex gal(f)
Shtotal(f)
Figure 2: The contributions to the total noise as a function of frequency from
the three sources: galactic binaries, extragalactic binaries and instrumental
noise.
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