La famille des méthodes AK pour l'analyse de fiabilité : synthèse des récentes avancées by Lelièvre, Nicolas et al.
23ème Congrès Français de Mécanique Lille, 28 au 1er Septembre 2017
La famille des méthodes AK pour l’analyse de
fiabilité : synthèse des récentes avancées
N. Lelièvre a, P. Beaurepairea, C. Mattranda, N. Gaytona
a. Université Clermont Auvergne, CNRS, SIGMA Clermont, Institut Pascal, F-63000
Clermont-Ferrand, France
Résumé :
En analyse de fiabilité, les efforts numériques sont souvent un frein pour parvenir à une estimation
précise de la probabilité de défaillance. En effet, les méthodes de simulation requièrent un trop
grand nombre d’appels à la réponse du système étudié souvent coûteuse et les méthodes d’approxi-
mation locale de l’état limite peuvent provoquer de larges erreurs. L’utilisation des métamodèles
permet de pallier à ces difficultés. Ce papier se concentre sur le métamodèle de Krigeage et plus
particulièrement sur la méthode adaptative basée sur le Krigeage, AK-MCS et ses développements.
Ce papier propose un état de l’art des différentes avancées des méthodes AK proposées dans la
littérature.
Mots clefs : Méthodes AK, Krigeage, Probabilité de défaillance, Classifi-
cation
1 Introduction
L’analyse de fiabilité prend une place de plus en plus importante que ce soit dans le monde acadé-
mique ou dans le monde industriel. L’un des objectifs de cette analyse est d’estimer la probabilité de
défaillance du système étudié. L’une des difficultés majeures de cette analyse est le temps de calcul.
Les méthodes d’analyses de fiabilité usuelles (simulations de Monte Carlo, tirages d’importance,
subset simulations,...) requièrent, en effet, des temps de calcul considérables d’autant plus que la
réponse du système est coûteuse. Des méthodes d’approximation ont donc été proposées (First and
Second Order Reliability Methods). Cependant, approximant localement l’état limite par des fonc-
tions linéaires ou quadratiques, ces méthodes peuvent provoquer de larges erreurs sur l’estimation
de la probabilité de défaillance.
L’utilisation croissante des métamodèles en analyse de fiabilité permet de pallier à ces difficultés.
Un métamodèle est un modèle mathématique simplifié de la réponse souvent coûteuse du système
étudié. Deux étapes sont nécessaires : la calibration du métamodèle et l’utilisation d’une méthode
de fiabilité usuelle sur ce métamodèle. La calibration est réalisée à partir d’un plan d’expériences
(ensemble de points dans l’espace physique) et de la réponse du système évaluée sur celui-ci. Plu-
sieurs métamodèles ont été proposés dans la littérature comme, entre autre, les surfaces de réponse
polynomiales [11], les réseaux de neurones [25], le Krigeage [23], les support vector machine [29]
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ou le chaos polynomial [13, 31]. L’estimation de la probabilité de défaillance est faite sur le méta-
modèle calibré au préalable [5]. Un biais d’estimation associé au métamodèle peut donc être intro-
duit. Des méthodes plus avancées ont été proposées pour tenter de réduire ce biais [1, 4, 14, 19].
Ce papier se concentre sur le Krigeage et plus particulièrement sur une méthode adaptative basée
sur le Krigeage intitulée AK-MCS [9] pour Active learning reliability method combining Kriging
and Monte Carlo Simulations. Cette méthode sera décrite en Section 2. Les différentes avancées
réalisées à partir de cette méthode seront ensuite présentées en Section 3. Des conclusions seront
enfin tirées en Section 4.
2 La méthode AK-MCS
Le krigeage [18, 23] est unmétamodèle utilisé dans un grand nombre de disciplines [21, 26, 27, 30].
Il cherche à approximer la réponse du système étudié par la réalisation d’un processus aléatoire
gaussien. Ainsi, la variance peut être évaluée en chaque point de la population à classer et offre
donc une mesure de l’erreur possible de calibration du métamodèle. Des méthodes adaptatives ont
été proposée dans la littérature comme par exemple Efficient Global Reliability Method [3] ou les
méthodes AK [9] sur lesquelles ce papier se concentre.
La méthode AK est une méthode de classification basée sur le krigeage. En analyse de fiabilité,
elle a donc pour objectif de classer une population dans le domaine de sûreté ou dans le domaine
de défaillance. Les différents choix de population à classer ont formés la famille des méthodes
AK. La méthode AK-MCS, pionnière de cette famille, a été proposée par Echard et al. [9]. Elle
débute par le choix d’un premier plan d’expériences (DoE) de taille réduite et cherche ensuite à
ajouter itérativement des points à ce DoE dans le but d’améliorer le métamodèle par l’intermédiaire
d’une fonction d’apprentissage notée U (Eq. (3)). Cette dernière constitue une des originalité de la
méthode AK-MCS. La procédure de cette méthode est décrite par les étapes suivantes :
Soit H une fonction de performance définie dans l’espace standard.
1. Génération d’une population de Monte Carlo P à classer de taille N .
2. Sélection du premier plan d’expériences de taille NE .
3. Boucle d’enrichissement du métamodèle de krigeage
(a) Construction du métamodèle de krigeage noté Hˆ . Le métamodèle est construit à
partir du plan d’expériences.
(b) Calcul de la probabilité de défaillance par l’Eq. (1) :
pf =
∑N
j=1 1Hˆ
(
u(j)
)
N
(1)
où 1Hˆ(u
(j)) est la fonction indicatrice définie par :
1Hˆ(u
(j)) =
{
1 si H(u(j)) ≤ 0
0 sinon
(2)
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(c) Évaluation de la fonction d’apprentissage U par l’Eq. (3) :
U(u) =
|µHˆ(u)|
σHˆ(u)
(3)
où µHˆ(u) et σHˆ(u) sont respectivement la moyenne et l’écart type de Krigeage au
point u.
(d) Évaluation du critère d’arrêt d’apprentissage par l’Eq. (4) :
min(U) ≤ 2 (4)
Si ce critère d’arrêt est respecté, l’enrichissement est terminé et la méthode passe à
l’étape 4, sinon elle continue à l’étape 3e.
(e) Enrichissement du plan d’expériences. Le point possédant la valeur minimale de la
fonction d’apprentissage est ajouté au plan d’expériences. La méthode reprend ensuite
au début de l’étape 3.
4. Fin. L’estimation de la probabilité de défaillance du problème étudiée est donnée par la
probabilité de défaillance évaluée lors de la dernière boucle d’apprentissage.
3 Le développement des méthodes AK
La méthode AK-MCS a été développée selon plusieurs directions durant les dernières années. La
Figure 1 présente les développements de cette méthode. L’utilisation de la fonction d’apprentissage
U proposée par Echard et al. [9] est le point commun de toutes ces méthodes. Les améliorations en
analyse de fiabilité sont les plus nombreuses cependant la méthode a aussi été utilisée et développée
pour d’autres domaines comme l’optimisation sous incertitudes et la métrologie.
3.1 Analyse de fiabilité
La méthode AK-MCS a été tout d’abord développée en remplaçant les simulations de Monte Carlo
par des méthodes de simulation avancées. En effet, la méthode AK-IS [10] utilise les tirages d’im-
portance pour l’évaluation de la probabilité de défaillance. Cette méthode demande donc de trouver
le point de défaillance le plus probable (MPP) et utilise une analyse FORM (First Order Reliabi-
lity Method) pour cette recherche. Néanmoins, cet algorithme ne permet de trouver qu’un unique
MPP. C’est pourquoi, bien qu’elle soit très efficace sous les bonnes conditions pour estimer des
probabilités de défaillance faibles, cette méthode peut engendrer de grandes erreurs d’estimations
si plusieurs MPP existent.
La méthode AK-LS [22] propose d’utiliser les tirages directionnels pour remplacer les simulations
deMonte Carlo. Cette méthode est très efficace pour résoudre des problèmes possédant un domaine
de défaillance complexe. En effet, les tirages directionnels vont explorer l’espace dans toutes les
directions et rechercher l’intersection de ces directions avec l’état limite.
Enfin, la méthode AK-SS [17] utilise les subset simulations pour évaluer la probabilité de dé-
faillance. L’efficacité des subset simulations pour atteindre des faibles probabilités de défaillance
n’est plus à démontrer, ainsi la méthode AK-SS est aussi efficace pour atteindre cet objectif.
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LesméthodesAK
Active Learning and Kriging -
based methods
Analyse de fiabilitéOptimisation sousincertitudes
Analyse de
conformité géométrique
AK-MCS [9]
AK - Monte Carlo Simulations
AK-IS [10]
AK - Importance Sampling
AK-SYS [12]
AK - System reliability method
metaAK-IS2 [6]
AK - meta-Importance Sampling
mixed EGO + AK-MCS [15]
with time-dependence
AK-SSIS [28]
AK - Subset Simulations
Importance Sampling
AK-LS [22]
AK - Line Sampling
AK-SS [17]
AK - Subset Simulations
SILK [16]
Kriging and AK learning function for
time dependent reliability analysis
AK + RBDO [24]
AK - Reliability-based Design Optimization
Worst case estimator [20]
Kriging and AK learning function for
interval-uncertainty optimization approach
AK-ILS [8]
AK - Inspection of Large Surface
Figure 1 – État de l’art des méthodes AK
La méthode AK-MCS a aussi été développée avec l’utilisation de méthodes d’analyse de fiabilité
moins usuelles. Cadini et al. [6] proposent, par exemple, d’améliorer la méthode AK-IS en rempla-
çant l’algorithme FORM par l’algorithme metaIS [7] dans la méthode metaAK-IS2. L’algorithme
metaIS semble plus performant que FORM pour la recherche des MPP ce qui rend la méthode
AK-IS d’autant plus efficace.
La méthode AK-SSIS [28] met en jeu à la fois les subset simulations et les tirages d’importances.
En effet, la méthode des chaînes deMarkovMonte Carlo, traditionnellement utilisée dans les subset
simulations [2], est remplacée par un tirage d’importance. La méthode AK-SSIS montre une bonne
efficacité à atteindre les faibles probabilités de défaillance.
La méthode AK-MCS a aussi été améliorée dans le but de prendre en compte les dépendances
temporelles de certains problèmes. Ainsi, Hu and Du [15] proposent une méthode combinant la
méthode mixed EGO et AK-MCS et Hu and Mahadevan [16] présentent la méthode SILK.
Enfin, Fauriat and Gayton [12] se sont intéressés aux analyses de fiabilité système. Ils proposent
trois méthodes permettant de résoudre ce problème. La plus efficace, intitulée AK-SYS, cherche
à identifier les fonctions de performance les plus influentes sur la probabilité de défaillance et ne
viennent pas évaluer les fonctions avec des impacts moindres. Cette technique permet donc de
réduire les efforts numériques considérables dus aux multiples fonctions de performance.
En analyse de fiabilité, différents problèmes peuvent être rencontrés. Le Tableau 1 présente donc
les méthodes AK les plus adaptées pour résoudre ces problèmes.
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Table 1 – Association des méthodes et des types de problèmes
Types de Faible probabilité Etat limite Fiabilité Dépendance
problèmes de défaillance complexe système en temps
AK-MCS
√
AK-IS
√
AK-SYS
√
metaAK-IS2
√ √
mixed EGO √
+
AK-MCS
AK-SSIS
√
AK-LS
√
AK-SS
√
SILK
√
3.2 Autres analyses
La méthode AK-MCS a aussi été adaptée pour résoudre d’autres types de problème. En effet,
Moustapha et al. [24] présentent un algorithme permettant de résoudre des problème de RBDO
(Reliability-Based Design Optimization) utilisant la méthode AK-MCS. La calibration du méta-
modèle se fait en deux étapes : la première est l’apprentissage présenté dans AK-MCS, c’est-à-dire
sur la globalité de l’espace puis un apprentissage plus local dans les zones d’intérêt où l’optimi-
sation est effectuée. Cette algorithme permet donc d’obtenir un métamodèle très précis dans les
zones intéressantes pour l’optimisation. Liu et al. [20] proposent une méthode utilisant un méta-
modèle de Krigeage couplé à la fonction d’apprentissage de AK pour évaluer le pire des cas dans
des problèmes d’optimisation de structures sous contrainte de fiabilité comportant des intervalles
de confiance.
LaméthodeAK a aussi été développée pour résoudre des problèmes demétrologie. En effet, Dumas
et al. [8] proposent la méthode AK-ILS permettant de contrôler la conformité de larges surfaces. Ce
type de problèmes est aussi un problème de classification puisque les surfaces doivent être classées ;
deux catégories sont possibles : les surfaces conformes et les surfaces non-conformes.
4 Conclusions
Ce papier présente un rapide état de l’art des méthodes AK. Il montre que les méthodes AK ont
été amplement développées dans le domaine de l’analyse de fiabilité. En effet, neuf méthodes ont
été proposées pour résoudre des problèmes divers. Cependant, elles ont aussi été développées dans
d’autres domaines comme l’optimisation sous incertitude et la métrologie.
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