Considerable attention has recently been focused on closed bounded convex sets which have the Radon-Nikodym Property. Such sets exhibit behavior reminiscent in many instances of weakly compact convex sets, and in particular, a theory of integral representations has emerged for these sets which closely parallels that developed by Ghoquet, Bishop, DeLeeuw and others for compact convex sets. As with the compact case, in all but the most elementary situations (i.e., separable closed bounded convex sets, which correspond in simplicity to metrizable compact convex sets) the techniques center about the use of partial orderings as a means of determining how 4 close' to the 'boundary' of the convex set the various measures under consideration live. The exact relationship between two of these orderings, the dilation ordering «< d and the separable extremal ordering of Mankiewicz << w , is the main subject of this paper.
Each of [17] , [4] , and [1] is recommended for a comprehensive review of the compact case. Several partial orderings have been used in the noncompact case: Edgar [7] studied the dilation ordering in connection with a general existence theorem, while Bourgin and Edgar [3] used < rf and another partial ordering introduced by Edgar in [7] , here denoted by < e , to prove uniqueness. Independently, St. Raymond [20] employed the Choquet ordering, < c , to study the uniqueness question in the separable case. Then Mankiewicz [13] introduced the separable extremal order, and provided a significantly easier proof of the existence of maximal integral representations than had previously been available. Some relationships between these orderings were obtained in [7] , [3] , [20] , [13] , and [8] , and those needed in this paper are listed in Theorem 1.3.
Section 1 contains background material. The main results, formulated in a variety of ways, are contained in Theorems 2.1, 2.4, 2.5, and Corollary 2.3. Various other partial orderings are suggested by Theorem 2.1 and these are considered in the latter part of §2.
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RICHARD D. BOURGIN [2] contains all the necessary background for this paper. Theorems in [14] and [19] may be combined to show that it is consistent with the Zermelo-Fraenkel axioms of set theory together with the axiom of choice to assume that each probability measure on M is tight. (Tightness is automatic when M is separable. See [16] .) Suppose now that gf is a σ-algebra of subsets of a set Γ. 
If (Γy^yQ) is a probability space and C is a closed bounded convex subset of a Banach space E, let Lϊ c (Γ, &, Q) 
We are now in a position to state relevant definitions. Throughout this paper K will denote a closed bounded convex subset of a Banach space E. DEFINITION [7] , [3] , and [20] , have been generalized to the locally convex case by Edgar [8] . (A proof of the Banach space version of 1.3 appears in [2] .)
Let a denote the first uncountable ordinal, and Ω the uncountable product, {0, l} α , of two point spaces, equipped with the product topology. For each countable ordinal 7 and point ωeΩ, let α)(τ) be the 7th coordinate of a). P will denote the product probability measure on &{Ω) whose factors assign mass 1/2 to each of {0} and {1}. For β < a let ^7 denote the P-completion of the (j-algebra generated by {{ω e_Ω: ω(y) = 0}: 7 < β}. Let &~ = U*<«^> In a similar vein, let Ώ = ΠΓ=i {0,1} be the countable product of two point spaces. It is a compact metric space when given the product topology. P denotes the product probability measure on &(Ω) each of whose factors assigns mass 1/2 to each of {0} and {1}, and JΓ denotes the P-completion of &{Ω). In general, a bar over any letter refers to a separable version of the unbarred letter.
< m is called the separable extremal order.
It is easily verified that < TO is a partial order. The main link between Lϊ κ (P) and & t (K) appears below.
Proof. The fact that the map / -> /(P) is surjective appears in [3, Theorem 3.1] , [12] , and [2] . Now suppose that /» -> / in U K {P) and that g e C b (K) 
The following well-known criterion for Bochner integrability will be used repeatedly in the next section. It is reproduced here for convenient reference. (See, for exmple, [9] , [10] , or [2] .) THEOREM For any convex FeC b (K) it follows from Jensen's inequality [15] that 
Let (Γ, &, Q) be a probability space and E a Banach space. A function f:Γ-+E is Bochner integrable if and only if (a) there is a set Ae & with Q(A) -0 such that f(Γ\A) is a separable subset of E (f is 'almost separably valued
')', (b) for each FeE*, F<>f is ^-measurable (/ is 'weakly measurable 1 )',(c)\ Fdf(P) = \ F°fdP=\ FoE[g\^β]dP JK JΩ JΩ <, \ E[Fog\j?r β ]dP = \ FogdP = ( Fdg(P) JΩ JΩ JΩ whence f(P) < c g{P). The fact that f{P) <, d g(P)
(K) -> L|<P) which is Ψ/(^t(K)) -^(I£(P))-measurable such that [S(v)](P) = v for each v e & t (K).
In order to examine the map So T<>f: Ω -»L^(P), the following easily established facts will be used (see, for example [2] 
_μύ, T is ^(if) -.^(^(JO)-measurable hence T is ^(J£) -^(^(ίθ)-measurable by (a) and (b) above. It follows that T-\S-\U))e^(K).
But feL^P) whence / is jT" -^(immeasurable. Use (a) and (c) above to show that / is ^ -^(Immeasurable. It follows that (S<> To f)~\U) e ^. Since j£ is separable and bounded it follows from Theorem 1.6 that SoTofiΩ-^ L\{P) is Bochner integrable. That is, S° To/eLii (?) (P).
Define
In Proposition 2.2 below it is established that there is a function
for each ώeΩ, and <; is ^ x ^" -.^(ΪΓ)-measurable. Temporarily assume that such a g has already been constructed. We will have occasion to factor Ω out of Ω and write Ω -Ω x Ω ίf and even Ω = Ω x Ω x Ω 2 . The probability measure P will similarly be factored as P = P x P 1 and P = P x P x P 2 Functions on Ω will be identified with functions on Ω = Ω x Ω t which depend only on the Ω coordinates (so that f:Ω ->E, for example, corresponds to /: Ω = Ω x Ω x -> E given by f(ω, α)J = /(ώ)). Functions on Ω x Ω may similarly be identified with functions on Ω -Ω x Ω x Ω 2 and in particular, g: Ω x Ω -> K will be identified with g: Ω-> K. We first show that E[g\J^ζ] = / where £ is the first infinite ordinal. Certainly / is .^-measurable. If, now, A e ^7, there is a set Be^(Ω) such that the symmetric difference of A and JB x Ω ι is of P-measure 0. Consequently
The next calculation establishes that g(P x P) -μ 2 (or equivalently, g(P) =g(F x P x P 2 ) = ft). Note first that for any μ e we have μ = l_ ε x dμ{x). Now
Hence g{P) -μ if f{P) = ^, and E[g\^\ -/ so that /< m flr. 
e. Q] holds for each choice of ωeΓ (where g(ω, ω r ) is alternate notation for [g(co)]((θ'), and similarly for h(ω, ω')); (b) h:Γ x Γ -> K is %? x ^-measurable. Moreover, functions h can be constructed satisfying (a) above but not (b).
Proof. Without loss of generality assume Qe K. Let B ί9 B 2 , be sets in Sf as in the definition of separability of (Γ, &, Q) before the statement of the proposition, and for each n let & n be the σ-algebra generated by {B γ , 
6). That is, if FeE* then it must be demonstrated that FoG G : Ω -> R is ^-measurable. In this regard define H F e U E (Q)* by = ( Fof(ω)dQ(ω) for feL^Q).
Since #eLiL (Q) (Q), it is weakly measurable, and in particular for H F as above, H F og is ^-measurable. But H F°g = FoG c so that FoG^is indeed ^-measurable. Consequently h n is ^ x ^-measurable. 
The martingale conclusion follows easily from this calculation.) Since K has the RNP, for each ω e Γ we have ( * ) lim h n (ω, ω f ) exists for Q-almost all ω r .
Let A -{(ω, ω'): lim,^ h n (ω, ω') exists} and let that limit be denoted by h(ω, ω') for (α>, ω') e A. Note that ieg'xg' since each h n is jointly measurable. It follows from (*) that X Af the characteristic function of A, has the property that
Consequently h is defined [a.e. Q x Q], and it is jointly measurable. In order to prove that Λ(α>,
It follows that ( Λ(α>, ω f )dQ(ω') = \ g(ω, ω')dQ{ω') for J5 e U^i Sf». But for each ε > 0 and Seg with only notational changes necessary in the subsequent proofs. (The second Ω-ί actor used, for example in the definition of g lf need not be alternated.) Proposition 2.2 must also be modified appropriately, but the changes here too are cosmetic only. Indeed, nowhere in the proof of the proposition is it important that the first and second factors be identical, nor that the first factor be a separable probability space.
Another way of looking at 2.1 and 2.3 is to introduce an equivalence relation ~ on Iϊ κ (P) Our next result provides information about the structure of [/] for feU κ (P).
THEOREM 2.5. Let f and g be functions in Iΐ κ (P). If f<, m g and f Φ g on a set of positive measure then f(P) Φ g(P). That is, no two elements of [/] are commensurable.
N. B. The RNP assumption is not needed.
Proof. It is convenient to consider the case / = E[g\^]
where ξ is the first infinite ordinal since notation has already been developed earlier for dealing with this situation. The general case (/ =• for some β < a) differs from this one notationally only. By modifying / and g on sets of measure 0, assume that each is separablyvalued with all values in K, and that g is ^(42)-measurable. The function g is not ^-measurable since / and g differ on a set of positive measure by assumption. As in the proof of Theorem 2.1, we will sometimes write Ω -Ω x Ω ίf P -P x P ί and ω == (ω ζ , ω') (where it is understood that ω ζ eΩ and ω x e ΩJ.
Observe that there is a set Be^(Ω) with P(B) > 0 such that whenever a) ξ eB then the function g(o) ξf ):Ω 1 ->K is not [a.e. PJ a constant function. Indeed, assume the contrary. Pick a set A of P-measure 1 such that g(o) ξ , •) is almost everywhere constant for A e &(Ωj) such that 0 < P X (A) < 1 and
Thus, by the strict convexity of F on the closed convex hull of R f U R g , as well as by Jensen's inequality [15] , we have
Thus f(P) Φ g(P) as was to be shown. In [13] Mankiewicz showed that when K has the RNP, μ e is separable extremal if and only if μ is ^-maximal. (See [13] or [2] for definitions and proofs.) The corresponding result concerning the partially ordered sets (& κ (P) Proof. Mankiewicz [13] proved that if / is < w -maximal then f{P) is separable extremal and hence ^-maximal. (Alternatively, see [2] .) Conversely, suppose that μe^t(K)
is < d -maximal and that f(P)=μ.
If f< m g for some g e L ι κ (P) then f(P)< m g(P) (Theorem 2.1) and consequently f(P) = g(P). It follows from Theorem 2.5 that f = g [a.e. P]. That is, / is < m -maximal. 
Consequently μ x = μ 2 (since < rf is a partial order) and hence g x e [/J. But then Theorem 2.5 applies. Thus / x = g x [a.e. P] and hence f t e L<Γ\M. Thus L = M.
The equivalence of statements (2), (3), and (4) was established in Corollary 2.6. Suppose next that Mis <-maximal and that f eM. If / < w g and / and g differ on a set of positive P-measure then f(P)Φg(P) by Theorem 2.5. Let geNe^f.
Then N^M since ilί" £ [/] and N Q [g] . Also M < N by definition. Thus (1) implies (2) . Finally, assume that for each feM f f is < m -rnaximal. If M C N then there are f λ eM and g^ N such that / x *< m &. Consequently /i = ^ [a.e. P] and thus M = N. Therefore (2) implies (1), and the proof is complete.
It is not difficult to construct examples of partitions ^£ for which < is not transitive. Nevertheless our last result is typical of those for a collection of 'natural' partitions ^/ί. Proof. It suffices, by virtue of Theorem 2.7, to establish the transitivity of <. For a nonempty set B of countable ordinals (possibly of the form β = U {T: 7 < β} for β < a) let & B denote the er-algebra of subsets of Ω generated by {{ω e Ω: ω(β) = 0}: β e B}. Write fψ in place of / © ψ and observe that if / is .^-measurable then fψ is ^V-i (j5) -measurable. Moreover, if / is ^-measurable for some β < a and if ω and ω' are points of Ω for which ω(j) = ω'(y) for 7 < β then f(ω) = f(ω f ). For J5 as above let Ω B = {0,1} B and let P 5 be the (by now) natural product probability measure on f , each may be modified on a set of measure 0 so that they become ^(ώ)-measurable. Since &(Ω) = \Jβ<a ^β it is possible to choose β < a such that f lf g ίf g r and fe' are ^-measurable. Choose any α/r € Ψ such that α/r(/9 + 7) = 7 for each 7 in the interval 1^7^/9. We will show that g'ψ < w tiψ. (Once this is established, conditions (a) and (b) will be met by β, f lf 9i, ΰ% = 9γf and h 2 = Λy.) Pick ^ ^ /9 such that #' = E[h '\& η 
