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We study the existence of solutions for a nonlinear ordinary differential equation
of first order with periodic boundary value conditions and subjected to impulse
actions at fixed moments. We develop basic results for the linear situation and then
we study the nonlinear problem extending known results when the impulses are
absent. Q 1997 Academic Press
1. INTRODUCTION
Some evolution processes are distinguished by the circumstance that at
certain instants their evolution is subjected to a rapid change, that is, a
jump in their states. Mathematically, this leads to an impulsive dynamical
system. Differential equations involving impulse effects occurs in many
applications: physics, population dynamics, ecology, biological systems,
biotechnology, industrial robotic, pharmacokinetics, optimal control, etc.
Therefore, the study of this class of dynamical systems has gained promi-
wnence and it is a rapidly growing field. See, for instance the monographs 1,
x2, 7, 10, 12 . In consequence, it is very important to develop a complete
basic theory of impulsive differential equations.
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In this paper we study the following periodic boundary value problem
for a first order differential equation with impulse effects
X w xu t q lu t s f t , u t , t g J s 0, T , t / t , j s 1, . . . , p 1.1 .  .  .  . . j
u 0 s u T , 1.2 .  .  .
u tq s u ty q I u t , j s 1, . . . , p , 1.3 . . .  .  .j j j j
w xwhere l g R, J s 0, T , T ) 0, 0 s t - t - t - ??? - t - t s T ,0 1 2 p pq1
 .I g C R, R , j s 1, . . . , p, and f : J = R ª R is such that f is continuousj
 . X X  4at every point t, u g J = R, J s J y t , . . . , t , and for every j s1 p
1, . . . , p there exist the limits
lim f t , u s f t , u , lim f t , u , u g R. .  . .jy qtªt tªtj j
Consider the Banach spaces
PC J s u : J ª R : u g C t , t , .  . < t , t . j jq1j jq1
'u ty s u t , u tq , j s 1, . . . , p . .  . 5j j j
with norm
5 5 5 5 < <u s u s sup u t : t g J , 4 .P C J .
and
PC1 J s u g PC J : u g C1 t , t , .  .  . < t , t . j jq1j jq1
'uX ty , uX tq , j s 1, . . . , p .  . 5j j
with norm
5 5 1 5 5 5 X 5u s u q u .P C  J .
 .  .  .  .We shall refer to the nonlinear problem 1.1 ] 1.2 ] 1.3 as NP . By a
 . 1 .  .solution of NP we mean a function u g PC J satisfying Eq. 1.1 for
X  .every t g J and the boundary condition 1.2 , and at every t , j s 1, . . . , pj
 .the function u satisfies 1.3 .
We consider the case when l / 0. Note that when the impulses are
 .  .  .absent I ' 0, j s 1, . . . , p , then the problem 1.1 ] 1.2 is a nonreso-j
nance problem since the linear part is invertible.
 .  .  q.   ..Set Q u s u q I u , j s 1, . . . , p, so that u t s Q u t , j sj j j j j
1, . . . , p. Usually, it is required that the Q be increasing see, for instance,j
w x.3, 14 . We point out that in this work we do not make such an assump-
tion. We obtain new existence results.
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2. LINEAR PROBLEMS
We now consider the ``linear problem''
uX t q lu t s s t , t g J X , 2.1 .  .  .  .
u 0 s u T , 2.2 .  .  .
u tq s u ty q I u t , j s 1, . . . , p , 2.3 . . .  .  .j j j j
 .  .where s g PC J and I g C R, R , j s 1, . . . , p.j
 .  .  .  .  .For short, we shall refer to 2.1 ] 2.2 ] 2.3 as LP . Note that LP is
not really a linear problem since the impulse functions are not necessarily
 .linear. However, if I , j s 1, . . . , p are linear, then LP is a linearj
impulsive problem.
The next result is fundamental in our discussion.
1 .  .LEMMA 2.1. If u g PC J is a solution of LP , then
p
T
u t s g t , s s s ds q g t , t I u t , t g J , 2.4 .  .  .  . .  . .H j j j
0 js1
where
1 yl tys.e , 0 F s F t F Tg t , s s 2.5 .  .ylT  ylTqtys.1 y e e , 0 F t - s F T .
 .  . 1 .Reciprocately, if u g PC J satisfies Eq. 2.4 , then u g PC J and it is a
 .solution of LP .
 . lt  .Proof. Let y t s e u t , t g J. Thus, y satisfies the impulsive bound-
ary value problem
yX t s s U t , t g J X ; y 0 s y T eyl t ; .  .  .  .
y tq s y ty q IU y t , . .  .  .j j j j
U  . lt  . U  . lt j  yl t j .where s t s e s t , and I x s e I e x .j j
 xIf t g t , t , j s 1, . . . , p, we have thatj jq1
t Uqy t s y t q s s ds. .  . . Hj
t j
On the other hand,
tj Uy qy t s y t q s s ds. . .  . Hj jy1
tjy1
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 xThus, if t g t , t , j s 1, . . . , p, we obtainj jq1
t U Uqy t s y t q s s ds q I y t . .  .  . .  .Hjy1 j j
t jy1
In consequence,
t U Uy t s y 0 q s s ds q I y t , t g J . 2.6 .  .  .  . . .H j j
0  .j : t g 0, tj
Using this expression for t s T we get that
p1 1T U Uy 0 s s s ds q I y t . .  .  . .H j jlT lTe y 1 e y 10 js1
 .Substituting this value into 2.6 we obtain for every t g J,
yl t yl t pe eT U Uu t s s s ds q I y t .  .  . .H j jlT lTe y 1 e y 10 js1
t U Uyl t yl tq e s s ds q e I y t .  . .H j j
0  .j : t g 0, tj j
eyl t T t
ls yl t l ss e s s ds q e e s s ds .  .H HlTe y 1 0 0
yl t pe
lt yl t l tj jq e I u t q e e I u t .  . .  . j j j jlTe y 1 js1  .j : t g 0, tj j
p
T
s g t , s s s ds q g t , t I u t . .  .  .  . .H j j j
0 js1
w x  .Now, suppose that u g PC J, E satisfies 2.4 . Set
T
¨ t s g t , s s s ds, t g J .  .  .H
0
and for j s 1, . . . , p
w t s g t , t I u ty , t g J . .  .  . .j j j j
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 .  .  .Thus, ¨ g C J and it is the solution of the linear problem 2.1 ] 2.2 . The
function w , j s 1, . . . , p, is the solution of the problemj
wX t q lw t s 0, t g J y t , w tq s w ty q I u t , 4 .  .  . .  .  .j j j j j
w 0 s w T , .  .
 q.  y.   ..since w t y w t s I u t .j j j j
p  .In consequence, u s ¨ q  w is a solution of LP .js1 j
We now define the operators
Tw xG : PC J ª PC J ; Gu t s g t , s u s ds, t g J , 2.7 .  .  .  .  .  .H
0
and
p
w xI : PC J ª PC J ; Iu t s g t , t I u t , t g J . 2.8 .  .  .  . .  . . j j j
js1
 .  .We descry that g is the Green's function for the problem 2.1 ] 2.2 .
The function w s Iu is the solution of the homogeneous periodic problem
  ..subject to the impulses I u t at the instants t , j s 1, . . . , p. Thus,j j j
 .u s ¨ q w is the solution of LP .
 .An abstract criterion for the solvability of LP is given in the following
result which is an immediate consequence of Lemma 2.1.
 .LEMMA 2.2. The solutions of LP are the fixed points of the operator
A : PC J ª PC J , Au s Gs q Iu. .  .
 .  .Although the linear differential problem 2.1 ] 2.2 possesses a unique
1 .  .  .solution ¨ g PC J j C J for any s g PC J , the impulsive problem
 .LP is not always solvable even for s s 0.
 .EXAMPLE 1. Consider the problem LP with l s 1, s s 0, j s 1, and
 .  T .I x s e y 1 x q 1.1
The general solution of the equation uX q u s 0 subject to the impulse
 q.  y.   ..u t s u t q I u t is1 1 1 1
yt w xu 0 e , t g 0, t . 1
u t s . yt yt y tyt .1 1 1 u 0 e q I u 0 e e , t g t , T . .  .  .1 1
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 .This solution satisfies the periodic boundary condition 2.2 if and only if
yt yt Tyt .1 1 1u 0 s u 0 e q I u 0 e e , .  .  . .1
that is,
u 0 eyt 1 eT y 1 s I u 0 eyt 1 . .  .  . .1
 .By the definition of I , there is no initial condition u 0 satisfying this last1
equality. Hence, the problem has no solution.
In this example, the impulse function is not linear. We now present
 .another example with linear impulse so that LP is indeed a linear
problem, but with no solution.
 .EXAMPLE 2. We now inspect problem LP with l s 1, j s 1, and
 .  T .  . TI x s cx, c s e y 1 , and s g PC J , e s q s / 0 where1 1 2
t T1 yTys. yTys.s s e s s ds, s s e s s ds. .  .H H1 2
0 0
 .  .In this case the general solution of 2.1 and 2.3 is
t¡ yt y tys. w xu 0 e q e s s ds, t g 0, t .  .H 1
0~u t s .
tq y tyt . y tys.1u t e q e s s ds, t g t , T , .  . H1 1¢ t1
where
u tq s u ty q I u t , . .  .  .1 1 1 1
t1y yt y t ys.1 1u t s u t s u 0 e q e s s ds. .  .  . . H1 1
0
 .Thus, u satisfies the periodic condition 2.2 if and only if
t T1yT T yTys. yTys.u 0 s c q 1 u 0 e q e e s s ds q e s s ds. .  .  .  .  .H H
0 t1
 . TThis condition is not satisfied for any initial condition u 0 since e s q s1 2
/ 0.
 .We now present an existence result for the problem LP .
THEOREM 2.1. Suppose that there exists constants l , j s 1, . . . , p, suchj
that
< <I x y I y F l x y y , x , y g R. 2.9 .  .  .j j j
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If
p
ylT< <l - 1 y e , 2.10 . j
js1
 .  .then the problem LP has a unique solution for any s g PC J .
 .Proof. Let u, ¨ g PC J , and t g J. We have that
w x w x w x w xAu t y A¨ t s Iu t y I¨ t .  .  .  .
p
s g t , t I u t y I ¨ t . .  .  . .  . j j j j j
js1
Hence,
p
w x w xAu t y A¨ t F sup g t , t : t g J ? l ? u t y ¨ t .  .  .  .  . 5 j j j j
js1
p l js ? u t y ¨ t .  . j jylT< <1 y ejs1
 p ljs1 j
5 5F u y ¨ ,ylT< <1 y e
and
 p ljs1 j
5 5 5 5Au y A¨ F u y ¨ .ylT< <1 y e
Therefore, A is a contraction and it has a unique fixed point which is the
 .unique solution of LP .
 .Remark. We note that the estimate 2.10 is almost optimal in the
following sense. The contraction constant in the proof of Theorem 2.1 is
 p ljs1 j
k s .ylT< <1 y e
 .If k ) 1, then the problem LP is not always solvable. Indeed, consider
 T . < yT <the Example 2 with T ) 0 such that k s e y 1 r1 y e .
3. NONLINEAR PROBLEMS
 .To study the nonlinear impulsive problem NP , we define the nonlinear
substitution operator F generated by the nonlinearity f :
w xF : PC J ª PC J ; Fu t s f t , u t , t g J . 3.1 .  .  .  .  . .
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 .LEMMA 3.1. The solutions of NP are the fixed points of the operator
B : PC J ª PC J ; Bu s G Fu q Iu. .  .  .
LEMMA 3.2. B is compact.
Proof. Obviously, F is continuous. Hence, G( F is compact since G is
 .compact. Now, for u g PC J , we have that
p
Iu s I u t g , . . j j j
js1
 .  .where g t s g t, t , t g J. Thus, Iu is a finite linear combination ofj j
p 4g , and I is compact since I , j s 1, . . . , p are continuous.j js1 j
THEOREM 3.1. Assume that the nonlinearity f is bounded and that the
impulse functions I , j s 1, . . . , p, are bounded. Then the nonlinear impulsi¨ ej
 .problem NP has at least one solution.
Proof. Let c, c , j s 1, . . . , p, be constants such thatj
f t , u F c, t g J , u g R, 3.2 .  .
I u F c , u g R. 3.3 .  .j j
w xFor m g 0, 1 , consider the equation
u s mBu. 3.4 .
 .If u is a solution of 3.4 , then for every t g J we have that
p
T
u t F m g t , s f s, u s ds q m g t , t I u t .  .  . .  .  . .H j j j
0 js1
mc m p cjs1 jF q .ylT< < < <l 1 y e
 .This shows that all the solutions of 3.4 are bounded independently of
w xm g 0, 1 . Taking into account that B is compact and using Schaeffer's
 w x.theorem see, for instance Theorem 4.3.2 of 13 we obtain that B has a
fixed point.
Remark. If f is not bounded, then the result of Theorem 3.1 is not
 .valid even in the case of an equation with no impulses . Indeed, take
 .  . T  .I ' 0, j s 1, . . . , p, and f t, u s s t q lu with H s s ds / 0.j 0
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Motivated by this last observation, we present the following result.
 .THEOREM 3.2. Assume that there exist l , j s 1, . . . , p, such that 2.9j
holds, and there exists l G 0 with
< <f t , u y f t , ¨ F l ? u y ¨ , t g J , u , ¨ g R. 3.5 .  .  .
If
l  p ljs1 jq - 1, 3.6 .ylT< < < <l 1 y e
 .then the nonlinear problem NP has a unique solution.
 .Proof. For u, ¨ g PC J , and t g J we get that
w x w xBu t y B¨ t .  .
T
F g t , s f s, u s y f s, ¨ s ds .  .  . .  .H
0
p
q g t , t I u t y I ¨ t .  .  . .  . j j j j j
js1
pl l j
5 5 5 5F u y ¨ q ? u y ¨ . ylT< < < <l 1 y ejs1
This reveals that B is a contraction. Therefore it has a unique fixed
point.
Finally, we present an existence result when the nonlinearity and the
impulse functions have sublinear growth.
 . w .THEOREM 3.3. Assume that there exist a g PC J , b g R, and a g 0, 1
such that
a< <f t , u F a t q b u , t g J , u g R. 3.7 .  .  .
w .Moreo¨er, suppose that there exist constants a , b g R, a g 0, 1 , j sj j j
1, . . . , p, with
a j< <I u F a q b u , u g R. 3.8 .  .j j j
 .Then the nonlinear problem NP is sol¨ able.
 .Proof. If u g PC J , then we can write that
a
f s, u s F a s q b u s , s g J , .  .  . .
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and
a j
I u t F a q b u t , j s 1, . . . , p. .  . . .j j j j j
 .Therefore, if u is a solution of 3.4 , then for t g J we have that
pmb aT ja5 5u t F m g t , s a s ds q u q m .  .  . H ylT< < < <l 1 y e0 js1
p bj a j5 5q m u . ylT< <1 y ejs1
In consequence,
p
a aU U U j5 5 5 5 5 5u F a q b u q b u , j
js1
where
pmTUa s m sup g t , s a s ds : t g J q a , .  . H jylT 5 < <1 y e0 js1
mb mbjU Ub s , and b s .j ylT< < < <l 1 y e
Now, taking into account that 0 F a - 1, and 0 F a - 1, j s 1, . . . , p,j
5 5we can conclude that there exists a constant C ) 0 such that u F C for
 . w xany solution of 3.4 , m g 0, 1 . therefore, by Schaeffer's theorem we
obtain the existence of a fixed point for B.
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