Abstract-Due to the development and maturation of embedded processor, micro-sensor technology and control theory, multi-rotor UAV is booming. The continuously increasing efficiency and multifunctionality make multi-rotor UAV widely used in military, civil aerial shooting, search and rescue, monitoring and other fields. With the special mechanical structure and dynamic characteristics, it also plays an important role in the scientific research. However, UAV is susceptible to the disturbance of environmental factors during the flight. This study uses reinforcement learning to enhance the stability of flight control of multi-rotor UAV. The reinforcement learning method, also known as reinforcement learning, is one of the learning methods in the field of machine learning and artificial intelligence. It is the most commonly used algorithm in the agent system, which is suitable for the unknown environment. In particular, the agent system will get feedback from changes in the environment, so it can learn from experience and optimize the overall benefit. This research mainly uses the Q-learning algorithm to realize the enhanced learning mechanism, which learns the best response and control corresponding to different UAV attitude, adopts the PID control parameter of reinforcement learning adjustment, and uses it to maintain the stable posture of UAV in the unknown environment.
INTRODUCTION
In recent years, drones have developed rapidly. Whether from the aspect of application, enterprise management or domestic research field, the multi-rotor UAV has great development potential. Multi-rotor drones have unique advantages in a growing number of areas, such as high-risk electrical tower inspections, military reconnaissance, disaster monitoring, aerial photography, oil pipeline patrols, atmospheric sampling, traffic monitoring and support for largescale activities. Although the multi-rotor UAV is widely used, the flight stability of the UAV is easily affected by the environment, and its flight self-stable performance is weak and cannot be controlled from the remote control. The problem derived from the stability of multi-rotor UAV is a great hindrance to the research of its applications. Therefore, this research is devoted to the study of a stable flight control system which can realize self-stabilization and autonomous flight to meet the needs of UAV operation.
The PID controller is a co mmon feedback mechanism in the control application, and its technology mainly cooperate with the motor encoder and the adjustment controller in proportion, integral, differential parameters, to solve the problem of multi-rotor UAV control. While the development of machine learning technology is quite extensive in various fields, how to apply it to the balance and stability of multi-rotor UAV has become the main research target. This study aims to solve the problem of balancing stability control of multi-rotor UAV, which can make the UAV self-balancing by machine learning. When the control instruction is given to the multi-rotor UAV, the PID controller ensures that the multi-rotor UAV will make corresponding action according to the instructions received. The multi-rotor UAV can be used in a variety of environments to complete different specified tasks. It can also combine the indoor localization, roadblock detection, path plan and many more other techniques, to make the control instruction more elastic and optimal. Through the self-training of enhanced learning, the unmanned function of multi-rotor is selfstabilizing and capable of autonomous flying.
II. DYNAMIC MODEL OF FOUR-ROTOR UAV
Four-rotor UAV has been widely used in various fields. It consists of a fuselage and four rotors. The rotors are divided into two opposing groups, to counteract the torsional torque produced by rotation. Rolling and pitching can be achieved by changing the rotational speed of the rotor in the same group by differential motion. Yawing can be achieved by controlling the torsional torque of two sets of rotors. Since the four-rotor UAV has only four driving forces, it needs to complete six degrees of freedom movement. The modeling assumptions are as follows:
• The four-rotor UAV is a uniformly symmetrical rigid structure.
• The body's center of gravity coincides with the body's coordinate origin.
• The propellers are rigid.
• The lift of the four-rotor UAV is proportional to the square of the propeller speed.
As shown in Figure I , the two relative coordinates are the inertial coordinate 
The total pulling force acting on the body is
For the X-type 4-rotor drone, the torque generated by the rotor is
As shown in Figure II , the four-rotor UAV system has 4 inputs (total pulling force f and three axis torques τ ) and The PID controller's proportional parameter P, the integral parameter I, and the differential parameter D respectively correspond to the current error, the past accumulative error and the future error. By adjusting the PID controller three parameters can adjust the control system, and meet the requirements. A typical single-stage PID controller is shown in Figure III . However, since the PID parameters are fixed, they will not change with the environment. Machine learning is a very good choice in order to enable UAVs to resist external interference factors.
PID controller
Reinforcement learning is a machine learning algorithm that emphasizes how to take action based on the environment to achieve maximum expected benefit. Q-learning belongs to the classical algorithm of reinforcement learning, which is used to solve Markov decision problem. Which depending on the state observed at each moment, an action is chosen from the available set of actions to make a decision and the next (future) state of the system. The Markov decision process can be described as: a UAV (agent) changes its state by acting (action), and interacts with the environment (E) to be rewarded (reward). The goal is to get the best results through a certain action strategy (π). It is composed of 5 elements:
S: A set of all possible states.
A: Action that can be made under state S. P: PA(S, S'), which represents the probability of from state S(t) conversion to state S'(t+1) under action A.
γ: Attenuation variable.
V: The value of the measurement strategy (π) is related to the current immediate return and future expected return.
Where R(t+n) indicates the return at the t+n moment.
IV. SIMULATION RESULTS
To verify the effectiveness of the design method, we have carried out a series of Matlab-based simulations. Taking the model (4) of the four-rotor UAV as the plant, the entire flight control system is tested in the simulation. The parameters of a UAV dynamic model are 0.5kg
At first, the related PID controller parameters are chosen as
However, the time responses of an unadjusted PID control is unsatisfactory. In order to achieve better transient state and steady-state performance, we used the enhanced learning method to improve PID control. Adjust PID parameters at any time due to feedback and environmental changes Illustrated by the simulation, the method of machine learning is applied to adjust the flight control parameters of four-rotor UAV and to optimize the parameters. This control mode also has the capability of anti-disturbance and rapid reaction. This paper presents a PID control algorithm based on machine learning optimization for multi-rotor UAV, and continued with the simulation and experimental research of the calculator. The results show that the PID controller based on machine learning optimization design is significantly more robust. The control performance of the system still has good dynamic quality and steady state accuracy even under the condition of the external environment. Machine learning allows drones to improve algorithms through experience or data. Being able to learn from a large amount of data, the algorithms allow drones to achieve a pattern and use this model to predict future optimization of flight control parameters.
