Eigenvalue problems of second order impulsive differential equations  by Wang, Weibing & Shen, Jianhua
Computers and Mathematics with Applications 62 (2011) 142–150
Contents lists available at ScienceDirect
Computers and Mathematics with Applications
journal homepage: www.elsevier.com/locate/camwa
Eigenvalue problems of second order impulsive differential equations✩
Weibing Wang a,∗, Jianhua Shen b
a Department of Mathematics, Hunan University of Science and Technology, Xiangtan, Hunan 411201, PR China
b Department of Mathematics, Hangzhou Normal University, Hangzhou, Zhejiang 310036, PR China
a r t i c l e i n f o
Article history:
Received 6 February 2010
Received in revised form 24 April 2011
Accepted 25 April 2011
Keywords:
Impulsive differential equations
Eigenvalue
Eigenfunction
Positive solution
a b s t r a c t
This paper is concernedwith an eigenvalue problem for second order differential equations
with impulse. The existence of a countably infinite set of eigenvalues and eigenfunctions is
proved.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
In this article, we study the existence of eigenvalues and eigenfunctions to the following second order differential
equation with impulses
−(p(t)x′(t))′ + q(t)x(t) = λρ(t)x(t), t ≠ tk, a.e. t ∈ J, (1.1)
1x′(tk) = akx(tk), k = 1, 2, . . . ,m (1.2)
with the Dirichlet boundary conditions
x(0) = x(1) = 0, (1.3)
where J = [0, 1], ρ(t) and q(t) are real-valued, p ∈ C1(J, [γ ,+∞)), ρ ∈ C(J, (0,+∞)) and q ∈ C(J, [0,+∞)), γ is a
positive constant, 0 = t0 < t1 < t2 < · · · < tm < tm+1 = 1,1x′(ti) = x′(t+i )− x′(t−i ), x′(t+i ) and x′(t−i ) represent the right
limit and the left limit of x′(t) at ti respectively.
Let H10 = H10 (0, 1) be the usual Sobolev space with the norm
‖x‖ =
∫ 1
0
(x′(t))2dt
 1
2
.
A function x ∈ H10 need not be defined on a set of measure zero, but it can be made continuous by changing its definition on
a set of measure zero. Hence, we always assume that x ∈ C([0, 1]) if x ∈ H10 . Let Γ = {x ∈ H10 : x|(tj,tj+1) ∈ H2(tj, tj+1) (j =
0, 1, . . . ,m)}. A function x ∈ Γ is called a solution of (1.1)–(1.3) if it satisfies the equation −(p(t)x′(t))′ + q(t)x(t) =
λρ(t)x(t), t ≠ ti a.e. on J and limits x′(t+i ), x′(t−i ) exist and 1x′(ti) = aix(ti) for each i = 1, . . . ,m. Our aim is to find the
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value ofλ forwhich (1.1)–(1.3) has a nontrivial solution. The corresponding nontrivial solution x(t) is called an eigenfunction
and λ, an eigenvalue.
When ak = 0, the problem (1.1)–(1.3) reduces to the eigenvalue problems of the following ordinary differential equation
−(p(t)x′(t))′ + q(t)x(t) = λρ(t)x(t), t ∈ J, (1.4)
x(0) = x(1) = 0. (1.5)
There are many results for eigenvalue problems of ordinary differential equations [1–4]. A well-known result is that
(1.4)–(1.5) has a countably infinite set of eigenvalues λ0, λ1, . . . tending to+∞. Recently, a few authors discussed boundary
value problems for impulsive differential equations (see [5–13] and the references therein). Faydaoglu and Guseinov [14]
had considered the following eigenvalue problems of differential equations with impulsive perturbation
−[p(t)x′]′ + q(t)x = νρ(t)x, t ∈ [0, a) ∪ (a, b], (1.6)
x(a−) = αx(a+), x′(a−) = βx′(a+), (1.7)
x(0) = x(b) = 0. (1.8)
They proved that the eigenvalue problem (1.6)–(1.8) has a countably infinite set of eigenvalues ν0, ν2, . . . tending to +∞.
Nieto and Regan [15] revealed that an impulsive problem can be solved by finding the critical points of a functional. Tian
and Ge [16,17] studied the existence of positive solutions for impulsive boundary value problems by using variational
methods. The eigenvalue problem (1.1)–(1.3) can be reduced to a problem of finding the extremum of some functional.
In this paper, we use the variational principle to find the eigenvalues and eigenfunctions of (1.1)–(1.3). Moreover, using the
results obtained, we give a sufficient and necessary condition that guarantees the existence of one positive solution for a
class of impulsive boundary value problems.
2. Preliminaries
Consider the impulsive differential equation (1.1)–(1.2) with the initial value condition
x(0) = x0, x′(0) = x∗0. (2.1)
Then the solution of (1.1), (1.2) and (2.1) exists and is unique. We refer to the initial value problem (1.1), (1.2) and (2.1) as
IVP(x0, x∗0).
Lemma 2.1. If y and z are two solutions to (1.1)–(1.2) with the same value of λ, there exists a constant C such that y = Cz or
z = Cy.
Proof. If y′(0) = z ′(0), by uniqueness theory, we have y(t) = z(t). If y′(0) ≠ z ′(0), then at least one of y′(0) and z ′(0) is not
equal to zero. Suppose z ′(0) ≠ 0 and C = y′(0)/z ′(0). Since z is a unique solution of IVP(0, z ′(0)), Cz is a unique solution of
IVP(0, Cz ′(0)). On the other hand, y is a unique solution of IVP(0, y′(0)). Hence, y = Cz since y′(0) = Cz ′(0). 
Lemma 2.2. If y and z are two solutions to (1.1)–(1.3) with the different value of λ, then∫ 1
0
ρ(t)y(t)z(t)dt = 0.
Proof. The functions y and z satisfy the equations
−(p(t)y′(t))′ + q(t)y(t) = λρ(t)y(t), t ≠ tk, 1y′(tk) = aky(tk), (2.2)
−(p(t)z ′(t))′ + q(t)z(t) = µρ(t)z(t), t ≠ tk, 1z ′(tk) = akz(tk). (2.3)
We obtain from (2.2) and (2.3) that∫ 1
0
[(p(t)z ′(t))′y(t)− (p(t)y′(t))′z(t)]dt = (λ− µ)
∫ 1
0
ρ(t)y(t)z(t)dt. (2.4)
On the other hand,∫ 1
0
(p(t)z ′(t))′y(t)dt = p(1)z ′(1)y(1)− p(0)z ′(0)y(0)−
m−
i=1
aip(ti)z(ti)y(ti)−
m−
i=0
∫ ti+1
ti
p(t)z ′(t)y′(t)dt
= −
m−
i=1
aip(ti)z(ti)y(ti)−
m−
i=0
∫ ti+1
ti
p(t)z ′(t)y′(t)dt,
∫ 1
0
(p(t)y′(t))′z(t)dt
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= p(1)y′(1)z(1)− p(0)y′(0)z(0)−
m−
i=1
aip(ti)z(ti)y(ti)−
m−
i=0
∫ ti+1
ti
p(t)z ′(t)y′(t)dt
= −
m−
i=1
aip(ti)z(ti)y(ti)−
m−
i=0
∫ ti+1
ti
p(t)z ′(t)y′(t)dt.
Hence, (λ− µ)  10 ρ(t)y(t)z(t)dt = 0. We obtain that  10 ρ(t)y(t)z(t)dt = 0 since λ ≠ µ. 
Lemma 2.3. If x ∈ H10 , then
max
t∈J
x2(t) ≤ 1
4
‖x‖2.
Proof. Without loss of generality, we assume that x ≥ 0 on J . Let x(ξ) = maxt∈J x(t), ξ ∈ (0, 1). By the Holder inequality,
we obtain that
x2(ξ) ≤ ξ
∫ ξ
0
(x′(t))2dt, x2(ξ) ≤ (1− ξ)
∫ 1
ξ
(x′(t))2dt.
Hence,
1
ξ
+ 1
1− ξ

x2(ξ) ≤
∫ 1
0
(x′(t))2dt.
Since 1/ξ + 1/(1− ξ) ≥ 4, the proof is complete. 
3. Main results
PutΩ0 =

x ∈ H10 :
 1
0 ρ(t)x
2(t)dt = 1

and
F(x) =
∫ 1
0
[p(t)(x′(t))2 + q(t)x2(t)]dt +
m−
i=1
aix2(ti).
In this section, we always assume that
∑m
i=1 a
−
i < 4γ , here α
− = max{−α, 0} for α ∈ R.
Theorem 3.1. There exists a function u0 ∈ H10 such that F(u0) = infx∈Ω0 F(x) := µ0 and λ = µ0 is the minimal eigenvalue
of (1.1)–(1.3).
Proof. For x ∈ H10 , one can obtain by Lemma 2.3 that
F(x) =
∫ 1
0
[p(t)(x′(t))2 + q(t)x2(t)]dt +
m−
i=1
aix2(ti) ≥ c0‖x‖2, (3.1)
where c0 is a positive constant.
Let {xn} ⊂ Ω0 such that F(xn) → µ0 as n → ∞. Obviously, we obtain from (3.1) that there is an M > 0 such that
‖xn‖ ≤ M for any n. Since {xn} is a bounded sequence, {xn} contains aweakly converging subsequence inH10 , which converges
in L2(0, 1) to a function u0 with u0 ∈ Ω0. We still denote the subsequence by {xn}.
Next, we show that xn converges to u0 in H10 , that is, ‖xn − u0‖ → 0 as n →∞. From the definition of F , we obtain that
F

xn − xl
2

+ F

xn + xl
2

= 1
2
F(xn)+ 12F(xl). (3.2)
Since
 1
0 x
2
n(t)dt →
 1
0 u
2
0(t)dt as n →∞, for any 0 < ε < 1, there are sufficiently big n, l such that
F(xn) ≤ µ0 + ε, F(xl) ≤ µ0 + ε,
∫ 1
0
ρ(t)(xn − xl)2dt ≤ ε2. (3.3)
Using |ab| ≤ ε2a2 + 12ε b2, we have∫ 1
0
ρ(t)

xn + xl
2
2
dt =
∫ 1
0
ρ(t)

xn + xl − xn2
2
dt
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≥
∫ 1
0
ρ(t)x2ndt −
∫ 1
0
ρ(t)|xn||xl − xn|dt
≥ 1−
∫ 1
0
ρ(t)

ε
2
x2n +
1
2ε
(xl − xn)2

dt
≥ 1− ε.
Put Snl =
 1
0 ρ(t)
 xn+xl
2
2
dt , then 1− ε ≤ Snl ≤ 1 for sufficiently large n and l. Noting that
xn + xl
2
√
Snl
⊂ Ω0,
we obtain that
F

xn + xl
2

= SnlF

xn + xl
2
√
Snl

≥ µ0(1− ε)
for sufficiently large n and l. Using (3.2) and (3.3), we have for sufficiently large n and l,
F

xn − xl
2

= 1
2
F(xn)+ 12F(xl)− F

xn + xl
2

≤ µ0 + ε − µ0(1− ε) = ε(1+ µ0). (3.4)
Together (3.1) and (3.4), we obtain that
‖xn − xl‖2 ≤ 4c0 F

xn − xl
2

≤ 4(1+ µ0)
c0
ε,
which implies that {xn} converges inH10 . Since it converges inH10 weakly to u0, its limit inH10 is equal to u0. Hence, F(u0) = µ0.
Finally, we show that u0 is a solution of (1.1)–(1.3). It is evident that
µ0 = inf
0≠x∈H10
F(x) 1
0 ρ(t)x
2(t)dt
.
Let x ∈ H10 and consider the function
g(s) = F(u0(t)+ sx(t)) 1
0 ρ(t)(u0(t)+ sx(t))2dt
,
then g(s) ≥ g(0) = µ0. Therefore g ′(0) = 0. This means that for any x ∈ H10 , we can obtain that
0 =
∫ 1
0
p(t)x′(t)u′0(t)dt +
∫ 1
0
q(t)x(t)u0(t)dt +
m−
i=1
aix(ti)u0(ti)
−
 1
0 [p(t)(u′0(t))2 + q(t)u20(t)]dt +
m∑
i=1
aiu20(ti) 1
0 ρ(t)u
2
0(t)dt
∫ 1
0
ρ(t)u0(t)x(t)dt
=
∫ 1
0
p(t)x′(t)u′0(t)dt +
∫ 1
0
q(t)x(t)u0(t)dt +
m−
i=1
aix(ti)u0(ti)− µ0
∫ 1
0
ρ(t)u0(t)x(t)dt.
For i = {0, 1, . . . ,m}, choose x ∈ H10 with x(t) = 0 for every t ∈ [0, ti] ∪ [ti+1, 1], then∫ ti+1
ti
p(t)x′(t)u′0(t)dt +
∫ ti+1
ti
q(t)x(t)u0(t)dt = µ0
∫ ti+1
ti
ρ(t)u0(t)x(t)dt,
which implies that
− [p(t)u′0(t)]′ + q(t)u0(t) = µ0ρ(t)u0(t) (3.5)
a.e. on t ∈ (ti, ti+1). Hence, u0 ∈ H2(ti, ti+1) and u0 satisfies (1.1) a.e. on J . Now multiplying by x ∈ H10 and integrating
between 0 to 1, we obtain that
m−
i=1
x(ti)1u′0(ti) =
m−
i=1
aix(ti)u0(ti).
Hence,1u′0(ti) = aiu0(ti) for every i = 1, 2, . . . ,m. This means that u0 is a solution of (1.1)–(1.3). 
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Corollary 3.1. Let u0 ∈ Ω0 such that F(u0) = infx∈Ω0 F(x), then u0(t) ≥ 0 or u0(t) ≤ 0 on J. Moreover, u0(t) ≠ 0 for
t ∈ (0, 1).
Proof. Obviously, u0 satisfies∫ 1
0
ρ(t)u20(t)dt = 1,
∫ 1
0
[p(t)(u′0(t))2 + q(t)u20(t)]dt +
m−
i=1
aiu20(ti) = µ0.
The function y = |u0| satisfies the above conditions. Hence, y is also a solution of (1.1)–(1.3) with λ = µ0. It follows from
Lemma 2.1 that u0 = Cy or y = Cu0, here C ≠ 0 is a constant, which implies that u0 does not change its sign. Assume that
u0 ≥ 0 on J . Let u0(α) = 0(α ∈ (0, 1)). If α = ti for some i ∈ {1, 2, . . . ,m}, then u′0(t+i ) = u′0(t−i ) = 0. If α ≠ ti for any
i ∈ {1, 2, . . . ,m}, then u′0(α−) = u′0(α+) = 0 since u0 ≥ 0 and u0 is absolutely continuous at small interval containing α.
We show that u ≡ 0 on J . Without loss of generality, we assume that 0 < t1 < α ≤ t2. By uniqueness, u ≡ 0 for t ∈ [α, 1].
Note that u0 can be written as
u0(t) =
c1x1(t)+ c2x2(t), 0 ≤ x ≤ t1,
c3x1(t)+ c4x2(t), t1 < x ≤ α,
0, x ≥ α,
where x1, x2 are independent continuous solutions of linear differential equation−(p(t)x′(t))′+q(t)x(t) = λρ(t)x(t). Using
u0(α) = u′0(α−) = u′0(α+) = 0, we obtain that
c3x1(α)+ c4x2(α) = 0,
c3x′1(α)+ c4x′2(α) = 0.
It follows from x1(α)x′2(α)− x′1(α)x2(α) ≠ 0 that c3 = c4 = 0. Thus u0(t1) = u′0(t+1 ) = 0, which implies that u′0(t−1 ) = 0.
Similarly, c1 = c2 = 0. Hence, u ≡ 0 on J . This is impossible. 
LetΛ1 = {x ∈ H10 :
 1
0 ρ(t)x(t)u0(t)dt = 0}, where u0 is the eigenfunction with the eigenvalue µ0. PutΩ1 = Λ1 ∩Ω0
and
µ1 = inf
x∈Ω1
F(x) = inf
x∈Ω1
∫ 1
0
[p(t)(x′(t))2 + q(t)x2(t)]dt +
m−
i=1
aix2(ti)

.
Similar to the proof of Theorem 3.1, one can verify that the minimal value µ1 is attained on a function u1 ∈ Ω1.
Next, we show that u1 is a solution of (1.1)–(1.3) with λ = µ1. Consider the function
G(s) = F(u1(t)+ sx(t)) 1
0 ρ(t)(u1(t)+ sx(t))2dt
,
where x ∈ H10 , then G(s) ≥ G(0) = µ1. Therefore G′(0) = 0. This means that for any x ∈ H10 , we can obtain that∫ 1
0
p(t)x′(t)u′1(t)dt +
∫ 1
0
q(t)x(t)u1(t)dt +
m−
i=1
aix(ti)u1(ti) = µ1
∫ 1
0
ρ(t)u1(t)x(t)dt.
For i = {0, 1, . . . ,m}, choose x ∈ H10 with x(t) = 0 for every t ∈ [0, ti] ∪ [ti+1, 1], then∫ ti+1
ti
p(t)x′(t)u′1(t)dt +
∫ ti+1
ti
q(t)x(t)u1(t)dt = µ1
∫ ti+1
ti
ρ(t)u1(t)x(t)dt,
which implies that u1 is a solution of (1.1)–(1.3) with λ = µ1.
Obviously, µ1 ≥ µ0. Noting that
 1
0 ρ(t)u1(t)u0(t)dt = 0, we obtain by Lemma 2.2 that µ1 > µ0. Assume that
λ ∈ (µ0, µ1) is an eigenvalue of (1.1)–(1.3), then the corresponding eigenfunction uλ exists. From Lemma 2.2, we obtain
that uλ ∈ Λ1 and
√
kuλ ∈ Ω1

k−1 =  10 ρ(t)u2λ(t)dt. Thus λ = F(√kuλ) ≥ µ1, a contradiction.
Repeating the above procedure, we can obtain the following theorem.
Theorem 3.2. Put
Ωs =

x ∈ H10 :
∫ 1
0
ρ(t)x(t)uj(t)dt = 0(j = 0, 1, . . . , s− 1),
∫ 1
0
ρ(t)x2(t) = 1

, s = 1, 2, . . . .
There exists a function us ∈ Ωs such that
µs := F(us) = inf
x∈Ωs
F(x)
and µs is sth eigenvalue of (1.1)–(1.3), us is the corresponding eigenfunction.
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Corollary 3.2. 0 < µ0 < µ1 < · · · < µs →∞ as s →∞.
Proof. We only prove that the sequence {µk} is unbounded. If not, there is a C > 0 such that µk ≤ C for k = 0, 1, 2 · · ·.
Using (3.1), we obtain that
‖us‖2 ≤ 1c0µs ≤
C
c0
.
Since {us} is a bounded sequence, {us} contains a weakly converging subsequence in H10 , which converges in L2(0, 1). We
still call the subsequence {us}. Hence,
2 =
∫ 1
0
ρ(t)u2s dt +
∫ 1
0
ρ(t)u2l dt =
∫ 1
0
ρ(t)(us − ul)2dt → 0
as s, l →∞, which is impossible. 
4. Application
In this section, we study the existence of positive solutions for the following nonlinear impulsive differential equation
−(p(t)x′(t))′ + (q(t)− λρ(t))x = f (x(t)), t ≠ tk, a.e. t ∈ J, (4.1)
1x′(tk) = akx(tk), k = 1, 2, . . . ,m, (4.2)
x(0) = x(1) = 0 (4.3)
where q ≥ 0 is a continuous function, p ∈ C1(J, [γ ,+∞)), ρ ∈ C(J, (0,+∞)) γ is a positive constant, f ∈ C
([0,∞), [0,∞)), ai ∈ R and ∑mi=1 a−i < 4γ . A function x ∈ Γ is called a solution of (4.1)–(4.3) if it satisfies the
Eqs. (4.1)–(4.3). A function x is called a positive solution of (4.1)–(4.3) if x is a nontrivial solution of (4.1)–(4.3) and x ≥ 0
on J .
In the following, we use the following conditions:
(C1) There exists constants β > 2 and δ > 0 such that f ≠ 0 on any subinterval of (0, δ) and
f (x)x ≥ βF(x)
for any x > 0.
(C2)
λ < µ0 := inf
0≠x∈H10
 1
0 [p(t)(x′(t))2 + q(t)x2(t)]dt +
m∑
i=1
aix2(ti) 1
0 ρ(t)x
2(t)dt
.
Theorem 4.1. Assume that (C1) holds. Then the problem (4.1)–(4.3) has at least one positive solution if and only if (C2) holds.
Proof. Necessary condition. Suppose x is a positive solution of (4.1)–(4.3). Let u0 ∈ H10 be an eigenfunction of (1.1)–(1.3)
corresponding to µ0 with u0 > 0 on (0, 1). Using (C1), we obtain that
λ
∫ 1
0
ρ(t)u0xdt < λ
∫ 1
0
ρ(t)u0xdt +
∫ 1
0
u0f (x)dt =
∫ 1
0
[q(t)u0x− (p(t)x′)′u0]dt
=
∫ 1
0
[q(t)u0x− (p(t)u′0)′x]dt = µ0
∫ 1
0
ρ(t)u0xdt
and thus λ < µ0.
Sufficient condition. Define the functional A in H10 by
A(x) = 1
2
∫ 1
0
[p(t)(x′)2 + (q(t)− λρ(t))x2]dt +
m−
i=1
ak
2
x2(ti)−
∫ 1
0
[F(x+(t))− f (0)x−(t)]dt,
where for α ∈ R,
α+ = max{α, 0}, F(x) =
∫ x
0
f (s)ds,
then A is differential at any x ∈ H10 and for any y ∈ H10 ,
(A′(x), y) =
∫ 1
0
[p(t)x′y′ + (q(t)− λρ(t))xy]dt +
m−
i=1
akx(ti)y(ti)−
∫ 1
0
f (x+(t))y(t)dt.
We verify all the assumptions of the mountain pass theorem.
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First, we show that A satisfies PS condition. Let a sequence {xn} ⊂ H10 such that
d = sup A(xn) < +∞, A′(xn)→ 0 in (H10 )∗.
(1) {xn} is bounded in H10 . Noting that
(A′(xn), x−n ) = −
∫ 1
0
{[p(t)(x−n )′]2 + (q(t)− λρ(t))(x−n )2}dt −
m−
i=1
ai(x−n (ti))
2 −
∫ 1
0
f (x+n (t))x
−
n (t)dt
≤ −
∫ 1
0
{[p(t)(x−n )′]2 + (q(t)− λρ(t))(x−n )2}dt −
m−
i=1
ai(x−n (ti))
2,
we have
1− λ
µ0

c0‖x−n ‖2 ≤
∫ 1
0
{[p(t)(x−n )′]2 + q(t)(x−n )2}dt +
m−
i=1
ai(x−n (ti))
2

1− λ
µ0

≤
∫ 1
0
{[p(t)(x−n )′]2 + (q(t)− λρ(t))(x−n )2}dt +
m−
i=1
ai(x−n (ti))
2
≤ −(A′(xn), x−n ),
which implies that ‖x−n ‖ is bounded. Using (C1), we obtain that
βA(xn)− (A′(xn), x+n ) =
β
2
∫ 1
0
[p(t)(x′n)2 + (q(t)− λρ(t))x2n]dt +
m−
i=1
βak
2
x2n(ti)
−β
∫ 1
0
[F(x+n (t))− f (0)x−n (t)]dt +
∫ 1
0
f (t, x+n (t))x
+
n (t)dt
−
∫ 1
0
{[p(t)(x+n )′]2 + (q(t)− λρ(t))(x+n )2}dt −
m−
i=1
ak(x+n (ti))
2
≥

β
2
− 1
∫ 1
0
{[p(t)(x+n )′]2 + (q(t)− λρ(t))(x+n )2}dt +
m−
i=1
ak(x+n (ti))
2

+β
∫ 1
0
{[p(t)(x−n )′]2 + (q(t)− λρ(t))(x−n )2}dt +
m−
i=1
ak(x−n (ti))
2

+
∫ 1
0
f (t, x+n (t))x
+
n (t)dt − β
∫ 1
0
F(t, x+n (t))dt
≥

β
2
− 1

1− λ
µ0
∫ 1
0
{[p(t)(x+n )′]2 + q(t)(x+n )2}dt +
m−
i=1
ak(x+n (ti))
2

+β
∫ 1
0
{[p(t)(x−n )′]2 + (q(t)− λρ(t))(x−n )2}dt +
m−
i=1
ak(x−n (ti))
2

≥

β
2
− 1

1− λ
µ0

c0‖x+n ‖2 + β

1− λ
µ0

c0‖x−n ‖2.
It follows that ‖x+n ‖ is bounded. Hence {xn} is a bounded sequence in H10 .
(2) {xn} has converging subsequence in H10 . Since {xn} is a bounded sequence, {xn} contains a weakly converging
subsequence in H10 , which is weakly convergent to x ∈ H10 and uniformly convergent to x in C([0, 1]). We still call the
subsequence {xn}. Therefore,∫ 1
0
[p(t)(x′n − x′)2 + (q(t)− λρ(t))(xn − x)2]dt +
m−
i=1
ak(xn(ti)− x(ti))2
= (A′(xn)− A′(x), xn − x)+
∫ 1
0
[f (t, x+n (t))− f (t, x+(t))](xn(t)− x(t))dt → 0
W. Wang, J. Shen / Computers and Mathematics with Applications 62 (2011) 142–150 149
as n →∞. On the other hand,
1− λ
λ0

c0‖xn − x‖2 ≤
∫ 1
0
[p(t)(x′n − x′)2 + (q(t)− λρ(t))(xn − x)2]dt +
m−
i=1
ak(xn(ti)− x(ti))2.
So {xn} strongly converges to x in H10 .
Since f ≠ 0 on any subinterval of (0, δ), there exist ζ ∈ (0, δ) such that f (ζ ) ≠ 0. Thus F(M) > 0 for anyM ≥ δ. Using
the condition f (x)x ≥ βF(x) for any x > 0, we obtain that
F(x)

≥ F(M)
 x
M
β
, x ≥ M,
≤ F(M)
 x
M
β
, 0 < x ≤ M.
By the Sobolev theorem, there is C > 0 such that for x ∈ H10 and maxt∈J |x(t)| < M(M ≥ δ),∫ 1
0
F(x(t))dt ≤ F(M)M−β
∫ 1
0
xβdt ≤ F(M)M−β
∫ 1
0
x2dt
 β
2
≤ F(M)M−βC‖x‖β .
We claim that there exists 0 < r < δ such that b := infx∈Br A(x) > 0 = A(0), here Br = {x ∈ H10 : ‖x‖ = r}.
In fact, if x ∈ Br , x+ ∈ H10 and maxt∈J |x+(t)| < δ. For x ∈ Br , we have
A(x) = 1
2
∫ 1
0
[p(t)(x′)2 + (q(t)− λρ(t))x2]dt +
m−
i=1
ak
2
x2(ti)−
∫ 1
0
[F(x+(t))− f (0)x−(t)]dt
≥ 1
2

1− λ
µ0
∫ 1
0
[p(t)(x′)2 + q(t)x2]dt +
m−
i=1
akx2(ti)

− F(1+ δ)C‖x‖β
≥ 1
2

1− λ
µ0

‖x‖2 − F(1+ δ)C‖x‖β .
Hence, taking sufficiently small r > 0, we obtain that b = infx∈Br A(x) > 0 = A(0).
Let x ∈ H10 with x > 0 on (0, 1), x ≥ δ on [0.1, 0.9]. We have, for l ≥ 1,
A(lx) = l
2
2
∫ 1
0
[p(t)(x′)2 + (q(t)− λρ(t))x2]dt +
m−
i=1
akl2
2
x2(ti)−
∫ 1
0
F(lx(t))dt
≤ l
2
2
∫ 1
0
[p(t)(x′)2 + (q(t)− λρ(t))x2]dt + l2
m−
i=1
ak
2
x2(ti)− F(δ)
δβ
lβ
∫ 0.9
0.1
xβ(t)dt.
Since β > 2, there exists u := lx such that ‖u‖ > r and A(u) < 0. By the mountain pass theorem, A has a positive critical
value and the problem
−(p(t)x′(t))′ + (q(t)− λρ(t))x = f (x+(t)), t ≠ ti, a.e. t ∈ J, (4.4)
1x′(ti) = aix(ti), i = 1, 2, . . . ,m, (4.5)
x(0) = x(1) = 0 (4.6)
has a nontrivial solution x. Multiplying the equation by x− and integrating from 0 to 1, we obtain that
1− λ
µ0

c0‖x−‖2 ≤
∫ 1
0
{[p(t)(x−n )′]2 + (q(t)− λρ(t))(x−n )2}dt +
m−
i=1
ak(x−n (ti))
2 = 0.
Hence x− = 0 and x is a positive solution of (4.1)–(4.3). 
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