Abstract. In this work, the discrete time risk model with two seasons is considered. In such model, the claims repeat with time periods of two units, i.e. claim distributions coincide at all even instants and at all odd instants. Our purpose is to derive an algorithm for calculating the values of the particular case of the Gerber-Shiu discounted penalty function E(e −δT 1 {T <∞} ), where T is the time of ruin, and δ is a constant nonnegative force of interest. Theoretical results are illustrated by some numerical examples.
Introduction and Main Results
In this paper, we consider the so called bi-seasonal discrete time risk model, which is the direct generalization of the classical discrete time risk model.
D
1. We say that the insurer's surplus W u varies according to the bi-seasonal risk model if
for each n ∈ N 0 = {0, 1, 2, . . .} and the following assumptions hold:
• the initial insurer's surplus u ∈ N 0 , • the random claim amounts {Z 1 , Z 2 , . . .} are nonnegative integer-valued independent r.v.s.,
• there exist r.v.s. X and Y such that Z 2k+1 d = X, k ∈ N 0 , and
If X d = Y , then the bi-seasonal discrete time risk model becomes the classical discrete time risk model. There exists practical motivation for seasonal risk models in different spheres of insurance risks. In Bischoff-Ferrari et al. (2007) the effect of seasonality on fracture risk is found to be statistically significant. Another example of risk influenced by seasonality is dairy production loss risk, as found by Deng et al. (2007) .
The Gerber-Shiu discounted penalty function δ,w is one of the main critical characteristics for risk models of any types. According to the definition presented in Gerber and Shiu (1998) for the discrete time risk model δ,w (u) = E e −δT u w W u (T u − 1), |W u (T u )| 1I {T u <∞} ,
where force of interest δ 0, w(x, y) is an arbitrary function of two nonnegative arguments, and T u denotes the time of ruin, i.e.
T u = min{n 1 : W u (n) 0}, ∞, if W u (n) > 0 for all n ∈ N.
Function w has practical interpretations. For example, if w was interpreted as the benefit amount of reinsurance payable at the time of ruin, then δ,w (u) is the single premium of the reinsurance.
In the particular case considered in this paper when w(x, y) = 1 for all nonnegative x and y, the discounted penalty function is equal to the following expression ψ δ (u) = δ,1 (u) = E e −δT u 1I {T u <∞} .
If, in addition, force of interest δ = 0, then the Gerber-Shiu discounted penalty function is equal to the ruin probability ψ(u) = ψ 0 (u) = 0,1 (u) = P(T u < ∞).
After Gerber and Shiu (1998) presented the concept of function named on their behalf, various properties of this function were considered by many authors. The main part of the known results on the Gerber-Shiu function is related with the Sparre Andersen model and various generalizations of this model. For instance, several cases of the Sparre Andersen model were considered by Dickson and Qazvini (2016) , Landriault and Willmot (2008) , Li and Garrido (2004) , Li and Sendova (2015) , Lin et al. (2003) , Schmidli (1999) , Willmot and Dickson (2003) . Properties of the Gerber-Shiu function in the risk renewal models perturbed by diffusion were investigated by Chi et al. (2010) , Tsai (2003) , Tsai and Willmot (2002) , Xu et al. (2014) , Zhang and Cheung (2016) , Zhang et al. (2012 Zhang et al. ( , 2017b Zhang et al. ( , 2014 . The Gerber-Shiu function of the risk models with various special strategies were considered by Avram et al. (2015) , Bratiichuk (2012) , Cheung and Liu (2016) , Cheung et al. (2015) , Dong et al. (2009) , Lin and Pavlova (2006) , Lin and Sendova (2008) , Liu et al. (2015) , Marciniak and Palmowski (2016) , Shi et al. (2013) , Shiraishi (2016) , Woo et al. (2017) , Zhang et al. (2017a) , Zhou et al. (2015) . This function for the risk models with various dependence structures or for risk models with investment strategies was considered by Cheung et al. (2011 ), Cossette et al. (2011 ), Li and Lu (2013 , Mihálýko and Mihálýk (2011), Schmidli (2015) , among others.
In the above articles, the general risk renewal models of continuous time were considered. In such a case, the defective renewal equation is the main tool to obtain a suitable information about the exact values or the asymptotic behaviour of the Gerber-Shiu function. If we consider the discrete time risk model, then the recursive relations between values of the Gerber-Shiu function play role of the defective renewal equation. Recursive methods were successfully analysed in many diverse fields, ranging from queuing models (Ferreira et al., 2017) to dynamical systems (De La Sen, 2016) . Various properties of the Gerber-Shiu function in the discrete time risk models were considered by Bao and Liu (2016) , Cheng et al. (2000) , Li and Wu (2015) , Li (2005) , Li and Garrido (2002) , Li et al. (2009 ), Liu et al. (2017 , Liu and Guo (2006) , Marceau (2009) , Pavlova and Willmot (2004) . For instance, in Li and Garrido (2002) , it is shown that values of function δ,w of the homogeneous discrete time risk model can be calculated using the following formulas
where Z with EZ < 1 is the integer-valued random variable generating the homogeneous discrete time risk model, and ̺ ∈ (0, 1) is the root of equation
By arguments provided in Li and Garrido (2002) , such a solution exists and is unique for δ > 0. If the discrete time risk model is generated by possibly differently distributed random variables Z 1 , Z 2 , . . . , then the above formulas do not hold anymore. The situation in the nonhomogeneous discrete time risk model is much more complicated.
In this paper, we consider the behaviour of the special case of Gerber-Shiu penalty function for the bi-seasonal discrete time risk model which is a particular case of nonhomogeneous discrete time risk models. Our results supplement the results of Castañer et al. (2013) , Răducan et al. (2015a) and Răducan et al. (2015b) . We derive the specific recursive equality for function ψ δ . Using the derived formula we construct an algorithm to calculate approximate values of this function. The running of the algorithm is illustrated by several examples. The ideas from Bieliauskienė and Šiaulys (2012) , Damarackas and Šiaulys (2014) , De Vylder and Goovaerts (1988) , Dickson and Waters (1991) were used to get the main results of this paper.
We consider the bi-seasonal discrete time risk model generated by two nonnegative, independent and integer valued random variables X and Y . By
we denote the local probabilities of random variables X, Y and Q = X + Y respectively. Distribution functions of these random variables we denote by F X , F Y and F Q , i.e.
for each real u. The notation F is used for the tail of an arbitrary distribution function F , i.e.
The following two assertions enable us to construct an algorithm for calculating values of function ψ δ (u) in the bi-seasonal discrete time risk model. •
for each n ∈ N 0 , where a n , b n , d n are three sequences of real numbers defined recursively by the following equations:
• If x 0 = P(X = 0) = 0 and y 0 = P(Y = 0) = 0, then
for each n ∈ N 0 , whereã n ,b n ,d n are three sequences of real numbers defined recursively by the following equations:
• If x 0 = 0 and y 0 = 0, then
for each n ∈ N 0 , whereb n ,d n are two sequences of real numbers defined recursively by the following equations:
We observe that case x 0 = y 0 = 0 is impossible due to requirement E(X + Y ) < 2. This observation shows that all possible cases of the discrete r.v.s. X and Y are considered in Theorem 2.
The rest of the paper is organized in the following way: in Section 2 we describe an algorithm for calculating values of Gerber-Shiu function; next, in Section 3 we present a few numerical examples which illustrate the applicability of our algorithm; in Section 4 some concluding remarks and directions for future work are provided; Section 5 deals with proofs of the main results; in Section 6 some lower and upper bounds for Gerber-Shiu function are derived; finally, in Section 7 the algorithm code in R language is provided.
Algorithm for Finding the Values of Function ψ δ
In this section, we describe an algorithm for calculating values of ψ δ (u) in the case of the bi-seasonal risk model. The algorithm was implemented with R language, using increased numerical precision package Rmpfr. Our algorithm is based on formula (1) from Theorem 2 and the results of Theorem 1. As usual, it is assumed that we have a positive force of interest δ, and the bi-seasonal discrete time risk model is generated by two nonnegative, integer-valued and differently distributed r.v.s. X, Y with local probabilities
Of course, these two r.v.s. should satisfy all requirements of Theorem 2. Below we present the detailed, step by step algorithm for calculating ψ δ (u), u ∈ N 0 in the case when x 0 y 0 > 0. The other possible cases:{x 0 = 0, y 0 > 0}, and {x 0 > 0, y 0 = 0}, which were described in Theorem 2, can be considered similarly.
Step 1: Select N ∈ {10, 20, 30, . . ., 100} and K ∈ {1, . . . , 5}.
Step 2: Calculate coefficients a n , b n , d n for all n ∈ {0, 1, . . . , N} using formulas from Theorem 2.
Step 3: Findψ δ (0) andŜ δ satisfying the following system of linear equations
Due to the main formula (1) of Theorem 2 the desired quantity ψ δ (0) together with sum S δ satisfy the following system
However, according to Theorem 1 ψ δ (N − K) and ψ δ (N) are close to zero for sufficiently large N . We get system (4) from (5) by changing values of ψ δ (N −K) and ψ δ (N) to zeroes.
Step 4: Test the error |ψ δ (0) −ψ δ (0)|. (4), (5) and the trivial estimate |ψ δ (n)| 1, n ∈ N 0 , we derive that
Using the Cramer's rule for both systems of linear equations
Numerical simulations have shown that the upper estimate of ψ δ (0) approximation error tends to 0 as N grows. This is consistent with the behaviour of the approximation error itself. As for parameter K, its choice does not have a clear effect on the upper estimate of ψ δ (0) approximation error.
Step 5: If the size of error in Step 4 is suitable, then pass to Step 6. If the size of error is not suitable, then return to Step 1 choosing different parameters N and K.
We remark only that the sets provided in Step 1 for choosing these parameters are not strictly defined, and different sets can be used successfully. However, choosing N much larger than 100 would result in very large coefficients a N , b N and d N , and owing to that some computational difficulties may arise. Besides that, in this case computational speed would be reduced. And conversely, choosing N too small would result in big approximation error of ψ δ (0) when changing system (5) to (4), since ψ δ (N) does not converge to zero so quickly. As for parameter K, it should be chosen to minimize the upper estimate of ψ δ (0) approximation error.
Step 6: Calculate ψ δ (1) according to the formula (1) by supposing that ψ δ (0) =ψ δ (0) and S δ =Ŝ δ .
Step 7: Calculate values of ψ δ (u) for u 2 while the algorithm works correctly, applying either formula (1) from Theorem 2 or the main recursive formula (7) from the proof of Theorem 2.
By saying that the algorithm works correctly, we mean that its results do not conflict with mathematical properties. Namely, ψ δ (u) is a function taking values between 0 and 1, nonincreasing with respect to u and decreasing with respect to δ. However, sometimes algorithm produces results that are not compatible with these properties. This could happen due to the following reasons:
• In some particular cases of X, Y and δ, coefficients a n , b n , d n , n ∈ N 0 in the main equality of Theorem 2 are rapidly growing and fluctuating. Consequently, it is quite difficult to get precise values of these coefficients.
• Also, computational errors could arise because by using formula (1) from Theorem 2, we are calculating "small" quantity ψ δ (u) as a sum containing "large" in absolute value summands. R 2. Many ideas for constructing a recursive algorithm were taken from Damarackas and Šiaulys (2014). In this article infinite time ruin probability, which is a special case of Gerber-Shiu function with δ = 0 and w(x, y) = 1, was considered. In the paper we have extended the results to the case δ > 0. R 3. In Bieliauskienė and Šiaulys (2012) , an analogous problem to ours is considered. While we analyse a less general model than the one provided in their paper, there are some advantages in our algorithm. Namely, our approach of finding ψ δ (0) is more efficient. The formula provided in Theorem 3 of Bieliauskienė and Šiaulys (2012) is applicable to all numerical examples of Section 3 except the last one, which deals with random variables having infinite support. But the problem with this formula is its combinatorial form, and even for relatively simple distributions it is not easy to implement. The computational speed is also reduced for the same reason. Furthermore, our proposed algorithm is less prone to computational errors, because we do not use multiple way recursion.
Numerical Examples
In this section, we present four numerical examples for calculating the values of ψ δ (u), u ∈ N 0 , in the bi-seasonal discrete time risk model. In all examples we consider function ψ δ with three different values of the interest force δ ∈ {0; 0.01; 0.1}. Our algorithm does not allow to compute function values for case δ = 0, so the algorithm and its ψ δ (0) approximation error upper estimate provided in Damarackas and Šiaulys (2014) were used for this case. Since the function ψ δ (u) seems to decay exponentially, all the figures are plotted in log scale (with base 10).
E
1. Let us assume that the bi-seasonal discrete time risk model is generated by the following independent random claim amounts X and
In this example, both claim amounts are "good" because max{EX, EY } < 1, and all conditions of Theorem 2 are satisfied. Using the algorithm presented in Section 2 we obtain values of ψ δ (u) for u ∈ {0, 1, . . . , 15}. These values are presented in Table 1 and are shown in (Fig. 1) . The upper estimate of ψ δ (0) approximation error, described in Step 4 of algorithm, is provided in the parenthesis near the value of δ. The results of this example are based on the value of ψ δ (0) which is obtained with N = 50 and K = 2. E 2. Suppose now that the bi-seasonal discrete time risk model is generated by r.v.s. X and Y having the following distributions
We observe that EX < 1, EY 1, but EX + EY < 2 in this case. Consequently, the model is "good" only on average and all conditions of Theorem 2 are satisfied. Using the Table 2 Values of ψ δ (u) algorithm from Section 2, Table 2 is filled out with values of ψ δ (u) for u ∈ {0, 1, . . . , 15}.
Results of this example are based on the value of ψ δ (0) which is obtained with N = 40 and K = 1. Values of ψ δ (u) are also shown in (Fig. 2) . E 3. Let us consider the mirror reflection of the bi-seasonal discrete time risk model from Example 2, i.e. the order of claims appearance is reversed.
From the obtained calculations we can easily see that when the positions of claims are changed, the values of ψ δ (u) are also changing. The numerical values of ψ δ (u) of this model are given in the Table 2 and shown in (Fig. 2) with N = 50 and K = 3. E 4. Suppose that the bi-seasonal discrete time risk model is generated by r.v.s. X and Y , where X has Poisson distribution with parameter λ = 0.8 and Y has geometric distribution with parameter p = 0.7.
In this case, the model generators have infinite supports, but all requirements of Theorem 2 are satisfied. So we can use the algorithm from Section 2 to calculate values of ψ δ (u) . These values are given in Table 3 and shown in (Fig. 3) . The results are obtained by choosing N = 60 and K = 4 in the first step of the algorithm.
Concluding Remarks
In this work, the bi-seasonal discrete time risk model is considered. We derived a recursive algorithm for calculating the values of a special case of Gerber-Shiu discounted penalty function. Theoretical results are illustrated by some numerical examples.
The results obtained in this paper could be improved in the following directions: • Instead of taking w(x, y) = 1 in the Gerber-Shiu function, arbitrary function w(x, y) could be taken. This would allow to reflect insurer's economic costs at the time of ruin in a more realistic way.
• Our results could be generalized to the models with more complex structure of claims' non-homogeneity. For instance, models with cyclically distributed claims with an arbitrary cycle length could be considered. In this paper, the model with cycle length equal to 2 is considered.
• Other model extensions may be useful to consider. For example, a model may include investment strategies on premiums or claims following some dependence structure.
• In the Step 4 of our presented algorithm, more subtle estimation of ψ δ (0) approximation error could be derived.
• In the bi-seasonal discrete time risk model, claims with distributions satisfying EX + EY 2 could be considered. The difficulty arises here because limiting relations in Theorem 1 and Theorem 2 do not hold anymore. Therefore an alternate way of finding ψ δ (0) and ψ δ (1) should be derived.
Proofs of the Main Results
Proof of Theorem 1. According to Theorem 2.3 of (Damarackas and Šiaulys, 2014) , we have that
This implies that lim u→∞ ψ δ (u) = 0 for an arbitrary fixed δ 0, because 0 ψ δ (u) ψ(u) for all δ, u 0. Furthermore, for i ∈ N denote η i = Z i − 1. The conditions of Theorem 1 imply that
Hence, according to Lemma 1 by (Andrulytė et al., 2015) , we have
for some positive constants c 1 , c 2 . Therefore, it follows immediately that ∞ l=0 ψ δ (l) < ∞ for each fixed δ 0.
Proof of Theorem 2. Suppose that δ > 0 and u ∈ N 0 . According to definition of function ψ δ we have
For each m ∈ N 0
Therefore the last sum in equality (6) can be expressed by
Substituting this expression into equality (6) we obtain that
for each u ∈ N 0 . By summing these last equalities from u = 0 to u = N ∈ N we get that
We observe that
and, similarly,
Hence, it follows from (8) that
for each N ∈ N.
Now we are in a position to let N → ∞. It is obvious that:
Theorem 1 implies that
Consider the second term in the right side of equality (9). Obviously
On the other hand, for an arbitrary
Consequently,
F Y (u) = y 2 + 2y 3 + 3y 4 + . . .
Only the left side of equality (9) is left for consideration. Due to Theorem 1
In addition,
and, for an arbitrary chosen M ∈ N,
Hence,
Substituting all limiting relations (10)- (14) into equality (9) we get
From this point we consider the three cases described in the formulation of Theorem separately.
(I) If q 0 > 0 then equality (15) implies that
where a 1 , b 1 and d 1 are as defined in formulation of Theorem. So, we have that the main equality (1) holds if n ∈ {0, 1}. Now we need to prove this equality for all n ∈ N. For this we use induction. Suppose that equality (1) holds for all n ∈ {0, 1, . . . , K} for the defined sequences a n , b n and d n .
The induction hypothesis and equality (7) with u = K − 1 imply that
Therefore,
due to the definition of sequences a n , b n and d n .
The induction principle implies that equality (1) holds for all n ∈ N 0 . The first part of Theorem 2 is proved.
(II) If x 0 = 0, y 0 = 0, then equality (15) implies that
whereã 1 ,b 1 andd 1 are as defined in formulation of Theorem. So, we have that the main equality (2) holds if n ∈ {0, 1}. Similarly as in case (I), we finish the proof using induction method and equality (7).
(III) If x 0 = 0, y 0 = 0, then equality (15) implies that
whereb 0 andd 0 are as defined in formulation of Theorem. So, we have that the main equality (3) holds if n = 0. Similarly as in case (I), we finish the proof using induction method and equality (7). Now Theorem 2 is proved.
Bounds for the Gerber-Shiu Discounted Penalty Function
Let us consider the bi-seasonal risk model W u (n) = W u (n|X, Y ) defined in Section 1. Let T u = T u (X, Y ) be the time of ruin for the model. Also, let us consider homogeneous discrete time risk model generated by claim amount (X + Y )/2. Suppose thatT u ((X + Y )/2) denotes the ruin time of this model, i.e.
Then we have that W u (n|X, Y ) W u (n|X + Y, 0), and hence
Thus we get
for a r.v. T and arbitrary > 0. We also have W u (n|X, Y ) W u (n|0, X + Y ). Hence, similarly as above we obtain
To summarize, upper and lower bounds for ψ δ (u) were obtained:
for all δ > 0 and u 1. 
